Optimal dual frames for erasures  by Lopez, Jerry & Han, Deguang
Linear Algebra and its Applications 432 (2010) 471–482
Contents lists available at ScienceDirect
Linear Algebra and its Applications
j ourna l homepage: www.e lsev ie r .com/ loca te / laa
Optimal dual frames for erasures
Jerry Lopez, Deguang Han ∗
Department of Mathematics, University of Central Florida, Orlando, FL 32816, United States
A R T I C L E I N F O A B S T R A C T
Article history:
Received 29 February 2008
Accepted 27 August 2009
Available online 26 September 2009
Submitted by C.K. Li
AMS classiﬁcation:
Primary: 42C15
46C05
47B10
Keywords:
Frames
Erasures
Optimal dual frames
For any given frame (for the purpose of encoding) in a ﬁnite dimen-
sional Hilbert space, we investigate its dual frames that are optimal
for erasures (for the purpose of decoding). We show that in general
the canonical dual is not necessarily optimal. Moreover, optimal
dual frames are not necessarily unique. We present some sufﬁcient
conditions under which the canonical dual is the unique optimal
dual frame for the erasure problem. As an application, we get that
the canonical dual is the only optimal dual when either the frame
is induced by a group representation or the frame is uniform tight.
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1. Introduction
In recent years researchers have been interested in searching for “best tight frames” from the coding
theory viewpoint. This leads to the the investigation of optimal frames for erasures (cf. [2–4,6,10,
15–17]). Typically, when dealing with erasures, optimal frames are found prior to coding which mini-
mize the error on reconstructing a coded vector with a certain number of missing coordinates. These
optimal frames are then used to encode and decode the signal (vector). It was known that uniform
(length) tight frames are optimal for 1-erasure, and equiangular frames are optimal for two erasures
[15]. In thispaperwetakeadifferentdirection:our scenario is toencodeavectorusinga (notnecessarily
tight) frame which is already chosen, and then, if there are missing coordinates, to reconstruct the
vector using a dual frame that minimizes the error of the reconstruction. Such a dual frame will be
referred to as an optimal dual with respect to erasures. In order to discuss our main results, we ﬁrst
recall and introduce some deﬁnitions and notations about frames for Hilbert spaces.
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A frame for a separable (real or complex) Hilbert space H is a sequence {xj}j∈J of H such that there
exist two positive constants A, B > 0 with the property that
A||x||2 ∑
j∈J
|〈x, xj〉|2  B||x||2
holds for every x ∈ H. The optimal constants (maximal forA andminimal forB) are called frame bounds.
A tight frame is a frame with equal frame bounds (A = B). It is called a Parseval frame if A = B = 1
(Sometimes a Parseval frame is also called a normalized tight frame [14]). A uniform frame is a frame
when all the elements in the frame sequence have the same norm. If a frame {xj}j∈J satisﬁes the
condition that |〈xi, xj〉| is a constant for all i /= j, then it is called an equiangular frame. There are strict
restrictions for the existence of Parseval equiangular frames on the cardinality ofJ and the dimension
of the Hilbert space [17].
For a frame {xj}j∈J of H, the associated analysis operator is the linear mapping Θ : H → 2(J )
deﬁned by:
Θ(x) = ∑
j∈J
〈x, xj〉ej ,
where {ej} is the standard orthonormal basis for 2(J ). The adjoint operator Θ∗ of Θ is given by
Θ∗
⎛⎝∑
j∈J
cjej
⎞⎠ = ∑
j∈J
cjxj.
If we let S = Θ∗Θ , then we have
Sx = ∑
j∈J
〈x, xj〉xj , x ∈ H.
Thus S is a positive invertible bounded linear operator on H, which is called the frame operator for
{xj}j∈J . A direct calculation yields
x = ∑
j∈J
〈x, S−1/2xj〉S−1/2xj
= ∑
j∈J
〈x, S−1xj〉xj
= ∑
j∈J
〈x, xj〉S−1xj (x ∈ H).
This tells us that {S−1/2xj}j∈J is a Parseval frame, and {S−1xj}j∈J is also a frame for H. The frame
{S−1xj}j∈J is called the canonical (or standard) dual of {xj}j∈J , which is used to reconstruct the signal
x with the encoding coefﬁcient sequence {〈x, xj〉}∈J .
In this paper we are only interested in frames with ﬁnitely many vectors and hence the underlying
Hilbert spaces are automatically ﬁnite dimensional. When H = Ckor Rk (the k-dimensional complex
Hilbert space), the analysis operator Θ for a frame {xj}nj=1 with n-elements is a n × k matrix with
the row vector xj = (xj1, . . . , xjk) as the jth row of the matrix. Let ηi (i = 1, . . . , k) denote its column
vectors. Then span{ηi : i = 1, . . . , k} is the range space of Θ . So we have the following
(i) {x1, . . . , xn} is a frame if and only if the set of the column vectors of Θ is linearly independent.
(ii) {x1, . . . , xn} is a normalized tight frame if and only if the set of the column vectors of Θ is an
orthonormal set.
(iii) {x1, . . . , xn} is a uniform length frame if and only if the set of column vectors of Θ are linearly
independent and the row vectors have the same 2-norm.
Given a ﬁnite frame {xi}ni=1 for a Hilbert space H of dimension k. Then we necessarily have n k.
When n > k, then, besides the canonical dual, there also exist many (in fact, inﬁnitely many) frames
{yi}ni=1 for H that yields a reconstruction formula for H:
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x =
n∑
i=1
〈x, xi〉yi, x ∈ H.
A frame {yi}ni=1 satisfying the above reconstruction formula is called an alternate dual frame or just
simply called a dual frame for {xi}ni=1. The connection between the canonical dual and the alternate
duals is given by the following: {yi}ni=1 is an alternate dual for {xi}ni=1 if and only if yi = S−1xi + hi for
1 i n, where {hi}ni=1 satisﬁes the condition
n∑
i=1
〈x, xi〉hi = 0 (∀x ∈ H).
For our convenience we will use the terminology (n, k)-frame to refer to a frame of n-elements for a
k-dimensional Hilbert space H, and (n, k)-dual frame pair to refer to a dual frame pair of n-elements
for a k-dimensional Hilbert space H.
In coding theory, a (signal) vector x is encoded as Θ(x) = {〈x, xi〉}ni=1 against a frame {xi}ni=1, and
then Θ(x) is sent to a receiver for decoding to reconstruct the signal x. This last decoding process
requires the dual frame to do the job. However, some of the coefﬁcients in the encoded dataΘ(x)may
be lost in the transmission process. Due to the redundancy property of the frame (when n > k), it is
still possible to perfectly reconstruct the original x with a few lost data. But it may not be practical to
do so as the reconstruction process in the receiver side then will heavily depend on the positions of
the data lost in the transmission. This problem leads to the approximation approach which uses the
canonical dual of {xi}ni=1 to approximate x by
x = ∑
i∈x
〈x, xi〉S−1xi,
wherex is the set of all i such that 〈x, xi〉 is received. The goal is to select a frame such that error x − x
is minimal (with respect to somemetric). To make this precise let us ﬁrst introduce the error operator,
a notation adopted from [15] for Parseval frames. LetDm be the set of all n × n diagonal matrices with
m 1′s and n − m 0′s. For any dual frame pair (X , Y) with X = {xi} and Y = {yi}, we deﬁne
dm(X , Y) = max{||Θ∗Y DΘX || : D ∈ Dm}, (1.1)
where ΘX and ΘY are the analysis operators for X and Y , respectively, and || · || is the matrix (op-
erator) norm. If J = {i1, . . . , im} are indices where 1 appears in D, then, when approximating x by
x¯ = ∑j /=i1,...,im〈x, xj〉yj , the error operator EJ with the givenm erasures is
EJx = (Θ∗Y DΘX)(x)
= x − ∑
j /=i1,...,im
〈x, xj〉yj
=
n∑
i=1
〈x, xi〉yi −
∑
j /=i1,...,im
〈x, xj〉yj
= ∑
j=i1,...,im
〈x, xj〉yj.
So themeasureof theerroroperatorΘ∗Y DΘX tells us theaccuracyof theapproximation.Whenusing the
operator norms, an optimal dual frame pair can be deﬁned inductively as follow: An (n, k)-dual frame
pair (X˜ , Y˜) is called optimal for m-erasures if it is optimal for (m − 1) erasures and dm(X˜ , Y˜)minimizes
dm(X , Y) for all (n, k)-dual frame pairs. When restricted to the class of all the (n, k)-Parseval frames
where Y = X , it was proved by a number of researchers that a Parserval frame {xi}ni=1 is 1-erasure
optimal if and only if it is uniform, and it is 2-erasure optimal if and only if it is an equiangular uniform
frame (provided that such an (n, k)-frame exists). Very similar results hold for general optimal dual
frame pairs when using the spectral radii metric for Θ∗Y DΘX (see [15]).
In applications there might be a lot of restrictions when selecting the frames for encoding. For
example, due to the nature of the application, some very irregular (contrast to equiangular, uniform,
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Parseval etc.) frames may be better suitable for encoding. This leads to the question of selecting the
“optimal” dual frames for a given frame that minimize the error when erasure occurs. Since we are
working on ﬁnite dimension spaces, the optimal dual always exists (see Corollary 2.2). However,
contrary to some reconstruction problems in the presence of noise (cf. [1]) where the canonical dual
is the best choice, the canonical dual in general is not necessarily optimal for the erasure problem (see
Examples in Section 3). This leads to the question of identifying some classes of frames for which the
canonical duals are optimal for erasures. We prove in Section 2 that if ||xi|| · ||S−1xi|| is a constant
for all i (where S is the frame operator), then the canonical dual of {xi}ni=1 is optimal for erasures. As
an application, we get that the canonical dual is optimal for every frame that is induced by a group
representation. This is also true when a frame is uniform tight.
2. Optimal dual frames
Let X = {xi}ni=1 be an (n, k)-frame for H, and dm(X , Y) be as deﬁned in (1.1). We say that a dual
frame Y = {yi}ni=1 is an optimal dual frame of X for 1-erasure if
d1(X , Y) = min{d1(X , Z) : Z is a dual frame for X},
Inductively, a dual frame Y for X is called an optimal dual frame for m-erasure if it is optimal for (m −
1)-erasure and
dm(X , Y) = min{dm(X , Z) : Z is a dual frame for X}.
We remark that it is natural to require that an optimal dual for for m-erasure is also optimal for
m − 1-erasure since the erasure problem usually asks for seeking an alternate dual which is optimal
for losing at mostm number of missing data in applications.
Let S be the frame operator for X . Then Y = {yi}ni=1 is a dual for X if and only if Y = S−1X + U for
some U = {u1, . . . , un} such that
n∑
i=1
〈x, xi〉ui = 0
for all x ∈ H, i.e., Θ∗UΘX = 0, where ΘU and ΘX are analysis operators for U and X , respectively.
Denote by NX the set of all sequences U = {ui}ni=1 such that Θ∗UΘX = 0. Since ΘS−1X = ΘXS−1, we
immediately obtain that an optimal dual frame of X form-erasure will be the one that is a solution for
the following minimization problem:
min
U∈NX
max{||S−1Θ∗XDΘX + Θ∗UDΘX || : D ∈ Dm}.
We ﬁrst prove the existence of the optimal dual for any erasures. Let x, y ∈ H. We will use x ⊗ y to
denote the rank-one operator deﬁned by (x ⊗ y)(v) = 〈v, y〉x (∀v ∈ H).
Note that if D ∈ D1 and Y = {S−1xi + ui}ni=1 with U = {ui}ni=1 ∈ NX , then we have
||Θ∗Y DΘX || = ||(S−1xi + ui) ⊗ xi|| = ||(S−1xi + ui)|| · ||xi||
for some 1 i n. Therefore when we consider 1-erasure optimal dual frames, it is reasonable to
assume that xi /= 0 for all 1 i n. Thus the function deﬁned by
F(U) = d1(X , S−1X + U) = max{||(S−1xi + ui)|| · ||xi|| : 1 i n}
will be a continuous function of U with the property that F(U) → ∞ when ||U|| → ∞, where we
view U as a vector in the orthogonal direct sum Hilbert space H(n) := H ⊕ · · · ⊕ H. This leads to the
following:
Lemma 2.1. Let X = {xi}ni=1 be a frame for H with xi /= 0 for all i. Then optimal dual frames of X exist
for 1-erasure. Moreover, the set of all the optimal dual frames of X for m-erasures is a convex, closed and
bounded subset of H(n).
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Proof. We only need to show the convexity of the set. Let Y (1) and Y (2) be two optimal dual frames of
X form-erasure. Then we have
dm(X , Y
(1)) = dm(X , Y (2)) = min{dm(X , Z) : Z is a dual frame for X}.
Let Y = λY (1) + (1 − λ)Y (2) forλ ∈ [0, 1]. Clearly, Y is a dual of X . It remains to show that dm(X , Y) =
dm(X , Y
(1)) = dm(X , Y (2)). In fact, for any D ∈ Dm we have
||Θ∗Y DΘX || = ||λΘ∗Y (1)DΘX + (1 − λ)Θ∗Y (2)DΘX ||
 λ||Θ∗
Y (1)
DΘX || + (1 − λ)||Θ∗Y (2)DΘX ||
 λdm(X , Y (1)) + (1 − λ)dm(X , Y (2))
= dm(X , Y (1))(= dm(X , Y (2)).
Thus
dm(X , Y) dm(X , Y (1)) = dm(X , Y (2))
and so the equality holds. 
Following from the above lemma and using an induction argument we obtain:
Corollary 2.2. Let X = {xi}ni=1 be a frame for H with xi /= 0 for all i. Then optimal dual frames of X exist
for any m-erasures. Moreover, the set of all the optimal dual frames of X for m-erasures form a convex,
closed and bounded subset of H(n).
One simple example for which the canonical dual is optimal is the so calledMercedes–Benz frame:
Example 2.3. Let H = R2, and consider the frame X = {xi}3i=1 given by{[
1
0
]
,
[− 1
2√
3
2
]
,
[ − 1
2
−
√
3
2
]}
.
In fact this is frame induced by a group representation, and the canonical dual is the unique optimal
dual, see Corollary 2.9.
Next, we give two examples showing that a frame may have inﬁnitely many optimal duals, and
the canonical dual is not necessarily optimal even if the optimal dual is unique. The details of these
examples will be given in Section 3.
Example 2.4 (An example of a frame which has a unique optimal dual but non-canonical).
Let H = R2, and consider the frame X = {xi}3i=1 given by⎧⎨⎩
[
1
0
]
,
[
0
1
]
,
⎡⎣ 1√2
1√
2
⎤⎦⎫⎬⎭ .
This is a uniform, non-Parseval frame, where ‖xi‖ = 1, for all i. This frame X has a unique 1-erasure
(and hencem-erasure) optimal dual frame that is not the canonical dual of X .
Example 2.5. Let H = R2, and consider the frame X = {xi}3i=1 given by{[
1
0
]
,
1
2
[
0
1
]
,
1
2
[
0
1
]}
.
Then X has inﬁnitely many optimal duals for both one and two erasures.
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The following result provides us a large class of frames for which the canonical dual is the only
optimal dual for anym-erasures.
Theorem 2.6. Let {xi}ni=1 be a frame for a k-dimensional Hilbert space H and S be its frame operator. If
‖S−1xi‖ · ‖xi‖ = c is a constant for all i, then the canonical dual frame is the unique optimal dual frame
for any m-erasures.
We need a simple lemma for the proof of Theorem 2.6.
Lemma 2.7. Let X = {xi}ni=1 and U = {ui}ni=1 be two a ﬁnite sequences in H such that Θ∗UΘX = 0. Then∑n
i=1〈xi, ui〉 = 0.
Proof. This follows from the fact that tr(ΘXΘ
∗
U) = tr(Θ∗UΘX) = 0 and the fact that tr(ΘXΘ∗U) =∑n
i=1〈xi, ui〉. 
Proof of Theorem 2.6. From the deﬁnition of an optimal dual for m-erasures, it sufﬁces to show
that {S−1xi}ni=1 is the unique optimal dual frame for 1-erasure. Let {yi}ni=1 = {S−1xi + ui}ni=1 be an
optimal dual frame of X , where Θ∗UΘX = 0 and U = {ui}ni=1. Then
max
1 i n
‖S−1xi + ui‖ · ‖xi‖ max
1 i n
‖S−1xi‖ · ‖xi‖ = c = ‖S−1xi‖ · ‖xi‖.
So we have
‖yi‖ · ‖xi‖ ‖S−1xi‖ · ‖xi‖, ∀i.
Since xi /= 0, we get that ‖yi‖ ‖S−1xi‖ for all i. Note that
‖yi‖2 = ‖S−1xi + ui‖2
= ‖S−1xi‖2 + ‖ui‖2 + 2Re〈S−1xi, ui〉,
Thus we get
‖ui‖2 + 2Re〈S−1xi, ui〉 0
holds for all i, and therefore we have
n∑
i=1
‖ui‖2 + 2Re
n∑
i=1
〈S−1xi, ui〉 =
n∑
i=1
(
‖ui‖2 + 2Re〈S−1xi, ui〉
)
 0.
Since Θ∗UΘX = 0, we have that Θ∗UΘS−1X = Θ∗UΘXS−1 = 0. Thus, from Lemma 2.7, we have∑n
i=1〈S−1xi, ui〉 = 0, and therefore
∑n
i=1 ‖ui‖2  0 which implies that ui = 0 for all 1 i n. Hence
yi = S−1xi. This implies that the canonical dual is the unique optimal dual of X for 1-erasure.
As a special case we have the following result:
Corollary 2.8. If X = {xi}ni=1 is a tight uniform frame for H, then the canonical dual is the unique optimal
dual frame of X for m-erasure
Proof. Assume that {xi}ni=1 is a tight frame with frame bound A. Then the frame operator of {xi}ni=1 is
S = AI. Thus
||S−1xi|| · ||xi|| = 1
A
||xi||2.
Therefore ||S−1xi|| · ||xi|| is a constant for all i when {xi}ni=1 is also uniform. The consequence then
follows from Theorem 2.6. 
Theorem 2.6 also applies to another special class of frames – frames induced by group representa-
tions. Let G be a group. Recall that a unitary representation π of G is a group homomorphism from G
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into the group of unitary operators on some nonzero Hilbert space Hπ . Hπ is called the representation
space and dimHπ is called the dimension of the representation. A unitary representation π for a group
G is called a frame representation if there is a vector ϕ ∈ H such that {π(g)ϕ : g ∈ G} is a frame for H,
and in this casewe say that {π(g)ϕ : g ∈ G} is aG-frame [11].We emphasize that from the deﬁnition of
frames, we treat a G-frame as a sequence indexed by the elements of G. A G-frame is clearly a uniform
frame. When G is a cyclic group, a G-frame is called a general harmonic frame in [6], and it is called a
geometrically uniform frame in [7] when G is abelian.
Corollary 2.9. Let π be a group representation of a ﬁnite group G on a Hilbert space H. If {π(g)ϕ}g∈G is
a frame for H, then the canonical dual of {π(g)ϕ}g∈G is the unique optimal dual frame for any erasure.
Proof. Let S be the frame operator for {π(g)ϕ}g∈G . Then, a direct calculation shows that Sπ(g) =
π(g)S holds for all g ∈ G. Thus we have S−1π(g) = π(g)S−1 for every g ∈ G. This implies that
S−1π(g)ϕ = π(g)S−1ϕ, and therefore we have that
‖S−1π(g)ϕ‖ · ‖π(g)ϕ‖ = ‖π(g)S−1ϕ‖ · ‖π(g)ϕ‖ = ‖S−1ϕ‖ · ‖ϕ‖
is a constant. Hence, by Theorem 2.6, the canonical dual of {π(g)ϕ}g∈G is the unique optimal dual
frame for any erasure. 
We remark that the above result is also valid for frames induced by projective unitary repre-
sentations. We refer to [8,9,12,13] for some recent work on frames induced by projective unitary
representations.
In view of Theorem 2.6, we would wonder whether a dual frame {yi}ni=1 for {xi}ni=1 is an optimal
dual of {xi}ni=1 if ||yi|| · ||xi|| is constant for all i. With the help of Corollary 2.9 we point out that the
answer to this question is negative.
Proposition 2.10. There exists a G-frame {π(g)ϕ}g∈G such that it admits a dual frame of the form{π(g)η}g∈G that is not the canonical dual, and consequently, {π(g)η}g∈G is not optimal.
Proof. Let π be a group representation on H and {π(g)ϕ}g∈G be a Parseval frame for H with the
property that there exists g1, g2 ∈ G such that
〈π(g1)ϕ,π(g2)ϕ〉 /= 〈π(g2)ϕ,π(g1)ϕ〉.
Then, by themain result on the uniqueness of dual frame generators obtained in [9], there exists η ∈ H
such that η /= S−1ϕ and {π(g)η}g∈G is a dual frame of {π(g)ϕ}g∈G , where S is the frame operator for{π(g)ϕ}g∈G . Clearly, ||π(g)η|| · ||π(g)ξ || is a constant for all g ∈ G. By Corollary 2.9, {π(g)η}g∈G is
not optimal. 
3. Examples
In this section we give the details on Examples 2.4 and 2.5. Moreover, we show that the frame in
Example 2.5 has inﬁnitely many optimal dual frames for 2-erasures.
3.1. Example of a frame with non-canonical optimal dual
Let H = R2, and consider the frame {xi}3i=1 given by⎧⎨⎩
[
1
0
]
,
[
0
1
]
,
⎡⎣ 1√2
1√
2
⎤⎦⎫⎬⎭ .
This is a uniform length, non-Parseval frame, where ‖xi‖ = 1, for all i. The frame operator and its
inverse are given by:
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Fig. 3.1. A uniform length, non-parseval frame (red), its standard dual (blue), and its optimal dual (green). (For interpretation
of the references to colour in this ﬁgure legend, the reader is referred to the web version of this article.)
S = 1
2
[
3 1
1 3
]
, S−1 = 1
4
[
3 −1
−1 3
]
and so the canonical dual, {S−1xi}, is given by⎧⎨⎩
[
3
4− 1
4
]
,
[− 1
4
3
4
]
,
⎡⎣ 12√2
1
2
√
2
⎤⎦⎫⎬⎭ .
We claim that the frame⎧⎪⎨⎪⎩
⎡⎣ 3−√32
1−√3
2
⎤⎦ ,
⎡⎣ 1−√32
3−√3
2
⎤⎦ ,
⎡⎢⎣
√
3−1√
2√
3−1√
2
⎤⎥⎦
⎫⎪⎬⎪⎭
is the unique optimal dual for {xi}3i=1 (see Fig. 3.1 for the three frames)
Proof. An optimal dual frame is the sequence {S−1xi + ui}3i=1 such that
max
i
{‖S−1xi + ui‖}
is minimal for all {ui}3i=1 where
∑3
i=1〈x, xi〉ui = 0 for all x ∈ H, and {S−1xi}3i=1 is the canonical dual
given by⎧⎨⎩
[
3
4− 1
4
]
,
[− 1
4
3
4
]
,
⎡⎣ 12√2
1
2
√
2
⎤⎦⎫⎬⎭ .
By letting x = e1 and x = e2 we get
1u1 + 0u2 + 1√
2
u3 = 0
0u1 + 1u2 + 1√
2
u3 = 0
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and so all such {ui} must be of the form
u1 = u2 =
[
a
b
]
, and u3 =
[−√2a
−√2b
]
and so the function needs to be minimized is
F(u) := max
{∥∥∥u + S−1x1∥∥∥ , ∥∥∥u + S−1x2∥∥∥ , ∥∥∥−√2u + S−1x3∥∥∥} ,
where u =
[
a
b
]
.
To simplify the calculations, we ﬁrst point out that there is an optimal dual with a = b. This can be
proved if we can show that F(u˜) F(u), where u =
[
a
b
]
and u˜ =
[
a+b
2
a+b
2
]
.
Let † : H → H be the involution† :
[
a
b
]
→
[
b
a
]
.Note that (S−1x1)† = S−1x2 and (S−1x3)† = S−1x3.
Therefore we have
F(u˜) = max
{∥∥∥∥∥u + u
†
2
+ S−1x1
∥∥∥∥∥ ,
∥∥∥∥∥u + u
†
2
+ S−1x2
∥∥∥∥∥ ,
∥∥∥∥∥−
√
2(u + u†)
2
+ S−1x3
∥∥∥∥∥
}
= max
{
1
2
∥∥∥u + u† + 2S−1x1∥∥∥ , 1
2
∥∥∥u + u† + 2S−1x2∥∥∥ ,
√
2
2
∥∥∥∥∥u + u† − 2√2S−1x3
∥∥∥∥∥
}
= max
{
1
2
∥∥∥(u + S−1x1) + (u† + S−1x1)∥∥∥ , 1
2
∥∥∥(u + S−1x2) + (u† + S−1x2)∥∥∥ ,
√
2
2
∥∥∥∥∥
(
u − 1√
2
S−1x3
)
+
(
u†
1√
2
S−1x3
)∥∥∥∥∥
}
 max
{
1
2
(∥∥∥u + S−1x1∥∥∥+ ∥∥∥u† + S−1x1∥∥∥) , 1
2
(∥∥∥u + S−1x2∥∥∥+ ∥∥∥u† + S−1x2∥∥∥) ,
√
2
2
(∥∥∥∥∥u − 1√2S−1x3
∥∥∥∥∥+
∥∥∥∥∥u† − 1√2S−1x3
∥∥∥∥∥
)}
= max
{
1
2
(∥∥∥u + S−1x1∥∥∥+ ∥∥∥(u + S−1x2)†∥∥∥) , 1
2
(∥∥∥u + S−1x2∥∥∥+ ∥∥∥(u + S−1x1)†∥∥∥) ,
√
2
2
⎛⎝∥∥∥∥∥u − 1√2S−1x3
∥∥∥∥∥+
∥∥∥∥∥∥
(
u − 1√
2
S−1x3
)†∥∥∥∥∥∥
⎞⎠⎫⎬⎭
= max
{
1
2
(∥∥∥u + S−1x1∥∥∥+ ∥∥∥u + S−1x2∥∥∥) , 1
2
(∥∥∥u + S−1x2∥∥∥+ ∥∥∥u + S−1x1∥∥∥) ,
√
2
∥∥∥∥∥u − 1√2S−1x3
∥∥∥∥∥
}
 max
{∥∥∥u + S−1x1∥∥∥ , ∥∥∥u + S−1x2∥∥∥ , ∥∥∥−√2u + S−1x3∥∥∥}
= F(u),
where the last line follows since
x+y
2
max{x, y} for x, y 0.
Now taking b = a and squaring the norms, we wish to ﬁnd the a that minimizes
f (a) := max
{
2a2 + a + 5
8
, 2a2 + a + 5
8
, 4a2 − 2a + 1
4
}
.
We show that for a = 3−2
√
3
4
, we have
f (a) = max
{
(
√
3 − 1)2, (√3 − 1)2, (√3 − 1)2
}
= (√3 − 1)2
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is minimal, and thus⎧⎪⎨⎪⎩
⎡⎣ 3−√32
1−√3
2
⎤⎦ ,
⎡⎣ 1−√32
3−√3
2
⎤⎦ ,
⎡⎢⎣
√
3−1√
2√
3−1√
2
⎤⎥⎦
⎫⎪⎬⎪⎭
is an optimal dual for {xi}3i=1. In fact, letting a = 3−2
√
3
4
+ r, the quadratics in f (a) become{
(
√
3 − 1)2 + 4r − 2√3r + 2r2,
(
√
3 − 1)2 + 4r − 4√3r + 4r2.
In order for the maximum to be less than (
√
3 − 1)2, both 4r − 2√3r + 2r2 and 4r − 4√3r + 4r2
must be negative simultaneously. But 4r − 2√3r + 2r2 is only negative from r = 0 to r = 2 − √3,
and 4r − 4√3r + 4r2 is only negative from r = 1 − √3 to r = 0, and so the equations are never
simultaneously negative. Therefore
minmax
{
2a2 + a + 5
8
, 2a2 + a + 5
8
, 4a2 − 2a + 1
4
}
= (√3 − 1)2.
The above argument also implies that there is only one optimal dual with the property that a = b.
By using the fact that |〈x, y〉| = ||x|| · ||y|| if and only if x and y are linearly independent, we can easily
derive that when a /= b, we always have
||(u + S−1x1) + (u† + S−1x1)|| < ||u + S−1x1|| + ||u† + S−1x1||,
||(u + S−1x2) + (u† + S−1x2)|| < ||u + S−1x2|| + ||u† + S−1x2||
and
||
(
u − 1√
2
S−1x3
)
+
(
u† − 1√
2
S−1x3
)
|| < ||u − 1√
2
S−1x3|| + ||u† − 1√
2
S−1x3||.
Thus the ﬁrst inequality in the proof of “F(u˜) F(u)" becomes a strict inequalitywhen a /= b. Hence
the optimal dual happens only when a = b, and therefore the optimal dual is unique. 
3.2. Example of a frame with inﬁnite optimal duals
Let H = R2, and consider the frame {xi}3i=1 given by{[
1
0
]
,
1
2
[
0
1
]
,
1
2
[
0
1
]}
.
This frame has
S =
[
1 0
0 1
2
]
, S−1 =
[
1 0
0 2
]
and so the standard dual, {S−1xi}, is given by{[
1
0
]
,
[
0
1
]
,
[
0
1
]}
.
Therefore
max
i
‖S−1xi‖ · ‖xi‖ = max
{∥∥∥∥[10
]∥∥∥∥ · 1, ∥∥∥∥[01
]∥∥∥∥ · 1
2
,
∥∥∥∥[01
]∥∥∥∥ · 1
2
}
= max
{
1,
1
2
,
1
2
}
= 1.
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Now, consider the alternate dual frame {S−1xi + hi}, where {hi} is given by{[
0
0
]
,
[
a
b
]
,
[−a
−b
]}
for arbitrary a, b. Thus ‖S−1x1 + h1‖ · ‖x1‖ = ‖S−1x1‖ = 1, and so all choices of a, b such that
‖S−1x2 + h2‖ · ‖x2‖ 1 and ‖S−1x3 + h3‖ · ‖x3‖ 1
give optimal dual frames. So
‖S−1x2 + h2‖ · ‖x2‖ =
∥∥∥∥[01
]
+
[
a
b
]∥∥∥∥ · 1
2
= 1
2
√
a2 + (1 + b)2
and similarly
‖S−1x3 + h3‖ · ‖x3‖ = 1
2
√
a2 + (1 − b)2.
Therefore, all a, b such that
a2 + (1 + b)2  4 and a2 + (1 − b)2  4
satisfy the condition, and so there are inﬁnitely many optimal dual frames for 1-erasure.
Finally we point out that this frame also has inﬁnitely many optimal duals for 2-erasures. Let
V =
⎡⎢⎣1 00 12
0 1
2
,
⎤⎥⎦
and consider (V † + Z)DV , with ZV = 0, and V † the least square inverse.
Then
Z =
[
0 a −a
0 b −b
]
.
Let Eij be the 3 × 3 unit matrix, i.e, the (i, j)th entry is 1 and zero everywhere else. Then we have
E1 = (V † + Z)E1,2V =
[
1 1
2
a
0 1
2
(1 + b)
]
E2 = (V † + Z)E1,3V =
[
1 − 1
2
a
0 1
2
(1 − b)
]
E3 = (V † + Z)E2,3V =
[
0 0
0 1
]
.
The norm is the square root of the maximum eigenvalue of EE∗, and so ‖E3‖ = 1. Thus the maximum
over all 2-erasures is greater than or equal to 1. Choose a = b = 0 and then ‖E1‖ = ‖E2‖ = 1 as well.
From the 1-erasure optimal condition, we already have
1
2
√
a2 + (1 + b)2 < 1
1
2
√
a2 + (1 − b)2 < 1.
So if a = 0 and b is small enough, then ‖E1‖ and ‖E2‖ = 1. Therefore there are inﬁnitely many
optimal duals for 2-erasure.
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