Continuous monitoring of the Earth radiation budget (ERB) is critical to our 17 understanding of the Earth's climate and its variability with time. The Clouds and the 18 Earth's Radiant Energy System (CERES) instrument is able to provide a long record of 19 ERB for such scientific studies. This manuscript, which is first of a two-part paper, 20 
developed ADMs used for the Earth Radiation Budget Experiment (ERBE) mission 47 (Suttles et al. 1988) , the accuracy of the new CERES ADM was greatly improved using 48 coincident scene information (clouds and aerosol) derived from Moderate-resolution 49
Imaging Spectroradiometer (MODIS) measurements (Minnis et al. 2003) and 50 supplementary information from atmospheric reanalysis data product (Wielicki et al. 1996 ; 51 Loeb et al. 2003) . The CERES TOA radiative fluxes, derived from combined CERES and 52 MODIS clouds and aerosol information, form the building block for the higher-level 53 advanced CERES data products. 54
The CERES mission produce a number of different data products with various level 55 of complexity, starting with CERES ERBE-like data product to the most advanced CERES 56
Energy Balanced and Filled (EBAF) data product (Loeb et al. 2009 ). The CERES ERBE-57 like data product uses the ERBE algorithm, including ERBE Scene identification (ID)! %! (Wielicki and Green 1989) , ERBE ADM, ERBE time and space averaging method (Brooks 59 et al. 1986 ), to produce a data set that is compatible with historical ERBE mission. The 60 CERES ERBE-like data product does not used any of the MODIS scene information and 61 is based purely on stand-alone CERES broadband data. There are certain advantages and 62 disadvantages using the CERES ERBE-like data product. The most obvious advantage is 63 that the simplicity and stand-alone nature of this product allow user quick access to the 64 CERES radiance and flux data. CERES instrument-working group (IWG) is currently 65 using the ERBE-like products as part of the calibration/validation effort to determine 66 instrument drift artifacts. Another advantage of the ERBE-like data is that it provides a 67 consistent long-term backup dataset in case of imager instrument pre-mature failure since 68 the advanced CERES data products can no longer be produced without imager information. 69
The most noticeable disadvantage of the CERES ERBE-like data is that it is based 70 on a 30-year old ERBE algorithm. The ERBE fluxes are known to have larger uncertainty 71 than CERES fluxes due to Scene ID and ADM errors. In order to improve the stand-alone 72 CERES TOA fluxes, these two deficiencies must be corrected. This manuscript describes and all-sky fluxes using a separate ML algorithm called artificial neural network (ANN). 82 ML methods focus on the development of algorithms that can be trained themselves 83 to grow and adapt when exposed to new data. The benefit of ML algorithm is that they can 84 iteratively learn from a dataset and find hidden insights without being explicitly 85 programmed. ML algorithms have been successfully adapted to remote sensing and rainfall 86 applications ( classification and regression technique based on the assumption that an aggregation of 98 weak classifiers (decision trees) can produce a more accurate prediction than a single 99 classifier (Dietterich 2002 ). The RF method has a number of useful features like its 100 efficiency on large datasets and ability to capture nonlinear association patterns between 101 predictors and response making it well suited for remote sensing applications. 102
In this paper, we use the RF supervised learning method to retrieve the scene 103 can be used to evaluate the performance of such systems. Table 2 shows the Confusion  265 matrix for the RF classification using training and test dataset (July) for the 'water' surface 266 type. The classification of 10 individual classes (clear (1-4) and cloudy (5-10)) using RF 267 method are given in Tables 2a and 2b , respectively. 268
In Table 2a Output from RF analysis shows that (Table 2a and 2b) misclassification mainly occurs  284 between classes belonging to the same radiance bins. However, classes 9 and 10 (cloudy) 285
in Table 2 provide better results (for most of the surface types) than using the ERBE-like approach. 336
The misclassification rate for cloud-sky data is further analyzed using cloud optical 337 depth and cloud fraction observed in the CERES footprint. Figure 1a shows here that such thin cloud screening is not possible using historical ERBE data due to the 411 lack of imager information. considerable decrease between N tree =1 and N tree =150 after which they show very little 468 variation to increase in N tree values. 469
In the next sensitivity analysis, the sensitivity of RF algorithm to the total number 470 ! ##! of input variables in the dataset is analyzed. This analysis is carried out by running the RF 471 code with number of input variables increasing from 1 to 10 in steps and estimating the 472 classification error each time. This analysis use a fixed value of N tree =1000 and carried out 473 for 10 surface types using the daytime data. Figure 5 shows the variation in classification 474 error (Y-axis) against the number of input variables (X-axis) for the 10 surface types used 475 in the daytime RF classification. From the figure, it can be seen that the classification error 476 decreases as the total number of input variables (M) increases from 1 to 10. A typical decision tree can be represented in the form of a flowchart-like tree structure in 520 which each internal node represents a test on an attribute, each tree branch representing an 521 outcome of the test and each leaf node representing a class label or output. Decision trees 522 are usually built top-down from a root node that involves partitioning the data into subsets 523 and paths from root to leaf node representing classification rules. At each node, the splitting 524 rule is determined in such a way to maximize the 'purity' or 'homogeneity' of the resulting 525 subset nodes in such a way that resulting nodes contain instances with similar or 526 homogenous values. Figure 6a depicts the typical structure of s binary decision tree (Pal 27 and Mather 2003). In Fig 6a, decision tree nodes (oval shape) represent tests performed by 528 the tree while the terminal or leaf nodes (square shape) represent the outcome. DT splits a 529 dataset into smaller and smaller subsets while growing associated decision tree in 530 incremental steps. The final result is a completed tree with decision nodes and leaf nodes 531 as shown Figure 6a . Decision trees are used mainly for classification problems due to the 532 simple understanding of the base model they provide. They can handle numerical and 533 categorical data as well as multi-output problems. The main disadvantage of decision trees 534 is that they can create complex models that do not generalize the data well (over fitting) 535 and can sometimes become unstable due to variations in the data. Decision trees sometimes 536 produce high variance, which increases the prediction error and affects the classification 537 accuracy. This problem can be mitigated to an extent by using decision trees within an 538 ensemble. A common approach is to produce several different decision trees from a single 539 ! #&! training data set and to use some aggregation technique to combine the predictions of all 540 these trees. 541 B. Random Forests 542
Random Forest is an ensemble learning method for classification and regression using 543 decision tree predictors. In ensemble learning method, instead of using a single classifier, 44 a large number of individual classifiers are combined to form a strong ensemble classifier. 45 Breiman (1996) showed that by prediction/classification error can be reduced by 546
aggregating the results over a large number of unstable, weak classifier like Decision trees. 547
Since its introduction, the RF has been extremely successful and widely used as a general-548 purpose classification and regression method (Gagne et There are many ways in which the multiple decision trees can be constructed. Each decision 558 tree is grown as follows: 559
•!Let N be the total number of cases in the training dataset, then create a random sample 560 of cases and M input variables such that only 66% cases are used and 33% cases are 561 left out (out -of-bag). 562
•! A subset of input variables m try <<M are selected at random from all the predictor 563 variables. Out of m try variables, one variable that provides the best binary split on a 564 decision tree node is chosen. At the next node, choose another from the M input 565 variables at random and repeat the process until a leaf node is reached. The value of 566 m try is held constant during the forest growing. 567
•!Each decision tree is fully grown and not pruned during the construction. 568
•!In a decision tree, an input is entered at the top and as it traverses down the tree the 569 data is bucketed into smaller and smaller sets and assigned the class label of the 570 terminal node it ends up in. This procedure is iterated over all the decision trees in the 571 forest, and the average vote of all decision tree is reported as the RF prediction 572
Bagging improves the accuracy of the prediction when random feature selection is 573 used (Breiman 2001 ). Classification error due to RF depends on the correlation between 574 any two-decision trees and the strength of individual decision tree in the forest. Increasing 575 the correlation increases the classification error while increasing the strength of the 576 individual trees decreases it. Reducing m try decrease both correlation and strength of DTs 577 while increasing m try increases both. This is the only adjustable parameter to which the 578 classification accuracy of the RF is sensitive. The optimal value of m try can be expressed 579 mathematically as m try = log 2 (M+1) or m try =!" where M is the total number of input 80 variables. The value of m try is then increased or decreased until a minimum prediction error 581 is reached and this particular can be m try used to carry out future classifications. RF do not 82 require a separate cross-validation or test is not required to get an unbiased estimate of the 583 classification error (Breiman 2001 ). When building a decision tree, a bootstrap sample is 584 built for each decision tree and about one-third of the cases are left out of the training set. 85 ! #(! This left out data is called out-of-bag (OOB) data and is used to get an unbiased estimate 86 of the classification error (OOB error). Studies show that RF out-of-bag error estimates are 87 generally very close to actual prediction error estimated using a new data (Breiman 1996) . 588
Importance of variables in a classification can be studied using the input feature 89 selection available in the RF code (Breiman 2001 
