Extensions of Lieb's concavity theorem by Hansen, Frank
ar
X
iv
:m
at
h-
ph
/0
51
10
90
v5
  1
4 
Ju
l 2
00
6
Extensions of Lieb's onavity theorem
Frank Hansen
November 28, 2005
Revised July 14, 2006
Abstrat
The operator funtion (A,B)→ Tr f(A,B)(K∗)K, dened in pairs
of bounded self-adjoint operators in the domain of a funtion f of two
real variables, is onvex for every Hilbert Shmidt operator K, if and
only if f is operator onvex. We obtain, as a speial ase, a new proof
of Lieb's onavity theorem for the funtion (A,B) → TrApK∗BqK,
where p and q are non-negative numbers with sum p + q ≤ 1. In
addition, we prove onavity of the operator funtion
(A,B)→ Tr
[
A
A+ µ1
K∗
B
B + µ2
K
]
in its natural domain D2(µ1, µ2), f. Denition 3.1.
1 Introdution
Let f : D → R be a funtion of two variables dened in a set D ⊆ R2, and
let Mn×m denote the set of omplex n ×m matries (with the abbreviation
Mn for Mn×n). We say that two Hermitian matries (A,B) ∈ Mn ×Mm are
in the domain of f, if the produt σ(A) × σ(B) of the spetra is inluded
in D. We shall onsider two dierent but related notions of matrix funtions
assoiated with f.
1.1 The funtional alulus
Following Korányi [16℄, we introdue the funtional alulus
f(A,B) =
p∑
i=1
q∑
j=1
f(λi, µj)Pi ⊗Qj(1)
1
for funtions f of two variables, where
A =
p∑
i=1
λiPi and B =
q∑
j=1
µjQj(2)
are the spetral deompositions of A and B. If f an be written as a produt
f(t, s) = g(t)h(s) of two funtions eah depending only on one variable then
f(A,B) = g(A)⊗h(B). We say that f is matrix onvex of order (n,m), if D
is onvex and
f(λA+ (1− λ)B, λC + (1− λ)D) ≤ λf(A,C) + (1− λ)f(B,D)
for all pairs of Hermitian matries (A,C), (B,D) ∈Mn ×Mm in the domain
of f and λ ∈ [0, 1]. Note that (λA+ (1− λ)B, λC + (1− λ)D) automatially
is in the domain of f.
This type of funtional alulus may for ontinuous funtions be extended
to bounded, linear and self-adjoint operators on a Hilbert spae by replaing
sums with integrals, hene
f(A,B) =
∫
f(λ, µ) dEA(λ)⊗ dEB(µ),(3)
where EA ⊗ EB is the produt measure onstruted from the two spetral
measures EA and EB. It is well-dened on produts of Borel sets in R sine
EA ⊗ 1 and 1 ⊗ EB ommute, and it may be extended to Borel sets in R
2.
The support of the measure is ontained in σ(A)× σ(B).
The funtion f is said to be operator onvex, if D is onvex and the
operator funtion (A,B) → f(A,B) is onvex in pairs of operators in the
domain of f. It is not diult to establish that f is operator onvex, if an only
if it is matrix onvex of all orders. The proof follows a suggestion by Löwner
(for operator monotone funtions) as reported by Bendat and Sherman [3,
Lemma 2.2℄ and an easily be adapted to the present situation. Note nally
that this type of funtional alulus may be generalized to funtions of k
variables, together with the notion of operator onvexity or matrix onvexity
of a xed order (n1, . . . , nk).
1.2 The variant funtional alulus
We may also dene an endomorphism K → f(A,B)(K) of Mn×m by setting
f(A,B)(K) =
p∑
i=1
q∑
j=1
f(λi, µj)PiKQj(4)
2
for eah K ∈ Mn×m. If f an be written as a produt f(t, s) = g(t)h(s)
of two funtions eah depending only on one variable then f(A,B)(K) =
g(A)Kh(B). This type of funtional alulus is diult to extend to bounded
linear operators on a Hilbert spae H, sine there is no obvious way of
onstruting a measure on H from the two spetral measures EA and EB.
These questions were extensively investigated by Birman and Solomyak [5, 6℄
within the very general sope of their theory of double operator integrals,
and it is only possible to extend the type of funtional alulus in (4) to
bounded linear operators for a speial lass of funtions, f. also [15℄. The
variant funtional alulus is in the literature sometimes expressed in terms
of super operators ating on Mn×m by setting
f(A,B)(K) = f(LA, RB)K,
where LA and RB are ommuting left and right multipliation operators (by
A and B).
1.3 Convexity statements
The two types of funtional alulus are onneted by the following onstru-
tion. LetH1 andH2 be Hilbert spaes of nite dimensions n1 and n2 equipped
with xed orthonormal bases (e11, . . . , e
1
n1) and (e
2
1, . . . , e
2
n2). Let furthermore
{eij}i=1,...,n1; j=1,...,n2
be the system of matrix units in B(H2, H1) suh that
eije
2
m = δjme
1
i j,m = 1, . . . , n2; i = 1, . . . , n1.
Let H¯2 denote the Hilbert spae onjugate
1
to H2 and onsider the linear
bijetion Φ: H1 ⊗ H¯2 → B(H2, H1) suh that
Φ(e1i ⊗ e
2
j ) = eij i = 1, . . . , n1; j = 1, . . . , n2.
It is not diult to establish that Φ is unitary and that
(5) Φ(f(A,B)ϕ) = f(A,B)(Φ(ϕ)),
hene
(6) (f(A,B)ϕ | ϕ)H1⊗H¯2 = Tr (f(A,B)(Φ(ϕ))Φ(ϕ)
∗)
for self-adjoint operators (A,B) in the domain of f suh that A is ating on
H1 and B is ating on H2, and every vetor ϕ ∈ H1 ⊗ H¯2. We onsequently
obtain:
1
This means that H2 and H¯2 are idential as omplex vetor spaes, but the inner
produts are onjugate to eah other.
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Theorem 1.1. Let f : D → R be a funtion dened in a onvex set D ⊆ R2.
The matrix funtion
(A,B)→ Tr f(A,B)(K∗)K,
dened in pairs of Hermitian matries (A,B) ∈ Mn ×Mm in the domain of
f, is onvex for all matries K ∈ Mm×n if and only if f is matrix onvex of
order (n,m).
Lieb's onavity theorem states that the mapping
(A,B)→ TrApK∗BqK,
dened in pairs of positive denite operators, is onave for arbitrary Hilbert
Shmidt operators K and non-negative exponents p and q with p+q ≤ 1. Let
us therefore, for these exponents, onsider the funtion f(t, s) = tpsq dened
in the rst quadrant. Sine
Tr f(A,B)(K∗)K = TrApK∗BqK
we realize by Theorem 1.1 that Lieb's onavity theorem is a reetion of the
operator onavity of the funtion f. But Theorem 1.1 also sets the sope for
the largest possible extension of Lieb's theorem, not only for operators but
for eah lass of matries. These distintions are signiant beause of the
rihness of the lass of matrix onvex funtions. In a forthoming paper [14℄
we show that there to any interval I dierent from the real line and to eah
natural number n exist a funtion in I whih is matrix onvex of order n,
but not matrix onvex of order n+ 1.
2 Some operator onave funtions
In this setion we study some well-known operator onave funtions with
the aim to give truly elementary or otherwise illuminating proofs. The basi
tool is the geometri mean # for positive operators A and B introdued by
Pusz and Woronowiz [23, 2, 17℄. It is inreasing, onave and given by
A#B = A1/2(A−1/2BA−1/2)1/2A1/2,
if A is invertible. Note that A#B = (AB)1/2 if A and B ommute. The
geometri mean A#B may be haraterized as the maximum of all self-
adjoint C suh that the blok matrix(
A C
C B
)
4
is positive semi-denite. Adapting the reasoning in [2, Corollary 2.2℄ we
obtain:
Proposition 2.1. Let f and g be non-negative operator onave funtions
of k variables dened in some onvex domain D in Rk. The funtion
F (t1, · · · , tk) = f(t1, · · · , tk)
1/2g(t1, · · · , tk)
1/2
is then also operator onave in the domain D.
Proof. We onsider k-tuples (A1, . . . , Ak) and (B1, . . . , Bk) of self-adjoint op-
erators in the domain D and note that
F (A1, . . . , Ak) = f(A1, · · · , Ak)# g(A1, . . . , Ak).
The statement now follows from the alulation
F
(
A1 +B1
2
, . . . ,
Ak +Bk
2
)
= f
(
A1 +B1
2
, · · · ,
Ak +Bk
2
)
# g
(
A1 +B1
2
, . . . ,
Ak +Bk
2
)
≥
f(A1, . . . , Ak) + f(B1, . . . , Bk)
2
#
g(A1, . . . , Ak) + g(B1, . . . , Bk)
2
≥
f(A1, . . . , Ak)# g(A1, · · · , Ak)
2
+
f(B1, . . . , Bk)# g(B1, · · · , Bk)
2
=
F (A1, . . . , Ak) + F (B1, · · · , Bk)
2
,
where we used the onavity of f and g and monotoniity of the geometri
mean in the rst inequality, and the onavity of the geometri mean in the
seond. QED
Note that the above proposition may be formulated also for lasses of
matrix onave funtions of a xed order (n1, . . . , nk).
Corollary 2.2. The funtions (t1, . . . , tk) → t
p1
1 · · · t
pk
k are operator onave
in R
k
+ for non-negative exponents p1, . . . , pk with sum p1 + · · ·+ pk ≤ 1.
Proof. Consider the simplex S = {(p1, . . . , pk) | pi ≥ 0, p1 + · · · + pk ≤ 1}
and the set of exponents
E = {(p1, . . . , pk) ∈ S | t
p1
1 · · · t
pk
k is operator onave in R
k
+ }.
The verties (0, 0, . . . , 0) and (1, 0, . . . , 0), (0, 1, . . . , 0), . . . , (0, 0, . . . , 1) of the
onvex polytope S are in E, hene S = onv(E). Sine E is losed and
mid-point onvex by Proposition 2.1, we therefore obtain E = S. QED
5
This gives for k = 1 the operator onavity in the positive half-axis of
the funtion t → tp for 0 ≤ p ≤ 1. For k = 2 we obtain onavity in the
rst quadrant of the funtion (t, s) → tpsq for non-negative exponents with
sum p+ q ≤ 1. This is essentially Lieb's onavity theorem, f. also Ando [2,
Corollary 6.2℄ who gave a dierent proof. The method of onsidering onvex
sets of exponents to prove onavity of the map A → Ap ⊗ Aq appeared in
the unpublished notes [1, Theorem IV.3℄ by Ando. The same tehnique also
appeared in a study of operator monotone funtions [22℄, and very reently
in a study of Morozova-Chentsov funtions [12, Remark 2.4℄.
3 New operator onave funtions
Let us heneforth onsider the funtions
f(t1, . . . , tk) =
t1
t1 + µ1
· · ·
tk
tk + µk
t1, . . . , tk > 0,(7)
where µ1, . . . , µk > 0.
Denition 3.1. We dene the domain Dk(µ1, . . . , µk) ⊂ R
k
+ (abbreviated
Dk when there is no onfusion) as the set of k-tuples (t1, . . . , tk) ∈ R
k
+ suh
that the matrix
Ak(t1, . . . , tk) =


2t1
µ1
−1 · · · −1
−1
2t2
µ2
· · · −1
.
.
.
.
.
.
.
.
.
.
.
.
−1 −1 · · ·
2tk
µk


(8)
is positive semi-denite.
It readily follows from the above denition that Dk is a losed onvex set,
and that (ct1, . . . , ctk) ∈ Dk for (t1, . . . , tk) ∈ Dk and c ≥ 1.
Proposition 3.2. The funtion f dened in (7) is onave in the onvex
domain Dk. Furthermore, any open onvex set in R
k
+ in whih f is onave
is already ontained in Dk.
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Proof. The Hessian matrix Hf(t1, . . . , tk) of f is given by
f(t1, . . . , tk)


−2µ1
t1(t1 + µ1)2
µ1µ2
t1t2(t1 + µ1)(t2 + µ2)
· · ·
µ2µ1
t2t1(t2 + µ2)(t1 + µ1)
−2µ2
t2(t2 + µ2)2
· · ·
.
.
.
.
.
.
.
.
.


.
If we introdue the manifestly positive semi-denite matrix
P (t1, . . . , tk) = f(t1, . . . , tk)
(
µiµj
titj(ti + µi)(tj + µj)
)k
i,j=1
then the Hessian an be written as the Hadamard produt
Hf(t1, . . . , tk) = −Ak(t1, . . . , tk) ◦ P (t1, . . . , tk),
and sine a Hadamard produt is a prinipal submatrix of the tensor produt,
it follows that Hf (t1, . . . , tk) is negative semi-denite in the domain Dk. It
hene follows that f is onave in Dk. Even though P (t1, . . . , tk) is a rank
one operator it has a Hadamard inverse
P ◦−1(t1, . . . , tk) =
1
f(t1, . . . , tk)
(
titj(ti + µi)(tj + µj)
µiµj
)k
i,j=1
,
whih is manifestly positive semi-denite in every point (t1, . . . , tk) ∈ R
k
+,
thus
Ak(t1, . . . , tk) = −Hf (t1, . . . , tk) ◦ P
◦−1(t1, . . . , tk).
If the Hessian were negative semi-denite in a point (t1, . . . , tk) ∈ R
k
+ outside
of Dk it would then follow that also Ak(t1, . . . , tk) is positive semi-denite,
and this ontradits the denition of Dk. Therefore f is not onave in any
open onvex set outside of Dk. QED
We have shown that the funtion f dened in (7) is onave in the domain
Dk and nowhere onave outside of this domain. We will prove that f is in
fat also operator onave in Dk, but rst we need some preliminaries.
3.1 Generalized Hessian matries
Matrix or operator onvexity of a funtion of one or several variables may
be inferred by alulating the so alled generalized Hessian matries [9℄. The
7
theory is based on the struture theorem
2
for the seond Fréhet dierential
of the orresponding matrix funtion.
Let f : D → R be a ontinuous funtion dened in an open set D ⊆ Rk.
We say that a k-tuple of bounded self-adjoint operators (x1, . . . , xk) ating
on Hilbert spaes H1, . . . , Hk is ontained in the domain of f, if the produt
of the spetra σ(x1) × · · · × σ(xk) is ontained in D. We may then proeed
as in (3) to dene the bounded self-adjoint operator f(x1, . . . , xk) ating on
the tensor produt H1 ⊗ · · · ⊗Hk.
A data set Λ for f of order (n1, . . . , nk) is a set of points in the domain
D written on the form
Λ = {(λm1(1), . . . , λmk(k)) ∈ D | mi = 1, . . . , ni for i = 1, . . . , k}.(9)
It may naturally be onstruted from the eigenvalues of a k-tuple of Hermi-
tian matries (x1, . . . , xk) of order (n1, . . . , nk) in the domain of f.
Suppose now that f : D → R has ontinuous partial derivatives up to
the seond order. To a data set Λ for f of order (n1, . . . , nk) as in (9) and a
k-tuple of natural numbers (m1, . . . , mk) suh that mi ≤ ni for i = 1, . . . , k,
the generalized Hessian matrix H(m1, . . . , mk) is dened [9, Denition 3.1℄
as the blok matrix
H(m1, . . . , mk) =


H11(m1, . . . , mk) · · · H1k(m1, . . . , mk)
.
.
.
.
.
.
.
.
.
Hk1(m1, . . . , mk) · · · Hkk(m1, . . . , mk)

 ,
where for u 6= s the nu × ns matrix
Hus(m1, . . . , mk) =(
[λm1(1)| · · · |λms(s), λj(s)| · · · |λp(u), λmu(u)| · · · |λmk(k)]f
)
p,j
while the ns × ns matrix
Hss(m1, . . . , mk) =(
2[λm1(1)| · · · |λms(s), λp(s), λj(s)| · · · |λmk(k)]f
)
p,j
for s = 1, . . . , k. The entries are seond order partial divided dierenes of f
(the notation does not imply any partiular order of the entries). Note that
eah generalized Hessian matrix is a quadrati and real symmetri matrix of
order n1 + · · ·+ nk.
2
In the referene we only onsidered funtions dened in a produt of open intervals,
but the struture theorem is valid for funtions dened in arbitrary open sets in R
k.
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Theorem 3.3 (The seond Fréhet dierential). Let f : D → R be a
real p > 2+k/2 times ontinuously dierentiable funtion dened in an open
set D ⊆ Rk. Then the operator funtion
(x1, . . . , xn)→ f(x1, . . . , xk),
dened in k-tuples (x1, . . . , xk) of bounded self-adjoint operators in the do-
main of f, is twie Fréhet dierentiable. If this funtion is restrited to
k-tuples of Hermitian matries (x1, . . . , xk) of order (n1, . . . , nk) in the do-
main of f, then the expetation value of the seond Fréhet dierential an
be written on the form
(d2f(x)(h, h)ϕ | ϕ)
=
n1∑
m1=1
· · ·
nk∑
mk=1
(
H(m1, . . . , mk)Φ
h(m1, . . . , mk) | Φ
h(m1, . . . , mk)
)
,
where H(m1, . . . , mk) is a generalized Hessian matrix assoiated with f and
the data set Λ onstruted from the eigenvalues of the matries (x1, . . . , xk).
The vetors Φh(m1, . . . , mk) are given by
Φh(m1, . . . , mk) =


Φh1(m1, . . . , mk)
.
.
.
Φhk(m1, . . . , mk)

 ,
the k-tuple of Hermitian matries h = (h1, . . . , hk) is arbitrary but of order
(n1, . . . , nk) and the vetors
Φhs (m1, . . . , mk)js = h
s
msjsϕ(m1, . . . , ms−1, js, ms+1, . . . , mk)
for js = 1, . . . , ns and s = 1, . . . , k, and the tensor
ϕ =
n1∑
m1=1
· · ·
nk∑
mk=1
ϕ(m1, . . . , mk)e
1
m1
⊗ · · · ⊗ ekmk
is expressed in terms of orthonormal bases of eigenvetors (eimi)mi=1,...,ni of
eah Hermitian matrix xi in the k-tuple (x1, . . . , xk).
The form of the seond Fréhet dierential implies [8, Exerises 3.1.8 and
3.6.4℄ the following result:
Corollary 3.4. A real p > 2+k/2 times ontinuously dierentiable funtion
f : D → R dened in an open onvex set D ⊆ Rk is matrix onvex of
order (n1, . . . , nk), if to eah data set Λ for f of order (n1, . . . , nk) all of the
generalized Hessian matries H(m1, . . . , mk) are positive semi-denite.
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Theorem 3.5. Let µ1, . . . , µk > 0 be positive real onstants. The funtion
f(t1, . . . , tk) =
t1
t1 + µ1
· · ·
tk
tk + µk
is operator onave in the domain Dk(µ1, . . . , µk).
Proof. It is suient to prove that f is matrix onave of arbitrary order
(n1, . . . , nk). For this purpose we onsider an arbitrary data set Λ for f of
order (n1, . . . , nk) written as in (9). The multipliative form of the funtion
makes it simple to alulate the generalized Hessian matries. We introdue
the vetors
a(i) =
(
µi
λ1(i) + µi
, . . . ,
µi
λni(i) + µi
)
∈ Rni
for i = 1, . . . , k and alulate for u 6= s the entries
[λm1(1)| · · · |λms(s), λjs(s)| · · · |λpu(u), λmu(u)| · · · |λmk(k)]f
=
λm1(1)
λm1(1) + µ1
· · ·
µs
(λms(s) + µs)(λjs(s) + µs)
· · ·
· · ·
µu
(λpu(u) + µu)(λmu(u) + µu)
· · ·
λmk(k)
λmk(k) + µk
=
f(λm1(1), . . . , λmk(k))
λms(s)λmu(u)
a(u)pua(s)js
hene the blok
Hus(m1, . . . , mk) =
f(λm1(1), . . . , λmk(k))
λms(s)λmu(u)
a(u)ta(s).
Similarly, we alulate the entries in the diagonal bloks
2[λm1(1)| · · · |λms(s), λps(s), λjs(s)| · · · |λmk(k)]f
=
2λm1(1)
λm1(1) + µ1
· · ·
−µs
(λms(s) + µs)(λps(s) + µs)(λjs(s) + µs)
· · ·
λmk(k)
λmk(k) + µk
= −2
f(λm1(1), . . . , λmk(k))
µsλms(s)
a(s)psa(s)js
hene the blok
Hss(m1, . . . , mk) = −2
f(λm1(1), . . . , λmk(k))
µsλms(s)
a(s)ta(s).
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In onlusion, the generalized Hessian matries H(m1, . . . , mk) assoiated
with the funtion (7) and the data set (9) an be written on the form
f(λm1, . . . , λmk)


−2a(1)ta(1)
µ1λm1(1)
a(1)ta(2)
λm1(1)λm2(2)
· · ·
a(1)ta(k)
λm1(1)λmk(k)
a(2)ta(1)
λm2(2)λm1(1)
−2a(2)ta(2)
µ2λm2(2)
· · ·
a(2)ta(k)
λm2(2)λmk(k)
.
.
.
.
.
.
.
.
.
.
.
.
a(k)ta(1)
λmk(k)λm1(1)
a(k)ta(2)
λmk(k)λm2(2)
· · ·
−2a(k)ta(k)
µkλmk(k)


where a(i)t denotes the transpose of a(i). It an be written as the Hadamard
produt of the manifestly positive semi-denite blok matrix
f(λm1, . . . , λmk)


a(1)ta(1)
λm1(1)
2
a(1)ta(2)
λm1(1)λm2(2)
· · ·
a(1)ta(k)
λm1(1)λmk(k)
a(2)ta(1)
λm2(2)λm1(1)
a(2)ta(2)
λm2(2)
2
· · ·
a(2)ta(k)
λm2(2)λmk(k)
.
.
.
.
.
.
.
.
.
.
.
.
a(k)ta(1)
λmk(k)λm1(1)
a(k)ta(2)
λmk(k)λm2(2)
· · ·
a(k)ta(k)
λmk(k)
2


and the matrix −Ak(λm1(1), . . . , λmk(k)) dened in (8).
All of the generalized Hessian matries assoiated with f and Λ are thus
negative semi-denite, hene it follows from Corollary 3.4 that f is matrix
onave of order (n1, . . . , nk), and sine this order is arbitrary, we onlude
that f is operator onave. QED
Sine the above funtion f is operator onave in the largest domain
in whih it is onave, we realize that the assoiated generalized Hessian
matries of a ertain order (n1, . . . , nk) are negative semi-denite, if and only
if f is matrix onave of the same order. This is in line with the onjeture
(known to be true for funtions of one variable) that positive semi-deniteness
of the generalized Hessian matries are not only suient but also neessary
onditions for matrix onvexity.
Corollary 3.6. Let µ1 and µ2 be positive real numbers, and let K be a Hilbert
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Shmidt operator. The operator funtion
(A,B)→ Tr
[
A
A+ µ1
K∗
B
B + µ2
K
]
,
dened in pairs (A,B) of positive denite operators, is onave in the onvex
domain
D2(µ1, µ2) = {(t1, t2) ∈ R
2
+ | t1t2 ≥ µ1µ2/4}.
Note that the operator funtion in the orollary, for non-vanishing K,
is not onave in any open onvex set outside of D2(µ1, µ2), not even its
restrition to pairs of positive real numbers.
4 Appendix
Theorem 4.1. The funtion
f(t1, . . . , tk) =
1
t1 · · · tk
is operator onvex in R
k
+.
Proof. Let Λ be a data set for f of order (n1, . . . , nk) as in (9) and set
a(i) =
(
1
λ1(i)
, . . . ,
1
λni(i)
)
∈ Rni+ i = 1, . . . , k.
It is easy to alulate the generalized Hessian H(m1, . . . , mk) as
f(λm1, . . . , λmk)


2a(1)ta(1) a(1)ta(2) · · · a(1)ta(k)
a(2)ta(1) 2a(2)ta(2) · · · a(2)ta(k)
.
.
.
.
.
.
.
.
.
.
.
.
a(k)ta(1) a(k)ta(2) · · · 2a(k)ta(k)


for any k-tuple (m1, . . . , mk) ≤ (n1, . . . , nk). Sine this matrix is manifestly
positive semi-denite the assertion follows from Corollary 3.4. QED
The above Theorem is due to Ando [2, Theorem 5℄ who gave a very
dierent proof. For k = 2 the result may be derived from [18, Corollary 8.1℄
by using the identiation Φ introdued in the introdution. The result is
tting sine −f is operator monotone as a funtion of k variables, f. [11,
Page 17℄.
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Corollary 4.2. The funtion
f(t1, . . . , tk) =
1
tp11 · · · t
pk
k
is for arbitrary exponents p1, . . . , pk ∈ [0, 1] operator onvex in R
k
+.
Lieb proved [18, Corollary 3.1℄ onvexity of the mapping
(A,B,K)→
∫
∞
0
Tr
[
1
A+ u
K∗
1
B + u
K
]
du
in B(H)+ × B(H)+ × B(H)HS, f. also [24, 21℄. It is a triviality that the
onstituent mappings
(A,B,K)→ Tr
[
1
A+ u
K∗
1
B + u
K
]
u > 0
are not (jointly) onvex in B(H)+×B(H)+×B(H)HS. But they are, as noted
above, (jointly) onvex in the rst two variables.
Proposition 4.3. The mapping (A, ξ) → (A−1ξ | ξ) is (jointly) onvex for
positive invertible operators A on a Hilbert spae H, and vetors ξ ∈ H.
Proof. Ando noted
3
[2, Page 208℄ that the harmoni mean 2(A−1 + B−1)−1
of two positive invertible operators A and B on a Hilbert spae H an be
haraterized as the maximum of all Hermitian operators C for whih(
C C
C C
)
≤ 2
(
A 0
0 B
)
.(10)
Replaing A and B with their inverses and inserting the Harmoni mean
2(A+B)−1 of A−1 and B−1 for C, we obtain the inequality(
(A +B)−1 (A+B)−1
(A +B)−1 (A+B)−1
)
≤
(
A−1 0
0 B−1
)
(11)
whih evaluated in blok vetors (ξ, η) for ξ, η ∈ H may be written as((
A+B
2
)−1(
ξ + η
2
)
|
(
ξ + η
2
))
≤
1
2
(
(A−1ξ | ξ) + (B−1η | η)
)
.
But this inequality is the desired result. QED
3
Sine Ando oered no proof, we sketh (10) in the ase where C is hosen as the
harmoni mean. Use the identity 2(A−1 + B−1) = 2A1/2(1 + A1/2B−1A1/2)−1A1/2 and
multiply the inequality from the left and from the right with a diagonal blok matrix
with A−1/2 in the diagonal. This transformation redues (10) to an inequality between
ommuting operators.
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The mapping A→ A⊗ B is linear for a xed B, thus the mapping
(A, ξ)→ ((A−1 ⊗ B−1)ξ | ξ)
is (jointly) onvex for positive invertible operators A and B on a Hilbert spae
H and vetors ξ ∈ H ⊗ H. By using the unitary map Φ: H ⊗ H¯ → B(H)
introdued in the introdution, we obtain:
Proposition 4.4. The mapping
(A,B,K)→ Tr
[
1
A+ u
K∗
1
B + v
K
]
u, v > 0
dened in B(H)+ × B(H)+ × B(H)HS is (jointly) onvex in any two of the
three variables.
The joint onvexity in say (A,K) may also be derived diretly from the
Lieb-Ruskai onvexity theorem [19, Remark after Theorem 1℄ stating that
the mapping (A,K)→ K∗A−1K is onvex, where A is positive denite and
invertible, and K is arbitrary.
Remark 4.5. Lieb pointed out that Proposition 4.3 may be obtained also
as a diret onsequene of the Lieb-Ruskai theorem in the following way: Let
Bξ for an arbitrary vetor ξ be dened as the operator Bξu = (u | v)ξ where
v is a xed unit vetor. The mapping ξ → Bξ is linear, so the omposed
mapping (A, ξ)→ B∗ξA
−1Bξ is jointly onvex. The desired result now follows
by taking the expetation value in the vetor v.
Remark 4.6. One may ask for whih funtions f dened inR+ the mapping
(A, ξ)→ (f(A)ξ | ξ)
is (jointly) onvex. Obviously f has to be operator onvex, and it follows
immediately from Proposition 4.3 that any funtion of the form
f(t) = β +
∫
∞
0
1
t+ s
dµ(s) β ∈ R,(12)
where µ is a positive measure with support in [0,∞) suh that the integrals∫
(s2 + 1)−1 dµ(s) and
∫
s(s2 + 1)−1 dµ(s) both are nite, has the property.
The funtions of the form (12) oinide with the lass of operator monotone
dereasing funtions dened in the positive half-axis and bounded from below
[13, Page 9℄. But not all operator onvex funtions have the property. If we
set f(t) = t2 and hoose the projetions
A1 =
(
0 0
0 1
)
and A2 =
1
2
(
1 −1
−1 1
)
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together with the vetors ξ1 = (1, 0) and ξ2 = (0,−1), then the dierene
(A21ξ1 | ξ1) + (A
2
2ξ2 | ξ2)
2
−
((
A1 + A2
2
)2(
ξ1 + ξ2
2
)
|
ξ1 + ξ2
2
)
= −
1
16
is negative, and this remains so if we perturb A1 and A2 slightly suh that
they beome stritly positive.
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