Abstract. We develop a free energy density to model a structural first-order phase transformation from a high-temperature cubic phase to a low-temperature tetragonal phase. The free energy density models the softening of the elastic modulus controlling the low-energy path from the cubic to the tetragonal lattice, the loss of stability of the tetragonal phase at high temperatures and the loss of stability of the cubic phase at low temperatures, and the effect of compositional fluctuation on the transformation temperature.
Introduction
Martensitic crystals undergo a structural first-order phase transformation from a high-symmetry crystal structure to a low-symmetry crystal structure when cooled through the transformation. The volume fractions of the phases change continuously over a range of temperatures rather than transforming at a single temperature, and hysteresis is observed [31] . The nature of the phase transformation is dependent not only on the constituents of the martensitic crystal alloy, but also on the defects created by the processing.
The development of models to understand and predict this complex transformational behavior has been a great challenge to researchers during the past few decades [3, 4, 6, 21, 22, 24, 26, 27, 29, [31] [32] [33] [34] . We develop a geometrically nonlinear free energy density that models the softening of the elastic modulus that determines the low energy path from the cubic to the tetragonal phase, the loss of stability of the tetragonal phase at high temperatures, the loss of stability of the cubic phase at low temperatures, and the effect of compositional fluctuation on the transformation temperature. Our free energy density generalizes the Landau-Ginzburg free energy density proposed in [20] by allowing the matching of the elastic moduli for both the cubic and the tetragonal phases.
In this paper, we further use our free energy density in a rigorously derived thin film model [7, 8] that includes transverse shear and normal compression to computationally model the structural phase transformation in single crystal film as it is quasi-statically cooled and then heated through the transformation. Tweed-like oscillations are obtained as precursors to the structural phase transformation, similar to the tweed-like oscillations obtained in [20] for a two dimensional model. These tweed-like oscillations have been observed experimentally in Ni 2 MnGa, as well as in other martensitic crystals [11] .
The free energy density with compositional fluctuation
We propose a free energy density for martensitic crystals with compositional fluctuation and softening by using the framework of the geometrically nonlinear theory for martensitic crystals [3, 4, 26, 27] . Our composition-dependent free energy density φ(F, θ, c) will be a continuous function φ : R 3×3 + × (θ 0 , θ 1 ) × [0, 1] → R representing the free energy per unit reference volume of the material as a function of the deformation gradient F ∈ R 3×3 + , the temperature θ ∈ (θ 0 , θ 1 ), and a compositional order parameter c ∈ [0, 1]. We note that the deformation gradient, F, in the domain of the free energy density φ(F, θ, c) has been restricted to the subgroup of 3 × 3 matrices with positive determinant, denoted by R 3×3 + , since the admissible deformations will be restricted to orientationpreserving mappings [10, 18] . The transformation temperature, θ T , can be expected to depend monotonically and continuously on the composition, c. Hence, it will be convenient to denote the energy density as a function of transformation temperature, θ T , rather than composition, c; and we will use the notation φ = φ(F, θ, θ T ) for F ∈ R 3×3 + and θ, θ T ∈ (θ 0 , θ 1 ). The domain of temperatures (θ 0 , θ 1 ) is taken to be large enough to contain all temperatures of interest.
We assume that the free energy density, φ = φ(F, θ, θ T ), is frame-indifferent and respects the material symmetry of the cubic (austenitic) crystalline lattice. The frame-indifference can be mathematically expressed by
where SO(3) denotes the group of proper rotations. The material symmetry can be expressed by
where G ⊂ SO(3) is the symmetry group of the cubic crystalline lattice. We now give the properties that the free energy density must satisfy to model the first-order structural phase transformation at the transformation temperature, θ T . We shall assume that at fixed temperatures θ > θ T the free energy density, φ(F, θ, θ T ), as a function of the deformation gradient F ∈ R 3×3 + is minimized on the group of proper rotations of the reference lattice, SO(3); and that for fixed temperatures θ < θ T the free energy density as a function of
where for the symmetry group of the cubic phase, G, we have that the transformation stretch matrices {U 1 , . . . , U N } for the tetragonal variants are given by
When θ = θ T , the free energy density is minimized at both the cubic phase (F ∈ SO(3)) and the tetragonal phase (F ∈ M) deformation gradients. Near the transformation temperature, both phases remain local minimizers of φ. We can summarize these exchange of stability properties by
for R ∈ SO(3), M ∈ M. We note that the above assumptions neglect the dependence on temperature of the lattice constants for the cubic and tetragonal phases.
We shall now restrict our consideration in this paper to the cubic-to-tetragonal (N = 3) phase transformation. The high-temperature cubic phase is characterized by a single lattice constant, a 0 , which is the length of a side of its cubic unit cell with volume equal to a 3 0 . The low-temperature tetragonal phase is characterized by two lattice constants, a and c, which give the lengths of the sides of the transformed tetragonal unit cell with volume equal to a 2 · c.
We shall identify the reference orthonormal coordinate system with the lattice axes of the cubic phase. With respect to this coordinate system, there are three transformation stretch matrices, U 1 , U 2 , and U 3 , corresponding to the transformations of the cubic lattice to the lattice of the three tetragonal variants, 4) where the transformation stretches are given by
We will construct in Section 3 a free energy density for the cubic phase, W A (C, θ), and in Section 4 we will construct a free energy density for the tetragonal phase, W M (C, θ), such that the free energy densities are functions of the right Cauchy-Green strain, C = F T F, to guarantee that the frame-indifference property (2.1) holds [10, 18] . The free energy densities that we will construct will also satisfy the material symmetry property (2.2) expressed in terms of the right Cauchy-Green strain, that is,
+ , and θ ∈ (θ 0 , θ 1 ), (2.6) where S
3×3 +
denotes the group of 3 × 3 symmetric, positive definite matrices. The cubic and tetragonal free energy densities will be normalized to be nonnegative and to be zero only at their respective energy wells, so that for θ > M s where M s < θ T is the temperature at which the cubic phase "softens" (see Section 3)
and for θ ∈ (θ 0 , θ 1 )
The energy densities W A (C, θ) and W M (C, θ) are also constructed to approximately match the elastic moduli at their respective energy wells. The free energy density φ(F, θ, θ T ) is then defined in terms of the right Cauchy-Green strain,
9) where for A f and M f satisfying θ 0 < M f < M s < θ T < A f < θ 1 , the free energy difference between the cubic and tetragonal phases, η(θ, θ T ), satisfies
The free energy difference between the cubic and tetragonal phases, η(θ, θ T ), was constructed to be the piecewise linear function with the property that the local minimum corresponding to the tetragonal phase (F ∈ M) disappears at θ = A f , and the local minimum corresponding to the cubic phase (F ∈ SO(3)) disappears at θ = M f . At θ = θ T , the free energy density for both the cubic phase (F ∈ SO(3)) and the tetragonal phase (F ∈ M) are equal to zero, and the free energy difference η(θ T , θ T ) is equal to zero. Since the cubic and tetragonal free energy densities, W A (C, θ) and W M (C, θ), are functions of the right Cauchy-Green strain, C = F T F, we can immediately conclude from (2.9) that the free energy density φ(F, θ, θ T ) satisfies the frame-indifference property (2.1). Likewise, since the austentic and martensitic free energy densities satisfy the material symmetry property (2.6) for the cubic symmetry group, G, we can conclude from (2.9) that the free energy density φ(F, θ, θ T ) satisfies the material symmetry property (2.2) for the cubic symmetry group, G. Finally, it follows from (2.7), (2.8), (2.9), and (2.10) that the free energy density φ(F, θ, θ T ) satisfies the exchange of stability property (2.3).
The temperature M s is usually identified experimentally with the temperature at which martensite first appears during cooling, and the temperature M f is identified experimentally with the temperature at which the crystal has completely transformed to martensite [31] . Similarly, the temperature A f is identified experimentally with the temperature at which the crystal has completely transformed to austenite during heating. The transformation temperature θ T can then be determined, for example, from θ T = (M s + A f )/2 as proposed in [31] .
The compositional fluctuation in a crystal alloy depends on the conditions of its growth. The temperatures M f , M s , θ T , A f introduced above are assumed to be defined as functions of a composition computed by averaging on a length scale that is small with respect to the length scale of the crystal. We can then consider M f , M s , θ T , A f to be functions of a spatially varying composition (see Section 7).
In the following sections, we shall derive a mathematical model for the energy density, the compositional fluctuation, and the thin film approximation. Our goal is to investigate the qualitative features of this model, and we attempt to model the the moduli and parameters from experimental data when available.
The austenitic (cubic) free energy density, W A (C, θ), with softening
To construct W A (C, θ), we first review some concepts from linear and finite elasticity [10, 18] . If u : Ω → R 3 denotes the deformation of the crystal respect to its reference configuration Ω, then the displacement v : Ω → R 3 is defined by v(x) = u(x) − x. We can then define the linear strain matrix E : Ω → S 3×3 by
T and the finite strain E : Ω → S 3×3 by
For the right Cauchy-Green strain, C : Ω → S 3×3 + , we can check that
The general free energy density with cubic symmetry and quadratic in the strain matrix elements E ij ∈ R of the linear strain matrix E ∈ S 3×3 is given by [25] 
where the cubic elastic moduli C A 11 , C A 12 , and C A 44 depend on the temperature θ and can be determined experimentally. We note that Love [25] gives quadratic elastic energies in the variables e xx = E 11 , e yy = E 22 , e zz = E 33 , e xy = 2E 12 , e yz = 2E 23 , e zx = 2E 13 .
Neglecting the higher-order terms in the difference E − E, we substitute
where C ij ∈ R are the matrix elements of the right Cauchy-Green strain C ∈ S 3×3 . We introduce the following linear combinations of the elastic moduli C A 11 , C A 12 , and
, and rewrite the above energy in terms of the matrix elements C ij ∈ R of the right Cauchy-Green strain C ∈ S 3×3 by
It is observed in many martensitic alloys that the modulus a(θ) =
12 C decreases to almost 0 (or is said to "soften" [20] ) as the temperature decreases to the transformation temperature. The other two moduli, b(θ) and c(θ), typically exhibit weaker temperature dependence.
Experimental data [28] for the temperature dependence of the elastic moduli for Fe 70 Pd 30 show that during cooling the tetragonal phase starts to appear at M s = 265 K. Measured values of the elastic moduli are given for C A L = (C A 11 + C A 12 + 2C A 44 )/2 and C A 44 over a temperature range from about 220 K to about 430 K, and for C = (C A 11 − C A 12 )/2 = 12a over a range from about 290 K to about 430 K. We fit this data for the elastic moduli by the linear approximation
We notice that even though the measurement of C (θ) = 12a(θ) is missing below 290 K, we allow the full softening of a(θ) to 0. This appears to be supported by the linear behavior of the measured C , which, if extrapolated below 290 K appears to vanish at M s = 265 K. Notice that the above choice of a(θ), b(θ), and c(θ) makes W A (C, θ) positive definite for θ > M s and positive semidefinite for θ ≤ M s . Due to the construction of φ(F, θ, θ T ) as a minimum of W A (C, θ) and W M (C, θ) + η(θ, θ T ), we do not want to allow W A (C, θ) to become indefinite.
The martensitic (tetragonal) free energy density, W M (C, θ)
We now discuss the construction of the martensitic part of the free energy density, W M (C, θ). Similar to the construction of W A (C, θ), we start from the quadratic elastic energy density with tetragonal symmetry in terms of the linear strain [25] . The situation is different here, though, because the reference configuration for this quadratic energy is the tetragonal lattice characterized by the stretch U 3 in our reference configuration (we could also have chosen to use the stretches U 1 or U 2 ). In particular, this change of coordinate system can be expressed by
where F is the deformation gradient in the reference coordinate of the cubic system andF is the deformation gradient in the tetragonal coordinate system. We shall use the tilde symbol˜to distinguish the quantities in the tetragonal coordinate system from their counterparts in the cubic reference system. In this way, we can define the quadratic free energy density with tetragonal symmetryW M 3 (Ẽ, θ) near U 3 by starting from Love's expression [25] 
It is now easy to see that the eigenvalues of the quadratic formW M 3 (Ẽ, θ) are C M 44 (with multiplicity two), C M 66 , and the three eigenvalues of the matrix 
which are
The eigenvalue
, and the smaller of the other eigenvalues in (4.2) vanishes when
Thus, we see that our model can also treat softening in the tetragonal phase, but in this paper we will only consider tetragonal elastic moduli for which the quadratic formW M 3 (E, θ) always remains positive definite.
Proceeding now as in the definition of W A (C, θ), we shall replace the linear strainẼ inW M 3 (Ẽ, θ) by the finite strainẼ = where
The free energy densities W M 1 (C, θ) and W M 2 (C, θ), minimized at U 2 1 and U 2 2 , respectively, are then constructed by symmetry from
where R π 2 , e i ∈ G denotes the rotation of π 2 radians about the orthogonal basis vectors e i ∈ R 3 . We could construct the martensitic free energy density W M (C, θ) as the minimum of the energy densities
However, this would result in large energy barriers between the energy wells of the tetragonal variants U 2 i . To develop a martensitic free energy density W M (C, θ) with the same elastic moduli at the energy wells U 2 i , but with lower energy barriers, we consider two one-dimensional models. The function 1 4 (x − 1) 2 (x + 1) 2 has the same minima and the same second derivatives at ±1 as the function min{(x − 1) 2 , (x + 1) 2 } (see Fig. 1 ). However, we note that the difference in the size of the energy barrier at x = 0 quadruples if the minimum function is used. Further research is needed to clarify the effect of the magnitude of the energy barriers used in models for martensitic phase transitions and to determine how to calibrate the magnitude of the energy barriers by experimental results [1] .
We now note that by construction of the free energy densities W M i (C, θ), there exists ν > 0 independent of i and j, such that
It then follows that the quartic function
is nonnegative, equals 0 only at the variants U 2 i , and has the prescribed tetragonal elastic moduli
We will present numerical results for the following two qualitatively different sets of elastic moduli (in GPa) for the martensitic free energy density W M (C, θ) Since we did not have measured values of the elastic moduli for the martensitic phase of Fe 70 Pd 30 , we were motivated by the analysis in [13, 14] to choose the eigenvalue C M 11 −C M 12 and the smaller of the pair of eigenvalues in (4.2) to be small and the larger eigenvalue of the pair in (4.2) to be relatively large. We chose the approximate values 10 and 20 for the eigenvalue C M 11 − C M 12 and the smaller of the pair of eigenvalues in (4.2). We chose the larger root in (4.2) so that the sum of the eigenvalues of the matrix (4.1) is 450 to approximately equal the sum of the corresponding eigenvalues for the cubic phase (which is equal to 3C A 11 by (3.1)) above the transformation temperature. We were also motivated by the analysis in [13, 14] 
The sharp interface thin film model and its finite element approximation
We have rigorously derived a sharp interface thin film free energy [8] from a bulk free energy in which interfacial energy was modeled by the total variation of the deformation gradient following earlier work on a diffuse interface model [5] . We consider a film of thickness h > 0 with reference state Ω h ≡ S × (−h/2, h/2) where S ⊂ R 2 is a domain with a Lipschitz continuous boundary ∂S. Since the composition varies in the crystal, the transformation temperature is given by θ T : Ω h → R. The bulk elastic free energy for the crystal with deformation u : Ω h → R 3 and temperature field θ : Ω h → R is then given by
We model the interfacial energy in the thin layers separating regions between phases and variants by the product of a material constant, κ, and the surface areas of the interfaces. This interfacial energy model is described mathematically by
where Ω h |D(∇u)| is the total variation of the deformation gradient [7, 8, 15, 17] defined by
The vector norm | · | above is the usual euclidean norm, that is, the square root of the sum of the squares of all the components. The total variation of a deformation gradient ∇u that is discontinuous across the piecewise smooth surfaces σ j , j = 1, . . . , J, separating the open sets ω in the disjoint union Ω h = L =1 ω is given by
where [[ ∇u ]] σ j denotes the jump of the deformation gradient across the interface σ j . The total energy for the film is then given by the following sum of the interfacial energy and the elastic energy
Our analysis of the thin film limit h → 0 of the bulk energy (5.1) assumed that the energy density φ(F, θ, θ T ) satisfied the growth condition
where c 1 and c 2 are fixed positive constants and p > 3 to ensure that deformations with finite energy are uniformly continuous [2, 16] . We showed (for the case that the deformations are constrained on the lateral boundary ∂S × (−h/2, h/2) and the temperature fields θ and θ T do not vary in space) that the minimum energy of (5.1) can be approximated for h → 0 by the energy of
for b ε ∈ W 1,p (S) a smooth approximation of b where (y, b) : S → R 3 × R 3 minimizes the thin film energy
over all pairs (ỹ,b) ∈ A, where the space of admissible deformations of the thin film is given by
See [8] for the precise statement and analysis of the thin film approximation.
We can see by (5.3) that the map y : S → R 3 describes the deformation of the midplane of the film, and the map b : S → R 3 describes the deformation of the cross-section relative to the film [5, 7, 8] . We denote by (∇y|b) ∈ R 3×3 the matrix whose first two columns are given by the columns of ∇y and the last column by b and occasionally refer to it as the "deformation gradient." The integral S |D(∇y| √ 2b)| is the total variation of the vector-valued function (∇y| √ 2b) : S → R 3×3 .
Even though we have rigorously derived the thin film limit (5.4) only for energy minimizing deformations, we will use this thin film energy to compute metastable deformations (local minima) by finite element discretization [7] . We consider the case that S is a polygonal domain and denote by τ a triangulation of S with its triangular elements denoted by K. The inter-element edges will be denoted by e, and we define the jump of a function ψ across an inter-element edge e separating two elements
where ψ e,K i denotes the trace on e of ψ| K i for i = 1, 2. For the space of finite element trial functions for the deformation y(x) we use P 1 (τ ), the space of continuous functions on S which are linear on each K ∈ τ, and for the space of finite element trial functions for the midplane strain b(x) we use P 0 (τ ), the space of functions on S which are constant on each K ∈ τ . Thus, the space of approximate admissible functions is given by
For (y, b) ∈ A τ = P 1 (τ ) × P 0 (τ ) and θ, θ T ∈ P 0 (τ ), the energy (5.4) is well-defined, and we have that
where |K| is the area of the element K and
We note from (5.5) that no numerical integration is required to evaluate the energy E(y, b; θ, θ T ) when (y, b) ∈ A τ = P 1 (τ ) × P 0 (τ ) and θ, θ T ∈ P 0 (τ ).
Compositional Fluctuation
Assuming that the crystal has an average compositionc = |S| −1 S c(x) dx that corresponds to a transformation temperatureθ T , we model the spatially varying transformation temperature θ T (x) by independent normally distributed random variables θ T | K , indexed by the triangles K ∈ τ, with meanθ T and standard deviation σ. Thus, θ T ∈ P 0 (τ ) is a piecewise constant function with respect to the finite element triangulation, τ, and we obtain a value for θ T | K on each triangle K ∈ τ by using a normally distributed pseudo-random number generator with meanθ T and standard deviation σ.
Physical constants
The transformation temperature θ T (x) is constructed as in Section 6 as independent normally distributed random variables θ T | K , indexed by the triangles K ∈ τ from the mean transformation temperatureθ T and standard deviation σ θ T = 270 K and σ = 25 K.
(7.1) The other transformation temperatures are then defined as piecewise constant functions with respect to the triangles K in the triangulation τ by
It follows from (7.1) and (7.2) that A f (x), M s (x), and M f (x) all have standard deviation σ and mean valuesĀ f = 275 K,M s = 265 K,M f = 255 K. We note that θ T (x) = (M s (x) + A f (x))/2 as proposed in [31] .
We present computational results for two sets of lattice constants. For the case c < a, we chose the measured lattice constants of Fe 70 Pd 30 near its transformation temperture at 270 K [19] a 0 = 3.75Å, a = 3.81Å, c = 3.65Å, which yield the transformation stretches (2.5)
For the case c > a, we chose the transformation stretches (2.5)
We set the surface energy parameter κ = 10 −4 GPa · L m where L is the physical length of the computational domain which has been scaled to S = (0, 1) × (0, 1). Since the elastic moduli have been taken to be of the order 100 GPa, the dimensionless surface energy κ/(CL) is of the order 10 −6 .
A surface energy parameter of order 10 −4 GPa · L m was found in [7] to be large enough to have a regularizing effect in numerical simulations of indentation, but smaller values did not have an observable effect. Methods for determining the surface energy parameter κ from experimental data include the analysis of the phonon dispersion curve [20] and the analysis of the length scale of twinning [23] .
Numerical algorithm for the thermal cycle
We construct our finite element mesh by dividing the square computational domain S = (0, 1) × (0, 1) into N × N congruent squares with sides of length h = 1/N . Each of these squares is further subdivided into four triangles by the diagonals of the square. The results will be presented on meshes with N = 100, so there are 4 · 100 2 triangles K ∈ τ.
We will present numerical results in Figures 3-5 using our model for the quasi-static cooling of the thin film from 315 K to 215 K and then heating from 215 K to 315 K in increments of 2 K, so we define the temperature sequence We assume that the rate of cooling and then heating is slow enough so that the film is always in elastic equilibrium at a constant temperature. We start the simulation with the film at 315 K in a flat austenitic state given by
The deformation (y , b ) ∈ A τ for = 1, . . . , 100 is then obtained by computing a local minimum for the energy E(y, b; θ l , θ c ) by the Polak-Ribière conjugate gradient method [30] with initial iterate 4) where random vibrations are modeled by δy . The components of δy at the nodes of the triangulation are computed by a normally distributed pseudo-random number generator with mean 0 and standard deviation 0.005h. We note that since the values of the computed pseudo-random δy at the mesh points are independent, the standard deviation of the derivatives of δy are 0.005 √ 2 and 0.005 √ 6 depending on the orientation of the triangle. If the conjugate gradient iterations have converged to an acceptable tolerance after M iterations, we set
The Figures 3-5 show the deformation gradient (∇y|b)| K on each element K. The deformation gradient (∇y|b)| K is exhibited by a coloring scheme whereby the coloring of the element is determined by the distance to the nearest phase or variant [26] . In our coloring scheme, elements near the cubic phase F ∈ SO(3) are colored a shade of grey and elements near the tetragonal variants are colored shades of red for F ∈ SO(3)U 1 , shades of yellow for F ∈ SO(3)U 2 , and shades of blue for F ∈ SO(3)U 3 .
Numerical results
We present in Figures 3-5 graphical output of our computations for the evolution of the thin film microstructure during the cooling process (8.1) at 285 K, 275 K, 265 K, and 225 K and then the heating process (8.2) at 225 K, 265 K, 275 K, and 285 K.
We first discuss the numerical results in Figure 3 for the evolution of the transformation when the tetragonal lattice constants c < a are given by (7. 3) and the tetragonal elastic moduli
are given by (4.3). The film starts the quasi-static cooling process (8.1) at 315 K in the flat cubic phase (8.3) . Since 315 K is 8σ/5 aboveĀ f = 275 K, the film remains almost uniformly in the cubic phase near 315 K. We see in Figure 3 that at 285 K the film has transformed to the tetragonal phase on a sparse random set of triangular elements K ∈ τ since 285 K is 2σ/5 aboveĀ f = 275 K and 6σ/5 aboveM f = 255 K. When the film is cooled to 275 K, we see the emergence of tweed-like diagonal oscillations (even though 275 K is still greater than the mean transformation temperatureθ T = 270 K) as a consequence of the softening of the cubic elastic modulus a(θ) in triangular elements K ∈ τ for which the softening temperature M s (x) = θ T (x) − 5 is close to or greater than 275 K. We note that 275 K is 2σ/5 aboveM s = 265 K and 4σ/5 aboveM f = 255 K. In triangular elements K ∈ τ where a(θ) is small or zero, there exists a low-energy path [12] from the cubic phase (F ∈ SO(3)) to the tetragonal phase (F ∈ SO(3)U 1 ∪ SO(3)U 2 ∪ SO(3)U 3 ), although elastic stresses on K ∈ τ from the neighboring triangular elementsK ∈ τ may resist the transformation.
To see this, we consider a path (9.1) However, for the transformation stretches (7.3) we have that the right Cauchy-Green strain corresponding to a tetragonal variant C = U 2 for any ∈ {1, 2, 3} does not satisfy tr(Ĉ) = 3, but rather satisfies tr(C ) = 3.012 and C ,ij = 0 for i = j.
Thus, for θ ≤ M s and any ∈ {1, 2, 3} there is a path C(s) = I + s(Ĉ − I) close to the path C(s) = I + s(C − I) such that W A (C(s), θ) = 0 for s ∈ [0, 1]. Now for θ ≤ M s we have that the free energy difference between the cubic and tetragonal phases (2.10) satisfies η(θ, M s ) < 0 and the free energy density (2.9) satisfies φ(F, θ, θ T ) < 0 in the energy well defined by
We see from the contour plot in Figure 2 of ζ(C 11 , C 33 ) = φ(C 1/2 , M s , θ T ) for the right CauchyGreen strain C = diag(C 11 , C 11 , C 33 ) with vertical axis Tr C − 3 and horizontal axis C 11 − C 33 that there is a path from the cubic phase (C = I) that has zero energy density and follows the bottom of a horizontal valley until it falls into the energy well of the tetragonal phase (C = U 2 3 ). As the film is cooled to 265 K and 225 K, we see that the small tweed-like diagonal oscillations grow in amplitude to become martensitic layered microstructure. As the film is further cooled to 215 K and then heated back to 315 K, we observe at 225 K, 265 K, 275 K, and 285 K that the tetragonal phase transforms back to the cubic phase through tweed-like oscillations. As expected in a first-order phase transformation, we also observe hysteresis as more of the tetragonal phase is present at each temperature during the heating cycle as compared to the cooling cycle.
We observe a slight coarsening of the microstructure as the film evolves from tweed-like oscillations to tetragonal microstructure during cooling. Since the film evolves through a sequence of metastable states (local minima) and the coarser states have less surface energy, the degree of coarsening can be controlled by using simulated annealing optimization at each temperature [20] . We do add random vibrations δy at each temperature with mean 0 and standard deviation 0.005h during the computations in Figures 3-5 , but our algorithm does not seek a global minimum since this process would destroy our exploration of hysteresis.
We next compare in Figure 4 the evolution of the microstructure when the set (4.4) of tetragonal elastic moduli with C M 11 < C M 33 is selected, but the same lattice constants (7.3) with c < a are used as in Figure 3 . We observe that the development of tweed-like oscillations and then tetragonal microstructure is delayed during cooling and that the transformation to the cubic phase during heating takes place at lower temperatures when compared to the evolution in Figure 3 . We also note that the microstructure is slightly coarser in the computations with C M 11 < C M 33 than for C M 11 > C M 33 . We finally compare in Figure 5 the evolution of the microstructure when the lattice constants (7.4) with c > a are used, but the same tetragonal elastic moduli (4.3) of Figure 3 with C M 11 > C M 33 are used. The evolution of the microstructure during cooling and then heating in Figure 5 appears to be similar to that seen in Figure 3 except that the microstructure is slightly coarser for c > a than c < a. 
