In this paper we first demonstrate continuous noisy speech recognition using electroencephalography (EEG) signals on English vocabulary using different types of state of the art end-to-end automatic speech recognition (ASR) models, we further provide results obtained using EEG data recorded under different experimental conditions. We finally demonstrate decoding of speech spectrum from EEG signals using a long short term memory (LSTM) based regression model and Generative Adversarial Network (GAN) based model. Our results demonstrate the feasibility of using EEG signals for continuous noisy speech recognition under different experimental conditions and we provide preliminary results for synthesis of speech from EEG features.
Introduction
Electroencephalography (EEG) is a non-invasive way of measuring electrical activity of human brain.
In [1] authors demonstrated deep learning based automatic speech recognition (ASR) using EEG signals for a limited English vocabulary of four words and five vowels. In [2] authors demonstrated continuous ASR using the same set of EEG features used in [1] for larger English vocabulary. In [3] authors demonstrated ASR results for multilingual vocabulary using EEG features. The work presented in this paper is different from work presented in references [2, 3] as this paper introduces two new sets of EEG features, provide EEG based speech recognition results for additional conditions like listen, listen and spoken. In [2, 3] authors provided results only for spoken condition. In addition, in this paper we provide speech recognition results using a new end-to-end model called RNN transducer model and also demonstrate preliminary results for speech synthesis using EEG signals. Finally in this paper we provide speech recognition results evaluated on data sets consisting of more number of subjects than the ones used in references [2, 3] .
Recently in [4] researchers demonstrated synthesizing speech from electrocorticography (ECoG) signals recorded for spoken English sentences. ECoG is an invasive technique for measuring electrical activity of human brain. In [5] authors demonstrated speech recognition using ECoG signals. In [6] the authors used classification approach for identifying phonological categories in imagined and silent speech. In this paper we demonstrate continuous noisy speech recognition using EEG signals recorded in parallel with speech for spoken English sentences, EEG signals recorded in parallel while the subjects were listening to utterances of the same English sentences and finally we demonstrate speech recognition by concatenating both this sets of EEG features. Inspired from the unique robustness to environmental artifacts exhibited by the human auditory cortex [7, 8] we used EEG data recorded in presence of background noise for this work and demonstrated lower word error rate (WER) for smaller corpus using EEG features. We first conducted speech recognition experiments using the EEG features used by authors in [1, 3, 2] and we further conducted experiments using two more different feature sets which are more commonly used by neuroscientists studying EEG signals. In this paper we provide comparison of the speech recognition performance results obtained using these different feature sets.
EEG has the big advantage of being a non invasive technique compared to ECoG which is an invasive technique, making EEG based brain computer interface (BCI) technology easily deployable and it can be used by subjects without the need of undergoing a neurosurgery to implant ECoG electrodes. We believe speech recognition using EEG will help people with speaking disabilities to use voice activated technologies with better user experience, help with speech restoration and also potentially introduce a new form of thought based communication.
Inspired from the results presented in [4] we used long short memory (LSTM) [9] based regression model, generative adversarial network (GAN) [10] , wasserstein generative adversarial networks (WGAN) [11] to decode the Mel-frequency cepstral coefficients (MFCC) features of the audio that the subjects were listening from the EEG signals which were recorded in parallel while they were listening to the audio as well as we decode MFCC features of the sound that the subjects spoke out from the EEG signals which were recorded in parallel with their speech.
Automatic Speech Recognition System Models
In this section we briefly describe the ASR models that were used in this work. We used end to end ASR models which directly maps the EEG features to text. We did experiments using three different types of end to end ASR models, namely: Connectionist Temporal Classification (CTC) model [12, 13] , Attention based RNN encoder decoder model [14] [15] [16] and RNN transducer model [17, 18] . For all the models the number of time steps of the encoder was equal to the product of sampling frequency of EEG features and sequence length. Since different subjects spoke with different rate and listening utterances were of different length, there was no fixed value for the encoder time steps, so we used Tensorflow's dynamic RNN cell for the encoder.
Connectionist Temporal Classification (CTC)
In our work we used a single layer gated recurrent unit (GRU) [19] with 128 hidden units as encoder for the CTC network. The decoder consists of a combination of a dense layer ( fully connected layer) and a softmax activation. Output at every time step of the GRU layer is fed into the decoder network. Usually the number of time steps of the encoder (T) is greater than the length of output tokens for a continuous speech recognition problem. A RNN based CTC network tries to make length of output tokens equal to T by allowing the repetition of output prediction unit tokens and by introducing a special token called blank token [12] across all the frames. We used CTC loss function with adam optimizer [20] and during inference time we used CTC beam search decoder.
We now explain the loss function used in our CTC model. Consider training data set X with training examples x 1 , · · · , x m and the corresponding label set Y with target vectors y 1 , · · · , y m . Consider any training example, label pair (x,y). Let the number of time steps of the RNN encoder for (x,y) is T . In case of character based CTC model, the RNN predicts a character at every time step. Whereas in word based CTC model, the RNN predicts a word at every time step. For the sake of simplicity, let us assume that length of target vector y is equal to T . Let the probability vector output by the RNN at each time step t be − → z t and let k th value of z t be denoted by z t [k] . The probability that model outputs y on input x is given by P r(y|x) =
During the training phase, we would like to maximize the conditional probability P r(y|x), and thereby define the loss function as − log P r(y|x). In case when the length of y is less than T , we extend the target vector y by repeating a few of its values and by introducing blank token to create a target vector of length T . . We then define P r(y|x) as i=1 P r(a i |x). A dynamic algorithm is used to compute the CTC loss.
In our work we used character based CTC ASR model and the model was trained for 800 epochs to observe loss convergence.
RNN Encoder-Decoder or Attention model
RNN encoder -decoder ASR model consists of a RNN encoder and a RNN decoder with attention mechanism. We used a single layer GRU with 512 hidden units for both encoder and decoder. A dense layer followed by softmax activation is used after the decoder GRU to get the prediction probabilities. Cross entropy was used as the loss function with adam as the optimizer. We used teacher forcing algorithm [21] to train the model. The model was trained for 150 epochs to observe loss convergence. During inference time we used beam search decoder. The labels are augmented using two special tokens namely the start token and end token which indicates beginning and end of a sentence. During inference time the label prediction process stops when the end token label is predicted.
We now explain the attention mechanism used in our attention model. Consider any training example, label pair (x,y). Let the number of times steps of encoder GRU for that example be T . The GRU encoder will transform the input features (
Let k th word label in y (sentence) be y k , then to predict y k at decoder time step k, context vector c k is computed and fed into the decoder GRU. c k is computed as T t=1 h t α k,t , where α k,t is the attention weight vector satisfying the property T t=1 α k , t = 1. α k,t can be intuitively seen as a measure of how much attention y k must pay to h t , t = {1, 2, 3, · · · · · · , T }. α k,t is mathematically defined as sof tmax(score( h t , h s−1 )), where h s−1 is hidden state of the decoder GRU at time step k − 1. The way of computing value for score( h t , h s−1 ) depends on the type of attention used. In this work, we used bahdanau's additive style or content based attention [15] , which defines score( h t , h s−1 ) as V · tanh(W 1 · h t + W 2 · h s−1 ) where V, W 1 and W 2 are learnable parameters during training of the model.
RNN Transducer model
The RNN transducer model consists of an encoder model working in parallel with a prediction network over the output tokens. We used LSTM with 128 hidden units for both our encoder and prediction network. The encoder and prediction network outputs are passed to a joint network which uses tanh activation to compute logits, which are passed to softmax layer to get the prediction probabilities. During inference time, beam search decoder was used. The RNN transducer model was trained for 200 epochs using stochastic gradient descent optimizer to optimize RNN T loss [17] . We used character based RNN transducer model for this work. More details of RNN transducer model are covered in [17, 18] .
Design of Experiments for building the database
We built three databases for this work. All the subjects who took part in the experiments were healthy UT Austin undergraduate, graduate students in their early twenties for all the databases. For the first database A, 20 subjects took part in the experiment. Out of the 20 subjects, 8 were females and rest were males. Only five out of the 20 subjects were native English speakers. Each one of them was asked to speak the first 9 English sentences from USC-TIMIT database [22] three times and their simultaneous speech and EEG signals were recorded. The sentences were shown to them on a computer screen. This data was recorded in presence of background noise of 65dB. Music played from our lab computer was used as the source of generating background noise.
For the second database B, 15 subjects took part in the experiment. Out of the 15 subjects, three were females and rest were males. Only two out of the 15 subjects were native English speakers. Each one of them was asked to listen to the utterances of the first 9 English sentences from USC-TIMIT database [22] and then they were asked to speak the utterances that they listened to. Their EEG was recorded in parallel while they were listening to the utterances and also their simultaneous speech and EEG signals were recorded while they were speaking out the utterances that they listened to. This data was recorded in presence of background noise of 50dB. The utterances that the subjects listened to were also recorded. Then the 15 subjects were asked to repeat the same experiment two more times.
For the third database C, five female and five male subjects took part in the experiment. Each one of them was asked to read out the first 30 sentences from USC-TIMIT database [22] and their simultaneous speech and EEG signals were recorded. This data was recorded in absence of external background noise. Then the 10 subjects were asked to repeat the same experiment two more times.
Throughout this paper we will refer to the acoustic features for spoken speech as spoken MFCC, acoustic features for the listening utterances that were recorded as listen MFCC, EEG features recorded in parallel with spoken speech as spoken EEG and EEG features recorded in parallel while the subjects were listening to the utterances as listen EEG.
We used Brain Vision EEG recording hardware. Our EEG cap had 32 wet EEG electrodes including one electrode as ground. We used EEGLab [23] to obtain the EEG sensor location mapping. It is based on standard 10-20 EEG sensor placement method for 32 electrodes.
EEG and Speech feature extraction details
For preprocessing of EEG we followed the same method as described by the authors in [1, 2] . EEG signals were sampled at 1000Hz and a fourth order IIR band pass filter with cut off frequencies 0.1Hz and 70Hz was applied. A notch filter with cut off frequency 60 Hz was used to remove the power line noise. EEGlab's [23] Independent component analysis (ICA) toolbox was used to remove other biological signal artifacts like electrocardiography (ECG), electromyography (EMG), electrooculography (EOG) etc from the EEG signals. We extracted three different EEG feature sets for this work. All EEG features were extracted at a sampling frequency of 100 Hz. The first EEG feature set was same as the ones used by the authors in [1, 2] namely root mean square, zero crossing rate, moving window average, kurtosis and power spectral entropy with frequency bands value equal to none (power per band was same as the power spectral density). For this set, EEG feature dimension was 31(channels) × 5 or 155. The second set of features were the magnitudes of short time Fourier Transform of the EEG signals, discrete time wavelet based spectral entropy using approximation and detailed coefficients. We used db4 wavelet. Frequency bands value was kept as none. For every window we extracted only level one coefficients. For this set, EEG feature dimension was 31(channels) × 3 or 93. The third set of features were power spectral entropy based on delta, theta, alpha and beta EEG frequency bands {0.5,4,7,12,30}Hz, hurst exponent and petrosian fractal dimension. This features are more commonly used by neuroscientists studying EEG signals. For this set, EEG feature dimension was 31(channels) × 3 or 93. For both listening speech and spoken speech we extracted MFCC 13 features and then we computed first and second order differentials (delta and delta-delta) thus having total MFCC 39 features. The MFCC features were also sampled at 100Hz frequency. For spectral entropy calculations, we used the python neurokit library. For hurst exponent and petrosian fractal dimension calculation we used python pyeeg library.
EEG Feature Dimension Reduction Algorithm Details
We used non linear dimension reduction methods to denoise the EEG feature space. The tool we used for this purpose was Kernel Principle Component Analysis (KPCA) [24] . We plotted cumulative explained variance versus number of components to identify the right feature dimension for each feature set. We used KPCA with polynomial kernel of degree 3 [1, 2] . For the first feature set, 155 dimension was reduced to 30. For the second feature set, 93 dimension was reduced to 50. For the third feature set when we plotted explained variance versus number of components we observed that it was best to keep the original dimension. We used python scikit library for performing KPCA. The cumulative explained variance plot is not supported by the library for KPCA as KPCA projects features to different feature space, hence for getting explained variance plot we used normal PCA but after identifying the right dimension we used KPCA to perform dimension reductions.
We further computed delta, delta and delta features, thus the final feature dimension of EEG feature set 1 was 90 (30 × 3), for feature set 2 final dimension was 150 (50 × 3) and for feature set 3 final dimension was 279 (93 × 3). The same preprocessing and dimension reduction methodology was followed for both spoken EEG and listen EEG data.
Models to predict Listen MFCC from Listen EEG
In this section we briefly describe the architectures of the deep learning models that we used to predict listen MFCC features from listen EEG features. For this decoding problem we considered feature set 1, feature set 2 and feature set 3 for listen EEG and delta, delta-delta features were not considered, hence the listen MFCC dimension was 13. We tried two different approaches to solve this problem. 1) using a LSTM based regression model and 2) using generative model. For both the approaches, during test time, we used three evaluation metrics: RMSE, Normalized RMSE and Mel cepstral distortion (MCD)between the model output and listen MFCC features from test set. The RMSE values were normalized by dividing the RMSE values with the absolute difference between the maximum and minimum value in the test set observation vector.
LSTM based regression model
Our LSTM based regression model consists of two layers of LSTM with 128 hidden units in each layer. The final LSTM layer is connected to a time distributed dense layer with 13 hidden units. Root mean squared error was used as the loss function and the model was trained for 200 epochs to observe loss convergence and adam optimizer was used [20] . 90 % of the data was used to train the model and remaining 10 % was used as test set.
Generative Model
Generative Adversarial Network (GAN) consists of two networks namely the generator model and the discriminator model which are trained simultaneously. The generator model learns to generate data from a latent space and the discriminator model evaluates whether the data generated by the generator is fake or is from true data distribution. The training objective of the generator is to fool the discriminator. In order to define the loss functions for both our generator and discriminator model let us first define few terms. Let P e f be the sigmoid output of the discriminator for (real listen EEG features, fake listen MFCC) input pair and let P es be the sigmoid output of the discriminator for (real listen EEG features, real listen MFCC) input pair. Then we can define the loss function of generator as − log(P e f ) and loss function of discriminator as − log(P es ) − log(1 − P e f ). In order to get better stabilized training, we also tried implementing the same idea using WGAN [11] where the loss function is earth mover's distance or wasserstein 1 distance instead of the log loss. Both GAN and WGAN models were trained for 500 epochs and adam optimizer was used [20] . During test time listen EEG features from the test set is fed into the generator and generator generates listen MFCC features. 90 % of the data was used as the training set and remaining as test set.
Predicting Spoken MFCC from Spoken EEG
For predicting spoken MFCC from spoken EEG we used database C, same models used for predicting listen MFCC from listen EEG but we considered only feature set 1 for spoken EEG and delta, delta-delta features were not considered, hence the spoken MFCC dimension was 13 and spoken EEG dimension was 30 for this particular decoding problem.
Results
The attention model was predicting a word at every time step while the other two types of ASR models were predicting a character at every time step. For CTC and RNN transducer, word based model training was not stable, hence we used only character based model for both CTC and RNN transducer. The performance metric for attention model was word error rate (WER) and character error rate (CER) was the performance metric for both CTC and RNN transducer model. For both attention model and CTC model for both data sets A and B, 80 % of the data was used as training set, 10 % for validation set and remaining 10 % for test set. For RNN transducer model, for data set A data from the first 18 subjects was used as training set and remaining two subjects data as validation and test set respectively. For data set B, data from the first 12 subjects was used as training set, next two subjects data was used as validation set and last subject data was used as test set. We observed that this way of data splitting reduced the over fitting phenomena for all the models. We used Nvidia Quadro GV100 GPU with 32 GB video memory for training all the models. Table 1 shows the results obtained during test time for CTC and attention model when the models were trained using only data set A with feature set 1 EEG features. Table 2 shows the test time results for RNN transducer model for the same data set. Tables 3, 4 , 5, 6 and 7 shows the results obtained during test time for CTC and attention model when the models were trained using data set B for different experiments.
In general we observed that for all the models that were used to perform speech recognition using EEG features, the error rate during test time went up as the corpus size increase. We believe as the corpus size increase the deep learning models need to be trained with more number of examples to achieve better performance during test time. We also observed that the models gave comparable performance when trained with the EEG feature set 1 and feature set 3. As the corpus increase, training with feature set 2 gave higher error rates compared to other two feature sets, hence we didn't perform more experiments with feature set 2. Table 5 shows the test time result for feature set 2 training with different models for one type of experiment. We didn't perform more experiments with the RNN transducer model as it demonstrated poor performance even when tested on smaller corpus for the different feature sets.
In [1] authors demonstrated that EEG sensors T7 and T8 contributed most to the ASR test time accuracy, hence we tried performing ASR experiments using EEG data from only T7, T8 electrodes without performing dimension reduction using data set B with EEG feature set 1 and we observed error rates of 70 % WER for attention model for spoken EEG, 73.3 % WER for attention model for listen EEG, 68 % CER for CTC model for spoken EEG and 66 % CER for CTC model for listen EEG during test time for predicting 9 sentences ( the complete test time corpus). We noticed that the CTC model error rate for listen EEG using T7, T8 sensors data was slightly lower than the error rate obtained when the model was trained using the data from all 31 sensors followed by dimension reduction as seen from table 3. The other error rates obtained after T7, T8 training were comparable (but were not lower) to the results obtained when the models were trained using the data from all 31 sensors followed by dimension reduction for other ASR experiments.
For predicting listen MFCC features from listen EEG features, the LSTM regression model demonstrated lowest average normalized RMSE, RMSE and MCD during test time compared to GAN and WGAN models as shown in tables 8,9 and 10. WGAN model demonstrated better test time performance than GAN model when trained using EEG feature set 1 and 2. Also the WGAN model demonstrated better training loss convergence for both generator and discriminator models compared to the GAN's generator and discriminator models for all the EEG feature sets.
For predicting spoken MFCC features from spoken EEG features, the LSTM regression model again demonstrated lowest average normalized RMSE, RMSE and MCD during test time compared to GAN and WGAN models as shown in table 11.
We computed WER values for CTC and RNN transducer model for some experiments, in our opinion since CTC and RNN-T models were predicting characters at every time step, CER is a better performance metric than WER for those models. For data set B, for listen condition the CTC model gave WER values 52.6 %, 87.09 %, 88.88 % and 94.9 % for number of sentences = {3,5,7,9} respectively using EEG feature set 1 and for spoken condition the same model gave WER values 73.6 %, 83.8 %, 91.1% and 91.5 % respectively using the same EEG feature set 1.
For data set B, for listen condition the RNN-T model gave WER values 92.98 %, 69.89 %, 70.37 % and 92.66 % for number of sentences = {3,5,7,9} respectively using EEG feature set 1 and for spoken condition the same model gave WER values 64.91 %, 82.8 %, 79.26% and 93.79 % respectively using EEG feature set 2. 
Discussion
From neuroscience perspective, listen EEG can be considered as the brain activity of a subject while hearing and processing intend to speak. Intend to speak includes the brain activity of the subjects responsible for recognizing phonemes present, words present, meaning, start and end of the utterances that they were hearing. Spoken EEG can be considered as the brain activity of a subject while articulating the speech. Concatenation of listen and spoken EEG can be considered as mixture of brain activity involving hearing, intend to speak and articulation. We believe speech recognition using listen EEG will help with speech restoration for people who can not speak at all and speech recognition using spoken EEG will help with improving quality of speech for people with speaking difficulties like broken speech. Speech recognition using concatenation of listen and spoken EEG is an interesting area which need further exploration. We believe it will help with speech restoration for people suffering from mild to severe speaking disabilities. Our work provides only preliminary results for speech recognition using EEG.
Conclusion and Future work
In this paper we demonstrated continuous noisy speech recognition using different EEG feature sets and we demonstrated LSTM based regression method, GAN model to predict listen acoustic features from listen EEG features, to predict spoken acoustic features from spoken EEG features with very low normalized RMSE during test time. We observed that for speech recognition using EEG, we were able to achieve low error rates during test time for smaller corpus size and error rates went up as we increased the corpus size. We further observed that attention model and CTC model demonstrated better performance than RNN transducer model for speech recognition using EEG. We observed that for predicting MFCC features from EEG features, LSTM based regression model demonstrated better test time performance than GAN and WGAN model. We believe the speech recognition results can be improved by training the models with more number of examples. Another possible reason for low speech recognition accuracy might be the nature of the data set used. Our data set had a mix of non native and native English speakers with majority of the subjects being non native English speakers for both the data bases. For future work we would like to conduct experiments with equal number of training examples from both native and non native speakers and investigate whether it will help in improving ASR test time performance.
For the speech synthesis problem, griffin lim reconstruction [25] algorithm can be used to convert the predicted listen mfcc, spoken mfcc features to interpretable audio. As seen from our results, we observed high MCD values, we believe to reduce the test time MCD values, the models need to be trained with much larger data set. Also we observed that both GAN and WGAN models were difficult to train compared to the simple LSTM regression model and the training loss showed lot of fluctuations in convergence rate for both GAN and WGAN models. Our initial hypothesis was that both GAN and WGAN should demonstrate better results than LSTM regression as the GAN model learns the loss function compared to a fixed loss function in the case of LSTM regression but we observed LSTM regression model demonstrating better test time results than both GAN and WGAN models. We believe GAN results can be improved by pre training the generator, adding regularization terms to the GAN loss function etc. This will be considered for our future work. In this work we provide only preliminary results for speech synthesis using EEG.
For future work we would also like to build a much larger speech EEG corpus and train the model with more examples, include implicit language model during training, include an external language model during inference time and see if our results can be improved. We would also like to see if the results can be improved by concatenating all the three EEG feature sets. For future work, we would also like to perform EEG based speech recognition and speech synthesis experiments per each subject, in that case we would need to collect lot of speech EEG data per each subject. We plan to publish the speech EEG databases used in this work to help advancement of research in this area. Tables   Tables 12, 13 and 14 shows the test time results for RNN transducer model for data set B for different experimental conditions ( Spoken, Listen, concatenation of spoken and listen). Table 15 shows the test time result for CTC and attention model for data set B with EEG feature set 2. 11 EEG sensor placement Figure 3 shows the EEG sensor location mapping obtained using EEG lab tool box. Figures 4 and 5 shows the three dimensional view of the EEG sensor locations. 12 Training loss convergence plots Figure 6 shows the training loss convergence for attention model when trained on data set A using EEG feature set 1 for number of sentences equal to three. Figure 7 shows the training loss convergence for CTC model when trained on data set A using EEG feature set 1 for number of sentences equal to three. We observed that the training loss converged for all the models for all the experiments.
A Additional Figures and
13 Cumulative explained variance plots Figure 8 shows the cumulative explained variance plot for EEG feature set 1. From the plot it is clear that the optimal feature dimension required to represent the complete feature set is 30. Figure 9 shows the cumulative explained variance plot for EEG feature set 3. From the plot it is clear that the explained variance is not converging to an optimal value, hence we didn't perform dimension reduction for this feature set. So the EEG feature dimension for feature set 3 was 93. Figure 10 shows the cumulative explained variance plot for EEG feature set 2. In this case it is very difficult to figure out the optimal feature dimension required to represent the complete feature set as the convergence point is not clearly observable. So we used a development set to figure out the optimal feature dimension as 50 for EEG feature set 2. 14 Additional results for predicting listen MFCC from listen EEG Figures 11 and 12 shows the training loss plot for WGAN and Figures 13 and 14 shows the training loss plot for GAN for feature set 1. As seen from the figures, WGAN generator and discriminator models showed better training loss convergence than GAN. Figure 15 shows the training loss convergence for the LSTM regression model for feature set 1. 
