In this paper, we investigate the question: to what extent does the spectrum of the Laplacian of a closed manifold M determine its geometry and topology? In dimension 2, one knows classically that the spectrum of M determines the topology of M. In OPS], Osgood, Phillips, and Sarnak proved the following:
In this paper, we investigate the question: to what extent does the spectrum of the Laplacian of a closed manifold M determine its geometry and topology? In dimension 2, one knows classically that the spectrum of M determines the topology of M. In OPS], Osgood, Phillips, and Sarnak proved the following:
Theorem OPS] For M a closed surface, the spectrum of M determines the metric on M up to a family of metrics which is compact in the C 1 topology.
The situation in dimensions > 2 is more complicated. It is now wellknown (see Su] ) that the spectrum of M may fail to determine even the topology of M. Furthermore, the techniques of OPS] make heavy use of the assumption of dimension 2 at a number of points, for instance in their use of the structure of conformal classes of metrics on M.
In BPP], we studied the questions of niteness of topological type and compactness of the space of metrics in higher dimensions, under some auxiliary pointwise curvature assumptions. There, the main idea was to employ spectral information together with the curvature assumptions to bring one within the range of the Cheeger Finiteness Theorem and its geometric relatives, in order to recreate the topology and geometry of M. A crucial step was to bound the Sobolev isoperimetric constant C S (M) = inf H area(H) min(vol(A); vol(B))] 1?1=n ; where H runs over hypersurfaces of M which divide M into two pieces A and B.
In BPP2] , we considered the problem of bounding the Cheeger constant h(M) in terms of spectral data alone, without further curvature assumptions. Here, h(M) is given by the formula h(M) = inf H area(H) min(vol(A); vol(B))] ; where H again runs over hypersurfaces which divide M into two parts A and B. There we showed:
Theorem BPP2] For n = 2 or 3, there is a positive constant K(n) such that, if 1 (M) > K(n) jjRiccjj 2 q vol (M) ; 1 then h(M) is bounded below in terms of spectral data. Since the Sobolev constant C S (M) is de ned in a manner similar to the Cheeger constant h(M), but exerts far greater control on the local geometry of M, it would appear promising to see if one could improve the techniques of BPP2] to nd conditions under which one could bound C S spectrally.
In this paper, we carry out a variant of this idea. To state our main result, we rst observe that the curvature tensor of any Riemannian manifold has a pointwise orthogonal direct sum decomposition into three parts R(M) = S Note also that jjRiccjj 2;red is 0 when M has constant curvature, so that jjRiccjj 2;red is a spectral measure of how far away M is from constant curvature.
Our main result is then:
Theorem 0.1 For n = 2 or 3 and any positive integer k, there are constants Q(n) and K(n; k), such that if
; then the set of manifolds which carry metrics isospectral to M contains only nitely many di eomorphism types, and the set of such metrics is compact in the C 1 topology.
It follows in particular that there are spectrally determined open sets about the manifolds of constant curvature for which one has compactness of isospectral sets of metrics:
Corollary 0.1 Let M be a 3-manifold of constant curvature. Then there is a spectrally determined open set U in the space of all metrics on M, such that if g 2 U, then the set of metrics isospectral to g is compact in the C 1 topology.
3
The corollary follows from the theorem by choosing an eigenvalue k (M) su ciently large so that
(1) the right-hand side being expressible in terms of a 0 and a 1 , and setting U to be the neighborhood on which (1) continues to hold, and for which k > K(3; k) jjRiccjj 2;red q vol (M) :
M is in this neighborhood, because the constant curvature condition guarantees that jjRiccjj 2;red = 0:
In the case n = 2, the statement of Theorem 0.1 is contained in the 
Since we will be concerned that the terms involving C p S do not blow up when vol( ) gets small, we will need 2q=p 1; that is, q p=2
As a warm-up to x2 below, we will show: Lemma 1.2 Let p > 2q > n and suppose that there is a positive constant C such that vol( ) > C. Then A The important point here is that in Gallot's formula, the numbers R i do not enter in explicitly, but only through the volumes of the R i 's. 
If it is not possible to pick such a positive D, then either the left-hand side of (15) (17) is less than or equal to the left-hand side of (15) We will be able to choose satisfying both (11) and (12) (11) and (12) Theorem 3.2 For any x > 0, let k be large enough so that
If, also, x 2 ; we obtain the statement of Theorem 0.2.
4 The Bootstrap
In this section, we complete the proof of Theorem 0.1. We will show: Theorem 4.1 Given p < 4 and q > p=2, C > 0, R 0 , v, V , and A 0 ; A 1 ; : : :, the set of n-manifolds M satisfying
is compact in the C 1 topology.
Note that for the condition C p S C > 0 to be non-vacuous, we must have p n. Thus this theorem as stated applies only for n = 2 or 3. We remark that this theorem is valid for larger values of p, but the proof becomes much more delicate, see Ch]. We will only need the case 2 < p < 4:
Before we proceed with the proof, we will show how Theorem 4.1 allows us to complete Theorem 0.1. To begin the discussion, we de ne the Sobolev constants C S (p; q) to be the constants occurring in the Sobolev inequalities: jjfjj qp p?q C S (p; q) jjfjj q + jjrfjj q ] for q < p and jjfjj 1 C S (p; q) jjfjj q + jjrfjj q ] for q > p:
In the case where p = n, these are the classical Sobolev inequalities, and the existence of such constants is standard, see for instance Chav].
It will be important to bound the numbers C S (p; q) from above in terms of the data given in Theorem 4.1. To that end, we observe that a bound from above for C S (p; q) in terms of a lower bound for C p S , an upper bound for vol(M), and a bound for jjRiccjj q for q > n=2 proceeds in much the same way as the classical case, see BPP] for a discussion. The main point to add here is that a bound on jjRiccjj q for q > n=2 allows us to nd a number r such that the ball B(x; r) about any point x has volume less than half the volume of M, as one sees readily from Gallot's Theorem applied to H = fptg, while a lower bound for C p S for p < 1 gives us a lower bound for vol(B(x; r)), so that there are a bounded number of disjoint balls B(r; x) in M. We may then use the partition argument of BPP] to bound C S (p; q) for q = 1, and then extend this for all q, by standard arguments (see BPP]).
The conditions of Theorem 4.1 now tell us that we have uniform upper bounds for all the numbers C S (p; q).
Suppose now that we have the bounds k > Q(n; q) R M S vol(M) and k > K(n; k; p; q) jjRiccjj q;red vol(M) 1=q of the assumption of Theorem 0.1, for q = 2. Then we also have these inequalities for some q satisfying 3=2 < q < 2; since the right-hand side is continuous in q.
It follows from Theorem 0.2 that we now have a bound for C p S for some p satisfying 2q < p < 4: We now have bounds for all the terms in Theorem 4.1, because we still have a bound for jjRiccjj 2 , and 2 > p=2. We may then use Theorem 4.1 to conclude compactness of the space of metrics, completing the proof of Theorem 0.1.
In the proof of Theorem 4.1, we will make frequent use of the following well-known facts: To make the statements of what follows convenient, we will de ne the symbol \ " as follows:
A B if and only if A C 1 C 2 + B]; where the constants C 1 and C 2 can be computed explicitly.
We then have the following useful but totally elementary inequalities: ; by Gilkey's Theorem. In the summation over P, we can replace any term bounded in L 1 by a constant, and only jr k Riccj for k < j + 1 appear, so we conclude that only terms which are monomials of the form jr j Riccj m occur.
From the weight condition, we have that m(j + 2) 2(j + 3); or in other words that m 2:
But, by H older interpolation, we have that jjr j Riccjj 2 1; so the last term in the inequality is 1. Hence, the rst and second terms are also 1, and the inductive step is completed.
We conclude that jjr j Riccjj 1 1 for all j:
This concludes the case p < 2.
Case 2: 2 < p < 4
In the case 2 < p < for some b less than 1=2, and so all the terms in the inequality are 1.
This completes the inductive step, and we conclude that jjr j Riccjj 1 is bounded for all j.
We now complete the proof of Theorem 4.1 as in section 4 of BPP]. 
