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Abstract—An in-depth investigation of the global behavior of 
wireless injection-locked oscillator circuits is presented. This kind 
of operation has been proposed for motion-sensing applications, 
in which each oscillator is also self-injection locked by the signal 
reflected by the target, with the overall system behaving in an 
autonomous manner. The analysis is based on a realistic 
description of the effect of the self-injection and mutual-injection 
signals, and the oscillator behavior, described with a reduced-
order model, extracted from harmonic balance. As will be shown, 
sinusoidal dependences on the oscillation frequency, associated 
with the signal propagation, may give rise to turning points in the 
solution curves, whereas the mutual synchronization of the 
oscillator circuits inherently gives rise to a coexistence of 
solutions with different phase shifts. The investigation includes 
fundamental aspects such as the bifurcation phenomena and 
phase-noise variation with the distance and antenna gain. The 
aim is to develop a useful methodology for the efficient analysis 
and reliable prediction of the behavior of these promising 
systems. All the results obtained with the new formulation, of 
easy application, have been carefully validated with costly circuit 
level simulations of the whole system. For experimental 
validation, a prototype operating at 2.45 GHz has been 
manufactured and measured.   
 
Index Terms— Bifurcation, injection locking, phase noise, 
stability.  
I. INTRODUCTION 
HE works [1-7] have demonstrated motion-sensing 
Doppler-radar systems for person localization and 
breathing-rate measurement. In [1] a ratio meter is used to 
compare the amplitudes of the reflected and reference signals, 
whereas [2]-[7] use mixers as phase detectors to compare the 
phases of the reflected and reference signals. On the other 
hand, the recent works [8-10] propose a compact 
implementation of the Doppler radar system, based on the 
self-injection of oscillator circuits [11]. In realizations based 
on a single oscillator [8-10], the oscillator signal is transmitted 
to the target, reflected and received with a certain phase 
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modulation, and the information is recovered with a delay-line 
demodulator [8]. The oscillator is locked to the reflected 
signal, so it operates as a self-injection-locked oscillator 
(SILO). As shown in [8-10], such a system has an uncertainty 
when detecting the response of a target with both 
inward/outward and back and forth motions, like the lungs of a 
person that is undesirably moving towards or away from the 
sensor. The recent works [12-13] propose a system to 
circumvent this problem, which is based on the use of two 
oscillator sensors that are mutually locked through wireless 
propagation. In this way, each of the two oscillator circuits is 
both self-injection locked by the signal reflected by the target 
and locked by the signal transmitted by the second oscillator. 
As shown in [12-13], this kind of operation enables a 
discrimination of the inward/outward and back and forth 
motions of the target. 
Although the valid performance of these implementations 
has been experimentally demonstrated, the mathematical 
models are usually oversimplified. A direct application of 
Adler’s equation [14] should not be accurate enough since 
both the single SILO and the two mutually locked SILOs 
behave in an autonomous manner, with synchronizing signals 
generated inside the system. In fact, the feedback in self-
injection-locked oscillators is a major mechanism for 
instability effects, as reported in the literature [15-16], and the 
stability analysis of mutually-locked SILOs has not been 
addressed yet.  
In the previous work [17], a realistic formulation of a 
Doppler-radar sensor based on a single SILO was derived, 
using a reduced-order model of the oscillator circuit, extracted 
from harmonic-balance (HB), as shown in [18]. The 
formulation in [17] takes into account the nonlinear 
dependence of the SILO on the oscillation frequency. This 
derives from the phase shift between the reflected and 
transmitted signals (due to the signal propagation and 
reflection by the target), which is proportional to the 
oscillation frequency. Consideration of this dependence 
evidences the possible existence of multi-valued responses for 
some values of the antenna gain and distance to the target, 
which makes the stability essential [17].  
Here a new formulation of the single SILO will be 
presented. Unlike the model in [17], which was based on a 
circulator, a model based on a voltage-controlled current 
source will be used. This is easier to implement and does not 
require any approximations of the reflected signal. It will be 
very convenient for the later analysis of the more complex 
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system based on two mutually-locked SILOs. Since the 
stability, bifurcation and modulation analysis of the single 
oscillator system had been presented in [17], only the steady-
state equation (with the new current- source model) and the 
phase-noise analysis, which was not tackled in [17], will be 
described here. Then, the case of two mutually-locked 
oscillators will be considered.  
Each oscillator in the system of two mutually locked SILOs 
is both self-injection locked by the signal reflected by the 
target and locked by the signal transmitted by the second 
oscillator, with the overall system behaving in free-running 
conditions. As will be shown, the nonlinear dependence on the 
oscillation frequency leads to intricate solution curves and the 
mutual locking of the oscillator circuits gives rise to a 
coexistence of solutions with different phase shifts, as is 
inherent to the synchronized behavior. The investigation 
includes the fundamental aspects of stability, bifurcation 
analysis and phase noise. The phase modulation due to the 
target movement will also be addressed with an envelope-
transient analysis, based on the new formulation. 
The new methodologies and accompanying formulations 
have two main objectives. The first objective is the 
understanding of the complex-system behavior and its 
response when varying essential parameters, such as the 
distance to the target and the antenna gain. The second 
objective is the development of an accurate and easy-to-use 
analysis methodology, enabling a realistic prediction and 
optimization of the system behavior, which could be helpful 
for researcher in the topic.   
All the formulations, providing the solution curves, stability 
properties, phase-noise and modulation effects, will be 
validated with costly harmonic-balance simulations, to 
demonstrate its accuracy. These simulations rely on the use of 
two auxiliary generators (AGs) [19-20]. Due to the multi-
valued nature of the solution curves, they are not able to 
provide these whole curves in all the cases, so some curve 
sections will be missing. Two prototypes operating at 2.45 
GHz have been manufactured and measured, using several 
antennas with different gain values for a comparison as 
exhaustive as possible with the analysis results. 
Section II presents the new formulation of the SILO 
including the phase-noise analysis. Section III describes the 
steady-state formulation of the system of mutually locked 
SILOS. Section IV and Section V, respectively, address the 
stability and phase-noise analysis of this system. Section VI 
presents the envelope-transient formulation, enabling the 
system analysis in modulated conditions.    
II. SELF-INJECTION LOCKED OSCILLATOR 
The SILO is shown in Fig. 1(a). The oscillator is loaded 
with an antenna that transmits the signal to the target, initially 
assumed motionless. The signal is reflected by the target and 
received back by the antenna, with a certain attenuation and 
phase shift. The transmitted power will be 2| | /(2 )out rV R , 
where outV  is the oscillator output voltage. The received 
power depends on the transmitted power, the target radar 
section σ  and the propagation effects [3]. It will be expressed 
in terms of an equivalent injection-current source sI , with the 
associated antenna conductance 1/ rR , connected at the output 
of the oscillator circuit, in the equivalent schematic of Fig. 
1(b).  For convenience, the oscillator phase origin at the 
fundamental output voltage, ( ) 0outang V = . In terms of the 
equivalent current source, the available power [21] at 
reception is: 
                          
2
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=   (1) 
where tG , Gr, d and λ  are, respectively, the transmitter and 
receiver antenna gains, the distance to the target and the 
wavelength at the SILO operation frequency sω . Solving for 
| |sI  one obtains:  
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where σ  is the radar cross section (assumed 0.5 m2) and c is 
the speed of light. For a distance to the target d, the round-trip 
phase shift should be: 2 /s d cω− , and it will be possible to 
express the synchronizing signal as: ( , , )s s tot outI g G d Vω= , 
where the complex transconductance function g  is: 











= =   (3)                                     
where tot t rG G G=  is the total antenna gain and, for 






=                 (4) 
For antenna gains between 5 dB and 12 dB, frequency 
( )/ 2 2.4 GHzω π= =s sf  and distance d in the order of 0.5 
m, the transconductance magnitude ( )mag g is comprised 
between 1 mS and 5 mS. Therefore, the amplitude of the 
synchronizing current sI  should be small.  
In free-running conditions, the total admittance function 
must be zero at any circuit node [22], and, in particular, at the 
output node. In the absence of the reflection signal, this output 
total admittance will be ( ), 0T o oY V ω = . Note that when 
analyzing the oscillator circuit with an AG in HB [19-20], the 
condition ( ), 0T o oY V ω =  constitutes an outer-tier equation, 
whereas the pure HB system, with all the harmonic content, 
constitutes the inner tier. In the presence of the synchronizing 
signal sI  of small amplitude, connected in parallel at the 
oscillator output node [Fig. 1(b)], it will be possible to 
perform a Taylor-series expansion of the function ( ),T s sY V ω  
about ,o oV ω , where ,s sV ω  are the amplitude and frequency in 
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injection-locked conditions. Therefore, the steady-state 
oscillation condition is:  
( ) ( ) ( ), ( , , ) 0T s s V s o s o s totY V Y V V Y g G dωω ω ω ω≅ − + − − =  (5) 
where VY  and Yω  stand for the amplitude and frequency 
derivatives of the admittance function at the free-running 
solution (without the reflected signal). For a realistic oscillator 
modeling, the derivatives VY  and Yω  are calculated in a HB 
simulation of the standalone free-running oscillator, by 
applying finite differences to an AG [18,23]. Note that the 
pure HB system constitutes an inner tier for this derivative 
calculation. Splitting (5) into real and imaginary parts: 
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     (6) 
where the subindex indicates the variable with respect to 
which the derivative is calculated. Unlike the expression in 
[17], based on the use of an ideal circulator, system (6) does 
not involve a Taylor-series expansion in the model of the 
reflected signal. The new model is more accurate and 
considerably simpler, and will be very convenient for the 
analysis of the two mutually locked SILOs.  
 
Fig. 1 Doppler radar system for motion sensing based on a SILO. (a) 
Operation with a single antenna. (b) Modeling of the self-injection effect with 
a voltage-controlled current source. For the HB simulations, an auxiliary 
generator (AG) is connected to the oscillator output node. 
  
The double dependence on sω  of (6), through both the 
oscillator-admittance linearization and the sinusoidal terms, 
will give rise to multi-valued solution curves for some values 
of the antenna gain Gtot and distance to the target d. As 
gathered from (6), the impact of the sinusoidal terms will be 
stronger for higher Gtot. The existence of multi-valued sections 
will demand a stability analysis to distinguish between 
physical and unphysical solutions. This analysis, based on the 
application of a small amplitude perturbation to system (6), 
was presented in [17], together with conditions to detect the 
bifurcation points, at which there is a qualitative change of the 
stability properties.  
The schematic and photograph of the SILO are shown in 
Fig. 2(a) and Fig. 2(b), respectively. The oscillator is based on 
the FET NE3210S01 and built on Rogers 4003C substrate. 
The variations of the oscillation frequency obtained with (6) 
for two antenna-gain values, G = 3.5 dB and G =10 dB, are 
shown in Fig. 3(a) and Fig. 3(b), respectively. Two different 
gain values are considered in order to test the influence of the 
antenna gain on the excursion of the oscillation frequency and 
the shape of the solution curves versus d. In agreement with 
the semi-analytical formulation, when increasing the antenna 
gain, the frequency excursion is larger and the solution curve 
becomes multi-valued in some d intervals.  
For the two gain values considered in Fig. 3, the solution 
curve obtained with (6) is compared with the one obtained 
with HB, using the AG technique. The HB simulation is 
unable to provide the complete solution curve for the larger 
gain value G =10 dB due to its multi-valued nature. Obtaining 
the missing sections would demand a cumbersome parameter 
switching between the AG variables and the actual parameter 
d, performed manually by the user [19-20]. The stable sections 
of the solution curves, obtained with the method in [17], have 
been represented with bolder lines. Measurements have been 
superimposed in the two cases with good agreement. Finally, 
Fig. 3(c) presents two coexisting stable spectra obtained 
experimentally for the same values of distance to the target, 
d = 0.451 m, and antenna gain G  = 10 dB. This measurement 
demonstrates the possible coexistence of stable solutions for 
usual values of d and G.  
 
 
Fig. 2 Self-injection locked oscillator (SILO) at 2.45 GHz. (a) Schematic of 
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Fig. 3 Variation of the oscillation frequency with the distance to the target d 
for two different values of antenna gain, also shown in Fig. 2 of [17]. (a) 
G = 3.5 dB and (b) G =10 dB. Results obtained with (6) are compared with 
those provided by HB with 8 harmonic terms.(c) Measured output spectra 
obtained for the same distance value d = 0.451 m and antenna gain G  = 10 
dB.   
 
Next, the phase noise of the self-injection locked oscillator 
will be analyzed, since this characteristic had not been studied 
in [17]. For a better insight into the various dependences, only 
white noise sources will be initially considered. The analysis 
will be based on the extraction of an equivalent noise current 
source ( )wI t  that will be connected in parallel at the analysis 
node, the same one at which the equivalent synchronizing 
source Is is connected and the total admittance function 
( ),T s sY V ω  is calculated. The method to extract this equivalent 
noise source from a HB-based phase-noise simulation of the 
original free-running oscillator is described in [24]. In the 
presence of the noise sources, the oscillator amplitude and 
phase will become ( )sV v tδ+   and ( )tδφ , respectively, and 
the frequency will undergo a complex increment sj sω + . For 
the noise analysis, a small s can be assumed, so the total 
conductance and susceptance functions on the left-hand side 
of (6) can be expanded in a first-order Taylor series about 
,s sV ω . The complex frequency s will act like a time 
differentiator, which in the case of the oscillator admittance 
will give rise to the term ( ) ( )jY V tω ω−

 , where 
( )( ) ( ( )) j tsV t V v t e
δφδ= + . An analogous term will arise from 
the frequency derivative of the transconductance, gω , acting 
on ( )τ−V t , where 2 /τ = d c . The delay τ  will give rise to 
an increment in the perturbed-system dimension, which, using 
the approach ( ) ( ) ( )t t tδφ τ δφ τδφ− ≅ −  , is formulated as:  
                 
( )( ) ( )
( )( ) ( ) ( )
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However, for the delay corresponding to a distance of about 
0.5 m, in the order of 1 ns, the product gωτ will have a very 
small value, so one can neglect its effect on the noisy 
envelope. Note that this delay is relevant at the carrier 
frequency. The frequency derivative gω is given by: 
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After neglecting the effect of τ  on the noisy envelope, 
splitting (7) into real and imaginary parts, one obtains:  
                    
( )( )( ) ( )
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where the superindexes r and i indicate real and imaginary 
parts, respectively, and, for compactness, the following 
functions have been defined: 
    
( , , ) ( ) ( , , )       ( )
                                                         ( )
ω
ω ω ω
ω ω ω ω= − −
= −
s tot s o s totT j G d Y g G d a
T Y g b
     (10) 
 
Applying the Fourier transform, solving for ( )δφ Ω , where 
Ω is the offset frequency, and multiplying by the complex 
conjugate * ( )δφ Ω [24], one obtains the following expression 
for the phase-noise spectral density: 
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where it has been taken into account that ( )rwI t and ( )
i
wI t  are 
uncorrelated and 
2 2 2( ) ( ) 2 ( )Ω = Ω = Ωr iw w wI I I  [22]. Writing 
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and v vG B B Gω ω∆ = −  is the determinant of the original free-
running oscillator. From inspection of (13), the sinusoidal 
terms in the denominator of (12) will become more relevant at 
smaller values of the distance d. Local minima and maxima 
will also be observed due to the sinusoidal terms sin( 2 / )s d cω  
and cos( 2 / )s d cω . The phase-noise behavior can be related 
with the stability properties of the SILO. As shown in [17], the 
reduced-order dynamical system contains two real 
eigenvalues. One is 1 0λ = , due to the autonomous behavior 
of the free-running system. The second eigenvalue, 2λ , is 
negative (positive) in stable (unstable) sections of the solution 
curve, and equal to zero at the turning points clearly 
distinguished in the curves of Fig. 3. These turning points are 
given by the condition ( ) 0i rv vG T B Tω ω− = . For low Ω, the 
biggest contribution in the denominator of (12) corresponds to 
the term in 2Ω . Since this term is directly proportional to 
( )i rv vG T B Tω ω−  [see (11)], the phase noise will significantly 
increase near the turning points, with the maxima belonging to 
the unstable sections. Due to the sinusoidal terms in the 
denominator, it is easily derived that the maxima are 
approximately spaced / (2 )sd c f∆ = , close to a half 
wavelength in free-running conditions. Note that the 
frequency fs varies with d. The maxima will be larger for 
smaller Ω  due to a smaller contribution of the term in 4Ω . 
To consider the flicker noise, one would need an additional 
real equation, providing the circuit total conductance at 
baseband. The flicker noise will be modeled with a single 
current source, given by ( )fI t , connected at an internal 
circuit node, where this has a relevant effect [25]. The free-
running oscillator derivatives would be obtained using two 
AGs, one at dc and the other one at the fundamental 
frequency. Note that there is no need for the dc and first-
harmonic equations of the reduced-order system to be defined 
at a same circuit node since each AG provides an outer tier 
equation and this can be introduced at arbitrary nodes. The 
phase-noise spectrum is obtained following a development 
analogous to the one carried out between (9) and (12). The 
resulting expressions are cumbersome and this is why they are 
omitted here. They also exhibit the double dependence on 
distance observed in (12).  
The analysis has been applied to the system in Fig.1 and 
Fig. 2. The phase-noise spectrum obtained for antenna gain 
G = 10 dB and distance to the target d = 0.55 m is shown in 
Fig. 4, where it is compared with the experimental 
measurements. Unlike the case of the steady-state analysis in 
Fig. 3, it has not been possible to compare with HB 
simulations at circuit level, as the phase-noise simulation 
failed in all cases. Fig. 5 shows the variation of the phase 
noise spectral density at the constant offset frequency 
foff = 100 kHz, through the solution curve in Fig. 3(b), traced 
versus d and containing turning points. Measurements are 
superimposed with good agreement. The value of the minima 
and maxima depends on d, as evidenced by the dashed line 
superimposed in Fig. 5. The distance between both decreases 
with d, and for sufficiently large d the spectrum should 
approximately agree with that of original (isolated) free-
running oscillator. As derived with (12), minima and maxima 
are approximately spaced half a wavelength. The narrow 
intervals with the highest phase-noise values correspond to the 




Fig. 4 Phase noise spectral density obtained with (12). Results of the 
analytical approach are compared with the experimental measurements. 
 




















Fig. 5 Variation of the phase-noise spectral density with the distance d at the 
constant offset frequency foff = 100 kHz. The antenna gain is G = 10 dB.  
III. MUTUAL INJECTION-LOCKING OF TWO SILOS 
As demonstrated in [12-13], the system in Fig. 6 enables a 
distinction between inward/outward and back and forth 
motions of the target. It is based on the use of two oscillators 
in a wireless injection-locking operation, so that each of the 
two oscillators is injection locked by the signal reflected by 
the target and by the signal transmitted by the second 
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oscillator. The first oscillator (osc1) is at a distance d1 from the 
target and the second oscillator (osc2) is at a distance d2. The 
total distance between the oscillator elements is Td .  
Fig. 6 Basic diagram of the mutual injection-locked system based on two self-
injection locked oscillators (SILOs). (a) Sketch of the complete system, with 
the definition of variables. (b) Measurement set-up. 
 
Initially, the steady-state equations will be derived, 
considering a motionless target and assuming a synchronized 
behavior, so that the two oscillators operate at the same 
frequency sω . Each oscillator is excited by two different 
injection signals, which will be modeled with voltage-
controlled current sources (Fig. 7). The self-injection 
transconductance functions corresponding to osc1 and osc2, 
and due to signal reflection by the target, are given by: 
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(14) 
where the magnitudes of the transconductances have been 
renamed as D1 and D2 and the corresponding phase shifts have 
been renamed as 1 2,α α− −  for compactness. On the other 
hand, the signal transmitted by osc2 (osc1) and received by 
osc1 (osc2) constitutes a second synchronizing signal for this 
oscillator. This synchronizing signal will also be modeled as 
voltage-controlled current source (Fig. 7). In each case, the 
control voltage corresponds to the output voltage of the 
opposite oscillator circuit. The corresponding synchronizing 
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      (15) 
where 1 2,out outV V  are the output-voltage phasors of the two 
oscillator elements. The two transconductance functions 
associated with the mutual synchronization are identical and 
given by jAe β− . Because of the synchronized operation of the 
two distinct oscillator circuits, there will be a time-constant 
phase shift φ  between the two oscillator signals. Taking the 
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Fig. 7 Self-injection and mutual-injection effects have been modeled using 
voltage controlled current sources. For the HB simulations, two AGs have 
been used, each connected to one of the two oscillator circuits. 
 
In the general case, the addition of the two injection 
currents will have small amplitude. Then, it will be possible to 
expand its corresponding admittance function in a Taylor 
series about the free-running solution, given by the amplitude 
and frequency 1 1,o oV ω , for osc1, and by 2 2,o oV ω , for osc2. The 
Taylor-series expansions provide: 
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     (17) 
where the new functions C1 and C2 have been introduced for 
convenience and the subindex s (indicating a steady-state 
synchronized solution) has been dropped, for simplicity, in the 
oscillation amplitudes. To solve (17), each equation it will be 
decomposed into real and imaginary parts:  
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      (18) 
where the increments 1 1 1oV V V∆ = − , 2 2 2oV V V∆ = − , 
1 1s oω ω ω∆ = − , 2 2s oω ω ω∆ = −  have been defined. Then, 
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where 1 1 1 1 1v vG B B Gω ω∆ = − , and:  
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where 2 2 2 2 2v vG B B Gω ω∆ = − . Expanding the cosine and sine 
functions (19) and (20), and taking into account that the 
unknown synchronization frequency sω  must be the same in 
the two real equations, one obtains a linear system of two real 
equations in the unknowns sin ,  cosφ φ . Valid solutions will 
fulfill: 2 2sin cos 1φ φ+ = , which will be the criterion for the 
numerical calculation of the solution curves versus any system 
parameter. Once sin ,  cosφ φ  have been calculated, the phase 
shift between the two oscillators is obtained directly. 
If the two oscillator sub-systems are identical, with equal 
antenna gains and distances to the target, the two equations 
(18) and (20) will simplify to: 
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where oω  is the common free-running oscillation frequency. 
Because both equations should provide the same frequency sω
, there will exist two phase solutions: 0ºφ =  and 180ºφ = , for 
each sω . For each phase shift, the SILO frequency is: 
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The above analysis method has been applied to the system 
in Fig. 6, using the oscillators in Fig. 2. Initially, identical 
oscillators, antenna gain, 3.5 dBG = , and distance to the 
target d1 = d2 have been considered. Fig. 8(a) shows the 
variation of the oscillation frequency for the in-phase and 
180º solution, versus the distance d1 = d2. The two solution 
curves exhibit an oscillatory behavior about the free-running 
frequency ωo. The excursion between the minima and maxima 
will approach zero for a sufficiently large d, with the two 
oscillators tending to their original free-running behavior 
(assumed equal).  
For comparison, the same analysis has been carried at 
circuit-level, using HB. The HB simulation relies on the use of 
two AGs (Fig. 7) operating at the same frequency 
1 2ω ω ω= =AG AG s , with the amplitudes 1AGA  and 2AGA , 
respectively. One of these generators is connected to osc1 and 
the other one is connected to osc2. Because the two oscillators 
are in a synchronized regime, there is a constant phase shift φ 
between the two. In the AG analysis, the phase of the first AG 
is arbitrarily set to zero and that of the second AG is taken as a 
variable, 2AGφ φ= . Then, the system is analyzed solving the 
following non-perturbation condition of the two AGs: 
1 1 2
2 1 2
( , , , ) 0
( , , , ) 0
AG AG AG s







                           (23) 
where AGiY , with 1, 2i = , is the ratio between the current and 
voltage at each AG. System (23) is an outer-tier condition, 
which is solved with the pure HB system as an inner tier. 
Results obtained with (23) have been superimposed in 
Fig. 8(a) and are nearly overlapped with those obtained with 
the semi-analytical model (21). The second analysis has been 
carried out for the antenna gain 6 dBG = . We have used a 
smaller gain than in the case of self-injection only [Fig. (3)] to 
evidence that the multi-valued behavior is more pronounced in 
this case and arises from smaller gain values. The turning 
points should lead to jumps versus variation in the distance 
1 2d d= . Note that, as a rule, turning points arise for the higher 
gain values and shorter distances, associated with a higher 
impact of the injection-locking signals. These turning points 
cannot be directly obtained with the HB simulation, and the 
use of the AG-based parameter switching [23-24] is 
cumbersome in this case due to the high number of turning 
points. The simulation results have been validated 
experimentally. The measurement set-up is shown in Fig. 6(b). 
Measurement points have been superimposed in Fig. 8 for the 
two gain values with an excellent agreement.  
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Fig. 8 Variation of the oscillation frequency solutions with the distance d  
being  1 2d d d= =   for two different values of antenna gain. (a)  G = 3.5 dB 
and (b) G = 6 dB. Results obtained with analytical formulation are compared 
with those provided by HB with 8 harmonic terms. Measurements have been 
superimposed. 
 
The next analysis considers a more general situation in 
which only one of the two distances (d2) is varied, while the 
other is kept constant at d1 = 0.5 m. Even though the 
oscillators and antenna gains are still assumed equal, the 
SILOs are no longer in the same conditions, so only the 
general formulation (19) and (20) can be used. Solutions 
obtained for the antenna gain G = 6 dB when varying d2 are 
shown in Fig. 9, where they have been traced in terms of the 
oscillation phase and oscillation frequency. There are two 
solutions, in which the respective phase shifts vary about 
0ºφ =  and 180ºφ =  when traced versus d2, as shown in 
Fig. 9(b). Circuit-level HB simulations are superimposed. 
However, due to the presence of turning points, the HB 
solution curves could not be traced completely.  
 
 
Fig. 9 Variation of the oscillation frequency solutions with the distance 2d  for 
an antenna gain G = 6 dB. . Results obtained with analytical formulation are 
compared with those provided by HB with 8 harmonic terms. Measurements 
have been superimposed. (a) Oscillation frequency. (b) Phase shift. 
 
 Once the oscillation frequency sω  and phase shift φ  of each 
solution are known, the amplitudes at osc1 and osc2, given by 
1V∆  and 2V∆ , are easily calculated from (18), which depends 
linearly on these two variables. To compare with the case of 
an injection-locked oscillator driven by an independent 
periodic source, the oscillation amplitude has been traced 
versus the oscillation frequency sω  in Fig. 10, for the case of 
identical distances to the target 1 2d d=  and antenna gain 
G = 3.5 dB. Two different curves are represented: the one 
corresponding to the phase shift 0ºφ = , in Fig. 10(a), and the 
one corresponding to 180ºφ = , in Fig. 10(c). Fig. 10(b) and 
Fig. 10(d) present the results obtained with HB, using two 
AGs, which show a very good agreement with the semi-
analytical formulation. For each of the two phase values, the 
solution curve is spiral-like, but with an ellipsoidal form. It 
winds around the original free-running oscillator solution (in 
the absence of any synchronizing signals), which is located 
about the center of the diagram. This kind of response has 
some similarity with that of an injection-locked oscillator, 
which, for moderate input amplitude, exhibits closed solution 
curves when varying the input frequency [19-20]. In an 
injection-locked oscillator, each point of the closed curve 
corresponds to a different phase shift with respect to the input 
source. In contrast, each point of the wireless synchronization 
curves in Fig. 10 corresponds to a different distance 1 2d d= .       
Due to the coexistence of steady-state solutions derived 
from the formulation (19) to (21), and confirmed by the 
circuit-level simulations, the stability analysis will be 
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essential. This will allow distinguishing between physical and 
unphysical sections of the solution curves. 
 
 
Fig. 10 Variation of the oscillation amplitudes for the in-phase and 180º 
solutions with the distance 1 2d d d= =  and antenna gain G = 3.5 dB. Results 
obtained with analytical formulation [in (a) and (c)] are compared with those 
provided by HB with 8 harmonic terms [in (b) and (d)].  
IV. STABILITY ANALYSIS 
The stability analysis will be based on the application of a 
small amplitude perturbation to system (17). The amplitudes 
and phase values will become 1 1 2 2( ), ( )V v t V v tδ δ+ + , and 
1 10 ( )tφ δφ= +  and 2 2 ( )tφ φ δφ= + . To clarify the dependence 
on the various variables, the steady-state system (17) will be 
rewritten in terms of the two different phases, 1φ  and 2φ :  
( ) ( )







1 1 1 1 1 1 1
2
( )
2 2 2 2 2 2 2
0
0
ω ω φ φ
ω






− + − − − =






j j jc c
v o s o
d d
j j jc c
v o s o
Y V V Y D e C e e
Y V V Y D e C e e
(24) 
where the synchronized-oscillation frequency sω  is shown 
explicitly in the exponents. In synchronized-solution curves, 
instability is usually associated to unlocking phenomena, 
occurring at turning points, or Hopf bifurcations with a small 
difference between the fundamental frequency of the original 
periodic solution ( sω ) and the newly generated fundamental 
[19-20, 26-27]. Therefore, assumption of a small frequency 
increment s is justified, and it will be possible to perform a 
first-order Taylor of the frequency-dependent functions about 
the steady-state synchronization frequency sω . As discussed in 
Section II, multiplication by the complex frequency s will act 
like a time differentiator. In oscillator osc1, the time 
differentiator acts on its local signal, through Yω , leading to 
the increment 1 2 1( ) / ( )sj v t V tδ δφ− +  , on its own signal 
reflected by the target, through 1g ω  , leading to 








, leading to 
2 1 2( ) / ( )T s Tj v t V tδ τ δφ τ− − + − , where the delays are 
1 12 /d cτ =  and /T Td cτ = . An identical situation is obtained 
for the oscillator osc2. Taking this into account, one obtains:   
             
( )
( )




1 1 1 1 1
1
2
1 1 1 1 2 2
1
1 2 2 1
2
2 2 2 2 2
2
1


























vY v t Y g j y
V
vg y C j y y e
V
C e je t y t
vY v t Y g j y
V
























+ − − + + 
 
 




+ − − + + 
 
 









( ) ( )1 1 2
1 1 2 2
( ) ( )
,   
T
ojc
Tje t y t
y y




           (25) 
 
where: 































D dg jD e
c
C dC jC e
c
D dg jD e
c



















= − ∂ 
 ∂
= − ∂ 
 ∂
= − ∂ 
 ∂
= − ∂ 
                     (26) 
As in the case of the single SILO, the various time delays, 
in the order of a few ns, give rise to very small magnitudes 
when multiplied by the frequency derivatives, so they can be 
neglected, which leads to the simplified system: 
1 2
1 1 11 1 12 2
1 1
1 1 1 2
1 2
2 2 21 1 22 2
2 2
2 1 2 2
( ) ( )( ) ( ) ( )
( ) ( ) 0,
( ) ( )( ) ( ) ( )





v t v tY v t H j t H j t
V V
F t F t
v t v tY v t H j t H j t
V V









   
+ − + + − + +   
   
− =
   
+ − + + − +   







where the following functions have been defined, for 
compactness:   
       
11 1 1 1 12 1
1 1 22 2 2 2
21 2 2 2
,   
,   













H T Y g H C e
F jC e e H T Y g
H C e F jC e e
φ
ω ω ω ω ω ω
ω φ





≡ = − = −
= ≡ = −
= − =
                (28) 
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The phase derivatives are calculated at 1 20,  oφ φ φ= = . 
Splitting (27) into real and imaginary parts and assembling the 
terms affecting time-differentiated and non-differentiated 
variables, one obtains the following matrix system in a 
straight-forward manner: 












   
   
   =
   
   





                                 (29) 
where [ ] [ ] [ ]11 2M M M
−=  and: 
[ ]
[ ]
11 1 12 2 11 12
11 1 12 2 11 12
1
21 1 22 2 21 22















ω ω ω ω
ω ω ω ω
ω ω ω ω













i i r r
s s
r r i i
s s
i i r r
s s










H V H V H H
H V H V H H
M a
H V H V H H














       
(30) 
System (29) is able to predict four poles, corresponding to 
the four eigenvalues of [M]. Due to the free-running behavior 
of the overall system, one of these poles will necessary be 
1 0λ = . The rest may be either three real poles or one real pole 
and a pair of complex-conjugate poles. Because the matrix 
[M] depends on the coefficients in (26), containing terms with 
a sinusoidal dependence on d1, d2 and dT, one may expect a 
nearly periodical variation of these poles with respect to the 
distances d1 and d2.   
The above formulation has been applied to the two 
examples in the previous section, with the steady-state 
solution curves presented in Fig. 8. Fig. 11 shows the 
evolution of the real part of the poles versus the distance 
d1 = d2 for the antenna gain G = 3.5 dB. Fig. 11(a) corresponds 
to the solution 0ºφ =  and Fig. 11(b) corresponds to the 
solution 180ºφ = . In the two cases, there are three real poles, 
in addition to the pole 1 0λ = , due to the system autonomy. 
Two of these poles are always relatively far from the 
imaginary axis but the third pole, 2λ , crosses through zero at 
particular distance values, delimiting the stable and unstable 
sections of the solution curves. The solutions are unstable for 
the curve sections where 2 0λ > , traced in dashed line in 
Fig. 8. The pattern has a near-periodicity of about half a 
wavelength, so broader stable regions would be obtained for a 
lower value of the carrier frequency sω .  
 
Fig. 11 Stability analysis of the mutual injection-locked system versus 
distance 1 2d d d= =  for antenna gain G = 3.5 dB using analytical formulation. 
(a) In-phase solution. (b) 180º solution.  
 
The results obtained with (29) have been rigorously 
validated with a stability analysis at circuit level, applying 
pole-zero identification [28-29] to the solutions obtained with 
HB (Fig. 12). There is consistency between the results 
obtained with the semi-analytical formulation and with the 
costly circuit-level analysis. For equal distances to the target, 
either the solution 0ºφ =  or the solution 180ºφ =  will be 
stable, depending on the particular distance value.  
The crossing of a real pole through zero is usually 
associated with a turning point of the solution curve versus an 
analysis parameter. In fact, at points where 2 0λ =  the solution 
curves traced versus the oscillation frequency sω  in Fig. 10 
exhibit an infinite slope. For the 1 2d d d= =  interval 
considered, there are seven turning points, in full agreement 
with the seven crossings through zero of the real pole 2λ  in 
Fig. 11. The upper sections of the spiral-like curves [in 
Fig. 10(a) and Fig. 10(c)] are stable, whereas the lower 
sections are unstable, agreeing with the most common 
situation in injection-locked oscillators [30]. The results of the 
stability analysis have also been validated experimentally. Fig. 
13 shows the two individual oscillator waveforms obtained for 
the respective distances to the target 1 2  0.45 m= =d d  and 
1 2  0.48 m= =d d . When varying the distance, the 
experimental solution undergoes a 180º phase shift in 
agreement with the predictions in Fig. 11 and Fig. 12.  
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Fig. 12 Stability analysis at circuit level of the mutually injection-locked 
system versus distance 1 2d d d= =  for antenna gain G = 3.5 dB, using pole-
zero identification [28-29]. (a) In-phase solution. (b) 180º solution.  
 
 
Fig. 13 Experimental measurement of the individual oscillator waveforms. (a) 
1 2  0.45 m= =d d , in phase. (b) 1 2  0.48 m= =d d , with 180º phase shift. 
 
Next, the case of different distances 1 2d d≠  , corresponding 
to the solution curves in Fig. 9, obtained for G = 6 dB, has been 
considered. In this case, the curves exhibit a turning point 
versus 2d , in addition to the turning point versus sω . In 
consistency with this, two real poles cross the imaginary axis 
through zero, as shown in Fig 14(a), where the real part of the 
four poles has been traced versus 2d . As in the previous case, 
results obtained with (29) have been rigorously validated with 
pole-zero identification [28-29], at circuit level [Fig. 14(b)]. 
When varying 2d , while keeping 1d  constant at 1 0.5 m=d , 
the system undergoes desynchronization at particular 2d  
values, which leads to a quasi-periodic solution. The 
phenomenon is associated to desynchronization occurring at 
turning points of the solution curves, as in the case of ordinary 
injection-locked oscillators excited with small-amplitude 
(independent) synchronizing signals [31]. This phenomenon 
has been validated experimentally. Fig. 15 shows the spectra 
measured for two different values of 2d . For 2 0.57 md =  the 
system exhibits the expected synchronized behavior. For 
2 0.576 md = , the spectrum shows the typical triangular 
shape associated with the desynchronization. 
 
 
Fig. 14 Stability analysis of the solution curve 0φ = °  in Fig. 9, for an 
antenna gain G = 6 dB and different distances. (a) Results using the analytical 
formulation in (27). (b) Results obtained with circuit-level simulations based 
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Fig. 15 Spectra measured for G = 6 dB, with different distances to the target, 
1d  and 2d . The resolution bandwidth of the measured spectra is 
RBW = 300 kHz. 
V. PHASE NOISE ANALYSIS 
The phase-noise analysis will be based on the perturbation 
of system (17) in the presence of noise sources. Only white 
noise sources will be initially considered to get some insight 
into the dependence on the antenna gain and the distances to 
the target and between the oscillator elements. The noise 
contributions of each oscillator will be modeled with an 
equivalent current source connected in parallel at the analysis 
node [25]. There will be two different white noise current 
sources, given by 1wI  and 2wI . The perturbed system is: 











































     
     
     − =
     
     








               (31) 
where the phase derivatives are evaluated at the steady-state 
values 1 20,  oφ φ φ= =  and the matrixes [M1] and [M2] were 
defined in (30). The phase-noise spectrum is obtained through 
application of the Fourier transform to the above system, 
taking into account that the two noise sources are uncorrelated 
and so are the real and imaginary parts of each of these two 
noise sources [21]. This provides the following spectra for the 
amplitude and phase noise of each oscillator: 
[ ] [ ]{ }
T2 2 2 2
1 2 1 2
1 1
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )n n
v v
diag M j N N M j
δ δ δφ δφ
+− −+
 Ω Ω Ω Ω =  
 Ω Ω Ω Ω 
 
(32) 
where the conversion matrix is given by:
( ) [ ] [ ]1 2nM j j M MΩ = Ω −    and N  is the vector containing 
the equivalent noise sources in (31). To get some insight into 
the effect of the mutual synchronization, admittance functions 
of the form ( , ) ( ) ( )r iY V Y V jYω ω= +  will be assumed, that 
is, with the real (imaginary) part depending only on the 
oscillation amplitude (frequency). Neglecting the amplitude 
variations, the simplified perturbed system is: 
1
111 12 1 1 1




i i i i
s




VH j H j F F







     Ω Ω − ∆    + =        ∆Ω Ω −           
  
     (33) 
In the case of two identical oscillator and antennas, and 
under the assumption of 1 2d d= , one obtains the following 
simplified expression:  
               
( )
( ) ( )
2
1
22 , 2 2 2
1 1 1
22 22 , 4 2 2 , 2
1 1 1 1 1
2 cos
4  cos
i T i T
s
i T i i T i T
s
dN T C C
c
dT C C T C
c
ω ω





   + Ω +        
  + Ω + Ω +      
       (34) 
where the white-noise spectral density of the two oscillators is 
assumed equal and 2 22 /w sN I V= . In the absence of a 











              (35) 
where the assumptions of  an admittance function of the form
( , ) ( ) ( )r iY V Y V jYω ω= +  and negligible amplitude 
perturbations have been maintained. As gathered from (34), 
the mutual synchronization will give rise to a phase-noise 
reduction with respect to that obtained in a single SILO, due to 
the additional coefficients in the denominator, associated with 
the interaction between the two oscillators. The phase noise 
will also exhibit a quasi-sinusoidal variation with the total 
distance dT. 
 The analysis of the practical oscillator system has been 
carried considering flicker noise, with the aid of an additional 
baseband equation, as in the case of the single SILO. The 
results for antenna gain G = 6 dB and equal distances 
d1 = d2 = 0.5 m are shown in Fig. 16, where the phase-noise 
spectrum can be compared with the one obtained with a single 
SILO. As expected, the phase noise is lower in the case of two 
mutually coupled SILOs, with a reduction of about 6 dB. The 
experimental spectra obtained in the two cases are 
superimposed with good agreement.   
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Fig. 16 Phase-noise analysis for antenna gain G = 6 dB and equal distances 
d1 = d2 = 0.5 m. The phase-noise spectra of two mutually locked SILO are 
compared with the one obtained with a single SILO. The experimental spectra 
are superimposed.   
VI. ENVELOPE-TRANSIENT ANALYSIS 
The system behavior under the instantaneous target 
movement will be investigated with an envelope-transient 
analysis, relying on the formulation in (24). The frequency-
dependent coefficients ( )H ω  (where H stands here for any of 
the frequency dependent functions), affecting the modulated 
signals, will give rise [32] to the terms 
( ) ( ) ( ) ( )ωω ω−

 H V t jH V t , where ( )V t  is the envelope of the 
modulated signal.  
In [12-13], two different types of movement are considered: 
the back and forth movement, ( )d t∆ , and the inward and 
outward movement, ( )x t . In the presence of these two 
movements, the instantaneous distances from each of the two 
oscillators to the target are different, and given by: 
                 
( ) ( ) ( )
( ) ( ) ( )
1 1 1 1
2 2 2 2
'
'
d d d t x t d l t
d d d t x t d l t
= − ∆ − = +
= + ∆ − = +
                    (36) 
On the other hand, the distance between the two oscillators 
remains unchanged at Td . The system is formulated: 
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        (37) 
where the effect of all the time delays on the modulation 
envelopes has been considered for completeness. However, as 
already reasoned, this effect can be neglected for low 
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where the effect of the velocities 1( )l t  and 2 ( )l t  has also been 
neglected. The accuracy of the reduced-order system (38) has 
been verified through comparison with the result of the 
envelope-transient method at circuit level [32]. A high-
modulation frequency has been used for this comparison to 
enable circuit-level simulations with a reasonable 
computational cost. This is because the time step must be 
sufficiently short to ensure a good convergence of the 
nonlinear envelope-domain system, which would give rise to a 
huge computational burden for a low modulation frequency. In 
addition, the instantaneous variation of the oscillation 
frequency contributes to the envelope modulation.  
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Fig. 17 shows a comparison of the phase variation at the 
oscillator element osc1 provided by the semi-analytical model 
(38) and the costly circuit-level simulation in commercial HB. 
The modulation frequency considered is fm = 1 MHz in all 
cases. We have chosen 1 MHz just to be able to compare the 
accuracy of our semi-analytical approach with the results 
obtained with a circuit-level envelope-transient simulation on 
commercial HB. This comparison would be virtually 
impossible at the low modulation frequencies existing in usual 
motion-sensing applications. This is due the small time step 
required for the system integration, in comparison with the 
time rate of the target motion. Fig. 17(a) and Fig. 17(c) show 
the phase variation under both self-injection and mutual 
injection effects for maximum displacement 40 mmd∆ =  and 
20 mmd∆ = , respectively. Fig. 17(b) and Fig. 17(d) show the 
phase variation under self-injection effects only for maximum 
displacement 40 mmd∆ =  and 20 mmd∆ = . In all cases, the 
results obtained with the circuit-level simulation and the 
reduced-order model are nearly overlapped. Therefore, the 
new formulation should constitute a useful tool for the 
investigation and optimization of these novel motion-sensing 
systems.  
 Finally, Fig. 18 shows the voltage signals obtained when 
considering a low frequency modulation fm = 10 Hz and 
connecting a delay-line demodulator to the output of one of 
the oscillator circuits. Results are compared with those 
obtained experimentally.  
 
Fig. 17 Comparison of the envelope-transient results for antenna gain 
G = 3.5 dB. Back and forth movement considering self-injection and mutual-
injection effects, in (a) and (c), and considering self-injection effects only, in 
(b) and (d). 
 
Fig. 18 Voltage signals obtained when considering a low frequency 
modulation fm = 10 Hz and connecting a delay-line demodulator to the output 
of one of the oscillator circuits. Measurement results are superimposed. 
 
VII. CONCLUSION  
A new formulation has been presented for the efficient 
analysis of self-injection and mutually locked oscillator 
circuits. It provides insight into the variation of the steady-
state solutions versus crucial parameters such as the distance 
and antenna gain. The formulation evidences the existence of 
sinusoidal dependences on the distances to the target and the 
distance between the oscillator elements, which lead to the 
observation of turning points under a sufficient antenna gain. 
It also shows the existence of two possible values of phase 
shift between the oscillator elements, which is associated with 
the synchronized operation. The formulation has been 
extended to cover essential aspects of the system behavior, 
such as stability and phase noise. All the results have been 
thoroughly validated with computationally expensive circuit-
level simulations and measurements. An envelope-domain 
formulation has also been presented to analyze the phase 
modulation due to the target movement. It has been 
thoroughly compared with envelope-transient simulations 
based on harmonic balance, applicable only for a high 
modulation frequency.  
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