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SCATTERING RIGIDITY FOR ANALYTIC RIEMANNIAN
MANIFOLDS WITH A POSSIBLE MAGNETIC FIELD
PILAR HERREROS AND JAMES VARGO
Abstract. Consider a compact manifoldM with boundary ∂M endowed with
a Riemannian metric g and a magnetic field Ω. Given a point and direction
of entry at the boundary, the scattering relation Σ determines the point and
direction of exit of a particle of unit charge, mass, and energy. In this paper we
show that a magnetic system (M, ∂M, g,Ω) that is known to be real-analytic
and that satisfies some mild restrictions on conjugate points is uniquely deter-
mined up to a natural equivalence by Σ. In the case that the magnetic field
Ω is taken to be zero, this gives a new rigidity result in Riemannian geometry
that is more general than related results in the literature.
1. An introduction including the results proved
1.1. Magnetic systems and scattering data. LetM be a compact, n-dimensional,
Riemannian manifold with boundary ∂M and metric g. Let π : T ∗M →M be the
natural projection of the cotangent bundle to M given by (x, ξ) 7→ x. The Hamil-
tonian flow of the function H(x, ξ) = 12 |ξ|
2
g with respect to the standard symplectic
structure of T ∗M is the geodesic flow. Given a closed 2-form Ω on M , there is a
correspondingmagnetic geodesic flow which is determined by the same Hamiltonian
function, but through the modified symplectic 2-form
ω = dx ∧ dξ + π∗Ω.
The integral curves of this flow, projected to M by π, are the magnetic geodesics.
The level sets of H are preserved along the flow and that implies that the magnetic
geodesics have constant speed. In this paper, we shall restrict our attention to
the energy level H = 1/2, the unit co-sphere bundle S∗M . The isomorphism
T ∗M → TM induced by the metric g transforms the magnetic flow to a flow on
SM , the sphere bundle in TM . Let X and Xµ denote the vector fields on SM
generating the standard geodesic flow and magnetic geodesic flow, respectively.
They are related by the equation
Xµ(x, v) = X (x, v) + Y (x)v,
where Y is an antisymmetric (1, 1) tensor on M satisfying
〈Y (x)v, w〉g = Ω(v, w).
Let Φt : SM → SM denote the magnetic geodesic flow. Given a pair (x, θ) ∈ SM ,
let γx,θ or γx,θ(t) denote the magnetic geodesic with initial point and vector (x, θ).
We also use the magnetic exponential map
expµ : TM →M,
defined by expµx(tθ) = γx,θ(t) for unit length θ. This map is C
1 everywhere and
smooth away from θ = 0.
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Definition 1. A 4-tuple (M,∂M, g,Ω) is called a magnetic system. Two such
systems (Mi, ∂Mi, gi,Ωi), i = 1, 2 with the same boundary ∂M1 = ∂M2 are said to
be equivalent if there exists a diffeomorphism ϕ :M1 →M2 such that:
ϕ∗g2 = g1, ϕ
∗Ω2 = Ω1, ϕ|∂M = id.
The diffeomorphism ϕ is called a magnetic equivalence.
In this paper, the term analytic shall mean real-analytic. We define a magnetic
system (M,∂M, g,Ω) to be analytic if there exists a magnetic system (M ′, ∂M ′, g′,Ω′)
with M ′ a real-analytic open manifold containing M such that:
(i) g′|M = g and Ω
′|M = Ω,
(ii) g′ and Ω′ are real-analytic on M ′,
(iii) ∂M is a real-analytic submanifold of M ′.
The extensions (g′,Ω′) are uniquely determined from (g,Ω) by analytic continuation
and shall henceforth be denoted without the prime. That is, (g,Ω) shall denote its
own extension to M ′.
The scattering magnetic rigidity question is whether the equivalence class of a
magnetic system is determined by the scattering of its magnetic geodesics. Given
a point of entry x ∈ ∂M and an initial direction θ ∈ SxM , the scattering data tells
all future points of contact γx,θ ∩ ∂M as well as the directions of motion at those
points. More precisely:
Definition 2. A pair of vectors (v, w) ∈ ∂SM × ∂SM belongs to the scattering
relation Σ if for some t ≥ 0, w = Φt(v).
After properly defining all the terms and introducing some minor restrictions on
conjugate points, it is shown that two analytic magnetic systems are equivalent if
they have the same scattering data.
This problem descends from the boundary rigidity problem in which one seeks
to recover a metric g up to isometry from the boundary distance function ρg :
∂M × ∂M → R, defined by:
ρg(x, y) = inf{length(γ) : γ ⊂M is a curve joining x to y}.
A particular Riemannian manifold with boundary (M,∂M, g) is called boundary
rigid if all other such manifolds with the same boundary distance function are in
the same isometry class. The known examples of manifolds that are not boundary
rigid either have trapped geodesics (geodesics that never leave the manifold) or con-
jugate points. The most general class of manifolds conjectured to be boundary rigid
are those with the SGM property. This property is detectable from the boundary
and is equivalent to the two conditions that there are no trapped geodesics and that
all geodesic segments are strong length minimizers [C1]. SGM manifolds homeo-
morphic to a ball with a strictly convex boundary are called simple. It has been
conjectured that all simple manifolds are boundary rigid (e.g. [Mi]), but so far,
such a general statement has only been confirmed in dimension 2 in work by Pestov
and Uhlmann [PU]. In higher dimensions, Gromov showed that subregions of Eu-
clidean space are boundary rigid [Gr]. Other spaces known to be boundary rigid
are subregions of boundary rigid spaces, subregions of a hemisphere [Mi], simple
symmetric spaces of negative curvature [BCG], and SGM subregions of spaces with
a parallel vector field [CK]. Recently, it was shown by Burago and Ivanov that
metrics sufficiently close in the C∞ topology to the Euclidean metric on a convex
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domain are boundary rigid [BI]. The last result implies, for example, that for any
point on any Riemannian manifold, a sufficiently small neighborhood of that point
is boundary rigid.
In applications, this problem is called travel time tomography and goes back at
least as far as the early 20th century, when it was proposed to measure seismic
waves to reconstruct an image of the inner structure of the earth. Besides being
used widely by geophysicists, travel time tomography is used by oceanographers and
atmospheric scientists, and has potential applications in medical imaging. In some
applications, it is natural to assume that the metric is isotropic; that is, conformal
to the Euclidean. For metrics in a given conformal class, uniqueness was first shown
for simple metrics by Mukhometov [Mu] and later by Croke for SGM metrics [C1].
The SGM and simplicity conditions are restrictive geometric conditions which
are not typically satisfied in applications. In more general circumstances, one can
instead consider the lens data, which consists of the scattering data together with
the travel times of the geodesics. It was shown by Michel that the lens data is
equivalent to the boundary distance function for simple manifolds [Mi]. If trapped
geodesics are allowed, then counterexamples to lens rigidity exist [CK]. Croke
showed that if a manifold is lens rigid, then so is a finite quotient of that manifold
[C2]. In [V] lens rigidity was shown if the metrics are a priori assumed to be
real analytic. Stefanov and Uhlmann proved lens rigidity for metrics that are a
priori known to be close to a given base metric taken from a set of generic metrics
including the real analytic ones [SU2].
The magnetic rigidity problem is related to the question of whether there are
more general families of curves whose defining parameters can be recovered from
boundary measurements. Magnetic geodesics and the magnetic flow were first con-
sidered by V.I. Arnold [Ar1] and D.V. Anosov and Y.G. Sinai [AS]. Since then
it has been studied from several approaches (e.g. [CMP, Gi, Grog, NT, PP]) and
their boundary rigidity, in particular, has been studied in [DPSU, He].
One motivation for magnetic boundary rigidity is that it has potential appli-
cations to problems of geometry. In the case of surfaces, magnetic geodesics are
related to the study of curves of constant geodesic curvature. This relation has been
used to study the existence of closed curves with prescribed geodesic curvature (see
e.g [Ar2, Le, Sch]). Magnetic boundary rigidity was used in [He] to show that a
surface of constant curvature cannot be modified in a small region while keeping
all the curves of a fixed constant geodesic curvature closed.
Let ι : ∂M →֒ M be inclusion. Since a magnetic equivalence fixes the points
of ∂M , the pullbacks ι∗g and ι∗Ω are preserved. However the scattering relation
Σ is not preserved because its definition depends on the set ∂SM which is defined
through g|∂M . For this reason we reparametrize Σ through the natural diffeomor-
phism
Λ : ∂SM → ˜∂SM = {(w, r) ∈ T∂M × R : |w|2g + r
2 = 1}.
Λ is given by v 7→ (vT , 〈v, ν〉g), where vT denotes the orthogonal projection of
v ∈ ∂SM to T∂M , and ν denotes the inward-pointing unit normal vector. The
reparametrized scattering relation, Σ˜ ⊂ ˜∂SM × ˜∂SM , is defined to be Σ˜ = (Λ ×
Λ)(Σ). Given an equivalence class of magnetic systems {(M,∂M, g,Ω)}, we shall
call (∂M, ι∗g, ι∗Ω, Σ˜) the associated scattering data.
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An equivalent way of parametrizing the scattering data is given through boundary
normal coordinates. Given x0 ∈ ∂M , there exists a neighborhood N ⊂ ∂M of x0
and a number ǫ > 0 such that the map
expν : N × (−ǫ, ǫ)→M
′
given by expν(x
′, xn) = expx′(x
nν) is an injective immersion. Here exp denotes
the exponential map corresponding to the Riemannian metric g, not the magnetic
exponential expµ. Moreover, if xα : 1 ≤ α ≤ n − 1 are local coordinates for ∂M ,
then the metric tensor has the form
g = gαβ(x)dx
αdxβ + (dxn)2.
(x′, xn), as local coordinates for M near x0 are called boundary normal coordinates,
or semigeodesic coordinates. Note that the curves given by x′ = const are geodesics
(not magnetic geodesics) of (M, g) normal to ∂M .
Since ∂M is compact, it is possible to extend the boundary normal coordinates
to a collared neighborhood of the entire boundary. Indeed, if ǫ is sufficiently small,
then we obtain a diffeomorphism
expν : ∂M × (−ǫ, ǫ)→ V,(1.1)
where V ⊂ M ′ consists of the points whose distance to ∂M is less than ǫ. For a
detailed proof, see [V]. It shall be convenient to set
M ′ = M ∪ V.
Finally, when discussing two magnetic systems with the same boundary, we shall
assume that the value of ǫ is chosen sufficiently small so that (1.1) is a valid diffeo-
morphism for both.
Note that the mapping Λ is equal to the pullback of vectors at the boundary by
expν .
Λ = exp∗ν |∂SM .
Definition 3. (M,∂M, g,Ω) is called non-trapping if for all (x, θ) ∈ SM , there
exist T− < 0 and T+ > 0 such that γx,θ(T±) ∈ M ′ \M ; that is, every magnetic
geodesic must eventually leave M in both directions.
In this paper, we shall assume that all magnetic systems are non-trapping. Let
v = (x, θ) ∈ ∂SM , and let ℓ(v) = T be defined by
T = inf {t ≥ 0 : γv(t) /∈M}.
Then γv(T ) and γ
′
v(T ) are respectively called the terminal point and direction of
γv in M . The mapping
ℓ : ∂SM → R
is called the travel time map of M. The corresponding map ℓ˜ : ˜∂SM → R given by
ℓ˜ = ℓ ◦ Λ−1 is called the travel time data of the equivalence class of (M,∂M, g,Ω).
Definition 4. We say that v satisfies condition A if there are no points in ∂M ∩
{γv(t) : 0 ≤ t ≤ T } that are conjugate to x along γv. In this paper, conjugate
shall always mean with respect to the magnetic flow. We shall say that an analytic
magnetic system (M,∂M, g,Ω) satisfies condition Aˆ if there exists at least one
vector in each connected component of ∂SM that satisfies condition A.
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Let G be the collection of magnetic geodesic segments in M whose endpoints lie
in ∂M and do not intersect ∂M at any other point. Let γ ∈ G be an element with
initial vector v ∈ SM , travel time T , and final point y = γ(T ).
Definition 5. We say that γ satisfies condition B if there are no points on γ that
are conjugate of order n − 1 to y. We shall say that an analytic magnetic system
(M,∂M, g,Ω) satisfies condition Bˆ if the set of magnetic geodesic segments in G
satisfying condition B is dense in G.
Recall that if x and y belong to M and y = expµx(v), then x and y are conjugate
if dv exp
µ
x(v) is singular. The order, or multiplicity, of conjugacy is equal to the
dimension of the kernel with n − 1 being the largest possible. For example, two
antipodal points on Sn (with Ω = 0) are conjugate of order n− 1.
Lemma 1. Condition A is open in ∂SM . Condition B is open in G.
Proof. The openness of condition B is clear. Let v0 ∈ ∂SM satisfy condition A.
Let K = γv0 ∩ ∂M . By compactness, for any open neighborhood N of K, there
exists an open U˜ about v0 in SM
′ such that for all v ∈ U˜ , γv ∩ ∂M ⊂ N .
Since x0, the basepoint of v0, is not conjugate to any point of K, we may choose
N and the corresponding neighborhood U˜ sufficiently small so that for each v ∈ U˜ ,
its basepoint x will not be conjugate to any point of γv∩N . But since γv∩∂M ⊂ N ,
we find that x will not be conjugate to any point of γv ∩ ∂M . 
Theorem 1. Let (Mi, ∂M, gi,Ωi), i = 1, 2 be two non-trapping, analytic magnetic
systems satisfying condition Bˆ and assume that (M1, ∂M, g1,Ω1) satisfies condition
Aˆ. Then if the two systems have the same scattering data, they must be equivalent.
The first step of the proof is to show that the mapping ϕ0 : V1 → V2 given by
ϕ0 = expν2 ◦ exp
−1
ν1
(1.2)
is a magnetic equivalence fixing the points of ∂M . To do this, we must use condition
A to show that the coefficients of (g,Ω) are uniquely determined by the scattering
data in boundary normal coordinates. The main step is to prove the following
theorem.
Theorem 2. Let (Mi, ∂M, gi,Ωi), i = 1, 2 be non-trapping, analytic magnetic sys-
tems with the same scattering data, and assume that v0 = (x0, θ0) ∈ S∂M satisfies
condition A in M1. Then at the point x0, the coefficients of (g1,Ω1) and (g2,Ω2),
expressed in boundary normal coordinates, have the same jets at x0. That is, their
values at x0 are the same, and the values of all their derivatives of all orders at x0
are the same.
This theorem is a direct generalization of a result by Plamen Stefanov and Gun-
ther Uhlmann for Riemannian metrics (with no magnetic fields). We extend their
result by allowing magnetic fields and by only assuming the scattering data and
no magnetic analog of length data. In order to generalize the proof, some extra
condition is needed for the case when the magnetic geodesics near γv0 are short.
For this paper the convenient extra assumption is to assume that the system be
analytic. However it should be noted that this is not at all an essential condition
and could be easily be replaced by a certain weak convexity condition. See the
remark after the proof for details.
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A similar theorem was proved for magnetic systems by [DPSU] in which they
assume strict convexity of the boundary with respect to magnetic geodesics and
take a certain action function as the given data. We use a similar action function
to prove this theorem, but do not otherwise use the same techniques since we allow
for the possibility that γv0 be a long magnetic geodesic. Rather we follow Stefanov
and Uhlmann’s proof, the idea of which is to consider a function ρ(x, y) which gives
travel times between pairs of points. Fixing y, the function satisfies the eikonal
equation:
gij(x)(∂xiρ)(∂xjρ) = 1.
Using this equation, the scattering data tells us just enough about the derivatives
of ρ to reconstruct the jet of g. The proof here follows the same program, but with
modifications to account for magnetic fields and the lack of explicit travel time data.
We construct an analogous action function ρ(x, y) which satisfies an eikonal-type
equation (equation (2.4)) whose coefficients come from g and Ω. We then use the
scattering data to infer enough information about the derivatives of ρ to recover
the jets of g and Ω.
The next step in the proof of Theorem 1 is the proof of the following theorem.
Theorem 3. Let (Mi, ∂M, gi,Ωi), i = 1, 2 be two non-trapping, analytic magnetic
systems that satisfy condition B and have the same scattering data. If ϕ0 : V1 → V2
is an equivalence, then corresponding elements of G1 and G2 have the same travel
times. In particular, the two systems have the same travel time data ℓ˜.
Elements of G1 and G2 are corresponding if their initial and final vectors are
related by ϕ0. The next theorem finishes the proof of 1.
Theorem 4. Let (Mi, ∂M, gi,Ωi), i = 1, 2 be two non-trapping, analytic magnetic
systems with the same scattering and travel time data. If ϕ0 : V1 → V2 is an
equivalence, then ϕ0 extends to an equivalence ϕ : M
′
1 →M
′
2.
2. Theorem 2: Recovery of the magnetic system in a neighborhood of
the boundary
2.1. Defining an action function on magnetic geodesic segments. The first
step shall be to construct an action function which serves the role of the travel time
function used by Stefanov and Uhlmann. Subscripts shall be omitted as long as all
statements apply equally to both manifolds. We consider our magnetic system to
be extended to an open manifoldM ′ containingM . Let γ = {γ(t) : 0 ≤ t ≤ T } be a
magnetic geodesic segment in M ′. For our proof, we shall need a 1-form ζ, defined
in a neighborhood of γ, satisfying dζ = Ω. By the Poincare´ lemma, such a 1-form
exists if γ has no self-intersections. If γ does intersect itself, then we circumvent the
topological problem through the construction described in the following paragraphs.
Let γ˜ denote the segment in Rn given by
γ˜(t) = (0, . . . , 0, t) for 0 ≤ t ≤ T.
Then there exists a neighborhood U ⊂ Rn of γ˜ and an immersion ψ : U →M ′ that
satisfies ψ(0, t) = ψ ◦ γ˜(t) = γ(t). For example, we can construct such a map in the
following way. Extend γ to an open interval containing [0, T ] and choose vectors
Xi(t) along γ(t) such that (X1(t), . . . , Xn−1(t), γ
′(t)) are linearly independent for
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all t. Then define
ψ(x1, . . . , xn−1, xn) = expγ(xn)
(
n−1∑
i=1
xiXi(x
n)
)
.
The topology of U is trivial so by the Poincare´ lemma, there exists ζ such that
dζ = ψ∗Ω. We call ζ a magnetic potential in a neighborhood of γ.
Let x˜ be coordinates for U , and (x˜, ξ˜) the corresponding natural coordinates for
T ∗U . Using ψ we can pull back structures from M ′ to U . In particular, we obtain
an exact symplectic form
ω˜ = dx˜ ∧ dξ˜ + ψ∗Ω = −d (ξ˜ dx˜− ζ)
and a Hamiltonian function H˜ = 12 |ξ˜|
2
g˜. Together, these generate Hamiltonian
curves whose projections to U are the magnetic geodesics of the magnetic system
(U,ψ∗g, ψ∗Ω).
We parametrize the magnetic geodesic segments in M ′ near γ by their initial
vector v ∈ SM ′ and their length τ .
(v, τ) 7→ γv,τ = {γv(t) : 0 ≤ t ≤ τ}.
Let (v0, τ0) correspond to the original segment γ about which ζ was constructed.
For (v, τ) in some neighborhoodM about (v0, τ0), the magnetic geodesic segments
γv,τ in M
′ can be uniquely pulled back via ψ to magnetic geodesic segments γ˜v,τ
in U . Let c˜v,τ denote the corresponding Hamiltonian curve in T
∗U .
Letting N denote the neighborhood of magnetic geodesic segments
N = {γv,τ : (v, τ) ∈M},
we define the action functional Aζ : N → R by
Aζ [γv,τ ] = τ −
∫
γ˜v,τ
ζ.
In the case that Ω is exact, ζ can be defined on all of M ′ so that Aζ is well-defined
for all magnetic geodesics. But in general this is not possible so the action can
only be defined near one fixed curve. In either case, Aζ depends on the choice of ζ
which is not uniquely determined by the magnetic system.
Proposition 1.
Aζ [γv,τ ] =
∫
c˜v,τ
(ξ˜ dx˜− π∗ζ)
Proof. Along the curve c˜v,τ , we have ξ˜ dx˜ = |ξ˜|2g dt = dt. Therefore, noting that
γ˜v(t) = π ◦ c˜v(t), the integral on the right is equal to
τ −
∫
c˜v,τ
π∗ζ = τ −
∫
γ˜v,τ
ζ.

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2.2. The first variation of Aζ. Let γs(t) : −ǫ ≤ s ≤ ǫ, 0 ≤ t ≤ τs be a smooth
1-parameter family of unit-speed magnetic geodesics in N . Correspondingly, there
is a smooth 1-parameter family of curves c˜s(t) in T
∗U , and by the lemma, we have
ϕ(s) = Aζ [γs] =
∫
c˜s
(ξ˜ dx˜− π∗ζ).
Let a(s) be the curve c˜s(0) and b(s) be the curve c˜s(τs). Now let 0 < |h| < ǫ, and
consider the surface σ with parametrization (s, t) 7→ c˜s(t) : 0 ≤ s ≤ h, 0 ≤ t ≤ τs.
According to Stokes’ theorem,(∫
c˜0
+
∫
b
−
∫
c˜h
−
∫
a
)
(ξ˜ dx˜ − π∗ζ) =
∫
σ
(dξ˜ ∧ dx˜− π∗Ω).
It follows that
ϕ(h)− ϕ(0)
h
=
1
h
(∫
b
−
∫
a
)
(ξ˜ dx˜− π∗ζ)−
1
h
∫
σ
(dξ˜ ∧ dx˜− π∗Ω).
The surface integral on the right-hand side is equal to 0. To show this we note
that the 2-form being integrated is − ω˜, the symplectic form. We also note that
the Hamiltonian vector field XH˜ =
∂
∂t
cs(t) lies tangent to σ. By definition,
ω˜(XH˜ , · ) = dH˜.
Since σ is contained in the level surface H˜ = 1/2, we conclude that the pull back
of ω˜ to σ must be 0. Hence we obtain
ϕ(h)− ϕ(0)
h
=
1
h
(∫
b
−
∫
a
)
(ξ˜ dx˜− π∗ζ).
Taking the limit as h→ 0, we find
ϕ′(0) = (ξ˜ dx˜ − π∗ζ)|
b′(0)
a′(0)
c˜s(t) = (γ˜s(t), ξ˜s(t)) where ξ˜s(t) is the covector corresponding to ∂tγ˜s(t) by g.
Therefore
ϕ′(0) = [〈∂tγ˜0, · 〉g − ζ ]|
π∗b
′(0)
π∗a′(0)
(2.1)
In terms of the family of magnetic geodesics {γ˜s(t)}s, π∗a′(0) and π∗b′(0) are just
the variations in the initial and terminal point, respectively, of the curves.
Now suppose that γ = γv0,τ0 has endpoints x0 and y0 which are not conjugate
to each other. Then for (x, y) in a sufficiently small neighborhood around (x0, y0),
there exists a magnetic geodesic γx,y joining x to y which is smoothly dependent on
x and y. Let θ = θx,y ∈ TxM ′ be its initial vector and define the smooth function
ρ(x, y) = Aζ [γx,y].
Let w ∈ TxM ′. If we fix y and take the differential of ρ with respect to x, then by
(2.1), we obtain:
〈dxρ, w〉 = −〈θ, w〉g + 〈ζ, w〉(2.2)
Solving for θ, we find
−〈θ, · 〉g = dxρ− ζ.(2.3)
In particular since γ is a unit-speed curve, θ has unit length, so
|dxρ− ζ|
2
g = 1.
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Written another way,
gij(x)(∂xiρ− ζi(x))(∂xjρ− ζj(x)) = 1.(2.4)
This is the eikonal-type equation that we need.
2.3. Choosing compatible magnetic potentials. Now we consider again our
two manifolds M1 and M2 with their respective metrics and magnetic fields and
extensions M ′1 and M
′
2. We let v0 = (x0, θ0) ∈ S∂M be a vector satisfying the
hypothesis of the theorem. For each i = 1, 2, let γi ⊂M ′i be the magnetic geodesic
with initial vector v0, and let ζi be an arbitrarily chosen magnetic potential in a
neighborhood of γi. The next lemma shows that the two potentials can be made
compatible with each other in a certain sense. Recall that (x′, xn) denote boundary
normal coordinates near x0.
Lemma 2. If the two magnetic systems have the same scattering data, then there
exist magnetic potentials ζ1, ζ2 defined in neighborhoods of γ1 and γ2 respectively
which satisfy
ι∗1ζ1 = ι
∗
2ζ2, and
〈ζ1, ∂xn〉 = 〈ζ2, ∂xn〉,
in a neighborhood of the point x0.
Proof. Starting with arbitrary ζ1 and ζ2, note that
d(ι∗1ζ1 − ι
∗
2ζ2) = ι
∗
1Ω1 − ι
∗
2Ω2 = 0.
Therefore, there exists a smooth function f0 defined in a neighborhood of x0 in ∂M
such that
ι∗1ζ1 − ι
∗
2ζ2 = df0.
We extend f0 in a neighborhood of ∂M according to the first order PDE
∂xnf = 〈ζ1, ∂xn〉 − 〈ζ2, ∂xn〉,
f |∂M = f0.
Away from the boundary we apply a cutoff function so that f is well-defined over a
neighborhood of γ1. Letting ζ
′
1 = ζ1+df , we find that ζ
′
1 and ζ2 satisfy the requisite
conditions. 
2.4. Proof of Theorem 2. For the remainder of the proof, subscripts distin-
guishing the two manifolds shall be omitted. We are given a magnetic system
(M, ∂M, g, Ω) with known scattering data (∂M, ι∗g, ι∗Ω, Σ˜) and extension (M ′, ∂M, g, Ω).
We will be working in boundary normal coordinates near a point x0 ∈ ∂M . In these
coordinates, we may regard g|∂M as known since ι∗g is included in the scattering
data.
We start with a lemma. Let v0 ∈ ∂SM be a unit vector at the boundary, and let
ζ be a magnetic potential in a neighborhood of γv0 . Let y0 be a point on γv0 ∩ ∂M
with y0 6= x0 and assume that x0 and y0 are not conjugate along γv0 . Then there
exist respective neighborhoods V, W about x0, y0 in the extended manifold M
′
such that for any x ∈ V, y ∈ W , there is a magnetic geodesic γx,y connecting them.
It depends smoothly on the endpoints and is equal to γv0 |[x0,y0] if (x, y) = (x0, y0).
As discussed above, the function ρ(x, y) = Aζ [γxy] is smooth with derivative given
in equation (2.2).
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According to lemma 2, we may regard ι∗ζ as known data. What’s more, we may
regard ζ(∂xn) as known in a neighborhood of x0 even off the boundary. In particular,
ι∗ζ and ζ(∂xn)|∂M together give us ζ|∂M in boundary normal coordinates. If we
let ζˆ denote the vector field corresponding to ζ via g, then that is also known on
∂M . What we need for the theorem is the full jet of g and ζ at ∂M . But since we
already know g and ζ on ∂M , what remains is to recover their derivatives in the
normal direction. That is, we need:
∂kxng|∂M , ∂
k
xnζ|∂M , k = 1, 2, . . .
Actually, what we shall get are these normal derivatives on a half-neighborhood of
x0 in ∂M . This is enough to apply tangential derivatives to get the full jets at x0.
Lemma 3. Let v0 ∈ ∂SM be a unit vector over the point x0 ∈ ∂M which points
strictly inwards, i.e. 〈v0, ν〉g > 0. Let y0 be the first point of intersection between
γv0 and ∂M . Then if x0 and y0 are not conjugate, the scattering data uniquely
determine dxρ(x, y0) for x ∈ ∂M sufficiently close to x0.
Proof. The existence of y0 is guaranteed by the fact that v0 is inward pointing
and that our systems are non-trapping. Let τ > 0 denote the travel time of the
magnetic geodesic from x0 to y0. Then γv0(τ) = y0. Let w0 = γ
′
v0
(τ), the vector
tangent to the curve at y0. It should be noted that both y0 and w0 are determined
by the scattering relation. For small ǫ > 0, let
Cǫ = {w ∈ Sy0M : 〈w,w0〉g > 1− ǫ, 〈w, ν〉g < 0}.
Since y0 is the first point of intersection of γv0 with ∂M , it is clear that 〈w0, ν〉g ≤ 0
with equality if an only if w0 is tangent to ∂M . Therefore, Cǫ is either an open
cone or a half-open cone about w0, depending on whether w0 is tangent to ∂M .
Note that in the case that it is only half-open, w0 is a limit point, but not actually
a member of Cǫ.
The elements of Cǫ are strictly outward pointing, so they are terminal vectors of
magnetic geodesics. Since v0 is transverse to ∂M , we see that {(v, w) ∈ Σ : w ∈ Cǫ}
gives a one-to-one correspondence between vectors v near v0 with vectors w ∈ Cǫ.
Let κ denote the composition of the corresponding maps
Cǫ → ∂SM → ∂M,
w 7→ v 7→ π(v),
where π(v) is projection to the base point. Since x0 and y0 are not conjugate,
κ is a diffeomorphism. Also, it is determined by the scattering data. Its image,
which we will denote by H, is either a half-neighborhood or full neighborhood of
x0 depending on whether Cǫ is a half-cone or full cone about w0.
The function ρ(x, y0) is well-defined for x ∈M ′ in an open neighborhood about
x0. We may assume that H is taken small enough to lie inside this neighborhood.
Then from the previous discussion, we see that for x ∈ H ⊂ ∂M , there exists a
unique vector vx ∈ SxM , close to v0, such that y lies on γvx . Indeed vx is a point
in the image of the map Cǫ → ∂SM . By equation (2.2),
∇xρ(x, y0) = ζˆx − vx.
The terms on the right are uniquely determined, since vx is known from the scatter-
ing data, and ζˆ is known on ∂M . Therefore, since g|∂M is known, we find dxρ(x, y0)
at points x ∈ H by lowering the index of ∇xρ(x, y0). 
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Proof of Theorem 2. Let v0 ∈ S∂M satisfy condition A. By lemma 1, the vector
vs(x0) = cos(s)v0 + sin(s)ν(2.5)
will also satisfy condition A for suffiently small s ≥ 0. We let ys denote the first
point of intersection between γvs(x0) and ∂M , and we let ws be the tangent to the
magnetic geodesic at ys. By compactness, there is a sequence sm → 0 such that
(ysm , wsm) converges to a vector (y∗, w∗) tangent to γv0 and lying over a point of
∂M . We split the proof of the theorem into the two possible cases that w∗ = v0 or
w∗ 6= v0 which correspond to whether the length of the magnetic geodesic γv0 from
x0 to y∗ has length 0 or not.
Case I: w∗ 6= v0.
Let ρm(x) denote the function ρ(x, ysm). Let Hm be the corresponding (half)-
neighborhood of x0 referred to in the previous lemma. For x ∈ M ′ nearby x0, let
vsm(x) be the initial vector of the magnetic geodesic connecting x to ysm , and let
vˆsm be the corresponding covector.
vsm(x) = ζˆx −∇xρm(x)
vˆsm(x) = ζx − dxρm(x).
For x ∈ Hm, both vsm(x) and vˆsm(x) are uniquely determined by the scattering
data.
We make the following conventions of notation. Near x0 our boundary normal
coordinates shall be
{(xα, xn) : α = 1, . . . , n− 1}.
A subscript or superscript of α or n shall mean the corresponding tensor component:
e.g. ∂n = ∂xn , ζα = ζ(∂α), etc. By equation (2.4), we have in boundary normal
coordinates:
gαβ(ζα − ∂αρm)(ζβ − ∂βρm) + (θn − ∂nρm)
2 = 1,
or
gαβ(vˆsm)α(vˆsm)β + (vˆsm)
2
n = 1.
This equation is valid for all x which are sufficiently close to x0 in the extended
manifold M ′. For x ∈ Hm, the coefficients of the equation are known. We shall
find the normal derivatives of g and ζ by successively applying ∂n to this equation
and solving for all unknown terms at each step.
For the first step, we apply ∂n and obtain the equation:
(∂ng
αβ)(ζα − ∂αρm)(ζβ − ∂βρm) + 2g
αβ(∂nζα − ∂n∂αρm)(ζβ − ∂βρm)(2.6)
+2(ζn − ∂nρm)(∂nζn − ∂
2
nρm) = 0.
Splitting the second term and rearranging yields
(∂ng
αβ)(vˆsm)α(vˆsm)β + 2(g
αβ∂nζα)(vˆsm)β =(2.7)
2gαβ(vˆsm)β∂n∂αρm − 2(vˆsm)n(∂nζn − ∂
2
nρm).
Next, we let m→∞. On the left side we obtain:
(∂ng
αβ)(vˆ0)α(vˆ0)β + 2(g
αβ∂nζα)(vˆ0)β .
For fixed x = x0 and variable vˆ ∈ S∗x0∂M , this expression can be regarded as a
non-homogeneous quadratic function F (vˆ). We wish to show that at x = x0, the
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value F (vˆ0) is uniquely determined. The fact that condition A is open would then
imply that the values F (vˆ) are uniquely determined for all unit-length vˆ in an open
cone. But that implies that the coefficients of F are uniquely determined. Hence
∂ng
αβ(x0) and ∂nζα(x0) would be uniquely determined. By again appealing to the
fact that condition A is open in ∂SM , we could conclude that ∂ng
αβ and ∂nζα are
in fact uniquely determined in a neighborhood of x0 in ∂M .
To show that F (vˆ0) is uniquely determined, we consider the right side of (2.7)
at x = x0 as m→∞. In the second term, ∂nζn is independent of m and
∂2nρm(x0) = ∂
2
nρ(x0, ysm)→ ∂
2
nρ(x0, y∗).(2.8)
Since (vˆsm )n = sin(sm)→ 0, we conclude that the limit of the second term is 0:
2(vˆsm)n(∂nζn − ∂
2
nρsm)→ 0.(2.9)
It only remains to show that the limit of the first term of the righthand side is
uniquely determined at x0. For eachm, ∂nρm(x) is known inHm. Hence ∂n∂αρm =
∂α∂nρm is also known inHm and in particular at x0 and in the limitm→∞. Thus,
∂ng
αβ and ∂nζα are uniquely determined for x ∈ ∂M near x0.
Before calculating higher derivatives, we return to equation (2.7). All coefficients
except those in the far right hand term are known in x ∈ Hm. Therefore, by solving
the equation, we find that ∂nζn−∂2nρsm is determined in the same set. ∂nζn is known
because ζn is known in a neighborhood of ∂M . So we find that ∂
2
nρsm(x) is also
determined in Hm. Hence all coefficients of (2.7) are in fact uniquely determined
in Hm.
To recover higher order normal derivatives of g and ζ, we continue this process,
applying ∂n to equation (2.6) to obtain
(∂2ng
αβ)(vˆsm )α(vˆsm)β + 4(∂ng
αβ)∂n(vˆsm)α(vˆsm)β+(2.10)
2gαβ(∂2nζα − ∂
2
n∂αρm)(vˆsm)β + 2g
αβ∂n(vˆsm)α∂n(vˆsm)β+
2(∂n(vˆsm)n)
2 + 2(vˆsm)n(∂
2
nζn − ∂
3
nρm) = 0.
The second, fourth, and fifth terms in this sum have already been shown to be
determined in Hm. Therefore, so is the combined sum of the other terms:
∂2ng
αβ(vˆsm)α(vˆsm)β + 2g
αβ(∂2nζα − ∂
2
n∂αρm)(vˆsm)β
+2(vˆsm)n(∂
2
nζn − ∂
3
nρm).
We have already shown that ∂2nρm is determined in Hm. Therefore, by differentia-
tion, so is ∂2n∂αρm. By arguments similar to those of (2.8) and (2.9), we find that
at x0, as m→∞,
2(vˆsm)n(∂
2
nζn − ∂
3
nρm)→ 0.
Therefore, we find that the following quantity is determined at x0:
∂2ng
αβ(vˆ0)α(vˆ0)β + (2g
αβ∂2nζα)(vˆ0)β .
As in the previous iteration, we regard this expression as a quadratic function in
v. By appealing to the open nature of condition A, we find that the coefficients
must be uniquely determined. This is true at x0, but again since condition A is
open, it is also true in a neighborhood of x0. Hence ∂
2
ng
αβ and ∂2nθα are uniquely
determined on the boundary near x0.
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Returning to equation (2.10), we now find that all the remaining unknown terms
are in fact uniquely determined in Hm. In particular, since ∂2nζn was already
uniquely determined by lemma 2, ∂3nρm must be determined in Hm.
To determine the higher order derivatives, we successively apply ∂n to equation
(2.10). At each stage, after discarding all terms with coefficients that are known in
Hm, we obtain
∂kng
αβ(vˆsm)α(vˆsm )β + 2g
αβ(∂knζα − ∂
k
n∂αρm)(vˆsm)β
+2(vˆsm)n(∂
k
nζn − ∂
k+1
n ρm).
Following (2.8) and (2.9), we find that at x0 the third term goes to zero as m→∞.
From the last step in the previous iteration, ∂knρm is known in Hm. Therefore, by
differentiation, ∂kn∂αρm is known at x0 in the limit as m→∞. The remaining two
terms are then regarded as a quadratic function in vˆ and the coefficients ∂kng
αβ and
∂knζα are recovered as in the previous iterations. This allows us to go back and
determine the coefficients of the third term including ∂k+1n ρm. Hence we find that
the full jets of g and ζ are completely determined at x0 and even in some small
neighborhood about x0. Since Ω = dζ, the same is true for the jet of Ω.
The assumption that w∗ 6= v0 was used implicitly in (2.8). In the case that
w∗ = v0, the argument falls apart because the length of the curve approaches 0 as
s→ 0 and, consequently, ∂2nρ(x0, ysm) is not uniformly bounded with respect to m.
Hence (2.9) does not necessarily hold and the quadratic function F (vˆ) cannot be
isolated.
Case II: w∗ = v0
Lemma 4. For s ≥ 0 sufficiently small, ρ(x0, ys) is uniquely determined by the
scattering data.
Proof. Recall, for small s, ys is the first intersection of γvs with ∂M . Let J be a
small interval (0, δ). We shall show that if δ is sufficiently small, then ys is a smooth
curve in ∂M for s ∈ J . This will hold for example if ∂M is strictly convex with
respect to magnetic geodesics in the direction of v0. Strict convexity holds when
IIx0(v0)− Y (x0)v0(2.11)
is positive, where II denotes the second fundamental form of ∂M with respect
to g, and Y denotes the (1, 1)-tensor determined by the magnetic field. However,
strict convexity is not necessary. By Taylor’s formula, it suffices to show that the
first nonzero derivative of (2.11) in the direction of v0 is positive. Note that non-
trapping and analyticity preclude the possibility that all derivatives be zero, for
analytic continuation would then imply that the magnetic geodesic γv0 is trapped
in ∂M . If the first nonzero derivative of (2.11) were negative, then the travel time
necessary to reach ys from x0 would be bounded from below. Hence it would be
impossible for a sequence (ys, ws) to approach (x0, v0) as s→ 0 without γv0 being
trapped.
We conclude that ys is a smooth curve in ∂M for s ∈ J . Therefore, ρ(x0, ys) is
a smooth function on J . By equation (2.2),
d
ds
ρ(x0, ys) = 〈ws, ∂sys〉g − 〈ζys , ∂sys〉,
where ws is the vector tangent to γvs at ys. All terms on the right side are deter-
mined by the scattering data, therefore, by integration, ρ(x0, ys) is determined up
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to a constant. By continuity at s = 0, we find that the constant must be 0, since
lim
s→0
ρ(x0, ys) = 0. 
On M ′i for i = 1, 2, consider the quadratic function Fi(x)v = |v|
2
gi
− 〈ζi(x), v〉.
Omitting the subscript i, in boundary normal coordinates Fi takes the form:
Fi(x)v = gαβ(x)v
αvβ + (vn)2 − ζα(x)v
α − ζn(x)v
n.
(g1, ζ1) and (g2, ζ2) have the same jet at x0 if and only if
∂knF1(x0)v = ∂
k
nF2(x0)v(2.12)
for all k > 0 and all v in a small conic neighborhood of v0 in Sx0∂M .
Suppose equation (2.12) fails for some v1 ∈ Sx0∂M close to v0. Then by con-
sidering the Taylor expansion, there exists a neighborhood of (x0, v) for which
F1(x)v > F2(x)v for all x with x
n > 0. Let (γvs)i denote the magnetic geodesic in
M ′i with initial vector vs = cos(s)v1 + sin(s)∂n. Then we have
ρ1(x0, ys) =
∫
(γvs )1
F1(x)v >
∫
(γvs )1
F2(x)v ≥∫
(γvs )2
F2(x)v = ρ2(x0, ys).
The second inequality follows from the fact that (γvs)2 is a minimizing curve for
the action functional defined by F2. This contradicts the fact that ρ1(x0, ys) =
ρ2(x0, ys). 
Remark : The analytic assumption was only used in Case II and only to establish a
weak convexity condition. Therefore, this theorem may be applied to nonanalytic
systems where that condition is added to the hypothesis.
2.5. Recovering the magnetic system in a band about ∂M . The mapping
ϕ0 : V1 → V2 given by (1.2) is a magnetic equivalence if (g1,Ω1) and (g2,Ω2)
have the same coefficients when expressed in their respective boundary normal
coordinates. By Theorem 2 and condition A on the first magnetic system, the
respective coefficients have the same jets at least at one point in each component of
∂M . By analytic continuation the coefficients must be equal on all of ∂M × (−ǫ, ǫ).
We conclude ϕ∗0g2 = g1 and ϕ
∗
0Ω2 = Ω1.
3. Theorem 3: Recovery of the travel time data
3.1. Jacobi fields and conjugate points. Given a magnetic geodesic γ : [0, T ]→
M , let A be the operator on smooth vector fields Z along γ defined by
A(Z) = Z ′′ +R(γ′, Z)γ′ − Y (Z ′)− (∇ZY )(γ
′).
A vector field J along γ is said to be a magnetic Jacobi field if it satisfies the
equations
(3.1) A(J) = 0
and
(3.2) 〈J ′, γ′〉 = 0.
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A magnetic Jacobi field along a magnetic geodesic γ is uniquely determined by
specifying J and J ′ at a point. To see this, consider the orthonormal basis defined
by extending an orthonormal basis e1, . . . , en at γ(0) by requiring that
(3.3) e′i = Y (ei)
along γ. This extension gives an orthonormal basis at each point since
d
dt
〈ei, ej〉 = 〈Y (ei), ej〉+ 〈ei, Y (ej)〉 = 0.
Using this basis, J =
∑
fiei and we can write equation 3.1 as the system
f ′′j +
n∑
i=1
f ′iyij +
n∑
i=1
fiaij = 0
where yij = 〈Y (ei), ej〉 and
aij = 〈∇γ′Y (ei) +R(γ
′, ei)γ
′ − Y (Y (ei))− (∇eiY )(γ
′), ej〉 .
This is a linear second order system, and therefore it has a unique solution for
each set of initial conditions. Moreover, since the metric and magnetic fields are
analytic, so will be the solutions.
It is easy to see from the definition that γ′ is always a magnetic Jacobi field.
Unlike the case of straight geodesics, this is the only magnetic Jacobi field parallel to
γ′. Another difference from the straight geodesic case is that magnetic Jacobi fields
that are perpendicular to γ′ at t = 0 do not stay perpendicular for all t. For this
reason we will sometimes consider instead the orthogonal projection J⊥ = J − fγ′
where f = 〈J, γ′〉. The parallel component fγ′ is uniquely determined by J⊥ and
J(0) since
f ′ = 〈J ′, γ′〉+ 〈J, γ′′〉 = 〈J, Y (γ′)〉 =
〈
J⊥, Y (γ′)
〉
.
Magnetic Jacobi fields are the variational fields corresponding to variations through
magnetic geodesics. This can be seen by considering the variation
f(t, s) = γs(t) = exp
µ
τ(s)(tθ(s))
where τ(s) is any curve with τ ′(0) = J(0) and θ(s) is a vector field along τ with
θ(0) = γ′(0) and θ′(0) = J ′(0). It is a straight forward computation to check that
the variational field ∂f
∂s
(t, 0) is a magnetic Jacobi field (see [He]).
There is a close relation between magnetic Jacobi fields and conjugate points,
analogous to the straight geodesic case. This can be summarized in the following
Proposition, proved in [He].
Proposition 3.1. Let γθ : [0, T ] → M be the magnetic geodesic with γ(0) = x.
The point p = γ(t0) is conjugate to x along γ if and only if there exist a magnetic
Jacobi field J along γ, not identically zero, with J(0) = 0 and J(t0) parallel to γ
′.
Moreover, the multiplicity of p as a conjugate point is equal to the number of
linearly independent such Jacobi fields.
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3.2. Proof of Theorem 3. Consider magnetic geodesics γ1 : [0, T1] → M1 and
γ2 : [0, T2]→M2 that satisfy condition B and such that γ2(t) = ϕ0(γ1(t)) for small
t. Suppose, moreover, that γ1 is never tangent to ∂M1. Since both systems have
the same scattering data they must exit the manifold at corresponding points and
directions, that is γ2(T2) = ϕ0(γ1(T1)) and γ
′
2(T2) = ϕ0∗(γ
′
1(T1)). We will call such
geodesics correspondent, and, through ϕ0, shall implicitly identify γ1(0) to γ2(0) as
well as their neighborhoods and tangent spaces.
We want to compare variations of γ1 and γ2 by defining for a variation
f1(t, s) = exp
µ
τ(s)(tθ(s))
of γ1 a corresponding variation
f2(t, s) = exp
µ
ϕ0(τ(s))
(tϕ˜0(θ(s)))
of γ2. Nonetheless, f1(T1, s) will be in V for small s and that is enough for our
purpose. Therefore f1(T1, s) = f2(T (s), s) where T (s) : (−ǫ, ǫ)→ R is differentiable
with T (0) = T2. By taking derivatives with respect to s we see that
∂f1
∂s
(T1, 0) =
∂f2
∂s
(T2, 0) + T
′(0)γ′2(T2),
so corresponding Jacobi fields agree at their endpoints up to a term tangent to γ′i.
We want to consider all Jacobi fields along γ1 with J(T1) = 0. For this we
define the magnetic Jacobi tensor J1 with the initial conditions J1(T1) = 0 and
J ′1(T1) = Id. This is a (1, 1) tensor in the space of vectors orthogonal to γ
′
1. For
any vector η at γ1(T1) perpendicular to γ
′
1, the vector field J
⊥(t) = J1(η)(t) is the
perpendicular part of the Jacobi field with J(0) = 0 and J ′(0) = η.
Correspondingly, define the magnetic Jacobi tensor J2 with J2(T2) = 0 and
J ′2(T2) = Id. Since correspondent Jacobi fields agree at their endpoints, up to a
parallel component, so will the corresponding Jacobi tensors. Therefore J1(t) =
J2(t) for small t. Moreover, this is an analytic function and we can use analytic
continuation to see that they must agree for all t, as long as both are well defined.
Assume, without loss of generality, that T1 < T2. Then, J1(t) = J2(t) for
0 ≤ t ≤ T1. In particular, at T1 we have J2(T1) = J1(T1) = 0. which would imply
that γ2(T1) is conjugate to γ2(T2), of order n − 1. Since γ1 satisfies condition B
this can’t be the case, therefore T2 = T1.
To see that the length of all magnetic geodesics agree, note that magnetic
geodesics that are tangent to ∂M form the boundary of G. In particular they
are limit points, and form a set of measure 0. Therefore, we know that the lengths
of γ1 and γ2 agree for a dense subset of G1. The length of geodesics is a continuous
function on G, so the difference in lengths is also a continuous function that is 0 in
a dense subset. This implies that the lengths agree for all magnetic geodesics.
3.3. About the necessity of condition B. In the presence of conjugate points
of order n − 1 the proof above would say that the lengths may differ by the dis-
tance between conjugate points of such order. and that J2(T1 − s) = J1(T1 − s) =
ψ ◦J2(T2− s), where ψ is a local isometry of TM2 allowing the possibility that the
diffeomorphism ϕ˜0 does not extend in a compatible way through γ1 and γ2. So J2
has a period, up to isometry, of length T2 − T1.
SCATTERING RIGIDITY FOR ANALYTIC MANIFOLDS WITH A MAGNETIC FIELD 17
PSfrag replacements
M1 M2γ
Figure 1.
In the case of straight geodesics (Ω = 0) we can see this behavior by looking at
the following examples.
Let M1 be an analytic subset of the sphere S
2 that contains the southern hemi-
sphere. Let M2 be a region of RP
2 with the same boundary. We can see it as
removing the southern hemisphere fromM1 and identifying antipodal points in the
equator (See figure 1). This manifolds have the same scattering data but any geo-
desic in M1 that passes through the southern hemisphere will be longer by π than
the corresponding geodesic in M2.
Another similar example is when N1 is a subset of the sphere S
2 that contains
both poles and a meridian τ . To build N2 we cut open along τ and glue another
S2 opened at the meridian in such a way that whenever you cross τ you move from
one sphere to the other (see figure 2). These manifolds have the same scattering
data but any geodesic in N1 that passes through τ will be shorter by 2π than the
corresponding geodesic in N2. This is not a Riemannian manifold, since the poles
are singular points. But it is orientable and the Jacobi tensors will be periodic with
a period of 2π.
The need of condition B is clear in the examples above, where we can see that
the presence of a conjugate point of order n− 1 allows the length of a geodesic to
change. The question remains if it is necessary as an independent hypothesis. It
seems to be that, like in the examples above, conjugate points of order n− 1 only
appear when there are trapped geodesics. If this is true, it would make condition
B empty in this setting.
4. Theorem 4: Construction of the magnetic equivalence
We have two non-trapping, analytic magnetic systems (Mi, gi,Ωi) with the same
scattering data and travel time data. Moreover, the mapping ϕ0 : V1 → V2 is
a magnetic equivalence. To prove Theorem 4, we must extend ϕ0 to a magnetic
equivalence ϕ :M ′1 →M
′
2.
This has been done in the absence of magnetic fields in [V]. The proof carries
over in the presence of magnetic fields with only changes in notation. Therefore,
we shall only sketch the proof here.
4.1. Extension of ϕ0 to M
′
1.
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Proof. First we define a mapping ϕ˜ : SM1 → M2. We then show that all vectors
lying over the same base point in M1 map to the same point in M2, and that the
induced map ϕ : M1 →M2 agrees with ϕ0 on their common domain.
Let (x, θ) ∈ SM1, and consider the magnetic geodesic γx,θ(t). Going backwards
along γx,θ, we will eventually leave M1 by the non-trapping assumption. We define
T0 = T0(x, θ) = inf{t ≥ 0 : γ(x, θ)(−t) /∈M1}.
T0 ≥ 0 satisfies γx,θ(−T0) ∈ ∂M . Moreover, by the fact that ∂M is analytic, it is
not hard to see that γx,θ(−T0− s) ∈ V1 \M1 for all s such that 0 < s < δ for some
sufficiently small δ = δ(x, θ). We arbitrarily choose
−T = −T (x, θ) ∈ (−T0 − δ,−T0),
and let (zx,θ, ξx,θ) ∈ SM ′1 be given by
(zx,θ, ξx,θ) = (γx,θ(−T ), γ
′
x,θ(−T )).
Let (yx,θ, ηx,θ) ∈ SM ′2 be its image by ϕ0,
(yx,θ, ηx,θ) = ϕ0∗(zx,θ, ξx,θ).
Define
ϕ˜(x, θ) = γyx,θ,ηx,θ (T ).
Proposition 2. ϕ˜ is a well defined function on SM1 with values in M2.
Proof. It must be shown that the value of ϕ˜(x, θ) is independent of the choice of
T ∈ (−T0 − δ,−T0), and that the values do belong to M2. The first statement
follows from the fact that the two magnetic systems are equivalent via ϕ0 in V .
The second follows from the fact that the two systems have share the same length
data. See [V] for details. 
Proposition 3. The value of ϕ˜(x, θ) is independent of the direction θ.
Lemma 5. Let M ′ be an open manifold with analytic metric g. Then for every
x0 ∈ M ′, there exists a positive number r such that the squared distance function
is analytic on the set
∆r(x0) = {(x, y) : d(x, x0) < r, d(x, y) < r}.
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If K is a compact set contained within the interior of M ′, then there is an open
O ⊂ M ′ containing K and a positive number r such that the squared distance
function is analytic on the set
∆O,r(K) = {(x, y) : x ∈ O, d(x, y) < r}.
See [V] for proof.
Proof. Since the sphere |θ|g = 1 is connected, it is sufficient to show that for fixed
x, ϕ˜(x, θ) is locally constant in θ.
Fix (x0, θ0), and let N ⊂ Sx0M1 be a neighborhood of θ0. Let (z0, ξ0) and
(y0, η0) correspond to (x0, θ0) following the notation above. Then we have
x0 =γz0,ξ0(T )
ϕ˜(x0, θ0) =γy0,η0(T ).
For all θ ∈ N , let (z, ξ) = (γx0,θ(−T ), γ
′
x0,θ
(−T )), so that
x0 = γz,ξ(T ).
Let (y, η) = ϕ0∗(z, ξ). It can be shown that if N is sufficiently small,
ϕ˜(x0, θ) = γy,η(T ).(4.1)
Equation (4.1) seems to be a direct application of the definition of ϕ˜ but in fact,
between x0 and z, the curve γx0,θ can pass across the boundary in and out of M1.
Therefore, T is not necessarily a valid choice for T (x0, θ) according to the definition.
Nevertheless, using the fact that the two magnetic systems have the same scattering
and length data, equation (4.1) still holds.
According to lemma 5, the functions
ρ1(t) =d
2
g1
(γz0,ξ0(t), γz,ξ(t)), and
ρ2(t) =d
2
g2
(γy0,η0(t), γy,η(t))
will be analytic wherever their values are less than some fixed constant r.
Since ϕ0 is a magnetic equivalence, it carries magnetic geodesics into magnetic
geodesics. (y, η) = ϕ0∗(z, ξ). Therefore, for t near 0, we have
ϕ0(γz,ξ(t)) = γy,η(t).
A magnetic equivalence is, in particular, an isometry of metrics, so we conclude
that for t near 0, ρ1(t) = ρ2(t). By analytic continuation, the two function must
be equal for all t up to T . Therefore, ρ2(T ) = ρ1(T ) = 0. This implies that
ϕ˜(x0, θ) = γy,η(T ) = γy0,η0(T ) = ϕ˜(x0, θ0).

We define ϕ : M ′1 →M
′
2 by
x 7→ϕ˜(x, θ), for x ∈M1
x 7→ϕ0(x), for x ∈M
′
1 \M1.
The magnetic geodesic flows on the respective sphere bundles ofM1 andM2 are an-
alytic. This implies that ϕ is an analytic mapping. The fact that ϕ|V1 = ϕ0 follows
directly from the definition of ϕ and the fact that ϕ0 is a magnetic equivalence. By
analytic continuation, ϕ must satisfy
ϕ∗g2 = g1, ϕ
∗Ω2 = Ω1.
20 P. HERREROS AND J. VARGO
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