Abstract. We study the existence of hypercyclic algebras for convolution operators Φ(D) on the space of entire functions whose symbol Φ has unimodular constant term. In particular, we provide new eigenvalue criteria for the existence of densely strongly algebrable sets of hypercyclic vectors.
Introduction
Once a linear dynamical system (X, T ) supports a hypercyclic vector, that is, a vector x whose orbit {T n x} ∞ n=0 is dense, the space X always contains a dense linear subspace consisting entirely (but zero) of hypercyclic vectors [18] . When we further assume X to be a topological algebra, it is natural to ask whether T can support a hypercyclic algebra, that is, a subalgebra of X consisting entirely (but zero) of hypercyclic vectors.
Particular attention has been given to this question for the case where X = H(C) is the algebra of entire functions on the complex plane, endowed with the compact-open topology, and where T is a convolution operator, that is, an operator that commutes with all translations. Godefroy and Shapiro [13] showed that such operators are precisely the ones that commute with the operator D of complex differentiation, that they coincide with the operators of the form T = Φ(D) with Φ ∈ H(C) of exponential type, and that a convolution operator supports hypercyclic vectors precisely when it is not a scalar multiple of the identity.
Aron et al [2] first noted that any translation τ a , which is the operator Φ(D) with Φ(z) = e az , fails to support a hypercyclic algebra in a dramatic way: given any f ∈ H(C), the multiplicity of any zero of an element in the orbit of f p must be divisible by p. They also stopped short from giving a positive answer for D, showing that for the generic element f of H(C), each power f n (n ∈ N) is a hypercyclic vector for D. Shkarin [17] , and independently Bayart and Matheron [4] finally showed that D supports a hypercyclic algebra, prompting the question: Question 1. Which convolution operators support a hypercyclic algebra? In other words, for which Φ ∈ H(C) of exponential type does Φ(D) support a hypercyclic algebra?
Several new positive examples were obtained since then by various authors [8, 9, 6] , including for instance when Φ is of subexponential growth having zero constant term, or of growth order one such as Φ(z) = cos(z) or Φ(z) = ze z , say. Recently Bayart [3] provided a complete characterization for the case when Φ(0) has modulus strictly smaller than one, and provided a large class of examples when Φ is of subexponential growth and has unimodular constant term: Theorem 1.1. (Bayart) [3, Theorem 1.1] Let Φ be a non-constant entire function of exponential type.
1. Assume that |Φ(0)| < 1. Then the following are equivalent: (i) Φ(D) supports a hypercyclic algebra.
(ii) Φ is not a scalar multiple of an exponential function. 2. Assume that |Φ(0)| = 1 and that Φ has subexponential growth. If either Φ ′ (0) = 0 or Φ has order less than 1/2, then Φ(D) supports a hypercyclic algebra.
The purpose of this paper is to continue the study of hypercyclic algebras for convolution operators Φ(D) with unimodular constant term Φ(0). Notice that it suffices to understand the case when Φ(0) = 1, as by the León-Müller Theorem [16] any operator T has the same hypercyclic vectors as a scalar multiple λT whenever the scalar λ has modulus one. We can say the following (see Subsection 
Suppose that Φ −1 (D) contains arbitrarily long arithmetic progressions of the form {ja} m j=1 , where a = 0 and m ∈ N. Then Φ(D) supports a hypercyclic algebra. Example 1.4. Let Φ(z) = cos(z) or Φ(z) = sin(z) + e −z . Then Φ(D) supports a hypercyclic algebra.
Proof. In either case we have Φ(0) = 1 and Φ ′′ (0)Φ(0) = (Φ ′ (0)) 2 , and Φ −1 (D) has arbitrarily long arithmetic progressions of the desired form. 
. . ) (listed with multiplicity), which is of divergence type, and n(r) := #{n ∈ N : |z n | ≤ r} satisfies that lim sup r→∞ n(r) r = 2 = 0, so Φ has order one and positive type, see [11, Theorem 2.10 
where
Then Φ(D) supports a hypercyclic algebra.
(a) Every non-constant entire function Φ with |Φ(0)| = 1 satisfies condition (i) in a strong way. Indeed if Φ(z) = a 0 + a n z n + o(z n ) with a n = 0 and n ≥ 1, then there exists a subdivision of the plane into 2n consecutive sectors S 0 , . . . , S 2n−1 , each of angle π n , so that for each k = 1, . . . , n we have: On each ray lying in the interior of S 2k−1 the function Φ has initially modulus strictly smaller than one, and on each ray lying in the interior of S 2k the function Φ initially has modulus strictly larger than one, see [12, pp 236-7] . (b) Notice that
| is the Phragmén-Lindelöf indicator function of Φ and where ρ z1 is the growth order of Φ in the direction of z 1 , that is,
In particular, τ 0 (z 1 ) = 0 whenever Φ is of subexponential growth, and Theorem 1.6 may be re-stated as follows: "Let Φ be entire of exponential type, and let h be its Phragmén-Lindelöf indicator function. Suppose there exist θ ∈ [0, 2π), and positive scalars r, R so that |Φ(te iθ )| < 1 for 0 < t < r, and
Then Φ(D) supports a hypercyclic algebra."
Once a hypercyclic algebra is determined for a given operator, it is natural to ask how large such an algebra can be. While the hypercyclic algebras for D obtained in [17, 4] were singly generated and thus not dense in H(C), it was recently shown that D and many other convolution operators support hypercyclic algebras that are both dense and infinitely generated [14, 10, 6] . Moreover, for the case when |Φ(0)| < 1, the convolution operator Φ(D) supports a dense infinitely generated hypercyclic algebra if and only if it is not a scalar multiple of an exponential function, see [3, Theorem 6.3] . For the unimodular case we can say the following. Theorem 1.8. Let Φ be a non-constant entire function of exponential type, with
N freely generates a dense hypercyclic algebra for Φ(D) in each of the following cases:
(a) Φ is of subexponential growth and min{n ∈ N : Φ (n) (0) = 0} is odd. (b) Φ is of the form Φ(z) = e az+b p(z) for some a, b ∈ C with a = 0 = Re(b) and some non-constant polynomial p(z) = 1 + a 1 z + a 2 z 2 + · · · + a r z r with a 1 a −1 ∈ C \ R or with both 2a 2 = a 
For a statement to hold at a generic element of an F -space X we mean that it holds at each element of a dense G δ subset of X. Remark 1.9. In the language of Lineability [1], Theorem 1.8 states in particular that under each of the assumptions (a) − (c) the set of hypercyclic vectors of the operator Φ(D) is densely strongly algebrable in the sense of Bartoszewicz and Głab [5] , see also [10, Section 2]: A subset S of a commutative topological algebra X is said to be densely strongly algebrable provided S ∪ {0} contains a dense subalgebra of X that is induced by an infinite set of free generators.
The paper is organized as follows. In Section 2 we show Theorem 1. 1.1. Notation and preliminaries. We recall that the order ρ of a constant entire function is defined as zero, and for a given non-constant f ∈ H(C) it is given by ρ := lim sup r→∞ log log M(r) log r , where M (r) = M f (r) = sup |z|≤r |f (z)|. When f has finite order ρ, its type τ is given by τ := lim sup r→∞ r −ρ log M (r). Following Boas [11] , we say that Φ is of growth (ρ, τ ) provided it is either of order less than ρ or, if of order equal to ρ, it has type not exceeding τ . We also say that Φ is of subexponential growth provided it is of growth (1, 0), and that Φ is of exponential type provided it is of growth (1, τ ) for some τ < ∞. An entire function Φ(z) = ∞ n=0 a n z n is of exponential type precisely when there exist constants C, R ∈ (1, ∞) so that |a n | ≤ C R n (n ∈ N), and this holds precisely when the operator Φ(D) :
According to the Hadamard Factorization Theorem [11, Theorem 2.7.1], each f ∈ H(C) of finite order ρ with zero set (z n ) listed with multiplicity and satisfying 0 < |z 1 | ≤ |z 2 | ≤ . . . has unique factorization
for some polynomial q(z) of degree not exceeding ρ and infinite product P (z) =
Here E p denotes Weierstrass' canonical factor of order p, that is, E p (z) = 1 − z when p = 0 and E p (z) = (1 − z)e z+ z 2 2 +···+ z p p when p ∈ N, where N and N 0 denote the sets of positive integers and of non-negative integers, respectively. In particular, each Φ ∈ H(C) of exponential type with |Φ(0)| = 1 and which is not zero-free has unique factorization Φ(z) = e az+b P (z)
for some a, b ∈ C with Re(b) = 0, where
and where (z n ) is the (possibly finite) zero-set of Φ, listed with multiplicity.
Proof of Theorem 1.3
We show Theorem 1.3 by means of the following sufficient criteria for the existence of hypercyclic algebras.
Lemma 2.1. (Bayart and Matheron [4, Remark 8 .26]) Let T be an operator on a separable F -algebra X so that for each triple (U, V, W ) of non-empty open subsets of X with 0 ∈ W and for each m ∈ N there exists f ∈ U and q ∈ N so that
Then the generic element of X generates a hypercyclic algebra for T .
In order to apply Lemma 2.1 we first establish the next two lemmas.
Lemma 2.2. Let A 1 , A 2 be complex scalars, where A 2 is non-zero. Then there exists θ ∈ R so that
Moreover, if A 1 is also non-zero, then we may conclude both inequalities in (2.2) to be strict.
Proof. If A 1 = 0 the conclusion follows for example for θ = 1 2 Arg(A 2 ). If A 1 = 0, we may select θ from the following table, according to which quadrants A 1 and A 2 belong to.
For example, if both A 1 and A 2 lie in the first quadrant we may choose θ = 0. If A 1 and A 2 are in the second and first quadrant respectively, then we may choose
, that is, θ close to π and slightly larger than π. For the purpose of using this table we understand the first quadrant QI to be given by QI : = {z ∈ C : Re(z) > 0 and Im(z) ≥ 0}, and the remaining quadrants to be given similarly:
QII := {z ∈ C : Re(z) ≤ 0 and Im(z) > 0} QIII := {z ∈ C : Re(z) < 0 and Im(z) ≤ 0} QIV := {z ∈ C : Re(z) ≥ 0 and Im(z) < 0}.
The conclusion of the lemma now follows.
Lemma 2.3. Let Φ be entire and let w 0 so that
Then we have:
is strictly convex and log |Φ(z)| strictly increases as z moves from w 0 to w 1 . That is, the function Proof. Reducing δ > 0 if necessary, we may assume that Φ is zero-free on D(w 0 , δ), and thus that
. By our assumption we have
so we can write
with a 2 = 0. By Lemma 2.2 we may choose θ ∈ R so that (2.7) Re(a 1 e iθ ) ≥ 0 and Re(a 2 e i2θ ) > 0.
Then the function
Re(a n e inθ )t n , is smooth and g ′′ (0) > 0 by our selection of θ. So g ′′ > 0 on some [−ρ, ρ] ⊂ (−δ, δ) with ρ > 0 and since g ′ (0) = Re(a 1 e iθ ) ≥ 0 there must exist η in (0, ρ) so that g is strictly increasing on [0, η] as well. Hence
is both strictly convex and strictly increasing on [0, 1]. But for w 1 := w 0 + ηe iθ we have
and (a) holds. To show (b) we proceed similarly, noting that the new assumption Φ ′ (w 0 ) = 0 gives that the expansion of h in (2.6) also satisfies a 1 = 0, and now the angle θ can be chosen so that both points a 1 e iθ and a 2 e i2θ in (2.7) have strictly positive real part, and thus the function g in (2.8) has strictly positive first and second derivatives at the origin. Choosing ρ ∈ (0, δ) so that both g ′ and g ′′ are strictly positive on [−ρ, ρ], the conclusion (b) now follows for w 1 := w 0 +ρe iθ , where
We are now ready to show Theorem 1.3.
Proof of Theorem 1.3. Let U , V , and W be non-empty open subsets of H(C) with 0 ∈ W , and let m ≥ 2 be given. By Lemma 2.1 it suffices to find some (f, q) ∈ U ×N so that
Get w a non-zero scalar so that {w, 2w, . . . mw} ⊂ Φ −1 (D), and chose δ > 0 small enough 1 so that for each s ∈ {1, . . . , m} and w 1 , . . . , w s ∈ D(w, δ) and for each d ∈ {0, . . . , m − s} and v 1 , . . . , v d ∈ D(0, δ) we have (2.10)
where the expression v 1 + · · · + v d is defined as zero whenever d = 0. Now, by Lemma 2.3 there exists a non-zero scalar w * in D(0, δ) so that the map
is strictly convex, and it increases with |z| whenever z ∈ [0, w 0 ], for some w 0 ∈ (0, w * ). Now, since the sets D(w, δ) and [ 
In particular, for each w 1 , . . . , ws ∈ D(w, δs) and
Then δ := min{ds : 1 ≤ s ≤ m} does the job.
there exist p ∈ N, α 1 , . . . , α p ∈ D(w, δ), and
c i e λiz , where (mλ 1 , . . . , mλ p ) = (β 1 , . . . , β p ) and where
Notice that for each i ∈ I p we have
. . , e p } denote the canonical basis of C p , and for any x = (x 1 , . . . , x p ) ∈ N p 0 let |x| := i∈Ip x i . Also, given x, y ∈ N p 0 we let xy := i∈Ip x i y i . Finally, for each n ∈ N we let L n denote the set of tuples
Pending is to show that for each (u, v) ∈ L we have
Now, let (u, v) ∈ L be fixed. By (2.11) and (2.12) we have
So it suffices to verify that θ u,v ∈ [0, 1). We have three cases: Case 1: (u, v) ∈ L * m with |u| = 0. Here |v| = m and v / ∈ mE p , so λv is a non-trivial convex combination of mλ 1 , . . . , mλ p . Hence 
and thus that θ u,v ∈ [0, 1). The proof of Theorem 1.3. is now complete.
3. Proofs of Theorem 1.6 and Theorem 1.2.
We use the following result by Bayart to show Theorem 1.6. 
. . , m}, and (c) The function t → |Φ(w 0 + tz 0 )| is strictly increasing on [0, η), for some η > 0. Then Φ(D) supports a hypercyclic algebra on H(C).
We also use the following elementary fact:
Proof of Theorem 1.6. Fix m ≥ 2. By (i) and Theorem 3.1, it suffices to show that there exists some w 0 ∈ {tz 0 : t > 1} so that
. . , m}, and (c') The function t → |Φ(w 0 +tz 0 )| is strictly increasing on an interval 3 (−η, η), for some η > 0. By means of contradiction, suppose no such w 0 satisfies (a
So by Remark 3.2 there exists t 0 ∈ (1, t * ) so that
In particular, 1 < ψ(t 0 ) = |Φ(t 0 z 0 )| 2 and ψ is strictly increasing on (t 0 − η, t 0 + η) for some η > 0; in other words the function t → |Φ((t + t 0 )z 0 )| = |Φ(t 0 z 0 + tz 0 )| is strictly increasing on (−η, η). That is, w 0 := t 0 z 0 satisfies (a) and (c) and hence it must fail (b) so for some d 1 ∈ {2, . . . , m} we have
Let r 1 ∈ (1, d 1 ) so that t 1 = r 1 t 0 . As before w 0 := t 1 z 0 satisfies (a) and (c), so there exists d 2 ∈ {2, . . . , m} so that
We let r 2 ∈ (1, d 2 ) so that t 2 = r 2 t 1 , and note again that w 0 := t 2 z 0 satisfies (a) and (c) to get d 3 ∈ {2, . . . , m} with
Continuing this process inductively, we obtain sequences (t n )
, and (r n ) ∞ n=1 so that for each n ≥ 1 we have
In particular, ψ(t n ) → ∞ since ψ(t 0 ) > 1, and thus t n →∞. Also, by (3.4) we have t n = r n t n−1 = · · · = (r n r n−1 · · · r 1 )t 0 and
. . .
So for each n ≥ 1
Hence for each small ǫ > 0 we have
, contradicting our assumption (1.1).
, where ϕ is non-constant of growth ( To show this we recall the following fact. In particular, the algebra isomorphism C ϕ : H(C) → H(C) maps hypercyclic algebras of Φ a (D) onto hypercyclic algebras of Φ(D).
Proof of Corollary 3.3. By Lemma 3.4 the convolution operator Φ(D) has the same set of hypercyclic vectors as the one induced by
where ϕ a −1 (z) = ϕ( z a ). Notice that ϕ a −1 is also of subexponential growth and that it is of growth ( , where a and z n (n ∈ N) are non-zero complex scalars satisfying
Then Φ(D) has a hypercyclic algebra.
Proof. Condition (i) ensures that P (z) := ∞ n=1 (1 − z zn ) converges absolutely and locally uniformly on C, and that P is of growth (1, 0) [11, Lemma 2.10.13]. Hence Φ is non-constant of exponential type. By Lemma 3.4, replacing (z n ) by (az n ) if necessary, without loss of generality we may assume that a = 1. We show that Φ(z) = e z P (z) satisfies the assumptions of Theorem 1.3. Notice first that Φ ′′ (0)Φ(0) = Φ ′ (0) 2 if and only
and that
n . So (3.5) holds precisely when (ii) does. Finally, since P is of growth (1, 0) we have lim x→−∞ e x P (x) = 0, so Φ −1 (D) contains arithmetic progressions of the desired form.
The case a = 0 of Corollary 3.5 is covered by Corollary 3.6. Corollary 3.6. Let Φ ∈ H(C) be non-constant and of subexponential growth, with |Φ(0)| = 1. Then Φ(D) has a hypercyclic algebra.
Proof. By Theorem 1.6 it suffices to show that there exist z 1 ∈ C and 0 < δ < 1 so that
is nonconstant, we may write
with N ≥ 1 and a N = 0. Notice also that for each A ∈ C \ {0} and each θ ∈ R we have that Φ satisfies (3.6) for (z 1 , δ, τ ) if and only if
satisfies (3.6) for ( z 1 , δ, τ ) = ( z1 A , δ, |A|τ ). So taking θ ∈ R and A ∈ C of modulus one so that e iθ Φ(0) = 1
without loss of generality we may assume that
where a > 0 and N ≥ 1. Since Φ is of growth (1, 0) it can't be bounded on any open half-plane. So there exists some z 0 ∈ C with Re(z 0 ) > 0 and |Φ(z 0 )| > 1.
Now, for each 0 ≤ j < N let Φ j (z) := Φ(w j z), where w := e i 2π N . Notice that each Φ j is of growth (1, 0) and satisfies (3.7). Hence replacing Φ by Φ j for some 0 ≤ j < N if necessary, without loss of generality we may assume that Arg(z 0 ) ∈ (− π 2N , π 2N ). Hence for t ∈ R we have (3.8)
where g(t) = o(t N ) as t → 0. Now, let K be a closed disc centered at az N 0 and contained in {z ∈ C : Re(z) > 0}. Then there exists δ > 0 so that for any 0 < s < δ the set sK is contained in the open disc D (1, 1) . Hence by (3.8) for each 0 < t < δ we have |Φ(tz 0 )| < 1. So z 1 := z 0 works, because by Remark 1.7(b) we have τ 0 = 0, as Φ is of subexponential growth. 
Proof of Theorem 1.2. Conclusion (a) has been established in Corollary 3.6. So assume Φ is not of subexponential growth, that is, it has growth order one and positive finite type. If Φ is zero-free it is a scalar multiple of an exponential and Conclusion (b1) holds, see [2] . Conclusion (b2) follows from Lemma 3.4 and Lemma 3.7, noting that the scalar a must be non-zero in this case as Φ is of order one. To show (b3), consider the Hadamard factorization
is the canonical product of genus p of the zero-set (z n ) of Φ. Notice that p must be zero or one, since Φ has order one. Case (i), when 
n . So by our assumption we have P ′′ (0)P (0) = P ′ (0) 2 , and equivalently that
by our assumption on a, and the conclusion follows from Corollary 4.3. 
n : r > 0} is bounded, and (iv)
with a = 0, the operator Φ(D) supports a hypercyclic algebra.
Proof. By (i) the convergence exponent of the zeros of f is ρ 1 = 1, and the canonical product 
Proof of Theorem 1.8.
We note that the same arguments used in the proofs of Theorem 1.2, Theorem 1.3 and Theorem 1.6 give general eigenvalue criteria for the existence of hypercyclic algebras. This general formulation was used by Bayart [3] to provide hypercyclic algebras for operators on the space ℓ 1 (N) endowed with the convolution product, for instance. A criterion corresponding to Theorem 1.3, for example, may be stated as follows.
Theorem 4.1. Let T be an operator on a separable infinite dimensional F -algebra X. Suppose there exist a function E : C → X and an entire function φ : C → C satisfying the following: Then the singly generated algebra induced by a generic element f of X is a hypercyclic algebra for T .
We adopt this point of view when providing with Theorem 4.2 and Theorem 4.4 below general eigenvalue criteria for the existence of dense hypercyclic algebras induced by infinitely many free generators, and use such criteria to establish Theorem 1.8. Theorem 4.2. Let X be a separable commutative F -algebra that supports a dense freely generated subalgebra, and let T be an operator on X. Suppose there exist a function E : C → X and an entire function φ : C → C satisfying the following:
For each subset Λ of C supporting an accumulation point in C, the set {E(λ) : λ ∈ Λ} has dense linear span in X, and
Then the generic element f = (f n ) ∞ n=1 of X N freely generates a dense subalgebra of X consisiting entirely (but zero) of hypercyclic vectors for T .
, and E(λ)(z) := e λz (λ, z ∈ C) in Theorem 4.2 we have the following corollary. Theorem 4.4. Let X be a separable commutative F -algebra that supports a dense freely generated subalgebra, and let T be an operator on X. Suppose there exist a function E : C → X and an entire function φ : C → C with |φ(0)| = 1 satisfying the following:
For each subset Λ of C supporting an accumulation point in C, the set {E(λ) : λ ∈ Λ} has dense linear span in X, and (d) The integer min{n ∈ N : φ (n) (0) = 0} is odd and φ supports an angle θ ∈ [0, 2π) and positive scalars r, R so that its Phragmén-Lindelöf indicator function h φ (θ) := lim sup t→∞ log |φ(te iθ )| 1 t satisfies |φ(te iθ )| < 1 for 0 < t < r, and
Then the generic element f = (f n ) ∞ n=1 of X N freely generates a dense subalgebra of X consisting entirely (but zero) of hypercyclic vectors for T . [10] ) Let X be a separable commutative Falgebra that supports a dense freely generated subalgebra, and let T be an operator on X. Suppose that for each integer N ≥ 2 and each non-empty finite subset A of N N 0 not containing the zero N -tuple there exists β ∈ A satisfying: ( * ) "For each non-empty open subsets U 1 , . . . , U N , V and W of X with 0 ∈ W there exist f ∈ U 1 × · · · × U N and n ∈ N so that
Then the generic element f = (f n ) ∞ n=1 of X N freely generates a dense subalgebra of X consisting entirely (but zero) of hypercyclic vectors for T . 
Proof of Theorem 4.2. Let N ≥ 2 and let A be a non-empty finite subset of N N 0 not containing the zero N -tuple. It suffices to show there exists some β in A satisfying condition ( * ) of Theorem 4.5. By Lemma 4.6 there exists k ∈ (0, ∞) N so that the functional
is injective on A. Permuting the k 
Now, let U 1 , . . . , U N , V and W be non-empty open subsets of X be given, with 0 ∈ W . It remains to show that there exists f in U 1 × · · · × U N and a positive integer n so that
By (d), taking w 0 = 0 in Lemma 2.3(b) there exists some w ∈ C \ {0} so that Then we have
Now, since each of Λ and Γ has accumulation points in C, condition (c) ensures that there exist a positive integer p and non-zero scalars a i,j , b j , λ i,j , γ j with λ i,j ∈ Λ,
Moreover, we may assume that γ 1 , . . . , γ p are pairwise distinct.Next, for each positive integer n let
where for each (1 ≤ j ≤ p) the scalar c j = c j (n) is a solution of
Notice that c j = c j (n) → 0 as n → ∞, since |φ(mγ j )| > 1. So letting
we have that
for which |u 1 | + |v| = α 1 and |u i | + ℓ i = α i (2 ≤ i ≤ N ). Then for each α in A and each positive integer n we have
where each X α (u, v, ℓ, n) is given by So it suffices to show that for each α ∈ A \ {β}
and that for each (u, v, ℓ) ∈ I β
where {e 1 , . . . , e p } is the standard basis of C p . Now, let α ∈ A and let (u, v, ℓ) ∈ I α be given. Notice that by (4.4) and (4.5) we have
We consider four cases. 
Since |φ(mγ j )| > 1 for each 1 ≤ j ≤ p, we have Θ u,v ∈ [0, 1) and by (4.8) we have
Case 2: |u| = d A . So |v| = 0 in this case, and
by (4.2), and arguing as in Case 1 we have X α (u, v, ℓ, n) → n→∞ 0.
Case 3: |u| = 0 and |v| ∞ < m. In this case we have u 1 = · · · = u N = 0, and hence |v| = α 1 < m and ℓ i = α i for each 2 ≤ i ≤ N . Now, notice that Finally, suppose v = me j for some fixed j ∈ {1, . . . , p}. Here we have Θ u,v = 1, α 1 = m, and ℓ i = α i for each i ∈ {2, . . . , N }, as u 1 = · · · = u N = 0. So by (4.4) and (4.5) we have
So if α = β we have
thanks to (4.1), while if α = β we have
That is, (4.6) and (4.7) are satisfied, and the proof is now complete.
Proof of Theorem 4.4.
Proof of Theorem 4.4. Let N ≥ 2 and let A be a non-empty finite subset of N N 0 not containing the zero N -tuple. As in the proof of Theorem 4.2, we may assume that the subset
of A is non-empty, where m := max{|α| ∞ : α ∈ A}, and that there exist k ∈ (0, ∞) N and β in A 1 so that
for each α ∈ A 1 . Now, let U 1 , . . . , U N , V and W be non-empty open subsets of X be given, with 0 ∈ W . By Theorem 4.5, it suffices to show that there exist f in U 1 × · · · × U N and a positive integer n so that (4.10)
By (d) and Remark 1.7, as in the proof of Theorem 1.6 we may get w 0 , z 0 ∈ C with w 0 ∈ {tz 0 : t > 1} so that
. . , m}, and (iii) The map t → |φ(w 0 + tz 0 )| is strictly increasing on (−1, 1) . 
, and
so that (4.13)
Now, let η := min 1≤j≤p |γ 1,j |. Again by (c), there exist an integer q ≥ p and non-zero scalars a i,j , γ i,j ((i, j) ∈ {2, . . . , N } × {1, . . . , q}) with (4.14)
Enlarging p if necessary (and choosing some new γ 1,j 's in (η γ1 |γ1| , γ1 R ) and corresponding small a 1,j 's in C \ {0} so that (4.13) is preserved), we may assume that q = p. Next, for each positive integer n let
where for each j ∈ {1, . . . , p} the scalar c j = c j (n) is a solution of Notice that c j = c j (n) → 0 as n → ∞, as |φ(λ j + (m − 1)γ 1 )| > 1 by (1). So letting
we have that f = (f 1 , . . . f N ) ∈ U 1 × · · · × U N whenever n is large enough. Again, for each α in A let I α denote the set of elements (u, v, ℓ) in (N 
