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Beauoup d'algorithmes de résolution de Problèmes
de Satisfation de Contraintes ont été proposés es der-
nières années. Parmi es algorithmes nous pouvons men-
tionner les deux les plus populaires et les plus étu-
diés : le Forward-Cheking (FC) et Maintaining Ar-
Consisteny (MAC). Dans e papier, nous étudions es
deux algorithmes et nous réévaluons leurs performanes
sur des problèmes générés aléatoirement. Préisément,
nous montrons expérimentalement que FC est meilleur
que MAC sur des CSP diiles dont le graphe de
ontraintes est très dense et la dureté des ontraintes
est faible. En revanhe, MAC se montre plus performant
que FC sur des problèmes diiles ave un graphe de
ontraintes peu dense et une dureté élevée. Ces résultats
montrent que le maintien de l'Ar-onsistane pendant
la reherhe peut être une perte de temps. Ensuite, Nous
proposons une approhe générique qui permet, pendant
la reherhe, un maintien partiel et paramétrable de la
onsistane loale.
Abstrat
Many baktrak searh algorithms has been designed
over the last years to solve onstraint satisfation pro-
blems. Among them, Forward Cheking (FC) and Main-
taining Ar Consisteny (MAC) algorithms are the most
popular and studied algorithms. In this paper, suh al-
gorithms are revisited and extensively ompared giving
rise to interesting haraterization of their eieny with
respet to random instanes. More preisely, we pro-
vide experimental evidene that FC outperforms MAC
on hard CSPs with high graph density and low onstraint
tightness whereas MAC is better on hard CSPs with low
density and high onstraints tightness. This results show
that on some CSPs maintaining full ar onsisteny du-
ring searh might be time onsuming. Then, we propose
a new generi approah that maintain partial and para-
meterizable form of loal onsisteny.
1 Introdution
Les Problèmes de Satisfation de Contraintes (CSP)
sont largement utilisés dans la résolution de problèmes
ombinatoires apparaissant dans diverses appliations.
Ils onernent la reherhe de solutions dans un ré-
seaux de ontraintes 'est-à-dire aeter des valeurs
à des variables,tout en satisfaisant un ensemble de
ontraintes portant sur es diérentes variables. La
tehnique lassique utilisée pour résoudre un CSP
est le baktrak systématique. Cette proédure (bak-
trak) hoisit, de façon répétitive, une variable et es-
saye de lui aeter l'une des valeurs dans son domaine.
Ensuite, soit elle hoisit une nouvelle variable soit elle
eetue un retour en arrière en as d'éhe. Cette teh-
nique est à la base de la plupart des algorithmes de ré-
solution des CSP. Néanmoins, pour résoudre ertains
problèmes ombinatoires diiles, il faut améliorer la
performane de ette proédure à l'aide de tehniques
plus intelligentes. Une amélioration importante à ajou-
ter est le ltrage, qui onsiste à enlever des domaines
futurs des valeurs inompatibles ave l'instaniation
ourante. Beauoup de travaux ont étudié diérents ni-
veaux de ltrage qui peut être appliqué à haque n÷ud
de l'arbre de reherhe. Les deux algorithmes les plus
onnus dans e adre sont FC (Forward-Cheking) et
MAC (Maintaining Ar-Consisteny). La performane
de es algorithmes a été disutée dans plusieurs tra-
vaux dans la littérature [1, 5, 16, 17℄. Il semble que
es travaux soient d'aord que MAC onstitue un bon
hoix pour la résolution des CSP [5, 17, 20℄. Par onsé-
quent, beauoup d'améliorations de la omplexité tem-
porelle et/ou spatiale des algorithmes de onsistane
d'ar ont été proposées[3, 4, 7, 15, 21℄.
Nous signalons que les onlusions onernant la
performane des algorithmes de résolution de CSP
sont tirées à partir de résultats expérimentaux. La
omplexité de es algorithmes reste dans le pire des
as de l'ordre de d
n
ave d la taille des domaines et n
le nombre de variables. Les expérimentations sont, en
général, eetuées sur des instanes générées aléatoi-
rement et sur un nombre limité de problèmes réels.
Nous pensons que es deux algorithmes (FC et
MAC) sont omplémentaires et que leur performane
dépend des problèmes testés. En d'autres termes,
la rentabilité du maintien de la onsistane d'ar
pendant la reherhe dépend des aratéristiques des
CSP testés.
Dans e papier, nous présentons une réévaluation
omparative de FC et MAC sur des problèmes aléa-
toires ave des aratéristiques diérentes omme la
densité du graphe de ontraintes et la dureté des
ontraintes. Plus préisément, nous fournissons des ré-
sultats montrant que FC est meilleur que MAC sur
des CSP diiles dont le graphe de ontraintes est
très dense et ave une faible dureté. En s'appuyant sur
es observations, nous proposons un nouvel algorithme
générique de baktrak appelé MAC(dist
k
). Cet al-
gorithme maintient, pendant la reherhe, une forme
partielle de onsistane d'ar par rapport à un para-
mètre k appelé distane. Nous montrons, sur quelques
instanes, qu'il existe une distane i pour laquelle
MAC(dist
i
) améliore à la fois FC (qui ltre unique-
ment le voisinage de la variable) et MAC (qui main-
tient la onsistane d'ar).
Ce artile organisé omme suit. Après un rappel de
quelques dénitions, nous rappelons les algorithmes
FC et MAC. Ensuite, nous présentons le nouvel al-
gorithme générique MAC(dist
k
) qui permet de pa-
ramétrer le niveau de onsistane d'ar à maintenir.
Nous montrons, ensuite, une omparaison expérimen-
tale entre FC et MAC sur des problèmes aléatoires
diiles. Nous présentons également des résultats pré-
liminaires sur le omportement de MAC(dist
k
) ave
plusieurs valeurs de k. Enn, nous donnons quelques
diretions possibles sur des futurs travaux et nous ter-
minons par une onlusion sur e papier.
2 Préliminaires
Un CSP (Problème de Satisfation de Contraintes) à
domaines nis est déni par le triplet P = (X;D;C) :
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est la relation dénie
par la ontrainte 
i
. Elle spéie les ouples de
valeurs autorisés par la ontrainte. Nous appe-
lons test de onsistane le test d'appartenane
d'un ouple de valeurs à la relation rel(
i
).
Une solution est une aetation des valeurs aux va-
riables qui satisfait toutes les ontraintes. Étant donné
un CSP, les questions qui se posent sont de savoir s'il
existe une solution, d'en exhiber une si tel est le as,
ou enore de trouver toutes les solutions. La première
question permet de dénir un problème NP-omplet.
Pour des raisons de simpliité nous nous limitons, dans
e papier, aux réseaux de ontraintes binaires, où les
ontraintes n'impliquent que deux variables. Dans le







. Nous pouvons assoier à tout
CSP binaire P = (X;D;C) un graphe G
P
= (X;C)
appelé le graphe de ontraintes dans lequel les n÷uds
sont les variables du réseau, et une arête relie une paire
de n÷uds si et seulement si il y a une ontraintes sur
les variables orrespondantes. L'ensemble des n÷uds
qui partagent une arête ave x
i







)j représente le degré de
x
i
. Une variable x
i
dont le degré est égal à 1 sera ap-
pelé singleton degré. Un domaine d
i
est ar-onsistant
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). b est appelé support de a par rap-
port à la ontrainte 
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6= ; et d
i
est ar-onsistant.
3 Tehniques de résolution des CSP
Pour résoudre un CSP, on peut employer un algo-
rithme de reherhe en profondeur de type baktra-
king (BT) [6, 13℄. A haque étape de l'arbre de re-
herhe, on essaye d'aeter une variable, si ette af-
fetation produit un onit un retour en arrière est ef-
fetué. Dans l'objetif de réduire l'espae de reherhe,
beauoup d'améliorations onernant l'algorithme BT
ont été proposées. Ces améliorations onernent es-
sentiellement les questions suivantes : quel type de
onsistane loale doit-on appliquer ? Quelle est la pro-
haine variable à aeter ? et que doit-on faire en as
de onit ?
Les tehniques qui ont été proposés dans l'obje-
tif de prendre en ompte les questions préédentes
peuvent être lassier en deux atégories : les ap-
prohes prospetives (look-ahead) et les approhes ré-
trospetives (Look-bak) :
 Les approhes prospetives : elles détetent à
l'avane des futures situations d'éhe. Elles ee-
tuent une sorte de ltrage dans les domaines des
variables non enore instaniées. Elles suppriment
don les valeurs inompatibles ave l'instaniation
(solution partielle) ourante. Ce ltrage est, en gé-
néral, réalisé à l'aide de tehniques basées sur des
propriétés de onsistane loale. Les algorithmes
les plus onnus dans e adre sont le Forward Che-
king et MAC (Maintaining Ar Consisteny).
 Les approhes rétrospetives : elles onsistent à
déterminer la ause de l'éhe et ensuite ee-
tuer un retour en arrière diretement vers la va-
riable responsable de l'éhe et non pas vers la
variable préédente. On peut ainsi éviter des re-
tours en arrières inutiles. Parmi es tehniques,
nous pouvons iter l'algorithme de bakjumping
[11℄, onit-direted bakjumping [16℄ et dyna-
mi baktraking [12℄.
D'autres approhes ombinent les deux préédentes.
Par exemple, on peut intégrer onit-direted bak-
jumping ave forward-heking (FC-CBJ) [16℄. Il sem-
blerait qu'il y a une relation inverse entre les approhes
prospetives et les approhes rétrospetives, plus on
eetue du ltrage en avant moins on fait de retour
en arrière. Pour plus de détails voir le livre de Rina
Dehter [8℄.
La omplexité en temps de es algorithmes reste ex-
ponentielle dans le pire des as. Par onséquent, la
omparaison des performanes de es algorithmes est
basée essentiellement sur l'analyse de résultats expé-
rimentaux obtenus sur diérentes lasses de CSP. Ces
résultats permettent d'observer le omportement de
es algorithmes. Il semble que MAC soit le meilleur
proédure de résolution de CSP et partiulièrement
sur des CSP diiles de grande taille. Par exemple,
Bessière et Regin [5℄ ont armé : MAC is not only
more eient than FC to solve large pratial pro-
blems, but it is also really more eient than FC on
hard and large random problems.
D'autres onlusions onernant l'eaité d'autres
algorithmes de résolution se trouvent dans la
littérature[1, 16℄. Nous pensons que les performanes
des diérentes algorithmes de reherhe sont liées au
hoix fait :
 dans la façon dont es algorithmes sont implé-
mentés : heuristiques utilisées pour le hoix de va-
riables et/ou de valeurs, ombinaison d'approhes
prospetives et rétrospetives.
 dans les aratéristiques des instanes testées :
taille, densité du graphe de ontraintes, dureté des
ontraintes.
Notons que, dans la ommunauté SAT, les teh-
niques prospetives sont en général très eaes sur
des instanes aléatoires diiles. D'un autre oté,
les approhes rétrospetives se montrent plus perfor-
mantes sur des problèmes réels [19, 2, 22, 14, 9℄. Notre
intuition est que es observations seraient valables
dans les adre des CSP.
Dans e papier, nous nous intéressons au omporte-
ment des approhes prospetives et leur performane
sur des problèmes générés aléatoirement. Plus pré-
isément, nous onsidérons les deux algorithmes les
plus populaires : Forward-Cheking (qui maintient une
forme partielle de ltrage) et MAC (qui eetue un l-
trage par onsistane d'ar sur l'ensemble des variables
non aetées. L'objetif prinipal de e travail n'est
pas de déterminer lequel des deux algorithmes domine
l'autre. Nous herhons à aratériser les instanes sur
lesquelles l'un est meilleur que l'autre. Notre intuition
est que le niveau de ltrage (partiel ou total) à appli-
quer dépend des problèmes testés, plus la dureté des
ontraintes est élevée, plus le ltrage en avant est utile.
4 FC versus MAC
Dans ette setion, nous omparons la performane
de FC et MAC sur des problèmes aléatoires. Nous dé-
rivons les prinipaux points onernant l'implémenta-
tion de es deux algorithmes. Dans les deux as, nous
employons les mêmes heuristiques et la même étape de
pré-traitement :
 heuristiques : la prohaine variable à aeter est
hoisie selon l'heuristique la plus eae dom/deg
[5℄. Cette heuristique hoisit la variable qui mini-
mise le rapport entre la taille de domaine et le
degré de la variable.
 pré-traitement : une étape de ltrage est réalisée
par onsistane d'ar avant la résolution. Nous
utilisons l'algorithme AC8 [7℄ pour eetuer ette
étape.
Tandis que FC réalise une forme limitée de ltrage
pendant la reherhe (propagation par rapport aux
voisins futurs de la variable ourante), MAC maintient
à haque étape de la reherhe un CSP ar-onsistant.
Ainsi, MAC peut grâe au maintien de la onsistane
d'ar déonneter les variables singleton valeur et sin-
gleton degré[18℄.
Les expérimentations ont été eetuées sur des CSP
générés aléatoirement selon le modèle B [10℄. Ce géné-
rateur admet quatre paramètres :
 le nombre de variables N
 la taille initiale des domaines D
 la proportion p1 des ontraintes dans le réseau
(ou le nombre de ontraintes C donné par C =
p1 N  (N   1)=2)
 la proportion p2 des ouples de valeurs interdits
par les ontraintes (ou T le nombre de ouples
interdits T = p2 D D)
Dans la suite, nous utilisons C et T au lieu de p1 et
p2. C est appelé la densité du graphe de ontraintes et
T la dureté des ontraintes. Les lasses testées seront
don désignées par le quadruplet < N;D; T; C >
Avant de présenter une omparaison expérimentale
entre FC et MAC, nous rappelons quelques résultats
extraits de l'artile de Bessière et Regin [5℄. Dans leur
artile, ils omparent la performane de FC-CBJ et
MAC sur des CSP aléatoires. Les résultats montrent
que MAC est plus performant que FC-CBJ qui est
généralement meilleur que FC. On peut, don, dire
que MAC est plus eae que FC. Le rapport d'ea-
ité donné (si on onsidère le temps d'exéution) varie
entre 2.16 et 476 (MAC peut être 476 plus rapide que
FC-CBJ). La table 1, rappelle les lasses testées dans
l'artile mentionné [5℄
< N;D; T; C >
< 35; 6; 4; 501 >
< 35; 9; 27; 178 >
< 50; 6; 8; 325 >
< 50; 20; 300; 95 >
< 100; 12; 110; 120 >
< 125; 3; 1; 929 >
< 350; 3; 1; 2292 >
< 250; 3; 3; 391 >
< 350; 3; 3; 524 >
Tab. 1  Classes extraites de [5℄
A l'exeption des trois premières lasses (elles ne
sont pas vraiment diiles), les autres lasses orres-
pondent à des problèmes dont le graphe de ontraintes
est peu dense. En plus, les problèmes issus des deux
dernières lasses sont ar-inonsistants e qui peut être
prouvé par une étape de pré-traitement par onsis-
tane d'ar.
Nous avons eetué des expérimentations sur des
CSP aléatoires an de omparer FC et MAC. Nous
avons hoisi des lasses pour lesquelles MAC est
meilleur que FC et d'autres pour lesquelles FC est
plus performant. Les résultats sont reportés dans deux
tables, la première montrent les problèmes où FC se
montre plus eae tandis que MAC est meilleur sur
les lasses de la deuxième table.
Les ritères que nous onsidérons dans la omparai-
son sont : le nombre de tests de onsistane (#heks),
le nombre de n÷uds visités(#nodes) et le temps d'exé-




Les expérimentations ont été réalisées sur un PC Pentium4
2.8 sous Linux
Nous avons réalisé des expérimentations sur plu-
sieurs lasses en modiant le nombre de variables N
et la taille des domaines D. Dans l'objetif de traiter
des problèmes prohes de la phase de transition,
nous avons herhé pour haque ouple (N;D) la
valeur appropriée pour la dureté (T ) et le nombre de
ontraintes (C).
La table 2, présente les résultats sur une variété
de lasses. Pour haque lasse, nous avons généré 20
ou 10 CSP (la deuxième olonne préise le nombre
de problèmes testés) et les résultats reportés or-
respondent à la moyenne des résultats sur les CSP
testés. La première olonne présente la lasse testée
(< N;D; T; C >). La deuxième indique le nombre
de problèmes onsistants et le nombre de problèmes
inonsistants (une ligne par atégorie). La troisième
et la quatrième olonnes donnent le nombre de tests
de onsistane eetués par FC et MAC respetive-
ment. La inquième et la sixième olonnes présentent
le nombre de n÷uds visités par FC et MAC. Enn,
les deux dernières olonnes fournissent le temps d'exé-
ution de haque algorithme. Nous signalons que nous
avons hoisi de présenter les résultats sur les problèmes
onsistants et sur eux inonsistants séparément. Ce
hoix permet d'avoir une idée sur le omportement
des algorithmes sur es deux atégories.
La table 2, montre que FC est meilleur que MAC
sur toutes les lasses si on onsidère le nombre de
tests de onsistane et le temps d'exéution omme
mesures d'eaité. Nous pouvons remarquer que le
graphe des ontraintes des lasses testées est dense
(pour ertaines lasses, quand N = 20, le graphe est
omplet), e qui fait la partiularité de es lasses. En
général, plus le graphe est dense, plus FC se montre
performant. FC peut être 2 à 5 fois plus rapide que
MAC selon la densité du graphe. Par exemple, le
rapport d'eaité sur les lasses < 30; 20; 177; 150 >
et < 60; 10; 20; 600 > (densité de graphe est de
33%) est d'environ 2. Ce rapport peut arriver à 5
sur les lasses dont le graphe est omplet (la lasse
< 20; 20; 108; 190 >). Ces résultats montrent que FC
est plus performant que MAC sur des CSP dont le
graphe de ontrainte est dense.
Dans la table 3, nous présentons quelques résultats
montrant que MAC est plus eae que FC sur des
CSP ave un graphe de ontraintes peu dense. Nous
avons testé la lasse < 90; 20; 272; 222 > dont la
densité de son graphe est d'environ 5.5%. La table
donne la moyenne des résultats sur 20 problèmes
aléatoires. Nous remarquons que, sur ette lasse,
MAC est meilleur que FC, le rapport de performane
entre les deux est de 6.
< N;D; T;C > #heks (thousands) #nodes CPU time(se.)
FC MAC FC MAC FC MAC
< 20; 20; 108; 190 > Sat (8/20) 4738 24710 69707 7127 0.30 1.54
Unsat (12/20) 11507 60034 169689 17386 0.35 3.60
< 20; 30; 271; 190 > Sat (11/20) 55019 297723 750857 71605 4.43 18.84
Unsat (9/20) 102844 556846 1403053 133778 8.02 35.23
< 20; 40; 515; 190 > Sat (17/20) 85617 469758 1107022 99627 7.51 31.92
Unsat (3/20) 514785 2823836 6679140 601434 43.96 200.92
< 30; 20; 177; 150 > Sat (10/20) 3455 12861 59267 3434 0.23 0.81
Unsat (10/20) 5702 23611 89617 5695 0.68 1.26
< 30; 30; 261; 300 > Sat (8/20) 1976781 11377886 23221965 2234677 160.15 768.95
Unsat (12/20) 3152289 18351158 36873661 3579692 254.55 1239.55
< 50; 10; 20; 500 > Sat (7/20) 70207 243056 1122769 93493 5.31 13.25
Unsat (13/20) 181589 630282 2866452 238128 13.68 33.41
< 60; 10; 20; 600 > Sat (3/10) 748914 2286254 11893358 850931 59.47 124.76
Unsat (7/10) 1353173 4246448 21159717 1532982 108.97 230.96
< 60; 10; 14; 900 > Sat (2/10) 3645901 14043816 42444545 4173429 278.93 806.02
Unsat (8/10) 11112147 42403058 130670604 12916752 874.06 2451.51
Tab. 2  Comparaison entre FC et MAC
Proedure #heks(thousands) #nodes CPU time(se.)
FC Sat (12/20) 764051 13515952 56.21
Unsat (8/20) 1393907 24848571 102.92
All 1015993 18049000 74.89
MAC Sat (12/20) 232860 41153 9.11
Unsat (8/20) 459242 75253 17.74
All 323412 54793 12.56
Tab. 3  FC versus MAC : <90, 20, 272, 222>
Les résultats présentés dans ette setions four-
nissent une réponse dénitive à la question : quel
algorithmes est toujours meilleur, MAC ou FC? En
tout as, nous avons onrmation que FC est plus
performant que MAC sur des CSP diiles ave un
graphe de ontraintes très dense et une dureté faible
de ontraintes. D'un autre oté, MAC est plus eae
sur des CPS diiles ave un graphe peu dense et une
dureté de ontraintes élevée. Cette setion donne une
première idée sur les aratéristiques des problèmes
sur lesquels FC est plus utile que MAC et vie-versa.
Dans la setion suivante, nous proposons un algo-
rithme générique qui exploite une forme partielle de




Le omportement de FC et MAC sur des CSP dif-
iles dépend de deux aratéristiques importantes :
la densité du graphe de ontraintes et la dureté des
ontraintes. Les résultats présentés dans la setion pré-
édente montrent que le maintien total de la onsis-
tane d'ar à haque étape de l'arbre de reherhe peut
s'avérer une perte de temps. Dans ette setion, nous
explorons des niveaux intermédiaires de onsistane
d'ar. Ainsi, nous proposons un nouvel algorithme gé-
nérique de reherhe appelé MAC(dist
k
). Cet algo-
rithme maintient, pendant la reherhe, une forme par-
tielle de onsistane d'ar par rapport à un paramètre
de distane k. Le but est de montrer l'existene d'une
valeur de k pour laquelleMAC(dist
k
) est meilleur que
FC et MAC à la fois.
Nous donnons quelques dénitions et notations né-
essaires pour la suite de et artile.





























)  kg désigne le voisi-
nage de x
i
à la distane k.
Exemple 1 Nous illustrons les dénition préédentes
par le graphe dans la gure 1.
 dist(x; t) = 2 et dist(t; r) = 4.
  
dist
(x; 1) = fu;w; y; zg.






























Dénition 4 Soit P = (X;D;C) un CSP et x
i
2 X.




























Fig. 1  Graphe de ontraintes et distanes
Nous pouvons maintenant dénir MAC(dist
k
)
omme l'algorithme qui maintient la k-ar-onsistane
à haque étape de l'arbre de reherhe. Ainsi,
MAC(dist
0
) orrespond à l'algorithme de baktrak
lassique (BT), et MAC(dist
max
), où max est la dis-
tane maximum entre les paires de variables dans
le graphe de ontraintes, orrespond à l'algorithme
MAC.
Nous signalons que MAC(dist
1
) ne orrespond pas
tout à fait à Forward-Cheking. En eet, FC propage
l'eet de l'aetation d'une variable x
i





dans le graphe. De
son oté, MAC(dist
1
) réalise des propagations addi-
tionnelles sur toutes les ontraintes se trouvant à une
distane égale à 1 par rapport à x
i
. Dans l'exemple de






L'algorithme 1, donne une desription de Ma(dist
k
).
Dans l'étape d'initialisation, la distane (le plus ourt
hemin) entre toute paire de variables est alulée.
Nous réalisons également une étape de pré-traitement
par onsistane d'ar sur le CSP initial. Étant donnée
une distane k, la fontion propagate restreint l'appli-





Les deux opérations eetuées dans MAC (dé-
onnexion des variables singleton degré et singleton
valeur) peuvent être étendues à MAC(dist
k
). Quand
on aete une variable x
i
, seulement les variables







) < k sont déonnetées.






Input: P : CSP, k : integer




onsistent :=true, level :=1;


























L'une des étapes les plus importante dans
MAC(dist
k
) est l'étape de propagation (l'appel à pro-
pagate). Nous dérivons brièvement la fontion de
propagation. La fontion propagate établit un CSP
ar-onsistant sur P
k
(var) où var est la variable en
ours d'aetation. Comme nous pouvons le remar-
quer, seulement les variables à une distane inférieure
à (ou égale à) k sont onsidérées. La fontion revise
assure que le domaine de la variable y vérie la onsis-
tane d'ar.
Algorithm 2: propagation
fontion propagate return boolean
Input: var : integer, val : integer, k : integer









while not empty(stak) do
x :=pop(stak);





{at least one value is removed









Nous avons montré dans la setion préédente que
Forward-Cheking peut être meilleur que MAC sur
des problèmes aléatoires. Dans ette setion, nous
présentons quelques résultats préliminaires sur l'uti-
lité d'appliquer la proédure MAC(dist
k
) sur des
CSP binaires. Sahant que la distane entre les paires
de variables dépend de la densité du graphes des
ontraintes, nous avons étudié des CSP dont le graphe
est peu dense. Sur de tels problèmes, MAC est meilleur
que FC. Aussi, on peut tester MAC(dist
k
) pour plu-
sieurs valeurs de k (de 1 jusqu'à la distane maximum
entre les paires de variables). Notons que le CSP le
plus ontraint est elui dont le graphe de ontraintes
est omplet. Pour un tel CSP, la distane maximum
est égale à 1.
Nous avons eetué des expérimentations sur la
même lasse présentée dans setion 4, 'est-à-dire la
lasse < 90; 20; 272; 222 >. La distane maximale de
ette lasse est égale à 5.
La table 4 ontient les résultats sur la performane
de l'algorithme générique MAC(dist
k
) et ela pour
toutes les distanes. Aussi, nous rappelons la perfor-
mane de FC et MAC sur la même lasse. Il est lair
que MAC est meilleur que FC sur ette lasse. Dans la
table 4, nous présentons trois lignes par proédure. Ces
lignes montrent les résultats sur les problèmes onsis-
tants (sur les 20 CSP testés) et sur eux inonsistants.
Nous montrons également une vue globale sur l'en-
semble des problèmes.
Nous pouvons remarquer que pour distane = 1,
la proédure MAC(dist
1
) est moins performant que
FC (et MAC). Cei peut être expliqué par le fait que
MAC(dist
1
) établit la onsistane d'ar sur le voisi-
nage de la variable ourante. En d'autres termes, l'al-
gorithme examine toutes les variables onnetées à la
variables en ours d'aetation. Par exemple, voir la
gure 1, la ontrainte C
wy
entre les variables w et y
est révisée et la onsistane d'ar est établie sur ette
ontrainte. Cet eort n'est pas réalisé par FC qui ef-
fetue une forme restreinte d'ar-onsistane diretion-
nelle par rapport à son voisinage. Il semble que l'ap-
pliation de MAC(dist
1
) n'est pas protable.
Conernant les autres distanes, nous remarquons
queMAC(dist
k
) (pour k=2 à 5) améliore l'algorithme
MAC (et FC). Les meilleurs résultats sont obtenus
pour k = 2, MAC(dist
2
) est meilleur que FC et MAC
par rapport au temps d'exéution et au nombre de
tests de onsistane.
Nous soulignons que pour les distane supérieures
à 5, on retrouve l'algorithme MAC. En eet, pour
es distanes toutes les variables onnetées à la va-




Le omportement de MAC(dist
k
) semble robuste
sur les CSP onsistants et inonsistants. Nous remar-
quons que l'eaité de et algorithme varie selon la
distane onsidérée. Nous signalons que , quand la dis-
tane augmente (et quand elle atteint la distane maxi-




Les résultats dans la table 4, montrent que la
meilleure distane à appliquer sur les lasses testées est
2. Cei démontre que sur les CSP peu denses, il existe
un niveau intermédiaire de onsistane d'ar dont le
maintien pendant la reherhe améliore l'eaité des
approhes prospetives.
6 Disussion et travaux futurs
Les résultats obtenus dans et artile montrent que
l'utilité du maintien de la onsistane loale pendant
la reherhe dépend de la struture du problème à
résoudre. Ces observations expérimentales ouvrent de
nouvelles perspetives sur l'intégration des méthodes
de ltrage basées sur la onsistane loale dans les al-
gorithmes de résolution. Nous envisageons d'étendre
e travail dans les diretions suivantes :
 l'adaptation dynamique du niveau de onsistane
loale à appliquer pendant la reherhe. Cei
pourrait être réalisé en exploitant les aratéris-
tiques des instanes traitées.
 l'intégration d'autres formes de onsistanes
loales pendant la reherhe. Par exemple,
l'ar-onsistane diretionnelle et la hemin-
onsistane diretionnelle et restreinte.
 l'analyse dynamique (apprentissage) du proessus
Proédure #heks(thousands) #nodes CPU time(se.)
FC Sat (12/20) 764051 13515952 56.21
Unsat (8/20) 1393907 24848571 102.92
All 1015993 18049000 74.89
MAC(dist
1
) Sat (12/20) 650916 10468120 89.27
Unsat (8/20) 1204855 19150580 163.67
All 872492 13941104 119.03
MAC(dist
2
) Sat (12/20) 144314 315024 8.02
Unsat (8/20) 284703 600569 15.86
All 200469 429242 11.16
MAC(dist
3
) Sat (12/20) 203087 44809 8.44
Unsat (8/20) 403961 79971 15.93
All 283437 58874 11.44
MAC(dist
4
) Sat (12/20) 232389 38879 8.74
Unsat (8/20) 460891 70606 17.58
All 323790 51570 12.28
MAC(dist
5
) Sat (12/20) 232907 39116 8.73
Unsat (8/20) 461776 70913 17.28
All 324454 51835 12.15
MAC Sat (12/20) 232860 41153 9.11
Unsat (8/20) 459242 75253 17.74
All 323412 54793 12.56
Tab. 4  Comparaison entre FC, MAC et MAC(dist
k
) on <90, 20, 272, 222>
de propagation an de déterminer où et quand il
faut appliquer la onsistane loale.
7 Conlusion
Dans et artile, nous avons montré que le niveau
de ltrage par onsistane d'ar à appliquer pendant
la reherhe dépend des aratéristiques des problèmes
testés. Les expérimentations montrent que FC est plus
performant que MAC sur des CSP diiles ave un
graphe de ontraintes dense et une dureté faible tan-
dis que MAC est meilleur sur les CSP peu dense ave
une dureté de ontraintes élevée. Par onséquent, au-
un des algorithmes se montrent le meilleur sur tout
type de CSP. Un autre résultat intéressant dans e
papier est la proposition d'un algorithme générique
de résolution de CSP qui adapte le niveau de onsis-
tane loale à appliquer selon un paramètre préisant
la distane. Les expérimentations montrent que sur
ertaines lasses de CSP, il existe une valeur de la dis-
tane pour laquelle MAC(dist
k
) est meilleur que FC
et MAC.
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