Abstract. We show a spectral sequence for the rational Khovanov homology of an oriented link in terms of the rational Khovanov complexes and homologies of the link surgeries along an admissible cut. As a non trivial corollary, we give an explicit splitting formula for the Jones polynomial.
Introduction
The "divide and conquer" 1 metaprinciple has been one of the most effective strategies ever played and mathematics is not an exception. However, to be able to apply this principle it is neccessary to:
(1) Decompose the problem into subproblems.
(2) Solve the subproblems. (3) Assemble the partial solutions into a a solution of the main original problem. Some problems are local in nature and they have the Decompose/Assemble parts as god given. Some other's not. For these non local problems the Decompose/Assemble parts live in a symbiotic relationship 2 and usually their design is an art more than a science. It is important to remark that the design of these parts need theory and cannot be solved by brute force. For example, we could have a supercomputer computing a thousand of subproblems simultaneously but if we have neither a formula nor an algorithm to assemble these partial solutions into a global one, it is pointless 3 . The Decompose/Assemble parts are real mathematical problems and usually non trivial ones.
The Khovanov homology [4] is a great example of a non local problem. It is the categorification of the Jones polynomial and it proves to be a finer invariant for non alternating knots 4 with the remarkable property that it is a planar algebra morphism. However, the local theory obtained is not the usual Khovanov theory and to specialize the local theory to the usual one, other TQFT functor is needed. Unfortunatley, this other functor loose information in such a way that its local behavior is lost in the sense that it is no longer a planar algebra morphism and there is no apparent way to get neither a splitting formula nor a spectral sequence for the usual Khovanov homology 5 . Nevertheless, within local Khovanov theory, the tools of delooping and Gaussian elimination developed in [3] enables dramatically powerful Khovanov homology calculations.
Another example is the paper [7] where an open-closed TQFT is used in order to get a theory for tangles. Relating this theory to the Khovanov homology faces the same problem as above. However, they give a spectral sequence converging to the Khovanov homology in positive characteristic.
We say that a Jordan curve C is an admissible cut of an oriented link L if it is transversal to L and walking along the curve in some direction the orientation of the 2n intersection points alternate. The cut C separates the link diagram L in two tangles T 1 and T 2 and all of the possible non crossing closures of these are the surgeries L As a non trivial corollary of the proof, we have the following splitting formula for the Jones polynomial respect to the Khovanov parameter: Corollary 1.3. Given an admissible cut C of an oriented link diagram L, there is a matrix b(q) with entries in the field of rational functions k(q) such that:
Khovanov homology in a nutshell
This section follows closely [1] 6 . For every q-graded vector space W := m W m with homogeneous component W m of q-degree m, we define its q-dimension as the following Laurent polynomial:
We also define its q degree shift W {l} := m W {l} m such that W {l} m := W m−l . In particular, we have the formula: From now on we will consider the q-graded vector space:
Given an oriented link diagram L consider its set of crossings χ and the respective set of states {0, 1}
χ . Every state α defines an α-smoothing of the link L following the rule of Fig. 1 . Denote this smoothing by S α (L). Every smoothing is a set of disjoint circles. For every state α define k(α) as the number of circles in the respective α-smoothing and r(α) as the following number:
Consider the set of arrows as the subset of {0, 1, * } χ such that the symbol * appears only once. Evaluating the symbol * on 0 and 1 gives the source and the target of the arrow respectively. Then, every arrow can be seen as a cobordism of circles:
The set of states and arrows define the cobordism category S(L). For every state α consider a total ordering in the respective S α (L) smoothing. Define the functor F from the cobordism category S(L) to the category of graded vector spaces such that:
where V a is the q-graded vector space V labeled by the circle a in the smoothing.The evaluation of a cobordism is a Frobenius algebra morphism 7 such that a pants decomposition of the cobordism evaluates as in Fig. 2 . This functor F is a 2D-Topological Quantum Field Theory according to the Moore-Segal axioms 
A Frobenius algebra is a finite dimensional associative algebra A over a field K with unit 1 A equipped with a linear functional ε : A → K such that the Kernel of ε contains no nonzero left ideal of the algebra A. The functional ε is called the counit. 
where d a is the Frobenius morphism obtained by the functor F evaluated on the cobordism S a (L) in the respective degree shiftings. The sign sg(a) of the arrow a is defined as follows: Consider a total ordering in the set of crossings 9 χ and denote by j( * , a) the crossing such that the arrow a evaluates to the symbol * . Define:
Among other topological field theories, the functor F was chosen in such a way that the Frobenius morphisms d a is a degree zero morphism
10
. In particular, this grading is preserved in cohomology.
We define the sign of a crossing as in Fig. 3 . Consider the number of positive and negative crossings l + and l + of the oriented link diagram L. The Khovanov complex is defined as follows:
Once we have a total order in the set of crossings, we see each state as a binary number and we order the sum r(α)=r in the definition of [[L]] r accordingly. 10 As an example of a topological field theory that doesn't have this property, consider the Eun Soo Lee functor [6] .
The Khovanov complex is the categorification of the Jones polynomial in the sense that its grading Euler characteristic recovers this link invariant:
where χ q is the q-graded Euler characteristic. The Khovanov parameter q is related to the usual Jones parameter t by the relation q = −t 1/2 . Up to homotopy, the Khovanov complex is a link invariant [4] , [1] :
is a chain complex such that up to homotopy, it is defined on the ambient isotopic classes of oriented link diagrams; i.e. Different orderings in the set of crossings, set of smoothings and Reidemeister moves on the link diagram give homotopic chain complexes.
In paticular, the Khovanov homology 11 is a link invariant:
The Poincaré polynomial of the Khovanov homology is called the Khovanov polynomial of the link. In particular, the characteristic zero Khovanov polynomial recovers the Jones polynomial:
Admissible cuts and surgeries
We define the notion of non crossing partitions as follows: Consider the k-th character g k : R → C such that g k (t) = exp(2πit/k). For every partition A ∈ Γ n such that A = {m 1 , m 2 , . . . m l } define:
where Convex(S) denotes the convex hull of the set S in C. A partition A ∈ Γ n will be called non crossing 12 if for every pair of distinct convex sets in Convex(A) their intersection is empty. The subset of non crossing partitions will be denoted by N C n .
The permutation group S n acts on the set of n-partitions Γ n as follows: For every n-partition A = {m 1 , m 2 , . . . m l } we define:
for every permutation σ ∈ S n . See that the non crossing permutations N C n is closed under the action of the Dihedral group D n and this is the maximal permutation subgroup with this property. Definition 3.1. An admissible cut of an oriented link diagram L is a Jordan curve C of the plane such that C is transversal to the link diagram L 13 and, giving C some orientation and walking the curve C along this orientation, the intersection points orientation alternate.
11 As the reader may have noticed, it is actually a cohomology. 12 Non crossing partitions were introduced by Kreweras in [5] and since then they have been widely used in different branches of mathematics [8] .
13 In particular, the Jordan curve doesn't intersect any crossing of the link diagram L. Consider an oriented admissible cut C with a marked point c ∈ C. Because of degree theory, there must be 2n intersection point with L, half of them positively oriented and the other half negatively oriented. Denote these points by:
. . a n , b n as we go through the curve C along its orientation starting in the marking c. We choose the marking in such a way that a 1 is positively oriented 14 . Consider the admissible cut C in the one point compactification of the plane. The Jordan curve C separates the sphere S 2 in two regions R1 and R2, each one diffeomorphic to the disk ∆ by the diffeomorphisms ϕ 1 and ϕ 2 respectively. One of them preserves the orientation and the other one reverses it. We choose the regions in such a way that ϕ 2 preserves the orientation. These diffeomorphisms have unique extensions to the boundary of R1 and R2 respectively and we will denote these extensions with the same name. We choose these diffeomorphisms in such a way that their extensions map the intersection points:
. . a n , b n to the points in the circle:
We define the surgeries as follows: Given a non crossing partition A ∈ N C n such that A = {m 1 , m 2 , . . . m l } and i l,1 < i l,2 < . . . i l,k l are all the elements in the class m l , we define:
denotes the oriented line segment from the point b to the point a such that a, b ∈ C. See that A is a disjoint union of oriented segments starting at some b i point to another a j point in the circle. We define the oriented link diagram surgeries: (2) where A op is the diagram A with the opposite orientation. Because the set of non crossing partitions is closed under the Dihedral group action, the set of these surgeries is independent of the orientation and marking of the Jordan curve C and modulo ambient isotopy it is independent of the regions R1, R2 and the diffeomorphisms ϕ 1 , ϕ 2 previously chosen; i.e. Modulo ambient isotopy, the collection of surgeries only depends on the admissible cut as it was defined.
Because our construction neither modify the existing crossing nor adds new ones, we have that the number of positive/negative crossings l 
where l ± denote the number of positive/negative crossings of the oriented link L. In other words, the number of crossings and the writhe are additive respect to the cut.
The surgeries L A i have the common set of crossings χ i := χ ∩ R i and the set of crossings χ of the oriented link L is the disjoint union:
This way, the set of states decomposes as:
In other words, every state α ∈ {0, 1} χ gives a pair of states α i ∈ {0, 1} χi for i = 1, 2 such that α = (α 1 , α 2 ).
From now on, we will denote simply by L 1 and
where f ull denotes the partition {{1}, {2}, . . . {n}}. For i = 1, 2, we define the following maps:
• If the set of crossings χ i is empty, define the equivalence relation ∼ ∅ such that i ∼ ∅ j if a i and a j belong to the same connected component of the f ull-surgery L i . We define:
where * is the only state of {0, 1} ∅ .
• If the set of crossings χ i is nonempty, for every state β ∈ {0, 1} χi define the equivalence relation ∼ β such that i ∼ β j if a i and a j belong to the same connected component of the smoothing S β (L i ). We define:
Because different connected components do not intersect, the obtained partition must be non crossing.
Given an admissible cut of a link diagram L, we say that a circle in the smoothing S α (L) is inner if it doesn't contain any point of the cut; i.e. it doesn't contain any of the points a i , b j . Otherwise, the circle will be called outer. The set of these circles will be denoted by Inner α (L) and Outer α (L) respectively and their disjoint union is the smoothing S α (L).
Proposition 3.1. Given a link diagram L and an admissible cut, for every state α = (α 1 , α 2 ) we have natural one to one maps:
Proof. We prove one bijection only for the second is verbatim. For every crossing of the link diagram χ, take the smoothing neighborhood in Fig. 1 small enough such that it belongs to one of the regions R 1 or R 2 . Then, the set of circles in the smoothing S α (L) that belong to R 1 equals the set Inner α1 (L 1 ) hence the identity is a natural map between these sets. If a circle S in the smoothing S α (L) doesn't belong to R 1 then its intersection with R 2 is nonempty. By construction of the map C 1 , there is a unique circle S in the smoothing
Conversely, by the same argument, for every circle S in the smoothing
there is a unique circle S in the smoothing S α (L) such that S ∩R 2 = S ∩R 2 and clearly doesn't belong to R 1 . This correspondence defines a natural one to one map.
By definition and a similar argument to the one in the proof of Proposition 3.1, given a state α i ∈ {0, 1} χi we conclude that the sets
) for every A, B ∈ N C n In particular, for every non crossing partition A there is a natural bijection:
Because the bijections in Proposition 3.1 are natural, we have:
Given a link diagram L and an admissible cut, for every state α = (α 1 , α 2 ) we have natural one to one maps:
3.1. Order convention. Given an admissible cut of a link diagram L and a state α we define the following total order relation on Outer α (L):
Because of the natural bijection (4), we have the natural bijection:
For i = 1, 2 and for every state α i ∈ {0, 1} χi consider a total ordering on the set Inner αi (L i ). We extend these orderings to total orderings on the smoothings as follows
• For every surgery L A 1 and every state α 1 ∈ {0, 1} χ1 we extend this order to
• For every surgery L A 2 and every state α 2 ∈ {0, 1} χ2 we extend this order to
15 We say that A < B if a < b for every pair of elements a and b in A and B respectively. This ordering will be called a compatible order respect to the cut.
Finally, via Proposition 3.1 this convention defines a total order on S α (L). In effect, for every state α = (α 1 , α 2 ) there is a natural bijection:
This is well defined because of Corollary 3.2. This ordering will be called the order inherited from the compatible order respect to the cut.
Double Khovanov complex
Consider partitions A and B in Γ n . We write A ≺ B if A is finer than B; i.e. if for every a ∈ A there is b ∈ B such that a ⊂ b. We define the products: 
. . a n , b n Definition 4.1. For every non crossing partition A ∈ N C n and i = 1, 2, we define the bigraded vector space:
See that, because the set of circles containing the intersection points is a subset of the set of circles of the smoothing S α (L i ) for every state α, we have that |C i (α)| ≤ k i (α) for every state α. In particular, the expression above is well defined. The Khovanov version of the bigraded vector space defined in 4.1 is obtained by shifting degrees: 
Lemma 4.1. We have the following isomorphism of bigraded vector spaces:
such that:
Proof. Suppose that α = (α 1 , α 2 ) is a state such that C 1 (α 1 ) = A and C 2 (α 2 ) = B. Then, the number of circles in the smoothing S α1 (L 1 ) that contain the intersection points is |A| and similarly, the number of circles in the smoothing S α2 (L 2 ) that contain the intersection points is |B|. Consider a tubular neighborhood C ε of the admissible cut C such that its boundary consists of two admissible cuts:
Consider ε small enough such that:
• There is π : C ε → C a vector bundle of C.
• π has a unique continuous extension to the boundary ∂C ε .
• C ε ∩ L is a, necessarily finite, union of fibers of the vector bundle. In particular, the intersection points: j smoothing of C ε ∩ L by the opposite Kauffman smoothing. Because C ε ∩ L has no crossings, taking the smoothing neighborhoods and the parameter ε small enough we have that
In particular, the number of circles in the smoothing S α (L) containing the intersection points a 1 , b 1 , . . . a n , b n is n + |A ∨ B| − |A ∧ B|. Because the number of circles in the respective smoothings not containing the intersection points is additive respect to the cut, we have the following formula:
(1) = Number of circles in the smoothing S α1 (L 1 ) not containing the intersection points.
(2) = Number of circles in the smoothing S α2 (L 2 ) not containing the intersection points.
(3) = Number of circles in the smoothing S α (L) containing the intersection points.
Because r(α) = r(α 1 ) + r(α 2 ) we have:
Because of relation 3, after shifting degrees we have the result.
Corollary 4.2.
We have the following isomorphism of bigraded vector spaces:
Proof. Recall the definition of the surgeries (1). The curve C is an admissible cut of the surgery L A i and by the previous Lemma we have:
Because the oriented links f ull A i have no crossings, by equation (6) we have:
if A = C and the result follows.
In the Grothendieck ring of graded vector spaces, the determinant of the matrix A := a AB in Lemma 4.1 and Corollary 4.2 is non singular for its diagonal is the higher degree term. As an immediate Corollary we have: Corollary 4.3. We have the following identity in the Grothendieck ring of the abelian category of bigraded vector spaces
where A AB is the AB-cofactor of the matrix A := (a AB ) such that:
17 We abuse of notation neither writing the forgetful functor on the respective complexes nor the equivalence classes.
In particular, by formula (8) 
A,r i such that a compatible order respect to the cut was taken on the smoothings of the surgeries (See section 3.1). We define the Khovanov double complex CC(L; C) as follows:
and the vertical and horizontals differentials are given by:
The isomorphism in 9 is an immediate consequence of Lemma 4.1 and Corollary 4. Proof. We will follow the notation and definitions in the preliminary section 2. Consider a morphism of states α ∈ {0, 1, * } χ such that * only appears once:
Consider the canonical decomposition α = (α 1 , α 2 ). Because * only appears once, it must be in α 1 or in α 2 but not both. We will say that α is a left morphism if * is in α 1 and a right morphism otherwise. Suppose without loss of generality that α is a right morphism; i.e. * is in α 2 . Consider the smoothings S s(α) (L) and S t(α) (L). Because s(α) = (α 1 , s(α 2 )) and t(α) = (α 1 , t(α 2 )), the circles not containing the intersection points in the smoothing S α1 (L 1 ) remain the same; i.e. they are common to both smoothings S s(α) (L) and S t(α) (L). The set of these circles will be denoted Inner α1 (L 1 ). The set of circles containing the intersection points in the smoothing S α1 (L 1 ) will be denoted by Outer α1 (L 1 ). See that |Outer α1 (L 1 )| = |C 1 (α 1 )| hence:
By Proposition 3.1, there are natural one to one correspondences:
In particular, because we have taken compatible orderings in the smoothings, we have the following identity:
where d α and d
are the categorifications of the morphisms α and α 2 in the category of smoothings of L and L C1(α1) 2 respectively; i.e. d α = F (α) and d
where F is the topological quantum field theory functor defined in section 2.
Because of the following relation:
we have:
Summing over the set of all right morphisms α, we get the following expression:
We have proved the following isomorphism of chain complexes 20 21 :
where lef t follows verbatim and after shifting degrees we have the result.
As in the Khovanov complex, different compatible orders respect to the cut give homotopic double chain complexes. By Theorem 2.1, we have the following Corollary:
Corollary 4.5. Given an admissible cut C of an oriented link diagram L, the total complex of the Khovanov double complex is homotopic to the Khovanov complex:
We summarize our results in the following Theorem: 
In particular, from the Künneth formula in characteristic zero, we have the factorization of the Khovanov homology of the disjoint union:
Remark 4.1. In the n = 1 case, resolving the double point, the double Khovanov complexes of the disjoint union, connected sum and double point diagrams can be arranged in a short exact sequence as the one in expression (169), section 7.4 in Khovanov's original paper [4] . Evaluating the abelian groups, the subsequent long homology exact sequence involves the Khovanov homology of the disjoint union and connected sum of the tangles only.
For the general case, in characteristic zero we have the following spectral sequence:
20 Recall that given chain complexes (A • , f • ) and (B • , g • ), the k-th morphism of the chain complex A ⊗ B is:
In the formula, we think of the bigraded vector space 
Proof. To simplify the notation, we will omit the symbol A∈N Cn every time a super and a subindex repeat
22
. Consider the double complex of Proposition 4.4. Because this double complex is concentrated in the first quadrant, its spectral sequence converges to the cohomology of its total complex. Considering the horizontal filtration of the double complex, we have for the first page:
Because we are taking cohomology in zero characteristic field Q coefficients, we actually have:
We have the morphism of chain complexes
The cohomology of the morphism is just the restriction at the level of representatives and we will denote it as follows:
is a differential, the above complex is a chain complex respect to p. Taking the cohomology respect to p we have the second page:
The proof is complete. 
where D is the corresponding planar arc operation 24 of the tangle T 1 obtained from the cut C 
By formula (12), the second page has non zero entries in the zeroth and second rows only and because of the fact that the differential at the second page has (2, 1)-grade, the spectral sequence collapse. Hopf link such that the resulting Hopf link diagram is the one just considered. Because Kh(unknot) ∼ = V , the second page has non zero entries in the zeroth and second rows only as before and the spectral sequence collapse.
The mirror image case is completely similar and we have the result.
4.1.
Example. Consider the Solomon link diagram L such that (l + , l − ) = (4, 0) and an admissible cut C. The f ull-surgeries are equal and the resulting knot is ambient isotopic to the unknot. The trivial-surgeries are also equal and coincide with the Hopf link diagram such that (l + , l − ) = (2, 0):
) is the following:
The right box encloses those terms whose associated states α verify C 1 (α) = f ull while the second box encloses the term whose associated β state verify C 1 (β) = trivial. By definition 4.1, we have the bigraded vector spaces C(L 1 ) f ull and C(L 1 ) trivial :
) is the following: By direct calculation we have the following chain complex isomorphism:
hence their cohomology is the following:
The first page E 1 of the spectral sequence is the following: where χ q is the q-graded Euler characteristic. The Khovanov parameter q is related to the usual Jones parameter t by the relation: q = −t 1/2 . As an immediate corollary of equation (7) Recall that the matrix (c AB (q)) is invertible for its diagonal is the higher degree term and cannot be canceled by any other term. In particular, the analog of In the case n equals one, the formula (14) reproduce the well known factorization of a connected sum:
Formula (15) is illustrated in Fig. 6 . In the case n equals two, the splitting formula (14) reads as follows:
where L i denotes the trivial surgery. This formula is illustrated in Fig. 7 . In the case n equals three, the splitting formula (14) is illustrated in Fig. 8 .
