On a Theorem of P. Nowosad  by Karlin, S & Nirenberg, L
JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 17, 61-67 (1967) 
On a Theorem of P. Nowosad 
S. KARLIN* AND L. NIRENBERG** 
Stanford University, Stanford, California 
and Courant Institute of Mathematical Sciences, New York University 
As an application of Schauder’s fixed point Theorem combined with an 
elementary perturbation technique we present a short proof under weaker 
conditions of an extension of a Theorem of Nowosad [l]. 
THEOREM 1. Let K(s, t) be a non-negative continuous function defined on 
the square 0 < s, t < 1 such that K(s, s) > 0 for all 0 < s < 1. Then there 
exists a continuous positive function v(t) satisfying the equation 
v(s) = I l K(s, t) -!- dt, O<s<l, 0 [v(t)l= 
where 01 is a $xed positive parameter. 
bMARK. Nowosad proves the theorem under the additional assumption 
that K(s, t) is symmetric and positive semi-definite in the special case 01 = 1 
by reducing it to a corresponding theorem for symmetric matrices which is 
due to M. Marcus and M. Newman (see Section 5, 11.14 of [2]). 
Our method yields the result also in the matrix case. The equation 
corresponding to (1) induced by the 2 x 2 matrix kernel (i :) possesses no 
positive solution which shows that the condition K(s, s) > 0 (0 < s < 1) 
cannot be completely discarded. 
The proof of Theorem 1 relies on a special case of the following general 
theorem of independent interest. 
THEOREM 2. Let F be a continuous linear functional defined on C[O, 11. 
Let K(s, t) be a continuous function dejned in the closed unit square 0 < s, 
t < 1 such that for every t 
F(K(*, 9 > 0, O<Z,<l, 
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and let a(b) = min,,, (max,,,)[K(s, t)/F(K(+, t))]. Suppose p)(t, 4) is a con- 
tinuous positive function defined on 0 < t < 1, a < 5 < b. There exists a 
continuous function v(t) with F(v) = 1 satisfying 
i 
1 
K(x, t)&, v(t)) dt = k(s) O<s<l (2) 
0 
for some constant h > 0. 
PROOF OF THEOREM 2. Let F denote the convex set of all continuous 
functions v(t) defined on 0 < t < 1 normalized so that F(v) = 1. Consider 
the mapping T of r into itself defined by 
(W(s) = 
s,’ W, tldt, v(t)) dt 
F(J; W, t)g?(t, 40) 4 
We rewrite (3) in the form 
where 
&s) = ws t, and 9J(t, vW)W(., 9 
W(*, 9 ‘@) = $P(K(., t))&, v(t)) dt * 
(3) 
Notice that &s) E r for each t, p(-(t) 2 0 and l,’ p(t) dt = 1. The representa- 
tion (4) shows that T maps r into convex combinations of the functions p)Xt). 
It follows that the range of T is strictly interior to l’ in the sense that all 
image functions are uniformly bounded from below by the constant 
and uniformly bounded above by 
Let r,,, denote the set of all continuous functions v in I’ satisfying 
a < v(t) < b. The mapping T obviously sends I’,., into itself and manifestly 
determines a compact operator on r,,, . Applying the Schauder fixed point 
theorem, we may conclude that the mapping T has a fixed point vo(t) E r,,, . 
It trivially follows that 
I ’ K(s, t)dt, vo(t)) dt = hvo(s), 0 
where X = F(J’i K(s, t)p)(t, ~)~(t)) dt). Th is completes the proof of Theorem 2. 
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REMARKS. If K(s, t) > 0 in Theorem 2 and if ~(t, f) is defined for 
0 < f < 03 then, by considering ~(t, c-%) in place of p)(t, v), it follows that 
there exists a positive solution of (2) for appropriate h > 0 satisfyingF(v) = c 
for each positive constant c. If in particular ~(t, 5) = tea!, 01 > 0, there is a 
positive solution of (2) with h = 1. Th’ ’ IS 1s obtained by replacing the solution 
r+, of the theorem by h-ll~l+%+, . 
F(w) = s,‘v(t) dt. 
In our applications we shall take 
PROOF OF THEOREM 1. Weform 
K(s, 4 = qs, t) + 6, E > 0. 
Let o,(t) be a continuous positive solution of 
I l K(s, 4 l - dt = w,(s), O<s<l 0 bL(W (5) 
whose existence is assured by the remarks above. 
Multiplying (5) by l/[vJs)~+r and integrating gives 
Since K(t, s) > 8 > 0 for all ) t - s 1 < 240 < t, s < 1 and suitable 6 
we infer that 
for all 0 < [ < 1 - 8. Applying appropriately Holder’s inequality on the 
left yields 
It follows that 
l-l/. - p+1/a 
s 
and hence 
(6) 
where C is a constant independent of l . 
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With the aid of (6) in conjunction with (5) we see that VJS) is uniformly 
bounded. It is clear in view of the continuity and the positive properties 
of K(s, t) that V,(S) is also uniformly bounded away from zero. Indeed, if 
K(s, t) > 6 for 1 s - t 1 < X, then 
Since 0 < C, < v,(s) < C, < co where C, and C, are independent of E 
we infer from (5) that {vXs)> constitutes an equicontinuous family of functions. 
Invoking a standard limiting argument completes the proof. 
REMARK 1. The uniqueness assertion that Eq. (1) possesses a single 
positive continuous solution, for the range 0 < 01 < 1, can be proved very 
simply as follows. Assume two positive continuous functions u(t) and v(t) 
satisfying (1) exist. We may suppose without loss of generality that g(t) E 1, 
since otherwise we replace the kernel K(s, t) by K(s, t)/(u(s)[~(t)]~), possessing 
the solutions v(t)/u(t) and z(t) = 1. Since 
4s) = ,: K(s, t) &p dt and i K(s, t) dt 3 1, 
using the notation 
m = ,$h,v(s) 
. . 
and because of the properties of K we infer easily that 
and strict inequality holds in both relations unless v(t) = 1. It follows that 
MU-1 
F>l (7) 
unless M = m in which case equality prevails. But (7) is obviously absurd 
when 01 < 1 which implies the desired result. 
For LX > 1 uniqueness will not hold, in general, even for the 2 x 2 matrix 
case. For example, if 01 > 1 and m, M are positive numbers satisfying 
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then there are positive numbers a < 6 < 1 such that 
(E) = (; : r;)(g). 
Thus there is nonuniqueness for the matrix .x? = (f iz). 
Nowosad pointed out however that uniqueness is trivial whenever K(s, 2) 
satisfies the conditions of Theorem 1 and in addition its symmetric part 
determines a positive semi-definite kernel. In fact if u and w are solutions 
then setting 
we have the identity 
(s-w, w) = (u - v, w), 
where S is the integral operator induced by the kernel &(K(s, t) + K(t, s)). 
The left side is non-negative since X is positive semi-definite, while the 
right side is obviously negative unless u = v. 
REMARK 2. The methods of Theorem 1 suitably modified also establish 
the following result. 
THEOREM 3. Let v(t, 5) be continuous and positive for 0 < t < 1, [ > 0 
satisfying 0 < C, < q$t, 5) < C/p for some 01 > 0 and CO , C > 0 on 
0 < f < 2 and such that p(t, 5) is bounded as f---f oz. Furthermore, suppose 
that K(s, t) is non-negative and continuous for 0 6 s, t < 1 and strictly 
positive on the diagonaZ, i.e., K(s, s) > 0 for all 0 < s < 1. Then there exists 
h > 0 and v(t) continuous and positive satisfying 
i 
1 
K(s, t)y(t, v(t)) dt = hv(s). (8) 
0 
PROOF. We shall denote -&t, 5) simply by y(t). Forming the perturbed 
kernel &(s, t) and appealing to Theorem 2 implies the existence of a function 
v6(t) which is continuous and positive and satisfies 
s 1 Kts, t)ddt>> dt = bits), 0 (9) 
where 
’ J-1 ’ Kts, t)dW) dt ds I 
1 
A, = and o,(t) dt = 1. 
0 0 0 
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It follows from (9) for an interval of length 6 (cf the proof of Theorem 1) that 
Applying Holder’s inequality on the left yields 
and hence 
where C’ will denote henceforth a generic positive constant independent of E 
and .$ which may differ from equation to equation. We now define the set 
r, = {t 1 0 < w,(t) < 2, t E [O, l]}. 
Since 0 < v(v) < C/q” for 0 < 7 < 2 we infer from (10) that 
Since X, < M s,’ p)(oXt)) dt f or some constant M it follows that the inequality 
holds for all 0 < 5‘ < 1 - 6, and therefore 
1, q+.(t)) dt < c’ (1: v(W) dt)“(‘+‘)- 
Notice that for all functions u, we have 
(12) 
(13) I (tluW>21 &(t)) dt < C” 
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since p)(q) is continuous for 7 > 0 and bounded at +CO, so adding to (12) 
we find 
j: v(oc(t)) dt < c’ (1: v(u,(t)) dtriu+’ + C”, 
from which it follows readily that 
I 
1 
d4t)) dt < C, 
0 
where C is a constant independent of E. The above argument also shows 
that A, is uniformly bounded. 
We next prove that A, is bounded away from zero. This follows from (11) 
according to which 
Since 1 V, dt = 1 the measure r, is at least 4 and hence 
The remainder of the proof proceeds as in Theorem 1 mutatis mutandis. 
We remark, in conclusion, that all the results clearly extend to functions 
w(t) defined in domains in Rn. 
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