In this paper we provide an algorithm which given any m-edge n-vertex directed graph with integer capacities at most U computes a maximum s-t flow for any vertices s and t in m 11/8+o(1) U 1/4 time with high probability. This running time improves upon the previous best of O(m 10/7 U 1/7 ) (Mądry 2016), O(m √ n log U ) (Lee Sidford 2014), and O(mn) (Orlin 2013) when the graph is not too dense or has large capacities.
Introduction
The maximum flow problem is one of the most well studied problems in combinatorial optimization and encompasses a broad range of cut, matching, and scheduling problems [7] . Given a directed graph G = (V, E) with m = |E| edges, n = |V | vertices, integer capacities u ∈ Z E ≥0 , and vertices s, t ∈ V , the maximum flow problem asks to find a s-t flow f ∈ R E ≥0 which sends the maximum number of units of flow from s to t without violating capacity constraints, i.e. satisfies that f e ≤ u e for all e ∈ E (see Section 2) .
The main result of this paper is a new algorithm for solving maximum flow with high probability in time m 11/8+o(1) U 1/4 = m 3/2−1/8+o(1) U 1/4 , improving upon the previous best running times of O(m 3/2−1/14 U 1/7 ) [48] , O(m √ n) [38] , and O(mn) [52] whenever the graph is not too dense or has large capacities. Our result immediately implies comparable improvements for the problems discussed above, including computing maximum matchings in bipartite graphs.
Beyond the Laplacian Paradigm
Our results are motivated by the particularly challenging problem of improving the running time for solving the maximum flow problem in unit capacity graphs, i.e. when u e = 1 for all e ∈ E. This problem is known to be equivalent to computing a maximum set of disjoint s-t paths [37, 46] , is sufficient for solving maximum cardinality bipartite matching, and has had few running time improvements in its long history. See Section 1.3 for a more comprehensive discussion. The state-of-the-art running times for unit capacity maximum flow of O(m 10/7 ) [47] and O(m √ n) [38] are instances of what is known as the Laplacian Paradigm. Each result leverages a seminal result of Spielman and Teng in 2004 [62] which showed that Laplacian systems could be solved in nearly linear time (see Section 2 and Appendix A.2). The results of [38, 47] cast the maximum flow problem as a linear programming problem and applied interior point methods (IPMs), i.e. the state-of-theart optimization methods for provably solving linear programs [5, [38] [39] [40] ; IPMs reduce solving linear programs to solving a sequence of linear systems, which are Laplacians in the special case of the maximum flow linear program. Tailoring these IPMs to the structure of maximum flow problem [47] and improving upon classic IPM methods [38] then yield the previous state-of-the-art running times for unit capacity maximum flow. Consequently, in the previous state-of-the-art maximum flow algorithms, much of the particular structure of maximum flow is abstracted away through the application of Laplacian system solvers in IPM frameworks. [47, 48] does provide additional graph-specific analysis and techniques, however these methods are somewhat local and do not perform the same type of global graph processing that goes into solving Laplacian systems.
Though the Laplacian paradigm, i.e. using Laplacian system solvers to solve graph problems efficiently, has been widely successful [2, 3, 6, 28, 30, 37, 41, 42, 49, 51, 56, 60] , they appear to be a suboptimal primitive for solving maximum flow in certain cases. In another breakthrough of Christiano, Kelner, Mądry, Spielman, and Teng in 2011 [3] , it was noted that solving Laplacian systems correspond to a particular flow optimization problem known as electric flow, i.e. minimizing weighted ℓ 2 -norms of flows routing a particular demand; this is in contrast to solving undirected maximum flow, which is a particular ℓ ∞ minimization problem. [3] leveraged this insight and combined it with new optimization techniques to improve the running time for approximately solving maximum flow in undirected graphs, laying the groundwork for [47, 48] .
Interestingly, it was more recently shown that directly building crude generalizations of Laplacian system solvers for ℓ ∞ flow minimization, namely congestion approximators [57] and oblivious routings [28] , give almost linear time algorithms for approximating undirected maximum flow. This spawned a line of research on building new graph primitives and has since lead to even faster undirected maximum flow algorithms, nearly linear time solvers for directed graph variants of Laplacians, and more (see Section 1.3). These results raise the tantalizing possibility of using these new graph primitives to improve the running time for solving maximum flow and move beyond the Laplacian paradigm, i.e. the direct use of Laplacian system solvers. However despite extensive research obtaining such improvements for solving unit-capacity maximum flow has been elusive.
In this paper we overcome this barrier and show how to leverage a recent almost linear time flow primitive, namely the undirected graph smoothed ℓ 2 -ℓ p flow algorithm of [35] , in conjunction with Laplacian system solvers to improve upon the running time of [47, 48] . By leveraging this stronger primitive we not only obtain a faster running time, but in our opinion a slightly simpler algorithm than was obtained by previous interior point frameworks. We hope this work opens the door to further merging these diverged lines of research on directed and undirected flow algorithms and the varied optimization techniques which underlie them.
Our Results
The main result of this paper is a faster running time for solving maximum flow.
Theorem 1 (Maximum Flow). There is an algorithm which given a maximum flow problem instance on an integer capacitated graphs with n vertices, m edges, and maximum capacity U computes a maximum flow with high probability in time m 11/8+o(1) U 1/4 . This improves on the O(m 10/7 U 1/7 ) time algorithm of [48] as long as U ≤ m 1/2−ε for some ε > 0. In the case that U ≥ m 1/2 both the algorithm of [48] and Theorem 1 have runtime O(m 3/2 ), which is already known through the work of Goldberg and Rao [16] . Hence, we assume U ≤ √ m throughout the paper. An immediate corollary of Theorem 1 is the following result on solving maximum cardinality bipartite matching.
Corollary 1.1 (Bipartite Matching). There is an algorithm which given a bipartite graph with n vertices and m edges computes a maximum matching with high probability in time m 11/8+o (1) .
We achieve this result by providing a new interior point method, broadly inspired by [48] , which allows us to leverage recent advances in computing smoothed ℓ 2 -ℓ p norm minimizing flows to achieve faster running times. Further, we primarily use the smoothed ℓ 2 -ℓ p flow minimization procedure to solve a particular type of energy maximization or congestion minimization problem that also may be of independent interest and useful for further results (see Lemma 5.3 and Section 6).
Previous Work
Given the well-studied nature of the maximum flow problem, it is impossible to comprehensively cover its storied history in this short section. Instead, we cover the lines of research on maximum flow most relevant to the results of this paper. Throughout, we let m denote the number of edges, n the number of vertices, and U the maximum integer capacity in the graph. Further, we useÕ to hide polylogarithmic factors in m, n, and U and for simplicity we ignore these factors in the comparison of algorithms and do not distinguish between deterministic and randomized algorithms.
Unit Capacity Graphs: Obtaining running time improvements for exact maximum flow is a notoriously difficult open problem and obtaining improvements in the the special case of unit capacity graphs is particularly challenging. The problem was first shown to be polynomial time solvable in the work of Ford and Fulkerson [13] and a running time of O(min{m 3/2 , mn 2/3 }) was achieved in the classic work of Karzanov and Even-Tarjan [10, 27] in the 1970s. Though there has been extensive progress on improving the running time of exact maximum flow on unit capacity graphs in varied special cases (e.g. planar graphs [11, 19, 22, 54, 64] and undirected graphs [23] [24] [25] [26] ) and more general settings (e.g. multicommodity flow [12, 15, 20, 21, 28, 29, 39, 44, 58] and minimum cost flow [6, 8, 14] ), there have only been two improvements to this bound since. The work of [47] provided a O(m 10/7 ) time algorithm and [38] provided a O(m √ n) time algorithm for this problem.
In the special case of bipartite matching, the only further improvement was the work of Hopcroft and Karp [17] which showed the the problem could be solved in O(m √ n), well in advance of [38] .
Capacitated Graphs: In the 1990s there was a long line of improved algorithms for solving maximum flow on capacitated graphs (see [16] for a more comprehensive discussion). In the case of weakly-polynomial time algorithms (i.e. those that depend poly-logarithmically on U ) these results culminated in the seminal result of Goldberg and Rao in 1998 [16] which showed that the problem could be solved in O(min{m 3/2 , mn 2/3 } log U ). This was then improved to O(m √ n log U ) by [38] .
In the case of strongly-polynomial time algorithms (i.e. those that do not depend on U at all) the state-of-the-art is [52] which showed that the problem can be solved in O(mn). Further, [48] simplified components of [47] and obtained a O(m 10/7 U 1/7 ) time algorithm for maximum flow. Undirected Graphs: Though the state-of-the-art running times for exact maximum flow on directed graphs has been difficult to improve, the last decade has witnessed numerous advances in solving maximum flow on undirected graphs. One line of work [23] [24] [25] [26] achieved improved randomized combinatorial algorithms for exact maximum flow on undirected graphs. In another line of work techniques from combinatorial and continuous optimization were combined to obtain faster algorithms for approximately solving maximum flow on undirected graphs [3, 28, 53, [57] [58] [59] and Eulerian directed graphs [9, 18] . For these problems ε-approximate solutions can now be computed in nearly linear O(m/ε) time and even faster in some cases [59] .
Undirected Flow Problems: Many of the above advances in solving maximum flow hinged on advances in solving related flow problems. The algorithms of [3, 38, 47, 48] all use Laplacian system solvers to compute electric flow, i.e. weighted ℓ 2 norm minimizing flows on graphs. There have been numerous advances in solving Laplacian systems over the past decade [4, 31-34, 36, 62] and more recently advances in solving ℓ p norm variants of the problem [1, 35] . Our results hinge on a recent result [35] on computing particular combinations of the ℓ 2 and ℓ p norm of graphs efficiently.
Paper Organization
In Section 2 we give the preliminaries. In Section 3 we give an overview for our algorithms. In Section 4 we set up our main IPM framework. In Section 5 we give a framework for understanding weight changes in the interior point method and give our main improved weight change algorithms. Finally, in Section 6 we prove Lemma 5.3 which gives an efficient algorithm for controlling congestion via weight change and in Section 7 we conclude with possible simplifications and open problems.
Many proof details are deferred to the appendix, which is organized as follows. In Appendix A we give additional preliminaries for convex optimization and Laplacian solvers. In Appendices B and C we provide missing proofs. In Appendices D and E we discuss issues arising from the approximate nature of the Laplacian and smoothed ℓ 2 -ℓ p flow solvers, and numerical stability of IPMs.
Preliminaries
General notation We let R m ≥α denote the set of m-dimensional real vectors which are entrywise at least α. For a vector v ∈ R m and real number p ≥ 1 we define v p , the ℓ p -norm of v, as v p = ( m i=1 |v i | p ) 1/p . We define v ∞ = lim p→∞ v p = max m i=1 |v i |. Throughout the vectors 0 and 1 denote the vectors where all coordinates are 0 and 1 respectively. For a vector v ∈ R m let V = diag(v) denote the m × m diagonal matrix with the entries of v on the diagonal.
Graphs Throughout this paper, in the graph problems we consider, we suppose that there are both upper and lower capacity bounds on all edges. We let G be a graph with vertex set V , edge set E, and upper and lower capacities u + e ≥ 0 and u − e ≥ 0 respectively on edge e. We use U to denote the maximum capacity of any edge, so that max{u + e , u − e } ≤ U for all edges e. We let n denote the number of vertices |V |, and let m denote the number of edges |E|. Further we view undirected graphs as directed graphs with u + e = u − e by arbitrarily orienting the edges.
The Maximum Flow Problem Given a graph G = (V, E) we call any assignment of real values to the edges of E, i.e. f ∈ R E , a flow. For a flow f ∈ R E , we view f e as the amount of flow on edge e and if f e > 0 we interpret this as sending f e units in the direction of the edge orientation, and if f e < 0 we interpret this as sending |f e | units in the direction opposite the edge orientation.
We
and E − (v) denote the incoming and outgoing edges to v respectively. The incidence matrix for a graph G is an m × n matrix B, where the row corresponding to edge e = (u, v) has a 1 (respectively −1) in the column corresponding to v (respectively u).
A specific flow we consider is an ab-flow, where a is the single source, and b is the single sink. An ab-flow is a flow which routes demand vector d = tχ ab for some real number t ≥ 0 where χ ab = 1 b − 1 a is a demand vector with a 1 in position a and −1 in position b. When a and b are implicit, we write χ = χ ab . We say that a d-flow f is feasible in G if −u − e ≤ f e ≤ u + e for all e ∈ E, so that f satisfies the capacity constraints. We define the maximum flow problem as the problem of given a graph G with upper and lower capacities u + and u − , and source and sink vertices a and b, to compute a maximum feasible ab-flow. We denote the maximum value as t * .
Electric Flow and Laplacian Systems Our algorithms make heavy use of electric flows and Laplacian system solvers. Here, we review their definitions and important properties.
Let G be a graph, and let r ∈ R E >0 be a vector of edge resistances, where the resistance of edge e is denoted by r e . For a flow f ∈ R E on G, we define the energy of f to be E r (f ) def = f T Rf = e∈E r e f 2 e , where R = diag(r). For a demand d, we define the electrical d-flowf to be the d-flow which minimizes energy, i.e.f = arg min B T f =d E r (f ). As energy is strictly convex, this flow is unique.
The Laplacian of the graph G with resistances r is defined as L def = B T R −1 B. Then the electric d-flowf is given by the formulaf = R −1 BL † d, where L † denotes the Moore-Penrose pseudoinverse of L. We define potentials φ def = L † d, so thatf = R −1 Bφ. There is a long line of work [4, [31] [32] [33] [34] 36, 62] building up from early results of Vaidya [63] and Spielman and Teng [61] which give algorithms to solve such Laplacian systems to compute φ andf in nearly linear time. We defer the precise theorem statements and other results to Appendix A.2.
Overview of Approach
Our maximum flow algorithm builds on the framework of Mądry [48] . We consider the setup described in Section 2 and design algorithms that maintain a flow f ∈ R E >0 , a parameter t > 0, and weights w + , w − ∈ R m ≥1 such that B T f = tχ and f is an approximate solution to the following optimization problem.
Here, V (f ) is known as the weighted logarithmic barrier function and penalizes how close f is to violating the capacity constraints and t controls how much flow is sent from a to b. Broadly speaking, IPMs iterate towards optimal solutions by trading off the quality of the current iterate, e.g. B T f = tχ, and the proximity of the point to the constraints, e.g. V (f ). The previous maximum flow IPMs [38, 47, 48] and the methods of this paper all follow this template. In particular, [48] and our method alternate between taking Newton steps to improve the optimality of f in solving (1) (known as centering) and computing a new flow and new weights which approximately solve (1) for larger values of t (which we call a progress step).
Centering and progress steps in both [48] and our method involve computing an electric flow for edge resistances induced by the Hessian of V (f ). Centering is achieved by using this flow to add a circulation to the current flow and progress steps are made by adding a multiple of the χ-electric flow to the current flow. [48] showed that by a minor modification to the graph, called preconditioning (see Section 4.4), it can be easily shown that even without weight changes alternating between such centering and progress steps suffices to obtain a O(m 3/2 log U ) time algorithm. Obtaining such a O(m 3/2 log U ) time algorithm for solving maximum flow by IPMs and Laplacian system solvers is easily achieved by classic interior point theory [8, 55] and state-of-the-art maximum flow IPMs [38, 48] all improve by more carefully changing weights and designing progress steps.
In particular, [48] achieves its O(m 10/7 U 1/7 ) runtime by considering a more fine-grained analysis of how much progress a progress step can make. The paper considers the congestion vector, defined as the ratio of amount of χ-electric flow induced by Hessian resistances to the residual capacity of each edge (see Section 4.2) . In other words, the congestion vector bounds how quickly adding the electric flow to the current flow would saturate each edge. The work of [47, 48] both note that the ℓ ∞ -norm of this vector bounds how much flow can be added without violating a constraint and the ℓ 4 -norm bounds how much flow can be added such that centering can still be performed in O(m) time. This is reminiscent of the classic predictor-corrector IPM analysis [45, 65] .
Further, [47, 48] note that when the ℓ ∞ and ℓ 4 norm of the congestion vector are large then increasing the resistances of the congested edges would dramatically increase the energy of the electric flow. This was a key insight of [3] , albeit in a different setting. Consequently, [48] repeatedly increases the weights of congested edges (called boosting) until the congestion vector is sufficiently small. By using electric energy as a global potential function and analyzing how it evolves over progress, centering, and boosting steps, the paper is able to control the total amount of weight change and total runtime of boosting steps necessary to reduce the ℓ ∞ and ℓ 4 norms of the congestion vector. Carefully trading off these quantities yields the running time of [48] .
To improve on [48] we bypass the cost of computing such repeated weight increases and ultimately alleviate the need for such a global energy potential amortized over the life of the algorithm. We treat the problem of computing a small amount of resistance increase needed to increase energy (and thereby decrease congestion) as a self-contained optimization problem. We analyze the budgetconstrained energy maximization problem and use this to show that a small amount of weight change suffices to obtain good bounds on the ℓ ∞ norm of congestion.
Further, we show that this budget-constrained maximization problem can be solved approximately in almost-linear time, yielding congestion-reducing weight changes, by leveraging recent smoothed ℓ 2 -ℓ p flow solvers of [35] . The connection between smoothed ℓ 2 -ℓ p flows and energy maximization in the context of implementing a low-width multiplicative weights oracle as in [3] had been noted by [35] and we formally show that this machinery applies in our setting. This involves a variety of convex-optimization reduction techniques and analysis provided in Section 6.
We leverage this congestion reduction procedure to design a new progress step. We compute congestion reducing weights and then look at the electric flow induced and show that after taking a progress step it is possible to undo some of the weight change we performed. This yields better bounds on the total weight change performed, but unfortunately this step still has too large a congestion for centering to be efficient. To overcome this, we show that further weight changes can be performed after the progress step so that centering can be performed efficiently.
Putting this all together, we show that for all η, provided that there is at least an additive m 1/2−η units of flow still left to route, we can route a m −1/2+η -multiplicative fraction of the remaining flow in almost linear time per step, while increasing the weights by at most m 5η U , where U is the maximum capacity of any edge. Picking η = log m (m 1/8−o(1) U −1/4 ) to trade-off these two cases and computing the remaining flow by augmenting paths [37] ultimately yields our final result.
We believe that our algorithm makes two broader contributions to the theory of IPMs and maxflow beyond improving its runtime. First, our algorithm uses both ℓ 2 norm and smoothed ℓ 2 -ℓ p norm flow minimization procedures (Laplacian system solvers and [35] ). We hope that this use of undirected graph tools beyond Laplacian system solving to solve directed maximum flow will open the door to further advances by combining these two lines of research. Second, our algorithm is the first that breaks the m 3/2 barrier for maximum flow without using energy as a potential function over the life of an IPM. Interestingly, we show that even simpler variants of our method could achieve this goal (see Section 7) and we hope this insight will also aid further research.
Interior Point Method Setup
It is known how to reduce directed maxflow to undirected maxflow with linear overhead, and we give a proof in Appendix B.4. Throughout this section, we assume our graph is undirected, so that u + e = u − e . All other proofs in this section are deferred to Appendix B.
The Central Path
Here we give our interior point framework, which is broadly inspired by [48] , and introduce important notation. 1 As discussed in Section 3, we work with the setup of the maximum flow problem defined in Section 2 and for a parameter t and weight vectors w + , w − ∈ R m ≥1 , consider the optimization problem (1) . Assuming that there is a feasible tχ-flow, optimality conditions give that the gradient of V at the optimum f * t,w of (1) is perpendicular to the kernel of B T , i.e. there is a dual vector y ∈ R V such that By = ∇V (f * t,w ). Consequently, for parameter t and weight vectors w + , w − we say that a dual vector y ∈ R V and flow f are on the weighted central path if and only if
For simplicity, we write
For a flow f and weights w define the resistances induced by f and w as
and
Here R implicitly depends on f . We define the slacks s e as s e = min{u + e − f e , u − e + f e }. Note that 1/s 2 e ≤ r e . Our algorithm maintains points (f, y, w) that are approximately on the central path. We quantify this through the gaps g ∈ R E and coupling as follows.
Definition 4.1 (Coupling). For a point (f, y, w) and parameter t, let g ∈ R E be defined as in (4) . We say that edge e is ζ e -coupled if |g e | ≤ ζ e . We say that the point
When t is clear from context, we simply say that a point (f, y, w) is γ-coupled. We let F t def = t * −t denote the difference between the value of the maxflow and the value of the current flow.
Our algorithm initializes a 0-coupled solution for t = 0, w + = w − = 1. This is trivial to compute as for undirected graphs, i.e. where u + = u − , it is the case that f = y = 0 is 0-coupled for t = 0. After initialization, our algorithm then follows the following general template.
1. Progress step. We start with a point (f, y, w) that is 0-coupled. The parameter t is increased (say to t new ), the weight vector is changed to w new , and we compute a new point
In increasing t to t new , we will have multiplicatively decreased the value of F t .
2. Centering step. We take the 1 100 -coupled point above and compute a new 0-coupled point with the same parameter t and weights w.
Congestion Vector and Norms
In this section, we define the congestion vector and its norm, which appear in the analysis of the progress step. Consider a graph H with the same edge set as G, but with edge resistances r e defined in (3) . Letf be the electric χ-flow in H. We callf the electric χ-flow induced by the point (f, y, w). Define the forward and backwards congestion vectors ρ + , ρ − ∈ R E as
Define ρ ∈ R 2E as ρ = (ρ + , ρ − ) and for k ∈ [1, ∞], define the weighted ℓ k -norm of ρ as
We can relate ρ 2 w,2 to the electric energy of the flow.
e for all edges e and ρ 2 w,2 = E r (f ).
Following the Central Path
In this section, we explain the effect of progress and centering steps on how coupled our point (f, y, w) is. We start by analyzing a progress step. 
Preconditioning
Combining Lemma 4.3 and Lemma 4.4, we see that we can increment our total flow by Ω( ρ −1 w,4 ) in O(m) time. Therefore, it is fruitful to understand ρ w,k for various k. As was done in [48] , we modify or precondition our graph to obtain such bounds on the congestion vector. Here we describe the preconditioning procedure and state the bounds.
To precondition our undirected graph G, we add m undirected edges of capacity 2U between source a and sink b. This increases the maximum flow value by 2mU. Throughout the remainder of the paper, we say that the graph G is preconditioned if it is undirected and we have added these edges. Now, we show the following lemma. Here, we have defined w ∈ R 2E as w = (w + , w − ).
At the start of the algorithm, as we initialized w + = w − = 1, we have w 1 = 2m. To apply Lemma 4.5 we need to maintain the invariant that w 1 ≤ 3m throughout.
Combining these pieces immediately gives us an algorithm with runtime O(m 3/2 log U ). Precisely, note that ρ −1 w,4 ≥ ρ −1 w,2 ≥ Ω(F t /m 1/2 ) by Lemma 4.5. Therefore alternately using Lemma 4.3 with δ = 1 100 ρ w,4 and Lemma 4.4, we route m −1/2 fraction of the remaining flow in each iteration in O(m) time. Therefore, after O(m 1/2 log U ) iterations, we will have computed a flow within one unit of optimal-at this point we can round the flow to an integral flow using known techniques (see [37, 47] ) and do augmenting paths computations. Note that this algorithm does not perform any weight changes, so that w + = w − = 1 throughout.
Maximum Flow in Time m
In this section we introduce our new weight change algorithms and main progress step. In Section 5.1 we explain how to perform weight change while keeping our point (f, y, w) coupled. In Section 5.2 we describe our main lemma for efficiently controlling congestion via weight change. In Section 5.3 we introduce new weight change algorithms to control the coupling of our new point (f new , y new , w new ) beyond the guarantees provided by the control on congestion. In Section 5.4 we give our full algorithm for maxflow and analysis.
Throughout the section, we assume that our graph G is undirected and preconditioned. We run our algorithm until F t = m 1/2−η , at which point we can use augmenting paths. Therefore, we assume F t ≥ m 1/2−η throughout this section. In our analysis, we assume that η ≤ 
Weight Change for Maintaining Coupling
We defer all proofs in this section to Appendix C. During our algorithms, we need to perform weight increases while maintaining the coupling of our point (f, y, w) in order to increase the resistances of edges with high congestion ρ e . Algorithm ComputeWeights computes a weight increase inducing a desired resistance increase.
Lemma 5.1 (Algorithm ComputeWeights). Consider a point (f, y, w), and let ζ ∈ R E ≥0 be a vector such that edge e is ζ e -coupled for all edges e ∈ E. Let r be the resistances as defined in (3).
In order to control the weight change, we can bound the slacks s e for edges of high congestion. This was shown in [48] .
Weight Change for Controlling Congestion
Here, we state our main result that we can control the congestion ρ w new ,∞ via weight change. We wish to control ρ w new ,∞ because our step size δ ≤
. We call our algorithm to do this ControlCongestion(f, y, t, w), which returns a vector r ′ of resistance increases and a corresponding weight increase vector w ′ .
Let r denote the resistances as defined in (3). There is an algorithm that in m 1+o(1) time returns a resistance increase vector r ′ ∈ R E ≥0 and weight increase vector
4. The new congestion vector ρ satisfies s e max{ρ + e , ρ − e } ≤ 1 100 m −3η ρ w new ,2 for all edges e. Here, we give some intuition for the conclusion of Lemma 5.3. Item 1 is necessary to increase the resistances by r ′ while maintaining coupling. Item 2 says that we have not increased the resistances by too much. Combining this with item 1 allows us to bound the weight change too. Item 3 bounds the congestion of the electric χ-flow induced by weights w new . Finally, item 4 is a condition that enables us to perform weight reduction step in Lemma 5.5.
We prove Lemma 5.3 in Section 6. In the remainder of this section, we use Lemma 5.3 to achieve an efficient maxflow algorithm.
Weight Changes During the Progress Step
Given the bound ρ w new ,∞ ≤ m −η ρ w new ,2 , we would like to set δ = 1 100 m η ρ w new ,2 , and take a step of size δ by Lemma 4.3. As δ ≤ Return w ′ such that all edges e ∈ S are 0-coupled for point (f, y, w + w ′ ).
Algorithm 3: ReduceWeights(f, w). Takes in a flow f and weight increases w. Returns w ′ of smaller weight changes that induces the same coupling as w.
not yet 1 100 -coupled, so the algorithm computes a set of edges S 1 ∪ S 2 to perfectly center in line 6. Here, S 1 is the set of edges that are highly congested, and S 2 is the set of edges whose resistance is significantly decreased through the weight reduction step in line 5. Perfectly centering an edge e involves performing weight change to make edge e 0-coupled, and this is done in Algorithm 2. The weight change w ′′′ necessary to perform perfect centering is computed in line 7.
We now analyze algorithm PerfectCenter (Algorithm 2). 
for all e ∈ S. Proof. Set g e as in line 1 of Algorithm 2. By assumption, |g e | ≤ ζ e . w ′ is chosen precisely so that edge e is 0-coupled for all e ∈ S. Also, max{(u + e − f e )|g e |, (u − e + f e )|g e |} ≤ 2U ζ e as desired.
Algorithm ReduceWeights (Algorithm 3) gives a way to reverse weight changes done in algorithm ControlCongestion. Here, we analyze the effect of doing these weight reductions.
, weight increase vectors w ′ , w ′′ , and resistance vectors r ′ , r new satisfying the following.
Here, ρ is the congestion vector for point (f, y, w new ).
r
Proof. Because w ′ was computed from r ′ using Lemma 5.1 we have that 
-coupled for weights
By the definition in line 3 of Algorithm 3 we have
Therefore, it follows that
By Lemma 5.3 we have that
by our choice of δ as desired.
We now combine Lemmas 5.4 and 5.5 to analyze algorithm Progress(f, y, t, w).
Lemma 5.6 (Algorithm Progress). Consider a 0-coupled point (f, y, w) for parameter t, and
Proof. Define f new , y new , w new , w new 2 , w new 3 , w ′ , w ′′ , w ′′′ , r ′ , r new as in Algorithm 1, and let ρ be the congestion vector for point (f, y, w new ).
The algorithm runs in m 1+o(1) time. We can bound
by Lemma 4.5. We have that w new 3 1 − w 1 = w ′′ 1 + w ′′′ 1 . By Lemma 5.5 we have that w ′′ 1 ≤ m 4η+o(1) U. To bound w ′′′ 1 we separately bound the contributions from the cases e ∈ S 1 and e ∈ S 2 . For the former case, we can use Lemma 5.5 and Lemma 5.4 to bound the contribution from edges e ∈ S 1 by
where we used Lemma 5.2 and Lemma 4.5. The contribution from e ∈ S 2 can be bounded by 
where we have used Cauchy-Schwarz, the definition of S 1 , and our definition of δ.
Full Algorithm and Analysis
Here we provide our Maxflow algorithm (Algorithm 4). For simplicity, we assume that our starting graph has been preconditioned as discussed in Section 4.4.
Algorithm 4: Maxflow(G). Takes an undirected graph G with maximum capacity U , and which has been preconditioned. Returns the maximum ab flow in G. We now show that the invariant w 1 ≤ 3m holds throughout. By Lemma 5.6, the total weight at the end is bounded by
by our choice of η. Because of our use of Lemma 5.5 there is a temporary weight increase of m 6η+o(1) U 2 during each iteration of line 4. By our choice of η, we can bound m 6η+o(1) U 2 ≤ m/2. Therefore, at all times the total weight is at most 2m + m/2 + m/2 = 3m, so w 1 ≤ 3m holds throughout.
Finally, we show that Maxflow(G) runs in time m 3/2−η+o (1) . Each of line 4,6 execute O(m 1/2−η ) times. By Lemmas 4.4 and 5.6 each execution requires m 1+o(1) time. Therefore, the total runtime of these is m 3/2−η+o (1) . We can round to an integral flow in O(m) time [37, 47] . The augmenting paths computation at the end also requires O(m · m 1/2−η ) = O(m 3/2−η ) time.
Efficient Congestion Control via Energy Maximization
In this section, we prove Lemma 5.3. We wish to efficiently compute a weight vector w new such that the electric χ-flow associated to point (f, y, w new ) has congestion vector satisfying ρ w new ,∞ ≤ m −η ρ w new ,2 . As the proofs in this section involve changing the resistances and computing electric flows, it is convenient to definef r as the electric χ-flow with resistances r for all vectors r ∈ R E >0 . If we boost an edge e with large ρ + e or ρ − e by increasing the corresponding resistance r e , then we significantly increase the energy of the corresponding electric flow. The following lemma shows this formally. It is proved in Appendix C.3 and was used in previous literature [3, 47, 48] . Recall that we have definedf r andf r+r ′ as the electric χ-flows for resistances r and r + r ′ respectively. Lemma 6.1. Let resistances r be defined as in (3), and let ρ be the corresponding congestion vector. For any vector r ′ ∈ R E ≥0 where 0 ≤ r ′ e ≤ r e for all edges e ∈ E, we have that
The approach of [48] combines Lemmas 5.1, 5.2 and 6.1 to show that it is possible to significantly increase the electric energy without too much weight change when the electric flow is congested, i.e. ρ w,∞ is high. This may require multiple rounds of weight changes, as an edge e ′ may become congested as the result of boosting edge e. To more efficiently compute weight changes that give our desired congestion bound, we instead look at the problem of maximizing the increase in the logarithm of electric energy given a weight change budget of W .
Formalizing this, consider the electric χ-flowf r given by the resistances r, which are induced by the weights w. Define the matrices R = diag(r), S = diag(s), C = 4U S, where s is the vector of slacks. C is defined so that if we had wanted to increase the resistances from r to r + r ′ , then it would suffice to increase the total sum of weights from w 1 to w 1 + Cr ′ 1 by Lemma 5.1. Consequently, we consider the following problem of maximizing the energy increase under a total weight change budget of W : max
We use Sion's minimax theorem as follows to rewrite the problem, where R ′ = diag(r ′ ).
where f 2 is the entry-wise square of the vector f . Also, we define
Intuitively, g(W ) is the maximum (multiplicative) increase that we can cause in the electric energy with weight change budget W . If we have an exact solver in almost linear time for (7), then we can compute g(W ) in almost linear time for each W . Additionally, we can recover the vector r ′ achieving this using standard techniques. Before continuing, we show that g is concave by showing that energy is concave in edge resistances. Lemma 6.2 (Energy is concave in r). For a graph G with resistances r, letf r be the electric χ-flow given by the resistances r. Then the function E r (f r ) is concave in r as a function on R E ≥0 .
Corollary 6.3. For diagonal matrix C with positive entries on the diagonal, define g q :
for some q ∈ [1, ∞], wheref r+r ′ andf r are the electric χ-flows for resistances for r + r ′ and r respectively. Then g q is concave and g q (W )/W is decreasing in W .
We prove these in Appendix B.6. Now, we fix a parameter d and compute a W such that g(W ) ≤ dW assuming that an exact linear time solver exists for (7) . We do this for two reasons. First, as g(W ) ≤ dW we know that the logarithm of electric energy increased by dW while our total ℓ 1 norm of weights increased by at most W . This will allows us to control the total weight change by bounding the electric energy. Second, we can leverage Corollary 6.3, Lemma 6.1, and Lemma 5.1 to control ρ w,∞ where ρ is the new congestion vector induced after the weight changes. Essentially, we argue that if there is an edge e where ρ + e or ρ − e is high, then by Lemma 6.1 that we can get a significant energy increase by increasing r e . We bound the weight increase through Lemma 5.1, and use concavity (Corollary 6.3) and our choice of W to bound ρ + e and ρ − e . This gives a bound on ρ w,∞ .
Unfortunately, we do not have an exact solver for (7) , but due to recent work of Kyng et al. [35] on optimization of smoothed ℓ 2 -ℓ p flows we have a high accuracy solver for a similar problem. We have the following theorems, which show that we can find flows minimizing combinations of the 2 and p norms to high accuracy in almost linear time. Precisely, Theorem 2 was stated with errors 1 poly(m) in Theorem 1.1 in [35] , but the analysis shows that error Through a standard reduction, we can also solve a "homogeneous" smoothed ℓ 2 -ℓ p flow problem. We prove Theorem 3 by a reduction to Theorem 2 in Appendix B.7. Essentially, we show that for positive convex functions f and g we can compute a minimizer for f + g given an oracle for minimizing f + Cg p/2 for any constant C. Now, we explain how to apply the results of Theorem 3. First, we smooth the constraint in (5) to a ℓ q constraint for q ≈ 1 + 1 √ log m instead of an ℓ 1 constraint. Precisely, we proceed as follows. Below, p = ⌈ √ log m⌉ and q is such that ℓ p and ℓ q are dual and p −1 + q −1 = 1.
= min
As Cr ′ 1 ≤ 1 p Cr ′ q ≤ m o(1) Cr ′ q , we can still control the total true ℓ 1 of weight change through this objective in (10) . Unfortunately, we still cannot solve (10), as the solver in Theorem 3 only applies to the situation where the ℓ p part of the objective ( f 2 p ) has unit coefficients. To resolve this we carefully choose the cost matrix C so that the resulting optimization problem we get has unit weights on the ℓ p part of the objective. This choice creates a need for weight reductions (see Lemma 5.5) . We remark that our algorithm can be simplified if we had access to a solver allowing weights in Section 7.
Before proving Lemma 5.3, we formally show that the results of Theorem 3 can give us a solution to a variant of our original energy maximization problem (5) . Lemma 6.4. Let G be a graph with m edges. Let p = √ log m and let q be such that p −1 + q −1 = 1.
Let r ∈ R E >0 be a vector of resistances. Define
For all W ≥ 0, there is an algorithm that in m 1+o(1) time computes a vector r ′ ∈ R E ≥0 such that r ′ q ≤ W and
Proof of Lemma 6.4. For the purposes of this proof, we assume that the solver in Theorem 3 is an exact solver. We deal with inexactness issues in Appendix D.
Let R = diag(r), R ′ = diag(r ′ ). The manipulation in (9) and (10) with C = 1 shows
Let f * be the optimum for (11), which we can compute in almost linear time by Theorem 3. Define
. We can compute that
Optimality conditions give that the gradient computed in (12) at f = f * must be is perpendicular to the kernel of B T , i.e. there must exist a vector φ satisfying
We set r ′ = W (f * ) 2(p−1)
, so that r ′ q ≤ W. Also, the flow f * is electric for resistances r + r ′ by (13) . Hence, E r+r ′ (f r+r ′ ) = E r+r ′ (f * ) = OP T as desired.
Proof of Lemma 5.3. Let p = ⌈ √ log m⌉ and q be such that p −1 + q −1 = 1. For resistances r, letf r denote the electric χ-flow induced. Write
By Lemma 6.4 with d = 1 20000 m −6η and W = C 0 d −1 log m (C 0 is some large constant we choose later) we can compute g q (W ) and the resistance changes r ′ inducing the optimum for g q (W ).
We now argue that g q (W )/W < d. Note that becausef r is a unit flow,
Therefore, as E r (f r ) ≥ 1 m 2 U 2 as [f r ] e ≥ 1 m for some edge e, and r e ≥ 1 U 2 , we have that
for our choice W = C 0 d −1 log m, and sufficiently large C 0 depending on η ≤ 1 2 and U ≤ √ m. Now, we have that (1) . Fix an edge e ∈ E. Define the vector r ′′ as r ′′ e = r e and r ′′ e ′ = 0 for e ′ = e. Define W ′ = r+r ′ +r ′′ q − r+r ′ q ≤ r ′′ q = r ′′ e . By Corollary 6.3 we have that
W . Rearranging this, we have that
By Lemma 6.1 we have that
Combining this with the previous equation gives us that 
Potential Simplifications and Open Problems
We briefly remark that if Theorem 3 allowed for objectives of the form f T Rf + Cf 2 p for diagonal matrices C, then much of the analysis may be simplified. Precisely, repeating the proof of Lemma 5.3 would directly give w ′ 1 ≤ m 4η+o(1) U without weight reduction. Additionally, weight reduction could not help improve this bound because δ max{ρ + e , ρ − e } = Ω(1) in the tight case of our analysis. Also, we would not need the set S 2 in the proof of Lemma 5.6, as set S 2 was defined strictly to analyze edges whose resistance significantly reduced after a weight reduction step. Consequently, optimizing these weighted objectives is a key open problem left by this work.
Finally, we note that if we did not perform weight reduction (Lemma 5.5) in our current proof, then the weight increase per iteration would be m 6η+o(1) U 2 by Lemma 5.5 item 3. This would yield a total weight increase throughout the algorithm of m 1/2+5η+o(1) U 2 and a runtime of m 7/5+o(1) U 2/5 after choosing m η = m 1/10−o(1) U −2/5 . Interestingly, this still improves over the algorithms of [47, 48] for small values of U .
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A Additional Preliminaries

A.1 Convex Optimization Preliminaries
In this section, we state some preliminaries for convex optimization. These will be used in Appendices B, D and E. We assume all functions in this section to be convex. We also work in the ℓ 2 norm exclusively. Proofs for the results stated can be found in [50] .
Matrices and norms. We say that a m × m matrix M is positive semidefinite if
For m × m positive semidefinite matrices M 1 , M 2 and C > 0 we say that
Lipschitz functions.
Here we define what it means for a function f to be Lipschitz and provide a lemma showing its equivalence to a bound on the norm of the gradient. Smoothness and strong convexity. We define what it means for a function f to be convex, smooth, and strongly convex. We say that a function f is convex on X if for all x, y ∈ X and
We say that f is µ-strongly convex on X if for all x, y ∈ X and 0 ≤ t ≤ 1 that
Lemma A.3. Let f : R n → R be a differentiable function, and let X ⊆ R n be an open convex set. Then f is µ-strongly convex on X if and only if for all x, y ∈ X we have that
Also, f is L 2 -smooth on X if and only if for all x, y ∈ X we have that
We can equivalently view smoothness and strong convexity as spectral bounds on the Hessian of f . Smoothness allows us to relate function error and the norm of the gradient.
Lemma A.5. Let X ⊆ R n be an open convex set, and let f : R n → R be L 2 -smooth on X . Define x * = arg min x∈R n f (x), and assume that x * exists and x * ∈ X . Then for all x ∈ X we have that
Strong convexity allows us to relate function error and distance to the optimal point.
Lemma A.6. Let X ⊆ R n be an open convex set, and let f : R n → R be µ-strongly convex on X . Define x * = arg min x∈R n f (x), and assume that x * exists and x * ∈ X . Then for all x ∈ X we have that
A.2 More on Electric Flow and Laplacian Systems
Laplacian systems can be solved to high accuracy in nearly linear time [4, 31-34, 36, 62] . Electric flows are given by potentials. This formula is called Ohm's law -for every edge e = (u, v) we have thatf e = φv−φu re . This gives us an alternate formula for electric energy:
This formula gives us a dual characterization of the energy of the optimal electric flow in terms of potentials. Further, as the following standard lemma shows, we can use any φ ′ with d T φ ′ = 1 to lower-bound energy (see, e.g. [47] Lemma 2.1, for proof).
Lemma A.7. For any graph G with edge resistances r e , we have that
wheref is the electric d-flow given by the resistances r. Further, if φ = L † d are the potentials induced by the optimal electric flow, then the minimizer of (15) is given by φ ′ = φ/E r (f ).
B Missing proofs
B.1 Proof of Lemma 4.2
Proof. We have that
by the definition of r e (see (3)). Now we have that
B.2 Proof of Lemma 4.3
First, we state a Taylor approximation result from [48] that will be useful for our analysis.
Lemma B.1. If, u 1 , u 2 , w 1 , w 2 > 0, u def = min{u 1 , u 2 }, and x ∈ R satisfies |x| ≤ u/4, then
Proof of Lemma 4.3. Let f ′ and y ′ be the desired changes in f and y respectively. To maintain good coupling, we want for (2) to still hold after the update up to second order terms. Precisely, we want
Set R = ∇ 2 V (f ) and L = B T R −1 B, so that L is a Laplacian. Solving the above system, we get that y ′ = δL −1 χ and f ′ = R −1 By ′ = δf , i.e. δ times the electric flow with resistances r. By Theorem 4, we can compute f ′ and y ′ in O(m) time.
Set f new = f + f ′ and y new = y + y ′ . We first compute the coupling of an edge e = (u, v). Define 1 e ∈ R E to be the indicator vector of edge e. Then the coupling of edge e is
where we have used that (f, y) is 0-coupled, Lemma B.1, and the definition f ′ = δf . This completes the proof of the second point in Lemma 4.3.
We now bound how coupled (f new , y new ) is. We can compute from the above and Cauchy-Schwarz that
Now, we have that R ′ ≈ 2 R, where R ′ are the new resistances induced by f new . Therefore, we have that 4 . This completes the proof of the third point in Lemma 4.3.
B.3 Proof of Lemma 4.4
Proof. Let f ′ and y ′ be the desired changes in f and y respectively. Define g = By − ∇V (f ) as in (4) . We want for
. Solving the previous system gives us that
for P = (I − R −1/2 BL −1 B T R −1/2 ), an orthogonal projection matrix. By Theorem 4, we can compute both y ′ and f ′ in O(m) time.
Set f new = f + f ′ and y new = y + y ′ . We claim that (f + f ′ , y + y ′ ) is 10γ 2 -coupled. Because (f, y) is γ-coupled, we know that R −1/2 g 2 2 ≤ γ. By the same computation as in the proof in Appendix B.2, our construction of f ′ and y ′ , and Lemma B.1 we have that
where R ′ are the new resistances induced by f + f ′ . Therefore,
B.4 Reduction to undirected maxflow
Here, we explain how to reduce directed maxflow to undirected maxflow [43, 47] . Let G be a directed maxflow instance with single source a, sink b, and maximum edge capacity U . Assume that the maximum flow in G has value t * .
Construct , and directed edges to and from a and b of capacity 2c e . The edges towards a and from b cannot contribute to any flow, hence the maximum flow inĜ ′ (f ′ ) has value 2t * . Therefore, the maximum flow in G ′ is 2t * + e∈E(G) c e . In this way, we can compute the maxflow in G from the maxflow in G ′ (see [43, 47] ). Also, G ′ has O(m) edges as desired and maximum capacity U as desired.
B.5 Proof of Lemma 4.5
We follow the approach of [48] .
Bounding |χ T y|. We show the following.
Lemma B.2. Consider a preconditioned graph G. Let point (f, y, w) be 1 100 -coupled for parameter t. Then we have that |χ T y|
We now bound the contribution of edge e to (17 Hence we can bound the quantity in (17) by 2 w 1 as desired. Now we show χ T y ≥ − 4 w 1 Ft . By symmetry, throughout the algorithm, all the preconditioning edges will have the same weights and flows. For any preconditioning edge e, we have that f e ≥ −U. Indeed, if all the m preconditioning edges have f e < −U , then the remainder of the graph must support an ab-flow of value greater than mU , a contradiction. Now, we can write By = ∇V (f ) + R 1/2 ψ. For a preconditioning edge e this gives us that
where we have used |ψ e | ≤ 1 100 for all e and that all m preconditioning edges have the same weights. Now, we have
Proof of Lemma 4.5. We now use Lemma B.2 to complete the proof of Lemma 4.5.
Controlling congestion of preconditioning edges. We will show that for each of the m preconditioning edges e that min(u + e −f e , u − e +f e ) ≥ Ft 7 w 1 Recall that for each of the m preconditioning edges that u − e = u + e = 2U. By symmetry, all preconditioning edges e have the same weights w + e and w − e . Without loss of generality assume that u + e − f e ≤ u − e + f e , and the other case is similar. Assume u + e − f e ≤ Ft 7 w 1 for contradiction. Then we have that f e ≥ u + e − Ft 7 w 1 ≥ 2U − 3mU 14m ≥ 3 2 U. Then, u − e + f e ≥ 7 2 U. Finally, we have from the above and the fact that (f, y) is 1 100 -coupled that
a contradiction. Here, we have used F t ≤ 3mU .
Finishing the bound. First we bound from above that Therefore, we have that the energy E r (f ) induced by resistances r is at most m·
Finally, we have that ρ 2 w,2 = E r (f ) ≤ 
For the following computation, we write it as if L is invertible. Indeed, the kernel of L is just the vector 1, so that we can restrict to the orthogonal complement of the vector 1 and perform the computations in that space. For all e ∈ E we have
where [f r ] e is the entry off r corresponding to edge e. Consequently, for all e 1 , e 2 ∈ E we have
where we used 1 e 1 =e 2 to denote the indicator for the event that e 1 = e 2 . Now letting F ∈ R m×m denote the diagonal matrix with F e,e = [f r ] e for all e ∈ E we have that Proof of Corollary 6.3. Define v(r ′ ) = log E r+r ′ (f r+r ′ ) − log E r (f r ). By Lemma 6.2, we have that v is concave in r ′ , as the logarithm of a nonnegative concave function is concave. Take 0 ≤ λ ≤ 1. Consider W 1 , W 2 ≥ 0 and let
In this way, Cr i q ≤ W i and v(r i ) = g q (W i ). Note that
as desired. Here, we have used that
To deduce that g q (W )/W is decreasing, it suffices to note that g q (0) = 0, g q is increasing, and g q is concave.
B.7 Proof of Theorem 3
We first show a generic reduction lemma. Lemma B.3. Let f, g : R n → R be functions such that f is µ f strongly convex. Let T 1 > 0 be a constant such that f (x) ≥ T 1 and g(x) ≥ T 1 for all x ∈ R n . Let h : R ≥0 → R ≥0 be a monotonically increasing convex function. Let C 0 be a positive constant, and define
.
Let X ⊆ R n be a region such that x * ∈ X and that f (x) ≤ T 2 and g(x) ≤ T 2 for all x ∈ X . Define
Assume that g is L g -Lipschitz in the ℓ 2 norm on X , and that h and
and let Z 1 and Z 2 be constants such that
Say that for all C ∈ [Z 1 , Z 2 ] there is an oracle running in time T (ε) that computes y C ∈ R n satisfying
Then there is an algorithm that with inputs f, g, h, C 0 , X , µ f , L g , L h , Z 1 , Z 2 , H 1 , H 2 , ε 1 satisfying
and computes a y ∈ R n satisfying ∇f (y) + C 0 ∇g(y) 2 ≤ ε 1 .
Proof. We first overview the proof, then show the necessary claims in the following paragraphs.
Overview. As in the statement of Lemma B.3, define x C = arg min x∈R n f (x) + C · h(g(x)), and define the function w : R ≥0 → R by w(C) = C · h ′ (g(x C )). By optimality conditions, we have that
Also, we have that ∇f (x * )+C 0 ∇g(x * ) = 0. Thus, if we find a C * with w(C * ) = C 0 , then ∇f (x C * )+ C 0 ∇g(x C * ) = 0, hence x C * = x * . To compute C * , we show that w(C) is increasing and then binary search to compute C * . Finally, we analyze the guarantees of the algorithm, using that our calls to the oracle only return approximate minimizers y C .
Showing that w(C) is increasing. We now show that w is increasing in C. To show this, we first compute dx C dC . For simplicity, define y C = dx C dC . By optimality conditions, we can write ∇f (x C ) + C · h ′ (g(x C ))∇g(x C ) = 0. Differentiating this with respect to C and solving for y C gives
Also, note that
by convexity of f, g and monotonicity and convexity of h. Finally, we can compute that
by monotonicity of H and (22), as desired.
Algorithm description and analysis. Define
Note that δ 0 , ε 0 ≤ ε 1 /2. We compute a C with |C − C * | ≤ δ 0 using binary search on the range C ∈ [Z 1 , Z 2 ] along with our ability to approximately compute w(C). We may restrict our binary search to this range by (18) . During each iteration of the binary search, we make an oracle call to compute y C with parameter ε = ε 0 . We use this to compute an approximate value of w(C) ≈ C · h ′ (g(y C )). We terminate our binary search when the upper and lower bounds are separated by δ 0 . Therefore, our binary search requires O log Z 2 δ 0 iterations. The total runtime is O T (ε 0 ) log Z 2 δ 0 as desired. After termination of the binary search, the algorithm has outputted y = y C for some C. We now bound the difference between C · h ′ (g(y C )) and C 0 . Using that f is µ f strongly convex, the guarantee that
and Lemma A.6 gives us that
By the Lipschitz guarantees on h ′ and g, we have that
Therefore, we have that C · h ′ (g(y C )) is close to w(C).
We now bound |w(C) − C 0 | = |w(C) − w(C * )|, by using that |C − C * | ≤ δ 0 from the guarantees of the binary search. We start by bounding x C − x C * 2 . Note that
Therefore, x C is an additive 2δ 0 H 2 minimizer to the objective f (x) + C * · h(g(x)). Because f is µ f strongly convex and Lemma A.6 we have that
. Now we can compute that
Combining (23) and (24) gives us that
by our choices of δ 0 and ε 0 .
as g(y C ) 2 ≤ L g by Lemma A.2, and ε 0 ≤ ε 1 /2. This completes the proof.
Proof of Theorem 3. We split our proof into parts.
Reduction for resistances and demand vector. Recall that our objective is
where all parameters in d and r are bounded by 2 poly log(m) . We first reduce to the case where R 1 2 poly(log m) I. To do this, pick a small parameter ν = 1 2 poly(log m) , increase all diagonal entries in the matrix R by ν. This can only affect our optimum by an additive 1 2 poly(log m) and this is acceptable in Theorem 3. Thus, from now on we assume R νI. We also reduce to the case where the demand d has some element with absolute value at least 1 2 poly(log m) . To do so, change d → d + ν 2 χ ab , for some small parameter ν 2 = 1 2 poly(log m) . This once affects the optimum by 1 2 poly(log m) . In this way, we assume that without loss of generality that d a ≥ ν 2 .
Reducing to unconstrained problem. In order to apply Lemma B.3, we need to make our objective unconstrained. Let f 0 be any flow with B T f 0 = d and let P be a (m − n + 1) × m matrix such that the map x → P x + f 0 is an isomorphism from R m−n+1 to the set of flows f ∈ R E with B T f = d. We choose P specifically as follows. Let T be a spanning tree in G, and we view vector x ∈ R m−n+1 as the set of flows on edges in E\E(T ), i.e. the off tree edges. Now, P is defined so that P x has the same flows on off tree edges as x, and the flows for edges in T are chosen in the unique way so that P x is a circulation. Note that all entries are P are polynomially bounded.
Choice of parameters for Lemma B.3. Then we can write our objective as min x∈R m−n+1
and we can set the functions f, g, h in Lemma B.3 as
We now describe our choices for the constants in the statement of Lemma B.3. We choose C 0 = 1.
We choose X to be the open region such that all entries of x are bounded by 2 poly log(m) . We can assume this because all optimal flows should have no cycles, and all entries of d are bounded by 2 poly log(m) . Note that ∇ 2 f (x) = P T RP νP T P νI by our construction of P . Therefore, f (x) is ν strongly convex by Lemma A.4, and we set µ f = ν.
As d a ≥ ν 2 , every flow P x + f 0 has some entry which is at least ν 2 /m. This implies that f (x) ≥ By our choice of X , P and that all entries of R are 2 poly log(m) , we have that for all x ∈ X that f (x) ≤ 2 poly log(m) and g(x) ≤ 2 poly log(m) . Thus we can set T 2 = 2 poly log(m) .
By our choice of X , P we can set L g = 2 poly log(m) . We can set L h = p 2 · h ′ (T 2 ) = p 2 · T p−2 2
2
. We set
. We set H 1 = h(T 1 ) = T so that in (21) we have
Runtime bound of m 1+o (1) . This follows from the statement of Theorem 2, the fact that log ε 1 ≥ − O(1) and log Z 2 δ 0 ≤ O(1), and the fact that all entries of R and d are bounded by 2 poly log(m) .
Theorem 2 satisfies (19) and (20) . Let We show that L 2 = 2 poly log(m) . Indeed, we can compute that ∇ 2 A(x) = P T RP + p(p − 1)C · P T |P x + f 0 | p−2 P 2 poly log(m) I as all entries of P are polynomially bounded, all entries of R are 2 poly log(m) , and our restriction to X implies that all entries of P x + f 0 are 2 poly log(m) . Hence L 2 = 2 poly log(m) by Lemma A.4. (20) follows directly from the statement of Theorem 2. Because the objective is L 2 smooth, Lemma A.5 gives us ∇f (y C ) + C · h ′ (g(y C )) · ∇g(y C ) 2 = ∇A(y C ) 2 ≤ (2L 2 (A(y C ) − A(x C ))) Thus, if A(y C ) − A(x C ) ≤ ε 2 2L 2 , then ∇f (y C ) + C · h ′ (g(y C )) · ∇g(y C ) 2 ≤ ε as desired, as log 1/ε = O(1) and log L 2 = O(1).
Finishing the proof. Define B(x) = f (x) + C · g(x). By Lemma B.3, we can compute a y with ∇B(y) 2 ≤ ε 1 . Therefore, we have that
Because all entries of demand vector d are bounded by 2 poly log(m) , we have that both y and x * have all entries bounded by 2 poly log(m) . Therefore, for ε 1 = C Proofs of Reweighting Techniques from [48] C.1 Proof of Lemma 5.1
Proof. It suffices to describe the weight changes edge by edge. We also perform weight changes to make the resistance of edge e at least r e + r ′ e , and this implies the desired result. For edge e, as we have assumed that our original flow problem is undirected, we have that 1 ≤ u + e = u − e ≤ U. Without loss of generality, assume that u + e −f e ≤ u − e +f e . Set (w + e ) ′ = r ′ e (u + e −f e ) 2 and (w − e ) ′ = (w + e ) ′ (u − e +fe) u + e −fe . We show that this satisfies the desired conditions. Because (w + e ) ′ u + e −fe = (w − e ) ′ u − e +fe for all e, we know that if edge e was ζ e coupled for weights w then it also ζ e coupled for weights w + w ′ .
Note that Here, the second to last inequality follows from the well-known fact that for an electric ab-flow that φ a ≤ φ v ≤ φ b for all vertices v. The last equality follows from the fact that for the electric χ-flowf induced by φ that
by Lemma 4.2.
C.3 Proof of Lemma 6.1
Proof. Let φ be the potentials induced by the electric flow with resistances r, and let φ ′ = φ/E r (f r ).
We use φ ′ as a certificate in Lemma A.7 to lower bound E r+r ′ (f r+r ′ ). Specifically, by Lemma A.7 we have that 1 
D Discussion of Approximate Solvers
In Section 5, some of our lemmas we proven assuming the solvers of Theorems 2 and 3 were exact. We discuss how to adapt the proofs to handle the approximate nature of the solvers here.
We first must show that the resistances are polynomially bounded on the central path.
Lemma D. 1 . Let (f, y, w) be a 1 100 -coupled point for parameter t, and F t ≥ m 1/2−η . Then for all edges e = (u, v) we have that |y v − y u | ≤ 3m 2 and r e ≤ 10m 4 .
Proof. Consider a decomposition of flow f into cycles and ab-paths that do not cancel. For edge e, WLOG f e ≥ 0. We know that edge e is either involved in a cycle of a path in the decomposition. We distinguish these two cases. [35] . We explain why those errors can in fact be made to be 1 2 poly(log m) . Consider Theorem 3.7 in [35] , and the proof of Theorem 1.1 using it. In [35] , they set the parameter δ = 1 poly(m) , and use algorithm RecursivePreconditioning O(log m) times. Instead, we set δ = 1 2 poly(log m) and apply algorithm RecursivePreconditioning O(1) times. Our choice of δ satisfies the conditions of Theorem 3.7 in [35] as log 1 δ = O(1).
E Discussion of Numerical Issues
We briefly discuss issues of numerical stability in our algorithm.
E.1 Laplacian Solvers
As all resistances, duals, and flows are polynomially bounded by Lemma D.1, the accuracy of Laplacian solvers in Theorem 4 is sufficient for our algorithms. See discussion in [47] for further details.
E.2 Interior Point Methods
For readability, we have written Lemma 4.3 to start from a 0-coupled point (f, y, w). Here we justify this assumption and show how to correct the analysis if instead the point (f, y, w) was This change propagates to the results of Section 5.3. Lemma 5.4 remains unchanged. In the weight reduction procedure in Lemma 5.5, all guarantees are the same, except that edge e will now be 5ζ e + 5δ 2 
