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The Riesz–Nágy–Takács (RNT) distribution generalizes the dyadic Riesz–Nágy distribution
that has been the subject of recent investigations. In order to study orthogonal polynomials
with respect to the RNT distribution it is crucial to know the moments of the distribution.
We develop a recurrence relation for these moments.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
A distribution F (x) is a bounded, non-decreasing function on the unit interval [0,1] with an inﬁnite set of points of
increase (compare [3]). The nth moment cn = cn(F ) of a distribution F (x) is then given by the Riemann–Stieltjes integral
cn =
1∫
0
xn dF (x), n = 0,1,2, . . . . (1)
As observed in [3], the moments of a distribution are crucial to the investigation of monic orthogonal polynomials with
respect to the distribution, since the coeﬃcients of such polynomials are, in effect, determined by these moments. In par-
ticular, the asymptotic behaviour of the coeﬃcients depends on that of the moments.
Starting in the early 1990s, several papers [2–6] appeared on the moments of singular distributions, the prototypical case
being that of the Cantor distribution. A more recent paper [7], returning to the case of the Riesz–Nágy distribution, provides
tools helpful for its study. We apply these tools here to investigate the moments of a strictly increasing singular function on
the unit interval known as the Riesz–Nágy–Takács (RNT) distribution, which we deﬁne explicitly in the next section.
In particular, by using the so-called (τ , τ − 1)-expansion of the unit interval discussed in [7], we develop functional
equations (4) and (5) for the RNT distribution that reﬂect the translation and scaling properties of this expansion. Compar-
ison might be made here with other functional equations, such as those for the Gamma and Riemann Zeta functions, and
as always there is the question of the extent to which functions can be characterized through functional equations. So, in
this spirit, we also show that the only distribution satisfying (4) and (5) is the RNT distribution. However, these functional
equations are more interesting for us in that they facilitate the manipulation of Riemann–Stieltjes integrals of continuous
functions with respect to the RNT distribution, enabling us to derive a recurrence relation (8) for the moments of the RNT
distribution.
Already, in [3,4], these moments were considered in the dyadic case. The generalized Riesz–Nágy distribution in [4], while
extending the form of the dyadic Riesz–Nágy distribution in [3], remains dyadic. The asymptotic behaviour of these moments
was also explored in [3,4]. In [3], the authors went further on the basis of their examples and conjectured that the moments
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whose moments have regular asymptotic behaviour were discussed without resort to the Mellin transform deployed in [3].
On the other hand, examples were also exhibited of absolutely continuous distributions whose moments have asymptotic
expansion with oscillatory terms. In our more general case of the RNT distribution, the asymptotic behaviour of the moments
remains open.
The present note arose as a sideline in the course of other research [1] on the multifractal characterization of the RNT
distribution. But the critical comments of a referee have helped sharpen its focus.
2. Preliminaries
Consider a ∈ (0,1) and t ∈ (0,1). The Riesz–Nágy–Takács (RNT) distribution F = Fa,t is deﬁned on [0,1] by F (0) = 0 and
F (x) =
∑
j1
tm j
(
1− t
t
) j−1
, x ∈ (0,1], (2)
where we represent x ∈ (0,1] in the form
x =
∑
j1
am j
(
1− a
a
) j−1
(3)
for some integers mi with 1m1 <m2 < · · · <mn < · · · . We note that if a = t , then Fa,t is a singular function, whereas it
reduces to the identity function for a = t .
In [7], the deﬁnition was formulated in terms of the reciprocals α = 1/a and τ = 1/t , giving rise to parlance of the
(τ , τ − 1)-expansion of the unit interval. More precisely, the authors used
F (x) =
∑
j1
(τ − 1) j−1
τmj
, x ∈ (0,1],
and
x =
∑
j1
(α − 1) j−1
αmj
for α,τ > 1 instead of (2) and (3). Using some metrical properties of the (τ , τ − 1)-expansion, they gave a way of deter-
mining when the derivative of the RNT distribution is 0 or inﬁnity. But our reformulation in (2) and (3) makes it an easier
matter of manipulation to extract two functional equations (4) and (5) for F which, as we then show, characterize the RNT
distribution in the class of distributions.
Theorem 1. For a ∈ (0,1), t ∈ (0,1) and x ∈ [0,1],
F (ax) = t F (x) (4)
and
F
(
a + (1− a)x)= t + (1− t)F (x). (5)
Conversely, if a distribution satisﬁes (4) and (5), then it is the RNT distribution F = Fa,t as deﬁned by (2) and (3).
Proof. That the RNT distribution deﬁned by (2) and (3) satisﬁes (4) and (5) is a straightforward algebraic exercise that we
leave to the reader.
Suppose now that we have a distribution G satisfying the functional equations
G(ax) = tG(x)
and
G
(
a + (1− a)x)= t + (1− t)G(x)
for x ∈ [0,1], with a ∈ (0,1) and t ∈ (0,1). Putting x = 0,1 in these functional equations and noting that t = 0,1, it follows
that
G(0) = 0, G(a) = t, G(1) = 1,
while putting x = a leads to
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(
a2
)= t2, G(a + (1− a)a)= t + (1− t)t.
Iterating this procedure, we can determine G at points x = x(i1, i2, . . . , in; y) of the form
x = gi1 ◦ gi2 ◦ · · · ◦ gin (y), y = 0,1, i j = 1,2,
for any concatenated compositions of the functions
g1(x) = ax, g2(x) = a + (1− a)x.
The upshot of these computations is that G agrees with the RNT distribution F = Fa,t at all such points.
This set of points of agreement between G and F is dense in [0,1] as it is precisely the set of ﬁnite expansions of the
form (3). But G , as a distribution, is a non-decreasing function, thereby ensuring that, if the difference of the endpoints of
an interval
[
x(i1, i2, . . . , in;0), x(i1, i2, . . . , in;1)
]
becomes small, then so does the difference of the images under G of these endpoints. Hence, G is continuous and so,
agreeing with F on a dense subset of [0,1], must be identically equal to F . 
From now on, we consider the Riemann–Stieltjes integral
∫ q
p g(x)dF (x) of a continuous function g with respect to F over
an interval [p,q]. Naturally enough, the functional equations in Theorem 1 give rise to integral analogues.
Theorem 2. If F = Fa,t is the RNT distribution deﬁned by (2) and (3) and g is a continuous function on [0,1], then
a∫
0
g(x)dF (x) = t
1∫
0
g(ax)dF (x) (6)
and
1∫
a
g(x)dF (x) = (1− t)
1∫
0
g
(
a + (1− a)x)dF (x), (7)
where a ∈ (0,1) and t ∈ (0,1).
Proof. For 0 i  n, let xi = ia/n, so we have the partition
0 = x0 < x1 < x2 < · · · < xn = a
of [0,a]. Writing yi = xi/a, we convert this partition into one of [0,1]:
0 = y0 < y1 < y2 < · · · < yn = 1.
Consequently, combining (4) with the deﬁnition of the Riemann–Stieltjes integral, yields
a∫
0
g(x)dF (x) = lim
n→∞
n∑
i=1
g(xi)
[
F (xi) − F (xi−1)
]= lim
n→∞
n∑
i=1
g(ayi)
[
F (ayi) − F (ayi−1)
]
= lim
n→∞
n∑
i=1
g(ayi)t
[
F (yi) − F (yi−1)
]= t
1∫
0
g(ay)dF (y).
This establishes (6). The proof of (7) is similar, noting how a partition of [0,1 − a] induces related partitions of [a,1] and
[0,1], and then appealing to (5) when working with the deﬁnition of the Riemann–Stieltjes integral. 
3. A recurrence relation
With Theorem 2 in hand, we are now in a position to prove the main result of this note.
Theorem 3. The nth moment cn of the RNT distribution F = Fa,t satisﬁes the recurrence relation
[
1− tan − (1− t)(1− a)n]cn = (1− t)
n−1∑
j=0
(
n
j
)
an− j(1− a) jc j (8)
for n 1, with c0 = 1.
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integrals
I1 =
a∫
0
xn dF (x), I2 =
1∫
a
xn dF (x),
so that
cn = I1 + I2. (9)
Now, from (6),
I1 =
a∫
0
xn dF (x) = t
1∫
0
(ax)n dF (x) = tan
1∫
0
xn dF (x) = tancn.
On the other hand, using (7), we have
I2 =
1∫
a
xn dF (x) = (1− t)
1∫
0
(
a + (1− a)x)n dF (x) = (1− t)
1∫
0
n∑
j=0
(
n
j
)
an− j
(
(1− a)x) j dF (x)
= (1− t)
n∑
j=0
(
n
j
)
an− j(1− a) j
1∫
0
x j dF (x) = (1− t)
n∑
j=0
(
n
j
)
an− j(1− a) jc j .
Recombining these integrals as in (9) gives
cn = tancn + (1− t)
n∑
j=0
(
n
j
)
an− j(1− a) jc j, n 1,
which is equivalent to (8). 
Remark. Theorem 4.2 in [3] is the dyadic case, a = 1/2, of Theorem 3. It follows from (8) for n = 1 that
c1 = a(1− t)
a + t − 2at .
Further moments can, of course, be obtained iteratively from (8), but closed expressions for them become complicated, so
that this approach may have limited value in determining asymptotic behaviour. In this regard, it may be instructive to
compare the dyadic case treated in [3,4].
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