We analyse the set of nonnegative, global, and radial solutions (radial solutions, for short) of the equation 
Synopsis
We analyse the set of nonnegative, global, and radial solutions (radial solutions, for short) of the equation
where 0 <p < 1, and / e L, 
When f(r) = c^r 2 * 11 ' 11 + h(r) with h{r) = o{r lpn~p ) as /•-*<», radial solutions continue to exist if h{r) is sufficiently small at infinity. Existence, however, breaks down if h(r)>0, r 2pl\ -p fc(r)=£---as r-*=c with 0 < y < 2 .
Whenever they exist, radial solutions are characterised in terms of their asymptotic behaviour as r-•».
Introduction and description of results
Consider the semilinear elliptic equation 
. When p > 1, H. Brezis has proved in [2] that (1.1) has a unique solution, irrespective of the behaviour of f(x) when |JC|-»oo. This fact is in sharp contrast with the situation corresponding to the sublinear case. As a matter of fact, T. Gallouet and J. M. Morel showed in [3] that, i f /^0 almost everywhere and 0 < p < l , ( 2 , but no precise estimate on these constants (which depend onp and N) is known. Among other results, it was also shown in [3] that if /^0 almost everywhere and (1.1), (1.2) has a nonnegative solution, then this problem has a minimal solution u, in the sense that 0 ^ u ^ v almost everywhere for any other nonnegative solution v. We shall keep to this terminology henceforth.
The question of characterising the whole set of solutions of (1.1), (1.2) was left open in [3] . In this paper, we shall assume that/(;t) =f(r) = 0 almost everywhere where r = \x\, and confine ourselves to the analysis of radial solutions of (1.1), (1.2) under such assumption. Specifically, our aim is to describe the solutions of the ODE -u " -^-^u ' + U "=f(r), r>0 (1.4) in terms of the asymptotic behaviour of f{r) as r -»<«. When / = 0, such study has been performed by us in [4] . It has been shown there that the set of global nonnegative solutions (the solutions, for short, in what follows) in the homogeneous case consists of the trivial solution u(r) = 0, and a monoparametric family of functions u k (r), -°c<k< +°°, such that Here and henceforth, we shall freely use the customary asymptotic notations, o( ) , O{ ) , ~, and « . Notice that, in the homogeneous case, nontrivial solutions are determined by the second term in their asymptotic expansion as r-»°°. We now proceed to discuss our results. To begin with, we consider the case where f(r) is "small", namely f(r) = o{r 2pn~p ) as r->°°, and introduce some notation. For R>Q, let % R (r) be a smooth and nonnegative function such that 0 S & S 1 , and
( , where for i = 1, 2, c, are the ordered roots (c x = c 2 ) of A " -A c^ = c.
(1.14)
When c = c*, these two roots coalesce into a single one, c = p xn~p c pN .
Note that the choice f(r) = cr 2pll~p , 0 < c^c * , corresponds to the behaviour described in (1.3) (with equality replacing the strict inequality there). The explicit solutions w,(r) will play an important role in describing the asymptotics of solutions in this case.
To state our next result, we define w R (r) = w R (r;g) (respectively o(r)) as the solution of (1.7) with c pN and / replaced by c 2 and g (respectively the solution of (1.9) with c pN and w R (r) replaced by c 2 and w R (r) is the smallest root of (1.14) (the minimal solution),
and a monoparametric family of functions u(r\ k), k eU,
(1.16) Notice the analogy between (1.11) and (1.16). Under some extra conditions on g(r) more precise information about the asymptotics of w R (r) and a(r) can be obtained. We refer to Section 2 for more details, but we shall stress here a particular case. Set g(r) = 0 in Theorem 1.2. Keeping to our previous notation, we then have w R (r) = 0 and u(r) = c,r 2/1~p (the minimal solution),
where /? = fi(p, N) is a constant satisfying 0 < / S < 2 / l -p (compare with Proposition 2.14).
We conclude with a study of the case / ( r ) ~ c*r 2pll~p as r-»°o. The interesting point here is that, while whenever 
We readily check that
Therefore, taking R>0 large enough (depending on £ and/), it follows that
and since 0 = w R (r)i£w(r) for 0<r<R, we deduce by the maximum principle that w R (r) =i 0 for any r e / and w R (r) iS w(r, e) for any r el.
Moreover, w R (r) can then be continued for any r > 0 , and (2.1) holds. As to (2.2), we first note that there exists L = lim r" <2/1 " p) w fi (r) and 0 ^ L > -oo.
To get (2.4), we argue by contradiction. Assume now that
We then take z(r) = kr 2n~p with L x <k<L 2 .
Since f(r) = o(r 2pn -p ) as r^>™, W e readily see that we may select k such that (Lz -% R f) has a definite sign for r > 0 large enough. Assume for instance that Lz - § R /=^0 for ri^fiX). By (2.5), there exists an interval I = (R U R 2 ) with R^R l^R2
where w R (r)>z(r) and w R (r) = z(r) for r = R lt R 2 , which is a contradiction to the maximum principle.
We next claim that L = 0. To see this, we use (1.7) and (2.4) to obtain for any 8 > 0 sufficiently small
Integrating this inequality twice in r, one has that for large enough r
We now let 610 in (2.6) to get which implies L i? 0, so that we finally have L = 0 and (2.2) holds.
• Proof. Existence and uniqueness of local solutions is straightforward. By (2.2), the quantity in the braces in (2.7a) stays away from zero, and the solution is global. Moreover, after making the substitution r -e y , we deduce from (2.2) and the results in and
and |ar + | a, a _ < a + < 0 , | a + | > 0 a n d | a _ | < 0 , \-p \-p e > 0 being as in the statement of the Lemma. Suppose now that k x = 0. Then a(r)-»0 as r-»=c. Moreover, multiplying by (sgn a) in (2.7a), and using Kato's inequality,
it follows that \o\ is subharmonic, so that it cannot achieve a maximum at the interior of any ball. This gives a contradiction, since o(0) = 1 by assumption. Using again the maximum principle for subharmonic functions, we note that a cannot change sign, and since £j(0) = 1, then o(r) > 0 for any r.
• Proceeding further with the proof of Theorem 1.1, we set and since \a+\ § 1, we obtain that for some R > 0 large enough
for r^R, and the result follows.
• 
Then (E) has a solution Aj(r). Moreover, by the results of [5] , there exists C > 0 such that ki(r) Si C(l + log r) if N = 2. An explicit computation also shows that Aj(r) ^ C(l + r) if N = l. We then replace A(r) in (2.14) by Aj(r) to obtain that the result in Lemma 2.5 also holds true in this case.
Using Lemmata 2.4 and 2.5, as well as Remark 2.6 for the case N^2, standard techniques yield . Then, for large r, z(r) is a subsolution of (1.4) (respectively a supersolution) if k>c pN (respectively k<c pN ).
By part (a), lim sup_» r- for r-»°°, where £ > 0 is small enough. To this end, we take
where/j is as in (2.12), and M is a positive constant to be selected presently. We have 2 ) via variation of constants formula, whereas xp + , ip_ are two linearly independent solutions of the homogeneous version of (2.18). We then have S(r)« r (2/i-p)-2i« + i+£ a s r^> cc t for some small enough e >0. Taking into account (2.10), and the fact that ju(r) = o(tp + (r)) as r-> t», we obtain that /z(r) = a 2 tp-(r) + S(r), and the result follows • Lemma 2.10 will be used in deriving LEMMA 
For any fixed real k, there exists at most one solution u(r) of (1.4) satisfying (2.15).
Proof. Let us argue by contradiction. Assume then that there exist two such solutions «! and u 2 . Then z = u, -u 2 satisfies Recalling the arguments in the proof of Lemma 2.3, using the variation of constants formula in (2.23), and taking into account that |a_| > \a+\, we get that, for some r 0 large enough and any r > r 0 , 
Small perturbations in the subcritical case
In what follows, we shall assume t h a t / ( r ) in (1.4) .6), and consider the problem 
Here /3 + , /?_ are the roots of (2.29), and e > 0 is small enough, so that x < 0. The corresponding result in the previous section is Lemma 2.10, whose proof is easily adapted to the case under consideration. We then argue by contradiction, and assume that there exist two solutions w,, u 2 of (1.4) satisfying (2.30). Setting z = u l -u 2 , we slightly modify the argument in Lemma 2.11 to show that z(r) = bK(r), for some constant b, where K(r)->0 as r-»°c. Since \z\ is subharmonic in the whole space by Kato's inequality, we deduce that z = 0.
We now turn our attention to the existence of minimal solutions. As in the previous paragraph, we shall need the following auxiliary tool:
Let u(r) be a solution of (1.4) under our current assumptions. Then where c t , c 2 are the roots of (1.14). The proof of (2.33) is a minor variant of that of part (b) in Lemma 2.8. We are then in a position to show that there exists a minimal solution M,(r) of (1.4), and u l (r) = c 1 r 2n -p as r^°c . This follows by means of a standard sub-and supersolution argument. As a subsolution, we just take <p(r) = 0, and as a supersolution we consider, when with £ > 0 small enough and g, obtained by replacing/by g in (2.14). Once again, the case N = 2 is dealt with as in Remark 2.6.
It only remains to show that the minimal solution thus constructed is unique. To this end, we first show that if u{r) solves (1.4) and w(/-) = c 1 r 2/1~p as T--»OO, then The proof of (2.34) is quite analogous to that of (2.31) (cf. Lemma 2.10). Once (2.34) has been obtained, uniqueness follows by a contradiction argument. We just look to the equation satisfied by the difference of two possible solutions, z = u x -u 2 -As in Lemma 2.11, application of (2.34) and Kato's inequality then yield 2 = 0. Finally, the fact that every solution of (1.4), (1.2) is described in (1.15), (1.16) follows now as in Section 2.1.
We conclude this section by stating without proof a result which is the analogue of Proposition 2.13. 
where w R (r) solves (2.26) with R>0 large enough, and /3 + is the largest root of (2.29).
The proof of Theorem 1.3
Throughout this section we shall assume that f(r) = c 3( r 2pll~p + h{r), where h(r) = o(r 2pll~p ) as r->oo and c* is given in (1.13).
The case A(r) = 0
We shall consider first the situation where f{r) = c*r 2pn~p . Due to the homogeneity of the problem, we then may use a phase space approach. As in where c is the unique root of (1.14) under our current hypothesis. When looking to the corresponding phase portrait, it is readily seen that there are only two trajectories corresponding to global solutions of (1. Proof. Let (^(.y), ^(y)) be on the trajectory y described at the beginning of this section. Then by Lemma 2.1,
Now set xp(y) = v(y) -c. Then by (3.6), dxp/dy ^ -(AJ2)tp 2 for large enough y, so that there exists a real k^ such that ip{y) ^ kjy for large enough y. On the other hand, by the choice of ip, (3.7) can be recast as
whence, after integration in y, we get^l
Use of (3.9) in (3.8) yields after integration for some real constant C, and arbitrary e e (0, 1). Back to the original variables (r, u(r)) and expanding the quantity within the braces, we get
here, by scaling, C = c(l) -A x In (m 1 "'' 72 ).
An existence result
In this paragraph we shall assume that for some e > 0 Proof. Let us check the second inequality in (3.12). We shall show that for r2/l-p e > 0 small enough, £(r) = -e is a supersolution of (3.11a). To this end, we remark that, after some routine computations, we have for large r > 0
where a x is given in (3.6b). We thus obtain that there exists e 0 such that L(O -/ > 0 if 0 < e < e 0 (respectively L(£) -/ < 0 if e > e 0 ). The proof of the first inequality in (3.12) is similar, and will be omitted. As to (3.13) one readily sees that for e > 0 small enough, w(r) = er 2/1~p (\nr)~1 is a subsolution of (3.11a) where M > 0 is large enough and /, is given in (2.12), is a supersolution of (1.4).
• To conclude with the proof of part (a) in Theorem 1.3, it remains to show uniqueness, and this is done by a suitable adaptation of the corresponding arguments in Section 2 (cf. Lemmata 2.9-2.11 and remarks following this last Lemma). •
A nonexistence result
We now assume that, in ( 
Pp.N >
On the other hand, along the curve w = -k(v -c) 2 , k <p(l -p)/2(c) 2~" P ptN , the field is directed downwards in the homogeneous case, and so does for (3.17) (at least in some neighbourhood of (c, 0)), since H(y)>0 for large y. We now go back to the second equation in (3.17), which can be written in the form where, by assumption, Notice that, since y < 2 , y 2 -y < y-We can then establish an iterative argument, obtaining at the nth step (cf. for some M n > 0 and N n > 0, so that, assuming a n ¥= 1 for any n, we have Since K y < 2 , a n^> -°° as n->™, and after a finite number of steps we are reduced to the case y < 1. Finally, if oc n = 1 for some n, we just notice that then
H(y)> -if

v<-M n (v-c)<-M n (v-cf + e
for some e>0
and reduce ourselves to the previously considered cases. This concludes the proof.
•
