Supporting infomation S1

Feynman-Kac formula
Feynman-Kac formula is usefully to analyze dynamics of diffusion process in a potential medium. In a sense, the formula represents a differentiation formula which is extended to stochastic differential such that d (φ (X a ) S (a)) = dφ (X a ) S (a) + φ (X a ) dS (a) , (S.1)
where φ ∈ C ∞ (A) Then, it becomes 
(S.3)
Additionally, this formula can extend to Dirichlet's boundary problem, such as F S (x), in the distribution sense. The proof of the formula is in [1, 2] .
Derivation of path-integral expression
Assumingg,σ, andμ ∈ C ∞,∞ ((0, a) × A), we consider a non-autonomous age/states structured PDE
Let (t, a) be fixed, and ε be a new variable. The LHS of Eq.(S.4) becomes
and we defineP
Then, we obtain a Fokker-Planck equation with respect to the new population density,P ε (x → y), is given as follows:
To derive path integral from Eq.(S.6), one uses Fourier transform of the functionP ε (x → y) with respect to y, such that
When Eq.(S.6) is substituted into Eq.(S.6), we have
On the RHS, integration by parts is applied, such that
and expandḡ (ε, y),c j,j ′ (ε, y), andμ (ε, y) into a power series with respect to ε as follows:
(S.10) Substituting (S.10) into (S.9), we obtain a transition rate for the sufficiently short time, ε, given by ∫
where
Substituting (S.11) into (S.8) and solving the ODE, we obtain the solution which iŝ
Using inverse transform of the above equation,P ∆ε (x → y) becomes
and from being Markovian process in the dynamics at finite time, we show
where ∆ε = ε τ +1 − ε τ (ε τ +1 > ε τ > 0) and ε 0 = 0. It takes the limit of ∆ε to zero, then T ∆ε conserves a constant ε such that
Accordingly, the limiting function expresses the summation over every projection function of stage transition which connect x with y at time ε, and that is the extended path-integral. We rewrite (S.15) asK
whereẊ τ represents the differential ofX τ with respect to τ and where
Taking t > a into account and changing the original coordinate, (t, a), to the new coordinate, (t − a, 0) in Eq.(S.16), we obtain
Setting ε = a, we consequently have the path-integral expression of Eq.(S.4) as follows:
We then set lim
) be a vector to simplify notations and to derive another expression of the projection function. The Hamiltonian, then, can be written as a quadratic form, such that H
Note that terms of the RHS including q in Eq.(S.13) is identical to a characteristic function of multidimensional normal distribution, hence those terms represent the Fourier transform of the distribution. Consequently, another expression (the Lagrangian expression) is composed of the inverse transform of Eq.(S.13) and which is
where Z ′ τ denotes normalization constant. This expression is used in the analysis of classical state transition curve (no stochasticity) [3] .
Correspondence of path-integral formulation to a TMM
We show a TMM corresponding to Eq.(22) at d = 1 and N = 1. Let
and ω be the age vector, the size-vector, and ω = α (M + 1) + 1, respectively. Setting a compact set A ∈ R + and size interval h devidingÂ into M categories, y m represents m-th size category. We can show the following ω × ω TMM:
in d = 1 and N = 1. This TMM is common with Leslie matrix on the mathematical form, however, each vital rate is composed of the following matrices: F, O, and 
T , respectively. Focusing on two elements of the population vector,
The first recursion, Eq.(S.20a), is formally solvable and the cohort can be expressed by
The RHS of Eq.(S.21) describes the sum over all possible transitions of life history starting from initial state P t−a (0, y 0 ) to P t (a, y m ). In other word, one expects similar relationship between Eq.(19) and Eq.(S.21) in the concept of path-integral as well. Since each vital rate of K generally includes survival rate (p a,m ), we decompose the vital rate k a,m ′ m to a pure transition probability k ′ a,m ′ m and the survival rate as follows:
Substituting this into Eq.(S.20b) and assuming Y a to be a stochastic process of size growth generated by the following parameterized collection of random variables Eq.(27),
we can rewrite the equation as follows:
where components are
When P * (0, y 0 ) is the first state in eigenvector of L, the above equation is rewritten by using the eigenvalue, λ 0 , as follows:
Since P * (0, y 0 ) of both sides can be canceled, we have the characteristic equation of
This characteristic equation obviously parallels Eq.(9), and is nothing but the generalized Euler-Lotka equation in TMM to age-size model. Furthermore, k a,m ′ ,m is assumed to follow Gaussian distribution associated with mortality at an age interval ∆a, such that
(S.27) Rewriting Eq.(S.27) for the characteristic function form, we havē
We can adopt those transition rates to the projection function as follows: 
Our model is on the hypothesis that difference of vital rates yield to the Gaussian distribution at infinitesimal short age interval ∆a. Consequently, path-integral model is an expression of LDMs in the sense that one of expression has correspondence with those of the others if the temporal development of life histories can be approximated by local Gaussian process (Ito process), such as Eq.(1).
S2
Letṽ beṽ ∈ V, such that λ * ,ṽ = sup T hen, we have ψ
Proof. The key point is that ψ v λ (x) is monotonically decreasing in λ with
, and the result follows trivially. □
S3
Viscosity solution is an important idea to consider Hamiltonian systems and is introduced in 80's [4] . The idea unifies Hamiltonian in population vector and in control theory.
Definition of viscosity solutions
We set the function
where S d denotes a set of all real symetric matrices. When H is degenerate elliptic in E, it satisfies
, and w ∈ R + . If the function is a monotonic function in w, it satisfies
For example, Hamiltonian
is degenerate elliptic, monotonically increasing function. This function is the same Hamiltonian used in the stochastic maximum principle [5] . Then, p, Q, and w represent co-state variables in the principle. Let H be degenerate elliptic and monotonic function. A sub-solution in the viscosity sense,
is defined by ψ −ψ (ψ ∈ C 2 (A)) having a maximum value of zero atx andψ satisfying
We then use abbreviation of derivatives:
A super-solution of Eq.(S3.2) in the viscosity sense, ψ ∈ C (A), is defined by ψ −ψ (ψ ∈ C 2 (A)). It has a minimal value of zero atx andψ satisfying
When ψ satisfies the sub-and super-solution in the viscosity sense, it is referred to as a "viscosity solution" [6] . Additionally, the viscosity solution of the nonlinear evolutional PDE can be defined as the sub-solution of
, having a maximum value of zero at (ā,x) andŵ satisfying
A super-solution of Eq.(S3.5) in the viscosity sense,
having a minimum value of zero at (ā,x) andŵ, satisfying
When w satisfies the sub-solution and the super-solution of the above PDE in the viscosity sense, it is called a "viscosity solution" of the PDE. Extension of the solutions by viscosity solutions unifies two approaches of analysis involved in the HJB equation and the maximum principle in control theory [7] . One can then find the correspondence of (p, Q, w) to
The existence of co-state variables and the value function are important for optimal control over both the maximum principle and HJB equations approach. Focusing on the first, the second, and the third terms of the Hamiltonians in Eqs.(S3.1), Eq.(19), (37), and (46), they all have a common functional form:
) and
shows that this Hamiltonian is the conjugate of the Hamiltonian in the path integral, Eq.(19), with respect to −iq τ . Consequently, the fittest has a minimum Hamiltonian in its habitat, and the Hamiltonian naturally appears in our formulation.
S4
Derivation of a general ψ 
. ↑ using strong Markov property
S5
Mature age density of semelparous species
Since the optimal utilization is constant, we can use an adjoint Hamiltonian generated by geometric Brownian motion as follows:H 
