Abstract
Introduction
The enormous spread of Internet and consequently, the growth of the World Wide Web due to the popularization of new applications and services, like ebusiness, multimedia contents, e-learning, etc. have implied a dramatic increase in connected users and as a consequence, a tremendous increase in the global traffic, damaging the quality of service (availability, reliability, security) and specially the latency perceived by the users.
Internet latency depends on the number of intermediate points and the amount of traffic crossing them. The connection between two adjacent points is generally a cable line, but data must cross other elements such as modems, Ethernet cards, switchers, routers, etc. All these elements are obstacles. Each point has a separate hardware, different cable speeds, and it even uses different protocols. Therefore, the number of intermediate steps must be minimized and individual bandwidth and speed must also be enhanced in order to improve web architecture performance. The international and global nature of Internet (Internet is a network of networks) makes it very difficult (or sometimes really impossible) to improve system performance working in the networks and their interconnection elements. As a consequence, it is necessary to work in the web architecture and organization using and exporting techniques already learned and widely used in computer architecture to improve its performance.
Those techniques take advantage of the locality properties shown by web objects. In the Web, locality has three different characteristics: temporal, spatial and geographical, allowing us to implement efficiently caching [1, 2] , prefetching [3, 4] and replication techniques [5, 6] in order to increase performance.
In this paper we focus on prefetching techniques which make use of the spatial locality that Web objects accesses present. The goal of this technique is to download objects before the user demands them explicitly. The main prefetching mechanisms proposed in the literature are transparent to the user and, consequently, they are necessarily speculative. As any speculative technique, prefetch predictions can fail, i.e. downloading an object that will not be demanded later. That means that prefetching can involve many hazards because if the prediction is not well done, it can pollute the cache, waste bandwidth and overload the original server. This implies that prefetching must be carefully applied, by using, for example, idle times in order to avoid performance degradation [7] . Despite these hazards, it has been shown that many prefetching algorithms [3, 4, 8, 9, 10] can reduce considerably the perceived latency by users.
The prefetch predictions can be performed by the server, by the proxy, or by the client itself. Some research studies suggest performing the predictions at the server [11] because it is visited by a high number of users and it has enough information about how they visit the site, therefore its predictions can be quite accurate. Some others studies suggest that proxy servers can perform more accurate predictions because their users population is much more homogeneous than in an origin server, and they can also predict crossserver links which can reach about 29% [12] of the requests. Finally, other authors suggest that predictions must be performed by the client browsers [4, 8, 13] , because it knows better users' preferences. There are also some studies suggesting that the different parts of the web architecture (users, proxies and servers) must collaborate when performing predictions [4] . Although the open literature presents very interesting proposals about prefetching techniques, it still has not been possible to reproduce them (or to propose new ones) using similar environmental conditions in order to compare their main features, advantages and disadvantages. Our main goal in this paper is to propose a simulation environment to check the performance of different prefetching algorithms under similar conditions. Our environment permits the implementation of prefetching algorithms on any part of the Web architecture (user browser, proxy or server), either individually or working together.
The simulation environment ( Fig. 1) is composed of three main parts: the server, the client, and the proxy. We have developed a hybrid implementation which combines both real and simulated parts in order to provide the environment flexibility and accuracy.
The remainder of this paper is organized as follows. Section 2 discusses the reasons that motivated us to propose this environment. Section 3 describes the block diagram and components of the proposed tool as well as the performance metrics that it provides. Section 4 illustrates some working examples. Finally, section 5 summarizes some concluding remarks.
Motivation
Most of the prefetching research studies use different frameworks to check their proposals, therefore the assumptions, conditions, implementations and even performance metrics widely differ among them. This fact implies that performance comparison studies cannot be fairly done. Therefore, it is difficult to distinguish the aspects and conditions in which each technique presents better performance, or its use is more convenient. Some of these studies presented in the open literature analyze the theoretical bounds of performance that prefetching can reach [12, 14] . The different scenarios only permit to arrive to very general conclusions like, for instance, that performance can boost until 60% [14] or more [12] .
Although there are some simulator environments to check cache replacement algorithms [15, 16] as well as network features [17] , there is a lack of simulation environments which concentrate on prefetching. This fact, together with the potential performance benefits that prefetching can reach, motivates us to propose this framework which permits to implement and to check the performance of almost any prefetching algorithm.
As mentioned above, our simulator models the environment considering three main parts: the server (including both the server and the surrogate), the client, and the proxy.
• The back end part has both the real web server and the surrogate server. The server is external to our environment and the system can access to it through the surrogate where the prefetching engine is implemented. The surrogate is implemented on a real machine offering fully representativeness.
• The front end has the client component, which represents the user behavior in a prefetch enabled client browser. It is possible to use both real traces and a synthetic workload generator, for each set of users accessing concurrently to the same server.
• The intermediate part, which is between the clients and the surrogate system, models one or more proxy servers, each one can implement prefetching or not. This organization provides a useful and operative environment since it permits the implementation of prefetching algorithms working in any part of the system (in the browser of the client, in the original server or in the proxy, or even in a collaborative manner) by modifying only few parts of the structure. In addition, the environment provides the appropriate interfaces to communicate the different modules between them, in order to implement easily those 
Proposed experimental environment
As mentioned above, the proposed environment permits to implement prefetching techniques in one or more parts of the system, each one working independently or in a collaborative way. Each part that can perform prefetch has its own entity in the proposed environment: the surrogate proxy, the proxy server and the web client.
Surrogate
A surrogate proxy is an optional element located close to the origin server that generally acts as a cache of the most popular server responses ( [18] , [19] or accelerator mode in [20] ). Usually surrogates are not used to perform prefetching predictions. Although it is equivalent to performing predictions from the server or the surrogate, the last one allows much easier and flexible software implementations. Therefore, we perform our implementation on the surrogate.
The surrogate hints clients about what objects should be prefetched in the same way as Mozilla (from version 1.2 on) admits [21] , by means of an optional header offered by the HTTP/1.1 standard [22] . This implementation is based on the one described in [8] . The list of hints that the surrogate proxy piggybacks is generated for each response. Figure 2 shows the block diagram of the proposed surrogate proxy. Each block represents a functional unit. Some of them are implemented as functions and others as threads, keeping separately all their functionality.
The listener block, which is the simplest one, is implemented as a thread that waits for clients to connect its socket, acting as a concurrent TCP server that listens at a proxy port (generally at 80). By default, there are no restrictions on the number of simultaneous incoming connections. The main goal of this block is to create a new Connection_to_server thread.
The Connection_to_server block, which is the main one, handles the connections. The connection involves a request that is transferred to the web server, which processes it and starts the transference. In this moment, the module first parses the response until the full header is received and then, asks for a prediction to the Prediction_ generator block. The prediction consists of a list of hints, whose content depends on the implemented algorithm. This list will be piggybacked on the response following the header, so the client can prefetch the object if the client application considers it appropriate.
When the whole object is received, the listener calls the Update_stat_Info block to notify that event as well as its headers (object size, content type, prefetch or user request, etc). This information is used to update the contents of the statistical database, which is used to generate predictions. The frequency at which statistics are updated depends on the prefetching scheme; e.g., once per hour, once per day, when the server is not too loaded, when the server finishes its response etc. As our aim is to maintain the simulator as flexible as possible, we implemented this module as a function which updates the information or put the fetched object into a queue for processing them later, although using threads to implement it is also possible.
The Prediction_generator block represents the task of generating predictions every time an object is requested. This block generates the prediction list of the objects with the highest probability to be accessed, by taking the statistical database contents as inputs. This list depends on the prefetching algorithm, which can also use external information.
Once described the modules that the surrogate implements, we describe the interface it offers to accommodate new prefetching proposals. Table 1 shows this interface for the different functions that the surrogate part implements. This interface permits to model proposals which do not involve changes in the http 1.1 standard, although it is also possible to model techniques requiring changes in the standard by modifying the corresponding modules. For instance, implementing proposals which require the client to inform the server about the prefeching hits in order to reach more accurate predictions. 
Client
The client part of the system reproduces the behavior of a set of users browsing the WWW with a prefetching enabled web browser. The requests the users generate are obtained from real traces collected by a Squid proxy. This module can be replaced either by other log format or even by any synthetic workload generator.
In order to simulate the behavior of the client, it is important to respect the time intervals between two successive requests. Those times are obtained from timestamp differences observed on logs. As timestamps in logs are made at the end of the transfer time, we need to subtract the duration field to the timestamp on logs to obtain the start time of the transfer. For this purpose, the environment includes a simple "chgtime" script.
According to the real behavior of a prefetching enabled browser like Mozilla, and as several research studies suggest [7, 23] , the prefetching of objects should be performed only when the user is not downloading objects. Furthermore, those proposals suggest stopping the prefetch connection when a user request rises during the prefetch transference. The client simulator permits to stop the prefetch transference, if wanted, by setting the corresponding parameter (StopPrefetch) in the configuration file. Table 2 shows the parameters that this file includes. This option aborts the prefetch losing the connection; in a future work we plan to study how this connection could be reused to achieve better performance.
The client part has also the ability to introduce latency for each downloaded object offering the time a client waits to get an object. There are three parameters in the simulator affecting the response time of an object: the connection time, the server, processing time and the available bandwidth.
These parameters are not enough to model closely a real network. To this end, an external delay generator can be included in the simulator, like the ns2 proposed in [26] . By using a generator it is possible to simulate scenarios having any particular kind of clients; e.g., systems with wireless clients losing a lot of packets and/or cable users with a high bandwidth. Analogously, it is possible to model different network conditions on the server; e.g., congestion and packet loss. When simulating cache clients, the simulator only stores the object references in order to avoid that the object is fetched from the server later. Note that, for our purposes, it is not necessary to store the content of each object. However, as explained below, this must be considered when working in the client part of the proxy cache. Once the hints attached to the prefectched objects are received, they must be included into the prefetching list. The parameter shown in Table 2 as HintsOfPrefetched, states the moment at which they are included. There are two alternatives: i) when received, and ii) when accessed the prefetched object. Figure 3 shows the block diagram of the client simulator. As observed, the client part communicates only with the Squid traces, the log file (for analyzing later the results achieved by prefetching), and the server. The latter, depending on the modeled system, could be replaced by one or more proxies.
There are two data stores inside the client: the Prefetch_List and the Fetched_Objects. The Prefetch_List contains the list of objects that the server hints the client to prefetch. These hints have been piggybacked with the requested object by the user, and accumulated for each burst of user requests. When there is a new user request after an idle period, the remaining hints in the list are removed. If one does not want to remove the hints, the corresponding variable (ClearList) in the configuration file must be set to zero. The Fetched_Objects data store keeps all the fetched objects and, if they are prefetched, stores also whether the user has accessed them later or not. This information can be used to simulate an infinite cache in the client, because objects in this data store are never fetched or prefetched. Of course, this behavior can be deactivated in the simulator by means of the corresponding parameter (EnableCache) in the configuration file.
The Read_Traces block reads the users requests from a Squid log. This module reads each access and inserts it in a different FIFO queue for every client. Each insertion is timed basing on timestamps of the Squid log file to match the access pattern of the original user. It works in a similar way the HTTP Blast does [24] , (it is a tool that reads a trace file with URLs and submit them to a proxy cache) but integrated into the client simulator. This block is implemented as an independent thread connected to the rest of the system through FIFO queues. As it is independent, it can be easily replaced by a synthetic workload generator to feed the environment with the desired number of clients and requests. The way of managing multiple clients is by means of multiple processes (one per client) that work independently to request objects to the server.
The Prefetch_Manager block reads requests from the Read_Traces queue and asks for the object if it has not been prefetched yet (by checking the Fetched_Objects data store). In order to request files to the server, the Prefetch_Manager has many User_Request threads (the connections parameter of the configuration file) created and waiting for a new request. When the object is received, if its URL is in the Prefetch_List, it is removed. Then, that URL is inserted into Fetched_Objects data store in order to avoid prefetching the object later.
If the Read Traces queue is empty and the prefetch parameter is set to Only_when_idle, the Prefetch_Manager allows the prefetching until a new user request rises. When a request is inserted into the queue, the Prefetch_Manager indicates that the prefetched downloads must be cancelled and then the Hint_List data store is cleared. Both behaviors are configurable by using the EnablePrefetch and ClearList parameters, respectively.
The User Requests block receives requests from the Prefetch Manager and redirects them to the Requests block, reusing the socket when using the HTTP 1.1 version. When an object is received, this block inserts the prefetching hints piggybacked with the object into the Prefetch_List data store, and the URL of the object into the Fetched_Objects data store in order to avoid the prefetching of the object later. If it already exists, the reference of that object is removed from the Prefetch_List.
The Request block is a common interface (used both by user and prefetch requests) to communicate with the web server (or the proxy). This block handles at low level the communication sockets with the possibility of reusing connections if the client is configured to use HTTP/1.1 persistent connections [22] .
When the simulator is running, it writes a log file that gathers information about each request to the web server as well as the client request hits to the prefetched object cache. By analyzing the log file, the most relevant performance metrics (recall, precision, bandwidth overhead, etc) can be obtained. To this end, we implemented the results generator program, which obtains the following parameters: the amount of user accessed objects, cache hits, prefetch hits, prefetched objects, objects requested to the server, the sum of the response time of objects, total bytes transferred, precision of prefetch and recall. Note that the process of metrics generation is done at post-simulation time from the Log generated file.
Proxy server
Doing prefetch from the proxy server has many advantages. First, it allows users of non-prefetching browsers (the majority of them at this moment, like Internet Explorer) to benefit from server prefetch hints, analogously to the way we discussed above with respect to the surrogate. Second, it has information from more sources (the clients and the servers), so it is the one that can make more complex and precise predictions about how many and which objects should be prefetched. For example, we could decide to prefetch only those objects cached at the proxy server (as proposed in [3] ) or restrict the amount of bandwidth overhead tolerated for prefetching purposes. As predictions are more accurate, it uses less bandwidth and also it involves fewer overloads in the server.
When the different parts of the system support prefetch, many different behaviors can be chosen. For example, the proxy server could receive hints from the server and after processing them, it could start a prefetch connection to cache the selected objects. Then, the proxy could redirect the received hints to the client. These hints could be also removed or even updated (omitting or adding new hints) by applying its own proxy prediction algorithm, since the proxy has a better knowledge of its users than the server has. In addition, the proxy can observe cross-server links.
The structure of the prefetching proxy server can be seen as a combination of a surrogate and a client. On one hand, the proxy waits for connections and performs predictions like the surrogate; on the other hand, the proxy requests files to the server and processes hints like the client. From this point of view, only few changes should be performed, i) the objects must be stored, and ii) requests to the server are generated from client requests (instead of from log traces as done in the client part).
By having all these three parts (surrogate, client, and proxy) we can: i) check any proposal already appeared in the literature and ii) create novels test environments which inter-relate the three parts of the global system. In addition, the proxy side can be split in more parts to check the performance of new organizations; e.g. prefetching between proxies.
Simulations can be run by just setting up one set of clients and one server, which is the simplest system that can be modeled. The system can become more and more complex to represent more realistic scenarios.
To run simulations, the three parts of the modeled system can be placed in a single computer or placed distributed among computers of the same or different LANs. The number of clients that a computer machine can simulate depends on the CPU requirements of the client prefetching algorithm.
Implementation example
As an example of how a prefetch technique can be implemented in our environment, we use the proposed by Padmanabhan and Mogul [8] . We omit some implementation details since the goal of this paper is only to present the simulation environment.
This proposal takes into account a set of clients and the server. The server implements a prefetching algorithm similar to the proposed by Griffioen and Appleton [25] , which uses previous client-requests to generate the prediction list piggybacked on the response. Then, the client receives the list, and uses it when it is idle to ask the server for the hinted objects. When a user generates a real request, the prefetch is stopped.
The behavior pattern of the users was taken from logs collected by a Squid proxy of the Polytechnic University of Valencia. We selected those requests accessing to a popular news web server, which was mirrored to avoid external interferences. The response time parameters (50ms ConnectionDelay and 150ms ServerDelay) were obtained experimentally by timing connections to the real server. The others parameters were taken according to the HTTP/1.1 standard and Mozilla implementation:
• A maximum of two connections to the server per client.
• The system only prefetchs when there are no users requests in course (including the stop of prefetch Table 3 . Example of performance results connections when the user makes a new request).
• Hints list (per client) is cleared after an idle period.
• The hints piggybacked with the prefetched objects are only processed when the container object is accessed.
According to the interface presented with the surrogate, accommodating the selected algorithm in the proposed environment is limited to the implementation of the next three functions:
We create a thread in the prefetchInit to update statistical information of user requests (probability of next access for each file) every ten seconds.
The updateStats function marks the object being accessed as a possible successor of previous objects accessed by the user.
The getHints function obtains a list of those objects having a probability equal or higher than 40% of being accessed within the next 4 accesses as suggested in [8] . Table 3 illustrates the results obtained by the environment for the selected prefetching algorithm when non-prefetching and with two different prefetching methods. The results were obtained considering an initial empty cache and a small trace, so that little past information can be used for prediction. However, we want to remark that it is used only with illustrative purposes. Figure 4 profiles a little set of requests from three points of view: the web server, the surrogate, and the client logs. This profile shows the dynamic behavior of the requests and can help us to debug the prefetching algorithms implemented. URLs are cut in the example due to their length. Some other characteristics that can be observed are:
• The IP address of the six requests that the web server receives is the corresponding to the surrogate. So the server sees all the requests as if they come from the surrogate. Timestamps are omitted.
• The surrogate distinguishes between user and prefetch requests through the X-moz header.
• The first column of the client is the timestamp of the request and the second one the request type (U: user, P: prefetch).
As the surrogate submits hints with the object, the size of the response that the user receives (third column of the client log) differs from that submitted by the server (sixth column of the server).
Conclusions
Due to the large amount of research concentrating on prefetching, their results are difficult to compare because of their different conditions, assumptions, and implementation considered among the studies.
In this work we have proposed an experimental framework to implement prefetching algorithms. Thus, as algorithms are implemented under the same environment, performance comparison studies can be fairly done. In addition, the environment offers some
