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Abstract. In this paper, we apply an efficient top-k shortest distance
routing algorithm to the link prediction problem and test its efficacy. We
compare the results with other base line and state-of-the-art methods as
well as with the shortest path. Our results show that using top-k dis-
tances as a similarity measure outperforms classical similarity measures
such as Jaccard and Adamic/Adar.
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1 Introduction
In a connected world, emphasis is on relationships more than isolated pieces of in-
formation. Relational databases may compute relationships at query time [11,10],
but this would result in computationally expensive solution. Graph databases
[4] store connections as first class citizens, allowing access to persistent connec-
tions in almost constant-time [12]. One of the fundamental topological feature in
the context of graph theory and graph databases, with implications in Artificial
Intelligence and Web communities [7], is the computation of the shortest-path
distance between vertices [8].
Many efficient methods for searching shortest path were proposed. On the other
hand, top-k distance query handling methods are not well developed and spread.
They have many advantages over traditional shortest path as they reveal much
more information over a simple shortest path [2]. To extract top-k distances
from graph databases, an efficient indexing algorithm is needed, such as pruned
landmark labeling scheme, presented in [3]. We utilize this algorithm to obtain
the distances and then develop a similarity metric based on them to predict links
on graphs.
Figure 1 is an example to demonstrate the superiority of using top-k distance over
a simple distance metric to measure relationship between two vertices. Table 1
summarizes the connections represented in Figure 1. Based on (top-1) distance
alone, we can conclude that similarity (the shortest distance) between black
nodes ({a, b}, {b, c}) is the same in the graph. However, it is clear that {b, c} are
connected more tightly through a greater number of shortest paths.
The framework described in this paper is based on previous work which is called
Pruned Landmark Labeling [3]. We evaluate and test the proposed algorithm
extensively to prove the efficacy of the algorithm. Then we apply the algorithm
to the link prediction problem to compare with existing solutions.
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Fig. 1: An example of representing connection between pairs of vertices using
top-k shortest distance.
Table 1: Distances and top-k distances between pairs of black vertices in Figure
1.
Vertex Pair (Top-1) Distance Top-k Distance
(a,b) 2 [2, 4, 6. . . ]
(b,c) 2 [2, 2, 4 . . . ]
2 Related Work
In this section, we introduce some of comparable methods for computing top-k
shortest paths and link prediction as we utilize top-k distances to predict links
in social graphs.
2.1 Top-k shortest paths
One of the attempts to find k shortest paths is presented in [6] which achieves
O(m+n logn+ k) complexity. [6] also covers programming problems, including
the knapsack problem, sequence alignment, maximum inscribed polygons, and
genealogical relationship discovery. We adopt the algorithm presented in [2] to
discover k shortest paths since it achieves six orders of magnitude faster com-
putation given very large graphs with millions of vertices and tens of millions of
edges.
2.2 Link prediction
Link prediction in social network is a well known problem and extensively stud-
ied. Links are predicted using either semantic or topological information of a
given network. The main idea in link prediction problem is to measure similarity
between two vertices which are not yet linked to each other. If the measured
similarity is high enough then the future link is predicted. [9] attempts to infer
which new interactions among members of a social network are likely to oc-
cur in the near future. Authors develop approaches to link prediction based on
measures for analyzing the “proximity” of nodes in a network.
3 Prediction Methods
Given a graph G = (V,E), where V is the set of vertices and E is the set
of edges. Then let m and n be |E| and |V | respectively. We also assume that
vertices are represented by unique integers to enable the comparison of two
vertices. Furthermore, let us denote Pab as the set of paths from a to b, a ∈ V
and b ∈ V , and dith(s, t) as the i-th shortest path between s and t in Pst.
In the following, we introduce the structure of querying and indexing algorithm
from [2].
– Distance label L(v): a set of triplets (u, δ, c) of a vertex, a path length and a
number of paths with length δ.
– Loop label C(v): a sequence of k integers (δ1, δ2, ..., δk).
– Index I = (L,C): L and C sets of distance labels and loop labels.
– Ordering: vertices in order of decreasing degrees.
– Number of paths cw,δ′ : number of paths in the L(v) between vertex v and w,
of length not exceeding δ′ using loop label C(v).
– Query(I, s, t): smallest k elements in the ∆(I, s, t).
Then we can compute the multiset as follows.
∆(I, s, t) = {δsv + δvv + δvt | (v, δsv) ∈ L(s), δvv ∈ C(v), (v, δvt) ∈ L(t)}
Referring to the original work by [2], we have measured the performance in two
ways: index construction speed and the final index size. Our implementation
which considers unweighted and undirected graphs have achieved a reduction in
index size compared with [2].
Proposed Method: First, we implemented the algorithm presented in [2] to
compute top-k shortest paths between two vertices. Then we use the sum of top-k
shortest paths as the similarity measure to predict future links. This naive ap-
proach shows better results compared with other commonly used link prediction
methods.
Sk = Σ
k−1
i=0 KSP (s, t, k)[i] (1)
Equation 1 shows the similarity measure based on top-k distances whereKSP (s, t, k)
is the list of top-k shortest paths between vertices s and t.
4 Experimental Results
Setup: In these experiments, all networks were treated as undirected unweighted
graphs without self-loops and multiple edges. For testing purposes, we randomly
sample 60% edges for prediction and 40% for evaluation. The sampling, pre-
diction and evaluation tasks were performed 10 times on each dataset. We use
AUROC (Area Under the ROC curve) as an evaluation metric. We used five
different datasets from [2] to ease comparisons.
Results: The performance of our proposed method is summarized in Table 2.
The best performance for each dataset is emphasized. As we can see, Top-4
shortest distance consistently performs better than others except CondMat in
which the difference is negligible. Intuitively, one might think bigger k should
be a better predictor but our results suggests that small k is enough. Even with
such a small k value, 4, we can predict future links more effectively. From the
experiments, we can demonstrate that top-k distances capture the structural
similarity between vertices better than commonly used measures, namely, Com-
mon Neighbors (CN), Jaccard, Adamic/Adar and Preferential Attachment.
Table 2: Performance evaluation of predictions on 5 datasets. Statistics of each
graph are described in [2].
Top1 Top4 Top16 Top64 CN Jaccard Adamic Preferential
Facebook-1 0.878481 0.909458 0.899959 0.886813 0.834086 0.833845 0.799192 0.693485
Last.fm 0.863925 0.88316 0.881586 0.87527 0.736351 0.733341 0.721282 0.782929
GrQc 0.853479 0.853527 0.851746 0.84664 0.784875 0.784865 0.726173 0.720467
HepTh 0.826561 0.82677 0.824997 0.819686 0.730995 0.730984 0.671017 0.690331
CondMat 0.911328 0.911099 0.90812 0.901543 0.815252 0.815241 0.75657 0.716568
5 Conclusions and Future work
In this paper, we defined a new similarity metric between two users of social
networks based on top-k shortest distances. We also found out through exper-
iments that our simple metric outperforms other common metrics and also a
small k suffices to accurately predict future links. Since top-k distances capture
important topological properties between vertices, we plan to apply the metric in
gene regulation networks to discover unknown relationships among genes which
are difficult to infer using other methods.
Furthermore, graph database is a growing technology these days and, in some
cases, the shortest path implementations is already at their core (for example,
Neo4j [1]). It is natural therefore to investigate the results in the context of this
development, in order to identify possible improvements in performance gaps.
References
1. Neo4j, https://neo4j.com/
2. Akiba, T., Hayashi, T., Nori, N., Iwata, Y., Yoshida, Y.: Efficient top-k shortest-
path distance queries on large networks by pruned landmark labeling (2015),
http://www.aaai.org/ocs/index.php/AAAI/AAAI15/paper/view/9320
3. Akiba, T., Iwata, Y., Yoshida, Y.: Fast exact shortest-path distance
queries on large networks by pruned landmark labeling. In: Proceedings
of the 2013 ACM SIGMOD International Conference on Management of
Data. pp. 349–360. SIGMOD ’13, ACM, New York, NY, USA (2013),
http://doi.acm.org/10.1145/2463676.2465315
4. Angles, R., Gutierrez, C.: Survey of graph database models. ACM Comput. Surv.
40(1), 1:1–1:39 (Feb 2008), http://doi.acm.org/10.1145/1322432.1322433
5. Cohen, E., Halperin, E., Kaplan, H., Zwick, U.: Reachability and distance
queries via 2-hop labels. SIAM Journal on Computing 32(5), 1338–1355 (2003),
http://dx.doi.org/10.1137/S0097539702403098
6. Eppstein, D.: Finding the k shortest paths 28(2), 652–673 (Apr 1998),
http://epubs.siam.org/sam-bin/dbq/article/29047
7. Goldberg, A.V., Harrelson, C.: Computing the shortest path: A search
meets graph theory. In: Proceedings of the Sixteenth Annual ACM-
SIAM Symposium on Discrete Algorithms. pp. 156–165. SODA ’05, Soci-
ety for Industrial and Applied Mathematics, Philadelphia, PA, USA (2005),
http://dl.acm.org/citation.cfm?id=1070432.1070455
8. Lee, J., Oh, J.C.: Estimating the degrees of neighboring nodes in online social
networks. In: International Conference on Principles and Practice of Multi-Agent
Systems. pp. 42–56. Springer International Publishing (2014)
9. Liben-Nowell, D., Kleinberg, J.: The link-prediction problem for social networks.
Journal of the American Society for Information Science and Technology 58(7),
1019–1031 (2007), http://dx.doi.org/10.1002/asi.20591
10. Qu, Q., Chen, C., Jensen, C.S., Skovsgaard, A.: Space-time aware behavioral
topic modeling for microblog posts. IEEE Data Eng. Bull. 38(2), 58–67 (2015),
http://sites.computer.org/debull/A15june/p58.pdf
11. Qu, Q., Liu, S., Yang, B., Jensen, C.S.: Integrating non-spatial preferences into
spatial location queries. In: Proceedings of the 26th International Conference on
Scientific and Statistical Database Management. pp. 8:1–8:12. SSDBM ’14, ACM,
New York, NY, USA (2014), http://doi.acm.org/10.1145/2618243.2618247
12. Robinson, I., Webber, J., Eifrem, E.: Graph Databases. O’Reilly Media, Inc. (2013)
