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Abstract—In this paper, the traditional model based variational
method and learning based algorithms are naturally integrated to
address mixed noise removal problem. To be different from single
type noise (e.g. Gaussian) removal, it is a challenge problem to
accurately discriminate noise types and levels for each pixel. We
propose a variational method to iteratively estimate the noise
parameters, and then the algorithm can automatically classify
the noise according to the different statistical parameters. The
proposed variational problem can be separated into regulariza-
tion, synthesis, parameter estimation and noise classification four
steps with the operator splitting scheme. Each step is related to
an optimization subproblem. To enforce the regularization, the
deep learning method is employed to learn the natural images
priori. Compared with some model based regularizations, the
CNN regularizer can significantly improve the quality of the
restored images. Compared with some learning based methods,
the synthesis step can produce better reconstructions by ana-
lyzing the recognized noise types and levels. In our method,
the convolution neutral network (CNN) can be regarded as an
operator which associated to a variational functional. From this
viewpoint, the proposed method can be extended to many image
reconstruction and inverse problems. Numerical experiments in
the paper show that our method can achieve some state-of-the-art
results for mixed noise removal.
Index Terms—Deep Learning, CNN, Regularization, Mixed
Noise, EM Algorithm, Image Restoration
I. INTRODUCTION
Images are always contaminated by noise during acquisition
and transmission. Usually, the distributions of random noise
are assumed to be some standard probabilistic distributions,
such as Gaussian, Poisson, Gamma distributions and so on.
The additive noise model can be easily written as
f = u+ n,
where f, u, n are observed image, true image and noise,
respectively.
Many methods have been proposed [1] [2] to obtain the
clean image from the observed data. Model based methods
are traditional and popular techniques. In which filter method
is a very classical technique, some representative methods
such as Gaussian filters [3], Gabor filters [4] and median type
filters [5] [6] are still very popular since their simple im-
plementations. Wavelet based approaches [7] [8] [9] suppress
the high frequency coefficients by thresholding and statistical
approaches [10] [11] treat noise as some realizations of a
random variable. They are two powerful methods for image
denoising. Variational method [12] [13] is another useful and
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efficient tool. This approach is to minimize a cost functional
which contains a data fidelity and regularization terms
F (u) = E(u) + λJ(u),
where E(u) is the data fidelity to measure the discrepancy
between the true and the observed data. It can be derived
from the maximum likelihood estimation of noise. J(u)
serves as regularization formulating image prior. Variational
methods draw extensive researches since these methods can
naturally equip model with regularization and flexibly integrate
the advantages of different methods. Meanwhile, the Total
Variation(TV) [13] regularization has been proven its success
on denoising and inverse problems [14] [15] [16]. However,
TV can not preserve the repeated tinny image details such
as textures. To better capture these image details, nonlocal
methods [17] [18] [19] were proposed. These methods take
full use of the self-similarity properties existing in an image,
which can be integrated in a variational methods naturally.
The nonlocal methods always have better performance than
local methods on denoising. However, the weighting function
existing in the nonlocal model are usually difficult to be de-
terminated. There are many improved nonlocal methods based
on the self-similarity properties among image patches, such as
BM3D [20], learned simultaneous sparse coding(LSSC) [21]
and weighted nuclear norm minimization(WNNM) [22].
Learning based methods [23] [24] draw much attention
recently for its outstanding denoising performance. Mathemat-
ically, the learning based methods can be expressed as
O = F (I; Θ),
where F is a nonlinear operator functioned by recursion with
parameters set Θ, I is the input data and O represents the
output data. Given some data pair (Ii, Oi), the model can
be trained precisely to fit the given samples. Obviously, the
learning based model can be used in many fields, so long as
the sample data are prepared enough and properly, such as
denoising [25], image classification [26] and other interesting
application [27] [28]. The learning especially neural network
based denoising methods have been proposed in many works,
and most of these works establish different kinds of networks
as denoisers, such as commonly used convolutional neural
network [29] [25], multi-layer perceptron [30] and stacked
sparse denoising auto-encoders method [31].
Most of the works assume the noise was single white Gaus-
sian noise, which can be removed by a L2-based fidelity [13]
term. With other noise assumptions, the data fidelity can be
different, such as L1 based fidelity for impulse noise [32] [14]
(including pepper-and-salt noise and random valued noise)
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2and point-wise based fidelity for Possion noise [33]. However,
the noise model is more complicated in practical application
since the changeable imaging environments. More precise and
reasonable, the noise should be modeled by mixture distribu-
tions such as Gaussian-Gaussian, Gaussian-impulse and so on.
Unfortunately, the single type noise removal models are not
suitable for the mixed noise models any more [34], since there
is no unified data fidelity can be used in mixed noise removal
model, which makes mixed noise removal troublesome.
The key point of mixed noise removal is to determine
precisely the type of noise in each pixel. Lopez-Rubio [35]
gives a kernel estimation method to remove the Gaussian-
impulse noise, which is based on Bayesian classification of
each pixel. Xiao et al. [36] establish a l1 − l0 model for
Gaussian-impulse noise removal. Liu. et al. [34] propose an
adaptive mixed noise removal models based on EM process,
which demonstrates good performance.
Though learning based methods show better denoising per-
formance under single type noise such as Gaussian noise, these
kinds of methods need large amount of labeled samples, which
limits the application and development of these methods on
mixed noise removal. As for variational based methods, most
of the variational based methods needs only one image, and
these kinds of methods can integrate the prior (regularization)
of image flexibly. However, the prior existing in a variational
model is always based on low level image information and
single image, which is always unsatisfied.
In this paper, we extend our previous EM based mixed
noise removal method [37], and integrate a CNN process
as regularization to propose a new variational method. In
our method, the variational process can estimate the noise
parameters iteratively and it can be used to classify noise
types and levels in each pixel. By splitting methods, we
can separate our algorithm into four steps: regularization,
synthesis, parameter estimation and noise classification, in
which each step is related a minimization problem and can
be optimized efficiently. Meanwhile, we employ the deep
learning method (CNN) to learn the natural images priori in
our algorithm, which strengthens the regularization priori.
The CNN based regularization can better catch the image
prior, image synthesis will correct the over-smooth effect by
CNN process, and noise estimation can give CNN denoiser
a good noise estimation to behave well, all these step work
together and one can get some satisfactory restored results. To
the best of knowledge, this is the first attempt integrating the
variational mixed noise removal methods and learning based
methods together.
The rest of this paper are organized as follows: we review
the related work in section II, the proposed model and details
of algorithm are presented in section III, numerical experi-
ments of the proposed model are given in section IV. We give
the conclusion and further research in section V.
II. RELATED WORK
In this paper, we consider the additive mixed noise removal.
To be different from most of denoising works, here the mixed
noise is assumed to be
n =

n1, with probability r1,
n2, with probability r2,
· · · , · · ·
nK , with probability rK ,
(1)
where nk is the k-th noise component with probability density
function (PDF) pk, rk is a unknown mixture ratio and satisfies∑K
k=1 rk = 1.
The proposed method is built upon our previous work [37].
Let us first review some results in [37].
Lemma 1 ( [37]): The PDF of mixed noise model (1) is
p(z) =
K∑
k=1
rkpk(z).
Once the PDF is given, then by assuming the noise is
independent identically distributed and one can get its negative
log-likelihood functional as follows:
L(u,Θ) = −
∑
x∈Ω
ln
K∑
k=1
rkpk(u(x)− f(x)).
Here Θ is a statistical parameter set contains noise parameters
such as mixture ratios, means and variances.
Usually, this likelihood functional can be chosen as the
fidelity term in variational method. However, to be different
from the single Gaussian noise case, here L is not quadratic
and it is not easy to be efficiently optimized. One alternative
way is to minimize a simple upper bound functional of L. In
[37], such a upper bound functional named H had been found
as
H(u,Θ,w) = −
∑
x∈Ω
K∑
k=1
ln[rkpk(u(x)− f(x))]wk(x)
+
∑
x∈Ω
K∑
k=1
wk(x) lnwk(x).
(2)
Here Θ = (r1, ..., rK , σ1, ..., σK) is the parameters set, and
w : Ω → (0, 1)K is a vector-valued function with its k-
th component function as wk. Moreover, w must satisfy a
segmentation condition that
w ∈ S = {w(x) : 0 < wk(x) < 1, and
K∑
k=1
wk(x) = 1,∀x ∈ Ω}.
In [37], it has been shown that the three variables functional
H is a upper bound of L, i.e.
Lemma 2 (Commutativity of log-sum, [37]):
L(u,Θ) = min
w∈S
H(u,Θ,w).
It seems that H is more complicated than L since there is an
extra variable w in H. However, to minimize H is easier since
the H-problem would become quadratic with respect to u, and
Θ always would have a closed-form solution in some cases.
Moreover, the introduced w is a probability which indicates
the noise at each pixel comes from which mixture component,
and thus the noise would be classified by w according to
different statistical parameters.
3To optimize H, the alternating minimization could be em-
ployed, and one can get the following iteration scheme:
wν+1 = arg min
w∈S
H(uν ,Θν ,w),
(uν ,Θν+1) = arg min
u,Θ
H(u,Θ,wν+1). (3)
For such a scheme, it has been shown that
Lemma 3 (Energy Descent, [37]): The sequence (uν ,Θν)
produced by iteration scheme (3) satisfies
−L(uν+1,Θν+1) 6 −L(uν ,Θν).
According to this lemma, to optimize L can be replaced by
H by adding a variable w and log-sum interchange. Based on
this fact, the authors in [37] proposed a variational model with
dictionary learning to denoise a variety of mixed noise such as
Gaussian-Gaussian, impulse and Gaussian-Impulse mixtures.
However, such a dictionary learning is images driven and thus
the learning and denoisng procedures are synchronized. In
addition, it is hardly to split them into two separated tasks, and
thus the algorithm would be very time-consuming. One more
thing, the dictionary learning is linear and low level learning
method and it could not find some nonlinear and deep image
priori in natural images. In this paper, we will integrate the
deep learning method to improve it.
III. THE PROPOSED METHOD
In this section, we will built a general variational model
with CNN regularization for mixed noise removal.
A. General Model
The general mixed noise removal model could be
(u∗,Θ∗,w∗) = arg min
u,Θ,w∈S
{ H(u,Θ,w) + λ1J (u) } , (4)
where H is defined in (2) and J is a learning-based regular-
ization term, λ1 > 0 is a balance parameter which control the
smoothness of the restorations.
By applying the well-known alternating minimization
scheme, we can get
uν+1 =arg min
u
λ1J (u) +H(u,Θν ,wν), (5a)
Θν+1 =arg min
Θ
H(uν+1,Θ,wν+1), (5b)
wν+1 =arg min
w∈S
H(uν+1,Θν+1,w). (5c)
In order to use CNN, we must split the optimization problem
(5a). Let us introduce a auxiliary function v and reform the
above problem as
min
u,v
{H(v,Θν ,wν) + λ1J (u)} s.t u = v.
Then by applying the well-known augmented Lagrangian
method (ALM) [38], one can get a saddle problem
min
u,v
max
µ
{ H(v,Θν ,wν)+ < µ, u− v > +η2 ||u− v||22
+λ1J (u)
}
.
We notice that the above functional with respect to v is
an image synthesis process and we can add a TV regularizer
for v to reduce some artificial effect such as blurs cased by
averaging. Meanwhile, the introduction of TV can be seem as
a generalization of our algorithm, since the parameter λ2 can
be set to 0 which equals to the original question. Thus we get
min
u,v
max
µ
{ H(v,Θν ,wν)+ < µ, u− v > +η2 ||u− v||22
+λ1J (u) + λ2TV(v)
}
.
It produces the standard ALM iteration scheme
(uν+1, vν+1) = arg min
u,v
{
η
2 ||u− v − µν ||22 + λ1J (u)
+H(v,Θν ,wν) + λ2TV(v)
}
,
µν+1 = µν + (vν+1 − uν+1).
where  serves as step size.
By applying the well-known alternating minimization
scheme, together with (5b) and (5c), we can get
uν+1 =arg min
u
λ1J (u) + η
2
||u− vν − µν ||22, (6a)
vν+1 =arg min
v
{ H(v,Θν ,wν) + λ2TV(v)
+η2 ||uν+1 − v − µν ||22
}
, (6b)
µν+1 =µν + (vν+1 − uν+1), (6c)
Θν+1 =arg min
Θ
H(uν+1,Θ,wν), (6d)
wν+1 =arg min
w∈S
H(uν+1,Θν+1,w), (6e)
The above 5 subproblems implies that we can split the
mixed noise removal problem into Gaussian noise removal
(renewing u), fidelity term choice (renewing v), noise putback
(Lagrangian multiplier µ updating), noise parameters estima-
tion (Θ updating), noise classification (w updating) 5 steps.
In the next, we will show how to solve each subproblem.
Let us mention our model (4) can handle many types
mixture noise such as Gaussian-Gaussian mixed noise with
different standard deviations, impulse noise (salt and pepper
noise and random value noise), Gaussian-impulse mixed noise
and so on. One just need to chose different pk to finish
different types mixed noise removal problem. For Gaussian-
Gaussian mixture, H would be quadratic with respect to v and
all of these five problem would be easily solvable.
u problem:
u problem is a standard Gaussian noise removal problem.
In order to enforce the image priori, we can employ the
popular deep learning methods such as CNN as regularizer
[39]. Suppose the property of J is good enough such as
differentiable, then uν+1 must satisfy
uν+1 = vν + µν −L (uν+1), (7)
where L is an operator with L (uν+1) = λ1η
δJ
δu
∣∣∣∣
u=uν+1
.
Ideally, L (uν+1) should be the noise n for a additive noise
removal problem. Thus we can use CNN to learn Gaussian
noise for different kinds of levels in variety of natural images.
In this sense, we can regard the CNN as a variational of a
functional. In PDE denoising method, a very simple example
of L is the negative Laplace operator, i.e L = −4, which
can be regarded as a trained single layer CNN with isotropic
diffusion convolution kernel. In such a case, we can easily
4get the functional J (u) = η2λ1 ||∇u||22. Though such a simple
CNN is not good enough to preserve the image edges well,
it can enlighten us to use some more complicated CNN with
multi-layers and nonlinear kernels. In the general cases, we
can not get the related closed-form functional J for CNN
operator L .
Therefore, we can simulate white Gaussian noise with
different variances and put them into all kinds of natural
images to produce plenty of train samples. The powerful
learning ability of CNN ensure that the trained CNN can
distinguish the different levels of white Gaussian noise. Once
the noise in the images is identified, then the clean image can
be easily recovered.
Instead of solving a linear or nonlinear PDE in traditional
variational method, here we employ a CNN to find noise.
Numerical experiments show that this step can greatly improve
the quality of the restorations.
There are many learning base method to remove Gaussian
noise such as [31] [39]. In this paper, we choose the recent
CNN based denoiser [39].
v problem:
This subproblem would lead to a TV system and can be
efficiently solved by many TV solvers, such as Chambolle
dual method [40], primary dual method [41] [42] [43], split
Bergman method [44] [45], augmented lagrangian method
[38]. For the Gaussian mixture noise, it is the ROF model.
Here the weight w can ensure the model assigns the different
fidelity terms to the pixels contaminated by different levels or
types noise. This procedure can greatly improve the quality of
restorations.
Θ,w problems:
These two subproblems are exactly an EM process. For a given
noise f−uν+1, these two steps can give an estimation of noise
variances and classify the noise into different classes according
to the estimated noise parameters.
Some detailed noise distribution are discussed below, in-
cluding Gaussian-Gaussian type noise, impulse noise and
Gaussian-impulse noise.
B. Gaussian Mixture Model
Assume p1, p2, · · · , pK be Gaussian functions with different
variances σ21 , σ
2
2 , · · · , σ2K , respectively, i.e.
pk(z) =
1√
2piσk
exp(− z
2
2σ2k
), k = 1, 2, · · · ,K,
then ignoring some constant terms, we can define H as
H(u, r,σ2,w)
=
1
2
∑
x∈Ω
K∑
k=1
(u(x)− f(x))2
σ2k
wk(x)−
∑
x∈Ω
K∑
k=1
wk(x) ln rk
+
1
2
∑
x∈Ω
K∑
k=1
wk(x) lnσ
2
k +
∑
x∈Ω
K∑
k=1
wk(x) lnwk(x),
(8)
where r = (r1, r2, · · · , rK),σ2 = (σ21 , σ22 , . . . , σ2K)
Here we give the Gaussian mixed noise removal model:
(u∗,Θ∗,w∗) = arg min
u,Θ,w∈S
{ H(u,Θ,w) + λ1J (u) } , (9)
So details of iteration scheme (6) becomes:
v problem (6b):
vν+1 = arg min
v

1
2
∑
x∈Ω
K∑
k=1
(v(x)−f(x))2
(σ2k)
ν w
ν
k(x)+
λ2
∑
x∈Ω
||∇v(x)||+ η2 ||uν+1 − v − µν ||22.

Since the existence of TV term, we can adopt some split-
ting methods, such as split Bergman method [44] [45] and
augmented lagrangian method [38]. Here we introduce an
auxiliary variable d = ∇v and give the iteration by split
Bregman
(vν+1, dν+1) =arg min
v,d

1
2
∑
x∈Ω
K∑
k=1
(v(x)−f(x))2
(σ2k)
ν w
ν
k(x)
+λ2
∑
x∈Ω
||d(x)||
+λ2 ||d−∇v − b||22
+η2 ||uν+1 − v − µν ||22,

(10a)
bν+1 =bν + λ(∇vν+1 − dν+1),
(10b)
Furthermore,
vν+1 = arg min
v

1
2
∑
x∈Ω
K∑
k=1
(v(x)− f(x))2
(σ2k)
ν
wνk(x)
+
λ
2
||d−∇v − b||22
+
η
2
||uν+1 − v − µν ||22,

can be solved by first-order optimal condition, which equals
to solve a linear system:
[
K∑
k=1
wνk(x)
(σ2k)
ν
− λ∆ + η]v(x)
= [
K∑
k=1
wνk(x)
(σ2k)
ν
]f(x) + λdiv(bν(x)− dν(x)) + η(uν+1(x)− µν(x)),
(11)
and
dν+1 = arg min
d
{
λ2
∑
x∈Ω
||d(x)||+ λ
2
||d−∇vν+1 − bν ||22
}
,
can be solved by shrinkage operator [46]:
dν+1(x) =
∇vν+1(x) + bν(x)
||∇vν+1(x) + bν(x)|| max{||∇v
ν+1(x)+bν(x)||−λ2
λ
, 0}.
(12)
Θ problem (6d):
The parameter set Θ consists of r=(r1, ..., rK) and
σ=(σ1, ..., σK), they would have closed-form solutions. The
5minimization problem with respect to r and σ can be written
as
rν+1 = arg min
r
{
−
∑
x∈Ω
K∑
k=1
wνk(x) ln rk
}
, (13a)
σν+1 = arg min
σ
{
1
2
∑
x∈Ω
K∑
k=1
(u(x)− f(x))2
σ2k
wνk(x)
+
1
2
∑
x∈Ω
K∑
k=1
wνk(x) lnσ
2
k
}
, (13b)
With the weights constrain
K∑
k=1
rk = 1, one can easily get
the parameters updating by:
rν+1k =
∑
x∈Ω
wνk(x)
|Ω| ,
(σ2k)
ν+1 =
∑
x∈Ω
(u(x)− f(x))2wνk(x)∑
x∈Ω
wνk(x)
.
(14)
w problem (6e):
w=(w1, w2, ..., wK) subproblem would also have a closed-
form solution. The related minimization problem becomes
wν+1 = arg min
w∈S
{
1
2
∑
x∈Ω
K∑
k=1
(
uν+1(x)− f(x))2
(σ2k)
ν+1
wk(x)
−
∑
x∈Ω
K∑
k=1
wk(x) ln r
ν+1
k +
1
2
∑
x∈Ω
K∑
k=1
wk(x) ln(σ
2
k)
(ν+1)
+
∑
x∈Ω
K∑
k=1
wk(x) lnwk(x)
}
.
It has a closed-form solution
wν+1k (x) =
rν+1k
σν+1k
e
−(uν+1(x)−f(x))2
2(σ2
k
)ν+1
∑
k
rν+1k
σν+1k
e
−(uν+1(x)−f(x))2
2(σ2
k
)ν+1
. (15)
To sum up, we summarize the algorithm overview of model
(9) in algorithm 1. The structure of our CNN-EM algorithm
is also contained in Fig.1.
C. Gaussian Noise Plus Impulse Noise
As for this part, we assume that the noise model is followed
by mixed distribution with Gaussian noise n1 and impulse
noise n2, the noise model [37] can be written as
n =
{
n1, with probability 1− r,
n2, with probability r,
(16)
where n1 and n2 are the Gaussian noise and uniformly
distributed random value range of [0, 255] named random-
valued noise or either 0 or 255 named salt-and pepper noise,
respectively. In such a case, one can get
Proposition 1 ( [37]): The PDF of Gaussian plus random-
valued noise and Gaussian plus salt-and-pepper noise have the
following expression respectively,
p(x) =
{
(1− r)p1(x) + r255
∫ 255−x
−x p2(y)dy,
(1− r)p1(x) + r2p2(−x) + r2p2(255− x),
(17)
Algorithm 1 CNN-EM mixed noise removal
Given tolerant error = ζ; Set parameters η = 0.8,  = 1e− 2,
Set initial value v0 = f, µ0 = 0, r0k =
1
K , σ
2
1 =
500
2552 , σ
2
2 =
50
2552 , w
0
k =
1
K , let ν = 0. Do the following steps:
1.Smoothness: removing noise by CNN denoiser (7);
2.Synthesis: selecting suitable fidelity term for each pixels
according to the estimated weighting function by variational
step (11) (12);
3.Noise put back: updating the dual variable by (6c);
4.Noise parameter estimation: updating the parameters by
(14);
5.Noise Classification: updating the weighting function by
(15);
6.Convergence checking: if ||u
ν+−uν ||
||uν || < ζ, stop; else,
return to step 1.
Fig. 1. The proposed CNN-EM algorithm structure.
6where p1 is a gaussian function and p2 is the PDF of clean
image with intensity of range [0, 255], which is always
expressed by normalized histogram of the clean image.
Since one can use median filters to well detect salt-and-
pepper noise, so some existing works such as two-phase
method [47] [48] can restore the image well even when the
density of noise is as high as 90%. However, the random-
valued noise is not easy to detected and here we pay more
attention on random-valued noise.
In fact, the PDF of random-valued noise can be expressed
as
p(x) =
 (1− r)p1(x) +
r(255+x)
2552 , −255 ≤ x ≤ 0,
(1− r)p1(x) + r(255−x)2552 , 0 ≤ x ≤ 255,
(1− r)p1(x), else,
(18)
if we suppose that the clean image has a normalized histogram,
namely p2 is an uniformly distributed PDF in [0, 255]. As
discussed above, one can use this PDF to construct the data
fidelity to complete the model. However, the second part of
(18) is not differential which is hard to optimize. As discussed
in the [37], in fact, this part can be well approximated by
a Gaussian function, which means the model with Gaussian
plus impulse noise can be optimized by the model of mixed
Gaussian noise.
IV. EXPERIMENTAL RESULTS
In this section, we make comparison between our proposed
CNN based regularization model and some related model.
Here we give 5 test images in Fig.2 uesd in our experiments:
Lena (512 × 512), Barbara (512 × 512), Boat (512 × 512),
House (256 × 256) and Peppers (256 × 256). To estimate
the denoising quality of the different methods, we adopt PSNR
value
PSNR =
2552
V ar(u∗ − u)
as the quality index. Here u and u∗ are the clean and denoised
image, respectively.
A. Gaussian Mixed Noise
In the first experiment, we give the restored results under
mixed Gaussian noise. To make comparison, we take K-
SVD method [49], W-KSVD model [37], and CNN denoising
method [39] as reference.
The test image “Barbara” is corrupted by mixed Gaussian
noise with mixture ratio r1 : r2 = 0.7 : 0.3 and the standard
deviations σ1 = 10 and σ2 = 50, respectively. Though the
K-SVD model is design for single Gaussian distribution, we
still list the results as reference to show the superiority of EM
parameter estimation. The noise variances appeared in K-SVD
method are set as r1σ21 + r2σ
2
2 according to proposition 5 in
the work [37]. For W-KSVD [37] which integrating weighted
dictionary learning and sparse coding based on Expectation
Maximum(EM) process used for mixed noise removal, we
update all the parameters, including weights parameter rk and
variance σk. To compare with the learning based methods,
we give the results by the latest work in CVPR2017 [39]
TABLE I
RUN TIME OF DIFFERENT METHODS: K-SVD [49], W-KSVD [37], CNN
[39] AND PROPOSED ALGORITHM.
Size K-SVD [49] W-KSVD [37] CNN [39] Proposed
256× 256 44.999s 492.28s/10 1.28s 13.44s/10
512× 512 128.351s 1245.70s/10 3.68s 38.09s/10
called “CNN based method” here which is trained to remove
additive Gaussian noise with level range [0, 50]. We show the
noisy image and the corresponding restored results in Fig.3.
We zoom in the regions in green rectangle which is placed in
the left-bottom of each image patch.
To be compared with the K-SVD methods, one can find
that some speckles exist in the results by K-SVD method
Fig.3(b) since K-SVD can not distinguish the different noise
levels, and our proposed variational model Fig.3(e) which is
based on EM process with parameters updating can preciously
determine the noise level of each pixels. To compare with the
W-KSVD methods Fig.3(c), our proposed model can preserve
image detail preciously, such as texture information, since
our proposed model has high level image prior so as to
having better denoising performance. CNN method performs
well in denoising process, however, since the noise is not
a standard Gaussian distribution and we do not have the
exact noise variance, if the initial value of noise level are
far from the real noise level in CNN process, the restored
image will be very bad. To be contrasted, our model are
separated to four step including noise level estimation and
image synthesis process by operator splitting, the estimation of
noise can endow CNN process a better noise level estimation
to have a better denoising performance Fig.3(e). Meanwhile,
the CNN process largely depends on the labeled samples, if
the noise distribution or noise level are not included in the
sample database, the restored image are always undesirable.
The image synthesis process can partly release the sample-
dependent effect so as to performing robust. Moreover, our
proposed model has a high efficiency, TABLE I shows the
CPU run times for denoising the images with mixed noise
(r1 : r2 = 0.7 : 0.3, σ1 = 5, σ2 = 30) of size 256×256,
512×512 by different methods, including K-SVD [49], W-
KSVD [37], CNN [39] and proposed algorithm, here the time
of W-KSVD and proposed model shown in TABLE I are the
time for one outer iteration by each method. It can be seen
that the proposed CNN-EM algorithm is more than 30 times
faster than W-KSVD [37].
Here we give another two numerical experiments, the im-
ages used for algorithm comparisons are corrupted by mixed
noise. And the sample image “House” is contaminated by
mixed Gaussian r1 : r2 = 0.7 : 0.3, σ1 = 15, σ2 = 75, while
“Peppers” is contaminated by mixed Gaussian r1 : r2 = 0.3 :
0.7, σ1 = 10, σ2 = 50. Fig.4 and Fig.5 show the restored
images by each methods corresponding to the artificial test
images. From the restored images by each methods, one can
easily get the same conclusion as the last experiment Fig.2. We
test our method in every sample images, and list all the PSNR
values of results by different methods in TABLE II. It can be
found that almost all the restored images by proposed model
7Fig. 2. Original test images: (a) Lena. (b) Barbara. (c) Boat. (d) House. (e) Peppers.
Fig. 3. Results under mixed Gaussian (r1 : r2 = 0.7 : 0.3, σ1 = 10, σ2 = 50): (a) Noisy ”Barbara”(PSNR=19.02). (b) K-SVD ( [49] with known
parameters, PSNR=26.95). (c) W-KSVD ( [37] with unknown parameters, PSNR=30.07). (d) CNN ( [39], PSNR=28.95). (e) Ours (PSNR=30.69). (f) Original
clean image.
8have the highest PSNR values, which shows the superiority
of our model. Here we pay more attention on the noise
mixture r1 : r2 = 0.3 : 0.7 and σ1 = 15, σ2 = 75. As
discussion above, the noise level to be set in CNN denoiser is√
r1σ21 + r2σ
2
2 = 63.2851, which is out of the range [0, 50] of
the denoisers [39]. Under this situation, the CNN denoiser is of
invalidation in fact. However, since the existence of the step of
image synthesis with related to v subproblem, our proposed
model can behave better and more robust than the state-of-
art methods, which can be seen as modification of the CNN
denoiser and also shows the superiority of our proposed model.
Since the high calculation efficiency of our proposed al-
gorithm, which can be tested on the image data-set, we
make comparison between CNN based method [39] and our
proposed algorithm on BSDS500 dataset [50]. TABLE III
gives the contrast results on 100 images, 300 images and total
500 images of BSDS500 dataset. One can find our proposed
algorithm have higher PSNR value. Our proposed model has
at least 0.31 db improvement and 1.61db improvement for
average than original CNN based method [39].
In the next experiment, we explore the relationship between
PSNR values and the noise level of mixed Gaussian noise with
sample image “Barbara” by proposed model and CNN based
model [39]. Here, we set noise ratio r1 : r2 = 0.3 : 0.7, and
one of the noise with fixed standard deviations σ1 = 15 and
the other noise with increasing noise level σ2 from 5 to 50
with step size 5 and give the results in Fig.6. One can find
that the PSNR values of both methods are decreasing with
the increasing of σ2 as we expected. Meanwhile, the PSNR
values nearby the value σ2 = σ1 are get closer between CNN
based method and proposed method, since if σ1 = σ2, the
mixed noise model will degenerate to single Gaussian noise
model, which can be solved by CNN based model efficiently.
with high noise level which is far from σ1 = 15, our proposed
model has more satisfactory behaviours.
In Fig.7, we give relationship between PSNR values and
the mixed ratio of mixed Gaussian noise with sample image
“Barbara”, and σ1 = 5, σ2 = 30 and mixed ratio: r1 =
0 : 0.1 : 1 and r2 = 1−r1. Here we also show the results of the
CNN based method [39] which serves as contrast. In fact, with
the increasing of the r1, the valid noise level
√
r1σ21 + r2σ2 is
decreasing, which dues to the increasing of the PSNR values
by both methods. Otherwise, with small r1 (r1 is close to 0)
or large r1 (close to 1, which means r2 is closer to 0), the
PSNR value by CNN based method [39] and our proposed
model are close to each other, since at this time, the noise in
fact can be seen as single Gaussian noise, which meets our
expectation.
B. Gaussian Noise Plus Impulse Noise
In fact, our model also can work on the images with
Gaussian noise plus Impulse noise, here we test our model
on “Barbara” contaminated by Gaussian-Random Value noise,
and the density of ranom-value noise is set r = 0.3, and the
standard deviation of Gaussian is set σ = 15. To obtain better
restoration of noisy image “Barbara”, here we set the initial
w0 as the output of the first phase of two-phase models [47]
[48] [37] as
w0i =
{
1, if fi == u
med
i ,
0, else,
(19)
where umed is the result of the median filter. Here we detect
random-valued impulse noise by adaptive center-weighted
median filter (ACWMF) [6]. Meanwhile, we set the initial
variances for impulse noise as [37]{
(σ21)
0 = σ
2
10 ,
(σ22)
0 = 9σ
2
10 ,
(20)
where σ2 can be estimated by following mode [37]
σ2 ≈
N1∑
i=1
N2∑
j=1
∆fij
10N1N2
.
For comparison, we give the results by some related model:
ACWMF [6] plus K-SVD [49] (first using ACWMF to filter
the noisy image, then denoising image by K-SVD), two-phase
model [48] [36] which are two good mixed noise removal
models. The parameters for these two two-phase models are
chosen as with the highest PSNR and noise variance is set as
r1σ
2
1 + r2σ2 with σ1, σ2 in (20). The restored images by Two-
Phase, ACWMF+KSVD and our proposed model are shown
in Fig.8, and to have a better visualization, we zoom in the
region in green rectangle which is shown in the left-bottom
of Fig.8. From the restored results, our proposed model has
better behaviour with no doubt, especially among the texture
regions. Meanwhile, the above mentioned two methods in fact
are used for single Gaussian removal, as for mixed noise, these
two model can not distinguish the noise level and type, so
there will be some speckles inevitably. To be contrasted, our
restored image is good enough visually.
In the next experiment, we test our model on more mixed
noise combination, here the “Barbara” is contaminated by
different level of Gaussian noise σ = 5, 10, 15 and changing
density of random-valued noise r = 0.1, 0.2, 0.3. The results
under Gauusian plus random-valued noise by our model and
the related models are shown in TABLE IV. From this table,
the results by our proposed model have the highest PSNR,
which is coincident with the visual results and also shows the
superiority of our model.
Moreover, we test our proposed model on some real noisy
images, the results are shown in Fig.9 by K-SVD [49], CNN
based method [39] and the proposed method, where Fig.9(a)
is the real noisy brain MR image, Fig.9(b), Fig.9(c), Fig.9(d)
are the denoised images by K-SVD, CNN based method
and proposed method respectively, the noise removed by K-
SVD, CNN, proposed method are shown in Fig.9(e), Fig.9(f),
Fig.9(g), where the regions in green rectangle are zoomed
in and placed in the left-bottom of the each sub-figures.
From the noise removed by different method, we can find
that our propose method get better restored results than K-
SVD method, since there is less information removed by
proposed method. Meanwhile, we find that the restored result
by the proposed method is slightly better than CNN. In this
9Fig. 4. Results under mixed Gaussian (r1 : r2 = 0.7 : 0.3, σ1 = 15, σ2 = 75): (a) Noisy ”House” (PSNR=15.41). (b) K-SVD ( [49] with known
parameters, PSNR=27.41). (c) W-KSVD ( [37] with unknown parameters, PSNR=31.42). (d) CNN ( [39], PSNR=30.57). (e) Ours (PSNR=32.77).
Fig. 5. Results under mixed Gaussian (r1 : r2 = 0.3 : 0.7, σ1 = 10, σ2 = 50): (a) Noisy ”Peppers” (PSNR=15.57). (b) K-SVD ( [49] with known
parameters, PSNR=26.82). (c) W-KSVD ( [37] with unknown parameters, PSNR=27.37). (d) CNN ( [39], PSNR=28.16). (e) Ours (PSNR=28.79).
TABLE II
PSNR VALUES: K-SVD [49], W-KSVD [37], CNN [39] AND PROPOSED ALGORITHM.
Images σ1=5 σ2 = 30 σ1=10 σ2 = 50 σ1=15 σ2 = 75
↓ r1 : r2 → 0.3:0.7 0.5:0.5 0.7:0.3 0.3:0.7 0.5:0.5 0.7:0.3 0.3:0.7 0.5:0.5 0.7:0.3
Lena K-SVD [49] 31.11 31.60 31.30 28.49 28.92 28.43 26.41 26.79 26.05
W-KSVD [37] 31.43 32.69 34.24 29.00 30.43 32.07 27.04 28.57 30.36
CNN [39] 32.34 32.93 33.72 30.20 30.79 31.56 19.55 27.05 29.83
Proposed 32.88 34.18 35.55 30.86 32.12 33.50 29.04 30.36 32.12
Barbara K-SVD [49] 29.37 30.08 30.65 26.40 27.08 26.95 23.70 24.38 24.21
W-KSVD [37] 29.19 30.50 32.69 26.46 28.15 30.07 23.75 26.20 28.22
CNN [39] 29.80 30.57 31.66 27.15 27.90 28.95 19.22 24.60 26.81
Proposed 29.76 31.35 32.87 27.67 28.88 30.69 25.23 26.68 28.94
Boat K-SVD [49] 29.08 29.63 29.78 26.20 27.07 26.81 24.61 25.02 24.60
W-KSVD [37] 28.96 29.85 31.19 26.79 27.82 29.19 25.02 26.31 27.77
CNN [39] 29.96 30.60 31.50 27.83 28.43 29.22 19.28 25.43 27.52
Proposed 29.99 31.66 33.14 28.29 29.43 30.92 26.34 27.65 29.39
House K-SVD [49] 31.81 32.25 31.74 28.83 29.42 28.88 26.13 26.74 27.41
W-KSVD [37] 32.73 33.66 34.83 30.16 31.56 33.10 27.24 29.44 31.42
CNN [39] 33.07 33.54 34.26 30.89 31.56 32.32 19.33 27.30 30.57
Proposed 33.59 34.80 36.32 31.56 32.86 34.10 29.68 30.99 32.77
Peppers K-SVD [49] 29.47 30.10 30.32 26.82 27.40 27.10 24.53 25.16 24.69
W-KSVD [37] 29.66 30.55 31.69 27.37 28.47 29.79 25.21 26.76 28.37
CNN [39] 30.62 31.38 32.35 28.16 28.86 29.87 19.08 25.34 27.88
Proposed 31.18 32.42 33.89 28.79 30.10 31.69 26.91 28.22 30.00
TABLE III
PSNR VALUES: CNN [39] AND PROPOSED ALGORITHM ON BSDS500 DATASET [50].
DataSet σ1=5 σ2 = 30 σ1=10 σ2 = 50 σ1=15 σ2 = 75
↓ r1 : r2 → 0.3:0.7 0.5:0.5 0.7:0.3 0.3:0.7 0.5:0.5 0.7:0.3 0.3:0.7 0.5:0.5 0.7:0.3
BSDS500 [50] CNN [39] 29.27 29.99 30.97 27.08 27.68 28.47 19.17 24.76 26.77
100 images Proposed 29.60 30.73 32.20 27.46 28.42 29.81 25.74 26.85 28.27
BSDS500 [50] CNN [39] 29.28 30.00 31.00 27.06 27.67 28.49 19.22 24.76 26.75
300 images Proposed 29.58 30.68 32.15 27.40 28.35 29.76 25.67 26.76 28.20
BSDS500 [50] CNN [39] 29.21 29.92 30.91 27.03 27.62 28.42 19.23 24.76 26.71
500 images Proposed 29.51 30.61 32.06 27.37 28.30 29.69 25.68 26.74 28.16
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TABLE IV
PSNR VALUES OF DIFFERENT METHODS WITH GAUSSIAN NOISE PLUS RANDOM-VALUED NOISE FOR BARBARA.
σ = 5 σ = 10 σ = 15
r → 0.1 0.2 0.3 0.1 0.2 0.3 0.1 0.2 0.3
Noisy 18.76 15.76 14.04 18.43 15.61 13.95 17.94 15.38 13.81
Two-phase 25.40 24.77 24.13 24.34 23.94 23.45 23.32 23.02 22.67
ACWMF+K-SVD 26.07 25.27 24.51 25.50 24.91 24.31 24.64 24.19 23.77
l1 − l0 [36] 30.45 27.75 25.95 28.45 26.59 25.34 27.33 25.69 24.55
Proposed 30.54 28.75 26.62 30.89 28.80 25.88 29.66 27.27 24.62
Fig. 6. PSNR values for CNN [39] and the proposed CNN-EM under 2-
component mixed Gaussian noise with fixed σ1 and increasing σ2 = 5 : 5 :
50. The mixed ratio is fixed as r1 : r2 = 0.3 : 0.7.
Fig. 7. PSNR values for CNN [39] and the proposed CNN-EM under 2-
component mixed Gaussian noise with increasing mixed ratio r1 = 0 : 0.1 : 1
and r2 = 1− r1. The noise variances σ1 = 5, σ2 = 30 are fixed.
experiment, the noise difference is small, as mentioned before,
under this situation, the difference of results provided by CNN
and proposed model would be relatively small.
V. CONCLUSION
We propose a variational mixed noise removal model inte-
grating the CNN deep learning regularization. The variational
based fidelity is originated from the EM process treated as
the estimation of noise distribution, which can measure the
discrepancy between the true value and the observed data
accordantly. The CNN based regularization shows better noise
removal performance, since CNN can seize more image priori
existing in the natural images through training process of large
amount of labeled samples. To fill the gap between variational
framework and nonlinear CNN regularization, we employ the
well-known operator splitting method to separate our model
into four parts: noise removal (based on CNN regularization),
synthesis, parameters estimation an noise classification, where
each step can be optimized efficiently including CNN based
denoising since the corresponding subproblem is a standard
Gaussian additive model which can be solved by differnet
kinds of learning based denoisers.
In fact, parameters estimation and noise classification which
come from EM process play a fatal role in the CNN based
noise removal step. The EM noise estimation can endow
CNN process a better noise level estimation to have a better
denoising behaviours. Besides, since the CNN denoiser is
data-dependent, if the noise distribution or noise level is not
included in the sample database, the restored image is always
undesirable. The image synthesis process can partly release
the sample-dependent effect so as to performing robust.
The key point of our model is integrating the CNN regular-
ization into a EM based variational framework, maybe the idea
can be used into more extensive image processing field, such
as CNN regularization based segmentation and registration.
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