A rst step in the investigation of long DNA molecules is often to create a library of clones which are copies of overlapping fragments of the molecule. In creating a clone library the relative order of the clones along the molecule gets lost. Hence, an important problem in molecular biology is to reconstruct this order. This Physical Mapping Problem can be solved using ngerprints of the clones. A ngerprint of a clone tells, for a given set of small synthetic DNA molecules called probes, which probes bind to the clone. This data can be stored in a Boolean probe-clone incidence matrix. Of practical interest is the case when the probe-clone incidence matrix is sparse, containing only a constant number of ones in each row and column. In this paper we give a simpli ed model for Physical Mapping with probes that tend to occur very rarely along the DNA and show that the problem is NP-complete even for sparse matrices. Moreover, we show that Physical Mapping with chimeric clones (a clone is chimeric if it stems from a concatenation of several fragments of the DNA) is NPcomplete even for sparse matrices. Both problems are modeled as variants of the Consecutive Ones Problem which makes our results interesting for other application areas.
Introduction
In order to study a long DNA molecule it is necessary to break several copies of the molecule into smaller fragments. For further investigation copies of these fragments are produced. This can be done by cloning, which means to introduce such a fragment into the genome of a host organism which then produces numerous copies of this fragment. A fragment which is replicated by such a process is called a clone. Hundreds or more of such clones from the same DNA molecule form a clone library. Typically, such a clone library contains many overlapping fragments. Unfortunately, no information about the location of the clones along the DNA molecule can be gained in the process of constructing a clone library. Central to the study of DNA, including the Human Genome Project, is the problem of determining the relative ordering of clones along a DNA molecule 10]. This problem is called the Physical Mapping Problem.
The rst step in reconstructing the clone order is to obtain partial information about each clone that is relevant for determining possible overlaps between the clones. One main technique produces a set of short pieces of DNA called probes and determines for each clone which probes occur in it. This can be done by observing whether a probe binds to a clone or not. If it binds to the clone, then the clone contains a sequence complementary to the probe. The resulting information about a clone is called a ngerprint. The second step is to determine possible overlaps between clones from the ngerprints and then to determine the most likely orderings of the clones from the overlap data.
In reality Physical Mapping is a complicated process which includes stochastic methods. Several idealized combinatorial versions of the Physical Mapping Problem have been investigated from the viewpoint of complexity in 1, 3, 6, 9, 11, 14, 15] . Alizadeh et al. 1] have shown that it is an NP-complete problem to nd the most likely order of the endpoints of the clones with respect to various goal functions (see 12] for the theory of NP-completeness). Since it is a common belief that NP-complete problems do not allow e cient solutions this is a negative result. On the other hand such a result may give hints for the design of good heuristics or approximation methods. Alizadeh et al. pose investigating physical mapping with probes that tend to occur at only one location along the DNA as an interesting problem. In this paper we will give a combinatorial formulation for this problem and show that it is NP-complete. Goldberg et al. 9] have shown that several variants of the Physical Mapping Problem which model failures or uncertainties in the data are NP-complete. These are: 1) Mapping with overlap data obtained from several complete digests (a digest is a set of nonoverlapping clones which covers the whole molecule) of the DNA molecule into equal length clones with a minimum number of negative failures, i.e. to nd a mapping such that the fewest possible number of undetected overlaps has to be assumed, 2) Mapping in the model of (1) but now with the minimum number of positive failures instead of negative ones, 3) Generating a minimum-width map (i.e. a map where the maximum number of clones that cover a piece of the molecule is minimal) in the presence of false negatives, and 4) Handling probe-clone error free data under chimerism (i.e. two or more fragments from di erent parts of the DNA molecule may be concatenated to form one clone; chimerism is of fundamental concern as chimerisms have been estimated to occur in 40{60% of the clones for the two most widely used human YAC libraries 10]). Several variants of (1) and (2) have been studied in 3,6,11,14,15] some of which have been shown to be polynomial time solvable for xed parameters. Goldberg et al. 9] leave open the complexity of (4) with a sparse probe-clone-matrix (i.e. each clone contains at most a constant number of probes and each probe is contained in at most a constant number of clones) as a problem which is likely to be of more interest to biologists since real genomic matrices are sparse. This sparsity restriction was proposed by Lander and Istrail with hopes of making the problem tractable 13]. However, in this paper we show that the problem remains NP-complete for sparse matrices. By studying restrictions of the Physical Mapping Problem which are relevant for practical applications we hope that our NP-completeness results will give insights into the complexity of the Physical Mapping Problem which are of value for computer scientists as well as biologists.
Both versions of the Physical Mapping Problem which we address in this paper can be formulated as versions of the Consecutive Ones Problem for Boolean matrices. The Consecutive Ones Problem is, to decide for a given Boolean matrix whether it has the Consecutive Ones Property, i.e. whether there exists an ordering of the rows such that each column contains at most one block of ones. This problem is polynomial time solvable 2, 4, 8] . Several variants of the Consecutive Ones Problem are interesting for di erent applications. Goldberg et al. 9] obtained their result on Physical Mapping under chimerism by showing that the k-Consecutive Ones Problem is NP-complete for k 2. The k-Consecutive Ones Problem is to determine if there exist a row reordering of a given Boolean matrix such that each column contains at most k blocks of ones. In this paper we show that the 2-Consecutive Ones Problem is NPcomplete even for sparse matrices with at most 8 ones in any row or column. Kou 16] has shown that it is an NP-complete problem to determine the minimum number of column splittings (or row splittings) necessary for a given Boolean matrix to gain the Consecutive Ones Property. To split a column c means to replace it by two columns c 0 ; c 00 such that c has a one in a row r i c 0 or c 00 has a one in row r. Row splitting is de ned analogously to column splitting. Observe that we can formulate the following problem which is equivalent to the 2-Consecutive Ones Problem: Given a Boolean matrix M, the question is whether each column of M can be split into at most two columns such that the obtained matrix has the Consecutive Ones Property. Our rst problem on Physical Mapping with probes that tend to occur rarely along the DNA can be formulated in a similar way: Given a Boolean matrix M, the question is whether each row of M can be split into at most two rows such that the obtained matrix has the Consecutive Ones Property. We show that this problem is NP-complete even for sparse matrices with at most 6 ones in any row or column.
2 PM with Infrequent Probes Alizadeh et al. 1] proposed to consider the problem of physical mapping with clones that tend to occur uniquely along the DNA molecule. That means placements where probes occur more often than any reasonable number of times are unlikely to be representative. In the following we give a combinatorial de nition for this problem called Physical Mapping with Infrequent Probes. For simplicity we assume that no faults occur in the data.
De nition 1 Let P be a set of probes. We also consider P as an alphabet where each probe is a character. A ngerprint F is a subset of P. Given a set F of ngerprints a placement for F is a string S over P such that for each F Proof. The problem is in NP since it is easy to verify whether a string over the set of probes is a placement for F that contains each probe at most twice. For the other direction assume that there exists a placement S for F such that each probe x 2 P is contained at most f(x) times in S. The following claim will assist us in nding a Hamiltonian path. The edges from case (i) will be the Hamiltonian path edges. (2) Assume (1) holds. Then, since f(q e ) = 2 it follows that (i) must hold. On the other hand assume that (2) Proof. Let a set F of ngerprints over a set of probes P and a bound f(x) 2 for each x 2 P be an instance of PMC. Firstly, we give the proof for k = 2. The idea is to construct an instance of PMIP by introducing for each x 2 P with f(x) = 1 new ngerprints which will \absorb" one occurence of x in any placement. In particular, for each such x we introduce new probes a 1 Proof. Any such approximation algorithm would solve PMIP for k = 2. 2
We conclude this section with another formulation of PMIP as a matrix problem. Consider the probe-clone incidence matrix which is a Boolean matrix that has a row for each probe and a column for each clone. An element of the probe-clone incidence matrix is 1 i the corresponding probe occurs on the corresponding clone. A Boolean matrix M has the Consecutive Ones Property if the columns of M can be permuted such that each row contains at most one block of ones.
De nition 10 Consecutive Ones Problem with Row Splitting
Instance: A Boolean matrix M. Question: Can each row r of M be replaced by at most two rows r 0 ; r 00 such that for each column c row r has a one in column c i r 0 or r 00 has a one in column c and such that the resulting matrix has the Consecutive Ones Since in existing data, chimerisms rarely concatenate more than two fragments, Lander pointed out that the case k = 2 is of special interest 13]. Goldberg et al. have shown that the k-Consecutive Ones Problem is NP-complete for each k 2. They asked the question whether the problem remains NPcomplete when the given matrix is sparse. They could only show that the problem remains NP-complete if each column of the given matrix contains at most a constant number of ones for k 3. Here we show that the problem remains NP-complete for sparse matrices and k = 2. To do this we rst show that the following variant of the k-Consecutive Ones Problem is NP-complete for sparse matrices and k = 2. In this variant, we simply view the rows of the matrix as if they formed a circular alignment. So if a one occurs in the rst and last rows, we count them as being in the same block.
De nition 13 Circular k-Consecutive Ones Problem
Instance: A Boolean matrix M. Question: Does there exist an ordering of the rows of M such that each column contains at most k blocks of ones if it is assumed that columns are circular, i.e. the rst and the last element in a column are neighbors?
Throughout this paper, we will say that a matrix is in 2-C1P form or is a 2-C1P permutation if each column has at most two blocks of ones. We will say that a matrix has the 2-C1P property or is 2-C1P if its rows can be permuted to a 2-C1P permutation. The 2-Consecutive Ones Problem is to determine whether or not a 2-C1P permutation of a given matrix exists. A graph is trivalent if each vertex has degree three. We need the following lemma. Lemma 14 Let G be a trivalent graph on 8 or more vertices. The complement of G, G, has a perfect matching.
Proof. Every vertex of G has degree n ? 4 which is greater than or equal to n=2 since n 8, so Dirac's theorem 5] gives us that G has a Hamiltonian cycle. As G is trivalent, it has an even number of vertices, so we can form a perfect matching simply by taking every other edge of such a cycle. 2 Theorem 15 The Circular 2-Consecutive Ones Problem is NP-complete even if the given matrix contains at most 7 ones in any row and 8 in any column, i.e. it is a sparse matrix.
Proof. Clearly the problem is in NP. We give a reduction from Hamiltonian cycle on a trivalent graph G to our problem.
1. The reduction. Let G be a trivalent graph on the vertex set V = f1; 2; ; ng. First, we nd a perfect matching on G. We think of this matching as a function f : V ! V such that for each vertex i, (i; f(i)) is an edge of the matching. As the matching is perfect, f is de ned for every vertex. We note that f is an involution, i.e. f 2 = id, without xed points. Now, we construct our matrix as follows. For each vertex we will have one row in our matrix, and for each edge we will have two. We will refer to the row associated with vertex i as V i and those associated with edge (i; j) as ij and ji . To simplify matters, we will think of ij and ji as belonging to V i and V j , respectively. To de ne the columns of our matrices, we state the rows which contain a one in a given column. Speci cally, we assume that vertices 2, 3 and 4 are the vertices adjacent to vertex 1 and give only those columns which include either V 1 , 12 , 13 , or 14 . They fall into four categories.
(1) 12 where the j's are the vertices adjacent to f(1).
Note that the columns of type (1) and (2) are unique for each vertex while columns of type (3) and (4) correspond to two di erent vertices. Here it is crucial that f be an involution without any xed points so that each V i is part of a unique column of type (4) that contains two distinct vertex rows. We see that our columns contain no more than eight ones, and our rows no more than seven.
We give an example of the reduction from the graph in Figure 2 to the matrix in Figure 3 . This yields a function f such that f(1) = 5; f(2) = 6; f(3) = 4; f(4) = 3; f(5) = 1, and f(6) = 2. With this f, we get the matrix depicted in Figure 3 from our reduction. The rows of the matrix are labeled, and the columns are ordered so that the rst six are of type (1), the next eighteen type (2), the next nine type (3), and the last three type (4). This matrix uses the circular property only in the thirtieth column which appears in bold. 2 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 4 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 5 Fig. 3. The circular 2-C1P matrix from the reduction 2. The correctness. Now, we prove the correctness of our reduction. The following claim is a vital part of our correctness proof; however, its proof is long and technical. Therefore, we postpone it until we nish the proof of Theorem 15. circular 2-C1P form, we can permute the rows of the matrix to bring the matrix into a normal form so that every V i appears together with its 's as either ij ; V i ; ik ; il or ij ; ik ; V i ; il .
For the correctness we have to show that, given a trivalent graph G on eight or more vertices, G has a Hamiltonian cycle if and only if the matrix we construct from it has the circular 2-C1P property. First, suppose that G has a Hamiltonian cycle; say i 1 ; i 2 ; ; i n . We show that our matrix is circular This ordering comes from starting with vertex rows in the order of the cycle, so that we have V i 1 ; V i 2 ; V in , then inserting between V i k and V i k+1 , including V in and V i 1 , the 's corresponding to the edge (i k ; i k+1 ), and nally, placing the remaining i k j k 's immediately before the corresponding V i k 's. It is easily veri ed that this permutation of our matrix is a circular 2-C1P permutation.
It remains to show that if our matrix is circular 2-C1P, then the graph it came from has a Hamiltonian cycle. We assume that our matrix is in circular 2-C1P form. By Claim 16, we can assume that each V i occurs with its 's as either ij ; V i ; ik ; il or ij ; ik ; V i ; il . To complete our proof, we show that the current order of rows corresponding to vertices gives a cycle on the original graph. The cycle will be Hamiltonian as it includes every vertex. We assume without loss of generality that the rows of our matrix include, in order, 12 ; V 1 ; 13 , and 14 . As the matrix is in 2-C1P form, condition (3c) implies that we have ; 12 4 . To be circular 2-C1P, the rows must continue like this until we link back into this chain with 2k ; V 2 ; 2l ; 21 , for some k and l. We cannot link back in anywhere other than right before 12 as the predecessor of the other rows are already determined. Consecutive V i rows correspond to adjacent vertices in the graph as we necessarily have the rows ij and ji between V i and V j in this nal form of our matrix. Therefore, our matrix ordering gives us a cycle in our graph. 2
We now give the somewhat technical proof of Claim 16 which we restate here.
Claim 16 Given a trivalent graph and the matrix derived from the graph in cicular 2-C1P form, we can permute the rows of the matrix to bring the matrix into a normal form so that every V i appears together with its 's as either ij ; V i ; ik ; il or ij ; ik ; V i ; il .
Proof. We show that we can permute the rows of our matrix so that V 1 satis es this property while preserving it for the other V i 's. This su ces as we could then do this for each V i . Speci cally, we show we can arrange the rows so that V 1 is adjacent to two of its 's. Once we have this, (1) will ensure that its third is adjacent to one of the rst two and is, hence, in the desired position. We assume that vertex 1 is adjacent to vertices 2, 3, and 4 in the original graph. From (2), we see that V 1 must be adjacent to at least one of 12 ; 13 , and 14 ; if it were not, then 12 ; 13 , and 14 would all have to be pairwise adjacent which is an impossibility. Now, we assume that V 1 is adjacent to only one of its 's, say 12 . Then column (2c), will force 13 In the rest of this section, we discuss how to remove the requirement of circularity. We change our reduction slightly, alter the statement and proof of Claim 16, and rework the argument behind the correctness section in the proof of Theorem 15.
First, we change our reduction. Instead of reducing from Hamiltonian cycle, we reduce from Hamiltonian path on a trivalent graph minus one edge. Again, we let G be a graph with vertex set V = f1; 2; ; ng such that G plus the edge (1; 4) is a trivalent graph. Suppose we wish to know if there is a Hamiltonian path in G. We make the same reduction from G plus the edge (1; 4) as before except that we leave out row 14 (but keep row 41 ). Looking back at our example of a reduction, we see that dropping row 14 would leave the matrix in noncircular 2-C1P form.
The original statement of Claim 16 can no longer apply to V 1 as one of its 's no longer exists, so we can simply exclude V 1 from the statement. In the proof of this claim, we assume that that if V i and its 's do not appear consecutively, then all of the 's occur either before or after V i . This assumption is justi ed by circularity. However, the assumption is not necessary. We can break things up into two cases: one where the assumption holds and one where V i 's 's occur to both sides of it. In the new parts of Cases a; c and d, we would simply have to reverse what is not underlined instead of what is, as the underlined part would not be consecutive. For Case b, the existing argument still holds for both cases. Alternatively, we can change the proof as follows. We can add a row of all 0's to either end of a 2-C1P ordering. With this new row, 2-C1P is equivalent to circular 2-C1P, so we can apply the existing arguments. Then we can remove this new row and break the circularity.
Finally, we need to address the changes necessary to show the correctness. For the other direction, suppose we are given a matrix in 2-C1P form.
We rst apply the revised version of Claim 16 to each V i , with i 6 = 1. Now we consider the rst V i in our current row ordering, say V i 1 { the notation is intentionally suggestive of that above. Corollary 18 Approximating the Physical Mapping with chimeric clones problem for sparse matrices within a constant less than 3 2 is NP{complete.
Proof. Any such approximation algorithm would solve the 2-Consecutive Ones Problem. 2 
Conclusion
In this paper we have shown that two interesting versions of the Physical Mapping Problem are NP-complete even for sparse matrices. In practical terms, this means, that these problems are still hard for ngerprints which contain only a constant number of probes and where each probe is contained in at most a constant number of ngerprints. Since our problems are modeled as Consecutive Ones Problems for sparse matrices the results have implications also for other areas of applications.
