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This paper reports four new cryptanalytic attacks which show that t
instances of RSA moduli Ns = psqs for s = 1, . . . , t where t ≥ 2 can
be simultaneously factored in polynomial time using simultaneous Dio-
phantine approximations and lattice basis reduction techniques. We
construct four system of equations of the form esd − ksφ(Ns) = 1,






















+1 as a good approximations of
φ(Ns) for unknown positive integers d, ds, ks, k, and zs . In our attacks,
we found an improved short decryption exponent bound of some reported
attacks.
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1. Introduction
The increased day to day applications of shared telecommunications chan-
nels, particularly wireless and local area networks(LAN's), results to larger
connectivity, but also to a much greater opportunity to intercept data and
forge messages. The only practical way to maintain privacy and integrity of
information is by using public-key cryptography, Yan (2008).
The most widely used public-key cryptosystem is RSA. It was developed in
Rivest. et al. (1978). The RSA cryptosystem setup involves randomly selecting
two large prime numbers p, q whose productN = pq known as the RSA modulus
and a public key pair (N, e) used in encrypting message where e is randomly
generated and a private key pair (N, d) used in decrypting the ciphertext.
The two parameters e, d are connected by ed ≡ 1 (mod φ(N)) where φ(N) =
(p − 1)(q − 1) is called the Euler totient function of N . The applications of
RSA cryptosystem can be found in areas such as secure telephone, e-commerce,
e-banking, smart cards, digital communication in diﬀerent types of networks
Dubey et al. (2014).
The security of RSA cryptosystem as one of the public-key cryptosystems
relies on three major problems which include: integer factorization problem,
that is the diﬃculty of factoring the RSA modulus N = pq into two non-
trivial prime factors p and q, ﬁnding integer solution of the equation ed =
1 + kφ(N) where only e is known and k, d and φ(N) are unknown positive
integers and ﬁnally ﬁnding the e− th root of the expression C = Me (mod N).
It is therefore recommended for RSA users to generates primes p and q in such
a way that the problem of factoring N = pq is computationally infeasible for
an adversary. Choosing p and q as strong primes has been recommended as a
way of maximizing the diﬃculty of factoring RSA modulus N .
The use of short decryption exponent is to reduce the decryption time or
the signature generation time. Wiener, (1990) proved that RSA is insecure
if the decryption exponent is d < 13N
1
4 using continued fraction. He showed
that d can be found from the convergent of the continued fraction expansion of
e
N Wiener (1990). In 2004, Blömer and May reported an improved version of
Wiener's attack using generalized key equation of the form ex− yφ(N) = z for
unknown parameters x < 13N
1
4 and |z| < exN −34 by using a combinations of
continued fraction method and lattice basis reduction methods. We emphasize
that the continued fraction technique is still widely used for current algebraic
cryptanalysis, for instance, Asbullah and Ariﬃn (2016a) and Asbullah and
Ariﬃn (2016b).
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Also, Hinek (2007), proved that k RSA moduli Ni can be factored if d < N
γ
for γ = k2(k+1) − ε where ε is a small constant to be determined by considering
the size of maxNi. Another instances of factoring generalized key equations
was reported by Nitaj et al. (2014). Nitaj et al. (2014), presented two scenarios
which showed that k RSA moduli Ni = piqi can be factored simultaneously in
polynomial-time. In the ﬁrst scenario, they proved that if the given equation
eix − yiφ(Ni) is satisﬁed where x < N δ, yi < N δ, and |zi| < pi−qi3(pi+qi)yiN
1
4 for
δ = k2(k+1) , N = min{Ni} then RSA moduli Ni can be factored simultane-
ously and the second scenario showed that k instances of RSA public key pairs
(Ni, ei) satisfying generalized key equation eidi − yφ(Ni) = zi for unknown
integers xi, y, and zi where x < N
δ, yi < N
δ and |zi| < pi−qi3(pi+qi)yiN
1
4 for all
δ = k(2α−1)2(k+1) , N = min{Ni} and min{ei} = Nα. They applied simultaneous
Diophantine approximations and lattice basis reduction techniques and ﬁnally
use the Coppersmith's method to compute prime factors pi and qi of RSA
moduli Ni in polynomial time.
Similarly, Isah et al. (2018) presented some results where we established








2 N0.375 then kd can be






















+1 where a, b, i, j are small positive integers
which led to the factorization of N in polynomial time, Abubakar et al. (2018).
This paper presents four attacks on t instances of RSA public key pair (Ns, es)
for s = 1, . . . , t satisfying the following equations esd − ksφ(Ns) = 1, esds −
kφ(Ns) = 1, esd − ksφ(Ns) = zs and esds − kφ(Ns) = zs where d, ds, k, ks,
and zs are unknown positive integers. In the ﬁrst attack, we show that t RSA
moduli Ns = psqs can be eﬃciently factored if there exists an integer d and t
integers ks such that esd − ksφ(Ns) = 1 is satisﬁed. We show that the prime
factors ps and qs of t moduli Ns for s = 1, . . . , t can be found eﬃciently if
N = max{Ns} and d < Nγ , ks < Nγ , for all γ = t(1+β)3t+1 for β < γ ≤ 12 .
In the second attack, we also show that the t instances of RSA moduli can be
simultaneously factored if the equation esds−kφ(Ns) = 1 is satisﬁed for integers
ds < N
γ , k < Nγ , for γ = t(α+β)3t+1 , N = max{Ns} and es = min es . In the
third attack, we also show that a generalized key equation esd− ksφ(Ns) = zs
can be factored using simultaneous Diophantine approximations and lattice
basis reduction methods if d < Nγ , ks < N
γ , zs < N
γ for all γ = t(1+β)3t+1 and
N = maxNs. In the ﬁnal attack, the paper presents an attack on t RSA moduli
Ns = psqs satisfying an equation esds−kφ(Ns) = zs in which we show that the
attack can simultaneously factor t RSA moduli if ds < N
γ , k < Nγ , zs < N
γ
for all γ = t(α+β)3t+1 where es = min{es} = Nα and N = max{Ns}.
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The rest of the paper is organize as follows. In Section 2, we present review
of some preliminaries results, some previous theorems on t instances of RSA
public key pair (Ni, ei) which simultaneously factored t RSA moduli Ni =
piqi using simultaneous Diophantine approximations and lattice basis reduction
techniques . In Section 3 , we present the proofs of our main results with lemmas
and theorems and their respective numerical examples and ﬁnally in Section 4,
we conclude the paper.
2. Preliminaries
In this section, we state some deﬁnitions and theorems related to t instances
of RSA public key pair (Ni, ei) that simultaneous factored RSA moduli Ni =
piqi using simultaneous Diophantine approximations and lattice basis reduction
techniques.
Deﬁnition 2.1. Let ~b1, . . . , ~bm ∈ Rn. The vectors b′is are said to be linearly




Otherwise, they are said to be linearly independent.
Deﬁnition 2.2. (Lenstra et al., 1982): Let n be a positive integer. A subset L
of an n-dimensional real vector space Rn is called a lattice if there exists a basis




i=1 ribi : ri ∈ Z, 1 ≤ i ≤ n.
In this situation, we say that b1, . . . , bn are basis for L or that they span L.
Deﬁnition 2.3. (LLL Reduction) Nitaj (2012) Let B = 〈b1, . . . , bn〉 be a basis




〈b∗j , b∗j 〉
for1 ≤ j < i
The basis B is said to be LLL reduce if it satisﬁes the following two conditions:
1. µi,j ≤ 12 , for 1 ≤ j < i ≤ n
2. 34 ||b∗i−1||2 ≤ ||b∗i + µi,i−1b∗i−1||2 for 1 ≤ i ≤ n. Equivalently, it can be
written as
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Theorem 2.1. (Blömer,2004) Let (N, e) be RSA public key pair with modulus
N = pq and the prime diﬀerence p−q ≥ cN 12 . Suppose that the public exponent
e ∈ Zφ(N) satisﬁes an equation ex+ y = kφ(N) with





4 and |y| ≤ N −34 ex
for c ≤ 1. Then N can be factored in polynomial time.
Theorem 2.2. (Lenstra, 1982) Let L be a lattice basis of dimension n hav-
ing a basis v1, . . . , vn. The LLL algorithm produces a reduced basis b1, . . . , bn
satisfying the following condition
||b1|| ≤ ||b2|| ≤ · · · ≤ ||bj || ≤ 2
n(n−1)
4(n+1−j) det(L) 1n+1−j
for all 1 ≤ j ≤ n, Lenstra et al. (1982).
Theorem 2.3. (Nitaj et al. 2014) (Simultaneous Diophantine Approxima-
tions) Given any rational numbers of the form α1, . . . , αn and 0 < ε < 1,there
is a polynomial time algorithm to compute integers p1, ..., pn and a positive
integer q such that
maxi |qαi − pi| < ε and q ≤ 2
n(n−3)
4 .3n.ε−n.
Theorem 2.4. Nitaj et al. (2014) Let Ni = piqi be k RSA moduli for i =
1, . . . , k for k ≥ 2 and N = min{Ni}. Let ei, i = 1, . . . , k, be k public exponents.
Deﬁne δ = k2(k+1) . If there exist an integer x < N
δ and k integers yi < N
δ
and |zi| < pi−qi3(pi+qi)yiN1/4 such that eix − yiφ(Ni) = zi for i = 1, · · · , k, then
one can factor the k RSA moduli N1, . . . , Nk in polynomial time.
Theorem 2.5. Nitaj et al. (2014) Let Ni = piqi be k RSA moduli for i1, . . . , k
for k ≥ 2 where q < p < 2q. Let ei, i = 1, · · · , k, be k public exponents with
min{ei} = Nα. Let δ = (2α−1)k2(k+1) . If there exist an integer y < N δ and k
integers xi < N
δ and |zi| < pi−qi3(pi+qi)yN1/4 such that eixi − yφ(Ni) = zi for
i = 1, . . . , k, then one can factor the k RSA moduli N1, . . . , Nk in polynomial
time.
3. Results
In this section, we present some theorems and their proofs with numerical
examples to show how the attacks are carried out to simultaneously factor t
RSA moduli.
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Lemma 3.1. If a and b are positive integers less than log N and p and q













Proof. Let (apj − bqj)(bpj − aqj) > 0, then we get
abp2j − a2pjqj − b2pjqj + abq2j > 0
ab(p2j + q2j) > (a2 + b2)pjqj .
Adding 2abpjqj to both sides we have:
ab(p2j + 2pjqj + q2j) > (a2 + 2ab+ b2)pjqj
(pj + qj)2 >
(a+ b)2pjqj
ab




























Lemma 3.2. If a and b are small positive integers and p and q are prime
numbers such that ajpi − bjqi 6= 0 and N = pq is RSA modulus satisfying the











+ 1, for 2 < i < j and
a > b.
Proof. Let (ajpi − bjqi)(bjpi − ajqi) < 0, then we get
ajbjp2i − a2jpiqi − b2jpiqi + ajbjq2i < 0
ajbj(p2i + q2i) < (a2j + b2j)piqi.
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Adding 2ajbjpiqi to both sides we have
ajbj(pi + qi)2 < (aj + bj)2piqi


































Theorem 3.1. Let p and q be distinct prime numbers and let N = pq be






























1, for i > 2 then one of the convergent kd can be found from the continued
fraction expansion of eN1 which leads to the factorization of RSA modulus N in
polynomial time.
Proof. See Abubakar et al. (2018)























In this section, we present four attacks on t RSA moduli Ns = psqs using
system of equations of the form esd− ksφ(Ns) = 1, esds − kφ(Ns) = 1, esd−
ksφ(Ns) = z1 and esds − kφ(Ns) = z1 for s = 1, . . . , t, for 3 ≥ j < i in which
we successfully factor t RSA moduli in polynomial time.
3.1.1 The Attack on t RSA Moduli Ns = psqs Satisfying esd− ksφ(Ns) = 1
Taking t ≥ 2, let Ns = psqs be t RSA moduli, for s = 1, . . . , t. The attack
works for t instances (Ns, es) when there exists integer d and t integers ks
satisfying esd− ksφ(Ns) = 1. We show that prime factors ps and qs of t RSA
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moduli Ns for s = 1, . . . , t, 3 ≥ i < j can be found eﬃciently for N = max{Ns}
and d < Nσ, ks < N
σ, for all σ = t(1+β)3t+1 for β < σ ≤ 12 .
Theorem 3.2. Let Ns = psqs be RSA moduli for i = 3, . . . , j, s = 1, . . . , t
and t ≥ 2. Let (es, Ns) be public key pair and (d,Ns) be private key pair
with condition es < φ(Ns) and a relation esd ≡ 1 ( mod φ(Ns)) is satisﬁed.
Let N = max{Ns}, if there exists positive integers d < Nγ , ks < Nγ for all
γ = t(1+β)3t+1 such that equation esd− ksφ(Ns) = 1 holds, for β < γ ≤ 12 , then t
RSA moduli Ns can be successfully recovered in polynomial time.
Proof. Given t ≥ 2, i = 3, . . . , j and suppose Ns = psqs be t RSA moduli for
s = 1, . . . , t. Suppose that N = max{Ns} and ks < Nγ . Then the equation
esd− ksφ(Ns) = 1 can be rewritten as follows
esd− ks(Ns − (ps + qs) + 1) = 1























esd− ks (Ns − Φ+ Φ− (Ns − φ(Ns) + 1) + 1) = 1∣∣∣∣ esNs − Φ+ 1d− ks
∣∣∣∣ = |1− ks (Ns − φ(Ns) + 1− Φ)|Ns − Φ+ 1 . (1)
Setting N = max{Ns}, ks < Nγ , d < Nγ be positive integers and suppose that
|Φ+ φ(Ns)−Ns − 1| < N2γ−β
Ns − ϕ+ 1 > a
b2
N.
Plugging the conditions into equation (1) gives the following
|1− ks (Ns − φ(Ns) + 1− Φ)|
Ns − Φ+ 1 <
|1 + ks (Φ−Ns + φ(Ns)− 1)|
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Then, it follows that∣∣∣∣ esNs − Φ+ 1d− ks
∣∣∣∣ < (ab) ij N3γ−β−1.































4 · 3t for t ≥ 2, then we get Nγεt < 2 t(t−3)4 · 3t. It follows
that if d < Nγ then d < 2
t(t−3)
4 · 3t · ε−t, we have∣∣∣∣ esNs − Φ+ 1d− ks
∣∣∣∣ < ε, d < 2 t(t−3)4 · 3t · ε−t.
This satisﬁes the conditions of Theorem 2.3 and we proceed to ﬁnd integer d





ps + qs = Ns − φ(Ns) + 1
x2 − (Ns − φ(Ns) + 1)x+Ns = 0.
Finally, by ﬁnding the roots of the quadratic equation, the prime factors ps
and qs can be revealed which lead to the factorization of t RSA moduli Ns for










































































Consider the lattice L spanned by the matrix
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M =

1 −[C(X1)] −[C(X2)] −[C(X3)]
0 C 0 0
0 0 C 0
0 0 0 C

Also input a = 3, b = 2, j = 4, t = 3 and i = 3 as small positive integers. The
above matrix M will be used for computing required reduced basis which leads
to successful factoring of moduli Ns for s = 1, . . . , t.
Table 1: Algorithm for factoring RSA moduli Ns = psqs for esd− ksφ(Ns) = 1 of Theorem 3.2
INPUT: The public key tuple (Ns, es, σ) satisfying Theorem 3.2.
OUTPUT: The prime factors ps and qs.





j N3σ−β−1, where N = max{Ns} for s = 1, . . . , t,
β < σ ≤ 12 and a > b.
2. Compute C = [3t+1 · 2 (t+1)(t−4)4 · ε−t−1] for t ≥ 2.
3. Consider the lattice L spanned by the matrix M as stated above.
4. Applying the LLL algorithm to L, we obtain the reduced basis matrix K.
5. Compute J = M−1.
6. Compute Q = JK to produce integer d and t integers ks for s = 1 . . . , t.
7. Compute φ(Ns) =
esd−1
ks
for s = 1, . . . , t.
8. Compute Ns − φ(Ns)+1.
9. Solve the quadratic equation x2 − (Ns − φ(Ns) + 1)x+Ns = 0.
10. Then output the roots of the equation as ps and qs for s = 1, . . . , t.
Example 3.1. In what follows, we give an illustration to show how Theorem
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j N3σ−β−1 = 1.650768155×
10−74. Applying Theorem 2.3 for n = t = 3 we compute






Consider the lattice L spanned by the matrix
Malaysian Journal of Mathematical Sciences 153
Abubakar, S.I., Ariﬃn, M.R.K. & Asbullah, M.A.
M =

1 −[C(X1)] −[C(X2)] −[C(X3)]
0 C 0 0
0 0 C 0
0 0 0 C





A11 A12 A13 A14
B11 B12 B13 B14
C11 C12 C13 C14
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Next we compute Q = JK
Q =

E11 E12 E13 E14
F21 F22 F23 F24
G31 G32 G33 G34
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We now compute φ(Ns) =
esd−1
ks
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Also, we proceed to compute Ns − φ(Ns) + 1 for s = 1, 2, 3.





















Finally, solving quadratic equation x2 − (Ns − φ(Ns) + 1)x+Ns for s = 1, 2, 3
gives us p1, p2, p3 and q1, q2, q1 which lead to the factorization of 3 RSA moduli
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From our result, one can observe that we get d ≈ N0.3584 which is larger
than the Blömer-May's bound of x < 13N
0.25, Blömer and May (2004). This
shows that the Blömer-May's attack can not yield the factorization of t RSA
moduli in our case. Our bound d ≈ N0.3584 is also greater than bound x =
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N0.344 of Nitaj et al. (2014).
3.1.2 The Attack on t RSA Moduli Ns = psqs Satisfying esds − kφ(Ns) = 1
In this section, we consider second case in which t RSA moduli satisfy t
equations of the form esds − kφ(Ns) = 1 for unknown parameters ds and k for
s = 1, . . . , t.
Theorem 3.3. Let Ns = psqs be t RSA moduli for s = 1, . . . , t, i = 3, . . . , j
and t ≥ 2. Let (es, Ns) be public key pair and (ds, Ns) be private key pair
with es < φ(Ns) and given relation esds ≡ 1 (mod φ(Ns)) is satisﬁed. Let
e = min{es} = Nα be t public exponents. If there exists positive integers
ds < N
σ, k < Nσ, for all σ = t(α+β)3t+1 such that equation esds − kφ(Ns) = 1
holds, then prime factors ps and qs of t RSA moduli Ns can successfully be
recovered in polynomial time.
Proof. For t ≥ 2 and i = 3, . . . , j. Let Ns = psqs be t RSA moduli for s =
1, . . . , t and suppose e = min{es} = Nα be t public exponents for s = 1, . . . , t
and suppose that ds < N
γ . Then equation esds−kφ(Ns) = 1 can be rewritten
as
esds − k(Ns − (ps + qs) + 1) = 1
























esds − k (Ns −∆ + ∆− (Ns − φ(Ns) + 1) + 1) = 1.
Then we can have:∣∣∣∣k (Ns −∆ + 1)es − ds
∣∣∣∣ = |1− k (Ns − φ(Ns) + 1−∆)|es .
Taking N = max{Ns} and suppose that ds < Nγ , k < Nγ be positive integers
and
|∆ + φ(Ns)−Ns − 1| < N2γ−β .
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Suppose also e = min{es} = Nα for s = 1, . . . , t then we have
|1− k (Ns − φ(Ns) + 1−∆)|
es














Hence, we get: ∣∣∣∣k (Ns −∆ + 1)es − ds
∣∣∣∣ < (ab) i2j N3γ−α−β .
































4 · 3t for t ≥ 2, then Nγεt < 2 t(t−3)4 · 3t. It follows that if
k < Nγ then k < 2
t(t−3)
4 · 3t · ε−t for s = 1, . . . , t, we have∣∣∣∣k (Ns −∆ + 1)es − ds
∣∣∣∣ < ε, k < 2 t(t−3)4 · 3t · ε−t.
This also satisﬁes the conditions of Theorem 2.3 and we now proceed to reveal
the private key ds and k for s = 1, . . . , t. Next, from equation esds−kφ(Ns) = 1




, ps+qs = Ns−φ(N−s)+1, x2−(Ns−φ(Ns)+1)x+Ns = 0.
Finally, by ﬁnding the rots of the quadratic equation, the prime factors ps
and qs can be found which lead to the factorization of t RSA moduli Ns for
s = 1, . . . , t.
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Consider the lattice L spanned by the matrix
M =

1 −[C(X1)] −[C(X2)] −[C(X3)]
0 C 0 0
0 0 C 0
0 0 0 C

Also input a = 3, b = 2, j = 4, i = 3 and t = 3 as small positive integers. The
above matrix M will be used for computing required reduced basis which leads
to successful factoring of moduli Ns for s = 1, . . . , t.
Example 3.2. In what follows, we give an illustration of how Theorem 3.3








N = max{N1, N2, N3} = 909455241479718015703976451522306293699987
e = min{e1, e2, e3} = 260093505791357595269019761161559922357089
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Table 2: Algorithm for factoring RSA moduli Ns = psqs for esds − kφ(Ns) = 1 of Theorem 3.3
INPUT: The public key tuple (Ns, es, α, σ satisfying the above Theorem 3.3.
OUTPUT: The prime factors ps and qs.





2j N3σ−α−β for β < α ≤ 12 and N = max{Ns}
for s = 1, . . . , t, t ≥ 2 and a > b. Also compute e = min{es} = Nα.
2. Compute C = [3t+1 · 2 (t+1)(t−4)4 · ε−t−1].
3. Consider the lattice L spanned by the matrix M as stated above.
4. Applying the LLL algorithm to L, we obtain the reduced basis matrix K.
5. Compute J = M−1.
6. Compute Q = JK to produce d and ks.
7. Compute φ(Ns) =
esds−1
k .
8. Compute Ns − φ(Ns)+1.
9. Solve the quadratic equation x2 − (Ns − φ(Ns) + 1)x+Ns = 0.
10. Then output the roots of the equation as ps and qs for s = 1, . . . , t.
with e = min{e1, e2, e3} = Nα with α = 0.9870431932. Taking t = 3, β = 0.25
we have σ = t(α+β)3t+1 = 0.3711129579 and ε = 0.000007508475067.
Applying Theorem 2.3, we compute
C = [3t+1 · 2 (t+1)(t−4)4 · ε−t−1] = 12742306620000000000000.
Consider the lattice L spanned by the matrix
M =

1 −[C(X1)] −[C(X2)] −[C(X3)]
0 C 0 0
0 0 C 0
0 0 0 C





−175146409612035 −823228839795 174148519192170 −114206584622820
−84039951771888287 80666065160018481 −87963455766549006 −5966375445846324
76917823720099937 113434318528267569 264927030686706 −118170963300717876
21604480682726699 152229348988955163 151359706383740262 196696397901374148

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Next we compute Q = JK
Q =

−175146409612035 −222819221750609 −191864162336087 −602273175529801
−84039951771888287 −106914647529743848 −92061578568439781 −288986846702386117
76917823720099937 97853959199204323 84259642258505725 264496098146466542
21604480682726699 27484968619764657 23666631808664282 74290984412871231

From ﬁrst row of Q we obtain k, d1, d2 and d3 as follows:
k = 175146409612035, d1 = 222819221750609, d2 = 191864162336087,
d3 = 602273175529801
We now compute φ(Ns) =
esds−1




Also, we proceed to compute Ns − φ(Ns) + 1 for s = 1, 2, 3.
N1 − φ(N1) + 1 = 1151856758615867810508
N2 − φ(N2) + 1 = 1942378211264578748172
N3 − φ(N3) + 1 = 1893418138859806935470
Finally, solving quadratic equation x2−(Ns−φ(Ns)+1)x+Ns = 0 for s = 1, 2, 3
gives us p1, p2, p3 and q1, q2, q1 which lead to the factorization of 3 RSA moduli
N1, N2, N3. That is:
p1 = 604310949056531947721, p2 = 1154909102962814371933,
p3 = 948145143716756720671, q1 = 547545809559335862787,
q2 = 787469108301764376239, q3 = 945272995143050214799
From our result, one can observe that we get min{d1, d2, d3} ≈ N0.3404 which
is larger than the Blömer-May's bound of x < 13N
0.25, Blömer and May (2004).
This shows that the Blömer-May's attack can not yield the factorization of t
RSA moduli in our case. Our min{d1, d2, d3} ≈ N0.3404 is also greater than
the min{x1, x2, x3} ≈ N0.337 of Nitaj et al. (2014).
3.1.3 The Attack on t RSA Moduli Ns = psqs Satisfying esd−ksφ(Ns) = zs
In this section, we consider another case in which t RSA moduli satisﬁes t
equations of the form esds−kφ(Ns) = zs for unknown parameters d, ks and zs
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for s = 1, . . . , t.
Taking s ≥ 2, let Ns = psqs, s = 1, . . . , t. The attack works for t instances
(Ns, es) when there exists an integer d and t integers ks satisfying equation
esd− ksφ(Ns) = zs. We show that t prime factors ps and qs of t RSA moduli
Ns can be found eﬃciently for N = max{Ns} and d < Nσ, ks < Nσ, zs <
Nσ, for all σ = t(1+β)3t+1 .
Theorem 3.4. Let Ns = psqs be t RSA moduli for s = 1 . . . , t, i = 3, . . . , j and
t ≥ 2. Let (es, Ns) be public key pair and (d,Ns) be private key pair with es <
φ(Ns) and the relation esd ≡ 1 (mod φ(Ns)) is satisﬁed. Let N = max{Ns}. If
there exists positive integers d < Nσ, ks < N
σ, zs < N
σ, for all σ = t(1+β)3t+1
such that esd − ksφ(Ns) = zs holds, then prime factors ps and qs of t RSA
moduli Ns can successfully be found in polynomial time.
Proof. Given t ≥ 2, i = 3, . . . , j and let Ns = psqs, be t moduli. Also Suppose
N = max{Ns} and ks < Nγ . Then equation esd − ksφ(Ns) = zs can be
rewritten as
esd− ks(Ns − (ps + qs) + 1) = zs























, then we have
esd− ks (Ns −Ψ + Ψ− (Ns − φ(Ns) + 1) + 1) = zs.∣∣∣∣ esNs −Ψ + 1d− ks
∣∣∣∣ = |zs − ks (Ns − φ(Ns) + 1−Ψ)|Ns −Ψ + 1 . (2)
Let N = max Ns and ks < N
γ , zs < N
γ be positive integers and also suppose
|Ψ + φ(Ns)−Ns − 1| < N2γ−β
Ns −Ψ + 1 > a
b2
N. (3)
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Then plugging into equation (2) yields
|zs − ks (Ns − φ(Ns) + 1−Ψ)|
Ns −Ψ + 1 <
|zs + ks (Ψ−Ns + φ(Ns)− 1)|



















































4 · 3t for t ≥ 3,then, we get Nγεt < 2 t(t−3)4 · 3t. It follows
that if d < Nγ then d < 2
t(t−3)
4 · 3t · ε−t s = 1, . . . , t we have∣∣∣∣ esNs −Ψ + 1d− ks
∣∣∣∣ < ε, d < 2 t(t−3)4 · 3t · ε−t. (4)
This also satisﬁes the conditions of Theorem 2.3. We next proceed to reveal
the integer d and t integers ks for s = 1, . . . , t. Next, from equation esd −




, ps+qs = Ns−φ(Ns)+1, and x2−(Ns−φ(Ns)+1)x+Ns = 0.
Finally, by ﬁnding the roots of the quadratic equation, the prime factors ps
and qs can be revealed which lead to the factorization of t RSA moduli Ns for
s = 1, . . . , t.
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Consider the lattice L spanned by the matrix
M =

1 −[C(X1)] −[C(X2)] −[C(X3)]
0 C 0 0
0 0 C 0
0 0 0 C

Also input a = 3, b = 2, t = 3, i = 3 and j = 4 as small positive integers. The
above matrix M will be used for computing required reduced basis which leads
to successful factoring of moduli Ns for s = 1, . . . , t.
Table 3: Algorithm for factoring RSA moduli Ns = psqs for esd− ksφ(Ns) = zs of Theorem 3.4
INPUT: The public key tuple (Ns, es, σ) satisfying Theorem 3.4.
OUTPUT: The prime factors ps and qs.





i N3σ−β−1, where N = max{Ns} for s = 1, . . . , t, t ≥ 2
and a > b.
2. Compute C = [3t+1 · 2 (t+1)(t−4)4 · ε−t−1].
3. Consider the lattice L spanned by the matrix M as stated above.
4. Applying the LLL algorithm to L, we obtain the reduced basis matrix K.
5. Compute J = M−1.
6. Compute Q = JK to produce d and ks.




8. Compute Ns − φ(Ns)+1.
9. Solve the quadratic equation x2 − (Ns − φ(Ns) + 1)x+Ns = 0.
10. Then output the roots of the equation as ps and qs for s = 1, . . . , t.
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Example 3.3. In what follows, we give an illustration of how Theorem 3.4
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i N3σ−β−1 = 2.287102475× 10−74. Applying Theorem 2.3, for n = t =
3 we compute






Consider the lattice L spanned by the matrix
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M =

1 −[C(X1)] −[C(X2)] −[C(X3)]
0 C 0 0
0 0 C 0
0 0 0 C





a11 a12 a13 a14
b11 b12 b13 b14
c11 c12 c13 c14
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Next we compute Q = JK
Q =

e11 e12 e13 e14
f21 f22 f23 f24
g31 g32 g33 g34
h41 h24 h43 h44

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We next compute φ(Ns) =
esd−zs
ks
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Also, we proceed to compute Ns − φ(Ns) + 1 for s = 1, 2, 3.





















Finally, solving quadratic equation x2−(Ns−φ(Ns)+1)x+Ns = 0 for s = 1, 2, 3
gives us p1, p2, p3 and q1, q2, q1 which lead to the factorization of 3 RSA moduli
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From our result, one can observe that we get d ≈ N0.3592 which is larger than
the Blömer-May's bound of x < 13N
0.25, Blömer and May (2004). This shows
that the Blömer-May's attack can not yield the factorization of t RSA moduli
in our case. Also our bound d ≈ N0.3599 is greater than x = N0.344 of Nitaj
et al. (2014).
3.1.4 The Attack on t RSA Moduli Ns = psqs Satisfying esds−kφ(Ns) = zs
In this section, we present another case in which t RSA moduli satisfying
equations of the form esds − kφ(Ns) = zs for unknown parameters ds, k and
zs for s = 1, . . . , t can be simultaneously factored in polynomial time.
Theorem 3.5. Let Ns = psqs be t RSA moduli for s = 1, · · · , t, i = 3, . . . , j
and t ≥ 2. Let (es, Ns) be public key pair and (ds, Ns) be private key pair with
condition es < φ(Ns) such that the relation esd ≡ zs (mod φ(Ns)) is satisﬁed.
Also, let e = min{es} = Nα be t public exponents. If there exists positive
integers ds < N
γ , k < Nγ , zs < N
γ , for all γ = t(α+β)3t+1 such that equation
esds − kφ(Ns) = zs holds, then prime factors ps and qs of t RSA moduli Ns
can be successfully recovered in polynomial time for s = 1, . . . , t.
Proof. Given t ≥ 2, for i = 3, . . . , j and suppose Ns = psqs, 1 ≤ s ≤ t be t RSA
moduli. Setting e = min{es} = Nα be t public exponents for s = 1, . . . , t and
suppose that ds < N
γ . Then equation esds − kφ(Ns) = zs can be rewritten as
esds − k(Ns − (ps + qs) + 1) = zs























, then we have
esds − k (Ns − Υ + Υ − (Ns − φ(Ns) + 1) + 1) = zs.∣∣∣∣k (Ns − Υ + 1)es − ds
∣∣∣∣ = |zs − k (Ns − φ(Ns) + 1− Υ )|es . (5)
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Suppose N = max{Ns}, ds < Nγ , k < Nγ , zs < Nγ are positive integers and
|Υ + φ(Ns)−Ns − 1| < N2γ−β
and taking e = min{es} = Nα. Plugging the above conditions into inequality
(5), then we have:
|zs − k (Ns − φ(Ns) + 1− Υ )|
es



















































4 · 3t for t ≥ 2, then, it implies that Nγεt < 2 t(t−3)4 · 3t. It
follows that if k < Nγ then k < 2
t(t−3)
4 · 3t · ε−t for s = 1, . . . , t, we have∣∣∣∣k (Ns − Υ + 1)es − ds
∣∣∣∣ < ε, k < 2 t(t−3)4 · 3t · ε−t.
This fulﬁlled the conditions of Theorem 2.3. We next proceed to reveal the
private key ds and k for s = 1, . . . , t. Next, from equation esds − kφ(Ns) = zs




, ps+qs = Ns−φ(N−s)+1, and x2−(Ns−φ(Ns)+1)x+Ns = 0.
Finally, by ﬁnding the roots of the quadratic equation, the prime factors ps
and qs can be found which lead to the factorization of t RSA moduli Ns for
s = 1, . . . , t in polynomial time.
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Consider the lattice L spanned by the matrix
M =

1 −[C(X1)] −[C(X2)] −[C(X3)]
0 C 0 0
0 0 C 0
0 0 0 C

Also input a = 3, b = 2, t = 3, i = 3 and j = 4 as small positive integers. The
above M matrix will be used for computing required reduced basis which leads
to successful factoring of moduli Ns for s = 1, . . . , t.
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Table 4: Algorithm for factoring RSA moduli Ns = psqs for esds − kφ(Ns) = zs of Theorem 3.5
INPUT: The public key tuple (Ns, es, α, σ satisfying the above Theorem 3.5.
OUTPUT: The prime factors ps and qs.





2i N3σ−α−β , where N = max{Ns} for s = 1, . . . , t, t ≥ 2,
β < σ ≤ 12 and a > b. Also compute es = min{e1, . . . , et} = Nα.
2. Compute C = [3t+1 · 2 (t+1)(t−4)4 · ε−t−1].
3. Consider the lattice L spanned by the matrix M as stated above.
4. Applying the LLL algorithm to L, we obtain the reduced basis matrix K.
5. Compute J = M−1.
6. Compute Q = JK to produce d and ks.
7. Compute φ(Ns) =
esds−zs
k .
8. Compute Ns − φ(Ns)+1.
9. Solve the quadratic equation x2 − (Ns − φ(Ns) + 1)x+Ns = 0.
10. Then output prime factors ps and qs for s = 1, . . . , t.
Example 3.4. In what follows, we give an illustration of how Theorem 3.5








N = max{N1, N2, N3} = 853577457696022637279536861717261139
e = min{e1, e2, e3} = 156091109112298242178765923428663298
with e = min{e1, e2, e3} = Nα for α = 0.9794645353. Since t = 3, we have
γ = t(α+β)3t+1 = 0.3688393605 and ε = 0.00005009279807 .
Applying Theorem 2.3, we compute
C = [3t+1 · 2 (t+1)(t−4)4 · ε−t−1] = 0.00005009279807.
Consider the lattice L spanned by the matrix
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M =

1 −[C(X1)] −[C(X2)] −[C(X3)]
0 C 0 0
0 0 C 0
0 0 0 C





−1424579461243 −60125738090 266732672439 2957665316792
258395480634514 21185514433820 −129818740616122 137993452225584
196899106295135 291427529910050 274154359898645 74704790779560
−162814655725785 366161498530450 −421680171226195 −33871422775960

Next we compute Q = JK
Q =

−1424579461243 −2804695406341 −1648378792750 −6295847076671
258395480634514 508726004601070 298989029400110 1141963979993325
196899106295135 387652660987237 227831665385049 870184287007563
−162814655725785 −320547592761628 −188392597920164 −719550016112108

From the ﬁrst row of Q we obtain k, d1, d2, and d3 as follows:
k = 1424579461243, d1 = 2804695406341,
d2 = 1648378792750, d3 = 6295847076671
We now compute φ(Ns) =
esds−zs
k for s = 1, 2, 3 where z1, z2, z3 are :




Also, we proceed to compute Ns − φ(Ns) + 1 for s = 1, 2, 3.
N1 − φ(N1) + 1 = 1160572397506496472
N2 − φ(N2) + 1 = 1871793210507328284
N3 − φ(N3) + 1 = 1732645176650912252
Finally, solving quadratic equation x2−(Ni−φ(Ni)+1)x+Ni = 0 for i = 1, 2, 3
gives us p1, p2, p3 and q1, q2, q1 which lead to the factorization of 3 RSA moduli
N1, N2, N3. That is:
p1 = 665240622214224083, p2 = 1085312126633841397,
p3 = 1112653948231598779, q1 = 495331775292272389,
q2 = 786481083873486887, q3 = 619991228419313473
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From our result, one can observe that we get min{d1, d2, d3} ≈ N0.3400 which is
larger than the Blöomer-May's, bound of x < 13N
0.25, Blömer and May (2004)
. This shows that the Blöomer-May's attack can not yield the factorization of
t RSA moduli in our case. Also our min{d1, d2, d3} ≈ N0.340 is greater than
min{x1, x2, x3} ≈ N0.337 of Nitaj et al. (2014) .
4. Conclusion
The paper reported some improvement of bounds over some former attacks
on t instances of factoring RSA moduli Ns = psqs. It has been shown that
t instances of RSA moduli Ns = psqs satisfying equations of the form esd −
ksφ(Ns) = 1, esds − kφ(Ns) = 1, esd − ksφ(Ns) = z1 and esds − kφ(Ns) =





















+ 1 as a good
approximations of φ(Ns) for unknown positive integers d, ds, k, ks and zs can
be simultaneously factored in polynomial time using simultaneous Diophantine
approximations and lattice basis reductions methods.
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