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Abstract: In this paper, we show the existence and uniqueness of a strong solution to stochastic 3D
tamed Navier-Stokes equations driven by multiplicative Lévy noise based on Galerkin’s approximation
and a kind of local monotonicity of the coefficients. Then we establish the large deviation principles of
the strong solution on the state space D([0, T ];H1), where the weak convergence approach plays a key
role.
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1 Introduction
The stochastic Navier-Stokes equation with Dirichlet boundary condition driven by Gaussian random
noise on a bounded domain D ⊂ R3 can be written as

du − ν∆udt + (u · ∇)udt + ∇pdt = σ(t, u(t))dW(t),
div u(t, x) = 0, t > 0,
u(0) = u0,
which describes the time evolution of an incompressible fluid. As we all know, the stochastic 2D Navier-
Stokes equation has been studied extensively in the literature, however, there exist serious obstacles in
dealing with the stochastic 3D Navier-Stokes equations. Up to now, the existence of martingale solutions
and stationary solutions of the stochastic 3D Navier-Stokes equation was proved by Flandoli and Gatarek
[7] and Mikulevicius and Rozovskii [11] under more general conditions. However, the uniqueness still
remains open. Later, a new model called stochastic 3D tamed Navier-Stokes equations was proposed by
∗Corresponding author.
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Röckner and Zhang in [16], which is given by

du − ν∆udt + (u · ∇)udt + PgN(|u(t)|
2)u(t)dt = σ(t, u(t))dW(t),
div u(t, x) = 0, t > 0,
u(0) = u0,
(1.1)
where gN is a smooth function from R
+ to R+, whose precise definition is given by (2.4). There are
several results on the stochastic 3D tamed Navier-Stokes equations driven by Gaussian random noise. We
mention two of them. In [16], the authors established the existence of a unique strong solution (strong in
the probabilistic sense and weak in the PDE sense) to equation (1.1) indirectly by employing the Yamada-
Watanabe Theorem, i.e., proving the existence of martingale solutions and pathwise uniqueness. Then,
they also studied the Feller property and invariant measures for the corresponding semigroup generated
by the strong solution. Using a direct approach, Röckner and Zhang [13] established the existence and
uniqueness of strong solutions to (1.1). Moreover, they proved small time large deviation principles for
the stochastic 3D tamed Navier-Stokes equations. For more information on this model, we refer the
reader to [14, 15] and the references therein.
In recent years, introducing a jump-type noises such as Lévy-type or Poisson-type perturbations
has become extremely popular for modeling natural phenomena, because these noises are good choice
to reproduce the performance of some natural phenomena in real world models, such as some large
moves and unpredictable events. There is a large amount of literature on the existence and uniqueness of
solutions to stochastic partial differential equations (SPDEs) driven by jump-type noises. For example,
Brzez´niak et al. [3] studied the existence and uniqueness of the solution to an abstract nonlinear equation
driven by multiplicative Lévy noise. Their results can cover some types of SPDEs, such as the stochastic
2D Navier-Stokes Equations, the 2D stochastic Magneto-Hydrodynamic Equations, the 2D stochastic
Boussinesq Model for the Bénard Convection, the 2D stochastic Magnetic Bérnard Problem and several
stochastic Shell Models of turbulence (the readers can refer to [4]). However, there are still a plenty
of important models that do not satisfy the conditions required by [3]. Recently, S. Shang et al. [18]
considered a stochastic model of incompressible non-Newtonian fluids of second grade on a bounded
domain of R2 driven by Lévy noise. Applying the variational approach, the authors established the
global existence and uniqueness of strong probabilistic solution. As far as we know, there are no results
on the stochastic 3D tamed Navier-Stokes equations driven by multiplicative Lévy noise, which can be
written as 
du − ν∆udt + (u · ∇)udt + PgN(|u|
2(t))u(t)dt =
∫
Z
σ(t, u(t), z)η˜(dt, dz),
div u(t, x) = 0, t > 0,
u(0) = u0 ∈ H
1,
(1.2)
where η˜ is the compensated time homogeneous Poisson random measure on a certain locally compact
Polish space. On the other hand, the large deviation principle for stochastic partial differential equa-
tions (SPDE) driven by Lévy noise attracts a lot of interests from mathematical community. Röckner
and Zhang [12] established large deviations for SPDEs driven by an additive jump noise. The case of
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multiplicative Lévy noise was studied by S´wiech and Zabczyk [17] and Budhiraja, Chen and Dupuis [5]
where the large deviation was obtained on a larger space (hence, with a weaker topology) than the actual
state space of the solution. Yang, Zhai and Zhang [20] obtained the large deviation principles on the ac-
tual state space of stochastic evolution equations with regular coefficients driven by multiplicative Lévy
noise. Later, Zhai and Zhang [21] proved the large deviations for 2D stochastic Navier-Stokes equations
driven by multiplicative Lévy noises on the space D([0, T ];H), the space of H-valued right continuous
functions with left limits on [0, T ].
The purpose of this paper is two-fold. The first part is to show the existence and uniqueness of strong
solution to (1.2) based on Galerkin’s approximation and a kind of local monotonicity of the coefficients.
Concretely, we prove the result via three steps: we firstly make some non-trivial a priori estimates of the
Galerkin’s approximation, then we show that the limit of those approximate solutions solves the original
equation by applying the monotonicity arguments, finally we prove the uniqueness of solutions. The sec-
ond part is to prove the small perturbation large deviation principle (LDP) for the stochastic 3D tamed
Navier-Stokes equations driven by multiplicative Lévy noise on the spaceD([0, T ];H1), which provides
the exponential decay of small probabilities associated with the corresponding stochastic dynamical sys-
tems with small noise. The proof of the large deviations will be based on the weak convergence approach
introduced in Budhiraja, Chen and Dupuis [5] and Budhiraja, Dupuis and Maroulas [6]. As an important
part of the proof, we need to obtain global well-posedness of the so-called skeleton equation by using
similar method as the first part. To complete the proof of the large deviation principle, we also need to
show the weak convergence of the perturbations of the system (1.2) to the skeleton equation. During the
proof process, we firstly need to establish the tightness of the solutions of the perturbations of the system
(1.2) in a larger space D([0, T ];D(A−α)) with α ≥ 0, then with the aid of the Skorohod representation
theorem we obtain the weak convergence actually takes place in the space D([0, T ];H1).
Our paper is organized as follows. The mathematical formulation of stochastic 3D tamed Navier-
Stokes equations and some useful nonlinear term estimates are presented in Section 2. In Section 3,
we prove the existence and uniqueness of strong solution to the stochastic 3D tamed Navier-Stokes
equations. The weak convergence method and the statement of the main result are introduced in Section
4. Then the skeleton equation is studied in Section 5. At last, the large deviation principle is proved in
Section 6.
Throughout this paper, C is a positive constant whose value may be different from line to line.
2 Formulations
Denote by N,R,R+,Rd the set of positive integers, real numbers, positive real numbers and
d−dimensional real vectors, respectively. Let T > 0 and a bounded domain D ⊂ R3, we consider
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the following tamed 3D Navier-Stokes equations in DT := (0, T ] × D given by
du(t) − ν∆u(t)dt + (u · ∇)udt + PgN(|u|
2(t))u(t)dt =
∫
Z
σ(t, u(t), z)η˜(dt, dz),
div u(t, x) = 0, t ∈ [0, T ],
u(0) = u0 ∈ H
1,
(2.3)
where u(t, x) = (u1(t, x), u2(t, x), u3(t, x)) be a vector function. η˜ is the compensated time homogeneous
Poisson random measure on a certain locally compact Polish space (Z,B(Z)). σ is a measurable func-
tion, which will be specified in subsection 2.2. The definition of P is in the following subsection 2.1.
Moreover, |u|2 =
∑3
i=1 |u
i|2, div u :=
∑3
i=1 ∂iu
i and (u · ∇)u =
∑3
i=1 u
i∂iu. Throughout the paper, gN(·) will
denote a fixed smooth function from R+ to R+ such that for some N > 0,

gN(r) = 0, if r ≤ N,
gN(r) =
r−N
ν
, if r ≥ N + 1,
0 ≤ g′
N
(r) ≤ C, if r ≥ 0.
(2.4)
Without loss of generality, we assume the viscosity coefficient ν = 1.
2.1 Functional spaces
For a topology space E, denote the corresponding Borel σ−field by B(E). For a metric space X,
C([0, T ];X) stands for the space of continuous functions from [0, T ] into X and D([0, T ];X) represents
the space of right continuous functions with left limits from [0, T ] into X. For a metric space Y, de-
note by Mb(Y),Cb(Y) the space of real valued bounded Y/R−measurable maps and real valued bounded
continuous functions, respectively.
We follow closely the framework of [13]. Let C∞
0
(D) = C∞
0
(D;R3) denote the set of all smooth
functions from D to R3 with compact supports. For p ≥ 1, let Lp(D) = Lp(D;R3) be the vector valued
Lp space in which the norm is denoted by ‖ · ‖Lp . For a non-negative integer m ≥ 0,W
m,2
0
(D) be the usual
Sobolev space on D with values in R3, i.e., the closure of C∞
0
(D) with respect to the norm
‖u‖2
W
m,2
0
=
∫
D
|(I − ∆)
m
2 u|2dx,
where
(λI − ∆)
m
2 u :=
(
(λI − ∆)
m
2 u1, (λI − ∆)
m
2 u2, (λI − ∆)
m
2 u3
)
, λ, m ≥ 0.
Set
Hm := {u ∈ Wm,2
0
: div u = 0 in D}.
The norm ofWm,2
0
restricted to Hm will be denoted by ‖ · ‖Hm . In particular, H
0 is a closed linear subspace
of the Hilbert space L2(D). Let P be the orthogonal projection from L2(D) to H0. It is well-known that
P commutes with the derivative operators.
For u, v ∈ L2(D), set
Au := −∆u, B(u, v) := P((u · ∇)v). (2.5)
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If u = v, we write B(u) = B(u, u). By the incompressible condition, it gives that 〈B(u, v), v〉H0 = 0.
Moreover, it is well-known that the Stokes operator A is a positive self-adjoint operator. Let {ei}
∞
i=1
⊂ H2
be an orthonormal basis of H0 composed of eigenfunctions of A with corresponding eigenvalues 0 <
λ1 ≤ λ2 ≤ · · · → ∞ satisfies Aei = λiei. We will use fractional powers of the operator A, denoted by A
α,
as well as their domains D(Aα) for α ∈ R. Note that
D(Aα) =
{
u =
∞∑
i=1
ui · ei :
∞∑
i=1
λ2αi u
2
i < ∞
}
.
We may endow D(Aα) with the inner product
(u, v)D(Aα) = (A
αu, Aαv)H0 for u, v ∈ D(A
α).
Hence, (D(Aα), (·, ·)D(Aα)) is a Hilbert space and {λ
−α
i
ei}i∈N is a complete orthonormal system of D(A
α).
By Riesz representative theorem, D(A−α) is the dual space of D(Aα).
Based on the above notations, (2.3) can be written as
du + Audt + B(u, u)dt + PgN(|u|
2(t))u(t)dt =
∫
Z
σ(t, u(t), z)η˜(dt, dz),
div u(t, x) = 0, t > 0,
u(0) = u0 ∈ H
1.
(2.6)
2.2 Poisson random measure and Hypotheses
Let (Z,B(Z)) be a locally compact Polish space and let ϑ be a σ−finite positive measure on it. Suppose
(Ω,F ,Ft, P) is a filtered probability space with expectation E. Set Cc(Z) be the space of continuous
functions with compact supports. Denote
MFC(Z) :=
{
measure ϑ on (Z,B(Z)) such that ϑ(K) < ∞ for every compact K in Z
}
.
Endow MFC (Z) with the weakest topology such that for every f ∈ Cc(Z), the function ϑ → 〈 f , ϑ〉 =∫
Z
f (u)dϑ(u), ϑ ∈ MFC(Z) is continuous. This topology can be metrized such that MFC(Z) is a Polish
space (see [6]). Let T > 0, set ZT = [0, T ] × Z. Fix a measure ϑ ∈ MFC(Z) and let ϑT = λT ⊗ ϑ, where
λT is Lebesgue measure on [0, T ]. We recall the definition of Poisson random measure from [9] that
Definition 2.1. We call measure η a Poisson random measure on ZT with intensity measure ϑT is a
MFC(Z)−valued random variable such that
(1) for each B ∈ B(ZT ) with ϑT (B) < ∞, η(B) is a Poisson distribution with mean ϑT (B),
(2) for disjoint B1, · · ·, Bk ∈ B(ZT ), η(B1), · · ·, η(Bk) are mutually independent random variables.
We will denote by η˜ = η − ϑT the compensated time homogeneous Poisson random measure associ-
ated to η. Assume (H, |·|H) is a Hilbert space. Let L
2(Ω×[0, T ]; L2(Z, ϑ;H)) be the space of progressively
measurable process X : R+ × Z ×Ω→ H satisfying
E
∫ T
0
∫
Z
|X(r, z)|2Hϑ(dz)dr < ∞, T > 0.
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Then, it follows from [3] that for every L2(Ω × [0, T ]; L2(Z, ϑ;H)),
E
∣∣∣∣
∫ t
0
∫
Z
X(r, z)η˜(dr, dz)
∣∣∣∣2
H
= E
∫ t
0
∫
Z
|X(r, z)|2Hϑ(dz)dr, t ≥ 0. (2.7)
To obtain the global well-posedness of (2.6), we need the following hypotheses.
Hypothesis H0 Let σ is a measurable mapping from [0, T ]×H1×Z→ H1 (resp. [0, T ]×H0×Z→ H0).
(A) There exists a positive constant K1 such that
∫
Z
‖σ(t, u, z)‖2
H0
ϑ(dz) ≤ K1(1 + ‖u‖
2
H0
), u ∈ H0, t ∈ [0, T ]. (2.8)
And there exists a positive constant K2 such that
∫
Z
‖σ(t, u1, z) − σ(t, u2, z)‖
2
H0
ϑ(dz) ≤ K2‖u1 − u2‖
2
H0
, u1, u2 ∈ H
0, t ∈ [0, T ]. (2.9)
(B) There exists a positive constant L1 such that
∫
Z
‖σ(t, u, z)‖2
H1
ϑ(dz) ≤ L1(1 + ‖u‖
2
H1
), u ∈ H1, t ∈ [0, T ]. (2.10)
There exists a positive constant L2 such that
∫
Z
‖σ(t, u, z)‖6
H1
ϑ(dz) ≤ L2(1 + ‖u‖
6
H1
), u ∈ H1, t ∈ [0, T ]. (2.11)
And there exists a positive constant L3 such that
∫
Z
‖σ(t, u1, z) − σ(t, u2, z)‖
2
H1
ϑ(dz) ≤ L3‖u1 − u2‖
2
H1
, u1, u2 ∈ H
1, t ∈ [0, T ]. (2.12)
Now, we introduce the definition of a strong solution to (2.6).
Definition 2.2. The system (2.6) has a strong solution if for every stochastic basis (Ω,F , {Ft}t≥0, P) and
a time homogeneous Poisson random measure η˜ on (Z,B(Z)) over the stochastic basis with intensity
measure ϑ, there exists a progressively measurable process u : [0, T ] ×Ω→ H1 with P−a.e.
u(·, ω) ∈ D([0, T ];H1) ∩ L2([0, T ];H2) (2.13)
such that for all t ∈ [0, T ] and φ ∈ H1, the following identity holds P−a.e.
(u(t), φ) = (u0, φ) −
∫ t
0
〈Au(s), φ〉ds −
∫ t
0
〈B(u(s)), φ〉ds −
∫ t
0
〈PgN(|u|
2)u, φ〉ds
+
∫ t
0
∫
Z
(σ(s, u(s), z), φ)η˜(ds, dz), (2.14)
Remark 1. The strong solution in Definition 2.2 is in the probabilistic sense.
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2.3 Some inequalities and Itô formula
Let
F(u) := −Au − B(u) − P(gN(|u|
2)u).
In order to prove the global well-posedness of (2.6), we need the following a priori estimates of nonlinear
terms. Referring to [13], we have
Lemma 2.1. (1) For u ∈ H0,
〈F(u), u〉H0 ≤ CN‖u‖
2
H0
. (2.15)
(2) For u ∈ H2,
−〈Au, u〉H1 = −‖u‖
2
H2
+ ‖∇u‖2
L2
+ ‖u‖2
L2
,
−〈B(u), u〉H1 ≤
1
2
‖u‖2
H2
+
1
2
‖|u| · |∇u|‖2
L2
,
−〈gN(|u|
2)u, u〉H1 ≤ −‖|u| · |∇u|‖
2
L2
+CN‖∇u‖
2
L2
.
Hence,
〈F(u), u〉H1 ≤ −
1
2
‖u‖2
H2
−
1
2
‖|u| · |∇u|‖2
L2
+CN‖u‖
2
H1
. (2.16)
(3) For u1, u2 ∈ H
2, it follows that
−〈A(u1 − u2), u1 − u2〉H0 = −‖u1 − u2‖
2
H1
+ ‖u1 − u2‖
2
H0
,
−〈B(u1, u1) − B(u2, u2), u1 − u2〉H0 ≤
1
2
‖u1 − u2‖
2
H1
+C‖u2‖H1‖u2‖H2‖u1 − u2‖
2
H0
,
−〈gN(|u1|
2)u1 − gN(|u2 |
2)u2, u1 − u2〉H0 ≤ C‖u2‖H1‖u2‖H2‖u1 − u2‖
2
H0
.
Hence, we have
〈F(u1) − F(u2), u1 − u2〉H0 ≤ −
1
2
‖u1 − u2‖
2
H1
+C0(‖u2‖H1‖u2‖H2 + 1)‖u1 − u2‖
2
H0
. (2.17)
We emphasize the constant C0 > 1, as it plays a key role in the proof of Theorem 3.1.
(4) For u1, u2 ∈ H
2, it gives that
−〈A(u1 − u2), u1 − u2〉H1 = −‖u1 − u2‖
2
H2
+ ‖∇u1 − ∇u2‖
2
L2
+ ‖u1 − u2‖
2
L2
,
−〈B(u1, u1) − B(u2, u2), u1 − u2〉H1 ≤
1
2
‖u1 − u2‖
2
H2
+C‖u1 − u2‖
2
H1
‖u1‖
4
H1
+C‖u1 − u2‖
2
H1
‖u2‖H1‖u2‖H2 ,
−〈gN(|u1 |
2)u1 − gN(|u2|
2)u2, u1 − u2〉H1 ≤
1
4
‖u1 − u2‖
2
H2
+C‖u1 − u2‖
2
H1
(‖u1‖
2
H1
+ ‖u2‖
2
H1
)2.
Hence, utilizing the Hölder inequality, it yields
〈F(u1) − F(u2), u1 − u2〉H1
≤ −
1
4
‖u1 − u2‖
2
H2
+C(1 + ‖u1‖
4
H1
+ ‖u2‖
4
H1
+ ‖u2‖
2
H2
)‖u1 − u2‖
2
H1
. (2.18)
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The main tool in the present paper is the Itô formula, whose proof can be found in [3].
Lemma 2.2. Assume that E is a Hilbert space with norm ‖ · ‖E . Let X be a process given by
Xt = X0 +
∫ t
0
a(s)ds +
∫ t
0
∫
Z
f (s, z)η˜(ds, dz), t ≥ 0,
where a is an E−valued progressively measurable process on the space (R+ × Ω,B(R+) × F ) such
that for all t ≥ 0,
∫ t
0
‖a(s, ω)‖Eds < ∞, P−a.s. and f is a predictable process on E with
E
∫ t
0
∫
Z
‖ f (s, z)‖2
E
ϑ(dz)ds < ∞, for each t > 0. Denote by G a separable Hilbert space. Let φ : E → G
be a function of class C1 such that the first derivative φ′ : E → L(E;G) is (p − 1)−Hölder continuous.
Then for every t > 0, we have P−a.s.
φ(Xt) = φ(X0) +
∫ t
0
φ′(Xs)(a(s))ds +
∫ t
0
∫
Z
[φ′(Xs−) f (s, z)]η˜(ds, dz)
+
∫ t
0
∫
Z
[φ(Xs− + f (s, z)) − φ(Xs−) − φ
′(Xs−) f (s, z)]η(ds, dz).
3 Existence and uniqueness
In this part, we aim to prove the following result.
Theorem 3.1. Assume Hypothesis H0 holds and the initial value u0 ∈ L
2(Ω,F0;H
1). Then there exists
a unique strong solution of (2.6) in the sense of Definition 2.2. Moreover, there exists a positive constant
such that
E
(
sup
0≤t≤T
‖u(t)‖2
H1
+
∫ T
0
‖u(t)‖2
H2
dt
)
≤ C(1 + E‖u0‖
2
H1
). (3.19)
Motivated by [13], the proof process of Theorem 3.1 is based on Galerkin’s approximation and a
kind of local monotonicity of the 3D tamed Navier-Stokes equation.
Proof. Step 1: Assume u0 ∈ L
6(Ω,F ;H1).
Recall {ei}
∞
i=1
⊂ H2 be an orthonormal basis inH0 composed of eigenvectors of A such that span{ei, i ≥ 1}
is dense in H1. Moreover, it is easy to see that {ei}
∞
i=1
is also orthogonal in H1. Denote by Πn the
orthogonal projection from H0 onto the finite dimensional space Hn := span{e1, e2, · · ·, en}:
Πnv :=
n∑
i=1
〈v, ei〉H0ei.
Then Πn is also the orthogonal projection from H
1 onto Hn. Now, consider the following finite dimen-
sional stochastic differential equation in Hn

dun(t) = [ΠnF(un(t))]dt +
∫
Z
σn(t, un(t), z)η˜(dt, dz),
un(0) = Πnu0,
(3.20)
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where σn := Πnσ. Taking into account (2.8) and (2.9), we know that σn is globally Lipschitz. Moreover,
for u ∈ Hn, we deduce from (2.15) that
〈ΠnF(u), u〉H0 ≤ 〈F(u), u〉H0 ≤ CN‖u‖
2
H0
,
which implies that ΠnF(u) is locally Lipschitz. Based on the above and (2.9), it follows from [1] that
(3.20) admits a unique càdlàg local strong solution un in Hn. Then, by the skew symmetric of the
nonlinear term B, the local solution can be extended to any time interval [0, T ], T > 0. In the following,
we aim to prove
sup
n
E
(
sup
t∈[0,T ]
‖un(t)‖
2
H1
+
∫ T
0
‖un(t)‖
2
H2
dt
)
≤ C(1 + E‖u0‖
2
H1
), (3.21)
sup
n
E
(
sup
t∈[0,T ]
‖un(t)‖
6
H1
+
∫ T
0
‖un(t)‖
4
H1
‖un(t)‖
2
H2
dt
)
≤ C(1 + E‖u0‖
6
H1
). (3.22)
Applying Itô formula (Lemma 2.2) to the function ϕ(x) = |x|2 and by ϕ(x + y) − ϕ(x) − 〈y,∇ϕ(x)〉 =
ϕ(y) = |y|2, we deduce that for 0 ≤ t ≤ T ,
‖un(t)‖
2
H1
= ‖Πnu0‖
2
H1
+ 2
∫ t
0
〈un(s),ΠnF(un(s))〉H1ds + 2
∫ t
0
∫
Z
〈un(s−), σn(s, un(s), z)〉H1 η˜(ds, dz)
+
∫ t
0
∫
Z
‖σn(s, un(s), z)‖
2
H1
η(ds, dz).
Define a stopping time
τnR := inf{t ∈ [0, T ] : ‖un(t)‖
2
H1
≥ R}.
With the aid of (2.16), we deduce that
sup
0≤s≤t∧τn
R
‖un(s)‖
2
H1
+
∫ t∧τn
R
0
‖un(s)‖
2
H2
ds +
∫ t∧τn
R
0
‖|u| · |∇u|‖2
L2
ds
≤ ‖Πnu0‖
2
H1
+ 2CN
∫ t∧τn
R
0
‖u(s)‖2
H1
ds + 2 sup
0≤s≤t∧τn
R
∫ s
0
∫
Z
〈un(r−), σn(r, un(r), z)〉H1 η˜(dr, dz)
+ sup
0≤s≤t∧τn
R
∫ s
0
∫
Z
‖σn(r, un(r), z)‖
2
H1
η(dr, dz).
Applying the Burkholder-Davis-Gundy inequality (see [8]), (2.10), the Hölder inequality and the Young
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inequality, we get
E
∣∣∣∣2 sup
0≤s≤t∧τn
R
∫ s
0
∫
Z
〈un(r−), σn(r, un(r), z)〉H1 η˜(dr, dz)
∣∣∣∣
≤ CE
[ ∫ t∧τnR
0
∫
Z
‖un(s)‖
2
H1
‖σn(s, un(s), z)‖
2
H1
ϑ(dz)ds
] 1
2
≤ C
[
E sup
0≤s≤t∧τn
R
‖un(s)‖
2
H1
] 1
2
[
L1E
∫ t∧τn
R
0
(1 + ‖un(s)‖
2
H1
)ds
] 1
2
≤
1
2
E sup
0≤s≤t∧τn
R
‖un(s)‖
2
H1
+CL1E
∫ t∧τn
R
0
(1 + ‖un(s)‖
2
H1
)ds
≤
1
2
E sup
0≤s≤t∧τn
R
‖un(s)‖
2
H1
+CL1T +CL1E
∫ t
0
sup
0≤r≤s∧τn
R
‖un(r)‖
2
H1
ds.
Taking into account that the process
t 7→
∫ t
0
∫
Z
‖σn(s, un(s), z)‖
2
H1
η(ds, dz)
has only positive jumps and by (2.10), we deduce that
E sup
0≤s≤t∧τn
R
∫ s
0
∫
Z
‖σn(r, un(r), z)‖
2
H1
η(dr, dz)
≤ E
∫ t∧τn
R
0
∫
Z
‖σn(r, un(r), z)‖
2
H1
η(dr, dz)
= E
∫ t∧τn
R
0
∫
Z
‖σn(s, un(s), z)‖
2
H1
ϑ(dz)ds
≤ L1E
∫ t∧τn
R
0
(1 + ‖un(s)‖
2
H1
)ds
≤ L1T + L1
∫ t
0
E sup
0≤r≤s∧τn
R
‖un(r)‖
2
H1
ds.
Collecting the above estimates, we arrive at
E sup
0≤s≤t∧τn
R
‖un(s)‖
2
H1
+ E
∫ t∧τn
R
0
‖un(s)‖
2
H2
ds
≤ E‖Πnu0‖
2
H1
+CL1T + L1T + (2CN +CL1 + L1)E
∫ t
0
sup
0≤r≤s∧τn
R
‖un(r)‖
2
H1
ds.
By Gronwall inequality, it gives that
E sup
0≤s≤t∧τn
R
‖un(s)‖
2
H1
+ E
∫ t∧τn
R
0
‖un(s)‖
2
H2
ds
≤
(
E‖Πnu0‖
2
H1
+CL1T + L1T
)
exp
{
(2CN +CL1 + L1)T
}
≤ C(1 + E‖u0‖
2
H1
),
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where the positive constant C = C(CN , L1, T ) independent of n.
Since the process un(t), t ∈ [0, T ] is adapted and càdlàg, we see that limR→∞ P{τ
R
n < T } = 0. Based
on the Fatou’s lemma, we conclude that (3.21) holds.
Applying the finite dimensional Itô formula to the function ‖un(t)‖
6
H1
, it yields
‖un(t)‖
6
H1
= ‖Πnu0‖
6
H1
+ 6
∫ t
0
‖un(s)‖
4
H1
〈un(s),ΠnF(un(s))〉H1ds
+6
∫ t
0
∫
Z
‖un(s)‖
4
H1
〈un(s), σn(s, un(s), z)〉H1 η˜(ds, dz)
+
∫ t
0
∫
Z
(‖un(s−) + σn(s, un(s), z)‖
6
H1
− ‖un(s−)‖
6
H1
− 6‖un(s−)‖
4
H1
〈un(s), σn(s, un(s), z)〉H1 )η(ds, dz)
:= ‖Πnu0‖
6
H1
+ I1n(t) + I
2
n(t) + I
3
n (t). (3.23)
By (2.16), we deduce that
E sup
0≤s≤t∧τRn
I1n(s) ≤ −3
∫ t∧τRn
0
‖un(s)‖
4
H1
‖un(s)‖
2
H2
ds − 3
∫ t∧τRn
0
‖un(s)‖
4
H1
‖|u(s)| · |∇un(s)|‖
2
L2
ds
+CN
∫ t∧τRn
0
‖un(s)‖
6
H1
ds.
Applying the Burkholder-Davis-Gundy inequality, (2.10), the Hölder inequality and the Young inequal-
ity, it follows that
E
[
sup
0≤s≤t∧τRn
I2n (s)
]
≤ 6CE
[ ∫ t∧τRn
0
∫
Z
‖un(s)‖
8
H1
‖un(s)‖
2
H1
‖σn(s, un(s), z)‖
2
H1
ϑ(dz)ds
] 1
2
≤ 6CE
[ ∫ t∧τRn
0
‖un(s)‖
10
H1
L1(1 + ‖un(s)‖
2
H1
)ds
] 1
2
≤ 6C˜E
[
sup
0≤s≤t∧τRn
‖un(s)‖
3
H1
(
L1
∫ t∧τRn
0
(1 + ‖un(s)‖
6
H1
)ds
) 1
2
]
≤
1
2
E sup
0≤s≤t∧τRn
‖un(s)‖
6
H1
+CL1 +CL1E
∫ t∧τRn
0
‖un(s)‖
6
H1
ds.
By the Taylor formula, we have
∣∣∣∣|x + h|2p − |x|2p − 2p|x|2(p−1)(x, h)
∣∣∣∣ ≤ Cp(|x|2(p−1) |h|2 + |h|2p), (3.24)
where Cp is a finite positive constant.
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With the help of (3.24), (2.10) and (2.11), we deduce that
E[ sup
0≤s≤t∧τRn
I3n(s)]
≤ E
∫ t∧τRn
0
∫
Z
∣∣∣∣‖un(s−) + σn(s, un(s), z)‖6H1 − ‖un(s−)‖6H1 − 6‖un(s−)‖4H1〈un(s), σn(s, un(s), z)〉H1
∣∣∣∣η(ds, dz)
≤ C3E
∫ t∧τRn
0
∫
Z
(
‖un(s)‖
4
H1
‖σn(s, un(s), z)‖
2
H1
+ ‖σn(s, un(s), z)‖
6
H1
)
ϑ(dz)ds
≤ C3(L1 + L2)E
∫ t∧τRn
0
(1 + ‖un(s)‖
6
H1
)ds
≤ C3(L1 + L2)T +C3(L1 + L2)E
∫ t
0
sup
0≤r≤s∧τRn
‖un(r)‖
6
H1
ds.
By (3.23), it follows that
E sup
0≤s≤t∧τRn
‖un(s)‖
6
H1
+ 6E
∫ t∧τRn
0
‖un(s)‖
4
H1
‖un(s)‖
2
H2
ds + 6E
∫ t∧τRn
0
‖un(s)‖
4
H1
‖|u(s)| · |∇un(s)|‖
2
L2
ds
≤ E‖Πnu0‖
6
H1
+CL1 +C3(L1 + L2)T + (CN +CL1 +C3L1 +C3L2)
∫ t
0
E sup
0≤r≤s∧τRn
‖un(r)‖
6
H1
ds.
Using the Gronwall inequality, we get
E sup
0≤s≤t∧τRn
‖un(s)‖
6
H1
+ E
∫ t∧τRn
0
‖un(s)‖
4
H1
‖un(s)‖
2
H2
ds
≤ C(1 + E‖Πnu0‖
6
H1
),
where C = C(CN , L1, L2, T ) independent of n. Recall τ
R
n ↑ T as R → ∞, P−a.s. and P{τ
R
n < T } = 0. By
Fatou’s lemma, it gives the equation (3.22).
Based on (3.21)-(3.22) and referring to (3.14) in [13], we have
sup
n
∫ T
0
E[‖ΠnF(un(t))‖
2
H0
]dt
≤ C sup
n
∫ T
0
E(‖un(t)‖
6
H1
+ ‖un(t)‖
2
H2
)dt
≤ CT sup
n
E sup
t∈[0,T ]
‖un(t)‖
6
H1
+C sup
n
E
∫ T
0
‖un(t)‖
2
H2
dt < ∞. (3.25)
Moreover, utilizing (2.10), it follows that
sup
n
E
∫ T
0
∫
Z
‖σn(un(t))‖
2
H1
ϑ(dz)dt
≤ L1 sup
n
E
∫ T
0
(1 + ‖un(t)‖
2
H1
)dt
≤ L1T + L1T sup
n
E sup
t∈[0,T ]
‖un(t)‖
2
H1
< ∞. (3.26)
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With the aid of (3.21)-(3.22) and (3.25)-(3.26), we deduce that there exist a sequence of processes, still
denoted by un, n ≥ 1 and elements
u¯ ∈ L2(Ω × [0, T ];H2) ∩ L2(Ω; L∞([0, T ];H1)),
G ∈ L2(Ω × [0, T ];H0), S ∈ L2(Ω × [0, T ]; L2(Z, ϑ;H1)),
such that
(i) un → u¯ weakly in L
2(Ω × [0, T ];H2), hence weakly in L2(Ω × [0, T ];H1) and L2(Ω × [0, T ];H0),
(ii) un → u¯ in L
2(Ω; L∞([0, T ];H1)) with respect to the weak star topology,
(iii) ΠnF(un) → G weakly in L
2(Ω × [0, T ];H0),
(iv) σn(un) → S weakly in L
2(Ω × [0, T ]; L2(Z, ϑ;H1)),
(v) un → u¯ weakly in L
6(Ω × [0, T ];H1).
In the following, we devote to proving that there exists a solution to (2.6). Define a process
u(t) := u0 +
∫ t
0
G(s)ds +
∫ t
0
∫
Z
S (s, z)η˜(ds, dz), t ∈ [0, T ].
We can show that u = u¯ dt ⊗ P−a.s. Indeed, let us fix a function ϕ ∈ L2(Ω × [0, T ];R), by (i)-(iv), it
yields that
E
∫ T
0
〈u¯(t), ϕ(t)ei〉H0dt = lim
n→∞
E
∫ T
0
〈un(t), ϕ(t)ei〉H0dt
= lim
n→∞
E
∫ T
0
〈un(0), ϕ(t)ei〉H0dt + lim
n→∞
E
∫ T
0
∫ t
0
〈ΠnF(u
n(s), s), ϕ(t)ei〉H0dsdt
+ lim
n→∞
E
∫ T
0
〈
∫ t
0
∫
Z
Πnσ(s, un(s), z)η˜(ds, dz), ϕ(t)ei〉H0dt
= lim
n→∞
E〈un(0), ei〉H0
∫ T
0
ϕ(t)dt + lim
n→∞
E
∫ T
0
〈F(un(s), s),
∫ T
s
ϕ(t)dtei〉H0ds
+ lim
n→∞
E
∫ T
0
〈
∫ t
0
∫
Z
σ(s, un(s), z)η˜(ds, dz), ϕ(t)ei〉H0dt
= E〈u(0), ei〉H0
∫ T
0
ϕ(t)dt + E
∫ T
0
〈G(s),
∫ T
s
ϕ(t)dtei〉H0ds
+E
∫ T
0
〈
∫ t
0
∫
Z
S (s, z)η˜(ds, dz), ϕ(t)ei〉H0dt
= E
∫ T
0
〈u(t), ϕ(t)ei〉H0dt.
Hence, we have u = u¯ dt ⊗ P−a.s. and u ∈ L2(Ω × [0, T ];H2). Moreover, referring to Theorem A.1 in
[3], it gives that u is an H0−valued càdlàg and Ft−adapted process, and for any t ∈ [0, T ], the following
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formula holds P−a.s.
‖u(t)‖2
H0
= ‖u0‖
2
H0
+ 2
∫ t
0
〈G(s), u(s)〉H0ds + 2
∫ t
0
∫
Z
〈u(s−), S (s, z)〉H0 η˜(ds, dz)
+
∫ t
0
∫
Z
‖S (s, z)‖2
H0
η(ds, dz). (3.27)
Referring to [3], in order to prove that u is a solution of (2.6), it suffices to show
G(s, ω) = F(u(s, ω)), for dP ⊗ dt − a.a.(s, ω) ∈ [0, T ] ×Ω, (3.28)
S (s, ω, z) = σ(s, ω, u(s, ω), z), for dP ⊗ dt × ϑ − a.a.(s, ω, z) ∈ [0, T ] ×Ω × Z. (3.29)
In the following part, we devote to proving (3.28)-(3.29) one by one.
Let v be a progressively measurable process belonging to L2(Ω× [0, T ];H2)∩L6(Ω; L∞([0, T ];H1)).
Applying Itô formula, we have
e−
∫ t
0
ρ(v(s),s)ds‖un(t)‖
2
H0
= ‖Πnu0‖
2
H0
−
∫ t
0
e−
∫ s
0
ρ(v(r),r)drρ(v(s), s)‖un(s)‖
2
H0
ds
+2
∫ t
0
e−
∫ s
0
ρ(v(r),r)dr〈un(s),ΠnF(un(s))〉H0ds
+2
∫ t
0
∫
Z
e−
∫ s
0
ρ(v(r),r)dr〈un(s), σn(un(s), z)〉H0 η˜(ds, dz)
+
∫ t
0
∫
Z
e−
∫ s
0
ρ(v(r),r)dr‖σn(un(s), z)‖
2
H0
η(ds, dz).
Taking expectation of both sides of the above equation and using an identity |x|2 = 2(x, y)− |y|2 + |x− y|2,
we get
E[e−
∫ t
0
ρ(v(s),s)ds‖un(t)‖
2
H0
] − E‖Πnu0‖
2
H0
= E
[
−
∫ t
0
e−
∫ s
0
ρ(v(r),r)drρ(v(s), s)
(
2〈un(s), v(s)〉H0 − ‖v(s)‖
2
H0
)
ds
]
+2E
[ ∫ t
0
e−
∫ s
0
ρ(v(r),r)dr
(
〈ΠnF(un(s)) − ΠnF(v(s)), v(s)〉H0 + 〈ΠnF(v(s)), un(s)〉H0
)
ds
]
+E
[ ∫ t
0
∫
Z
e−
∫ s
0
ρ(v(r),r)dr
(
2〈σn(un(s), z), σn(v(s), z)〉H0 − ‖σn(v(s), z)‖
2
H0
)
ϑ(dz)ds
]
+E
[
−
∫ t
0
e−
∫ s
0
ρ(v(r),r)drρ(v(s), s)‖un(s) − v(s)‖
2
H0
ds
]
+2E
[ ∫ t
0
e−
∫ s
0
ρ(v(r),r)dr〈ΠnF(un(s)) − ΠnF(v(s)), un(s) − v(s)〉H0ds
]
+E
[ ∫ t
0
∫
Z
e−
∫ s
0
ρ(v(r),r)dr‖σn(un(s), z) − σn(v(s), z)‖
2
H0
ϑ(dz)ds
]
.
Set ρ(v(s), s) = 2C0(‖v(s)‖H1‖v(s)‖H2 + 1) + K2, where C0 is in (2.17) and K2 is appeared in (2.9). Then,
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we deduce from (2.9) and (2.17)that
E
[
−
∫ t
0
e−
∫ s
0
ρ(v(r),r)drρ(v(s), s)‖un(s) − v(s)‖
2
H0
ds
]
+2E
[ ∫ t
0
e−
∫ s
0
ρ(v(r),r)dr〈ΠnF(un(s)) − ΠnF(v(s)), un(s) − v(s)〉H0ds
]
+E
[ ∫ t
0
∫
Z
e−
∫ s
0
ρ(v(r),r)dr‖σn(un(s), z) − σn(v(s), z)‖
2
H0
ϑ(dz)ds
]
≤ 0.
Thus,
E[e−
∫ t
0
ρ(v(s),s)ds‖un(t)‖
2
H0
] − E‖Πnu0‖
2
H0
≤ E
[
−
∫ t
0
e−
∫ s
0
ρ(v(r),r)drρ(v(s), s)
(
2〈un(s), v(s)〉H0 − ‖v(s)‖
2
H0
)
ds
]
+2E
[ ∫ t
0
e−
∫ s
0
ρ(v(r),r)dr
(
〈ΠnF(un(s)) − ΠnF(v(s)), v(s)〉H0 + 〈ΠnF(v(s)), un(s)〉H0
)
ds
]
+E
[ ∫ t
0
∫
Z
e−
∫ s
0
ρ(v(r),r)dr
(
2〈σn(un(s), z), σn(v(s), z)〉H0 − ‖σn(v(s), z)‖
2
H0
)
ϑ(dz)ds
]
:= J1(t) + J2(t) + J3(t).
By the weak convergence (i), we have
J1(t) → E
[
−
∫ t
0
e−
∫ s
0
ρ(v(r),r)drρ(v(s), s)(2〈u¯(s), v(s)〉H0 − ‖v(s)‖
2
H0
)ds
]
. (3.30)
Using the weak convergence (iii), we deduce that
2E
∫ t
0
e−
∫ s
0
ρ(v(r),r)dr〈ΠnF(un(s)), v(s)〉H0ds → 2E
∫ t
0
e−
∫ s
0
ρ(v(r),r)dr〈G(s), v(s)〉H0ds. (3.31)
With the aid of the Lebesgue dominated convergence theorem, it yields that
2E
∫ t
0
e−
∫ s
0
ρ(v(r),r)dr〈−ΠnF(v(s)), v(s)〉H0ds → 2E
∫ t
0
e−
∫ s
0
ρ(v(r),r)dr〈−F(v(s)), v(s)〉H0ds. (3.32)
Using the Cauchy-Schwarz inequality, it follows that
2E
∫ t
0
e−
∫ s
0
ρ(v(r),r)dr(〈ΠnF(v(s)), un(s)〉H0 − 〈F(v(s)), u¯(s)〉H0)ds
= 2E
∫ t
0
e−
∫ s
0
ρ(v(r),r)dr(〈ΠnF(v(s)) − F(v(s)), un(s)〉H0 + 〈F(v(s)), un(s) − u¯(s)〉H0)ds
≤ 2
(
E
∫ t
0
e−
∫ s
0
ρ(v(r),r)dr‖ΠnF(v(s)) − F(v(s))‖
2
H0
ds
) 1
2
(
E
∫ t
0
e−
∫ s
0
ρ(v(r),r)dr‖un(s)‖
2
H0
ds
) 1
2
+2E
∫ t
0
e−
∫ s
0
ρ(v(r),r)dr〈F(v(s)), un(s) − u¯(s)〉H0)ds
≤ 2
[
sup
n
(
E
∫ t
0
e−
∫ s
0
ρ(v(r),r)dr‖un(s)‖
2
H0
ds
) 1
2
](
E
∫ t
0
e−
∫ s
0
ρ(v(r),r)dr‖ΠnF(v(s)) − F(v(s))‖
2
H0
ds
) 1
2
+2E
∫ t
0
e−
∫ s
0
ρ(v(r),r)dr〈F(v(s)), un(s) − u¯(s)〉H0ds.
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By using (3.21), the Lebesgue dominated convergence theorem and the weak convergence (i), it gives
that
2E
∫ t
0
e−
∫ s
0
ρ(v(r),r)dr
(
〈ΠnF(v(s)), un(s)〉H0 − 〈F(v(s)), u¯(s)〉H0
)
ds → 0, as n → ∞. (3.33)
Combing (3.31)-(3.33), we have
J2(t) → 2E
∫ t
0
e−
∫ s
0
ρ(v(r),r)dr
(
〈G(s) − F(v(s)), v(s)〉H0 + 〈F(v(s)), u¯(s)〉H0
)
ds, as n→ ∞. (3.34)
For the estimates of J3(t), we adopt the method from [3]. By using the Hölder inequality, we get
E
[ ∫ t
0
∫
Z
e−
∫ s
0
ρ(v(r),r)dr
(
2〈σn(s, un(s), z), σn(s, v(s), z)〉H0 − ‖σn(s, v(s), z)‖
2
H0
)
ϑ(dz)ds
]
= 2E
∫ t
0
∫
Z
e−
∫ s
0
ρ(v(r),r)dr〈σn(s, un(s), z), σ(s, v(s), z)〉H0ϑ(dz)ds
+2E
∫ t
0
∫
Z
e−
∫ s
0
ρ(v(r),r)dr〈σn(s, un(s), z), (σ(s, v(s), z) − σn(s, v(s), z))〉H0ϑ(dz)ds
−E
∫ t
0
∫
Z
e−
∫ s
0
ρ(v(r),r)dr‖σn(s, v(s), z)‖
2
H0
ϑ(dz)ds
≤ 2E
∫ t
0
∫
Z
e−
∫ s
0
ρ(v(r),r)dr〈σn(s, un(s), z), σ(s, v(s), z)〉H0ϑ(dz)ds
+2C
(
E
∫ t
0
∫
Z
‖σ(s, v(s), z) − σn(s, v(s), z)‖H0ϑ(dz)ds
) 1
2
−E
∫ t
0
∫
Z
e−
∫ s
0
ρ(v(r),r)dr‖σn(s, v(s), z)‖
2
H0
ϑ(dz)ds,
where
C := sup
n
(E
∫ t
0
∫
Z
e−2
∫ s
0
ρ(v(r),r)dr‖σn(s, un(s), z)‖
2
H0
ϑ(dz)ds)
1
2
≤
√
K1 sup
n
E
( ∫ t
0
‖un(s)‖
2
H0
ds
) 1
2
≤
√
K1T sup
n
E sup
t∈[0,T ]
‖un(t)‖
2
H0
< ∞.
Then applying the weak convergence (iv) and the Lebesgue dominated convergence theorem, we deduce
that as n→ ∞,
J3(t)→ 2E
∫ t
0
∫
Z
e−
∫ s
0
ρ(v(r),r)dr
(
〈S (s, z), σ(s, v(s), z)〉H0 − ‖σ(s, v(s), z)‖
2
H0
)
ϑ(dz)ds. (3.35)
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Combining (3.30), (3.34) and (3.35), we conclude that
lim inf
n→∞
[
E[e−
∫ t
0
ρ(v(s),s)ds‖un(t)‖
2
H0
] − E‖Πnu0‖
2
H0
]
≤ E
[
−
∫ t
0
e−
∫ s
0
ρ(v(r),r)drρ(v(s), s)(2〈u¯(s), v(s)〉H0 − ‖v(s)‖
2
H0
)ds
]
+2E
∫ t
0
e−
∫ s
0
ρ(v(r),r)dr
(
〈G(s) − F(v(s)), v(s)〉H0 + 〈F(v(s)), u¯(s)〉H0
)
ds
+2E
∫ t
0
∫
Z
e−
∫ s
0
ρ(v(r),r)dr
(
〈S (s, z), σ(s, v(s), z)〉H0 − ‖σ(s, v(s), z)‖
2
H0
)
ϑ(dz)ds.
Recall that un(t) → u(t) weakly in L
2(Ω;H0) and by E‖Πnu0‖
2
H0
≤ E‖u0‖
2
H0
, we have
E[e−
∫ t
0
ρ(v(s),s)ds‖u(t)‖2
H0
] − E‖u0‖
2
H0
≤ lim inf
n→∞
[
Ee−
∫ t
0
ρ(v(s),s)ds‖un(t)‖
2
H0
− E‖Πnu0‖
2
H0
]
.
Hence, it follows that
E[e−
∫ t
0
ρ(v(s),s)ds‖u(t)‖2
H0
] − E‖u0‖
2
H0
≤ E
[
−
∫ t
0
e−
∫ s
0
ρ(v(r),r)drρ(v(s), s)(2〈u¯(s), v(s)〉H0 − ‖v(s)‖
2
H0
)ds
]
+2E
∫ t
0
e−
∫ s
0
ρ(v(r),r)dr
(
〈G(s) − F(v(s)), v(s)〉H0 + 〈F(v(s)), u¯(s)〉H0
)
ds
+2E
∫ t
0
∫
Z
e−
∫ s
0
ρ(v(r),r)dr(〈S (s, z), σ(s, v(s), z)〉H0 − ‖σ(s, v(s), z)‖
2
H0
)ϑ(dz)ds. (3.36)
Recall ‖u(t)‖2
H0
is defined by (3.27), by applying Itô formula to the process ‖u(t)‖2
H0
e−
∫ t
0
ρ(v(s),s)ds, we get
e−
∫ t
0
ρ(v(s),s)ds‖u(t)‖2
H0
= ‖u0‖
2
H0
−
∫ t
0
e−
∫ s
0
ρ(v(r),r)drρ(v(s), s)‖u(s)‖2
H0
ds
+2
∫ t
0
e−
∫ s
0
ρ(v(r),r)dr〈u(s),G(s)〉ds
+2
∫ t
0
∫
Z
e−
∫ s
0
ρ(v(r),r)dr〈un(s), S (s, z)〉H0 η˜(ds, dz)
+
∫ t
0
∫
Z
e−
∫ s
0
ρ(v(r),r)dr‖S (s, z)‖2
H0
η(ds, dz). (3.37)
Taking expectation of both sides of the above equation (3.37), we obtain
Ee−
∫ t
0
ρ(v(s),s)ds‖u(t)‖2
H0
− E‖u0‖
2
H0
= −E
∫ t
0
e−
∫ s
0
ρ(v(r),r)drρ(v(s), s)‖u(s)‖2
H0
ds
+2E
∫ t
0
e−
∫ s
0
ρ(v(r),r)dr〈u(s),G(s)〉H0ds
+E
∫ t
0
∫
Z
e−
∫ s
0
ρ(v(r),r)dr‖S (s, z)‖2
H0
η(ds, dz). (3.38)
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Plugging (3.38) into (3.36), we get for any v ∈ L2(Ω × [0, T ];H2) ∩ L6(Ω; L∞([0, T ];H1)),
−E
∫ t
0
e−
∫ s
0
ρ(v(r),r)drρ(v(s), s)‖u¯(s) − v(s)‖2
H0
ds
+2E
∫ t
0
e−
∫ s
0
ρ(v(r),r)dr〈u¯(s) − v(s),G(s) − F(v(s))〉H0ds
+E
∫ t
0
∫
Z
e−
∫ s
0
ρ(v(r),r)dr‖S (s, z) − σ(s, v(s), z)‖2
H0
ϑ(dz)ds ≤ 0. (3.39)
Choosing v = u¯, we obtain
E
∫ t
0
∫
Z
e−
∫ s
0
ρ(v(r),r)dr‖S (s, z) − σ(s, v(s), z)‖2
H0
ϑ(dz)ds ≤ 0,
which implies S (·, ·) = σ(·, u¯(·), ·) in L2(Ω × [0, T ]; L2(Z, ϑ;H0)). Hence, (3.29) holds.
Now, replacing v in (3.39) with vε := u¯ − εψ, ψ ∈ L
∞(Ω × [0, T ];H1) and ε > 0, then dividing both
sides of the above inequality by ε, we get
−εE
∫ t
0
e−
∫ s
0
ρ(vε(r),r)drρ(vε(s), s)‖ψ(s)‖
2
H0
ds
+2E
∫ t
0
e−
∫ s
0
ρ(vε(r),r)dr〈ψ(s),G(s) − F(u(s) − εψ(s))〉H0ds ≤ 0. (3.40)
Since
|〈ψ(s), F(u(s) − εψ(s)) − F(u(s))〉H0 | ≤
ε
2
‖ψ(s)‖H1 + εC‖u(s)‖H1‖u(s)‖H2‖ψ(s)‖
2
H0
+ εC‖ψ(s)‖2
H0
,
using the Lebesgue dominated convergence theorem, we have
2E
∫ t
0
e−
∫ s
0
ρ(vε(r),r)dr〈ψ(s),G(s) − F(u(s) − εψ(s)) − εψ(s)〉H0ds
→ 2E
∫ t
0
e−
∫ s
0
ρ(vε(r),r)dr〈ψ(s),G(s) − F(u(s))〉H0ds, as ε→ 0.
Letting ε ↓ 0 on both sides of (3.40), we get
2E
∫ t
0
e−
∫ s
0
ρ(vε(r),r)dr〈ψ(s),G(s) − F(u(s))〉H0ds ≤ 0.
Since ψ is arbitrary process, we conclude (3.28).
Based on all the above results, we establish that there exits a solution to (2.6) if the initial value
u0 ∈ L
6(Ω,F ;H1).
Step 2: General case u0 ∈ L
2(Ω,F ;H1).
Taking any sequence Yn(0) ∈ L
6(Ω,F0;H
1) that satisfies E[‖Yn(0) − u0‖
2
H2
] → 0. Let Yn(t), t ≥ 0 be
the solution of the following equation
dYn(t) = −AYn(t)dt − B(Yn(t), Yn(t))dt − gN(|Yn|
2)Yn(t)dt +
∫
Z
σn(t, Yn(t), z)η˜(dt, dz),
Yn(0) = Yn(0) ∈ H
1.
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The existence of Yn is guaranteed by Step 1. Moreover, as in the proof of (3.21), we can prove
sup
n
E
(
sup
t∈[0,T ]
‖Yn(t)‖
2
H1
+
∫ T
0
‖Yn(t)‖
2
H2
dt
)
≤ C(1 + sup
n
E‖Yn(0)‖
2
H1
) < ∞. (3.41)
This implies that there exists a subsequence still denoted by Yn, n ≥ 1 and a process Y ∈ L
2(Ω ×
[0, T ];H2) ∩ L2(Ω; L∞([0, T ];H1)) such that
(I) Yn → Y weakly in L
2(Ω × [0, T ];H2),
(II) Yn → Y in L
2(Ω; L∞([0, T ];H1)) with respect to the weak star topology.
In the following, we adopt the same method as the proof of (3.42) in [13] to obtain Yn converges to Y in
probability in L∞([0, T ];H0).
For R > 0, define the stopping time
τnR := inf{t ∈ [0,∞) : ‖Yn(t)‖H1 > R}.
τn
R
is really a stopping time since Yn is continuous in H
1. Then it follows from (3.41) that there exists a
constant M independent of n,R, so that
P(τnR ≤ T ) ≤ P
(
sup
0≤t≤T
‖Yn(t)‖H1 > R
)
≤
M
R2
. (3.42)
When R is fixed, as in the proof of Theorem 3.7 in [15], we find that
E
[
sup
t∈[0,T ]
‖Yn(t ∧ τ
n
R ∧ τ
m
R ) − Ym(t ∧ τ
n
R ∧ τ
m
R )‖
2
H0
]
≤ CR,TE[‖Yn(0) − Ym(0)‖
2
H0
]. (3.43)
For η > 0 and any R > 0, we have
P
(
sup
0≤t≤T
‖Yn(t) − Ym(t)‖H0 > η
)
≤ P(τnR ≤ T ) + P(τ
m
R ≤ T )
+P
(
sup
t∈[0,T ]
‖Yn(t ∧ τ
n
R ∧ τ
m
R ) − Ym(t ∧ τ
n
R ∧ τ
m
R )‖H0 > η
)
. (3.44)
Given an arbitrarily small constant δ > 0, in view of (3.42), one can choose R such that P(τn
R
≤ T ) ≤ δ
4
and P(τm
R
≤ T ) ≤ δ
4
. For such R, by (3.43), there exists N0 such that for m, n ≥ N0,
P
(
sup
t∈[0,T ]
‖Yn(t ∧ τ
n
R ∧ τ
m
R ) − Ym(t ∧ τ
n
R ∧ τ
m
R )‖H0 > η
)
≤
δ
4
.
Hence, by (3.44), we get
P
(
sup
0≤t≤T
‖Yn(t) − Ym(t)‖H0 > η
)
≤ δ.
That is
lim
n,m→∞
P
(
sup
0≤t≤T
‖Yn(t) − Ym(t)‖H0 > η
)
= 0, (3.45)
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which implies that Yn converges to Y in probability in L
∞([0, T ];H0).
Finally, we need to show that Y solves (2.6). It suffices to prove that for v ∈ H1,
〈Y(t), v〉H0 = 〈u0, v〉H0 −
∫ t
0
〈AY(s), v〉H0ds −
∫ t
0
〈B(Y(s)), v〉H0ds
−
∫ t
0
〈gN(|Y(s)|
2)Y(s), v〉H0ds +
∫ t
0
∫
Z
〈σ(s, Y(s), z)η˜(ds, dz), v〉H0ds. (3.46)
We know that for every n ≥ 1,
〈Yn(t), v〉H0 = 〈Yn(0), v〉H0 −
∫ t
0
〈AYn(s), v〉H0ds −
∫ t
0
〈B(Yn(s)), v〉H0ds
−
∫ t
0
〈gN(|Yn(s)|
2)Yn(s), v〉H0ds +
∫ t
0
∫
Z
〈σ(s, Yn(s), z)η˜(ds, dz), v〉H0ds. (3.47)
Letting n → ∞, using the convergence in probability, (I)-(II) and the Lebesgue dominated convergence
theorem, we see that each term in (3.46) tends to the corresponding term in (3.47). Hence, there exists a
strong solution to (2.6) when the initial value u0 ∈ L
2(Ω,F ;H1).
Step 3: Uniqueness. Suppose that u = {u(t)} and v = {v(t)} are two solutions of (2.6) with initial
values u0, v0 respectively. For some constant R > 0, define the stopping time
τR := inf{t ∈ [0, T ] : ‖u(t)‖
2
H1
≥ R} ∧ inf{t ∈ [0, T ] : ‖v(t)‖2
H1
≥ R} ∧ T.
Using the Itô formula, we have
e−
∫ t∧τR
0
ρ(v(s),s)ds‖u(t ∧ τR) − v(t ∧ τR)‖
2
H0
= ‖u0 − v0‖
2
H0
−
∫ t∧τR
0
e−
∫ s
0
ρ(v(r),r)drρ(v(s), s)‖u(s) − v(s)‖2
H0
ds
+2
∫ t∧τR
0
e−
∫ s
0
ρ(v(r),r)dr〈u(s) − v(s), F(u(s)) − F(v(s))〉ds
+2
∫ t∧τR
0
∫
Z
e−
∫ s
0
ρ(v(r),r)dr〈u(s) − v(s), σ(s, u(s), z) − σ(s, v(s), z)〉H0 η˜(ds, dz)
+
∫ t∧τR
0
∫
Z
e−
∫ s
0
ρ(v(r),r)dr‖σ(s, u(s), z) − σ(s, v(s), z)‖2
H0
η(ds, dz). (3.48)
We also choose ρ(v(s), s) = 2C0(‖v(s)‖H1‖v(s)‖H2 + 1) + K2, where C0 is in (2.17) and K2 is appeared in
(2.9). Then, we deduce from (2.9) and (2.17)that
E[e−
∫ t∧τR
0
ρ(v(s),s)ds‖u(t ∧ τR) − v(t ∧ τR)‖
2
H0
] − E‖u0 − v0‖
2
H0
= −E
∫ t∧τR
0
e−
∫ s
0
ρ(v(r),r)drρ(v(s), s)‖u(s) − v(s)‖2
H0
ds
+2E
∫ t∧τR
0
e−
∫ s
0
ρ(v(r),r)dr〈u(s) − v(s), F(u(s)) − F(v(s))〉ds
+E
∫ t∧τR
0
∫
Z
e−
∫ s
0
ρ(v(r),r)dr‖σ(s, u(s), z) − σ(s, v(s), z)‖2
H0
η(ds, dz) ≤ 0. (3.49)
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Hence, if u0 = v0, P−a.s., then
E[e−
∫ t∧τR
0
ρ(v(s),s)ds‖u(t ∧ τR) − v(t ∧ τR)‖
2
H0
] = 0, t ∈ [0, T ].
Clearly, ∫ T
0
ρ(v(s), s)ds < ∞.
Therefore, by setting R → ∞ (hence τR ↑ T ), we obtain u(t) = v(t), P−a.s. t ∈ [0, T ]. Then the pathwise
uniqueness follows from the càdlàg property of u and v in H0. This complete the proof of Theorem
3.1. 
4 The weak convergence approach
In this part, we aim to prove the large deviations for (2.6).
4.1 Controlled Poisson random measure
Recall a Poisson random measure n on ZT with intensity measure ϑT is a MFC(Z)−valued random
variable satisfying
(1) for each B ∈ B(ZT ) with ϑT (B) < ∞, n(B) is a Poisson distribution with mean ϑT (B),
(2) for disjoint B1, · · ·, Bk ∈ B(ZT ), n(B1), · · ·, n(Bk) are mutually independent random variables.
where the definition ofMFC (Z) is introduced in subsection 2.2.
Denote by P the measure induced by n on (MFC(ZT ),B(MFC (ZT ))). Let M =MFC (ZT ), then P is
the unique probability measure on (M,B(M)), under which the canonical map η : M→ M, η(m) := m is
a Poisson random measure with intensity measure ϑT . In this paper, we also consider probability Pθ, for
θ > 0, under which η is a Poisson random measure with intensity θϑT . The corresponding expectation
operators will be denoted by E and Eθ, respectively.
Set
Y = Z × [0,∞), YT = [0, T ] × Y.
Similarly, let M¯ = MFC (YT ) and let P¯ be the unique probability measure on (M¯,B(M¯)) under which
the canonical mapping η¯ : M¯ → M¯, η¯(m) := m is a Poisson random measure with intensity measure
ϑ¯T = λT ⊗ϑ⊗λ∞, with λ∞ being Lebesgue measure on [0,∞). The expectation operator will be denoted
by E¯. Let Ft := σ{η¯((0, s] × O) : 0 ≤ s ≤ t,O ∈ B(Y)}, and denote by F¯t the completion under P¯. Let
P¯ be the predictable σ − field on [0, T ] × M¯ with the filtration {F¯t : 0 ≤ t ≤ T } on (M¯,B(M¯)
and
A¯ be the class of all (P¯ ⊗ B(Z))/(B[0,∞)) −measurable maps ϕ : ZT × M¯→ [0,∞).
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For ϕ ∈ A¯, define a counting process ηϕ on ZT by
ηϕ((0, t] × U) =
∫
(0,t]×U
∫
(0,∞)
I[0,ϕ(s,z)](r)η¯(dsdzdr), t ∈ [0, T ], U ∈ B(Z). (4.50)
ηϕ is the controlled random measure with ϕ selecting the intensity for the points at location x and
time s, in a possibly random but nonanticipating way. If ϕ(s, z, m¯) ≡ θ ∈ (0,∞). We write ηϕ = ηθ. Note
that ηθ has the same distribution with respect to P¯ as η has with respect to Pθ. Define l : [0,∞) → [0,∞)
by
l(r) = r log r − r + 1, r ∈ [0,∞).
For any ϕ ∈ A¯, the quantity
LT (ϕ) =
∫
ZT
l(ϕ(t, z,w))ϑT (dtdz) (4.51)
is well-defined as a [0,∞]−valued random variable.
4.2 A general criterion
In order to state a general criteria for large deviation principle (LDP) obtained by Budhiraja et al. in [6],
we introduce the following notations. Define
S M =
{
g : ZT → [0,∞) : LT (g) ≤ M
}
, S = ∪M≥1S
M.
A function g ∈ S M can be identified with a measure ϑ
g
T
∈ M, which is defined by
ϑ
g
T
(O) =
∫
O
g(s, x)ϑT (dsdx), O ∈ B(ZT ).
This identification induces a topology on S M under which S M is a compact space (see the Appendix
of [5]). Throughout this paper, we always use this topology on S M. Let
UM =
{
ϕ ∈ A¯ : ϕ(ω) ∈ S M, P¯ − a.e.ω
}
,
where A¯ is defined in subsection 4.1.
Let {Gε}ε>0 be a family of measurable maps from M¯ to U, where M¯ is introduced in subsection
4.1 and U is a Polish space. Let uε = Gε(εηε
−1
). Now, we list the following sufficient conditions for
establishing LDP for the family {uε}ε>0.
Condition A There exists a measurable map G0 : M¯→ U such that the following hold.
(i) For every M < ∞, let gn, g ∈ S
M be such that gn → g as n→ ∞. Then, G
0(ϑ
gn
T
) → G0(ϑ
g
T
) in U.
(ii) For every M < ∞, let {ϕε : ε > 0} ⊂ U
M be such that ϕε converges in distribution to ϕ as ε → 0.
Then, Gε(εηε
−1ϕε) converges to G0(ϑ
ϕ
T
) in distribution.
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The following result is due to Budhiraja et al. in [6].
Theorem 4.1. Suppose the above Condition A holds. Then uε satisfies a large deviation principle on U
with the good rate function I given by
I( f ) = inf
{g∈S : f=G0(ϑ
g
T
)}
{
LT (g)
}
, ∀ f ∈ U. (4.52)
By convention, I(∅) = ∞.
4.3 Hypotheses and the statement of main results
In order to obtain LDP for stochastic 3D tamed equations (2.6), we need additional conditions on the
coefficients. Here, we adopt similar conditions as [20] and state some preliminary results from Budhiraja
et al. [5].
Let σ : [0, T ] × H0 × Z→ H0 ([0, T ] × H1 × Z→ H1) be a measurable mapping. Set
‖σ(t, z)‖0,H0 := sup
u∈H0
‖σ(t, u, z)‖H0
1 + ‖u‖H0
, (t, z) ∈ [0, T ] × Z,
‖σ(t, z)‖1,H0 := sup
u1,u2∈H
0,u1,u2
‖σ(t, u1, v) − σ(t, u2, z)‖H0
‖u1 − u2‖H0
, (t, z) ∈ [0, T ] × Z,
‖σ(t, z)‖0,H1 := sup
u∈H1
‖σ(t, u, z)‖H1
1 + ‖u‖H1
, (t, z) ∈ [0, T ] × Z,
‖σ(t, z)‖1,H1 := sup
u1,u2∈H1,u1,u2
‖σ(t, u1, z) − σ(t, u2, z)‖H1
‖u1 − u2‖H1
, (t, z) ∈ [0, T ] × Z,
Hypothesis H1 For i = 0, 1, j = 0, 1, there exists δi, j > 0 such that for all E ∈ B([0, T ] × Z) satisfying
ϑT (E) < ∞, the following holds ∫
E
e
δi, j‖σ(s,z)‖2
i,H jϑ(dz)ds < ∞.
Now, we state the following lemmas established by [5] and [20].
Lemma 4.1. Under Hypothesis H0 and Hypothesis H1,
(i) For i = 0, 1, j = 0, 1 and every M ∈ N,
C
M,1
i, j
:= sup
g∈S M
∫
ZT
‖σ(s, z)‖i,H j |g(s, z) − 1|ϑ(dz)ds < ∞, (4.53)
C
M,2
i, j
:= sup
g∈S M
∫
ZT
‖σ(s, z)‖2
i,H j
|g(s, z) + 1|ϑ(dz)ds < ∞. (4.54)
(ii) For i = 0, 1, j = 0, 1 and every η > 0, there exists δ > 0 such that for any A ⊂ [0, T ] satisfying
λT (A) < δ
sup
g∈S M
∫
A
∫
Z
‖σ(s, z)‖i,H j |g(s, z) − 1|ϑ(dz)ds ≤ η. (4.55)
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Lemma 4.2. (1) For any g ∈ S , if supt∈[0,T ] ‖Y(t)‖H1 < ∞, then∫
Z
σ(·, Y(·), z)(g(·, z) − 1)ϑ(dz) ∈ L1([0, T ];H1).
(2) If the family of mappings {Yn : [0, T ] → H
1, n ≥ 1} satisfying supn supt∈[0,T ] ‖Yn(t)‖H1 < ∞, then
C˜M := sup
g∈S M
sup
n
∫ T
0
‖
∫
Z
σ(t, Yn(t), z)(g(t, z) − 1)ϑ(dz)‖H1ds < ∞.
Lemma 4.3. Let h : [0, T ] × Z→ R be a measurable function such that∫
ZT
|h(s, z)|2ϑ(dz)ds < ∞,
and for all δ ∈ (0,∞) and E ∈ B([0, T ] × Z) satisfying ϑT (E) < ∞,∫
E
exp(δ|h(s, z)|)ϑ(dz)ds < ∞.
Then, we have
(1) Fix M ∈ N. Let gn, g ∈ S
M be such that gn → g as n→ ∞. Then
lim
n→∞
∫
ZT
h(s, z)(gn(s, z) − 1)ϑ(dz)ds =
∫
ZT
h(s, z)(g(s, z) − 1)ϑ(dz)ds.
(2) Fix M ∈ N. Given ε > 0, there exists a compact set Kε ⊂ Z, such that
sup
g∈S M
∫ T
0
∫
Kcε
|h(s, z)||g(s, z) − 1|ϑ(dz)ds ≤ ε.
(3) For every compact set K ⊂ Z,
lim
M→∞
sup
g∈S M
∫ T
0
∫
K
|h(s, z)|I{h≥M}g(s, z)ϑ(dz)ds = 0.
In this paper, we consider the following stochastic 3D tamed equations driven by small multiplicative
Lévy noise:
duε(t) = −[Auε(t) + B(uε(t)) + gN(|u
ε(t)|2)uε(t)]dt + ε
∫
Z
σ(t, uε(t), z)η˜ε
−1
(dt, dz), (4.56)
By Theorem 3.1, under Hypothesis H0, there exists a unique strong solution of (4.56) inD([0, T ];H1)∩
L2([0, T ];H2). Therefore, there exists a Borel-measurable mapping:
Gε : M¯→D([0, T ];H1) ∩ L2([0, T ];H2)
such that uε(·) = Gε(εηε
−1
).
For g ∈ S , consider the following skeleton equation
dug(t) = −[Aug(t) + B(ug(t)) + gN(|u
g(t)|2)ug(t)]dt +
∫
Z
σ(t, ug(t), z)(g(t, z) − 1)ϑ(dz)dt. (4.57)
The solution ug defines a mapping G0 : M¯→ D([0, T ];H1) ∩ L2([0, T ];H2) such that ug(·) = G0(ϑ
g
T
).
Our main result reads as
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Theorem 4.2. Let u0 ∈ H
1. Under Hypothesis H0 and Hypothesis H1, uε satisfies a large deviation
principle on D([0, T ];H1) with the good rate function I defined by (4.52) with respect to the uniform
convergence.
Proof. According to Theorem 3.1, we need to prove (i) and (ii) in Condition A. The verification of (i)
will be established by Proposition 6.1, (ii) will be proved by Theorem 6.2. 
5 The skeleton equation
In this section, we will show that the skeleton equation (4.57) admits a unique solution for every g ∈ S .
Let K be a Banach space with norm ‖ · ‖K . Given p > 1, α ∈ (0, 1), as in [7], let W
α,p([0, T ];K) be
the Sobolev space of all u ∈ Lp([0, T ];K) such that
∫ T
0
∫ T
0
‖u(t) − u(s)‖
p
K
|t − s|1+αp
dtds < ∞,
endowed with the norm
‖u‖
p
Wα,p([0,T ];K)
=
∫ T
0
‖u(t)‖
p
K
dt +
∫ T
0
∫ T
0
‖u(t) − u(s)‖
p
K
|t − s|1+αp
dtds.
The following results can be found in [7].
Lemma 5.1. Let B0 ⊂ B ⊂ B1 be Banach spaces, B0 and B1 reflexive, with compact embedding B0 ⊂ B.
Let p ∈ (1,∞) and α ∈ (0, 1) be given. Let X be the space
X = Lp([0, T ]; B0) ∩W
α,p([0, T ]; B1),
endowed with the natural norm. Then the embedding of X in Lp([0, T ]; B) is compact.
Lemma 5.2. For V and H are two Hilbert spaces (V ′ is the dual space of V) with V ⊂⊂ H = H′ ⊂ V ′,
where V ⊂⊂ H denotes V is compactly embedded in H. If u ∈ L2([0, T ];V), du
dt
∈ L2([0, T ];V ′), then
u ∈ C([0, T ];H).
For the skeleton equation (4.57), we have
Theorem 5.1. Given u0 ∈ H
1 and g ∈ S . Assume Hypothesis H0 and Hypothesis H1 hold, then there
exists a unique solution ug such that
ug ∈ C([0, T ];H1) ∩ L2([0, T ];H2),
and
ug(t) = u0 −
∫ t
0
Aug(s)ds −
∫ t
0
B(ug(s))ds −
∫ t
0
gN(|u
g(s)|2)ug(s)ds
+
∫ t
0
∫
Z
σ(s, ug(s), z)(g(s, z) − 1)ϑ(dz)ds holds in L2([0, T ];H0). (5.58)
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Moreover, for any M ∈ N, there exists C(p,M) > 0 such that
sup
g∈S M
 sup
s∈[0,T ]
‖ug(s)‖2
H1
+
∫ T
0
‖ug(s)‖2
H2
ds
 ≤ C(p,M). (5.59)
Proof. (Existence) Let Φn : R → [0, 1] be a smooth function such that Φn(t) = 1, if |t| ≤ n, Φn(t) = 0
if |t| > n + 1. Set χn(u) = Φn(‖u‖H1 ), u ∈ H
1. Recall Πn is the orthogonal projection from H
0 onto the
finite dimensional space Hn := span{e1, e2, · · ·, en} defined as
Πnu :=
n∑
i=1
〈u, ei〉H0ei,
where {ei}
∞
i=1
⊂ H2 is an orthonormal basis in H0 composed of eigenvectors of A such that span{ei, i ≥ 1}
is dense in H1. Moreover, it is easy to see that {ei}
∞
i=1
is also orthogonal in H1. Define
Bn(u, u) = χn(u)B(u, u), u ∈ PnH
1.
Consider the following Faedo-Galerkin’s approximations: un(t) ∈ PnH
1 satisfying that
dun(t) = −Aun(t)dt − PnBn(un, un)dt − gN(|un(t)|
2)un(t)dt
+
∫
Z
σn(t, un(t), z)(g(t, z) − 1)ϑ(dz)dt, (5.60)
with initial value un(0) = Pnu0.
Since Bn is a Lipschitz operator from PnH
1 onto PnH
1, the solution of equation (5.60) can be ob-
tained through an iteration argument as follows.
Let Y0(t) = Pnu0, t ∈ [0, T ]. Suppose that Ym−1 has been defined. Define Ym ∈ C([0, T ]; PnH
1) ∩
L2([0, T ]; PnH
2) as the unique solution of the equation
dYm(t) = −AYm(t)dt − PnBn(Ym, Ym)dt − gN(|Ym(t)|
2)Ym(t)dt
+
∫
Z
σn(t, Ym−1(t), z)(g(t, z) − 1)ϑ(dz)dt,
and Ym(0) = Pnu0. Using similar methods as the proof of Theorem 3.1 in [20], we can show that the limit
un of Ym, as m→ ∞, is the unique strong solution un ∈ C([0, T ]; PnH
1) ∩ L2([0, T ]; PnH
2) of (5.60).
Now, for the solution un(t) of (5.60), we aim to prove the following estimates:
sup
n≥1
(
sup
t∈[0,T ]
‖un(t)‖
2
H1
+
∫ T
0
‖un(t)‖
2
H2
dt
)
≤ C1, (5.61)
sup
n≥1
(
sup
t∈[0,T ]
‖un(t)‖
6
H1
+
∫ T
0
‖un(t)‖
4
H1
‖un(t)‖
2
H2
dt
)
≤ C2, (5.62)
and for α ∈ (0, 1
2
), there exists a constant Cα > 0 such that
sup
n≥1
‖un‖
2
Wα,2([0,T ];H0)
≤ Cα. (5.63)
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Firstly, we make estimates of ‖un(t)‖
2
H1
. By the chain rule, we obtain
‖un(t)‖
2
H1
= ‖un(0)‖
2
H1
− 2
∫ t
0
〈un(s), Aun(s)〉H1ds − 2
∫ t
0
〈un(s), PnBn(un, un)〉H1ds
−2
∫ t
0
〈un(s), PngN(|un(s)|
2)un(s)〉H1ds
+2
∫ t
0
〈un(s), Pn
∫
Z
σ(s, un(s), z)(g(s, z) − 1)ϑ(dz)〉H1ds.
Using (2.16), it follows that
‖un(t)‖
2
H1
+
∫ t
0
‖un(s)‖
2
H2
ds +
∫ t
0
‖|u(s)| · |∇u(s)|‖2
L2
ds
≤ ‖un(0)‖
2
H1
+CN
∫ t
0
(1 + ‖un(s)‖
2
H1
)ds
+2
∫ t
0
〈un(s), Pn
∫
Z
σ(s, un(s), z)(g(s, z) − 1)ϑ(dz)〉H1ds.
According to Hypothesis H1, we obtain
2
∫ t
0
〈un(s), Pn
∫
Z
σ(s, un(s), z)(g(s, z) − 1)ϑ(dz)〉H1ds
≤ 2
∫ t
0
∫
Z
‖σ(s, un(s), z)‖H1 |g(s, z) − 1|‖un(s)‖H1ϑ(dz)ds
≤ 2
∫ t
0
∫
Z
‖σ(s, z)‖0,H1 |g(s, z) − 1|(1 + 2‖un(s)‖
2
H1
)ϑ(dz)ds
≤ 2
∫ t
0
∫
Z
‖σ(s, z)‖0,H1 |g(s, z) − 1|ϑ(dz)ds
+4
∫ t
0
‖un(s)‖
2
H1
∫
Z
‖σ(s, z)‖0,H1 |g(s, z) − 1|ϑ(dz)ds.
Hence,
sup
s∈[0,t]
‖un(s)‖
2
H1
+
∫ t
0
‖un(s)‖
2
H2
ds +
∫ t
0
‖|u(s)| · |∇u(s)|‖2
L2
ds
≤ ‖un(0)‖
2
H1
+CN
∫ t
0
(1 + ‖un(s)‖
2
H1
)ds + 2
∫ t
0
∫
Z
‖σ(s, z)‖0,H1 |g(s, z) − 1|ϑ(dz)ds
+4
∫ t
0
‖un(s)‖
2
H1
∫
Z
‖σ(s, z)‖0,H1 |g(s, z) − 1|ϑ(dz)ds.
Applying Gronwall inequality, we get
sup
s∈[0,t]
‖un(s)‖
2
H1
+
∫ t
0
‖un(s)‖
2
H2
ds
≤
(
‖un(0)‖
2
H1
+CN t + 2
∫ t
0
∫
Z
‖σ(s, z)‖0,H1 |g(s, z) − 1|ϑ(dz)ds
)
× exp
{ ∫ t
0
(
CN +
∫
Z
‖σ(s, z)‖0,H1 |g(s, z) − 1|ϑ(dz)
)
ds
}
.
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With the help of Lemma 4.1, we conclude the result (5.61).
Similarly to the above, by the chain rule, we obtain
‖un(t)‖
6
H1
= ‖un(0)‖
6
H1
− 6
∫ t
0
‖un(s)‖
4
H1
〈un(s), Aun(s)〉H1
−6
∫ t
0
‖un(s)‖
4
H1
〈un(s), PnB(un(s), un(s))〉H1ds
−6
∫ t
0
‖un(s)‖
4
H1
〈un(s), Pn(gN(|un(s)|
2))un(s)〉H1ds
+6
∫ t
0
‖un(s)‖
4
H1
〈un(s), Pn
∫
Z
σ(s, un(s), z)(g(s, z) − 1)ϑ(dz)〉H1ds.
We deduce from (2.16) that
‖un(t)‖
6
H1
+ 3
∫ t
0
‖un(s)‖
4
H1
‖un(s)‖
2
H2
ds + 3
∫ t
0
‖un(s)‖
4
H1
‖|un(s)| · |∇un(s)|‖
2
L2
ds
≤ ‖un(0)‖
6
H1
+ 6CN
∫ t
0
‖un(s)‖
4
H1
(1 + ‖un(s)‖
2
H1
)ds
+6
∫ t
0
‖un(s)‖
4
H1
〈un(s), Pn
∫
Z
σ(s, un(s), z)(g(s, z) − 1)ϑ(dz)〉H1ds.
Using Hypothesis H1, we get
6
∫ t
0
‖un(s)‖
4
H1
〈un(s), Pn
∫
Z
σ(s, un(s), z)(g(s, z) − 1)ϑ(dz)〉H1ds
≤ 6
∫ t
0
‖un(s)‖
4
H1
∫
Z
‖σ(s, un(s), z)‖H1 |g(s, z) − 1|‖un(s)‖H1ϑ(dz)ds
≤ 6
∫ t
0
‖un(s)‖
4
H1
∫
Z
‖σ(s, z)‖0,H1 |g(s, z) − 1|(1 + 2‖un(s)‖
2
H1
)ϑ(dz)ds
≤ 6
∫ t
0
∫
Z
‖σ(s, z)‖0,H1 |g(s, z) − 1|ϑ(dz)(1 + ‖un(s)‖
6
H1
)ds
+12
∫ t
0
∫
Z
‖σ(s, z)‖0,H1 |g(s, z) − 1|ϑ(dz)‖un(s)‖
6
H1
ds
= 6
∫ t
0
∫
Z
‖σ(s, z)‖0,H1 |g(s, z) − 1|ϑ(dz)ds + 18
∫ t
0
‖un(s)‖
6
H1
∫
Z
‖σ(s, z)‖0,H1 |g(s, z) − 1|ϑ(dz)ds.
Hence, we conclude that
sup
s∈[0,t]
‖un(s)‖
6
H1
+ 3
∫ t
0
‖un(s)‖
4
H1
‖un(s)‖
2
H2
ds + 3
∫ t
0
‖un(s)‖
4
H1
‖|un(s)| · |∇un(s)|‖
2
L2
ds
≤ ‖un(0)‖
6
H1
+ 6CN
∫ t
0
‖un(s)‖
4
H1
(1 + ‖un(s)‖
2
H1
)ds
+6
∫ t
0
∫
Z
‖σ(s, z)‖0,H1 |g(s, z) − 1|ϑ(dz)ds
+18
∫ t
0
‖un(s)‖
6
H1
∫
Z
‖σ(s, z)‖0,H1 |g(s, z) − 1|ϑ(dz)ds.
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Applying Gronwall inequality, we deduce the result (5.62).
For un(t), it can be written as
un(t) = Pnu0 −
∫ t
0
Aun(s)ds −
∫ t
0
PnBn(un(s), un(s))ds −
∫ t
0
PngN(|un(s)|
2)un(s)ds
+
∫ t
0
∫
Z
σn(s, un(s), z)(g(s, z) − 1)ϑ(dz)ds
= Pnu0 +
∫ t
0
PnF(un(s))ds +
∫ t
0
∫
Z
σn(s, un(s), z)(g(s, z) − 1)ϑ(dz)ds
:= J1n(t) + J
2
n(t) + J
3
n(t). (5.64)
Clearly, supn≥1 ‖J
1
n(t)‖H1 = supn≥1 ‖Pnu0‖H1 ≤ C1. Using (3.14) in [13], we have
‖PnF(un(t))‖L2 ≤ C(‖un(t)‖
3
H1
+ ‖un(t)‖H2 ). (5.65)
For s < t, it follows from (5.65) that
‖J2n(t) − J
2
n(s)‖
2
H0
= ‖
∫ t
s
PnF(un(l))dl‖
2
H0
≤
( ∫ t
s
‖F(un(l))‖H0
)2
≤ C
[ ∫ t
s
(‖un(l)‖
3
H1
+ ‖un(l)‖H2 )dl
]2
≤ C(t − s)2 sup
l∈[0,T ]
‖un(l)‖
6
H1
+ C(t − s)
∫ t
s
‖un(l)‖
2
H2
dl, (5.66)
which implies that
∫ T
0
‖J2n(t)‖
2
H0
dt ≤ CT 3 sup
l∈[0,T ]
‖un(l)‖
6
H1
+CT 2
∫ T
0
‖un(l)‖
2
H2
dl. (5.67)
Hence, using (5.61)-(5.62) and (5.66)-(5.67), for α ∈ (0, 1
2
), we have
sup
n≥1
‖J2n‖
2
Wα,2([0,T ];H0)
≤ C2(α).
Using the same method as the proof of (4.20) in [21], we get
sup
n≥1
‖J3n‖
2
Wα,2([0,T ];H0)
≤ C3(α).
Collecting all the above estimates, we deduce the result (5.63).
Based on (5.63) and by un ∈ L
2([0, T ];H2), it follows from Lemma 5.1 that un(t) is compact in
L2([0, T ];H1). Thus, there exists an element u ∈ L2([0, T ];H2) ∩ L∞([0, T ];H1) and a subsequence um′ ,
m′ → ∞, such that
1. um′ → u weakly in L
2([0, T ];H2),
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2. um′ → u in the weak-star topology of L
∞([0, T ];H1),
3. um′ → u strongly in L
2([0, T ];H1).
Finally, we show that u is the unique solution of (5.58). We will use the similar arguments as in the proof
of Theorem 4.1 in [21].
Let ψ be a continuously differential function defined on [0, T ] with ψ(T ) = 0. Recall {e j} j≥1 is an
orthonormal eigenfunction of H0. Multiplying (5.60) by ψ(t)e j and using integration by parts, we obtain
−
∫ T
0
〈un(t), ψ
′(t)e j〉H0,H0dt +
∫ T
0
〈Aun(t), ψ(t)e j〉H0,H0dt
= 〈un(0), ψ(0)e j〉H0,H0 −
∫ T
0
〈PnBn(un(t), un(t)), ψ(t)e j〉H0,H0dt
−
∫ T
0
〈PngN(|un(t)|
2)un(t), ψ(t)e j〉H0,H0dt
+
∫ T
0
〈Pn
∫
Z
σ(t, un(t), z)(g(t, z) − 1)ϑ(dz), ψ(t)e j〉H0,H0dt.
Recall the definition of Bn and (5.61), for every n > supm∈N+ supt∈[0,T ] ‖um(t)‖
2
H1
∨ j, we arrive at
−
∫ T
0
〈un(t), ψ
′(t)e j〉H0,H0dt +
∫ T
0
〈Aun(t), ψ(t)e j〉H0,H0dt
= 〈un(0), ψ(0)e j〉H0,H0 −
∫ T
0
〈B(un(t), un(t)), ψ(t)e j〉H0,H0dt
−
∫ T
0
〈gN(|un(t)|
2)un(t), ψ(t)e j〉H0,H0dt
+
∫ T
0
〈
∫
Z
σ(t, un(t), z)(g(t, z) − 1)ϑ(dz), ψ(t)e j〉H0,H0dt.
In the following, we devote to proving that as n →∞, it holds that
−
∫ T
0
〈u(t), ψ′(t)e j〉H0,H0dt +
∫ T
0
〈Au(t), ψ(t)e j〉H0,H0dt
= 〈u(0), ψ(0)e j〉H0,H0 −
∫ T
0
〈B(u(t), u(t)), ψ(t)e j〉H0,H0dt
−
∫ T
0
〈gN(|u(t)|
2)u(t), ψ(t)e j〉H0,H0dt
+
∫ T
0
〈
∫
Z
σ(t, u(t), z)(g(t, z) − 1)ϑ(dz), ψ(t)e j〉H0,H0dt.
Since um′ → u strongly in L
2([0, T ];H1) as m′ → ∞, we deduce that
∣∣∣∣
∫ T
0
〈um′(t) − u(t), ψ
′(t)e j〉H0,H0dt
∣∣∣∣ ≤ C
∫ T
0
‖um′(t) − u(t)‖
2
H0
dt
≤ C
∫ T
0
‖um′(t) − u(t)‖
2
H1
dt → 0,
30
and
〈um′(0) − u(0), ψ(0)e j〉H0,H0 ≤ C‖um′(0) − u(0)‖
2
H0
→ 0, as m′ → ∞.
Moreover, by um′ → u strongly in L
2([0, T ];H1), we have
∫ T
0
〈um′(t) − u(t), ψ(t)e j〉H0,H0dt ≤ C
∫ T
0
‖um′(t) − u(t)‖H1dt → 0, as m
′ → ∞.
Since um′ → u strongly in L
2([0, T ];H1) and by using (5.61), it follows that
∣∣∣∣
∫ T
0
〈B(um′(t), um′(t)) − B(u(t), u(t)), ψ(t)e j〉H0,H0dt
∣∣∣∣
=
∣∣∣∣
∫ T
0
〈B(um′ , um′ − u) + B(um′ − u, u), ψ(t)e j〉H0,H0dt
∣∣∣∣
≤
∫ T
0
[‖ψ(t)e j‖L2‖um′ − u‖H1‖um′‖L∞ + ‖ψ(t)e j‖L2‖u‖
1
2
H1
‖u‖
1
2
H2
‖um′ − u‖H1]dt
≤ C
∫ T
0
[‖um′‖
1
2
H1
‖um′‖
1
2
H2
‖um′ − u‖H1 + ‖u‖
1
2
H1
‖u‖
1
2
H2
‖um′ − u‖H1]dt
≤ C sup
t∈[0,T ]
‖um′(t)‖
1
2
H1
∫ T
0
‖um′‖
1
2
H2
‖um′ − u‖H1dt
+C sup
t∈[0,T ]
‖u(t)‖
1
2
H1
∫ T
0
‖u‖
1
2
H2
‖um′ − u‖H1dt
≤ C sup
t∈[0,T ]
‖um′(t)‖
1
2
H1
( ∫ T
0
‖um′ (t)‖H2dt
) 1
2
( ∫ T
0
‖um′(t) − u(t)‖
2
H1
dt
) 1
2
+C sup
t∈[0,T ]
‖u(t)‖
1
2
H1
( ∫ T
0
‖u(t)‖H2dt
) 1
2
( ∫ T
0
‖um′ (t) − u(t)‖
2
H1
dt
) 1
2
→ 0, as m′ → ∞.
Clearly, we have
∫ T
0
〈gN(|um′ |
2)um′ − gN(|u|
2)u, ψ(t)e j〉H0,H0dt
≤ C
∫ T
0
‖gN(|um′ |
2)um′ − gN(|u|
2)u‖H0ds
≤ C
∫ T
0
‖gN(|um′ |
2)(um′ − u)‖H0ds +C
∫ T
0
‖(gN(|um′ |
2) − gN(|u|
2))u‖H0ds. (5.68)
By using supx |u(x)|
2 ≤ C‖u‖H1‖u‖H2 , we get
‖gN(|um′ |
2)(um′ − u)‖H0
≤
( ∫
D
|u2m′ (x) + N|
2|um′ − u|
2dx
) 1
2
≤
(
sup
x∈D
|um′(x)|
2 − N
)( ∫
D
|um′ − u|
2dx
) 1
2
≤ C(‖um′‖H1‖um′‖H2 + N)‖um′ − u‖H0 . (5.69)
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Moreover, we deduce that
‖(gN(|um′ |
2) − gN(|u|
2))u‖H0
≤ C
( ∫
D
(|um′ | + |u|)
2 |um′ − u|
2|u|2dx
) 1
2
≤ C sup
x
(|um′ (x)| + |u(x)|)
( ∫
D
|um′ − u|
2|u|2dx
) 1
2
. (5.70)
By the Hölder inequality and the Sobolev embedding inequality, we get
( ∫
D
|um′ − u|
2|u|2dx
) 1
2
≤ ‖|u|2‖
1
2
L2
‖um′ − u‖
1
2
L3
‖um′ − u‖
1
2
L6
≤ ‖u‖L4‖um′ − u‖
1
2
L3
‖um′ − u‖
1
2
L6
≤ C‖u‖
1
4
H0
‖u‖
3
4
H1
‖um′ − u‖
1
4
H0
‖um′ − u‖
3
4
H1
. (5.71)
Hence, combining (5.70) and (5.71), it follows that
‖(gN(|um′ |
2) − gN(|u|
2))u‖H0
≤ C sup
x
(|um′ (x)| + |u(x)|)‖u‖
1
4
H0
‖u‖
3
4
H1
‖um′ − u‖
1
4
H0
‖um′ − u‖
3
4
H1
≤ C(‖um′‖
1
2
H1
‖um′‖
1
2
H2
+ ‖u‖
1
2
H1
‖u‖
1
2
H2
)‖u‖
1
4
H0
‖u‖
3
4
H1
‖um′ − u‖
1
4
H0
‖um′ − u‖
3
4
H1
≤ C‖um′‖
1
2
H1
‖um′‖
1
2
H2
‖u‖
1
4
H0
‖u‖
3
4
H1
‖um′ − u‖
1
4
H0
‖um′ − u‖
3
4
H1
+‖u‖
1
4
H0
‖u‖
5
4
H1
‖u‖
1
2
H2
‖um′ − u‖
1
4
H0
‖um′ − u‖
3
4
H1
. (5.72)
Collecting (5.68)-(5.72) and using the Hölder inequality, we deduce that
∫ T
0
〈gN(|um′ |
2)um′ − gN(|u|
2)u, ψ(t)e j〉H0,H0dt
≤ C sup
t∈[0,T ]
‖um′ (t)‖H1
( ∫ T
0
‖um′(t)‖
2
H2
dt
) 1
2
( ∫ T
0
‖um′(t) − u(t)‖
2
H0
dt
) 1
2
+CN
∫ T
0
‖um′(t) − u(t)‖H0dt
+C
∫ T
0
‖u‖
1
4
H0
‖u‖
3
4
H1
‖um′ (t)‖
1
2
H1
‖um′‖
1
2
H2
‖um′ − u‖
1
4
H0
‖um′ − u‖
3
4
H1
dt
+C
∫ T
0
‖u‖
1
4
H0
‖u‖
5
4
H1
‖u‖
1
2
H2
‖um′ − u‖
1
4
H0
‖um′ − u‖
3
4
H1
dt
≤ C sup
t∈[0,T ]
‖um′ (t)‖H1
( ∫ T
0
‖um′(t)‖
2
H2
dt
) 1
2
( ∫ T
0
‖um′(t) − u(t)‖
2
H0
dt
) 1
2
+CN
∫ T
0
‖um′(t) − u(t)‖H0dt
+C sup
t∈[0,T ]
‖u(t)‖
1
4
H0
‖u(t)‖
3
4
H1
‖um′(t)‖
1
2
H1
( ∫ T
0
‖um′‖
2
H2
dt
) 1
4
( ∫ T
0
‖um′ − u‖
2
3
H0
dt
) 3
8
( ∫ T
0
‖um′ − u‖
2
H1
dt
) 3
8
+C sup
t∈[0,T ]
‖u(t)‖
1
4
H0
‖u(t)‖
5
4
H1
( ∫ T
0
‖u(t)‖2
H2
dt
) 1
4
( ∫ T
0
‖um′ − u‖
2
3
H0
dt
) 3
8
( ∫ T
0
‖um′(t) − u(t)‖
2
H1
dt
) 3
8
→ 0, as m′ → ∞,
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where (5.61), um′ → u strongly in L
2([0, T ];H1) and u ∈ L2([0, T ];H2) ∩ L∞([0, T ];H1) are used.
Using the similar method as (4.29) in [21], we get
lim
m′→∞
∫ T
0
∫
Z
‖σ(t, um′(t), z)(g(t, z) − 1) − σ(t, u(t), z)(g(t, z) − 1)‖H0ϑ(dz)dt = 0,
which implies that as m′ → ∞,
∫ T
0
〈
∫
Z
σ(t, um′(t), z)(g(t, z) − 1)ϑ(dz), ψ(t)e j〉H0,H0dt
→
∫ T
0
〈
∫
Z
σ(t, u(t), z)(g(t, z) − 1)ϑ(dz), ψ(t)e j〉H0,H0dt.
Based on the above steps, we conclude that for any j ≥ 1,
−
∫ T
0
〈u(t), ψ′(t)e j〉H0,H0dt +
∫ T
0
〈Au(t), ψ(t)e j〉H0,H0dt
= 〈u(0), ψ(0)e j〉H0,H0 −
∫ T
0
〈B(u(t), u(t)), ψ(t)e j〉H0,H0dt
−
∫ T
0
〈gN(|u(t)|
2)u(t), ψ(t)e j〉H0,H0dt
+
∫ T
0
〈
∫
Z
σ(t, u(t), z)(g(t, z) − 1)ϑ(dz), ψ(t)e j〉H0,H0dt. (5.73)
Actually, (5.73) holds for any ζ ∈ H0, which is a finite linear combination of e j. That is
−
∫ T
0
〈u(t), ψ′(t)ζ〉H0,H0dt +
∫ T
0
〈Au(t), ψ(t)ζ〉H0 ,H0dt
= 〈u(0), ψ(0)ζ〉H0 ,H0 −
∫ T
0
〈B(u(t), u(t)), ψ(t)ζ〉H0 ,H0dt
−
∫ T
0
〈gN(|u(t)|
2)u(t), ψ(t)ζ〉H0 ,H0dt
+
∫ T
0
〈
∫
Z
σ(t, u(t), z)(g(t, z) − 1)ϑ(dz), ψ(t)ζ〉H0 ,H0dt. (5.74)
As a result, we obtain
du(t) + Au(t)dt + B(u(t), u(t))dt + gN(|u(t)|
2)u(t)dt =
∫
Z
σ(t, u(t), z)(g(t, z) − 1)ϑ(dz)dt (5.75)
holds as an equality in distribution in L2([0, T ];H0).
From here, using similar arguments as in the proof of Theorem 3.1 in Temam [19], we can conclude
that u is the desired solution.
By Lemma 4.2 and using the same arguments as in the proof of Theorem 3.2 in Temam [19], we can
obtain
du
dt
∈ L2([0, T ];H0).
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Since u ∈ L2([0, T ];H2), we deduce from Lemma 5.2 that u ∈ C([0, T ];H1).
(Uniqueness) Suppose u1, u2 are two solutions of (5.58) and let u = u1 − u2, we have
du(t) = (F(u1) − F(u2))dt +
∫
Z
(σ(t, u1, z) − σ(t, u2, z))(g(t, z) − 1)ϑ(dz)dt.
Now, we make L2 estimates of u(t) as follows. By the chain rule, it gives that
‖u(t)‖2
H0
= ‖u(0)‖2
H0
+ 2
∫ t
0
〈u(s), F(u1) − F(u2)〉H0ds
+2
∫ t
0
〈u(s),
∫
Z
(σ(t, u1, z) − σ(t, u2, z))(g(t, z) − 1)ϑ(dz)〉H0ds
:= ‖u(0)‖2
H0
+ I1(t) + I2(t).
By (2.17), we obtain
I1(t) ≤ −
∫ t
0
‖u(s)‖2
H1
ds + 2C0
∫ t
0
(‖u2‖H1‖u2‖H2 + 1)‖u(s)‖
2
H0
ds,
I2(t) ≤ 2
∫ t
0
∫
Z
‖σ(s, u1, z) − σ(s, u2, z)‖H0 |g(s, z) − 1|‖u(s)‖H0ϑ(dz)ds
≤ 2
∫ t
0
‖u(s)‖2
H0
( ∫
Z
‖σ(s, z)‖1,H0 |g(s, z) − 1|ϑ(dz)
)
ds.
Collecting the above estimates, we get
‖u(t)‖2
H0
+
∫ t
0
‖u(s)‖2
H1
ds ≤ ‖u(0)‖2
H0
+ 2C0
∫ t
0
(‖u2‖H1‖u2‖H2 + 1)‖u(s)‖
2
H0
ds
+2
∫ t
0
‖u(s)‖2
H0
( ∫
Z
‖σ(s, z)‖1,H0 |g(s, z) − 1|ϑ(dz)
)
ds.
By Gronwall inequality, we deduce that
‖u(t)‖2
H0
≤ ‖u(0)‖2
H0
exp
{
2C0
∫ t
0
(‖u2‖H1‖u2‖H2 + 1)ds + 2
∫ t
0
∫
Z
‖σ(s, z)‖1,H0 |g(s, z) − 1|ϑ(dz)ds
}
≤ ‖u(0)‖2
H0
exp
{
2C0t + 2C0 sup
t∈[0,T ]
‖u2(t)‖H1
∫ t
0
‖u2(s)‖H2ds + 2
∫ t
0
∫
Z
‖σ(s, z)‖1,H0 |g(s, z) − 1|ϑ(dz)ds
}
.
Since the two solutions ui of (5.58) are in the state space C([0, T ];H
1) ∩ L2([0, T ];H2) for i = 1, 2, we
deduce that u1 = u2 if u1(0) = u2(0).

6 Large deviations
This section is devoted to the proof of the main result (Theorem 4.2). According to Theorem 3.1, we
need to prove (i) and (ii) in Condition A.
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Firstly, we prove (i) in Condition A. For g ∈ S , from Theorem 5.1, we can define
G0(ϑ
g
T
) := ug.
Proposition 6.1. For any M ∈ N+, and {gn}n≥1 ⊂ S
M , g ∈ S M satisfying gn → g as n → ∞. Then
G0(ϑ
gn
T
) → G0(ϑ
g
T
) in C([0, T ];H1).
Proof. Recall that G0(ϑ
gn
T
) = ugn . For simplicity, denote un = ugn .
Using similar method as Theorem 3.1, we obtain that there exist constants C1(M),C2(M) and Cα,M
such that
1. sups∈[0,T ] ‖u
n(s)‖2
H1
+
∫ T
0
‖un(s)‖2
H2
ds ≤ C1(M),
2. sups∈[0,T ] ‖u
n(s)‖6
H1
+
∫ T
0
‖un(s)‖4
H1
‖un(s)‖2
H2
ds ≤ C2(M),
3. ‖un‖2
Wα,2([0,T ];H0)
≤ Cα,M, α ∈ (0,
1
2
).
Hence, by Lemma 5.1, we can assert the existence of an element u ∈ L2([0, T ];H2)∩ L∞([0, T ];H1) and
a subsequence um
′
such that as m′ → ∞,
(a) um
′
→ u weakly in L2([0, T ];H2),
(b) um
′
→ u weak-star in L∞([0, T ];H1),
(c) um
′
→ u strongly in L2([0, T ];H1).
We will prove that u = ug = G0(ϑ
g
T
).
Let ψ be a continuously differential function defined on [0, T ] with ψ(T ) = 0. Multiplying the
equation (5.58) satisfied by um
′
(t) by ψ(t)e j and using integration by parts, we obtain
−
∫ T
0
〈um
′
(t), ψ′(t)e j〉H0,H0dt +
∫ T
0
〈Aum
′
(t), ψ(t)e j〉H0,H0dt
= 〈u0, ψ(0)e j〉H0,H0 −
∫ T
0
〈B(um
′
(t), um
′
(t)), ψ(t)e j〉H0,H0dt
−
∫ T
0
〈gN(|u
m′ (t)|2)um
′
(t), ψ(t)e j〉H0,H0dt
+
∫ T
0
〈
∫
Z
σ(t, um
′
(t), z)(gm′ (t, z) − 1)ϑ(dz), ψ(t)e j〉H0,H0dt.
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Utilizing the same method as Theorem 5.1, we deduce that
−
∫ T
0
〈um
′
(t), ψ′(t)e j〉H0,H0dt +
∫ T
0
〈Aum
′
(t), ψ(t)e j〉H0,H0dt
−〈u0, ψ(0)e j〉H0,H0 +
∫ T
0
〈B(um
′
(t), um
′
(t)), ψ(t)e j〉H0,H0dt
+
∫ T
0
〈gN(|u
m′(t)|2)um
′
(t), ψ(t)e j〉H0,H0dt
→ −
∫ T
0
〈u(t), ψ′(t)e j〉H0,H0dt +
∫ T
0
〈Au(t), ψ(t)e j〉H0,H0dt
−〈u0, ψ(0)e j〉H0,H0 +
∫ T
0
〈B(u(t), u(t)), ψ(t)e j〉H0,H0dt
+
∫ T
0
〈gN(|u(t)|
2)u(t), ψ(t)e j〉H0,H0dt.
For the remain term
∫ T
0
〈
∫
Z
σ(t, un(t), z)(gn(t, z) − 1)ϑ(dz), ψ(t)e j〉H0,H0dt, applying the same method as
Proposition 4.1 in [21], and by using Lemma 4.1 and Lemma 4.3, it gives that∫ T
0
〈
∫
Z
σ(t, um
′
(t), z)(gm′ (t, z) − 1)ϑ(dz), ψ(t)e j〉H0,H0dt
→
∫ T
0
〈
∫
Z
σ(t, u(t), z)(g(t, z) − 1)ϑ(dz), ψ(t)e j〉H0,H0dt.
Therefore, we get
−
∫ T
0
〈u(t), ψ′(t)e j〉H0,H0dt +
∫ T
0
〈Au(t), ψ(t)e j〉H0,H0dt
= 〈u0, ψ(0)e j〉H0,H0 −
∫ T
0
〈B(u(t), u(t)), ψ(t)e j〉H0,H0dt
−
∫ T
0
〈gN(|u(t)|
2)u(t), ψ(t)e j〉H0,H0dt
+
∫ T
0
〈
∫
Z
σ(t, u(t), z)(g(t, z) − 1)ϑ(dz), ψ(t)e j〉H0,H0dt.
Based on the above, applying the same method as the proof of Theorem 3.1 in [19], we obtain u = ug.
In the following, we aim to prove um
′
→ u in C([0, T ];H1). Let Zm
′
= um
′
− u. Then we have
dZm
′
(t) = (F(um
′
) − F(u))dt +
∫
Z
[σ(t, um
′
(t), z)(gm′ (t, z) − 1) − σ(t, u, z)(g(t, z) − 1)]ϑ(dz)dt,
with Zm
′
(0) = 0.
By the chain rule, we get
‖Zm
′
(t)‖2
H1
= 2
∫ t
0
〈Zm
′
(s), F(um
′
) − F(u)〉H1ds
+2
∫ t
0
〈Zm
′
(s),
∫
Z
[σ(s, um
′
(s), z)(gm′ (s, z) − 1) − σ(s, u, z)(g(s, z) − 1)]ϑ(dz)〉H1ds
:= Jm
′
1 (t) + J
m′
2 (t).
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By (2.18), it follows that
Jm
′
1 (t) ≤ −
1
2
∫ t
0
‖Zm
′
(s)‖2
H2
ds +C
∫ t
0
(1 + ‖um
′
‖4
H1
+ ‖u‖4
H1
+ ‖u‖2
H2
)‖Zm
′
(s)‖2
H1
ds
Jm
′
2 (t) = 2
∫ t
0
〈Zm
′
(s),
∫
Z
[σ(s, um
′
(s), z)(gm′ (s, z) − 1) −G(s, u, z)(g(s, z) − 1)]ϑ(dz)〉H1ds
= 2
∫ t
0
〈Zm
′
(s),
∫
Z
[(σ(s, um
′
(s), z) − σ(s, u(s), z))(g(s, z) − 1)]ϑ(dz)〉H1ds
+2
∫ t
0
〈Zm
′
(s),
∫
Z
[σ(s, um
′
(s), z)(gm′ (s, z) − 1) − σ(s, u
m′(s), z)(g(s, z) − 1)]ϑ(dz)〉H1ds
:= Km
′
1 (t) + K
m′
2 (t).
It’s easy to deduce that
Km
′
1 (t) ≤ 2
∫ t
0
‖Zm
′
‖H1
∫
Z
‖σ(s, um
′
(s), z) − σ(s, u(s), z))‖H1 |g(s, z) − 1|ϑ(dz)ds
≤ 2
∫ t
0
‖Zm
′
‖2
H1
( ∫
Z
‖σ(s, z)‖1,H1 |g(s, z) − 1|ϑ(dz)
)
ds.
Collecting all the above estimates, we get
‖Zm
′
(t)‖2
H1
+
1
2
∫ t
0
‖Zm
′
(s)‖2
H2
ds ≤ C
∫ t
0
(1 + ‖um
′
‖4
H1
+ ‖u‖4
H1
+ ‖u‖2
H2
)‖Zm
′
(s)‖2
H1
ds
+2
∫ t
0
‖Zm
′
‖2
H1
( ∫
Z
‖σ(s, z)‖1,H1 |g(s, z) − 1|ϑ(dz)
)
ds + Km
′
2 (t).
Setting
ψ(s) = C(1 + ‖um
′
‖4
H1
+ ‖u‖4
H1
+ ‖u‖2
H2
) + 2
∫
Z
‖G(s, z)‖1,H1 |g(s, z) − 1|ϑ(dz),
we have
‖Zm
′
(t)‖2
H1
+
1
2
∫ t
0
‖Zm
′
(s)‖2
H2
ds ≤
∫ t
0
ψ(s)‖Zm
′
(s)‖2
H1
ds + Km
′
2 (t).
Hence, we obtain
exp
(
−
∫ t
0
ψ(s)ds
)
‖Zm
′
(t)‖2
H1
≤
∫ T
0
Km
′
2 (s)ds.
By Lemma 4.1, it follows that ∫ T
0
ψ(s)ds < ∞,
which implies that
sup
t∈[0,T ]
‖Zm
′
(t)‖2
H1
≤ exp
( ∫ t
0
ψ(s)ds
) ∫ T
0
Km
′
2 (s)ds. (6.76)
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Using the same method as (4.61) in [21], we have
∫ T
0
Km
′
2 (s)ds → 0, as m
′ → ∞.
Therefore, by (6.76), we get
lim
m′→∞
sup
t∈[0,T ]
‖Zm
′
(t)‖2
H1
= 0,
which implies the desired result.

Recall that (4.56) has a unique strong solution uε for every ε > 0, which defines a measurable
mapping Gε : M¯ → D([0, T ];H1) such that, for any Poisson random measure nε
−1
on [0, T ] × Z with
intensity measure ε−1λT ⊗ ϑ given on some probability space, G
ε(εnε
−1
) is the unique solution of (4.56)
with η˜ε
−1
replaced by n˜ε
−1
.
Let ϕε ∈ U
M and ϑε =
1
ϕε
. The following lemma was proved by Budhiraja et al. [6].
Lemma 6.1. Recall (η¯, ϑ¯T ) are introduced in Section 4.1.
Eεt (ϑε) := exp
{ ∫
(0,t)×Z×[0,ε−1]
log(ϑε(s, z))η¯(dsdzdr)
+
∫
(0,t)×Z×[0,ε−1]
(−ϑε(s, z) + 1)ϑ¯T (dsdzdr)
}
,
is an {F¯t}−martingale. Then
Qεt (G) =
∫
G
Eεt (ϑε)dP¯, for G ∈ B(M¯)
defines a probability measure on M¯.
Since εηε
−1ϕε under Qε
T
has the same law as that of εηε
−1
under P¯, it follows that there exists a unique
solution to the following controlled stochastic evolution equations u˜ε:
u˜ε(t) = u0 −
∫ t
0
Au˜ε(s)ds −
∫ t
0
B(u˜ε(s), u˜ε(s))ds
−
∫ t
0
gN(|u˜
ε(s)|2)u˜ε(s)ds +
∫ t
0
∫
Z
σ(s, u˜ε(s), z)(εηε
−1ϕε(ds, dz) − ϑ(dz)ds)
= u0 −
∫ t
0
Au˜ε(s)ds −
∫ t
0
B(u˜ε(s), u˜ε(s))ds
−
∫ t
0
gN(|u˜
ε(s)|2)u˜ε(s)ds +
∫ t
0
∫
Z
σ(s, u˜ε(s), z)(ϕε(s, z) − 1)ϑ(dz)ds)
+
∫ t
0
∫
Z
εσ(s, u˜ε(s), z)(ηε
−1ϕε(ds, dz) − ε−1ϕε(s, z)ϑ(dz)ds), (6.77)
and we have
Gε(εηε
−1ϕε) = u˜ε. (6.78)
Before proving (ii) in Condition A, we make a priori estimates of u˜ε.
38
Lemma 6.2. There exists ε0 > 0 such that
sup
0<ε<ε0
[
E sup
0≤t≤T
‖u˜ε‖2
H1
+ E
∫ T
0
‖u˜ε(t)‖2
H2
dt
]
< ∞, (6.79)
sup
0<ε<ε0
[
E sup
0≤t≤T
‖u˜ε‖6
H1
+ E
∫ T
0
‖u˜ε(t)‖2
H2
‖u˜ε‖4
H1
dt
]
< ∞ (6.80)
and, for α ∈ (0, 1
2
), there exists a positive constant Cα such that
sup
0<ε<ε0
E[‖u˜ε‖Wα,2([0,T ];H0)] ≤ Cα < ∞. (6.81)
Thus, the family {u˜ε, 0 < ε < ε0} is tight in L
2([0, T ];H1).
The proof of Lemma 6.2 is similar to the proof of (5.61)-(5.63) and Lemma 4.2 in [21], hence, we
omit it here.
To get our main results, we need to prove that {u˜ε}0<ε<ε0 is tight inD([0, T ];D(A
−α)) for some α ≥ 0.
Firstly, we recall the following two lemmas related to the tightness of {u˜ε; 0 < ε < ε0}. The proof can be
found in [10] and [2].
Lemma 6.3. Let E be a separable Hilbert space with the inner product (·, ·). For an orthonormal basis
{ξk}k∈N in E, define the function r
2
L
: E → R+ by
r2L(x) =
∑
k≥L+1
(x, ξk)
2, L ∈ N.
Let E0 be a total and closed under addition subset of E. Then a sequence {Xε}ε∈(0,1) of stochastic process
with trajectories inD([0, T ]; E) iff the following Condition B holds:
1. {Xε}ε∈(0,1) is E0−weakly tight, that is, for every h ∈ E0, {(Xε, h)}ε∈(0,1) is tight inD([0, T ];R),
2. For every η > 0,
lim
L→∞
lim
ε→0
P
(
r2L(Xε(s)) > η for some s ∈ [0, T ]
)
= 0. (6.82)
Consider a sequence {τε, δε} satisfying the following Condition C:
(1) For each ε, τε ia a stopping time with respect to the natural σ−fildes, and takes only finitely many
values.
(2) The constant δε ∈ [0, T ] satisfying δε → 0 as ε→ 0.
Let {Yε}ε∈(0,1) be a sequence of random elements of D([0, T ];R). For f ∈ D([0, T ];R), let J( f ) denote
the maximum of the jump | f (t) − f (t−)|. We introduce the following Condition D on {Yε}:
(I) For each sequence {τε, δε} satisfying Condition C, Yε(τε + δε)−Yε(τε) → 0 in probability, as ε→ 0.
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Lemma 6.4. Assume {Yε}ε∈(0,1) satisfies Condition D, and either {Yε(0)} and J(Yε) are tight on the line
or {Yε(t)} is tight on the line for each t ∈ [0, T ], then {Yε} is tight inD([0, T ];R).
Let u˜ε be defined by (6.78). We have
Lemma 6.5. {u˜ε}0<ε<ε0 is tight inD([0, T ];D(A
−α)), for some α ≥ 0.
Proof. Note that {λα
i
ei}i∈N is a complete orthonormal system of D(A
−α). Since
lim
L→∞
lim
ε→0
E sup
t∈[0,T ]
r2L(u˜
ε(t)) = lim
L→∞
lim
ε→0
E sup
t∈[0,T ]
∞∑
i=L+1
(u˜ε(t), λαi ei)
2
D(A−α)
= lim
L→∞
lim
ε→0
E sup
t∈[0,T ]
∞∑
i=L+1
(A−αu˜ε(t), ei)
2
H0
= lim
L→∞
lim
ε→0
E sup
t∈[0,T ]
∞∑
i=L+1
(u˜ε(t), ei)
2
H0
λ2α
i
≤ lim
L→∞
limε→0 E supt∈[0,T ] ‖u˜
ε(t)‖2
H0
λ2α
L+1
= 0,
which implies (6.82) holds with E = D(A−α).
Choosing E0 = D(A
α). We now prove {u˜ε, 0 < ε < ε0} ⊂ H
0 is E0−weakly tight. Let h ∈ D(A
α), and
{τε, δε} satisfies Condition C. It’s easy to see {(u˜
ε(t), h)E , 0 < ε < ε0} is tight on the real line for each
t ∈ [0, T ].
We now prove that {(u˜ε(t), h)E , 0 < ε < ε0} satisfies (I). It follows from (6.77) that
u˜ε(τε + δε) − u˜
ε(τε) =
∫ τε+δε
τε
F(u˜ε(s))ds +
∫ τε+δε
τε
∫
Z
σ(s, u˜ε(s), z)(ϕε(s, z) − 1)ϑ(dz)ds
+
∫ τε+δε
τε
∫
Z
εσ(s, u˜ε(s), z)
(
ηε
−1ϕε(ds, dz) − ε−1ϕε(s, z)ϑ(dz)ds
)
:= Iε1 + I
ε
2 + I
ε
3 , (6.83)
It’s easy to show
lim
ε→0
E|〈Iε3 , h〉E |
2
= 0. (6.84)
Referring to (3.14) in [21], and by using (6.79)-(6.81), we deduce that
lim
ε→0
E|〈Iε1 , h〉E |
≤ lim
ε→0
‖h‖H0E[
∫ τε+δε
τε
‖F(u˜ε)‖H0ds]
≤ lim
ε→0
‖h‖H0E[
∫ τε+δε
τε
(‖u˜ε‖3
H1
+ ‖u˜ε‖H2)ds]
≤ lim
ε→0
‖h‖H0E
[
δε sup
t∈[0,T ]
‖u˜ε‖3
H1
+ (δε)
1
2
( ∫ τε+δε
τε
‖u˜ε‖2
H2
ds
) 1
2
]
= 0. (6.85)
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For Iε
2
, we have
lim
ε→0
E|〈Iε2 , h〉E |
≤ ‖h‖H0 lim
ε→0
E
[ ∫ τε+δε
τε
∫
Z
‖σ(s, u˜ε, z)‖H0 |ϕε(s, z) − 1|ϑ(dz)ds
]
≤ ‖h‖H0 lim
ε→0
E
[
sup
s∈[0,T ]
(1 + ‖u˜ε‖H0)
∫ τε+δε
τε
∫
Z
‖σ(s, z)‖0,H0 |ϕε(s, z) − 1|ϑ(dz)ds
]
≤ ‖h‖H0 lim
ε→0
E
[
sup
s∈[0,T ]
(1 + ‖u˜ε‖H0) sup
g∈S M
∫ τε+δε
τε
∫
Z
‖σ(s, z)‖0,H0 |ϕε(s, z) − 1|ϑ(dz)ds
]
.
By Lemma 4.1, we have
lim
ε→0
E|〈Iε2 , h〉E | = 0. (6.86)
Based on (6.84)-(6.86), we conclude that {(u˜ε(t), h)E , 0 < ε < ε0} satisfies Condition D.

Fix the solution u˜ε of (6.77), consider the following equation:
dY˜ε(t) = −AY˜ε(t)dt + ε
∫
Z
σ(t, u˜ε(t−), z)
(
ηε
−1ϕε(dt, dz) − ε−1ϕε(t, z)ϑ(dz)dt
)
, (6.87)
with Y˜ε(0) = 0. Referring to Proposition 3.1 in [13], (6.87) admits a unique solution Y˜ε(t), t ≥ 0.
Moreover,
Y˜ε ∈ D([0, T ];H1) ∩ L2([0, T ];H2), (6.88)
and
lim
ε→0
E sup
t∈[0,T ]
‖Y˜ε(t)‖2
H1
+ E
∫ T
0
‖Y˜ε(t)‖2
H2
dt = 0. (6.89)
Now, we are ready to prove (ii) in Condition A. Recall Gε(εηε
−1ϕε) = u˜ε is defined by (6.78).
Theorem 6.2. Fix M ∈ N, and let {ϕε, 0 < ε < ε0} ⊂ U
M, ϕ ∈ UM be such that ϕε converges in
distribution to ϕ as ε→ 0. Then
Gε(εηε
−1ϕε) converges in distribution to G0(ϑ
ϕ
T
),
inD([0, T ];H1).
Proof. Note that Gε(εηε
−1ϕε) = u˜ε. From Lemma 6.2, Lemma 6.5 and (6.89), we know that
1. {u˜ε, 0 < ε < ε0} is tight in D([0, T ];D(A
−α)) ∩ L2([0, T ];H1), for α ≥ 0,
2. limε→0 E
[
supt∈[0,T ] ‖Y˜
ε(t)‖2
H1
+
∫ T
0
‖Y˜ε(t)‖2
H2
dt
]
= 0,
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where Y˜ε is defined in (6.87). Set
Π =
(
D([0, T ];D(A−α)) ∩ L2([0, T ];H1),UM,D([0, T ];H1) ∩ L2([0, T ];H2)
)
.
Let (u˜, ϕ, 0) be any limit of the tight family {(u˜ε, ϕε, Y˜
ε), ε ∈ (0, ε0)}. We will show that u˜ has the same
law as G0(ϑ
ϕ
T
) and u˜ε converges in distribution to u˜ in D([0, T ];H1).
By the Skorokhod representative theorem, there exists a stochastic basis (Ω1,F 1, {F 1t }t∈[0,T ], P
1)
and, on this basis, Π−valued random variables (u˜ε
1
, ϕ1ε, Y˜
ε
1
) (resp. (u˜1, ϕ
1, 0)) such that (u˜ε
1
, ϕ1ε, Y˜
ε
1
) (resp.
(u˜1, ϕ
1, 0)) has the same law as (u˜ε, ϕε, Y˜
ε) (resp. (u˜, ϕ, 0)), and (u˜ε
1
, ϕ1ε, Y˜
ε
1
)→ (u˜1, ϕ
1, 0) in Π, P1−a.s.
From the equations satisfied by (u˜ε, ϕε, Y˜
ε), we see that (u˜ε
1
, ϕ1ε, Y˜
ε
1
) satisfies the following integral
equations:
u˜ε1(t) − Y˜
ε
1 (t) = u0 −
∫ t
0
A(u˜ε1(s) − Y˜
ε
1 (s))ds −
∫ t
0
B(u˜ε1(s), u˜
ε
1(s))ds
−
∫ t
0
gN(|u˜
ε
1(s)|
2)u˜ε1(s)ds +
∫ t
0
∫
Z
σ(s, u˜ε1(s), z)(ϕ
1
ε(s, z) − 1)ϑ(dz)ds.
and
P1
(
u˜ε1 − Y˜
ε
1 ∈ C([0, T ];H
1) ∩ L2([0, T ];H2)
)
= P¯
(
u˜ε − Y˜ε ∈ C([0, T ];H1) ∩ L2([0, T ];H2)
)
= 1.
Let Ω1
0
be the subset of Ω1 such that (u˜ε
1
, ϕ1ε, Y˜
ε
1
) → (u˜1, ϕ
1, 0) in Π, then P1(Ω1
0
) = 1 and for any
fixed ω1 ∈ Ω1
0
,
sup
t∈[0,T ]
‖u˜ε1(ω
1, t) − u˜1(ω
1, t)‖2
H1
→ 0 as ε→ 0. (6.90)
Set Zε(t) = u˜ε
1
(t) − Y˜ε
1
(t). Then, Zε(ω1, t) ∈ C([0, T ];H1) ∩ L2([0, T ];H2), and Zε(ω1, t) satisfies
Zε(t) = u0 −
∫ t
0
AZε(s)ds −
∫ t
0
B(Zε(s) + Y˜ε1 (s), Z
ε(s) + Y˜ε1 (s))ds
−
∫ t
0
gN(|Z
ε(s) + Y˜ε1 (s)|
2)(Zε(s) + Y˜ε1 (s))ds
+
∫ t
0
∫
Z
σ(s, Zε(s) + Y˜ε1 (s), z)(ϕ
1
ε(s, z) − 1)ϑ(dz)ds,
Since
lim
ε→0
[
sup
t∈[0,T ]
‖Y˜ε(ω1, t)‖2
H1
+
∫ T
0
‖Y˜ε(ω1, t)‖2
H2
dt
]
= 0,
we have
lim
ε→0
sup
t∈[0,T ]
‖u˜ε1(ω
1, t) − uˆ(ω1, t)‖2
H1
≤ lim
ε→0
sup
t∈[0,T ]
[‖Zε(ω1, t) − uˆ(ω1, t)‖2
H1
+ ‖Y˜ε1 (ω
1, t)‖2
H1
]
≤ lim
ε→0
sup
t∈[0,T ]
‖Zε(ω1, t) − uˆ(ω1, t)‖2
H1
. (6.91)
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Using the similar argument as Proposition 6.1, we obtain
lim
ε→0
sup
t∈[0,T ]
‖Zε(ω1, t) − uˆ(ω1, t)‖2
H1
= 0, (6.92)
where
uˆ(t) = u0 −
∫ t
0
Auˆ(s)ds −
∫ t
0
B(uˆ(s), uˆ(s))ds −
∫ t
0
gN(|uˆ(s)|
2)uˆ(s)ds
+
∫ t
0
∫
Z
σ(s, uˆ(s), z)(ϕ1(s, z) − 1)ϑ(dz)ds.
Hence, combining (6.91) and (6.92), we deduce that
lim
ε→0
sup
t∈[0,T ]
‖u˜ε1(ω
1, t) − uˆ(ω1, t)‖2
H1
= 0, (6.93)
which imply that u˜1 = uˆ = G
0(ϑϕ
1
), and u˜ has the same law as G0(ϑϕ). Since u˜ε = u˜ε
1
in law, we deduce
from (6.93) that u˜ε converges to G0(ϑϕ) . We complete the proof. 
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