Abstract: Nowadays, there is growing interest in all the smart technologies that provide us with information and knowledge about the human environment. In the energy field, thanks to the amount of data received from smart meters and devices and the progress made in both energy software and computers, the quality of energy models is gradually improving and, hence, also the suitability of Energy Conservation Measures (ECMs). For this reason, the measurement of the accuracy of building energy models is an important task, because once the model is validated through a calibration procedure, it can be used, for example, to apply and study different strategies to reduce its energy consumption in maintaining human comfort. There are several agencies that have developed guidelines and methodologies to establish a measure of the accuracy of these models, and the most widely recognized are: ASHRAE Guideline 14-2014, the International Performance Measurement and Verification Protocol (IPMVP) and the Federal Energy Management Program (FEMP). This article intends to shed light on these validation measurements (uncertainty indices) by focusing on the typical mistakes made, as these errors could produce a false belief that the models used are calibrated.
Introduction
One of the main focuses of governments' policies in almost every country is the energy supply. Energy security has a direct impact on social welfare, the level of the economy and the safety of a country, and for this reason, all possible energy savings in all sectors are important. The International Energy Agency highlights that the buildings sector is responsible for over one-third of final energy consumption, and therefore, it is an important source of CO 2 emissions [1] . Fortunately, the energy savings potential of the buildings sector is also high (approximately 10% and 40% in hot climates), and for this reason, the optimization of its energy consumption is a key factor in the governments' road map.
In this scenario, the Measurement and Verification (M&V) protocols are critical due to their capacity to evaluate the scope of each Energy Conservation Measure (ECM). Therefore, trustworthy energy saving calculations are crucial to encourage Energy Services Companies (ESCOs), building owners, utilities, etc., to make investments in energy projects to improve building energy efficiency and reduce CO 2 emissions.
The relentless advance of technology (the rising availability of "smart meters" cheaper, more accurate and better simulation software, powerful computers, etc.) is increasing this "trust" in energy saving calculations where energy models play a key role [2] [3] [4] . Nowadays, the whole-building approach of Building Energy Models (BEMs) is more common than the single measure approaches due to the increase levels of automation, lower costs, etc. [5] [6] [7] . The use of these energy models is not only
Measuring Uncertainty
As ASHRAE Guideline 14-2002 and 14-2014 explain, the uncertainty analysis is the "(b) process of determining the degree of confidence in the true value when using measurement procedures and/or calculations" [8, 9] . The three main sources that explain how to determine this "degree" of confidence, its uncertainty, are ASHRAE Guideline 14, FEMP [10] [11] [12] and IPVMP [13] [14] [15] [16] . They use simplified methods to quantify the uncertainty in saving computations and, as ASHRAE Guideline 14 explains, others can be used if they are compliant with the Guideline (Subsection 5.2.11 [9] or 4.2.11 [8] ).
The principal uncertainty indices used are: Normalized Mean Bias Error (N MBE), Coefficient of Variation of the Root Mean Square Error (CV(RMSE)) and coefficient of determination (R 2 ). However, we start the explanation of these indices by defining the Mean Bias Error (MBE), due to its importance when the analysis and magnitude of the error is explained (Section 3).
MBE (Mean Bias Error), as its name indicates, is the average of the errors of a sample space. Generally, it is a good indicator of the overall behavior of the simulated data with regards to the regression line of the sample. In Equation (1), m i is the measured value, s i is the simulated one and n the number of measured data points. Positive values mean that the model under-predicts measured data, and a negative one means over-prediction. However, the main problem with this index is that it is subject to cancellation errors where the sum of positive and negative values could reduce the value of MBE. In fact, when a model is calibrated or near calibrated, the regression line of the sample is so close to the simulated one that the cancellation effect increases considerably.
N MBE (Normalized Mean Bias Error) is a normalization of the MBE index that is used to scale the results of MBE, making them comparable. It quantifies the MBE index by dividing it by the mean of measured values (m), giving the global difference between the real values and the predicted ones. In Equation (2) , p is the number of adjustable model parameters, which, for calibration purposes, is suggested to be zero [17, 18] . As in the case of MBE, positive and negative values mean the under-or over-prediction of this normalization. ASHRAE Guidelines [8, 9] subtract measured values (m i ) from simulated ones (s i ) instead of FEMP [11, 12] and IPMVP [16] , which do the opposite. For this reason, the explanation of the under-or over-prediction is inverted. In this article, we have decided to use the ASHRAE Guideline 14 criteria. N MBE is also subject to cancellation errors; consequently, the use of this index alone is not recommended.
CV(RMSE) (Coefficient of Variation of the Root Mean Square Error) measures the variability of the errors between measured and simulated values. It "gives an indication of the model's ability to predict the overall load shape that is reflected in the data" [19] . In this case, the value of p is suggested to be one [17, 18] . It is not subject to cancellation errors, and hence, AHSRAE Guidelines, FEMP and IPMVP use it with N MBE to verify the accuracy of the models (see Table 1 ).
R 2 (coefficient of determination) indicates how close simulated values are to the regression line of the measured values. It is another statistical index commonly used to measure the uncertainty of the models. It is limited to between 0.00 and 1.00 where the upper value means that the simulated values match the measured ones perfectly and the lower ones do not. It is not a prescriptive value for calibrated models, but both the ASHRAE Handbook [20] and IPVMP [16] recommend that the value never be less than 0.75 for calibrated models.
Other statistical indices not used by ASHRAE Guidelines, FEMP and IPVMP, but which have been found to be useful for calibration purposes [21] [22] [23] [24] [25] [26] [27] are the Goodness-Of-Fit index (GOF) and the cost function f i .
GOF (Goodness-Of-Fit) measures how well the simulated values fit the measured ones. Lower values mean lower dispersion, so the regression line of the model is closer to the real one. ASHRAE Research Project 1051-RP [23] explains this index in detail. Equation (5) shows a simplified version of the GOF index where there is no guarantee of the weighting factors of N MBE and CV(RMSE). As can be seen, this statistical index combines the overall behavior of CV(RMSE) and N MBE. Therefore, in order to obtain a good value of GOF, the other indices also need to be good.
f i is a cost function that takes into account the values of CV(RMSE) and R 2 with equal weighting. CV(RMSE) i and R 2 i are calculated for each time step, while CV(RMSE) ini and R 2 ini are the initial values. As with GOF, low values mean that the simulated and measured values fit better. 
Analysis and Magnitude of the Common Error
The common error made is the use of the abbreviation MBE when referring to N MBE to measure the accuracy of the models. It is a common mistake as discussed later (Section 5), which is not serious if only the abbreviation is affected. If the calculation of the uncertainty index is performed using the MBE formula instead of N MBE, the error could be important. Table 2 shows an invented example to analyze the magnitude of this error: the use of the MBE formula for calibration purposes. It is a comparison between the same measurements, but using different units (J on the left and kWh on the right). In both cases, the measured and simulated values correspond to the energy demand (heating and cooling) of a building. In all the cases, the simulated values (as it is a fictitious example) are the result of adding 1.00 × 10 7 J (2.78 kWh) to the measured values. As can be seen, there is a major difference between the values of MBE because its values are not normalized. The measurement of this index is completely different when referring to a large value (J) or a small one (kWh). Once the values are weighted by their mean, so they are normalized (N MBE), they are perfectly comparable. Mean (Measured) 1020.10
As shown in Section 5, in most cases, it is only a mistake with the abbreviation of the uncertainty index used, but the number of cases involved is a clear sign of the serious confusion about how to know if a model is calibrated. The main problem is that these errors might produce false assurance that the model used is calibrated if the uncertainty index is improperly calculated.
Origin and Spread of the Error
The origin of these three main protocols and guidelines dates from 1996, when the North American Measurement and Verification Protocol (NEMVP) [28] was published. The aim of this protocol is to reduce the consumption of energy and water by quantifying both the performance of the Energy Conservation Measures (ECMs) and their energy savings. In 1997, due to widespread interest outside North America, the first version of the IPMVP protocol was published [29] . Later, in 2000, the first version of FEMP was published [10] . It is based on the IPVMP protocol, but focusing on federal energy projects. From then on, both FEMP and IPMVP have been updated in different versions, although the core of the documents is the same. There is a fourth protocol produced by the Australasian Energy Performance Contracting Association for the Innovation Access Program [30] that is almost a copy of IPMVP, and for this reason, it is not included in this analysis.
In 2002, ASHRAE published its Guideline 14 regarding "Measurement of Energy and Demand Savings". Its intention is "to provide guidance on minimum acceptable levels of performance for determining energy and demand savings, using measurements". It is more technical than the other documents, and as a result, the majority of the scientific community uses this document in their research. Because of that, we will analyze the mistakes of this protocol related to "Whole Building Calibrated Simulation Approach (Calibrated Simulation)". The following is a brief summary of the use of N MBE and CV(RMSE) in ASHRAE Guideline in which an abbreviation error of N MBE is analyzed in detail (in order of appearance in the document):
1.
Section 5.2.11.3 Modeling Uncertainty establishes the correct formulas of N MBE and CV(RMSE) and explains that the Guideline "uses the following (...) indices to represent how well a mathematical model describes the variability in measured data" for calibrated simulations. 2. Table 5 -2 Path Specific Compliance Requirements sets out the minimal requirements for three specific approaches: (a) whole building, (b) retrofit isolation and (c) whole-building calibrated simulation. Points 7 and 9 of this table (baseline model uncertainty and uncertainty analysis respectively) explain that the uncertainty analysis of the calibrated simulation is required, establishing its limits in "Note 2". The limits established in this note are those summarized in Table 1 . In the note, the abbreviation of CV(RMSE) has been omitted. It is assumed to be the first values. Figure 1 is a fragment of this table. Relating to IPMVP documents, the explanation and calculation of uncertainty is located in its Appendix B of Volume I. However, the document contents vary depending on the year published. IPMVP 2002 [13] establishes the limits of the uncertainty indices MBE and CV(RMSE) in Section 3.4.4.2 Option D: Calibration (see Table 1 ) uses a different formula of MBE (see Equation (7)). It is a formula often used in articles, as we shall see below (Section 5).
Indeed, it is a correct N MBE formula, but it is simplified. Equation (8) explains it. The value of p = 0 is in accordance with suggestions from Reddy and Maor 2006 (ASHRAE 1051-RP [23] ).
Another difference between the versions of the FEMP document is that Version 2.2 subtracts measured values (m i ) from simulated ones (s i ) and in the successive versions does the opposite (see Section 2). Finally, the acceptable calibration tolerances are more restrictive in Versions 3.0 and 4.0 than in Version 2.2. These limits are summarized in Table 1 .
References and Journals Affected
In this section, we are going to look at some examples where the use of the abbreviation MBE is erroneous. Such examples have been taken from the most important journals and documents in the energy field, in particular the documents that use building calibrated models in their research. Obviously, in this search, there is a wide variety of articles, reports and theses where N MBE is used correctly [17] [18] [19] . Table 3 is an overview of these documents ordered by error type, journal/report/thesis and year published. It is interesting to analyze the source used in each document to perform the uncertainty analysis. As can be seen, ASHRAE Guideline 14 is the most frequently used source of information. It is also logical that the sources of all the reported references with subjects regarding solar radiation calculations, weather calculations, etc. (see the About field on Table 3 ), are not based on the main documents described in Section 4.
Below is an explanation of the different types of errors related to the MBE and N MBE uncertainty indices:
Error 1
MBE index with formula, but expressed as percentage (%): In these cases, the MBE is defined correctly using the formula, but in the text, it is used in terms of (%) without specifying how this conversion has been calculated. If the values of MBE had been taken directly, it would be an error.
Error 2
MBE index with formula, but expressed directly as (%) to verify uncertainty limits: This is an error if the value is not normalized.
Error 3
MBE index with formula used directly as analysis criteria: The use of this value directly makes no sense due to the cancellation errors.
Error 4
MBE index without formula and expressed as (%). It is not possible to verify if the data used are correct.
Error 5
MBE index described with an incorrect formula.
Error 6
MBE index is explained, but the explanation is incorrect.
Error 7
N MBE index with formula, but named as MBE or MBE(%): This is the most common error. The formula and the data are correct, but the abbreviation used is incorrect. 
Conclusions
The wide range of documents affected in some way by this mistake highlights the existing misunderstanding about how to perform an uncertainty analysis for model calibration purposes. The lack of unity of the main documents together with the fact that each researcher uses different criteria for his/her uncertainty calculations depending on the sources consulted are the causes of this growing misunderstanding. Due to the great interest in the optimization field of energy consumption and hence on Measurement and Verification (M&V) protocols, the importance of using calibrated energy models is increasing. That is why it is important to clarify the requirements to measure the accuracy of building energy models.
With this research we wish to stress the necessity of unifying the uncertainty analysis criteria of the three main documents (ASHRAE Guideline 14 [8] , IPMVP [16] , FEMP [12] ) to reduce the risk of possible confusion since they could produce erroneous calibrated energy models.
