Abstract-We consider the problem of parameter estimation in statistical models in the case where data are uncertain and represented as belief functions. The proposed method is based on the maximization of a generalized likelihood criterion, which can be interpreted as a degree of agreement between the statistical model and the uncertain observations. We propose a variant of the EM algorithm that iteratively maximizes this criterion. As an illustration, the method is applied to uncertain data clustering using finite mixture models, in the cases of categorical and continuous attributes.
Ç

INTRODUCTION
R
ECENT years have seen a surge of interest in methods for managing and mining uncertain data [1] , [2] , [3] . As noted in [1] , [4] , [5] , uncertain data arise in many applications due to limitations of the underlying equipment (e.g., unreliable sensors or sensor networks), use of imputation, interpolation or extrapolation techniques (to estimate, e.g., the position of moving objects), partial or uncertain responses in surveys, etc.
In recent work on uncertain data mining, probability theory has often been adopted as a formal framework for representing data uncertainty. Typically, an object is represented as a probability density function (pdf) over the attribute space, rather than as a single point as usually assumed when uncertainty is neglected. Mining techniques that have been proposed for such data include clustering algorithms [6] , [7] , [8] , [9] , density estimation techniques [10] , outlier detection [11] , support vector classification [12] , decision trees [5] , etc.
Beside this recent body of literature, a lot of work has been devoted to the analysis of interval-valued or fuzzy data, in which ill-known attributes are represented, respectively, by intervals [13] and possibility distributions [14] , [15] . As examples of techniques developed for such data, we may mention principal component analysis [16] , [17] , [18] , clustering [19] , [20] , [21] , linear regression [22] , [23] , [24] and multidimensional scaling [25] , [26] , [27] .
Probability distributions, intervals, and possibility distributions may be seen as three instances of a more general model, in which data uncertainty is expressed by means of belief functions. The theory of belief functions, also known as Dempster-Shafer theory or Evidence theory, was developed by Dempster [28] , [29] and Shafer [30] , and was further elaborated by Smets [31] , [32] . A belief function may be seen both as a generalized set and as a nonadditive measure, i.e., a generalized probability distribution. The theory of belief functions thus includes extensions of settheoretic operations, such as intersection and union, and extensions of probabilistic operations, such as conditioning and marginalization.
Until now, the use of belief functions for representing data uncertainty has been mostly confined to classification. In [33] , a k-nearest neighbor rule based on Dempster-Shafer theory was introduced. This rule makes it possible to handle partially supervised data, in which uncertain class labels are represented by belief functions (see also [34] , [35] ). This rule was applied to regression problems with uncertain dependent variable in [36] . Methods for building decision trees from partially supervised data were proposed in [37] , [38] , [39] . An extension of the k-mode clustering algorithm to data with uncertain attributes was introduced in [40] . Following preliminary work presented in [41] and [42] , Cô me et al. [43] proposed another approach to the partially supervised learning problem based on mixture models and a variant of the EM algorithm [44] maximizing a generalized likelihood criterion. A similar method was used in [45] for partially supervised learning in hidden Markov models.
In this paper, we extend the approach introduced in [43] , by allowing uncertainty to be expressed not only on class labels in classification problems, but on any continuous or discrete attribute, in any learning problem based on a parametric statistical model. 1 The contribution of this paper is threefold:
1. We propose an uncertain data model in which data uncertainty is represented by belief functions; this model encompasses probabilistic data, intervalvalued data, and fuzzy data as special cases; 2. We introduce an extension of the EM algorithm, called the evidential EM (E 2 M) algorithm, allowing us to estimate parameters in parametric statistical models based on uncertain data. 1 . A preliminary version of some of the ideas introduced here was presented in [46] . The present paper is a deeply revised and extended version of this work, with several new results.
3. We demonstrate the application of this algorithm for handling partially supervised clustering problems with uncertain attributes using finite mixture models. The rest of this paper is organized as follows: The main concepts of the theory of belief functions useful for our purpose are recalled in Section 2. The proposed data model is then presented in Section 3 and the E 2 M algorithm is introduced in Section 4. Applications to clustering of discrete and continuous data using finite mixture models are presented in Sections 5 and 6, respectively. Finally, Section 7 summarizes our main results and presents some research challenges and ongoing work.
THEORY OF BELIEF FUNCTIONS
This section recalls the necessary background notions related to Dempster-Shafer theory. Belief functions on discrete domains and Dempster's rule of combination are first recalled in Sections 2.1 and 2.2, respectively. The notion of cognitive independence is then introduced in Section 2.3. Finally, some notions regarding the definition and manipulation of belief functions on the real line are recalled in Section 2.4.
Belief Functions on Discrete Domains
Let X be a variable taking values in a finite domain , called the frame of discernment. Uncertain information about X may be represented by a mass function m on , defined as a function from the powerset of , denoted as 2 , to the interval ½0; 1, such that X
Function m is said to be normalized if mð;Þ ¼ 0, a condition that will be assumed in the rest of this paper. Any subset A of such that mðAÞ > 0 is called a focal element of m. Two special cases are of interest:
1. If m has a single focal element A, it is said to be categorical and denoted as m A . Such a mass function encodes a piece of evidence that tells us that X 2 A, and nothing else. There is a one-to-one correspondence between subsets A of and categorical mass functions m A : categorical mass functions are thus equivalent to sets. 2. If all focal elements of m are singletons, then m is said to be Bayesian. There is a one-to-one correspondence between probability distributions p : ! ½0; 1 and Bayesian mass functions m such that mðf!gÞ ¼ pð!Þ, for all ! 2 : Bayesian mass functions are thus equivalent to probability distributions. To each normalized mass function m, we may associate belief and plausibility functions from 2 to ½0; 1 defined as follows:
for all A . These two functions are linked by the relation P lðAÞ ¼ 1 À BelðAÞ, for all A . Each quantity BelðAÞ may be interpreted as the degree to which the evidence supports A, while P lðAÞ can be interpreted as an upper bound on the degree of support that could be assigned to A if more specific information became available [32] . The following inequalities always hold: BelðAÞ P lðAÞ, for all A . The function pl : ! ½0; 1 such that plð!Þ ¼ P lðf!gÞ is called the contour function associated with m. If m is Bayesian, then functions Bel is identical to P l and it is a probability measure. Another special case of interest is that where m is consonant, i.e., its focal elements are nested. The following properties then hold [30] 
for all A; B . The plausibility function is thus a possibility measure, and Bel is the dual necessity measure [14] , [47] . The contour function pl is then the associated possibility distribution. Consequently, the theory of belief functions can be considered as having greater expressive power than possibility theory.
Dempster's Rule
Let m 1 and m 2 be two mass functions induced by independent items of evidence. They can be combined using Dempster's rule [30] to form a new mass function defined as:
for all A , A 6 ¼ ;, and ðm 1 È m 2 Þð;Þ ¼ 0, where
is the degree of conflict between m 1 and m 2 . If ¼ 1, there is a logical contradiction between the two pieces of evidence and they cannot be combined. Dempster's rule is commutative, associative, and it admits as neutral element the vacuous mass function defined as mðÞ ¼ 1.
Let us now assume that m 1 is Bayesian. Its contour function is a probability distribution p 1 defined by p 1 ð!Þ ¼ m 1 ðf!gÞ for all ! 2 . Combining m 1 with an arbitrary mass function m 2 with contour function pl 2 yields a Bayesian mass function m 1 È m 2 with contour function p 1 È pl 2 defined by
(We note that, without ambiguity, the same symbol È is used for mass functions and contour functions). The degree of conflict between p 1 and pl 2 is
It is equal to one minus the mathematical expectation of pl 2 with respect to p 1 . Finally, we may also note that, if m 2 is categorical and such that m 2 ðAÞ ¼ 1, then p 1 È pl 2 is the probability distribution obtained by conditioning p 1 with respect to A. 
Cognitive Independence
Belief Functions on the Real Line
The theory of belief function can be extended to a continuous frame by replacing the mass function m by a density function over a suitable family of subsets of . We will only need to address the simplest case in which ¼ IR (see, e.g., [29] , [48] , [49] ). In this case, a mass density function can be defined as a function m from the set of closed real intervals to ½0; þ1Þ such that mð½u; vÞ ¼ fðu; vÞ for all u v, where f is a 2D probability density function with support in fðu; vÞ 2 IR 2 ju vg. Intervals ½u; v such that mð½u; vÞ > 0 are called focal intervals of m. The contour function pl corresponding to m is defined by the following integral:
Two important special cases of continuous belief functions are Bayesian belief function, for which focal intervals are reduced to points, and consonant belief functions, for which focal intervals are nested. The 2D pdf corresponding to a Bayesian belief function has the following form: fðu; vÞ ¼ pðuÞðu À vÞ, where p is a univariate pdf and is the Dirac delta function. As in the discrete case, a consonant belief function on IR corresponds to a possibility measure, the contour function being equal to the corresponding possibility distribution.
The reader is referred to [48] for a detailed exposition of different notions pertaining to belief functions on the real line. We will only recall here the following result that will be needed in the sequel. Let m 1 be a Bayesian mass density function defined by the univariate pdf p 1 , and let m 2 be an arbitrary mass density function with contour function pl 2 . The degree of conflict between m 1 and m 2 is
Assuming that < 1, the combination of m 1 and m 2 is Bayesian with corresponding pdf:
We note the similarity between (12) and (6)- (7). 
Consequently, p 1 È pl 2 is the Gaussian pdf ðÁ; 12 ;
Þ and the degree of conflict is
DATA MODEL
The data model and the generalized likelihood criterion will now first be described in the discrete case in Section 3.1. The interpretation of the criterion will then be discussed in Section 3.2 and independence assumptions allowing us to simplify its expression will be introduced in Section 3.3. These notions will be illustrated using a simple example in Section 3.4. Finally, the continuous case will be addressed in Section 3.5.
Discrete Case
To simplify the exposition, our data model will first be introduced in the discrete setting. The extension to the continuous setting will be postponed until Section 3.5. Let X be a discrete random vector taking values in X , with probability mass function p X ðÁ; Þ depending on an unknown parameter 2 Â. Let x denote a realization of X, referred to as the complete data. If x was perfectly observed, then the likelihood function given x would be defined as the function from Â to ½0; 1 such that:
Let us now assume that x is not precisely observed, but it is known for sure that x 2 A for some A X . The likelihood function given such imprecise data is now:
More generally, our knowledge of x may be not only imprecise, but also uncertain; it can then be described by a mass function m on X with focal elements A 1 ; . . . ; A r and corresponding masses mðA 1 Þ; . . . ; mðA r Þ. To extend the likelihood function (16) given such uncertain data, we may simply compute the weighted sum of the terms Lð ; A i Þ with coefficients mðA i Þ, which leads to the following expression:
This extension of the classical likelihood criterion will be adopted in the rest of this paper. As will be shown, this criterion has a simple interpretation in terms of conflict between the model and the observations, and it admits a simple expression under independence assumptions. Before discussing the interpretation of this criterion, it must be emphasized that, in our model, the probability mass function p X ðÁ; Þ and the Dempster-Shafer mass function m represent two different pieces of knowledge:
. p X ðÁ; Þ represents generic knowledge about the data generating process or, equivalently, about the underlying population; it corresponds to random uncertainty; . m represents specific knowledge (or factual evidence 2 ) about a given realization x of X; this knowledge is only partial because the observation process is imperfect; function m captures epistemic uncertainty, i.e., uncertainty due to lack of knowledge. The uncertain data m are thus not assumed to be produced by a random experiment, which is in sharp contrast with alternative approaches based on random set (see, e.g., [52] , [53] ) or fuzzy random variables (see, e.g., [54] , [55] , [24] ).
Interpretation
To better understand the meaning of (17), let us rewrite Lð ; mÞ as:
The likelihood Lð ; mÞ thus only depends on m through its associated contour function pl. For this reason, we will write indifferently Lð ; mÞ or Lð ; plÞ.
By comparing (18c) with (7), we can see that Lð ; mÞ equals one minus the degree of conflict (7) between p X ðÁ; Þ and m. Consequently, maximizing Lð ; mÞ with respect to amounts to minimizing the conflict between the parametric model and the uncertain observations. Alternatively, Lð ; mÞ can be regarded as a degree of agreement [56] between the model and the observations. We may also observe from (18c) that Lð ; mÞ can be alternatively defined as the mathematical expectation of plðXÞ, given :
The above expression suggests an interesting link with Zadeh's notion of probability of a fuzzy event [57] . Assume that m is consonant. Then, as recalled in Section 2.1, its contour function pl is a possibility distribution: it can thus be considered as fuzzy data. The generalized likelihood Lð ; mÞ is then the probability of the fuzzy data, given the parameter value (see [58] , [59] ).
Independence Assumptions
Let us assume that the random vector X can be written as X ¼ ðX 1 ; . . . ; X n Þ, where each X i is a p-dimensional random vector taking values in X i . Similarly, its realization can be written as x ¼ ðx 1 ; . . . ; x n Þ 2 X . Two different independence assumptions can then be made:
1. Under the stochastic independence of the random variables X 1 ; . . . ; X n , the probability mass function p X ðÁ; Þ of X can be decomposed as:
2. Under the cognitive independence of x 1 ; . . . ; x n with respect to m (see Section 2.3), we can write
where pl i is the contour function corresponding to the mass function m i obtained by marginalizing m on X i . We can remark here that the two assumptions above are totally unrelated as they are of different natures: stochastic independence of the random variables X i is an objective property of the random data generating process, whereas cognitive independence pertains to our state of knowledge about the unknown realization x of X.
If both assumptions hold, the likelihood criterion (19) can be written as a product of n terms:
Illustrative Example
As an illustrative example, let us consider a medical study in which n patients are taken at random from some population, in which some disease is present in proportion . Let X i be the Bernoulli variable such that X i ¼ 1 if patient i has the disease, X i ¼ 0 otherwise. Assuming the random sample X ¼ ðX 1 ; . . . ; X n Þ to be independent and identically distributed (iid), we have
for all x ¼ ðx 1 ; . . . ; x n Þ 2 X ¼ f0; 1g n . After the n patients have been sampled from the population, the complete data consists in the vector x ¼ ðx 1 ; . . . ; x n Þ describing the states of the n patients. However, assume that these states are only partially known from the opinions of a physician, who provides a mass function m on X . Let m i be the marginal mass function concerning the state of patient i and pl i the corresponding contour function. Using (22), we get the following expression for the log-likelihood given m under the cognitive independence assumption (21):
Continuous Case
The above definitions can be straightforwardly transposed to the continuous case. Assume that X is a continuous random vector with pdf p X ðÁ; Þ and let pl : X ! ½0; 1 be the contour function of a continuous mass function m on X . Similarly to (18c), the likelihood function given pl can be defined in this case from (19) as
assuming this integral to exist and to be nonzero. According to (11) , the interpretation of Lð ; plÞ as a degree of agreement between p X ðÁ; Þ and m is still valid in this case. Equation (22) also holds under the assumptions of stochastic and cognitive independence.
EVIDENTIAL EM ALGORITHM
In this section, the classical EM algorithm [44] , [60] will first be recalled in Section 4.1. A version of this algorithm, called the evidential EM (E 2 M) algorithm, which maximizes the generalized criterion introduced in the previous section will then be described in Section 4.2. Finally, the application of this algorithm to solve the Bernoulli example of Section 3.4 will be presented in Section 4.3.
EM Algorithm
The EM algorithm is a broadly applicable mechanism for computing maximum likelihood estimates (MLEs) from incomplete data, in situations where maximum likelihood estimation would be straightforward if complete data were available [44] .
With the same notations as in Section 2.1, let us assume that we have a (discrete or continuous) random vector X with probability mass function or pdf p X ðx; Þ. A realization x has been drawn from X, but it is incompletely observed. The observed data consists in a subset A & X such that x 2 A. The likelihood function knowing that X 2 A is given by (16) .
The EM algorithm approaches the problem of maximizing the observed-data log likelihood log Lð ; AÞ by proceeding iteratively with the complete-data log likelihood log Lð ; xÞ ¼ log p X ðx; Þ. Each iteration of the algorithm involves two steps called the expectation step (E-step) and the maximization step (M-step).
The E-step requires the calculation of 
Extension to Uncertain Data
To maximize the likelihood function Lð ; mÞ given uncertain data m, as introduced in Section 3, we propose to adapt the EM algorithm as follows:
In the E-step, the conditional expectation (26) 
for all q.
The proof of Theorem 1 is very similar to that given in [44] . It is given in Appendix A, which can be found on the Computer Society Digital Library at http:// doi.ieeecomputersociety.org/10.1109/TKDE.2011.201, for completeness.
To conclude this section, we may note that the probability mass or density function p X ðxj Þ È pl and, consequently, the E 2 M algorithm depend only on the contour function pl and are unchanged if pl is multiplied by a constant. Consequently, the results are unchanged if m is converted into a probability distribution by normalizing the contour function, as suggested in [61] , or if pl is viewed as a possibility distribution. However, we may observe that Dempster's rule, which plays a fundamental role in our approach, can only be justified within the theory of belief functions as a rule to combine independent items of evidence (see, e.g., [62] for a comparison between the Dempster-Shafer and Bayesian semantics for "probability judgments"). Consequently, there seems to be no easy way to cast our approach in a more restricted framework such as possibility theory or probability theory.
Example
Let us come back to the example introduced in Section 3.4. The observed-data likelihood to be maximized is given by (24) . The complete-data log-likelihood is obtained by taking the logarithm of (23):
As it is a linear function of the x i , the expectation of this quantity with respect to p X ðÁ; ðqÞ Þ È pl can be computed in the E-step at iteration q as 
The maximum of (32) computed at the M-step is obtained for:
which is the estimate of at iteration q. The above algorithm was applied to the data shown in Table 1 . This data set is composed of n ¼ 6 observations, one of which (for i ¼ 4) is uncertain and depends on a coefficient . In that special case it is assumed that pl 4 ð0Þ þ pl 4 ð1Þ ¼ 1, i.e., the corresponding mass function m i is Bayesian. Fig. 1 shows the observed-data likelihood function Lð; mÞ for 10 different values of ranging from 0 to 1. In the special cases, where ¼ 0 and ¼ 1 there is no data uncertainty and the MLEs are, respectively, b ¼ 0:5 and b ¼ 2=3. The E 2 M algorithm was applied to the data with
The results are shown in Table 2 . The algorithm was stopped when the relative increase of the likelihood between two iterations was less than 10 À6 . Starting from the initial value ð0Þ ¼ 0:3, this condition was met after five iterations. The final MLE is b ¼ 0:6. This is the value of that minimizes the conflict between the uncertain data given in Table 1 and the parametric model (23).
CLUSTERING OF CATEGORICAL DATA
In this section, we demonstrate the application of the E 2 M algorithm to the clustering of uncertain categorical data based on a latent class model [63] , [64] . The notations and the model will first be described in Section 5.1. The estimation algorithm for this problem will then be given in Section 5.2 and experimental results will be reported in Section 5.3.
Problem Description and Generative Model
Let us consider a data set composed of n objects described by p categorical attributes and a class attribute taking values in a set of g classes.
Let w i ¼ ðw Similarly, the class of object i will be described by a vector z i ¼ ðz i1 ; . . . ; z ig Þ of binary variables z ik such that z ik ¼ 1 if object i belongs to class k, and z ik ¼ 0 otherwise.
The complete data x ¼ fðw 1 ; z 1 Þ; . . . ; ðw n ; z n Þg will be assumed to be a realization from an iid random sample X ¼ ðX 1 ; . . . ; X n Þ, with X i ¼ ðW i ; Z i Þ. We will further assume the attributes W j i to be conditionally independent given the class Z i . Denoting by jh k the probability that attribute j takes modality h given class k and by k the prior probability of class k, we thus have
where ¼ ðf jh k g; f k gÞ is the vector of all parameters, and
The complete data x will be assumed to be imperfectly observed, and partial knowledge about x will be assumed to be described by a mass function m on the domain of x. Assuming cognitive independence (21) between all variables according to m, the contour function associated with m is
where pl ik is the plausibility that object i belongs to class k, and pl jh i is the plausibility that attribute j takes modality h for object i.
The observed-data likelihood for this model has the following expression:
Solution
The derivation of the E 2 M algorithm for the above model 3 is detailed in Appendix B, available in the online supplemental material. Only the main equations are given here without proof.
E-Step
The expectation of the complete-data log-likelihood log Lð ; xÞ with respect to pðÁjpl; 
M-Step
The maximum of Qð ; ðqÞ Þ is then obtained at the M-step for the following parameter estimates: 
Experimental Results
The above approach was first applied to simulated data with g ¼ 3 equiprobable classes and p ¼ 3 attributes (with r j ¼ 4 modalities each). The conditional probability distributions of attributes given each class are shown in Table 3 . A data set of size n ¼ 500 were generated from this distribution. To simulate uncertainty on attributes and class 3 . Matlab source code for all the algorithms described in this paper can be downloaded from the author's web page at https://www.hds.utc.fr/ tdenoeux.
TABLE 3 Conditional Probability Vectors for Each Attribute j Given Each
Class k for the Simulated Categorical Data labels, we proceeded as follows: For each object i and each attribute j, an error probability q j i was drawn randomly from a beta distribution with mean and standard deviation 0.2. With probability q j i , the value w j i of attribute j for object i was then replaced by a completely random value e w j i (with a uniform distribution over the four modalities). The plausibilities pl jh i were then determined as
& Similarly, class labels z i were replaced with noisy versions e z i with probabilities q i drawn from the same distributions as the q j i s, and plausibilities pl ik were computed in a similar way. The whole experiment (generation of initial and noisy data) was repeated 20 times. For each obtained data set, the E 2 M algorithm was applied to 1. Uncertain labels pl ik and uncertain attributes pl jh i ; 2. Noisy labels e z ik and noisy attributes e w jh i ; 3. Uncertain attributes pl jh i and no information on class labels; 4. Noisy attributes e w jh i and no information on class labels. In each case, the E 2 M algorithm was run five times with random initial conditions, and the best solution according to the observed-data likelihood was retained. Each object was then assigned to the class with the largest estimated posterior probability, and the obtained partition was compared to the true partition using the adjusted Rand index [65] . We recall that this commonly used clustering performance measure is a corrected-for-chance version of the Rand index, which equals 0 on average for a random partition, and 1 when comparing two identical partitions.
The results are shown graphically in Fig. 2 . As expected, a degradation of the clustering performances is observed when the mean error probability increases, with the adjusted rand index tending to zero as tends to 1. More importantly, Fig. 2 shows that the use of uncertain labels and/or uncertain attribute values (in the form of plausibilities) allows us to reach better clustering results than those obtained using noisy labels and/or attributes. These results show that our method is able to exploit additional information on data uncertainty, when such information is available.
We may remark here that, in the previous experiment, uncertain labels and attributes had to be generated by a random process. One could object that this random process, if known, could be incorporated in the generative model, and the standard EM algorithm could be used. It must be emphasized, however, that mass or plausibility functions in our model introduced in Section 3 represent epistemic uncertainty, which cannot be represented within a random generative model. They are only generated randomly here for the purpose of the experiment.
Our approach was also tested on the Breast Cancer data set available from the UCI Machine Learning Repository. 4 This is a two-class data set with 201 instances of one class and 85 instances of the other class. The instances are described by nine discrete attributes treated as categorical. Noisy attributes e w jh i and uncertain attributes pl jh i were generated in exactly the same way as in the previous experiment. We considered a semi-supervised learning task, in which a proportion of the objects is labeled. As before, we estimated the model parameters, assigned each unlabeled object to the class with the largest estimated posterior probability, and evaluated the result using the adjusted Rand index. The experiment was repeated 20 times. Figs. 3 and 4 show the average values of the adjusted Rand index as a function of the mean error probability , for noisy and uncertain attributes, with proportions of labeled data equal to ¼ 20% and ¼ 30%, respectively. Once again, better results are obtained when taking into account attribute uncertainty, which demonstrates the usefulness of our approach.
CLUSTERING OF CONTINUOUS DATA
Gaussian mixture models are commonly used for clustering continuous data (see, e.g., [66] , [67] ). In this section, we investigate the estimation of parameters in such models, when uncertainty on attributes is represented by belief functions with Gaussian contour functions, and partial information on class labels may also be available in the form of arbitrary mass functions. As in the previous section the model will first be introduced in Section 6.1. The estimation algorithm will then be described in Section 6.2 and simulation results will be presented in Section 6.3.
Problem Description and Generative Model
The notations and assumptions are basically the same as those in Section 5.1, except that the attribute vector W i ¼ ðW 
Denoting by ¼ ðf k g; fAE k g; f k gÞ the vector of all parameters, the complete data pdf is
As before, assuming cognitive independence (21) , partial knowledge about x will be assumed to be represented by a mass function m with contour function 
with (using (13b) and the conditional independence of the attributes
Solution
A before, only the main equations of the E 2 M algorithm for the above model will be given in this section. The derivation of these equations is detailed in Appendix C, available in the online supplemental material.
E-Step
The expectation of the complete-data log-likelihood log Lð ; xÞ with respect to pðÁ; ðqÞ Þ È pl is then
where 
M-Step
Maximizing (51) yields the following parameter estimates at iteration q þ 1: 
Experimental Results
The above algorithm was applied to simulated Gaussian data with n ¼ 200 instances and the following parameter values:
1 ¼ ð3; 0; 0Þ 0 ; 2 ¼ ð0; 3; 0Þ 0 ; 3 ¼ ð0; 0; 3Þ 0 ;
We first considered the unsupervised learning situation in which no information on class labels is available, i.e., pl ik ¼ 1 for all i and k. To simulate uncertainty on attributes, we randomly generated for each object i and each attribute j a standard deviation s In each case, the E 2 M algorithm was run five times with random initial conditions, and the best solution according to the observed-data likelihood was retained. Each object was then assigned to the class with the largest estimated posterior probability, and the obtained partition was compared to the true partition using the adjusted Rand index. The results are shown in Fig. 5 . As we can see, the algorithm successfully exploits the additional information about attribute uncertainty, which allows us to better recover the true partition of the data.
To investigate the influence of class label uncertainty, we generated noisy class labels e z ik and plausibilities pl ik as explained in Section 5.3. Attribute uncertainty was also simulated as above, with s max ¼ 2. Fig. 6 shows the adjusted Rand index as a function of the mean error probability on class labels, for the E 2 M algorithm applied to data with uncertain and noisy labels, as well as to unsupervised data. Here again, uncertainty on class labels appears to be successfully exploited by the algorithm. Remarkably, the results with uncertain labels never get worse than those obtained without label information, even for error probabilities close to 1. This finding confirms a similar result reported in [43] .
To corroborate the above results with real data, similar experiments were carried out with the well-known Iris data set. 5 We recall that this data set is composed of 150 4D attribute vectors partitioned in three classes, corresponding to three species of Iris. Unsupervised learning with attribute uncertainty generated as above was first carried out. The results, shown in Fig. 7 , are very similar to those obtained with simulated Gaussian data. Finally, results with both attribute uncertainty (with s max ¼ 2) and label uncertainty (generated as above) are shown in Fig. 8 . Again, these results are very similar to those obtained with simulated data, as shown in Fig. 6 .
CONCLUSION
A method for estimating parameters in statistical models in the case of uncertain observations has been introduced. The 5. This data set is available at http://archive.ics.uci.edu/ml.
proposed formalism combines aleatory uncertainty captured by a parametric statistical model with epistemic uncertainty induced by an imperfect observation process and represented by belief functions. Our method then seeks the value of the unknown parameter that maximizes a generalized likelihood criterion, which can be interpreted as a degree of agreement between the parametric model and the uncertain data. This is achieved using the evidential EM algorithm, which is a simple extension of the classical EM algorithm with proved convergence properties.
As an illustration, the method has been applied to clustering problems with partial knowledge of class labels and attributes, based on latent class and Gaussian mixture models. In these problems, our approach has been shown to successfully exploit the additional information about data uncertainty, resulting in improved performances in the clustering task.
More generally, the approach introduced in this paper is applicable to any uncertain data mining problem in which a parametric statistical model can be postulated and data uncertainty arises form an imperfect observation process. This includes a wide range of problems such as classification, regression, feature extraction, and time series prediction. 
