This paper describes the statistical analysis of an agricultural experiment that was conducted in a very complex, but somewhat reasonable, experimental design. A correct analysis of data collected from the experimental design used requires the estimation of 8 error terms.
Introduction
An experiment was conducted to determine the effects of IRRigation, Previous Crop, and GYPsum on the yield of wheat. The plot plan is shown in Figure 1 . The irrigation treatments are defined as DRAINED and UNDRAINED, the previous crops are: F-Fallow, P-Perennial Alfalfa, R-Previous three year rotation (sesbania-wheat-sesbania), and W-Wheat straw.
Gypsum treatments are denoted by G+-Gypsum applied and G--No gypsum applied.
Note that the west side of the field was drained while the east side was not drained. The sides for the irrigation treatments were selected at random.
The east-west rows were grouped into blocks of two rows each, and the gypsum treatments were randomly assigned to the rows within each block.
It is not known whether this was done for convenience or whether there was a physical rationale for forming blocks of two rows each for the gypsum treatments.
The previous crop treatments were assigned to pairs of rows and the columns of each half of the field.
These were assigned in a latin square arrangement with previous crop treatments being rerandomized within each half of the field.
The REP notation at the top of each column was provided by the researcher and is not useful for the analysis. One might suppose that the researcher expected that the columns of this plot plan would provide independent replicates of the IRRIGATION treatments.
However, true replicates must come from random assignments of the irrigation treatments to the columns of the plot plan. The columns in this design are more accurately called subsamples and do not represent independent replications of the irrigation treatments.
Measurements were taken on each of the smallest sized plots giving a total of 64 measurements.
The questions about the fixed effects which are of interest are those that would be of interest in most 3-way cross-classified treatment structure experiments.
The fixed effects are: IRR, PC, GYP, IRR*PC, IRR*GYP, PC*GYP, and IRR*PC*GYP. How should data from this experiment be analyzed? This is the topic of this paper. One way to answer this question is to consider each of the different sizes of experimental units to which factors have been randomly assigned. This experiment has 8 different sizes of experimental units. These are illustrated in Figures 2-9 by shading a typical experimental unit of each type. The different sizes of experimental units are:
(1) Half Plot -The irrigation treatments have been randomly assigned to these.
There are two such experimental units. S~e Figure 2 .
(2) Row Pair -The row pairs are blocks for the gypsum treatments. The row pairs have been divided into two equal parts and the gypsum treatments have been randomly assigned to the halves in each block. The row pairs are also blocking factors for rows in a latin square design.
Each of the previous crop treatments occur in pairs once within each row of each square. There are four such experimental units.
See Figure (5) Previous Crop -These experimental units consist of pairs of the smallest sized plots. The previous crop treatments have been randomly assigned to these in a latin square configuration with a new randomization for each square. There are 32 such experimental units. See Figure 6 .
(6) Gypsum -These are the experimental units to which the Gypsum treatments have been randomly assigned.
These units were blocked into row pairs, and the gypsum treatments were randomly assigned to one-half of each row pair.
There are 8 such experimental units. See Figure 7 .
(7) One-fourth row pair -These are the experimental units for the Irrigation*gypsum effects.
There are 16 such experimental units. See Figure 8 .
(8) Smallest Plot -These are the smallest sized experimental units. These are the experimental units to which Irrigation* Previous Crop*gypsum effects have been assigned. See Figure 9 .
One way to see how such an experiment can be analyzed is to first consider each of the experimental unit sizes separately. Develop an analysis for each size, and then put all of the separate parts into one complete analysis.
Analyses for each of the different sizes of experimental units are described in Sections 1-8, respectively.
Half Plot Analysis
There are only two half plots so there is only one contrast for measuring effects amongst the half plots. This single degree of freedom contrast measures the difference between the irrigation treatments. Unfortunately, this part of the experiment is not replicated; hence, there is no measure of experimental error for this experimental unit size and as a result, there is no legitimate statistical test for comparing the levels of irrigation treatments.
The columns of the design used represent subsamples and not independent replications. The form of an AoV table for the half plot analysis is given in Table 1 .
Row Pair Analysis
There are 4 row pairs, so there are 3 orthogonal contrasts for comparing row pairs.
There is no information about fixed effects in these contrasts.
These row pairs act as blocks for the gypsum treatments. The form of an AoV table for the row pair analysis is shown in Table 2 .
Column Block Analysis
There are 8 column blocks, so there are 7 orthogonal contrasts comparing column effects.
One contrast in the colun1n block effects measures the difference between irrigation treatments. This is the same contrast discussed in Section 1. Contrasts which are orthogonal to this one measure subsampling error ra.ther than experimental error for the irrigation treatments.
These contrasts contain no information about fixed effects, and it is not possible to further partition these contrasts into measures of different effects. The form of an AoV table for the column block analysis is shown in Table 3 .
Half Row Pair within Square Analysis
There are 8 half row pairs within each square, so there are 7 orthogonal contrasts comparing half row pairs.
One such contrast measures the difference between irrigation treatments, 3 others are those described in Section 2 which measure differences in complete row pairs. The remaining 3 degrees of freedom come from interaction contrasts between complete row pairs and irrigation. These interaction contrasts contain no information about fixed effects. One could say that they measure experimental error for these sizes of experimental units, but this error is not appropriate for any comparisons of fixed effects. Thus I prefer to label it as IRR*RP.
The form of the AoV table for the half row pair within square analysis is shown in Table 4 .
Previous Crop Analysis
There are 32 experimental units to which the previous crop treatments have been assigned, so there are 31 orthogonal contrasts measuring differences between these experimental unit sizes. Amongst these contrasts are: seven which measure column effects, which can be partitioned as sho~~ in Section 3; three which measure row pair effects and three which measure row pair*irrigation interaction as described in Section 4; three which measure previous crop effects, and three which measure irrigation*previous crop interaction.
The remaining 12 contrasts contain no information about fixed effects and thus provide measures of experimental error for comparing fixed effect contrasts in these same sizes of experimental units, namely the previous crop effect and irrigation*previous crop interaction effect.
The form of the AoV table for the analysis of the previous crop experimental units is shown in Table 5 .
Gypsum Analysis
There are 8 experimental units to which the gypsum treatments have been assigned, so there are 7 orthogonal contrasts comparing these sizes of experimental units. Three of these compare row pairs as described in Section 2 and one compares the two gypsum treatments. The remaining 3 contrasts come from interaction contrasts of row pairs with gypsum and contain no information about fixed effects; these measure experimental error for these sizes of experimental units. The form of the AoV table for the analysis of the gypsum experimental units is shown in Table 6 .
One-fourth Row Pair Analysis
The one-fourth row pair experimental units are shown in Figure 8 . There are 16 such experimental units, so there are 15 orthogonal contrasts measuring differences between these sizes of experimental units.
Seven of these measure the effects described in Section 6 and one measures the irrigation effect described in Section l.
The remaining seven contrasts are formed from the interaction between these two sets of effects.
One of these contrast measures irrigation*gyps~~ interaction, and three others measure IRR*RP interaction as described in Section 4.
The remaining three contain no information about fixed effects and provide measures of experimental error for these experimental unit sizes The resulting error term is used to test for the irrigation*gypsum interaction effect. The form of the AoV table for the one-fourth row pair analysis is shown in Table 7 .
Smallest Plot Analysis
There are 64 of the smallest sized plots, so there are 63 orthogonal contrasts for comparisons between these smallest sized experimental units.
Amongst the 63 orthogonal contrasts are 31 which measure the effects described in Section 5 and 15 which measure the fixed effects described in Section 7.
Seven of these are common to both sections, thus there 63-31-15+7-24 orthogonal contrasts remaining. Three of these measure the prior crop*gypsum interaction, three measure the Irrigation*prior crop*gypsum interaction, and the remaining 18 measure experimental error for these sizes of experimental units. The form of the AoV table for these smallest sized experimental units is shown in Table 8 . 
A SAS Analysis of the Experiment
Now that an appropriate analysis for each of the differing sizes of the experimental units has been determined, the next question is: can the data be analyzed with existing statistical software?
Since the experiment is balanced and since all of the comparisons in Table 8 form orthogonal sets, it should be possible to obtain a computer analysis with a carefully selected model.
In addition to modelling the fixed effects CIRR, PC, IRR*PC, GYP, IRR*GYP, PC*GYP, and IRR*PC*GYP), the model must include terms for the random effects blocking terms (RP, CB(IRR), and IRR*RP). The model must also contain terms which will partition out estimates for each of the experimental error effects (Errors C, D, and E). The residual sum of squares from such a carefully selected model will provide an estimate of the remaining error term, Error F.
Note that the analysis must have random effects terms and/or error terms for each experimental unit size. This experiment has 8 different sizes of experimental units, so there should be 8 error and/or random terms in the model. A model for this experiment should have 3 random effects terms and 5 error terms. Unfortunately, for this experiment, Error A cannot be estimated, since there were no independent replications of the irrigation treatments. Thus this model will only have 7 such terms.
Actually, random effects terms are also error terms. So far they have not been identified as such, primarily because they are not used as denominators for any F-ratios corresponding to the fixed effects in the analysis.
It is important to note that all error and random effects terms must be considered when estimating standard errors for fixed effect means and for comparisons amongst the fixed effects.
The data in this experiment can be analyzed wi th the GLM procedure of SAS R by using the following commands (the terms in bold face are random effects terms and/or error terms): Errors C, D, and E are estimated by the effects, IRR*RP*PC, RP*GYP, and IRR*RP*GYP, respectively. Error F is estimated by the residual sum of squares.
The TYPE I analysis gives appropriate sums of squares for each of the effects, and this analysis tests the usual fixed effects hypotheses which are tested in balanced three-way experiments. To see this one can examihe the results of the El option used on the MODEL statement. The El option shows the general form of the TYPE I estimable functions, and this general form identifies the functions of the fixed effect parameters being compared to zero by the TYPE I analysis (See Milliken and Johnson (1984) , Chapter 10). By using the TEST option on the RANDOM statement above, SAS R will provide corrected F-statistics for each of the effects in the model using the methods proposed in Milliken and Johnson (1984, Chapter 28) .
It might be noted that for many experiments the TYPE III and/or TYPE IV analyses can often be used when the TYPE I analysis cannot. For this experiment, however, the sum of squares for the CB(IRR) term is not computed correctly by the TYPE III and TYPE IV analyses which is why the TYPE I analysis should be used. The TYPE III and IV analyses give the CB(IRR) sum of squares as zero with zero degrees of freedom. The reason for this is that the contrasts which measure this effect are contained within those that are required for the Previous Crop Analysis as described in Section 5.
The actual data for this experiment are not available. In order to illustrate an analysis of data from this kind of messy experiment, data were manufactured. For each of the 64 smallest cell sizes, a data point was generated from a standard normal distribution. The commands used to generate the data are:
DATA; INPUT IRR GYP CB PC RP @@;
The TYPE I AoV table from a GLM analysis of this manufactured data is given in Table 9 , All of the F-Values and their corresponding PValues would be wrong in a real data case except those corresponding to the PG*GYP and IRR*PC*GYP effects. The results from the RANDOM option are shown in Table 10 , and some of the results from the TEST option are shown in Table 11 .
At this point, we have illustrated the different sizes of experimental units, have shown how this information can be used to identify error terms for a statistical analysis, have shown an appropriate model for the experiment, and illustrated an AoV table.
To effectively complete an analysis of such an experiment, one will also need to be able to make mean comparisons amongst the fixed' effects as well as estimating fixed effect means and their standard errors. This can be done by generalizing the results in Milliken and Johnson to a multiple error term case.
The basic ideas are illustrated in Section 10.
Estimating Contrasts in Fixed Effects.
This section illustrates the steps required for obtaining corree t standard errors of linear functions of the fixed effects for the experiment considered in this paper.
It should be pointed out that the LSMEANS option in a GLM analysis of this experiment provides correct least squares means, but their corresponding standard errors are usually wrong and p-values for pairwise comparisons are often wrong. A knowledgeable data analyst may be able to select E-options on the LSMEANS options to get many of the comparisons carried out correctly, but it is not usually possible to get the computer to correctly carry out all comparisons which are likely to be of interest.
Let ~"k represent the expected response from irrigation treatment ~J i, prior crop treatment j, and gypsum treatment k. To illustrate the CONTRAST and ESTIMATE statements corresponding to these functions of the fixed effects parameters which can be used in the GLM analysis presented are given in Table 12 . Table 13 gives the results of these CONTRAST and ESTIMATE options.
The standard errors in Table 13 are usually computed incorrectly and as a result ,the t-tests and their corresponding p-values are also incorrect.
Likewise the F-tests and their p-values from the contrast options are also incorrectly computed. Nevertheless, the results in Table 13 are useful, because they provide the information required to allow a data analyst to compute corrected standard errors, t-tests, and p-values with a little effort.
To describe how things can be fixed for this experiment, let MS., . The estimates of our contrasts and their corrected standard errors are given in Table 14 .
To complete the analysis one has to be able to assign p-va1ues to pseudo t-statistics formed by taking ratios of the estimates and their corresponding corrected standard errors. To do this, degrees of freedom are assigned to the t-tests by using Satterthwaite's Theorem for approximating the distribution of a linear combination of independent chi-square random variables.
To illustrate, cQnsider the fourth contrast.
From Table 13 , the expected mean square of this contrast is 2 2 2 °f+ 4 oIRG+ 4 oRG' Its estimate is equal to .12S(MS S )+.87S (MS 6 ) . Figure 7 . Size 6 expenmental unrt -GYP (gypsom treatment). CB ( The first 3 of these do not need to be approximated. These contrasts have expectations which are the same as one of the error terms in the AoV table.
