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Self-assembled micro and nanostructures in thin films have many potential 
applications in microelectronics, photonics, coatings and solar cells.  Precise control over 
the self-assembled surface features, such as pattern, order and feature size, is crucial to 
the device performance. However, most current self-assembly methods have inadequate 
control over defects. Motivated by this challenge, this work aims to investigate and 
propose mechanisms for efficient and robust fabrication of well-defined micro and 
nanostructures by self-assembly. Specifically, the coupling of surface tension and 
elasticity is the focus of this work. 
First, I proposed two mechanisms to improve the long-range order in self-
assembled nanostructures in a continuum binary thin film. The first mechanism is called 
sequential activation of self-assembly, in which the self-assembly was initiated in a small 
mobile region to form a seed pattern, and then the mobile region was shifted gradually. 
This process led to a long-rang ordered superlattice regardless of whether the seed was 
perfect or not. Further exploration led to the second mechanism which we call the 
spontaneous propagation of self-assembly. This mechanism utilizes the ordered pattern in 
the growth front to trigger self-assembly in the propagation front zone. It enables the 
delivery of local order information to distance by spontaneous propagation. Both 
mechanisms may apply to other self-assembled systems.  
xiv 
 
Next, I studied the formation of self-assembled nanoparticles during dewetting of 
templated thin films. Recent experiments showed that anodic aluminum oxide (AAO) 
membranes, which have uniform nanoscale pore size and spacing, can influence the 
dewetting of iron thin films into organized arrays of nanoparticles, such as for growth of 
ordered carbon nanotubes (CNTs). Our simulations captured the dynamic dewetting 
processes from early expansion of pores, rupture of liquid network to final formation of 
discrete nanoparticles.  It is shown that the AAO pore position variations and the initial 
film thicknesses have strong influence on the order of nanoparticles, while AAO pore 
size variations have relatively weak effect on the order. Two coarsening mechanisms are 
further identified to explain the changes in particle order parameter and size distribution. 
Last, I investigated the mechanisms of elastocapillary densification of pre-
patterned vertically aligned CNT forests. Recent experiments showed controllable bent, 
twisted, re-entrant and other complex 3D microstructures can be fabricated via this 
capillary forming method. The bending mechanism in bilaterally symmetric structures is 
revealed by considering competition between axial forces and lateral forces. The shape 
change in cross-section of relatively short CNT forests is explained as a substrate effect. 
In addition, the nonlinear lateral mechanical behavior of CNT forests is captured by finite 










  Chapter 1






1.1.1 Self-assembly: from nature to nanoscience 
Nature has been a blueprint for human discoveries and innovations throughout the 
history. Birds conquer the sky long before the Wright Brothers, dolphins have their own 
long-range sonar under the water, and the plant burrs surface feature inspires the design 
of Velcro hook-and-loop fasteners. These inventions and mechanisms inspired by nature 
are used in our daily life and familiar to us. However, there is one salient characteristic in 
nature that people sometimes may overlook, which is the extreme high-degree of order 
existed in natural materials or organisms. For example, water molecules can form regular 
hexagonal shaped snowflakes when condensed under certain temperatures [1] (see Figure 
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1.1), clouds can form distinctive patterns at different altitudes [2], leaves can take 
thousands of regular shapes based on the species of the plants, and the most amazingly, 
about 10-100 billion neural cells organize in a way that forms an adult human brain [3]. 
More strikingly, one may notice that the constituents of these highly ordered entities 
consist of completely random and disordered atoms, molecules or cells. In fact, processes 
in which systems spontaneously develop from disordered to ordered states are ubiquitous 
in nature. To emphasize the spontaneity of these processes which occurs without human 
intervention, we usually call them self-assembly or self-organization phenomenon (I will 
use self-assembly in this thesis; please refer to [4] for subtle differences between the two). 
Indeed the physics underlying the self-assembly processes have been intriguing 
researchers for long and have attracted increasing attentions especially in the recent 
decade with the emergence of nanoscience[5].  
Why nano-scientists chose self-assembly?  First, the limit of traditional 
photolithographic method has created opportunities for novel approaches to further 
miniaturizing microelectronic components to sub 10nm level [6]. Self-assembly is 
considered as one of the most efficient and preferred methods in this innovation. Second, 
self-assembly creates a new pathway to synthesize novel materials with nano-scale 
building blocks other than atoms. These self-assembled materials possess unique 
properties compared to traditional crystalline materials [7]. Third, self-assembly is a 
parallel process in essence, unlike some serial techniques such as optical tweezers[8] or 
atomic traps [9]. Therefore the bulk nanofabrication based on self-assembly will have 






Figure 1.1 (a)-(d) Snowflakes morphologies (e)  the morphology phase diagram of snowflakes in 
terms of temperature and supersaturation [1] 
 
The ability to design and apply self-assembly into nanofabrication requires full 
understanding of the mechanism how self-assembly works in a system. Self-assembly is a 




during the process must be negative according to thermodynamics. Considering a system 
at a constant temperature and pressure, the associated Gibbs free energy G has the 
mathematical definition as following, G H TS= − , where H and S stands for enthalpy 
and entropy respectively.  The change of free energy gives G H T S∆ = ∆ − ∆ . When the 
change of entropy 0S∆ <  during the self-assembly, it increases the Gibbs free energy 
which means the process must be enthalpy-driven so that H T S∆ < ∆ . When 0S∆ > , 
entropy itself favors the self-assembly to occur.  In this case the change of enthalpy can 
be negative or positive as long as H T S∆ < ∆ . Note that although self-assembly is a 
spontaneous process that transform the system from disorder into order, it does not 
indicate that the always decreases. The actual change depends on the real system [10-12]. 
Similar arguments also apply when we consider Helmholtz free energy. 
Building blocks and the interactions between them are the two essential elements 
of self-assembly.  Just as its name implies, the building blocks such as nanoparticles and 
nanotubes serves as the bricks; the interactions such as van der Waal force, electrostatic 
force and magnetic force, being attractive or repulsive, serve as the cement.   After over 
two decades of intense research on nano-materials, the focus of self-assembly is shifting 
from synthesis of individual building blocks to their larger scale assembly of micro-, 
nanostructures. Hundreds and thousands of well-defined nano-components have been 
synthesized in terms of sizes, shapes and materials [10].  However, as the other important 
element of self-assembly, the interactions between nano-components are yet well 
controlled. Most self-assembly processes are still suffering from the defects and 
inadequate control of repeatability. At nanoscale, the properties of the self-assembled 
materials highly depend on the size of building blocks, the spacing and the order of the 
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lattice or structure, which are crucial to any application targeted nano-fabrications. 
Therefore, the challenge that is facing nano-fabrications nowadays is to develop efficient 
and robust ways of assembling the existing nano-components into well-defined micro and 
nanostructures. Motivated by the challenge, this work aims to investigate and propose the 
potential mechanisms to achieve better defect control over the self-assembly process and 




Figure 1.2 Nanoscale building blocks with different shapes [10] 





1.1.2 Self-assembled nanostructures in thin film self-assembly 
Self-assembly usually occurs in a liquid phase or on a solid substrate due to the 
mobility requirement on the building blocks. In a liquid phase, the building blocks are 
governed by Brownian motion and corresponding long-range interactions such as van de 
Waal interaction, electrostatic [13, 14], magnetic interactions [15, 16]. They usually form 
crystal-like superlattices [17-19]. This thesis will focus on the case which self-assemblies 
occur on a solid substrate. In this situation, due to the size of the nanoscale building 
blocks, the initial or the final configurations of the systems are often in the form of thin 
films.  
A thin film is a layer of materials with thickness much less than the extent of the 
film. In nanoscience, the subjects of interest range from monolayers (one layer of 
molecules or atoms) to films with thickness of a few micrometers.  Thin films have been 
widely used in semiconductor devices [20], material coatings [21], batteries [22], solar 
cells [23] and etc. Their uniformity in thickness and compositions is of great importance 
to the device performance. The traditional thin film preparation methods include 
chemical deposition[24] and physical deposition[25]. In the context of self-assembly, thin 
films are usually used in two situations. (1) The films are in liquid phase and act as the 
environment of discrete building blocks such as molecules, cells, nanoparticles and 
nanotubes. These building blocks are usually suspending or floating in the thin films. 
Under the actions of surface tension and associated interactions, the building blocks 
aggregate with [26-28] or without the evaporation of the liquid phase [29]. Assemblies of 
these building blocks with certain ordered arrangement become the functional materials 
of our interest while the liquid phase can be often removed.  (2) In the other case, the 
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films are in liquid or solid phases and there are no explicit building blocks initially; the 
building blocks form simultaneously from phase separation or composition modulation 
during self-assembly [30]. Therefore, the systems often consist of mixtures of different 
species or phases. For examples, diblock copolymers thin film forms hexagonal or striped 
patterns when heated above its glass transition temperature [31, 32]. Binary monolayers 
can form ordered hexagonal patterns on a solid substrate [33].  In these systems, the 
outcome of the self-assembly is the newly developed building blocks which are made out 
of the thin film itself.    
 
 




1.1.3 Role of surface tension and elasticity in thin film self-assembly 
  From energy perspective, the change of free energy determines the driving 
forces of the self-assembly. For a typical thin film self-assembly system, the dominant 
free energy components often come from surface tension, interactions among building 
blocks and interactions with substrates.    
Surface tension is caused by the energy state imbalance between the molecules on 
the surface and those inside the body. It has a unit of force per unit length or we 
sometimes use surface energy in unit of energy per unit area according to the emphasis. 
When the length scale decreases to micro- or nano-domain, the surface tension becomes 
overwhelming. It is because gravitational force scales with dimension cubed, while 
surface tension only scales linearly with dimension. We usually use the capillary length 
1 / gκ γ ρ− =  to determine whether gravity is important in the system or not, where γ  is 
the surface tension, ρ is the density of the liquid and g  is the gravitational acceleration. 
When the size of interested system is less than 1κ − , the gravity is negligible and vice 
versa. The typical order of the capillary length is about a few millimeters for water. This 
length renders the surface tension an excellent candidate for driving force of mico and 
nano-scale self-assembly [34]. 
Surface tension always tends to minimize the surface area. This tendency plays 
slightly different roles in different thin film self-assembly systems. For example, in a 
system with nanoparticles or molecules floating on the liquid-air interface, surface 
tension provides an attractive interaction between these building blocks. In a system 
without pre-fabricated building blocks such as those in type (2) discussed earlier, surface 
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tension tends to stabilize any fluctuations on the thin film surface. The details will be 
discussed later in the following chapters via different systems.  
 On the other hand, the interactions among building blocks and the interactions 
between films and substrates usually provide certain competing actions to the surface 
tension.  For example, there will be electrostatic repulsion [35] if particles are charged.  
Van de Waal interaction could cause the disjoining pressure [36] between two interfaces 
that are less than 100nm apart. This thesis will focus on those interactions that arise from 
elasticity. This includes both elastic interaction with the substrate and elasticity of the 
building block itself.  For example, quantum dots formation by Stranski–Krastanov 
growth [37] is induced by excess strain energy. The self-assembled binary monolayer on 
a solid substrate [30] is driven by the competition between elastic energy due to lattice 
misfit and interfacial energy. Buckling of thin film on compliant substrate is caused by 
the modulus difference [38]. The elastocapillary densification of CNT forests [39] is 
driven by capillary forces. Due to elasticity of wavy CNTs, the process may terminate 
before reaching the ideal close-packed state. As a traditional theory, elasticity coupled 
with surface tension opens up many new topics in the nanoscience era.    
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1.2 Thesis outline 
The thesis is organized into chapters as follows: 
Chapter 2 presents two mechanisms to improve the long-range order in self-assembled 
nanostructures in a continuum binary monolayer. Previous experiments showed that self-
assembled domains with different orientations may induce many defects. We first 
proposed a mechanism called sequential activation of self-assembly. Further exploration 
led to an intriguing finding which we call the spontaneous propagation of self-assembly.  
Chapter 3 investigates the formations of self-assembled nanoparticles during dewetting of 
pre-patterned thin films. Our simulations captured the dynamic dewetting processes from 
pore expanding, rupture of liquid networks to formation of discrete nanoparticles.  The 
effects of initial pore position variations, size variations and film thicknesses were 
studied.  
Chapter 4 investigates the mechanisms of elastocapillary densification of pre-patterned 
vertically aligned carbon nanotube (CNT) thin films. First, an analytical model was 
developed to predict the bending angles by considering two competing actions. Next, a 
mechanism was proposed to explain the shape change of cross-section of CNT 
microstructures. At last, a finite element model was developed to capture the nonlinear 
lateral mechanical behavior of CNT forests.      
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  Chapter 2
Growing long-range ordered superlattice from a continuum 
medium by sequential activation and spontaneous 







The self-assembly of nanostructures enables a wide range of applications from 
nanoelectronic devices [1], ultrasensitive biosensors [2], carriers for drug delivery [3], to 
advanced materials with unique mechanical [4], electrical [5] or photonic [6] properties.  
The lack of long-range order has been a major challenge for self-assembled 
nanostructures since high regularity is crucial to many applications [7, 8].  Various 
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defects are known as the killer of the long-range order, including grain boundaries, triple 
junctions and dislocations. In order to keep the defects in minimum, the integration of 
self-assembly with the traditional “top-down” approach has been exploited to improve 
the long-range order. This approach uses templates to help a self-assembly process by 
modulating the energy profile. For instance, geometric templates have been used to guide 
the self-assembly of block copolymers [9], quantum dots [10, 11], and nanocrystals [12]. 
The templating approach typically requires lithography to fabricate a pre-patterned 
substrate or mask as a template. The wavelength of the template has to be small enough 
to provide effective guidance and the overall pattern is limited by the size of the template.  
People have yet to find a general and intrinsic approach to effectively control the 
appearance of defects in the formed structures. Motivated by these limitations, we 
proposed two potential template-free approaches to grow self-assembled superlattices 




2.2 Self-assembly in a continuum medium 
Depending on the type of building blocks, self-assembled systems can be 
classified into two categories: discrete and continuum. A discrete system uses pre-
fabricated building blocks with fixed sizes and shapes. Examples include the self-
assembly of nanoparticles [5, 13, 14], nanorods [15, 16] and nanoplates [17, 18].  In 
contrast, a continuum system exploits the spontaneous formation of nanoscale domains. 
Examples include self-assembled domain patterns in binary monolayers [19], block 
copolymers [20] and organic molecular adsorbates on metal surfaces [21]. A continuum 
system offers several unique features. For instance, domains and their patterns self-
assemble simultaneously, so that there is no need to pre-synthesize the building blocks; a 
significant degree of process flexibility and control can be achieved; and the approach 
may be applied to diverse systems. 
Epitaxial monolayers on solid substrates can form various two dimensional 
pattern.  For example, Pohl et al. observed that when a monolayer of Ag and S mixture is 
deposited on a Ru surface, a hexagonal patterned superlattice is formed with featured 
domain size about 3 nm [22]. Plass et al.  reported several self-assembled domain patterns 
at different concentration fractions for Pb/Cu monolayer system [19] (Figure 2.1). 
Umezawa et al. showed that arrays of triangular domains when a Ag monolayer of 




Figure 2.1 Self-assembled domain patterns formed at different concentration fractions on Pb/Cu 
monolayers. [19] 
 
Figure 2.2 STM image after deposition of 0.8 monolayer of Ag on the Cu substrate revealing a 
network of triangles. [23] 
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2.3 Phase field model 
A wide variety of continuum self-assembled systems demonstrate similar domain 
patterns, suggesting a possible universal framework to capture the essential mechanism.  
Here we use a phase field model to describe the formation of these patterns [24]. To 
explain this idea, we consider a two dimensional epilayer of two atomic species A and B 
(Figure 2.3), which occupies the 1x − 2x  plane and forms a coherent lattice with the 
substrate. Experiments have shown that the composition often modulates in the plane of 
the layer, and the layer may separate into two phases, forming periodic dots or other 
regular domain patterns [19, 25]. The domain size may be in the range of 1-100nm, and 
stable against coarsening. Define C  as the concentration fraction of B, where C=0 
represents pure A, and C=1 represents pure B. The phase separation leads to A-rich and 
B-rich domains. The pattern is expressed by a spatial function 1 2( , )C x x , or ( )C x . The 
free energy of the system is determined by the short-range atomic/molecular interaction 
and the long-range interaction between domains [26], which is given by 
( )2 31 1 32 2
1( )
2A A A
G g C dA h C dA u u dAσ σ= + ∇ − +∫ ∫ ∫                    (2.1) 
The first term represents the chemical energy of the epilayer per unit area, which drives 
phase separation. The second term represents the phase boundary energy, where h is a 
positive material constant. This term prefers a larger domain size. The third term captures 
the long-range interaction, which prefers a smaller domain size. These two competing 
actions lead to the formation of a periodic pattern of alternating A-rich and B-rich 
domains, and the domain size is determined by their relative strength. Here 31σ , 32σ  are 
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the traction forces per unit area on the substrate, and 1 2,u u  are the corresponding 
displacements. The integration extends over the epilayer. 
 
Figure 2.3 Schematic of self-organized nanoscale patterns on a substrate surface. [27] 
 
The form of the long-range interaction in Eq (2.1) is representative. The elastic 
interaction is dipole type, where the energy has 31/ r dependence ( r is the distance 
between to interacting points). Such an interaction is quite common in nature. To account 
for a layer of polar molecules with electric dipoles, one can simply replace the third term 
with 3 31/ 2 A p E dA∫ . Here 3p  is the electric dipole moment per area, and 3E  is the 
corresponding electric field associated with the dipole distribution. While different in the 
physical origin, the interaction term shows a similar mathematical structure. Thus the 
discussion below applies to a wide range of systems. 
Domain patterns emerge by a diffusion process to reduce the free energy. The 
diffusion flux, J, is proportional to the gradient of chemical potential, G Cµ δ δ= , 
namely ( )M µ= − ∇J x . To consider regionally activated self-assembly, we allow the 
mobility ( )M x to be position-dependent. We take 0( )M M=x  in the activated region, 
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where 0M  is the mobility for diffusion, and ( ) 0M =x  in other regions. Substituting the 
diffusion flux into the mass conservation equation, / 0C tΛ∂ ∂ + ∇ ⋅ =J , where Λ is the 
number of atomic sites per unit area, gives a diffusion equation [24], 
 22
1 2C gM h C
t C ββ
φε∂  ∂  = ∇ ∇ − ∇ +  ∂ Λ ∂  
.     (2.2) 
Here φ  is the surface stress difference of the two species, and ( )21 /R Eββε ν φ π= − −  is 
the surface strain with E  being the Young’s modulus and ν  the Poisson’s ratio. R  is an 
area integration characterizing the long range interaction, which is given by  
 
( ) ( )
( ) ( )
1 1 2 2
1 2
1 23/ 22 2











 − + − 
∫∫      (2.3) 
To describe phase separation, one can take any double well function for ( )g C . We take a 
regular solution, ( ) ( ) ( ) ( ) ( )A B1 ln 1 ln 1 1Bg C g C g C k T C C C C C C= − + + Λ + − − + Ω −   , 
where gA  or gB is the chemical energy of pure A or pure B. The first two terms in the 
bracket result from the entropy of mixing, and the third term from the energy of mixing.  
The dimensionless number Ω measures the exchange energy relative to the thermal 
energy Bk T , where Bk  is the Boltzmann constant and T is temperature. 
Equation 2.2 can be written in a dimensionless form by scaling the coordinates with 
/ Bh k TΛ  and the time with ( )
2
0/ Bh M k T , which gives  
21 
 
 2( ) 2C QM P C C R
t π
∂   = ∇ ⋅ ∇ − ∇ −  ∂   
.     (2.4) 
Here M is a normalized mobility taking values of 0 or 1, 
( ) ln[ / (1 )] (1 2 )P C C C C= − + Ω − , and /Q l b=  is the ratio of characteristic scale of 
domain width, / Bb h k T= Λ , and size, ( )2 2/ 1l Eh ν φ= − .  
The diffusion equation has a simple form in Fourier space,  
 
ˆ
ˆ{ ( )( ) }r k




k x k ,        (2.5) 
where the hat and subscript ‘k’ denote Fourier transform, ‘r’ denotes inverse Fourier 
transform, and k  is the wave number vector. The chemical potential, 
2( ) 2 /P C C QRµ π= − ∇ − , has a Fourier transform of 2 ˆˆˆ 2( )P k kQ Cµ = + − . P is a 
nonlinear function of C, so P̂  is calculated by numerical Fourier transform. We adopted 




2.4 Grow long-range ordered superlattice by sequential activation of 
self-assembly  
2.4.1 Sequential activation of self-assembly 
The essence of our approach is sequential activation of self-assembly. The idea is 
illustrated in Figure 2.4. A binary monolayer is used as an example, which may separate 
into two phases and self-assemble into domain patterns such as a hexagonal lattice of dots. 
Typically multiple grains of dots will form due to simultaneous self-assembly at different 
locations, producing a pattern lack of long-range order. Here we propose to first activate 
self-assembly in a finite mobile region, where atoms are allowed to diffuse and form 
domain patterns. This initial mobile region will serve as a “seed”. The seed does not need 
to have a perfect lattice. We then shift the mobile region like scanning. The self-assembly 
in the newly activated region will be influenced by the pattern already formed in the seed. 
In experiments, we envision that this process can be achieved by laser or ion beam 
scanning to control the local temperature, so that diffusion is activated sequentially at 
each spot along the scanning path. We show that this sequential activation will lead to a 
large long-range ordered domain pattern even if we start with an imperfect seed. The 
pattern quickly improves and converges to a perfect superlattice along with the sequential 
activation. More interestingly, the self-activation of self-assembly can be achieved under 
certain conditions. In other words, the self-assembly in a small region may induce a 
domino effect and produce a perfect lattice expanding spontaneously without the need of 
explicit sequential activation such as laser scanning. Note that sequential activation of 
self-assembly is fundamentally different from crystal growth. The former expands by the 
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simultaneous formation and ordering of domains, while the latter grows by the 
attachment of atoms with a fixed size and interatomic distance. 
 
 
Figure 2.4 A schematic of sequential activation of self-assembly. Self-assembly is first activated 
in a finite mobile region, where atoms are allowed to diffuse and form domain patterns. This 
initial mobile region serves as a “seed”. 
 
 
2.4.2 Simulation results 
Simulations were carried out with Ω=1.6, Q=1.6, and a calculation cell size of 
512 512×  grids with a grid spacing of 1. Periodic boundary condition was applied to 
extend the cell to the entire plane. Initial conditions were random, i.e. the initial 
concentration had an average of 0C  with a random fluctuation within 0.001. 
We first demonstrate the growth of long-range ordered superlattices from a seed 
by sequential activation of self-assembly. Representative results are shown in Figure 2.5 
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Rather than placing a perfect lattice directly, we grew the seed on site. Take Fig. 2.5(a) as 
an example. The initial concentration was 0 0.37C = everywhere. We assigned mobility to 
be 1 in the square mobile region. We evolved the entire calculation cell to 510t = . The 
constraint of kinetics led to a square seed composed of white B-rich phase in the matrix 
of black A-rich phase. We found that smaller seeds had fewer defects. Here we took a 
square seed with a size of 192 192× , which was larger than the size of a typical single 
grain. Therefore defects such as misalignment and multiple grains appeared in this seed. 
Next we shifted the mobile region to the right, which we called scanning. The shift 
distance in each step was much smaller compared to the seed size, which created a 
continuous scanning effect. The scanning velocity was chosen to ensure ample time for 
new domains to develop. In simulations we shifted the mobile region by one grid spacing, 
allowed it to evolve for a time duration of 410 , and then shifted it further. This process 
gave an effective scanning velocity of 410− . Figure 2.5(b) shows the structure after we 
scanned over the width of the calculation cell, which formed a band of nicely ordered 
hexagonal superlattice. Noticeably, the lattice improved to perfection along with the 
scanning, demonstrating the tolerance of defects in the seeds. Figures 2.5(c) and 2.5(d) 
show a circular seed and its growth pattern. Unlike straight boundaries in the square seed, 
the circular boundary does not have any fixed relevance to the grain orientation in the 
seed. We still obtained a nicely-ordered superlattice consistent with the prevalent 
orientation in the seed. These results suggest that the scanning approach is not affected by 
the shape of the seed. This behavior is in contrast to the geometrical templating, which 




Figure 2.5 Growth of superlattice from seeds. 0 0.37C = . (a) A square seed. (b) A band of nicely 
ordered hexagonal superlattice formed after scanning over the width. The lattice improved to 
perfect along with the scanning, demonstrating tolerance of defects in the seeds. (c) A circular 
seed. (d) Superlattice formed after scanning. The circular boundary does not have any fixed 
relevance to the grain orientation in the seed, suggesting that the scanning approach is not 
affected by the shape of the seed. 
 
2.4.3 Discussions 
The seeding effect can be better understood by looking into the third term in Eq. 
(2.4), which reflects the long-range interaction through R. The field induced by the seed 
is key to the interaction between the modulated phases in the seed and its homogeneous 







R distribution as shown in Figure 2.6 (b), which corresponds to the domain pattern in 
Figure 2.6 (a). The highs and lows of the R field and the domain pattern are consistent. 
Outside the seed, the R field promotes phase separation so that B-rich dots emerge at the 
locations of high R. This preference causes the dots to form at the right spots. The R field 
decays quickly away from the seed. Below we refer the mobile region just ahead of the 
seed as growth front, which experiences a significant R effect. 
 
Figure 2.6 How a seed affects self-assembly by the R field. (a) A seed region and its homogenous 
neighbor. (b) The corresponding R distribution in grey scale, brighter for higher R. This field 
promotes phase separation so that B-rich dots emerge at locations of high R. This preference 
causes the dots to form at the right lattice spots. 
 
We identified two scenarios that the long-range field of a seed may direct the 
location of new domains (dots). 1) New domains emerge at the right lattice spots during 
the stage of phase separation. 2) New domains emerge at locally preferred locations and 
then migrate to the right spots under the influence of the seed. Our simulations suggest 








when the seed contains major defects such as significant misalignment, the pattern 
formation process shows complicated dynamics and scenario 2 dominates. In this 
situation the seed can experience significant self-adjustment, since part of the seeds is 
mobile before the mobile region shifts completely outside of the seed region. When the 
portion of seed next to the growth front lacks any prevailing grain orientation, it is 
difficult to form a single grain lattice in the growth front to match the poly grain 
boundary of the seed. As a result, new domains emerge at locally preferred locations. 
This disordered region, including the growth front and the portion of seed next to it, 
demonstrates realignment and local rotation to negotiate a common lattice orientation. 
After the lattice improves, scenario 1 dominates the following scanning. 
We found the scanning velocity can control the domain pattern when the system 
is in a bistable state. This state refers to a window of average concentration, where both 
hexagonal lattice of dots and striped arrays can stabilize. Stability analysis shows that this 
window is 0.41< 0C <0.47 for Ω=1.6, Q=1.6 [29]. The hexagonal pattern is stable for 
00.34 0.41C< < , the striped array pattern is stable for 0 0.47C >  and the bistable state 
lies between the two regimes. A homogenous epilayer has lower energy for 0 0.34C < , 
when no domain pattern forms. We took 0C  to be 0.42 which is within the window of the 
bistable state. Figure 2.7 (a) shows the pattern in the seed grown in the same way as that 
in Figure 2.5. The seed consists of ordered dots with few very short stripes. However, 
when we scanned with the same velocity of 410−  as before, a band of parallel stripes 
formed. The slow scanning velocity allowed the pattern to evolve close to equilibrium in 
each scanning step. Note that these stripes did not take over the dots in the seed, 
suggesting that they can coexist. In Figure 2.7 (c), we increased the scanning velocity to 
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0.5. Surprisingly, a band of hexagonal lattice of dots formed. This phenomenon reflects a 
non-equilibrium growth mode, where new domains do not have much time to relax 
before the mobile region shifts. This observation suggests a new growth mechanism 
controlled by scanning velocity, which manipulates the competition between domain 
coarsening and growth. At low velocity, new domains have sufficient time to coarsen into 
parallel stripes, which have lower energy. Here the regular spacing of dots in the seed has 
provided an important guidance, since a pattern of parallel stripes is difficult to form 
spontaneously. At high velocity, new domains do not have much time to coarsen so that 
they form a lattice of dots.  Figure 2.7 (d) shows a “phase diagram” of patterns in terms 
of the scanning velocity and average concentration. This diagram was obtained by 
calculating a series of combination of the scanning velocity and average concentration. 
The unique effect of kinetic guidance divides the patterns into two regimes, stripes and 




Figure 2.7 Scanning velocity can control the domain pattern when the system is in a bistable state, 
0 0.42C = . (a) A square seed. (b) A band of parallel stripes formed at scanning velocity of 
410− . 
(c) A band of hexagonal lattice of dots formed at scanning velocity of 0.5. (d) A pattern diagram 








High output is essential to nanostructure applications. We propose two schemes to 
facilitate large-scale fabrication. 1) As shown in Figure 2.8 (a), we alternated the 
scanning directions between left-right scanning and up-down scanning, using the 
superlattice created in each previous step as a large seed. This scheme allowed the growth 
rate (area of lattice created per unit time) to increase exponentially with time, greatly 
accelerating large area fabrication. 2) As shown in Figure 2.8 (b), we increased the size of 
the mobile area in two dimensions, rather than scanning along one direction. This scheme 
allowed the growth rate to be quadratic of the scanning velocity. 
 
Figure 2.8 Two schemes for scaling-up growth. (a) Alternate the scanning directions, using the 






2.5 Spontaneous propagation of self-assembly in a continuum 
medium 
2.5.1 Propagation and self-assembly 
Propagation phenomena are widely observed in nature and human activities. 
Examples include solidification[30], tumor growth[31], frontal polymerization of 
actin[32], chemical chain reaction[33], to population dynamics[34]. These phenomena 
can usually be described by the general diffusion-reaction model[35] with corresponding 
reaction terms. Moreover, these processes usually begin with a stage small in extent and 
then propagate over a large area. In contrast, self-assembled patterns are usually formed 
large in extent with no propagation.  
The question we aim to address is: can self-assembly propagate? Is it possible for 
a system to self-assemble locally to form a regular domain pattern, and then replicate this 
pattern spontaneously to distance? We envision a mechanism as below. Consider a 
homogeneous system stable against small perturbation so that self-assembly does not 
occur spontaneously. Upon activation of self-assembly in a local region, the formed 
ordered pattern may produce sufficient destabilizing effect through long-range interaction 
to trigger self-assembly in its immediate surrounding areas. The newly formed structures 
inherit the same order information and further destabilize their neighbors. The chain 
reaction may propel the propagation of self-assembly into distance and generate an 
extreme long-range order. 
There are few studies on the propagation of self-assembly on its strict definition. 
Some research has considered self-assembly in the loose sense, which refers to the 
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aggregation of building blocks without forming any ordered pattern. For example, 
propagating aggregation waves were demonstrated in an organosilane monolayer 
system[36]. The organic molecules aggregated when the concentration was higher than a 
critical value. The propagation was driven by concentration gradient. In another 
experimental study, the propagation of patterns in Langmuir monolayer at liquid-air 
interface was shown[37]. A local disturbance was driven by a constant external light 
excitation and the propagation was maintained via elastic forces. Although propagation 
phenomenon was reported in these systems, there were no explicit ordered patterns 
formed. We show that the propagation of self-assembly can carry ordering information 
and transmit it through intrinsic interaction between domains. 
 
2.5.2 Simulation results 
Take the same elastic dipole interaction induced by surface stress as an example, 
the normalized diffusion equation is [24] 
 2 22C df C QI
t dC
∂  = ∇ − ∇ + ∂  
.  (2.6) 
Here Q  is a dimensionless number scales with the ratio of interface width and domain 
size. I is an area integration over the substrate surface characterizing the long-range 
interaction, namely 
 
( ) ( )





I x y d d
x y
ξ η
ξ η ξ η
π ξ η
∂ ∂− + −
∂ ∂= −
 − + − 
∫∫  (2.7) 
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The condition of self-assembly can be obtained from linear stability analysis. 
Assume a regular solution ( ) ln (1 ) ln(1 ) (1 )f C C C C C C C= + − − + Ω − , where Ω  is a 
dimensionless number measuring the bond strength relative to the thermal energy. The 
curve ( )f C  is convex and prefers a homogenous film when 2Ω < . Consider a 
perturbation 0( , ) ( )sin( )C x t C q t kx= + , where 0C  is the average concentration. The 
solution of Eq. (2.6) is 0
tq q eα= , where 0q  is the initial amplitude and 
[ ]2 20 0[ 1/ (1 ) 2 2 2 ]k C C k Qkα = − − + Ω − + . With 0α ≤  for all k , the perturbation 
amplitude q decays with time so that a homogeneous film is stable against small 
perturbation. This condition corresponds to 0 LC C≤  or a symmetric case of 0 HC C≥ , 
where ( )1 1 / 2LC s= − − , ( )1 1 / 2HC s= + − , and ( )28 / 4s Q= + Ω . Self-assembly 
occurs for 0L HC C C< < . With Ω=1.3 and Q=1.8 we have 0.386LC =  and 0.614HC = . 
Unlike common study of self-assembly, here we focus on the stable regime 
0 LC C≤ . Figure 2.9 demonstrates how self-assembly can propagate under such a 
condition. We performed fully non-linear simulation of Eq. (2.6) in Fourier space. The 
initial condition was set to fluctuate randomly within 0.001 from an average. We took 
Ω=1.3 and Q=1.8. The film was initially homogeneous with an average concentration of 
0C =0.38 (below LC ), which was stable against small perturbation. We introduced a small 
initiation zone at the left edge by increasing its local concentration to 0.42 (above LC ) for 
self-assembly to occur. The width of the rectangular initiation zone is roughly the 
diameter of a self-assembled dot. This ensures that an array of dots is aligned along the y 
axis. In experiments we envision that this process can be achieved by local mass 
deposition. The area of the initiation zone may be expanded to the size of one single grain 
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so that no defects are introduced. Upon pattern formation, the nearby homogeneous 
region was disturbed and became unstable. Self-assembly propagated and generated a 
uniform lattice of dots in the entire film without any defects. To eliminate the boundary 
effect, the presented results were cropped from a larger calculation cell of 2048 48× . 
Periodic boundary condition was applied to extend the cell to the entire plane. We placed 
the initiation zone in the middle of the stripe so that self-assembly actually propagated 
symmetrically toward two sides. The right 512 48×  was shown in Figure 2.9. The 
intriguing propagation poses interesting questions. Why does self-assembly propagate 



















growth front affected zone 
Figure 2.9 Spontaneous propagation of self-assembly in a homogenous film. (a) The propagation 
was initiated by a local deposition at the left edge. The locally self-assembled structure as a 
precursor destabilized its initially stable surrounding areas through a dipole-type interaction. The 
newly formed structures inherited the same order information from the precursor and further 
activated the self-assembly of their neighbors. This process caused spatial extension of self-
assembly and replication of the order, producing a long-range ordered superlattice without defects. 




While we started self-assembly in a small initiation zone by giving it a 
concentration higher than LC  , this amount had negligible effect on the average 
concentration of the entire film. Thus the propagation was not due to the long-range 
diffusion of higher concentration. We believe that the self-sustained propagation relies on 
the interaction between the ordered structure in the propagation front and the 
homogenous region immediately ahead of it, which we call affected zone. Equation (2.6) 
shows that the I term is negligible when the film is homogeneous with small random 
noise. In contrast, the self-assembled pattern in the propagation front induces a dipole-
type I field that is in phase with the pattern and extends into the affected zone, as shown 
in Fig. 2.9. How this field triggers self-assembly propagation is related to the free energy. 
For a hexagonal pattern of dots lining up along the y direction with a lattice space of d, as 
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∑                 
   (2.8) 
The summations run from 1 to ∞. Minimization of the free energy in terms of d gives the 
equilibrium size, 4 /d S QHπ= and free energy per area, 2 2 / 8g L Q H S= − . Here 
2 2 2 2 2 2 2
0 0 ,
/ 3 1/ 2 ( / 3 )m n mnm n m nS m q n q m n q= + + +∑ ∑ ∑ and 
2 2 2 2 2
0 0 ,
/ 3 1/ 2 / 3m n mnm n m nH mq nq q m n= + + +∑ ∑ ∑  depend only on the geometry, 
and not the scale, of the patterns, while 
1/2 1/2
1 21/2 1/2
[ ln (1 ) ln(1 ) (1 )]L C C C C C C d dξ ξ
− −
= + − − + Ω −∫ ∫ , 1 / 3x dξ = , 2 /y dξ = . We 
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further minimize g with respect to 0mq , 0nq , and mnq by the conjugate-gradient method to 
obtain the free energy per area of a hexagonal lattice of dots, as shown in Fig. 2.10 (a). 
For a homogenous film the free energy density is simply L evaluated at 0C .  The 
hexagonal pattern has lower energy than a homogenous film when the concentration is 
higher than a critical value, DC  . The range between DC and LC  creates a special bistable 
state, where a homogenous film is stable against small perturbation yet the hexagonal 
pattern has lower energy. The concentration 0C  in Fig. 2.9 falls in this bistable state. As 
illustrated in Fig. 2.10 (b), self-assembly from a homogenous film (H) to the dot pattern 
(D) will reduce the free energy by H Dg −∆ , but it needs help to first overcome an energy 
battier, bg∆ .  
The ordered pattern in the growth front helps to eliminate the energy battier in the 
affected zone by the I field, which modulates in y and decays quickly in x. We 
approximate the field by ( , ) cos(2 / ) kxa llI x y a ly d eπ θ
−= +∑ , where la  is amplitude, θ is 
the phase angle relative to the perturbation to be examined in the affected zone and k is a 
decay parameter. Due to its proximity to an ordered pattern, a homogenous film 
















−  −  ∆ = − + +  
∑ ∑ .  (2.9) 
The negative ag∆ promotes the destabilization of a homogenous film by more energy 
reduction. In addition, ag∆  minimizes at 0θ = , suggesting that any emerging pattern will 
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prefer to be in phase with aI or the existing pattern in the growth front. This effect 
explains why the subsequent dot pattern follows the same orientation and extremely long-
range ordered lattice can form. The term ag∆  is also proportional to the perturbation 
amplitudes 0nq and mnq , suggesting more energy reduction as the pattern grows. Self-
assembly in the affected zone occurs when ag∆ removes the energy barrier. Then the 
following propagation appears like an autocatalytic process transitioning from a 
homogenous film to a dot pattern, or DH D→ . 
 
2.5.3 Discussions 
Effect of long-range diffusion. The propagation process may be accompanied by 
a significant gradient-driven long-range diffusion if the average concentration of the dot 
pattern, pC , is quite different from 0C . This situation may happen since a dot pattern can 
reach lower free energy if it raises its average concentration above 0C , as shown by the 
monotonic curve in Fig. 2.10 (a). To maintain an overall 0C , the homogenous film ahead 
of the growth front has to reduce its average concentration, which increase its free energy. 
After a balance is reached, a region with an average concentration aC ( 0aC C< ) is formed 
ahead of the growth front, as illustrated in the inset of Fig. 2.10 (b). Then the 
concentration gradient drives long-range diffusion from the remote area in the 
homogenous film to the affected zone by a diffusion distance d. The lower aC  in the 
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Figure 2.10 (a) Free energy of homogenous film and dot pattern. The hexagonal dot pattern 
has lower energy when its average concentration is higher than a critical value, DC  . The 
range between DC and LC  is a bistable state, where a homogenous film is stable against 
small perturbation although the dot pattern has lower energy. (b) Illustration of free energy 
change during perturbation growth. The ordered pattern in the growth front removes the 
energy barrier, bg∆ , in the affected zone, causing a homogenous film (H) to self-assemble 
into a dot pattern (D). Q=1.8, Ω=1.3. 
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The long-range diffusion is necessary to sustain the pattern growth when it 
maintains an average concentration higher than 0C . The accumulated concentration 
relocation to the dot pattern increases at it expands. Thus the diffusion distance or the 
front width, d, increases with the propagation of self-assembly. The diffusion rate reduces 
as a result of the decreasing concentration gradient, 0( ) /aC C d− , which slows down the 
propagation of self-assembly. This trend can be clearly observed through the decreasing 
slope of the Q=1.7 curve in Fig. 2.11. We have found an effective approach to control the 
propagation rate by tuning how much it is limited by long-range diffusion. The triggering 
I field from the growth front affects how fast self-assembly emerges in the affected zone, 
while the long-range diffusion affects how fast the mass transport is. Thus the 
propagation would be faster for a larger triggering field and minimal requirement of long-
range diffusion, which translate to larger Q and smaller Ω. The ( )f C  curve is more steep 
for smaller  Ω, thus makes it more energetically unfavorable for a uniform film to 
decrease its concentration for a higher average concentration of the dot pattern. Therefore 
the dot pattern would maintain an average concentration close to 0C  and does not need 
much long-range diffusion during propagation. As shown in Fig. 2.11, the propagation 
slows down significantly with Q=1.7, Ω =1.4, while keeps an almost constant rate with 
Q=1.8, Ω =1.3. Generally speaking, we can classify the propagation of self-assembly into 
two modes: long range diffusion-limited and activation-limited. The former situation is 
similar to many frontal propagations [32, 36, 38], when the fronts move forward at the 
cost of background concentration. For actin polymerization, the propagation stops 
automatically when the surrounding concentration decreases to a critical value. To 
prevent the cease of propagation, one could manually keep the background concentration 
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invariant by constantly adding reactive materials [36]. The latter involves little or no 
long-range diffusion, and is determined only by the local transport for concentration 
modulation. Without the requirement of the mass replenishment, this scenario is unique 




Figure 2.11 Growth of dot superlattice by propagation of self-assembly (superlattice length 
normalized by the diameter of a dot). The upper curve shows activation-limited propagation. 
Q=1.8, Ω=1.3.  The lower curve shows long range diffusion-limited propagation. Q=1.7, Ω=1.4. 
The inset illustrates propagation accompanied by long-range diffusion. The average concentration 
of the dot pattern, pC , is higher than 0C , while the average concentration in the affected zone, 
aC , is less than 0C  . The concentration gradient drives long-range diffusion from the remote area 
in the homogenous film to the affected zone by a diffusion distance d. 
 
 Propagation can also happen in two-dimensions, as demonstrated in Fig. 2.12. 
Starting with a circular initiation zone, the hexagonal pattern quickly expands to the 




Figure 2.12 Propagation of self-assembly in two-dimensions. Q=1.8, Ω=1.3. 
  
 
 Effect of thermal fluctuations. In real systems, temperature and fluctuation can 
affect the propagation. With increasing temperature, a higher propagation rate is 
generally expected due to higher mobility. Thermal fluctuation usually causes the 








fluctuation effect, a random “white noise” term ( , )x tε  can be added to the right hand 
side of Eq. (1). This random term obeys the fluctuation dissipation theorem so that 
( , ) ( , )t tε ε ′ ′x x  scales with ( ) ( )bk T t tδ δ′ ′− −x x , where bk  is Boltzmann’s constant, and 
T is the absolute temperature [40]. The fluctuation is small compared to the average 
concentration, and therefore has minimum effect on the equilibrium size of the domains, 
as can be seen from the derived dispersion relation ( )kα . In our system the dipole 
interaction dominates at the propagation front, thus the fluctuation would not 





2.6 Connections to representative systems 
Equations (2.4) and (2.5) are dimensionless, so that the simulation results are 
representative of a wide range of materials systems having different pattern size scales. A 
particularly interesting system is substrate-mediated spinodal decomposition of a binary 
epitaxial monolayer or thin film separating into A-rich and B-rich domains [19, 25]. This 
system can also be a submonolayer of adsorbates on a substrate, where one phase is the 
adsorbate and the other phase is simply the bare substrate surface. Using magnitudes 
h~10−19J, Λ~5×1019 m−2 and Bk T ~5×10
−21 J (corresponding to T =400K), we have 
b~0.6nm. In simulations a grid spacing of 1 corresponds to a physical spacing of b. 
Assuming that the Young’s modulus of the substrate is E~1011 N/m2 , the Poisson’s ratio 
is ν ~0.3, the surface stress difference of two domains is on the order of φ ~1─4N/m [41], 
we have a characteristic size scale l~0.6─10nm. The domain size is roughly 4 lπ . A 
larger surface stress difference, and a smaller interfacial tension and substrate stiffness 
lead to smaller domain sizes. 
The value of h can be related to the interfacial tension, γ, between A-rich and B-
rich domains by an integration across the interface, namely ( )2/h C x dxγ
∞
−∞
= ∂ ∂∫ . 
Experimentally the gradient in the interfacial region can be approximated by /C δ∆ , 
where C∆  is the concentration difference of the two phases, and δ  is the interfacial 
thickness. This approximation gives 2/( )h Cγδ= ∆ .  
For a system with quite different magnitudes of b and l, it is computational 
intensive to resolve both the interface and multiple domains. In most cases we are 
interested in the domain size and patterning, when it is not necessary to resolve 
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accurately the interfacial transition. In such situations one may treat b as a spatial 
resolution to be resolved in the simulation, whose value is given by /l Q . Here l  is 
calculated from material parameters and determines the physical size scale. The 
parameter Q  controls the spatial resolution and the number of domains to appear in a 
calculation cell. 
  Equation (2.4) may also be connected to other systems where the long-range 
interaction is electric dipole [42, 43] instead of elasticity. Examples include Langmuir 
films and adsorbates of dipole molecules. The former has a typical domain size of 
1─10µm [44] while the latter has a typical size of 1-100nm. These sizes can be converted 
to the characteristic size scale by the relation of 4 lπ . Domain patterns are also 
encountered in polymeric assemblies during microphase separation [45, 46]. The 
connectivity of molecular blocks precludes composition modulation over large length 
scale, leading to an effective long rang interaction similar to dipole interactions. In 
analogy to 2~ /l Eh φ for epitaxial layers, from dimensional analysis we have a 
characteristic scale 2~ /l hε η  for systems involving dipole interaction, where ε  is the 
permittivity of the media and  η  is the dipole density (electric dipole moments per unit 
area) difference of A-rich and B-rich domains. Thus a larger dipole density difference 
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  Chapter 3
Controlled Self-assembly of nanoparticles by dewetting of 






3.1 Dewetting of nano-scale thin films 
The stability of a liquid-phase film on a solid substrate is fundamental to 
advanced technologies of lubrication [1], adhesive [2] and coating [3, 4]. For many 
applications it is desirable to find out the non-dewetting conditions for a thin film to be 
stable, such as lithographic photoresists [5]. On the other hand, controlled dewetting [6-8] 
offers a spontaneous route to generate patterned nanoscale structures for various 
applications. For example, dewetted metallic nanoparticles can serve as the catalyst for 
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carbon nanotube growth [9]; dewetted patterns made from polymer thin films can be used 
for masks or nanoelectronic applications [10, 11].  These applications depend on a 
reliable prediction of the dewetting behavior and require a thorough understanding of the 
underlying mechanisms and competing actions. 
 
3.1.1 Dewetting mechanisms 
For a liquid phase thin film with thickness under 100nm, gravity can usually be 
neglected compared to surface tension.  In addition, van der Waal (VDW) interaction 
between the liquid film surface and the substrate also becomes comparable to surface 
tension.  Surface tension always prefers a minimum surface area such that it stabilizes 
any infinitesimal perturbation on the thin film surface. VDW interaction between the 
liquid and the substrate can be represented by a standard 6-12 Lennard-Jones potential. 
Upon the volume integration, the interaction potential for a certain film thickness can be 
expressed as 8 2( ) / / 12V h B h A hπ= − , where A is the Hamaker constant and B is a 
constant accounting for the strength of short-range repulsion. A typical curve is shown in 
Figure 3.1. The derivative of ( )V h  with regard to h is so-called disjoining pressure. In 
this case, certain range of infinitesimal perturbation will be amplified due to the energy 
reduction associated to ( )V h . This dewetting mechanism is also called spinodal 





Figure 3.1 Representative potential V(h) accounting for interaction energy per unit area between 
the  thin film and the substrate  
 
Spinodal dewetting allows the surface of thin film perturbs at its most unstable 
wavelength (also the fastest one). Therefore it features self-assembled nanoparticles with 
certain characteristic size and spacing. Besides, experiments also showed that thermal 
fluctuations and defects (i.e. substrate surface roughness or debris) will induce local 
ruptures of thin films before spinodal dewetting occurs.  See Figure 3.2 for the 
comparisons between spinodal dewetting, thermal nucleation and heterogeneous 




Figure 3.2  Patterns observed in spinodal dewetting, homogeneous thermal nucleation, and 
heterogeneous nucleation. [13] 
 
 
3.1.2 Pattern formation by templated dewetting 
Dewetting of nanoscale thin film provides an efficient approach to fabricate 
arrays of nanoparticles with similar size and spacing. However the self-assembled 
nanoparticles are usually only locally ordered with multiple grains presented in a large 
area. It is due to lack of intrinsic long-range repulsive interactions in the thin film plane. 
Many thin film based applications such as organic light-emitting diodes (OLED) [14] and 
solar cells [4, 15] require arrays of oriented nanoparticles with long-range order. Recent 
experiments have shown that the dewetting process can be guided by the “top-down” 
templating methods[6, 8, 16].  
Generally speaking, there are two major templated dewetting approaches: (1) 
heterogeneous substrates and (2) pre-patterned thin film. In heterogeneous substrate 
method, we modify the physical topology or chemical compositions of the substrates with 
desired patterns. The initial liquid-air interface is kept flat such that the VDW interaction 
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has a position dependent potential. Thus the pattern information from the templating 
substrate can be used to guide the nucleation sites of dewetting [17, 18]. In pre-patterned 
thin film method, we template the liquid-air interface instead [19]. The surface of thin 
film is often templated by nano-imprinting or templated deposition/etching. Additional 
temperature control is needed for solidification and melting processes.    
 
Figure 3.3 Dewetting of metalic thin film on patterned substrates (A) Multiple particles form per 
pit with no ordering, 377 nm period substrate topography with 16nm thick film.  (B) Ordered 
arrays of one particle per pit with no extraneous particles, 175 nm period narrow-mesa substrate 
with 21 nm thick film.  (C) Film not interacting with topography, 175 nm period wide-mesa 
substrate with 21 nm thick film.  (D) Ordered arrays of one particle per pit with particles on 




3.2 Self-assembly of ordered carbon nanotube catalyst by dewetting 
of Fe thin film on Anodic Aluminum Oxide substrate  
3.2.1 Experiment results 
 
Figure 3.4 Schematic of Fe thin film dewetting on AAO substrate  (courtesy of Dr. Eric Meshot) 
 
Carbon nanotube catalysts are commonly nanoparticles of metals such as nickel, 
cobalt or iron. The nanoparticles can be produced by annealing or plasma etching of a 
metallic thin film. Recent experiments conducted by Eric Meshot [20] showed that 
anodic aluminum oxide (AAO) membranes, which have uniform nanoscale pore size and 
spacing with hexagonal arrangement, can influence the dewetting of iron thin films into 
organized arrays of nanoparticles. Specifically, as shown in the Figure 3.4, the iron thin 
films were first sputtered on the commercially purchased AAO membranes (Synkera, 
Inc.). Then the films were annealed in H2/He for 10 minutes under 775ºC. Compared to 
nanoparticles annealed on flat Si surface (Figure 3.5 (e)), the existence of AAO 
membrane improved short-range order of catalyst nanoparticles (Figure 3.5 (b-d)).  The 





Figure 3.5 AFM images of (a) bare AAO, annealed surface after (b) 1nm Fe deposition (c) 2nm 
Fe deposition (d) 5nm Fe deposition and (e) 1nm Fe deposition on flat alumina/Si surface; insets 




3.2.2 Modeling and numerical procedures 
We consider a representative dewetting system: a liquid thin film on a substrate 
surface. The free energy of the system, G, involves the surface energy of the film and the 
van der Waal (VDW) interaction between the liquid film surface and the substrate [21]. 
The expression is given by 
 ( )2[ ( )]
2
G h V h dAγ= ∇ +∫∫  (3.1) 
where h denotes the height of the thin film. The area integration extends over the 
substrate surface. The first term accounts for the surface energy, which is related to the 
surface tension of the film, γ . This term prefers a flat surface and thus stabilizes the thin 
film. The second term stands for the VDW interaction, where 8 2( ) / / 12V h B h A hπ= − .  
Here A is the Hamaker constant and B is a constant accounting for the strength of short-
range repulsion. When A>0, the free energy decreases if the thin film thickness h is 
reduced. Note that the contact angle α  between the thin film and the substrate can be 
determined from A and γ [22], namely 2*cos(1 /16 )arc A hα πγ= − . *h  is the equilibrium 
thickness of the thin film, which essentially represents the substrate surface when 
*( / 0d hV dh =） . Combining Eq. (3.1) with lubrication approximation of the Navier-
Stokes equation [23] gives the governing equation for film thickness evolution, namely 
/ ( ( ) ) /h t M h p η∂ ∂ = ∇ ⋅ ∇ . Here η  is the viscosity, 3( ) / 3M h h=  is the mobility factor 
and 2 /p h dV dhγ= − ∇ + .  Normalizing the length by initial film thickness h0 and time by 
0 0 /t hη γ= , we have the following normalized equation 
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 / ( ( ) )h t m h p∂ ∂ = ∇ ⋅ ∇  (3.2) 
 where 2 9 30 08 /( )/ 6B h A hp h π= −∇ − + ,  and 
8
0 0/B B hγ= , 
2
0 0/A A hγ=  and 
3 3
0( ) / 3m h h h=   
To conduct the numerical simulation, we consider Eq. (3.2) in Fourier space, 
 ˆ ˆ ˆ/ { ( ) }k k r kh t i m i p∂ ∂ = ⋅  (3.3) 
where the hat and subscript ‘k’ denote Fourier transform, ‘r’ denotes inverse Fourier 
transform, and k  is the wave number vector. 9 30 0
2 8 / /ˆ ( 6 )kB h Ap k hπ+ −= + .  The 
second term is a nonlinear function of h, so p̂  is calculated by numerical Fourier 
transform. To enhance numerical stability, we applied a semi-implicit method in our 
simulation for time integration. Specifically, we added a linear term, 4C∇ , to both sides 
so that Eq. (3.3) became 4 4ˆ ˆ ˆˆ ˆ/ { ( ) }k k r kh t k h i m i p k h∂ ∂ + = ⋅ + . The 
4 ˆk h  tem on the left 
side is evaluated at time (n+1) and the term on the right side is evaluated at time n. 
Denote the time step by t∆  and replace ˆ /h t∂ ∂  by ( 1) ( )ˆ ˆ( ) /n nh h t+ − ∆ . The algorithm for 
n+1 time is given by 4 ( 1) 4 ( ) ( )ˆ ˆ ˆ ˆ(1 ) (1 ) { ( ) }k kn n nr kk t h k t h t i m i p
++ ∆ = + ∆ + ∆ ⋅ . This semi-




3.2.3 Simulation results and discussions 
Dynamic evolution of dewetting process   
Based on the model and the numerical schemes discussed in the last section, a 
series of simulations were conducted to study the dynamics of the template wetting. As 
shown in Figure 3.6(a), a flat thin film was first deposited on the AAO. The film kept the 
same pore locations and sizes as its AAO template. Assuming that the pores in AAO are 
deep and no mass can flow into them, the mobility term ( )M h  is set to be 0 all the time 
within the pore regions. Mass can only flow in the rest of the region with the mobility 
3( ) / 3M h h= , where h is the thickness of the film.   
The first stage of dewetting accompanies the pore expanding as shown in Figure 
3.6 (b). During this stage, the majority of the energy reduction occurs at the contact line 
between the film and the substrate. Meanwhile the extra mass due to retraction 
accumulates at the rims of the pores, forming the so-call capillary ridges. During the 
second stage, the pores continue to expand while those capillary ridges from neighboring 
pores start to join together. This stage ends up with a honeycomb-like liquid network. 
During the third stage, the ridges of the network break up and nanoparticles start to 
emerge at the junction sites (Figure 3.6 (c)). The fourth stage features the coarsening 
process. Those emerging nanoparticles which are close to each other and still connected 
to each other by a thin film may eventually coarsen into one larger particle. These 
nanoparticles with twice volume of others often sit in half way between the two expected 
lattice sites, which eventually degrade the order. As shown in Figure 3.6 (d), those 





Figure 3.6 Simulation results of the templated dewetting process on AAO at different stages. 
       
 
Order parameter 
 As the catalyst of CNT growth, nicely ordered and mono-dispersed nanoparticles 
are preferred.  The size distribution of the nanoparticles is straightforward to present. So 
we only need to find a proper way to assess the order quality of the generated 
nanoparticle arrays. Here we adopted an order parameter which is often used in highly 
ordered atomic surface structures. The expression is,  
1 0 0 0
1 4 4 3 4 3[cos cos ( ) cos ( )]
3 2 2 2 23 3 3
N
i i i i i
i









where N is the total number of the particle, 0λ  is the lattice parameter and (xi, yi) are the 
coordinates of each particle.   
There are two implicit variables and one explicit variable 0λ  in the Eq. (3.4), 
which will influence the value of order parameter. Recall that the actual values of any 
coordinates depend on the choice of the coordinate system. The two implicit variables are 
the origin (x0, y0) and the orientation θ of the coordinate system. Here we are looking for 
a best fit between the image and an unknown perfect lattice, therefore we are actually 
looking for a “maximized” order parameter Qmax in a space that consists of 0λ , θ and  (x0, 
y0). Specifically, we scan θ  from 0 to 60o, 0λ from 0.5λa to 1.5λa and (x0, y0) among all 
particle locations to find a maximum Q.  (λa  is the average particle spacing extracted 
from the sample) 
 
Figure 3.7 Parameters used in order parameter calculation 





Effect of initial thickness, pore position variations and size variations 
We first evaluated the effects of pore position variations on the order parameter of 
AAO templates. An AAO membrane with in perfect hexagonal lattice would have the 
order parameter of 1. It would be worthwhile to assess the order parameter dependence 
on the position variations from perfect lattice locations. We assume the pore position 
variations are in normal distribution with different standard deviations. The result in 
Figure 3.8 shows a roughly linear relation between pore position variation and order 
parameter which makes the order parameter a good order indicator. The order parameter 
of a typical AAO sample was evaluated in a 1µm by 1µm region.  The low order 
parameter of about 0.11 is due to the existence of multiple grains in this region. The local 
order parameter in the lower-right quarter gave us 0.35 which corresponds to ~10% pore 
position variation. The number is consistent with the AAO sample specification.    
 
Figure 3.8 Order parameter dependence on the pore position variations. 
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Then we conducted a series of simulations to evaluate the effects of AAO pore 
position variations on the order parameter of self-assembled nanoparticles. We designed 
the following AAO templates for the simulations.   Based on a perfect AAO template 
which has an average pore diameter of 25, and pore spacing of 50, we added position 
variations which have normal distribution with different standard deviations. The 
standard deviations increase from 0% of the pore spacing up to 16% with 2% interval. In 
addition, three different initial thicknesses of thin film were considered.  The results are 
shown in the Figure 3.9.   
 






When the AAO template is perfect, we also obtain the nanoparticles in perfect 
order. For all three thicknesses, the particle order parameters show similar nonlinear 
dependence on the AAO pore order parameter.  The particle order begins with a sharp 
drop when the AAO order degrades by 5-10%. Then the drop slows down and all three 
curves converge around particle order around 0.2. 
From the results, we can see that the film with initial thickness h0 has the best 
overall order. From a simple linear stability analysis, we can derive the relation between 
the fastest growth wavelength and the initial film thickness, i.e. 2 2 / ''( )f iV hλ π= − . 
V(h) is the VDW interaction between liquid and solid interfaces, which is given in the last 
section. For thickness from 0.5 to 1.5, the results are shown in Figure 3.10. When hi is 1.0, 
1.1 and 1.3, the corresponding wavelengths are about 20, 22 and 25. 
 




Given that the average pore spacing is D, we may estimate the particle spacing as 
which is / 3D  (see Figure 3.11). Imagine that the fastest wavelength is greater than 
/ 3D , the space between neighboring blue dots cannot hold two particles. Instead, 
coarsening is likely to occur. Therefore a general guidance for the wavelength (or initial 
film thickness) would be / 3f Dλ < . In our case, D=50 and  50 / 3 28.9≈ . For the 
three thicknesses we have in Figure 3.9,  hi =1.3 has the largest fλ which is closest to the 
critical distance 28.9. Therefore it has the highest chance to have coarsening if more and 
more pore position variations are involved. More coarsening means worse order which is 
consistent with the simulation results.   
 
Figure 3.11 The ideal positions for nanoparticles and the spacing relation. (blue dots stand for 
nanoparticles and the black circles stand for pores)   
    
Next we evaluate the effects of AAO pore size variations on the order parameter 
of self-assembled nanoparticles. Based on the same perfect AAO template as above, we 
added size variations which have normal distribution with different standard deviations. 
The standard deviations increase from 0% of the pore spacing up to 20% with 4% 




Figure 3.12 Particle order parameter dependence on the AAO pore size variation 
 
The results in Figure 3.12 show that the thickness h=1.0 still has best overall 
order parameter which is expected.  Besides the order parameters also show less 
dependence on the size variations than position variations. From the simulation results 
(Figure 3.13), we observed that the pore size distributions vary over the different 
dewetting stages. For the early stage of dwetting, Brochard-Wyart et al. showed the pore 
expanding rate as R~t2/3 [24], which means that the ratio of different pore sizes does not 
change after a same time period. It is confirmed by the simulations (the 2nd row in the 
Figure 3.13), where the pore size has similar variation as the initial condition. In this 
stage, pores expand on their own.  However, during the third stage when the networks of 
liquid ridges are forming, the pore size differences are getting smaller (the 3rd row in the 
Figure 3.13). It is because that the pore size differences in the honeycomb network cause 
the surface energy density difference across the surface. The system of the liquid network 
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seeks minimum energy by reducing the pore size differences.  Eventually, this reduction 
on the pore size differences makes the final order parameter difference less 
distinguishable.    
 
Figure 3.13 Time evolution of templated thin film dewetting on AAO (a) initial pore size 




Nanoparticle size distribution and coarsening 
Recall that the order parameter does not include the information in particle size 
distribution.  We may also be interested in the size distribution of the self-assembled 
nanoparticles. And are there any correlations between the nanoparticle order parameters 
and the corresponding size distributions?  The results are shown in the Figure 3.12. The 
histograms below the simulation result images represent their particle size distribution. 
For AAO order around 0.95 (Figure 3.12 (b) (d)), we can observe that the center of the 
particle size distribution shifts from 1.5 to 2 when the thickness increases from 1 to 1.3. 
Additional peaks are around 2.2-2.5. The shift clearly confirms the coarsening between 
two or above particles which degrades the order. On the other hand, if we compare the 
two cases with same thickness (i.e. Figure 3.12 (b) to (a) and (d) to (c)), the size 
distribution is mostly widened which is different from the size shift from (b) (d). 
Meanwhile the change in order parameter is relatively less for thickness 1.3. These 
observations may suggest two different coarsening mechanisms happening during 











A closer examination on the particle cross-section profile evolution gives us more 
insights about the coarsening. A few snapshots are extracted from different stages of 
dewetting for the case in Figure 3.14 (b). In this coarsening mode, two neighboring 
particles have the similar size and merges in the middle. Therefore this kind of 






Figure 3.15 Coarsening dynamics of neighboring particles via merging at the middle 
 
 






 We took a few snapshots that are extracted from different stages of dewetting for 
the case in Figure 3.14 (c). In this case, coarsening occurs when the neighboring particles 
have different sizes. The bigger one grows at the expense of smaller one, which is known 
as Ostwald ripening.  Therefore this kind of coarsening doubles the size of the particle 
while not degrades the order.  Note that all the snapshots in Figure 3.14 are at the same 
time stage.  
 
 
Figure 3.16 Coarsening dynamics of neighboring particles via Ostwald ripening 
  
In conclusion, the merging coarsening mechanism dominates the situation when 
the AAO template has relatively good order. It degrades the order while keep the particle 
size relatively monodispersed. In comparison, the Ostwald ripening mechanism 
dominates the situation when the AAO template has relatively bad order. It widens the 
particle size distribution while keep the order parameter relatively good. 
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  Chapter 4
Self-assembled 3-D microstructures by elastocapillary 








Self-assembly of filaments, ranging from actin to silk [1, 2], is ubiquitous in 
nature. Biological filaments typically grow and assemble in a liquid environment, where 
capillary action plays a significant role.  The arrangement and coupling of filaments 
determines their collective mechanical properties, and how forces are communicated 
through filament assemblies.  Further, synthetic mimics of biological filaments, both in 
shape and chemistry, are widely sought for practical applications including smart surfaces, 
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microelectronic interconnects, and electrode-cell interfaces [3, 4]. However, while 
capillary forces have been shown to assemble synthetic nanostructures including  
nanoparticles [5], nanorods [6], micro pillars [7] and even wet hair [8], the formed 
structures are generally symmetric or uniform, showing a simple agglomeration of the 
components.  
Carbon nanotubes (CNT) were chosen as an example system due to their 
outstanding mechanical, electrical, thermal, and chemical properties [9], along with the 
ability to fabricate patterns of vertically aligned CNTs [10] as starting templates for  
self-assembly experiments.  Chemical vapor deposition growth of CNTs enables efficient 
production of vertical CNT forest microstructures having straight sidewalls and high 
aspect ratios, with dimensions ranging from micrometers to millimeters [11].  Despite the 
exceptional properties of individual CNTs, the bulk properties of CNT forests are 
typically poor due to the low density of CNT growth, rendering them inadequate for most 
applications.   
Recently an innovative approach, called capillary forming [12], was developed to 
assemble complex 3D microstructures from aligned CNT forest by Prof. John Hart’s 
group. The method utilizes the attractive capillary interaction between CNTs which are 
wetted by liquid such as acetone. Specifically, the CNT forest is first patterned by 
catalyst shape which is created by photolithography. The acetone is supplied from the 
condensation of acetone vapor onto the silicon substrate, and then drawn into the 
individual CNT structures by capillary action.  Thus, the attractive capillary forces bring 
the CNT together, leading to the densification of the structures (Figure 4.1). The 
densification significantly increases the mechanical robustness and bulk properties.  
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Meanwhile, due to the adhesion of CNTs with the catalyst on the substrate, the 
movements of lower CNTs are constrained.   The individual CNTs bend accordingly to 
accommodate both the densification and the constraint on the substrate.  By designing the 
catalyst shape, an intriguing bending behavior was observed for semi-circular CNT 
forests. Furthermore, twisting, re-entrant and many other complex 3D microstructures 
(Figure 4.2) were also fabricated through the capillary forming method.  
 
 







Figure 4.2 Complex CNT microarchitectures and multi-directional patterns created by coupling 






4.2 Capillary forces in filamentary porous materials  
Capillary force is commonly used as an alternative term to surface tension in 
many contexts. It has two forms - contact line surface tension and meniscus induced 
capillary pressure. In this section, the capillary forces that are present in the filamentary 
porous materials are discussed in terms of two liquid boundary conditions, which could 
possibly represent the experiment conditions before and after the evaporation. 
Experiment evidence shows that densification occurs during both condensation 
and evaporation. Similarly, other researchers also reported similar experiments showing 
that the densification occurs at the both stages. Zhao et al. [13] showed that the 
densification occurs before evaporation by freezing the liquid.  Chakrapani et al. [14] 
demonstrated that the densification mainly occurs during the drying (evaporation) process. 
Although the surface tension induced capillary force are generally considered as the 
driving forces responsible for the overall densification, it is likely that the forms and the 




Figure 4.3 Schematic of two boundaries conditions in capillarity 
 
First, two cases of the liquid boundary conditions are presented in the Figure 2.1. 
The boundary condition in Figure 3 (a) is that the liquid-vapor interface is flat at the 
infinity, which means the hydrostatic pressure atmp p∞ =  in the liquid phase at the 
infinity. This condition possibly represents the case when the nanotubes are immersed in 
the liquid. The second boundary condition in Figure 3(b) is that the liquid is trapped 
inside the structure and we call it liquid bridge, which indicates that the volume of the 
liquid is constant. This condition possibly represents the case when it is at the late stage 
of the evaporation in large scale immersion of CNT forests or the individual pre-
patterned CNT structure is infiltrated with liquid separately. 
Second, the forces exerted on the individual CNT are identified, as shown in the 
Figure 4.1. Surface tension γ  is exerted on the three-phase contact line, and the 
corresponding contact angle is θ .   Hydrostatic pressure p is exerted on the liquid-solid 
Continuous body of liquid (or 
infinite boundary condition) 
Liquid bridge: Liquid is trapped 
inside the structure. 
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interface on the CNT wall. The total force suffered by the individual CNT would be the 
integration of surface tension along the contact line plus the pressure p integrated over the 
CNT wall that is in contact with liquid, namely 
contact contactL S




Figure 4.4 Capillary interaction and meniscus around neighboring micropillars 
 
As shown in the magnified view in Figure 4.4, the meniscus profile can be fairly  
complicated even just for two cylinders. To be precisely, the meniscus profile can be 
calculated from the nonlinear Laplace equation of capillarity, namely, 
 2 2 2 2 2 3/2(1 ) 2 (1 ) ( , )(1 )y xx x y xy x yy x yz z z z z z z q z x y z z+ − + + = + +  
where 2 /q gγ ρ= .  
Alternatively, we can also derive the driving forces from the derivative of the free 
energy of the system. P. Kralchevsky et al. [15] have derived the free energy for the 
capillary interaction between two cylinders for the case shown in Figure 4.3 (a) where 
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liquid is continuous.  The expression of the capillary interaction can be expressed as 
following,  
 2 22 cos ln( )c cE r Kqsπ γ θ= ⋅  
where cr is the radius of the cylinder, γ  is the surface tension of the liquid, θ is the 
contact angle of the liquid, K is a constant not related to the system, s is the half distance 
between the centers of the two cylinders. Therefore, the driving force for the capillary 





π γ θ= = ⋅ ⋅ . 
We can get three important implications from this expression: (1) The capillary 
interaction is attractive for the two cylinders with the same materials; (2) the capillary 
force is long range as it scales with s-1; (3) when contact angle 0θ = , the capillary 
interaction is still attractive, which indicates that the surface tension on the contact line is 
not necessarily responsible for the attracting driving force ( sin 0γ θ = ).   
Next, we consider the case shown in Figure 4.5 (b) where an isolated liquid bridge 
is present. In this case, the Laplace pressure becomes dominant, i.e.  
 / 2 cos /liquid atm meniscusp p p R xγ γ θ∆ = − = = for the case of two parallel solid walls. For 
the case of liquid bridge between cylinders, the Laplace pressure scales similarly
cos /p xγ θ∆ = . 
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The difference of torques generated by the surface tension on contact line and by 
the Laplace pressure on CNT walls can be estimated as following,
 cosSurface tension wHτ γ θ=  and 
2
 pressure cos( ) / 2Laplace wH xτ γ θ=  . The ratio of two gives  
  pressure/ 2 /Surface tension Laplace x Hτ τ = . When the spacing x is much less than the height of the 
structure H, Laplace pressure induced torque is much stronger than the surface tension’s. 
This ratio will also decrease as the spacing x decreases 
 In summary, under the condition of continuous body of liquid, the attractive 
capillary interaction will be responsible for the densification. Under the condition of 
liquid bridge, the Laplace pressure will be dominant and responsible for the further 






4.3 Controlled bending of CNT forests by elastocapillary 
densification 
4.3.1 Motivation 
Asymmetric assemblies of nanostructures are sought to mimic the function of 
biological structures such as cilia, and to create complex textures for uses including dry 
adhesives and directionally-wetting surfaces.  Importantly, such assemblies are difficult 
to fabricate by traditional methods such as photolithography and etching [16].  We report 
a mechanism whereby ensembles of nanoscale filaments self-assemble into asymmetric 
(bent) aggregates by infiltration and subsequent evaporation of a liquid.  Quantitatively, 
we show that the lateral deflection of the filaments can be controlled precisely by the 
pattern shape and the coupling strength among the filaments. The finding provides insight 
into analogous behaviors in nature where biological filaments interact with liquids. In 
particular, bending filament assemblies are critical to mimic structures such as micro-
hairs of insects [17]. More importantly, bending filaments can be combined to form dome 
shapes which are abundant in nature. The mechanism we discuss may present an enabling 
technique for scalable fabrication of asymmetric filament assemblies at a wide range of 
length scales. 
For an ensemble of vertically aligned filaments, a critical cluster size is 
determined by a balance between elastic and capillary forces during densification. Any 
cluster having a larger size becomes unstable and forms internal voids. This critical size 
has been derived for various filament assemblies, like polymer micropillars and CNTs 
[13, 14, 18]. We consider filament assemblies smaller than the critical cluster size, which 
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do not form internal voids during densification.  Uniquely, while previous studies 
investigated the densification of non-patterned CNT forests, or CNT forests patterned 
into shapes having rectangular or circular (azimuthally symmetric) cross-sections, we 
study the behavior of bilaterally symmetric shapes.  A shape with bilateral symmetry, 
such as a semicircle, has only one axis of symmetry.  As discussed later, coupling 
between the local capillary forces and the geometry of these shapes causes a lateral 
deflection during the densification process. 
The process for creating bent CNT microstructures is as follows (Fig. 4.5) [19].  
First, a film of iron (1 nm thickness) is deposited by e-beam evaporation on a silicon 
wafer coated with photoresist patterns having semicircular holes.  After lift-off, the iron 
forms isolated islands each of which is designed to have an area smaller than the critical 
cluster size for a given forest height, thus forming a single aggregate upon densification.  
Then, the iron catalyst is annealed in a mixture of He and H2 at 775°C followed by the 
CNT growth step where C2H4 is added to the gas mixture at the same temperature [11].  
The process results in CNT forests with heights ranging from ten to hundreds of 
micrometers depending on the growth step duration (Fig. 4.5b).  Finally, the substrate 
with the CNT forests is placed upside down on a metal mesh covering a beaker 
containing a boiling organic solvent such as acetone. The condensed liquid wets the 
CNTs by rising independently within each CNT microstructure due to capillary pressure, 
and then the solvent evaporates when the substrate is removed from the vapor stream. 
After the structure is dried, the deflections are held by van der Waals force or mechanical 
interlocking.  In particular, CNT forests grown from semicircular patterns deflect 
laterally, creating bent micropillars (Fig. 4.5c). Unlike immersion, the condensation 
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process is able to form small closely packed individual microstructures because the 




Figure 4.5 Fabrication of asymmetric microstructures by elastocapillary densification of 
semicylindrical CNT forests: (a) process steps; (b) SEM image before densification, with inset 
showing low-density vertically aligned morphology; (c) SEM image after densification, with 
insets showing laterally aligned CNTs facing centroid of the base and high density vertical CNTs 
in the upper portion; (d) densification induced lateral and axial forces [19] (experiments 
conducted by Prof. John Hart’s group) 
 
4.3.2 Modeling 
  The bending behavior of the assemblies poses interesting questions. What is the 
mechanism? How to control the bending angle? Since the collective properties of densely 
packed filament assemblies strongly depend on their morphology [20, 21], the ability to 
predict and control the shape of the structures is critical.  Imaging of the bent structures 
gives initial insights.  First, we find that the filaments at the base are flattened onto the 
substrate (Fig. 4.5c) due to capillary pressure [18] on the perimeter of the microstructure.  
The lengths of flattened filaments are different, and the densified structure is located in 
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close proximity to the centroid of the original cross section of the growth pattern.  Further, 
the structure near the base is prone to bend toward the straight edge of the semicircle.  In 
contrast, the upper portion of the structure, however, bends toward the opposite (curved) 
edge.  
Based on these observations, we identified two major effects contributing to the 
bending behavior (Fig. 4.5d).  First, the filaments push against each other, introducing a 
distribution of lateral forces. The difference in population of filaments on both sides of 
the centroid results in the structure bending toward the straight edge.  Second, the 
contraction of filaments creates a distribution of axial pulling forces that act 
asymmetrically on the upper portion of the forest. Based on the slip characteristics of 
filaments within the forest, this effect can lead to bending toward the curved or straight 
edge of the semicircle. The collective actions of the two effects determine the final 
bending angle of the densified structure. 
Now consider the first effect. Figure 4.6a shows the cross-section of a semi-
cylindrical filament microstructure with radius R. After densification, the radius reduces 
to /a R D= , where D  is the densification factor. We have assumed uniform 
densification, so that the cross-section maintains the same shape after densification.  The 
x coordinate coincides with the symmetry line. The z axis passes through the centroid, 
which does not move during the densification process. The whole structure bends within 
the x-z plane by Lθ , or / 2 Lβ π θ= − . Consider the bending of an arbitrary filament, 
ABC, in Fig. 4.6a. A magnified view is given in Fig. 4.6b. To accommodate the bending 
of the whole structure, the filament bends by an angle γ  in plane ABC such that the 
portion BC is parallel to the x-z plane and the angle between BC and the substrate equals 
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β . To help visualize the relation, a line CD perpendicular to the substrate is shown. 
Denote the angle between the flattened portion AB and the x axis by ϕ . The geometric 
relation gives cos cos cosγ β ϕ= .  
 
Lateral forces 
In this first effect filaments are allowed to slide freely to each other, and we focus 
on forces locally perpendicular to the filaments, i.e., the lateral forces. For example, the 
filaments in Fig. 4.6a are bent after densification. The elastic restoring forces serves as 
the lateral forces that push the filaments against each other. Furthermore, we assume that 
all the filaments are parallel to each other above a certain plane to simplify the problem. 
Above this plane van der Waals force is responsible for holding together all the filaments, 
however it does not contribute to bending given all filaments are equally spaced (except 
for the few filaments on the perimeter of the semi-cylinder). Below this plane, the van der 
Waals force is neglected. Then all the lateral forces should be balanced on this plane. An 
initially vertical structure will bend until the total lateral force equals zero to reach 
equilibrium.  For each filament the lateral force is determined by its location and bending 
angle. We treat each filament as a beam. Consider beam bending under two perpendicular 
forces, 1P  and 2P , as shown in Fig. 4.6b. Denote the deflection angles by 1γ  and 2γ . The 
analysis of large beam deflection givers 1 2 1 2/ ( ) / ( )P P λ γ λ γ= , where ( )λ γ is a positive 
dimensionless monotonic function [22]. Note that the effect of force location and beam 
stiffness cancels out in the ratio. Each bent filament exerts an elastic force, ( )P γ , to the 
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microstructure. The integration of ( ) ( , )pλ γ ϕ β=P u  over all filaments gives the total 
lateral force, where ( , )p ϕ βu is a unit vector in the force direction.  
Due to the bilateral symmetry of the semi-cylindrical shape, the total lateral force 
component in the y direction cancels out. For each filament, the projection of the lateral 
force in the x–z plane is given by ( )( )t p pP λ γ= − ⋅u u j  with j being the unit vector in the 
y direction, or 
 
2 2
cos sin( , ) ( )
1 cos cos
tP




.      (4.1)  
( , )tP ϕ β  is positive for filaments to the right of the y axis ( cos 0ϕ > ), meaning they push 
left. Those filaments to the left of the y axis push right. We use the shooting method to 
find the critical cβ  which satisfies ( , ) 0t cP dAϕ β =∫∫ . Note that a multiplier, i.e. the 
number of filaments per unit area in the as-grown forest has been dropped since it is 
uniform. The integration extends over the semi-circular cross-section of radius R. Our 
calculation shows / 2cβ π< , or the whole structure bends toward the straight edge. Note 





Figure 4.6 Contribution of lateral forces to the elastocapillary bending of a semi-cylindrical 
filament forest. (a) Schematic of the as-grown shape of the filament forest and the shape after 
densification. (b) The bending state of an arbitrary filament within the deformed structure. 
 
 
It is instructive to examine the resultant lateral force when the structure is vertical 
( / 2β π= ). In this situation,  ( , ) ~ costP ϕ β ϕ  since all filaments have the same ( / 2)λ π









−∫ ∫  or 
2 / 3R− . This 
net negative force pushes the whole structure to bend toward the straight edge until 
equilibrium is reached. 
 








































To understand the second effect which is due to axial forces, we begin with an 
introduction of the concept of differential length. Figure 4.7b shows two semi-circles 
illustrating the cross-section before and after densification. The origin of the x-y 
coordinate coincides with the centroid. Consider a filament attached to the substrate at 
location ( ,r ϕ ) before densification, where r is the distance to the centroid and ϕ is the 
angle relative to the x axis. After densification, the lower portion of the filament flattens 
on the substrate toward the centroid and the remaining portion bends upward to form the 
densified structure, as seen in Fig. 4.5. The flattened length, ( , ) (1 1/ )d r D rϕ∆ = − , is 
shown by the blue segment in Fig. 4.7b.  The differential length is defined as the height 
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Figure 4.7 Contribution of axial forces to the elastocapillary bending of a semi-cylindrical 
filament forest. (a) side view (b) cross-section on the substrate. The blue dot shows a filament 
originally vertical at location ( ,r ϕ ). After densification, its lower portion (blue segment) flattens 
on the substrate orienting toward the centroid, while its upper portion bends upward to form the 
densified structure. 
 
In actuality, the slip between filaments such as CNTs is constrained by a top 
“crust” consisting of entangled filaments due to the self-organization mechanism of the 
initial stage of growth [23, 24].  We define a sticking plane above which all filaments are 
connected.  As is evident later, the location of the sticking plane does not affect the 
determination of the bending angle.  Below this plane, filaments can slide to each other 
freely when they bend to compensate for the differential length.  Above this plane, the 
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structure does not bend since the differential length has been compensated by the bending 
below. 
We use energy minimization to obtain the bending angle Aθ  due to the axial 
forces, which pull down the structure and generate stretching energy in each filament. 
This energy is partially relaxed when the sticking plane moves down by 0∆  and rotates 
by Aθ .  The bending of the whole structure changes the differential length by 
( , ) cosb Ar rϕ θ ϕ∆ = , as shown in Fig. 4.7.  The distribution of differential length is then 
given by 0( , ) ( , ) ( , )d br r rϕ ϕ ϕ∆ = ∆ − ∆ − ∆ .  The stretching energy is 
2 ( ) 2
0 0




ϕ= ∆∫ ∫ , where S  is the axial elastic stiffness of an individual 
filament, N the number of filaments per unit initial cross-section area, and ( )aR ϕ  the 
boundary of the initial cross-section before densification. The values of S and N are 
insignificant as they drop out later. The high aspect ratio makes a filament very flexible, 
thus its bending energy can be neglected. Calculation shows that 
2 2( ) (4 / 3 )( cos (3 / 4) 1 cos )aR Rϕ π ϕ π ϕ= + − −  on the curved edge and 
( ) (4 / 3 ) / cosaR Rϕ π ϕ= −  on the straight edge.  Substituting the expressions of d∆ , b∆  
into G and take 0/ 0G∂ ∂∆ = , / 0AG θ∂ ∂ = , we have 
( )( ) ( )( )
( ) ( )( )
2 2 2 23 3 2 4
0 0 0 0
22 2 23 2 4 2
0 0 0
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∫ ∫ ∫ ∫
∫ ∫ ∫
.     (4.2) 
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The expression suggests that Aθ  increases with the densification factor, and vanishes 
when 1D = . Evaluation of Eq. (4.2) gives 9.5(1 1/ )A Dθ = − −  degrees, with negative 
sign for bending toward the straight edge. 
 
Effect of slip 
Now we consider slip of filaments from the sticking plane, which is likely to 
occur at the perimeter of microstructures where the axial forces are larger. We define a 
cut-off contour, stickR , beyond which filaments can slip relative to one another and 
therefore do not contribute to the total axial forces.  The contour is a circle centered at the 
centroid, since the flattened length, (1 1/ )D r− , is independent of ϕ .  To calculate the 
stretching energy, the integral domain now reduces to the yellow intersection area of the 
circle with radius stickR  and the original semicircle. We find a critical radius, 
0.86cstick vR R= , where vR  is the maximum distance from the centroid to a point on the 
semi-circle. When cstick stickR R> , i.e., the main aggregate (where slip is prohibited) equals 
the whole structure, the structure bends toward the straight edge. In contrast, when 
c
stick stickR R< , i.e., the main aggregate is smaller than the whole structure and slip occurs at 
the corners, the structure bends toward the curved edge. stickR can be treated as a measure 
of the interfacial strength between filaments, as will be shown experimentally for CNTs 
later.  The net deflection combines the two effects. As shown in Fig. 4.6, Lθ  will induce 
an additional differential length, ( , ) cos tanL Lr rϕ φ θ∆ = . Under the constraint of sticking 
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plane this length causes bending similar to that descried in the second effect. The net 
deflection angle is tanA L Lθ θ θ θ= − + , positive for bending toward the curved edge. 
 
4.3.3 Results and discussions 
The model can be readily extended to other cross-section shapes, and is verified 
by experiments.  Specifically, we have considered the elastocapillary densification of 
solid and hollow semi-cylindrical filament assemblies parameterized by r = /i oR R , with 
inner radius iR  and outer radius oR . Figure 4 gives representative results, showing that 
the total deflection is highly sensitive to r and to the parameter  =1- /stick vk R R , which 
describes the amount of slip. 
Figure 4.8a shows that when slip is absent ( 0k = ), the densified structure always 
bends toward the straight edge ( 0θ < ). With increasing r, the microstructure becomes a 
thin “C” shape and bends more. With slip among the filaments, the structure can bend 
toward the curved edge ( 0θ > ). Take  0.4k =  as an example. At r = 0, i.e., a semi-
circular shape, the bending angle is 13o. While the angle is -7o when 0k = . This 
interesting transition can be understood as follows.  As shown in Fig. 4.7, when there is 
slip, those filaments whose base is outside the vR  circle lose grip on the sticking plane 
and do not contribute to creating a differential length. As k increases, more filaments in 
the corners to the left side of the centroid lose grip. As a result, those filaments to the 
right of the centroid win, and the resultant axial pulling force bends the structure toward 
the curved edge. This explains the possible reversal of the bending direction as r 
increases, and the further increase of the bending angle when k changes from 0 to 0.4. 
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This effect becomes more important as r increases, because a greater proportion of the 
filaments are near the corner of the shape. Consequently, the net bending angle toward 
the curved edge is larger. The 0.1k =  curve shows that when the interfacial strength of 
slip is fixed, changing the shape factor r  can tune the bending from toward the straight 
edge to the curved edge.  This intriguing behavior is captured by the experimental data.  
 
Figure 4.8 Validation of model prediction and demonstration of asymmetric filament assemblies. 
(a) Bending angle changes as a function of /i oR R  with different amount of slip. Solid squares for 
experimetnal data. (b)  Precise control of bending angle by variation of /i oR R .  The two sets 
represent different amount of slip by varying the growth condition of CNTs. Each image shows 
three identical rows to verify repeatibility. (c) “Blooming flowers” of radially-oriented CNT 
structures bending toward the curved edge of the semicircle. (d) Large arrays of bending CNT 
structures. (e) Short bending CNT structures, magnified view in (f). [19] (experiments conducted 
by Prof. John Hart’s group) 
 
We have validated these trends in experiments with CNT microstructures.  Figure 
4.8b shows two sets of CNT structures, confirming the capability to tune the bending 
(a) 




angle based on the initial pattern of filaments prior to elastocapillary densification.  Each 
row shows a series of shapes with different r , and the measured bending angles are 
representated by the solid squares in Fig. 4.8a.  The different trends are created by 
varying the intensity of plasma etching of the CNTs in O2/Ar prior to densification.  We 
find that plasma etching efficiently reduces the main aggregate size by reducing the CNT 
density at the top and outer surface of each structure.  Therefore, plasma etching enables 
more slip around the edges of the CNT structure, and causes more bending toward the 
curved edge which agrees precisely with the model. The upper image matches the k = 0.3 
curve while the lower one is close to the 0.1k =  curve. Non-uniformity in densification 
changes the cross-section shape, which may partially account for the discrepancy 
between prediction and experiments.  
Understanding of the bending mechanism also allowed us to create complex 
arrangements of CNT structures as shown in Fig. 4.8c-f.  These include flower-like 
architectures made from circular arrangements of structures that bend toward a common 
point; and large arrays of bending structures that resemble micro-hairs on the skin of 
insects.  Notably, these structures range in size over two orders of magnitude, from a few 
microns to hundreds of microns in height.  These special geometries, coupled with the 
attractive mechanical, electrical, and chemical properties of CNTs provide a promising 





4.4 Understanding cross-section shape change of CNT microstructure 
during densification 
4.4.1 Motivation 
Subjected to drying or temperature change, many low-density cellular materials, 
such as wood[25], soil[26], gels[27, 28] and foams[29], undergo considerable volume 
shrinkage. The so called densification process often accompanies significant structural 
change in both micro and macro scales, leading to the modification of the materials’ 
mechanical and electronic properties[20, 30]. In particular, a thin film on solid substrate 
will demonstrate unique stress development[31] upon densification. Here the substrate 
provides a mechanical constraint and prevents stress relaxation in the thin film.  The 
stress accumulation thus inversely acts on the thin film and cause various morphology 
changes such as cracks[32], wrinkling[33] in sol-gel thin films and micro-cracks[34] in 
carbon nanotube (CNT) thin film.      
Most previous work has focused on determining the critical size of the filament 
assembly by the balance of capillary and elastic forces [35] or the equivalent energy 
minimization[13].  Both methods inexplicitly assumed that the densification process is 
uniform, which means that the cross-section shape of the filament assembly does not 
change during the densification process. Specifically, the force equilibrium was 
considered under the assumption of uniform shape change.  However in recent 
experiments, non-uniform shape change is observed for polygonal CNT forests as shown 









4.4.2 Modeling: substrate effect 
Nonlinearities in both lateral stiffness and load are considered in the model. If we 
only include the nonlinearity in stiffness, no shape change will be observed because the 
stress is always uniformly distributed in the body. The nonlinearity in load is induced by 
the substrate constraint, which is key to this model. 
We first model the lateral stiffness of the CNT forest as a continuum material. 
Due to the highly porous nature of the as-grown CNT forest with volume fraction as low 
as 0.1%, its mechanical response in the transverse direction (opposed to the axial 
direction along the nanotubes) is very similar to foam structures.  Following Gibson and 
Ashby’s work[37], compressive response of foams typically consists of three regimes: 
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linear elasticity at low strain; followed by a “yielding” plateau at intermediate 
deformations; finally truncated by a regime of densification where a dramatic hardening 
occurs. The waviness of the CNTs together with the entanglement provides the initial 
resistance to compression which functions similarly to the interconnected networks in the 
foam. The mechanical properties in the axial direction are less concerned in this paper, 
because densification occurs only in the transverse direction.  Therefore, we treat the 
densification as a 2D problem to track the evolution of the cross-section shape. Note that 
the cross-section we considered is fully developed which means there is no shape 
variation above the selected cross-section. 
The densification of CNTs we are interested is usually a large deformation, 
therefore any geometry related nonlinearity should be considered, especially for loading.  
As mentioned earlier, the elastocapillary densification is driven by capillary force 
coupled with elastic restoring force due to bending of the CNTs. Consider a CNT forest 
with square cross-section as shown in Fig. 4.9. In our 2D continuum model, the capillary 
pressure which exerted on the side wall of CNT forest simply reduces to biaxial 
compression. The elastic restoring force is proportional to deflection of each CNT, which 
gives 33 /f dn nEI L= − . nd is the deflection vector of the nth CNT, E and I are the 
Young’s modulus and the area moment of inertia respectively, which are same for all 
individual CNTs, and L is the height of the cross-section we considered. Note that the 
negative sign account for the opposite direction between the displacement and elastic 
restoring force. Usually the total number of CNTs is substaintial, and we transform the 
relation into continuum argument, namely 33 /n ndA EI L dAρ ρ= −f d  and define 
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33 /n n n EI Lρ ρ= = −b f d  as the equivalent body force which is dependent on 
displacement. Density ρ is the number of the CNTs per unit area. Consider an arbitrary 
infinitesimal unit in the solid, the magnitude of the body force is thus proportional to its 
displacement. Assuming the square deforms uniformly, the body force exerted on the 
diagonal is greater than the one off the diagonal, which triggers the star effect near the 
corner.  Because the capillary pressure is always perpendicular to the walls of the CNT 
forest, the directions of the equivalent biaxial forces also changes with the onset of the 
star effect. Upon large deformation, the diagonal component of the resultant force from 
capillary pressure on the two sides continually decreases, whereas the component 
perpendicular to the diagonal increases and further sharpens the corner. Therefore the star 
effect is the consequence of both the displacement dependent body force and large 
deformation.      
 
4.4.3 Finite Element Analysis 
The finite element (FE) analysis was performed using ABAQUS/standard 
(ABAQUS, Inc., Providence, RI). In the FE model, the cross-section was assumed to be a 
deformable shell with homogeneous material properties. The material properties were 
described by a nonlinear hyperfoam model, which can deform elastically to large strains, 
up to 90% strain in compression. The elastic behavior is based on the Odgen strain 








U Jα α α βµ λ λ β α−
=
= + − + −∑ for 2D problem, where iµ  and iα
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are material parameters to be determined from test data, / (1 2 )i i iβ ν ν= −  in which iν  
is the Poisson’s ratio, 1λ  and 2λ  are the two principle stretches, and N is up to 6 to 
improve the fitting accuracy. We chose N=2, which proved to be stable in our simulation. 
Note that 1i iλ ε= + . By fitting function 
2
1 1 1 1
1
/ 2 [(1 ) 1] / [ (1 )]ii i
i
U ασ ε µ ε α ε
=
= ∂ ∂ = + − +∑ to the stress-strain relation 
obtained from uniaxial transverse compression test data on the CNT forest, we can get 
four material parameters iµ  and iα  (i=1, 2). For example, 1 2µ = , 1 20α = , 
2 0.0002µ = , 2 5α = −  give a typical stress-strain curve as shown in Fig. 4.10.  
Take the square cross-sectional CNT forest as example (See Fig. 4.11a), the FE analysis 
was conducted on the quarter of the square due to symmetry. The corresponding 
symmetry boundary conditions are applied on the two sides. Loading of biaxial 
compression is straight forward, which essentially reduces to a line pressure in the quarter 
part. The displacement/time dependent body force is not supported in ABAQUS GUI 
loading modules. Alternatively we specified the distributed body force by using DLOAD 




Figure 4.10 Compressive stress-strain curve for a typical CNT forest, fitted based on the Odgen 
strain energy function for hyperelastic materials. (Experiment data courtesy of Dr. Eric Meshot) 
 
In experiment, the densification factor D is controlled by densification time (or 
solvents with different surface tension).With the increase of the densification factor, the 
star effect is normally strengthened as shown in Fig 4.11. We considered the 
densification as a quasi-static process so that in simulation the amount of densification 
can be controlled by the magnitude of biaxial pressure. Selected simulation results and 






Figure 4.11 Cross-section shape change of square CNT forest at different time stages of 






  Fig. 4.11 displays the star shapes generated during the different stages of the 
densification process. To quantify the relation between densification and the star shapes, 
the shape evolution was plotted for the square CNT forest as a function of densification 
factor S(D), where S=Ra/Rb (Fig. 4.12). The initial value of S (0)=1.414 near the onset of 
the densification, no obvious star shape is observed due to the small deformation and the 
position dependent body force nb  being proportional to the displacement. With the 
increase of densification, the large deformation takes effect and the star shape starts to 
build up. Meanwhile the nonlinearity in lateral stiffness also starts to contribute to the star 
formation the when the maximum in-plain strain reaches around 0.7-0.8 at the four 
corners.  Therefore the densification slows down at those corners first. As the 
densification goes on, the densified or hardened regions propagate inwardly.  And the star 
effect slows down and reaches the maximum when the densified regions meet at the 
middle of the each side.  
 






Simulations are also carried out for other polygons such as hexagons and 
pentagon. The more sides of the polygon are, the less the star effect is observed. 
Eventually, when the polygon reduces to a circle, the star effect disappears.  
      (a)                 (b)  
 
Figure 4.13 Experiment and simulation results for hexagonal shaped cross-section. (Experiment 
result courtesy of Dr. Sameh Tawfick) 
 
In summary, by considering the non-uniformly distributed position-dependent 
elastic forces coupled with cross-section geometry, we find that the cross-section of the 
filament assemblies would undergo significant shape changes due to densification.  The 
predictions by finite element analysis are consistent with the experiment results of CNT 
densification. With the stress development in the CNT structure, the material hardening 
also plays an important role in the shape evolutions when local densification goes into 
hardening regime. However, the model also has its limitation for predicting shape change 





4.5 Nonlinear lateral mechanical behavior of CNT forests 
4.5.1 Motivation 
In the last section, it is shown that the nonlinearity of the CNT forests’ lateral 
stiffness may be captured by a hyperfoam model. Although CNT forests share some of 
the mechanical characteristics with isotropic networked foams, the orthotropic nature of 
vertically aligned CNT microstructure makes the mechanisms different from classical 
foams.  In a classical model of foam [38], the initial elasticity comes from uniform small 
deformation within the entire network. In the second collapse stage, the “stress plateau” 
is due to localized bending occurs at weak points in the network. In the third densification 
stage, the hard contacts between neighboring structures result in the stiffening the 
material. In as-grown vertically aligned CNT microstructure, the slightly wavy nanotubes 
are connected by weak VDW bonding and the bending or buckling can only occur along 
the axial direction of nanotube. In the elastocapillary densification process, the surface 
tension coupled with lateral stiffness determines final densification factor and shape of 
the structure. Therefore it is crucial to understand the nonlinearity in the lateral 
mechanical behavior of CNT forests.    
Recent experiments conducted by Prof. John Hart’s group [39] tested the lateral 
stiffness of vertically aligned CNT structures by nano-indentation. It is also shown that 
the overall stiffness can be reinforced by coatings (Figure 4.14). Specifically, the amount 
of shrinkage during evaporation can be manipulated by thin Al2O3 coatings deposited 
conformally on the CNTs by Atomic Layer Deposition (ALD). The deposited coatings 
tune the ability of the CNTs to slip against one another. This insight is confirmed by 
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finite element modeling of individual CNT-CNT contacts as curved beams described in 
the following section. 
 
 
Figure 4.14 Coating of CNT with Al2O3 by Atomic Layer Deposition (ALD). (a) Schematics 
showing the thin conformal coating films, and their effects in locally “bonding” CNTs. (b) Effect 
of coating with 5, 10, 15 Å on capillary forming.  (c) Changes in the nanoscale structure as a 





4.5.2 Finite element model 
We tried to capture the above obervations by building a Finite Element (FE) 
model.  The basic idea is to impose external lateral displacement to an individual CNT 
and probe the induced lateral stresses.  Besides, we consider the effect of coating by 
considering increase both in the stiffness of individual CNTs and the coefficient of 
friction between them.  A simple core-shell model can estimate the new effective 
stiffness in individual CNTs[40]. The increase of coefficient of friction captures the 
effect of local bonding of intersecting CNTs due to thin Al2O3 coating.   
 
Figure 4.15 Illustration of the finite element model 
108 
 
4.5.3 Results and discussions 
The FEA simulation was performed using ABAQUS/explicit module. The 
geometry of the CNTs is guided by our high resolution SEM measurements as shown in 
Figure 4.15.  The wavy CNT contains multiple amplitudes ranging from 0.7A to A, with 
a fixed wavelength 15A. A beam element with circular cross-section is employed to 
allow large deformations of CNTs. Due to the symmetry, we constrain the displacement 
of the bottom of the CNT in both x and y directions, and the top only in x direction. Note 
that both points lie on the center line of the wave. By setting the lateral displacements of 
the both rigid walls to be 0.4A inwardly, the ABAQUS/explicit module tracks the lateral 
deformation of CNT up to 40% strain. Beginning with a frictionless condition (µ=0) 
between CNTs, the result shows a non-linear hardening effect as the CNT being 
compressed (the bottom curve in Figure 4.16). The hardening effect can be understood by 
the increase of contact pairs during CNT compression as shown in the schematics of 
Figure 4.15. Next we study the effect of Al2O3 coating by adding frictions (µ=0.25 and 
µ=0.5) between the CNTs. The top two curves in Figure 4.16 show that hardening effect 
further increases with the frictions. From energy point view, comparing the frictionless to 
the frictional situations, the area between the corresponding curves is equal to the extra 
work that the external force has to do.  Specifically, the extra work comprises of the 
frictional dissipation energy and the extra strain energy in the CNT due to the frictional 
constraint in axial direction. We also show that for 20% increase in stiffness of CNT, the 
lateral stress scales linearly by 20% increase with the same deformation. As a result, the 
model confirms that the existence of Al2O3 coating can cause a significant hardening 
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effect in lateral compression of CNT microstructures, based on the additional frictions 
between CNTs and the reinforced stiffness of CNTs. 
 
 
Figure 4.16 Effect of friction and modulus on stress-strain curve   
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  Concluding Remarks   Chapter 5
 
This dissertation studied self-assembled surface features in thin films. By 
understanding the coupling between surface tension, elasticity and other nanoscale forces, 
I have developed models to simulate the dynamic evolutions and reveal the key 
mechanisms of the self-assembly processes. Based on the simulation results, critical 
factors, parameters and mechanisms are elucidated in order to improve the control over 
defects, order and morphology of assembled structures in existing and potential 
experiments.  The detailed contributions are listed by topics as follows.  
 
5.1 Achievement and contributions 
Superlattice:  
An approach of sequentially activated self-assembly is shown to grow large-area 
superlattices from a continuum medium. In this approach, the self-assembly was initiated 
in a small mobile region to form a seed pattern, and then the mobile region was shifted 
gradually. The elastic field induced by the seed pattern and its guidance to the growth 
front are revealed. Also it is demonstrated that the approach has great flexibility and 
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defect tolerance.  Several examples are shown to promote the growth rate of superlattice, 
which increase the efficiency of the approach.  
Further investigation led to another mechanism that self-assembly can propagate 
spontaneously and deliver ordering information to distance. This mechanism utilizes the 
ordered pattern in the growth front to trigger self-assembly in the affected zone. Under 
certain bistable state, the elastic field helps to overcome the energy barrier for self-
assembly to propagate. Two propagation scenarios, diffusion-limited and activation-
limited propagations, are identified.  The approach can produce extremely long-range 
ordered superlattice without any external guidance. 
 
Templated dewetting: 
Recent experiments showed that anodic aluminum oxide (AAO) membranes, 
which have uniform nanoscale pore size and spacing, can influence the dewetting of iron 
thin films into organized arrays of nanoparticles. The model adopted captured 
competition between surface tension and van de Waal interactions in the thin film. The 
numerical simulations simulated the dynamic dewetting processes from pore expanding, 
rupture of liquid networks to formation of discrete nanoparticles.  It is shown that the 
AAO pore position variations and the initial film thicknesses have strong influence on the 
order of nanoparticles, while AAO pore size variations have little effect on the order. The 
size uniformity of the nanoparticles shows similar degrading tendency as order parameter 





Recent experiments showed controllable bent, twisted, re-entrant and other 
complex 3D microstructures can be fabricated via the elastocapillary densification 
method. The mechanisms of densification of pre-patterned vertically aligned CNT forests 
were revealed by understanding the coupling between capillary forces and elasticity in 
the CNTs. An analytical model was developed to predict the bending angles by 
considering two competing actions of lateral and axial forces. Time and position 
dependent loadings were considered in a finite element model to explain the shape 
change of cross-section of CNT microstructures near the substrate. In addition, a finite 
element model was developed to capture the nonlinear lateral mechanical behavior of 





5.2 Future work 
5.2.1 Superlattice: potential systems and experiments 
The 31 / r  long range elastic interaction considered in this work is similar to many 
other magnetic[1, 2] or electrostatic dipole interactions[3]. There are representative a 
range of systems such as Langmuir films, ferromagnetic films, and self-assembled 
monolayers that should work with these two proposed mechanisms.  Detailed simulations 
and verification can be conducted for different systems. For the spontaneous propagation 
of self-assembly, the concept may also motivate studies in other physics, bio-systems 
areas in addition to the material systems we discussed here.     
From an experimental point of view, there are several ways to achieve the 
sequential activation of self-assembly in addition to laser scanning or thermal activation. 
For instance, one may translate a substrate or nozzle during local deposition, or use other 
fields such as light or electric field to activate self-assembly at different locations 
sequentially. In order to achieve the spontaneous propagation of self-assembly in 
experiment, one needs to first identify the working window of concentration fraction or 
its equivalency. For example, the bistable state concentration we are interested in this 
work is from 0.36 to 0.38. We need to either find a preparation technique with this 
precision or to find a similar system with a wider working window.  
 
5.2.2 Templated dewetting: substrate topology and material parameters 
In this dissertation, we considered a pre-templated thin film sitting on a flat solid 
substrate. However, the real AAO surface may have certain roughness that can trap the 
118 
 
liquid from moving or coarsening. Therefore the future work can consider the effect of 
substrate topology on the nanoparticle order parameters. For example, the roughness 
profile can be extracted from AFM images of AAO sample. The model and the initial 
condition of the film need to be modified to match the rough substrate and position 
dependent initial film thickness. The additional coarsening barriers due to the surface 
roughness can be investigated. 
The material parameters should be verified for actual material systems. Specially, 
the surface energy of each interface and the viscosity of the liquid at the operating 
temperature need to be obtained. Then the Hamaker constant and the equilibrium 
thickness can be derived from the measured typical wavelength due to spinodal dewetting.  
In addition, this work considered a fluid flow model based on lubrication 
approximation. When the thin film material is below melting point, a diffusion model 
needs to be considered instead. The governing equation will change from Navier-Stokes 
equation to diffusion equation.  
 
 
5.2.3 Densifiction: solidification and buckling models  
The cross-shape change of CNT forests during densification can be partially 
explained as an effect of substrate constraint. However, it cannot explain the situations 
when high aspect ratio or stand-alone CNT structures are considered. Two preliminary 





Solidification is a phase transition process when liquid transforms into solid as 
shown in Figure 5.1.  In CNT densification process, we may consider the densified CNT 
structure as a solid phase, while the undensified region as a “liquid phase”. Although the 
undensified region contains solid CNTs, the as-grown CNT forests are highly porous and 
typically occupy about 1% or less of the total volume.  
 
Figure 5.1 Solidification process 
 
 
Motivated by this idea, we assume that the densification proceeds in the following way.  
(1)  Begin with a thin layer of solid phase CNTs.  
(At this moment the pressure difference between atmosphere and liquid phase is 
zero, therefore no shape change is observed)  
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(2)  Deposit a thin layer of solid phase CNTs of volume dV.  
(This deposition mimics the densification, when the “liquid phase” turns into solid 
phase. During this process, 0.99dV of liquid is evaporated, left with 0.01dV of 
solid CNTs.) 
(3) Calculate the new pressure inside the liquid phase. 
(The pressure inside the current liquid phase decreases due to the evaporation of 
0.99dV liquid.) 
(4) Based on the new pressure difference (non-zero), the structure deforms. 
(5) Repeat (2)-(4) iteratively  
(6)  The entire process ends when all liquid is evaporated. 
 
In order to implement this process, I utilized the Python scripts of Abaqus instead 
of the Abaqus/standard graphic user interface to deposit layers of solids and update 
meshes in each iteration automatically. Additional Fortran subroutines were used to track 
real-time interfaces and apply time-dependent loadings. Selected simulation results are 
shown in Figure 5.2.  The first four images capture the early stage of “deposition-
deformation” processes and the last four images capture the late stage. The current 
limitation of the method includes material hardening at the corner which in turn stops the 















Experiments also showed that CNT forests with circular shaped cross-section 
deform into “gear” shapes after densification (Figure 5.3 and 5.4). 
 
    




Figure 5.4 Densification results of CNT forests with different volume fractions. (a–c) CNT 
forests grown at 500 °C. (d–f) CNT forests grown at 600 °C. (g–i) The same as in (d–f), but 
treated with O2 plasma. (j–l) CNT forests grown at of 700 °C. (m–o) The same as in (j–l), but 






 It is well known that a thin film will buckle when the underlying substrate shrinks 
(Figure 5.4).  The compression force in the thin film is responsible for the buckling. 
When the substrate is compliant, the substrate surface will bond to the thin film and 
follows the buckling pattern. If the substrate is not compliant,  the thin film will 
overcome the adhesion and detach from the substrate. 
 
Figure 5.5 Buckling of a thin film due to the shrinkage of a compliant substrate 
 
Motivated by the phenomenon on a flat substrate, we may consider the 
undensified CNT substrate as a curved compliant substrate, wrapped around by a 
densified thin film of CNT solid. The densified CNT solid have a much higher elastic 
modulus than the undensified “substrate”. As the densification proceeds, only the 
undensified CNTs can shrink, which induces compression forces accumulated in the solid 
thin film layer. The wavelength or number of the wrinkles depends on the thickness and 
the modulus of the thin film.  
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Selective preliminary finite element results are shown in the Figure 5.5. In the 
model, the outer thin film layer is simplified as a beam loop. A negative pressure is 
applied on the inner surface of the film.   Further investigations can to be done in terms of 
thickness of the solid thin film, modulus of the thin film and the “substrate”.  A complete 
study should also include the non-linear lateral stiffness of CNT forests.  
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