ABSTRACT Real-time urban climate monitoring provides useful information that can be utilized to help urban management personnel to monitor and adapt their precautionary measures to extreme events, including urban heatwaves. Fortunately, recently created social media platforms, such as Twitter, furnish real-time and high-resolution spatial information that may be useful for climate condition estimation. The objective of this paper was to utilize geotagged tweets (participatory sensing data) for urban temperature analysis. We first detected tweets related to heat (heat-tweets). Then, we examined the relationships between monitored temperatures and heat-tweets through a statistical model framework based on copula modeling methods. We demonstrate that there are strong relationships between heat-tweets and temperatures recorded at an intraurban scale, which are revealed by our analysis of Tokyo city and its suburbs. Subsequently, we investigated the application of heat-tweets for informing spatiotemporal Gaussian process interpolation of temperatures as an application example of heat-tweets. We utilized a combination of spatially sparse weather monitoring sensor data, which comprise infrequently available moderate resolution imaging spectroradiometer remote sensing data and spatially and temporally dense lower quality geotagged Twitter data. A spatial best linear unbiased estimation technique was applied. The results suggest that tweets provide the useful auxiliary information for urban climate assessment.
I. INTRODUCTION
The study of the spatial and temporal aspects of heatwaves is critical to many areas of science and risk management. In particular, there is a growing body of studies that investigated heatwave phenomena, such as [1] , where the authors assessed whether climate change mitigation strategies can reduce the severity of heatwaves in the future, case studies of heat wave events and models of such situations [2] , and importantly, several studies of the excess mortality rates resulting from heatwave events, such as [3] - [6] . All these types of studies would directly benefit from or be enhanced by accurate and high resolution models specifically designed for detecting a micro-climate urban heatwave.
It is generally observed that the risk of a heatwave and subsequent loss of life in the population due to medical distress caused by such extreme weather conditions is rapidly increasing, with evidence suggesting this may be due to the increase in global warming. In fact, as summarized in Table 1 , the mortality levels attributed to individual heatwave events have constituted in the order of several hundred to tens of thousands of people in recent years. This is likely to worsen in many developed countries as a result of several compounding factors, such as aging populations and greater rates of urbanization in cities, and the general consensus is that global warming will also result in an increased propensity for heatwave events to occur. This creates a serious mix of particularly susceptible populations and increasing hazard rates. Considering the further increase in the heatwave risk projected for the future [7] , the adaptation and development of models that allow for rapid response when it is detected that heatwave risks are arising in a micro-climate urban environment is becoming a more pressing concern and must be addressed.
The ability to understand heatwave phenomena and importantly to model and detect such phenomena is of particular importance in relation to urban area micro-climates. [8] , [9] ). In studies on smart cities and urban planning, such as [10] , it was argued that local urban climates can be managed in different manners; to understand the best management strategies, the ability to model accurately at a fine resolution the spatial temporal heat maps of the local environment is also required. Recently, it has been shown in several studies that developed urban areas suffer from not only the global warming effects but also the heat island effect, the principal sources of which are the absorption of significant amounts of solar radiation by concrete and other urban materials and the waste heat emitted from buildings and vehicles (see [11] ). Such highdensity urban construction materials are capable of storing significant levels of heat energy, resulting in localized heat wave phenomena, the understanding of which is becoming more important as cities become more urbanized and higher density dwellings continue to develop. In addition, populations that are particularly susceptible to medical distress and mortality arising from heatwave events are generally densely clustered in urban areas. For example, in Japan, whose population aging ratio is rapidly increasing, vulnerable elderly groups are increasing in density, in particular in urban areas. As a result the number of victims of heatwaves is gradually increasing in Japan (see, Fig. 1 ).
The ability to develop management responses and adaptive strategies to manage extreme weather-related events, such as urban heatwaves, is a major concern that has actively been investigated in studies in the urban literature (see e.g., [12] , [13] ). A key challenge faced in such adaptive management approaches is the ability to accurately monitor in real time the intra-urban scale climate conditions (e.g., at the district level). However, monitoring stations that assess the climate conditions are very frequently allocated sparsely in space at an intra-urban scale, and it is usually difficult or impossible to analyze district level temperatures and humidity using the resulting data. This is a known problem discussed in papers such as [14] and [15] . To illustrate this point for the urban environment in Tokyo, Fig. 1 displays the spatial distribution of the temperature monitoring stations of the Japan Meteorological Agency in the Tokyo prefecture. The number of monitoring stations is only eight, and it would be impossible to analyze district level temperatures using data at these monitoring stations only. In addition to data from weather monitoring stations, remote sensing satellite data often provide another frequently used approach for climate condition estimation. For example, satellite imagery from MODIS (MODerate resolution Imaging Spectroradiometer) reveals ground surface temperatures with a spatial resolution of 1 km. However, real-time climate information cannot be acquired from these satellite images 24 hours a day; in the case of Japan, MODIS imagery is available only at four time points, which are around 11:30, 13:30, 20:30, and 22:30 each day.
Given the challenges caused by the sparsity (in space) of ground-based weather and climate monitoring stations and the sparsity (in time) of remote sensing data for monitoring intra-urban climates in real time, a novel alternative approach is required that can supplement these accurate data sources with a lower quality data source that is less accurate but prevalent in time and space. Hence, to provide real-time district-level climate information for adaptive public urban management of extreme climate events, a novel solution to supplement the missing data for regions far from monitoring sensor sites (see Fig. 3 ) should be explored. We demonstrate in this paper how to begin to utilize Twitter (http://twitter.com) as an auxiliary information source to help to describe and extrapolate in an informed manner the local urban climate. In this study, the local intra-urban temperatures of Tokyo city in particular were addressed. Twitter is a social media platform that allows its users to post short messages (up to 140 characters in Japanese) called ''tweets.'' Since a large amount of tweets are posted at arbitrary times and locations, we investigated whether they may provide real-time and high spatial resolution information related to temperature and in particular extreme temperature events such as heatwaves. The extent to which such data would be useful to help resolve the issue of estimation in the presence of scarce data from real climate monitoring sensor networks is unknown. Therefore, the objective of this study was to investigate the utility of these additional Twitter data in forming estimations of temperature in local urban environments to supplement the results obtained from sensor monitoring station recordings.
The application of tweets to resolve such an estimation problem is a topic that has recently become active. For instance, in [16] it was shown that major events significantly change the sentiment of tweets. In [17] , happiness in USA was mapped and it was shown that the eastern part is happier at noon. In [18] , the authors utilized Twitter data to estimate public mood and then applied the results to financial market analysis. In [19] - [21] , tweets were used to predict election results. In [22] and [23] , tweets were employed for pandemic predictions. Tweets have also been applied for event detection, including crimes (e.g., [24] , [25] ), car accidents ( [26] ), and earthquakes ( [27] ). Of most relevance to this study was the recent demonstration in [28] that tweets change depending on climate events, i.e., the information content in tweets and the topic of tweets is causally affected by the climate conditions that the tweeter is experiencing. It was also shown that tweets concerning climate change are increasing in number. However, most Twitter studies, including those mentioned above, ignored the spatial dimension and structure of the data. This was probably due to the difficulty of obtaining geotagged data of these tweet data records.
It is starting to be demonstrated that the spatial data associated with tweets may also be significant and informative when utilizing Twitter data. For instance, the results of some studies suggested that location significantly influences tweets; see, for example, [29] , where it was shown that the intensity of tweets about facilities (Airport, Bakery, Cinema, . . . ) changes depending on the distance of the tweet location from the facility, while in [26] it was demonstrated that tweets effectively reveal important information related to local events, such as car accidents and earthquakes. Tweets may also effectively describe the local urban climate and it is this premise that we aimed to investigate in this study.
As a first step toward utilizing tweets in urban climate monitoring, we first analyzed the statistical relationships between tweets and the temperatures at their corresponding locations at intra-urban resolutions. In particular, we focused on unpleasant heat and heatwaves as the target of our extreme climate study. The subsequent sections of the manuscript are organized as follows. In Section 2, the exploitation of information pertaining to heat from Twitter data is discussed. In Section 3, an analysis of the relationship between heatrelated tweets and temperatures is presented, the results of which reveal that the content of these tweets is in agreement with ambient temperatures. Based on these results, in Section 4 the application of heat-related tweets for local urban temperature estimation is demonstrated. Finally, Section 5 concludes our paper.
II. TEMPERATURE-RELATED PARTICIPATORY SENSING DATA
Sentiment can be extracted from Twitter data using numerous different techniques. For instance, several recent studies exist on extracting sentiment from Twitter data, such as [30] and [31] , and examples of sentiment analysis in commercial data analytics are given in [32] and [34] . In this study, we considered a new model-based regression approach for extracting Twitter sentiment and then developed a sentiment index for geo-tagged Twitter data, as described below in detail.
A. GEO-TAGGED TWITTER DATA
We acquired data of tweets that included the following important attributes: the text message, a user id code, the spatial coordinates, and the time of tweeting. The contents of Twitter databases are known as geo-tagged tweets. The particular dataset we utilized is commercially available and was collected by Nightley Inc. and was purchased for this research project. The dataset consists of tweets posted in Tokyo between August 1 and August 31, 2012. According to a privacy policy, these data do not include all of the recorded tweets posted, but instead account only for approximately 1% of a randomly sampled set of geo-tagged tweets.
Following [28] , we excluded ''re-tweets,'' which involve data that result from an individual re-posting another person's tweet. The reason for this decision is that it is difficult to detect sentiment in a re-tweet. The resulting sample size we utilized consisted of 130,331 geo-tagged tweets.
In Fig. 3 , we provide a spatial scatter plot of the tweets' locations throughout the period under study. It can be seen that the tweets tend to be distributed densely across Tokyo, which provides a good resolution of information in the intraurban Tokyo districts. The dense coverage is in marked contrast to the sparse distribution of temperature monitoring stations, which is shown in Fig. 1 . We assessed the dense VOLUME 4, 2016 Twitter information to determine whether its use to complement temperature information at unmonitored sites would be of value.
B. EXTRACTION OF HEAT RELATED TWEETS: ''HEAT-TWEETS''
In this study, we extracted tweets that were specifically related to unpleasant heat using an approach known as ''keygram,'' 1 which utilizes a Japanese synonym dictionary to associate words (characters) to heat-related words. Table 2 summarizes the synonyms of ''heat'' or ''heat + uncomfortable,'' which were extracted using the keygram.
The spatial distribution of tweets including synonyms of heats for each week in August, 2012 are shown in Fig. 4 . This figure suggests that heat-tweets are more frequent in areas near railway stations and that they increase in the 2nd and 3rd week, which corresponds to our dataset for the period of the middle of the summer in Japan, and decrease in the 4th week, which is the end of the summer.
It is also important to consider the sentiment (positive or negative) in each tweet. In [33] , a Twitter sentient analysis framework was discussed that consists of: (i) pre-processing to convert texts (or tweets in our analysis) to Bag-of-Words (BoWs), where a bag of words is a sparse vector of occurrence counts of words, i.e., a sparse histogram over the vocabulary; (ii) sentiment scoring of each word; and (iii) sentiment scoring of each BoW by averaging the word-wise sentiment scores. We quantified the sentiments of heat-related tweets according to the following steps. In the first step, the Japanese tweets that we intended to analyze were converted to BoWs using MeCab (https://github.com/jordwest/mecab-docs-en), which is a popular text mining tool for Japanese. In the second step, we scored the sentiment of each word using a sentiment dictionary published in [34] . The dictionary consists of sentiment scores of Japanese words, which take values between -1 (negative) and 1 (positive). These scores are estimated by applying a spin model, which was originally an electron spin model, such as a Potts or Ising model. In [34] , the accuracy of the spin model approach to scoring was demonstrated. In the third step, the sentiment of each tweet was evaluated by averaging the word-wise sentiment scores.
In this paper, we propose a heat-related sentiment index, which is formulated as
where i ∈ {1, . . . , N } is an index of a tweet, I Heat i is the dummy indicating 1 whether the i-th tweet includes any of the synonyms of heat summarized in Table 2 , and 0 otherwise, and Sent Heat i is the strength score of the negative sentiment in the tweet. The index takes a value between 0 and 1, which approaches 1 if the i-th tweet is a heat-related tweet with a strong negative sentiment, approaches 0 if the tweet is a heatrelated tweet with a weak negative sentiment, and is 0 if it is not related to heat. Namely, Heat-tweet i estimates discomfort resulting from local urban heat. In this section, we describe the technique used for associating Heat-tweet i , estimated at tweet sites (Fig. 3) at tweeted times, with temperature data monitored at eight monitoring stations ( Fig. 1 ) in each hour. For this purpose, we estimated the sentiment at monitoring stations by applying a logistic additive regression model (e.g., that in [35] ), which can describe variables ranging between 0 and 1 by a weighted sum of smoothing (nonparametric) terms, as well as parametric terms. Our applied logistic additive model describes the mean function of Heat-tweet i , m Heat−tweet i , according to the model structure
where α is a constant, x i,p is an explanatory variable, P is the number of explanatory variables, β p is the coefficient, and day i and hour i are the day and time (in minutes) that the i-th tweet was posted, respectively. lon i and lat i are the longitude and latitude of the tweet location. Table 3 summarizes the explanatory variables. s 1 (·) is the smooth spline function that models non-linear impacts of day i and time i . For the smoothing function, we used the conventional thin plate spline [35] , [36] . s 2 (·) is the bivariate spatial smoothing spline function. Here, we used the Tensor product smoothing operator for s 2 (·) [37] . To estimate the parameters, the generalized additive mixed model (GAMM) in the gamm4 package for R 2 was used. 6 shows the estimated non-linear influence on the heat tweets for the day, time, and tweet location. s 1 (day i ) shows a time trend that illustrates that ''heat-tweets'' had a tendency to decrease around August 10, 2012 and then to increase after this date. To clarify the reason for this behavior, let us consider the daily mean temperatures, which are plotted on the left hand side of Fig. 7 . In agreement with these findings from the heat-tweets, it can also be seen that the mean temperatures decrease around August 10, 2012. Thus, we postulate that perhaps the intensity of heat-tweets may reflect basic trends in daily temperatures. Estimated s 1 (time i ) shows a tendency for heat-tweets to increase in the morning and decrease at night; such diurnal patterns are expected in local intra-urban climates. The intensity of heat-tweets is low at night and reflects the observed temperatures (see the middle of Fig. 7) . However, the increase in heat-tweets in the morning is somewhat inconsistent with the trend of temperatures, the peak of which is typically high in the afternoon. Conversely, hourly temperatures, which are plotted in the right hand plot of Fig. 7 , peak in the morning and are lowest at night, which is in agreement with the intensity of heat-tweets. Thus, we postulate that perhaps ''heat-tweets'' may also reflect hourly changes in temperature rather than the absolute temperature itself. Estimated s 2 (lon i , lat j ) shows a spatial pattern that the number of heat-tweets is greater in areas around railway stations in the suburbs of Tokyo (see, Fig. 1 ) and smaller in the western non-urban area and the eastern central Tokyo area. Monitored temperatures (see, Fig. 1 ) do not display such a tendency. Thus, we aimed to determine whether heat-tweets may explain the spatial patterns of unmonitored temperatures at non-sensor locations. ural environments, including Park dist. and River dist., are negatively significant at the 1% level. Therefore, these results suggest that ''heat-tweets'' tend to be fewer in number in areas collocated around new parks and/or rivers. This may be due to the following factors: the cooling effect of green and water areas, which are known to act as heat-sinks in local urban climates, and the amenities available in many of these areas, which are also likely to reduce the chance of a person feeling unpleasant heat and therefore tweeting about the unpleasant micro climate. Commercial districts are also found to be not significant at the 5% level, which indicates that people in commercial areas, that is, intra-urban environments, tend to experience less unpleasantness that is due to heat. Again, a speculative hypothesis concerning this phenomenon is that it may be due to the amenities, air-conditioned offices, and leisure spaces in such locations, resulting in a reduction in the effect of unpleasant heat or at least in the propensity of local residents to experience such heat effects and to tweet about them.
III. DOES THE CONSTRUCTED GEO-TAGGED TWEET SPATIAL-TEMPORAL SENTIMENT INDEX RELATE TO OBSERVED TEMPERATURES?
Given the output from the spatial temporal sentiment index of heat-related participatory sensing Twitter data, constructed in Section II-C, we now describe our evaluation of the utility of these data before their application in micro-climate modeling. Since the objective of this study was to build micro-scale urban environmental temperature models based on sparse but accurate information from weather monitoring stations, supplemented with local less accurate information from densely populated participatory Twitter data of sentiments related to heat, it was important to first understand whether such Twitter heat-related messages are associated to the spatial and temporal dynamics of real recorded temperatures.
To answer the question whether there are associations or concordance relationships between the extracted heat-related Twitter data and the real observed weather monitoring temperature data in Tokyo city, we performed several different analyses. The first level of analysis addressed modeling different notions of concordance. First, we conducted a study of correlation and extremal dependence based on linear correlation and extremal correlations according to the extremogram approach in [38] , comparing the local micro-urban neighborhood of each ground-based monitoring site to the constructed heat-related Twitter sentiment index data for that region over weekly intervals.
A. CORRELATION ANALYSIS
As mentioned in [29] , the ''application of tweet-analyses for high resolution applications should be approached with care as the correlation between the contents and the locations of tweets that is required for these applications is probably often too low.'' Hence, a study of the correlation between tweets and the temperature at their corresponding locations is an important starting point for utilizing tweets for high resolution urban climate analysis. We also argue that extremal measures of dependence and concordance should also be considered in this spatial-temporal setting. Thus, we also include in this paper an analysis of spatial extreme dependence relationships captured through the notion of extremal tail dependence and the recently developed framework of extreme correlograms, known as the extremogram analysis (for details, see [38] ).
Prior to the analysis of extreme correlograms, we examined correlation coefficients between monitored temperatures/change in temperature and Heat-tweet i , which were estimated at monitoring stations, using the regression described in Section II-C. These coefficients were evaluated for each site in each week; they are summarized in Fig. 8 . In the left hand two sub-figures, stations near the center area are denoted by darker lines and stations distant from the central area are denoted by lighter lines.
The correlation between Heat-tweet i and temperature is high, except for in the 2nd week, which was the coolest week (see, Fig. 7) . Namely, Heat-tweet i reflects higher temperatures well. However, these correlation coefficients are relatively small: the values are 0.32 at the maximum. In contrast, the correlation coefficient values between Heat-tweet i and change in temperature are greater than 0.40 in all cases. Furthermore, the correlation increases across the target period, August. In other words, an increasing number of people tends to react to temperature changes as the end of the summer approaches. As another property, the correlation coefficients are relatively low in the central area.
On average, the correlation between Heat-tweet i and temperatures is 0.33, while the correlation between Heat-tweet i and change in temperature is 0.45.
Thus, we conclude from this analysis that participatory sensing data in the form of a heat-tweet sentiment index is more likely to be associated spatially with the micro-climate change in temperature on a local micro-urban scale than with absolute temperature values. This is observed from the greater linear association with Heat-tweet i of the change in temperature. We plotted Heat-tweet i against temperatures (left hand side of Fig. 9 ) and changes in temperature (right hand side of Fig. 9 ). It can be see that lower temperatures show a stronger positive correlation with Heat-tweet i than higher temperatures. In addition, a greater positive change in temperature appears to be more strongly correlated with Heat-tweet i than other positive or negative changes in temperature. In other words, the correlation between Heat-tweet i s and temperature/change in temperature is asymmetric. However, such an asymmetric correlation structure cannot be captured by the standard correlation coefficient.
In the subsequent sections, the analysis of such asymmetric correlation structures is discussed.
B. EXTREMOGRAM: SERIAL DEPENDENCE IN THE UPPER TAIL (JOINT EXTREMES) OF TEMPERATURES
In this section, we again consider each monitoring site. We investigated the extremal serial dependence in the observed temperature time series at each monitoring site via the extremogram and we compared this dependence to the extremal serial dependence obtained from the extremogram constructed from highly probable heat-tweets in the microurban neighboring vicinity of each of the weather monitoring stations. In addition, we also calculated the location specific cross-extremogram between both the observed time series of temperatures and Heat-tweet i s given by the constructed sentiment index.
To achieve this, we applied a recently developed technique called the extremogram, which provides a quantitative measure of dependence of extreme events in a stationary time series. For a strictly stationary R d valued time series (X t ), the extremogram is defined by
provided the limit exists. Because the hot temperatures and the probabilities of heat-tweets may be considered positive, the extremogram's for each series and the cross extremogram between the two series, at each monitoring location, could be applied by selecting A = B = [1, ∞). This reduced the extremogram to the upper tail dependence, which is often used in extreme value theory and quantitative risk management; see [39] , [40] .
To estimate the extremogram, the limit on x in Eq. (3) was replaced by a high quantile (1 − 1/a m ) of the process, and we selected a m as the 20th percentile; see discussion in [40] . The sample extremogram, which is based on the observations X 1 , . . . , X n , is then given by the estimator
where I (·) is the unit function. The extremogram, being the conditional measure of extremal serial dependence, is suitable for studying the persistence of a micro-climate heat-wave locally in space over time and can provide information on the likely features and duration of such local urban heat-waves at future time instants. Knowledge of the persistence of heat-waves in local urban environments will allow authorities to assess risks to the population. Exposures and vulnerabilities can then be monitored and risk management plans drawn up to handle such heat-wave situations.
In order to assess the statistical significance of the persistence of heat-waves in local micro-urban environments, we suggest utilizing the bootstrapped sample extremogram, as discussed in [40] , where the block re-sampling scheme introduced by [41] was recommended. This bootstrapped sample extremogram allows one to measure the significance of the extremogram estimates.
This method defines blocks by first choosing a starting point at random from a range (1, n). The length of the block is chosen geometrically with a probability of 1/200, as recommended in [40] . The second and subsequent blocks are generated until the total length of the concatenated blocks is equal to or greater than the original sample size length. The 95% confidence intervals are produced by using 10, 000 stationary bootstrapped replicates and evaluating the indicator functions defined in Eq. (4). The bounds are determined by using the 0.025 and 0.975 quantiles from the empirical distribution of the bootstrapped replicates. This provides consistent estimators of the variability of the extremogram.
In Fig. 10 , the estimated extremograms (solid lines) and their 95% confidential intervals (area bounded by upper and lower dotted lines) are plotted. The top three plots show that, whereas temperature and Heat-tweet i have a strong extremal serial dependence, respectively, Heat-tweet i has a longer-term dependence, the range of which is about 10 hours (the range of temperature is about 6 hours). We speculate that this may be because people tend to tweet about heat before it occurs (e.g., because they have read the news) or later (e.g., to talk about heat unpleasantness experiences with friends). Although the extremal serial dependence of temperature changes is relatively weak, the 95% confidence interval suggests a statistical significance. Conversely, the plots in the lower row demonstrate that cross-extremal dependence exists only between Heat-tweet i and change in temperature, although the dependence is weak and short term. The dependence implies that a rapid increase in temperatures slightly increases Heat-tweet i .
C. DEPENDENCE ANALYSIS VIA PARAMETRIC, SEMI-PARAMETRIC, AND NON-PARAMETRIC COPULA MODELS
The results of the study of the dependence in spatial and temporal settings can be influenced by the modeling approach that is adopted. In particular, in this study we examined the extreme temperature values and the high probabilities of heat tweets obtained from the extreme heat related sentiment index values. We were interested in determining whether they exhibit the extremal dependence features of joint extreme value theory. Therefore, in this section we address the spatial and temporal extremes between the Twitter sentiment index for heat related tweets against the actual real measured temperature data or change in temperature data. The reason for this is that our objective was examine the extent to which there exist information content and explanatory relationships between the Twitter data that we wished to utilize to reconstruct spatial micro-climate urban heat profiles and the real observed temperature data observed at sparse locations. Therefore, to ensure that our findings were not affected by our choice of modeling approach, we carefully examined the dependence in three settings: non-parametric concordance and copula models, semi-parametric copula models, and parametric copula models. In each case, we assessed the extremal dependence measures estimated from the fitted copula dependence model and compared the results of different fitting approaches and associated statistical assumptions. The main conclusion of this section is that it is affirmed that the Twitter data sentiment index data do indeed contain information that is relevant for the spatial field temperature profile reconstruction on a micro-climate urban level, described in Section IV.
1) BASICS THEORY OF COPULAS
The extremal measures of dependence discussed above offer extremal non-parametric notions of the dependence to be captured, but no model is specified. However, in practice it is frequently also beneficial to consider models for the phenomena under study so that one can then use such models for future predictions. In this section, we consider both non-parametric and parametric models of dependence. The construction of such models also allows us to accommodate the potential for other measures of concordance, as well as the asymmetric correlation features, such as those analyzed above. We advocate the development of an interpretable parametric model structure to capture dependence based on a statistical modeling framework known as copula modeling. Such copula-based modeling approaches can be particularly useful if one also wants to study more general measures of concordance, such as concepts related to the extremogram based on tail dependence and model-based assessments of dependence formed via copula model structures; see discussions on copula models and concordance in [43, .
Copulas constitute a distributional parametric model-based framework that provides functional model specifications that can accommodate a variety of different notions of concordance and dependence, such as the asymmetric correlation structures observed in this data analysis. The widespread use of copula models is based on the results obtained from Sklar's theorem [43] , which assures the existence of a unique probability distribution function called a copula, C(·), which satisfies the relationship
where
. . , x p , and
are their continuous marginal distribution functions. As such, we see that, according to Sklar's theorem, the copula is a CDF that uniquely (in the case of continuous marginal distributions) joins these marginal distributions and therefore directly captures the dependence and associations between each random variable, independent of the marginal scaling behavior. After differentiation, one obtains the general expression for the joint probability density function (PDF) of random vector x 1 , . . . , x p , denoted by f (x 1 , . . . , x p ), according to the following decomposition based on Eq. (5):
where f j (x j ) is the marginal PDF of x j . Eq. (6) implies that f (x 1 , . . . , x p ) can be decomposed into mutually independent elements, f j (x j ), and the element that joins them, the copula density function c(F(x 1 ), . . . , F(x p )). Our interest is in the copula density c(F(x 1 ), . . . , F(x p )), which can be selected to describe the correlation between temperatures or change in temperature and p(heat-tweet). Many different copula models are available for consideration; see discussions in [43, and the references therein.
2) APPLICATION OF A NON-PARAMETRIC COPULA
We note that c(F(x 1 ), . . . , F(x p )) can be modeled using either parametric or non-parametric approaches. Therefore, in this section we consider two classes of copula structure for studying the spatial dependence features between the observed temperatures and heat-related tweet sentiment index spatialtemporal data. First, we discuss a class of the non-parametric copula model, which is a flexible model-free approach. Specifically, tail dependencies are quantified non-parametrically, as detailed in [44] , via the following concordance measure for upper tail dependence:
where R ji is the rank of the variable in its marginal dimension that makes up the pseudo data (data transformed via the marginal distribution functions to the unit hyper-cube) and n is the sample size. k is set as the 1st, 2nd,. . . , 20th percentiles to estimate the lower tail dependencies and as the 80th, 81st,. . . , 99th percentiles to estimate the upper tail dependencies. Hereafter, upper tail dependence is evaluated by averaging λ u s, which is estimated in each percentile.
Upper tail dependencies were estimated in each week at each site; they are plotted in Fig. 11 . Lower tail dependencies are also summarized in this figure. Tail dependencies between temperatures and Heat-tweet i are weaker. We speculate that this may be because people become increasingly desensitized to absolute levels of heat unpleasantness by late August, and therefore, fewer people tend to react to heat unpleasantness as aggressively as when the summer heat first appears in early summer. In contrast, upper and lower tail dependencies between change in temperature and Heat-tweet i are greater across time. In addition, interestingly, whereas the upper tail dependence between temperature and Heat-tweet i is quite weak, the upper tail dependence between change in temperature and Heat-tweet i is quite strong. These results again suggest that people tend to be influenced by rapid temperature change rather than persistent high absolute temperatures in the longer term, at least as reflected in the Twitter data.
To explore the spatial structures of the tail dependencies, we plotted spatial correlograms, where the x-axis represents the distance between monitored sites and the y-axis represents the correlation coefficients between the tail dependencies estimated at these sites. The lower tail dependence between temperatures and Heat-tweet i tends to have a higher spatial correlation among close observations than among distant observations. Namely, the intensity of the lower tail dependencies is spatially dependent on a local neighborhood and district level. Such a spatial dependence structure is less obvious in the other tail dependence structures considered, as shown in Fig. 12 .
In addition, we consider the medians of the upper tail dependencies estimated in each percentile, λ u , which are summarized in Table 5 . Lower tail dependencies are also summarized in this dependence between temperature and Heat-tweet i . In contrast, no extremal upper tail dependence was found between temperature and Heat-tweet i . This table also shows moderate upper and lower tail dependencies between change in temperature and Heat-tweet i .
We note that, in our further investigations of the dependence structure, the upper tail dependencies were estimated using Eq. (7) for the 50th, 51st,. . . , and 99th percentiles, and then plotted along with the lower tail dependencies estimated analogously on the 1st, 2nd, . . . , through to the 50th percentiles (Fig. 13) . The upper (lower) tail dependence is substantial if the estimates indicate large values near the maxima (minima). The strong lower tail dependence between temperature and Heat-tweet i is shown in this figure. A strong upper tail dependence can also be perceived between change FIGURE 13. Lower tail dependencies estimated for lower percentiles (left) and upper tail dependencies estimated for higher percentiles (right) by using a non-parametric copula.
in temperature and Heat-tweet i , which is consistent with the results shown in Fig. 11 .
In summary, while Heat-tweet i reflects both temperature and change in temperature, Heat-tweet i has a stronger relationship with the latter. In addition, Heat-tweet i also demonstrates moderate upper and lower tail dependence when compared with the change in temperature. VOLUME 4, 2016 FIGURE 14. Semi-parametric copula estimates for the temperatures and the probabilities of heat-tweets (left) and for the changes in temperature and the probabilities of heat-tweets (right).
Note: The result of this dependence analysis allows the conclusion that there may be some utility in utilizing geotagged Twitter data to help estimate and forecast temperature change in a high-resolution manner, in order to supplement data from sparsely located monitoring stations and infrequent remote sensing datasets. Furthermore, the correlation between Heat-tweet i and temperatures suggests that perhaps tweets may carry information that could be useful for estimating and forecasting the magnitude of temperatures in intra-urban environments.
3) APPLICATION OF A SEMI-PARAMETRIC COPULA
To further confirm that these findings were not based purely on the model choices for the analysis, we also performed an additional analysis of such relationships. In this analysis, we considered the penalized hierarchical B-spline-based copula estimation approach proposed in [45] . This approach models the copula in a semi-parametric manner via the representation in Eq. (8): (8) where φ k (u 1 , . . . , u p ) is the k-th B-spline basis function and b k is the corresponding coefficient. See [45] for more details of the properties of such a semi-parametric copula model.
In Fig. 14 , we show the plots of the semi-parametric copulas estimated by Eq. (8). The semi-parametric copulas were estimated for each site for each week, and the resulting copulas were then averaged and plotted. The results suggest a significant dependence between lower temperature and Heat-tweet i and in addition perhaps even a lower tail dependence feature. In other words, variations in low temperatures, e.g., at night are described well by Heat-tweet i . A strong correlation is also found between a greater positive change in temperature and Heat-tweet i . That is, rapid temperature increases, e.g., in the morning, are described well by Heat-tweet i . For comparative purposes, upper tail dependencies were estimated using λ u , which was obtained in this case via the copula estimated using the semi-parametric approach described above. The tail dependencies estimated at each site in each week, spatial correlograms of the estimated dependence, and percentile plots of tail dependencies are shown in Fig. 15, 16 , and 17, respectively.
The results of this analysis clearly show that one must carefully select the copula model. Whereas the non-parametric copula analysis demonstrated that the upper tail dependence between change in temperature and Heat-tweet i was in the range of 0.3 to 0.7 for the non-parametric copula, for the semi-parametric copula the values were lower, at around 0.3. This indicates the importance of performing model selection for the dependence structure and the effect that different dependence models can have on the interpretation. In this particular instance, we would select the non-parametric copula according to the model selection analysis, indicating the presence of a reasonably strong upper tail dependence.
4) EXTREME VALUE THEORY AND DEPENDENCE: PARAMETRIC COPULAS
In addition to the non-parametric and semi-parametric dependence studies, in this study we also considered parametric models for dependence. The objective of using parametric models, the development of which is described below, is to apply elements of multi-variate extreme value theory, typically applied to i.i.d. datasets, to a time series structure, such as the temperature processes and the heat sentiment index created, using the participatory sensing data.
Temperature extremes followed by additional temperature extremes, constituting the presence of persistent heavy tailedness, is of particular importance to all urban resilience modelers. Let us consider a given micro-urban environment, such as a neighborhood of Tokyo. In this region, let us consider the time series of the temperature process T j observed over time under the assumption that it is a locally strictly stationary time series. Each individual observation of the process T j has the same distribution function, denoted by F T . If these data had no time series structure, we could safely assume that we can study, under the extreme value theory framework, the maximum of the series of i.i.d. random variables of length n, denoted by M n = max{T 1 , . . . , T n }. One could then trivially show in this case that
where the independence of T j is used. However, for dependent data, such as data obtained from a multi-variate time series structure, this relationship does not hold exactly and the distribution of the maximum M n is not determined solely by the marginal F T , but rather from the complete distribution of the time series, i.e., also the transition or conditional probabilities. However, it is also known from studies in the extreme value theory literature that frequently a comparable, approximate extreme value theory relationship is applicable, allowing the application of extreme value theory in this context to time series data. In many settings, the approximate relationship Pr(M n ≤ y) ≈ F nη T (y) ≥ F n T (y) is applicable to provide aid in this context. The relationship applies for large time series samples, i.e., large n and η ∈ [0, 1] denote what is termed the extremal index or extreme value index. The extremal index is a critical parameter in extreme value theory related to the heavy tailed nature of the data; see discussions in [46] .
More precisely, in the independent case one can say that for τ ∈ [0, ∞] and every sequence of real numbers (u n ) n≥1 , it holds that, as n → ∞, the tail distribution function F(x) = 1 − F(x) satisfies the convergence that nF T (u n ) → τ iff Pr(M n ≤ u n ) → e −τ . Given this statement, one can say that the distribution F T of the temperature process belongs VOLUME 4, 2016 to the domain of attraction of a generalized extreme value distribution.
In the context of a time series that does not display independence, one has approximately the following extension of this result. We consider the extreme value index η ∈ [0, 1] for the temperature process time series (T n ) when, for a certain τ and sequence of real numbers u n , one can show that nF T (u n ) → τ and Pr(M n ≤ u n ) → e −ητ . Furthermore, if an η exists, then the value does not depend on the specific selection of τ, u n . Therefore, using this approximate relationship between the distribution of the maximum and the exceedance probability, one obtains directly as u n grows large and
, for some finite constant δ. In this context, one may adopt aspects of extreme value theory and apply it meaningfully to time series data ( [47] , [48] ).
In this section, we are interested in particular in the joint Extreme Value Theory (EVT) extremal dependence structures, such as those that may appear for a given microurban climate location between the maximum of the observed temperature M n = max{T 1 , . . . , T n } and the maximum of the local participatory sentiment index M m = max{P 1 , . . . , P m }, where P i = p(heat-tweet i = 1) in this micro-urban location. To study this dependence, we utilized a model that was newly developed in [49] , the Archimax copula model, which captures a notion of multivariate dependence in EVT settings.
To explain the Archimax model, we first introduce some background details related to the family of Archimedean copulas. The specification of this family of dependence model copulas is achieved in general via generator functions, where a d-dimensional Archimedean copula model is given by
where ψ is a decreasing function known as the generator for the given copula; see [50] . To fully define an Archimedean copula, one considers a generator function that is at least d-monotone; see Definition 1. 
Definition 1 (Completely Monotone Generators and Existence of Archimedean Copulas): If a generator ψ that is

., then this class of generators can create Archimedean copula models in any dimension. This class of completely monotone generators for Archimedean copulas in any dimension is denoted by ψ ∞ .
The requirement for complete monotonicity has to be met only to create a copula of any dimension, and therefore, this requirement was relaxed for the d-variate Archimedean copula in further studies to include only the positivity of derivatives for k = 1, 2, . . . , d for a d-variate Archimedean copula; see discussion in [51] , where it was shown that one requires only the necessary and sufficient conditions on the generator function to be a d-monotone function, as given in Definition 2, in order to create Archimedean copula models up to dimension d.
Definition 2 (D-Monotone Functions): A real function g(·) is d-monotone in a range (a, b) for a, b ∈ R and d ≥ 2 if it is differentiable in this range up to order d − 2 and the derivatives satisfy the condition that
for any x ∈ (a, b) and 
Recently, there has been growing interest in developing
Archimedean copula models with distortion features, based on [52] and [53] , where techniques for distorting a given copula to obtain a new copula with additional features were explored. For instance, the authors explored the multivariate probability integral transform and its application for distorting existing copula models to obtain new copula models.
In this regard, in [53] the authors studied the conditions under which the following distortion copula transform produces a valid copula where g(·) is assumed to be a strictly increasing and continuous function from [0, 1] to [0, 1], such that
is a valid distorted copula.
Definition 4 (Distorted Copula): Define function g to be some distortion function, such that g : [0, 1] → [0, 1] and is defined according to
where ϕ is, for instance, an Archimedean generator function. Now, when C denotes a based copula that is to be distorted to create a new copula,
is a copula known as the distortion of C. Several examples of bivariate and multivariate distorted copula models are now being studied. In this study, we applied several examples of the parametric copula models for multivariate extremes to our heatwave analysis. In particular, we considered two examples based on ideas developed in [49] . We begin with a bivariate Archimax copula given by a parametric model of the distributional 360 VOLUME 4, 2016
A is convex and for all t ∈ [0, 1] one has max(t, 1 − t) ≤ A(t) ≤ 1. 2. ϕ is convex, decreasing, and such that ϕ (0) = 1 and lim x→∞ ϕ (x) = 0 with the convention that ϕ −1 (0) = inf {x ≥ 0 : ϕ (x) = 0}. Two special cases arise from this model:
• If A = 1, one recovers the well known family of Archimedean copula dependence models.
• If ϕ (t) = exp(−t), then one recovers the extreme-value copula. As in [54] , we utilized in this study the choice of function
where A(·) is the Pickands EVT dependence function given by
for some parameters α, β ∈ [0, 1]. Now, we consider a d-variate distortion copula in the Archimax family. Examples of such extensions were reported in [50] and [56] - [58] . One possible version of such a d-dimensional Archimax copula is defined by using a distortion function based on the stable tail function that must satisfy the properties in Definition 5; for details, see [49] .
Definition 5 (Stable Tail Function l): A function l
: [0, ∞) d → [0, ∞
) is a d-dimensional stable tail dependence function if and only if it satisfies the following properties.
1. function l is homogeneous of degree λ = 1, which means that
2. The function l must produce for all x 1 , . . . ,
margins. An example of such a stable tail function involves the transformation of a d-variate extreme value copula C EVT given by
and we have, for instance, the Gumbel extreme-value copula (symmetric logistic model) producing for parameter θ ≥ 1 the function
One can then combine this with an Archimedean generator ϕ(x) of an Archimedean copula to produce the resulting family of d-dimensional Archimax copulas, given by
One can use this type of representation to develop the d-dimensional extension of the bivariate example above, for instance using the Archimax copula structure in [49] , which is defined as
where A * is given by the function
5) APPLICATION OF PARAMETRIC ARCHIMEDEAN AND ARCHIMAX COPULA MODELS
To examine the effectiveness of Archimax and Archimedean copulas in this application, we compared the fits and performed statistical model selection for several different members of these parametric copula model families. The Archimedean copulas we considered include:
• The Gumbel copula, which has only upper tail dependence in the model structure;
• The Clayton copula, which has only lower tail dependence in the model structure;
• The Frank copula, which has no strong tail dependence in the model structure, but exhibits a weaker intermediate tail dependence structure;
• The Joe copula, which has only upper tail dependence (which is stronger than the Gumbel copula). The most likely dependence structure could then be estimated by fitting each copula model and identifying the best fitted model and its associated dependence structure.
In addition to these Archimedean copula models, we also fit distorted Archimax versions of these copula models. We considered each combination of the parametric models Gumbel, Clayton, Frank, and Joe generating functions, combined with distortion functions of the forms Galambos, Gumbel, and Husler-Reiss dependence functions (i.e., 4 by 3 Archimax copulas were fitted).
The goodness of fit for each of these copula models was evaluated for each temperature monitoring site in each week VOLUME 4, 2016 by applying a 5-fold cross-validation. Table 6 summarizes the resultant averages of the root mean squared errors (RMSEs) between temperature and Heat-tweet i and Table 7 summarizes those between change in temperature and Heat-tweet i . In both tables, the RMSEs for the Archimedean copula are listed in the first row and those for the Archimax copulas in the remaining rows. The results in these tables suggest that the RMSE strongly depends on the generating function. Regarding copulas between temperature and Heat-tweet i , those with the Frank generating function, which assumes only intermediate (non-strong asymptotic) tail dependence, are among the most accurate. According to the results, Heat-tweet i displays only intermediate tail dependence with temperatures. On the other hand, in the case of copulas between change in temperature and Heat-tweet i , those with the Joe generating function, which assumes upper and lower tail dependencies, are the most accurate. The result that Heat-tweet i reflects extremal temperature changes rather than the extremal temperatures themselves is consistent with results estimated by the non-parametric or semi-parametric copulas.
The best copula between temperature and Heat-tweet i is the Archimax copula, the generating and dependence functions of which are the Frank and the Gumbel functions, respectively, whereas the Archimax copula with the Joe generating function and the Galambos dependence function was the most accurate copula between change in temperature and Heat-tweet i . Thus, the Archimax copulas are more accurate than Archimedean copulas. In particular, if generating functions are inappropriately selected (e.g., when the Clayton generating function is used in the change in temperature case), the RMSEs of Archimedean copulas are significantly worse than those of Archimax copulas. Archimax copulas appear to be more robust than such a generating function selection. Fig. 18 plots tail dependencies between change in temperature and Heat-tweet i estimated by the best Archimedean and Archimax copulas. Since the best fitting copula models between temperature and Heat-tweet i are those based on the Frank generating function, which assumes intermediate tail dependence, no extremal strong tail dependence arose between them. Hence, they are not shown here. Similarly, the results obtained using the non-parametric or semi-parametric copulas show that the upper tail dependence between change in temperature and Heat-tweet i increases across weeks. Magnitudes of the estimated coefficients, around 0.6 to 0.8, are greater than those estimated using the non-parametric and semi-parametric copulas. Additionally, unlike these nonparametric and semi-parametric copulas, lower tail dependence is not attainable in the Joe copula, as this model does not admit a lower tail dependence feature. In general, the results show that the estimates of Archimedean and Archimax copulas are in agreement, indicating that no strong influence from the selected distortion functions was acting as a discriminating factor in the parametric copula model fits obtained.
Percentile plots of tail dependencies, which were calculated using Eq. (7), the copula of which were replaced with an estimated Archimedean or Archimax copula, are shown in Fig. 19 (Archimedean copulas) and Fig. 20 (Archimax copula). Based on the best fitted copulas shown in these figures, temperature and Heat-tweet i have a symmetric dependence, the correlation (dependence) coefficient of which is high around their median (about 0.6). Conversely, change in temperature and Heat-tweet i have an asymmetric dependence, the coefficient of which is high in both their median (around 0.75) and upper tail (around 0.7). These results again verify the usefulness of Heat-tweet i for monitoring rapid temperature increases, which is a principal heatwave risk factor, in a near real spatial time manner.
To conclude this sections analysis, the dependence between temperatures and Heat-tweet i is summarized as follows. Their linear correlation is statistically significant but not strong being given by (0.33). In fact, while the peak of daily temperature is in the morning, the peak of Heat-tweet i is in the afternoon. In addition we have observed that several types of copulas that were fit to the data, which admit upper tail dependence properties, each did not indicate significant upper tail dependence. However, when we fit copulas with lower dependence features we observed that several indicated a feature of strong lower tail dependence. This tells us that use of Heat-tweets directly would not aid in the task of monitoring and inferring information spatially and temporally for high temperatures that is the aim of heat wave modeling and urban resilience.
In contrast, change of temperatures and Heat-tweet i has a stronger and statistically significant linear correlation (0.45), and both of their peaks are in the afternoon. All copulas suggest the existence of the strong upper tail dependence between change of temperatures and Heat-tweet i . Furthermore, their cross-extremogram shown in Fig.10 demonstrate that extreme increase of temperature and extreme increase of Heat-tweet i have a temporal dependence. Heat-tweets would be an useful indicator of rapid temperature increase.
IV. SPATIAL FIELD RECONSTRUCTION OF INTRA-URBAN SPATIAL RESOLUTION TEMPERATURE PROFILES USING ''HEAT-TWEET'' GEO-TAGGED TWITTER DATA
According to the features observed in the geo-tagged ''heattweet'' data, we undertook an application that utilized these data to perform an intra-urban temperature profile analysis. Hence, in this part of the analysis, we utilized ''heat-tweet'' data as auxiliary information to capture local temperature interpolation and combined it with more accurate sparse weather/climate monitoring data, as well as remote sensing MODIS data for the Tokyo prefecture.
This required that we first develop a spatial-temporal temperature interpolation model considering both monitored temperatures and ''heat-tweet'' data. Since ''heat-tweet'' data occur at any time and at any place, the idea is that they should provide greater spatial coverage for spatial temperature profile reconstruction in areas without any local sensor monitoring stations. Therefore, the aim of the analysis described in this section was to assess the utility of such geotagged ''heat-tweet'' data in informing such spatial temperature map reconstruction for intra-urban scale analysis.
A. SPATIAL TEMPERATURE FIELD RECONSTRUCTION AT INTRA-URBAN RESOLUTION 1) MODEL FOR WEATHER MONITORING DATA: NON-PARAMETRIC KERNEL METHODS VS. PARAMETRIC BASIS FUNCTION SPATIAL FIELD RECONSTRUCTIONS
Both models that we describe in this section are based on a spatial-temporal Gaussian process in which we express the de-trended temperature at the i-th location, the spatiotemporal coordinates of which are denoted by x i , y(x i ), as follows
where σ 2 is a variance parameter. f (x i ) is a Gaussian process, which we express as
where c(
is given by a kernel function of the distance d(x i , x j ) and the time lag t(x i , x j ) between x i and x j , the resulting Gaussian process describes both spatial and temporal dependencies.
Here, one has to pay particular attention to the form of the kernel in terms of the interaction of space and time features in the temperature profile reconstruction. In this analysis, we adopted a product-sum model proposed in [58] , which provides a popular spatio-temporal modeling specification that, according to the spatio-temporal covariance kernel functions, is formulated as
where σ 2 s , σ 2 t , σ 2 st are unknown variance parameters. The spatial and temporal kernel functions (26) can be defined using the exponential function as
where r s and r t are unknown range parameters of spatial and temporal dependencies, respectively. An alternative approach for constructing the spatiotemporal covariance function c(x i , x j ) is to use a basis function representation. In such a setting, one would suppose that w s (x i ), w t (x i ), and w st (x i ) are vectors of spatial and temporal basis function values at location x i ; then, c(x i , x j ) can be modeled as
where b s , b t , and b st are coefficient vectors. Although Eq. (29) is a rank 1 covariance model, by assuming σ 2 > 0, the resulting covariance matrix of y(x i ) is always positive definite (see Eq. 24). Following Eqs. (27) and (28), we defined the basis functions by the exponential functions
where w s (x i ), w t (x i ), and w st (x i ) are the i-th element of w s (x i ), w t (x i ), and w st (x i ), respectively. Here, we denote byx a the spatio-temporal coordinates of the a-th anchor point, which is placed anywhere in the target period in the target area;r s andr t are known range parameters. Eqs. (30), (31) , and (32) generate the a-th radial basis function based on the spatial and/or the temporal distance separating x i andx a . When the anchor points are densely separated in space, many basis functions are generated (the number of basis functions equals the number of anchor points), and the resulting process model is usually more accurate than one with fewer basis functions.
In contrast, models with fewer basis functions are usually computationally more efficient. Hence, the number of anchor points must be selected judiciously. Following [59] , where a basis function-based spatial interpolation was discussed, the known range parametersr s andr t are given by 1.5 times of the shortest distance and time lag between anchor points, respectively. Whereas the former kernel-based approach has extensively been discussed (in e.g. [60] , [61] ), discussions of the basis function approach remain limited. However, the basis function approach is computationally more efficient: it is in its nature a dimension reduction approach and the computational complexity can be O(K 3 ), where K is the number of basis functions, whereas the computational complexity of the kernel approach is O(N 3 ), where N is the sample size. In Section 4.2, the effectiveness of the two approaches is compared using a Monte Carlo simulation.
2) MODEL FOR ''HEAT-TWEET'' GEO-TAGGED TWITTER DATA
Suppose that y ht (x I ) is a dummy variable indicating 1 if the tweet at location x I is a heat-tweet and 0 otherwise. We describe the probability of y ht (x I ) = 1 using Eqs. (33) and (34) , which are defined as
where T is a pre-determined threshold. y ht 0 (x I ) is a dummy variable indicating 1 if f (x I ) exceeds the threshold temperature T , and 0 otherwise. Eq. (33) assumes that a person tends to comment about heat when f (x I ) exceeds T (i.e., y ht (x I ) tends to be 1 if y ht 0 (x I ) = 1).
3) EFFICIENT SPATIAL-TEMPORAL TEMPERATURE FIELD RECONSTRUCTIONS FOR INTRA-URBAN RESOLUTIONS: COMBINING WEATHER MONITORING DATA AND PARTICIPATORY SENSING DATA
In this section, we describe the development of a spatial linear estimator for temperature data based on the S-BLUE framework proposed in [61] and [62] . The aim of this analysis was to interpolate the temperature at a new spatial location x * , for which no measurement data are available, by estimating the underlying spatio-temporal process of temperatures by minimizing the mean squared error (MSE), which is formulated as
where f (x * ) is the true unknown process andf (x * ) is the estimate. For simplicity, we denote f (x * ) by f * hereafter. We select a class of spatial temperature field estimators,f * , that satisfy the linear functional form given aŝ
whereα ∈ R,B ∈ R 1×N and Y is a vector observation that stacks vectors of y(x i ) and y ht (x I ), which we denote by y and y ht , respectively (i.e., Y = [y , y ht ] ). In [61] , it was shown that the minimization of the MSE under Eq. (36) yields the following estimator of f * , which we call the spatial best linear unbiased estimator (S-BLUE):
The elements in E[f * Y ] and E[YY ] are given based on Eqs. (24) and (25):
where I is an identity matrix, c * is a column vector, the i-th element of which is c(x i , x * ), and C is a matrix the (i, j)-th element of which is c(x i , x j ). In this study, c(x i , x * ) and c(x i , x j ) were given by either the kernel function-based Eq. (26) or the basis function-based Eq. (29) . In addition to the point estimator for the S-BLUE estimator in Eq. (37), one may also define the accuracy of this estimator, as shown in Eq. (40) . The associated MSE of the S-BLUE estimator is given by
A summary of the algorithmic steps required to calculate this S-BLUE estimator is provided in Algorithm 1. In summary, we developed models for monitoring temperatures and heat-tweets, as described in Sections 4.1.1 and 4.1.2, respectively, and developed the S-BLUE estimator, Eq. (37), which interpolates temperatures at x * considering both monitored temperatures and heat-tweets. The remaining components to discuss for this spatial estimator that incorporates remote sensing data, ground based monitoring data, and geo-tagged Twitter data involve the specification of how best to evaluate or estimate the spatial conditional moments given by E[f * y ht ], E[yy ht ], and E[y ht y ht ] in Eqs. (38) and (39), which we discuss in Section 4.1.3, and how to estimate parameters in c(x i , x  *  ) and c(x i , x j ) , which we discuss in Section 4.1.4.
Algorithm 1 S-BLUE Field Reconstruction
Input: Y, x i , x * , σ 2 , C, c Output:f * 1: Calculate the cross-correlation vector E[f * Y ] 2: Calculate the covariance matrix E[YY ] 3: Calculate the S-BLUE of the intensity of the spatial field at a location x*, as follow:
4) APPROXIMATION OF THE CROSS-PRODUCT MOMENT TERMS IN THE S-BLUE ESTIMATOR
The detailed derivations for the estimators of these spatial cross correlations is provided in [62] . Here, we present a summary of these results as they pertain to the application of these techniques in this study. We considered the I -th element 
where T 0 = −∞, T 1 = T , and T 2 = ∞, and φ(T k ; 0, σ 2 + c(x I , x I )) is the value of the probability density function of the normal variable with mean 0 and variance σ 2 + c(x I , x I ) at T k .
Lemma 2 (Cross-Correlation Between Observations): The (i, I )-th element of E[yy ht ], E[y i y I ], which describes a cross-correlation between spatial processes at the i-th monitoring station and I -th tweet site, is given by
. (42) The (I , J )-th element of E[y ht y ht ], E[y I y J ], which describes a cross-correlation between spatial process values at the I -th and J -th tweet sites, is given by
dT is the value of the cumulative distribution function of φ(T k ; f i , σ 2 ) at T k . Eqs. (41) and (43) were derived by assuming µ(·), which appears in [62] , equals 0. This assumption was imposed because we assumed temperatures after detrending (e.g., using a linear regression model: see Section 4.1.1). In addition, the number of categories in the binary variables, L, which is in [62] , was given by 2 following our assumption of using heat-tweets, which take 0 or 1. The kernel function (Eq. 26)-based c(x i , x j ) can be estimated using the weighted least squares (WLS)-based method (e.g., [60] ), the spatio-temporal version of which was recently installed in gstat, which is a standard geostatistical package in R (http://www.r-project.org/). We apply the WLS-based method to estimate the product-sum kernel function, Eq. (26).
However, we apply an expectation-maximization (EM) algorithm presented in [62] , which extended the formulation of [63] to the mixed sensor fusion spatial covariance estimation context. We utilize this approach [62] in order to estimate the basis function-based c(x i , x j ), Eq. (29) . We briefly overview the key components of this approach and explain the algorithm. We first substitute the basis functionbased c(x i , x j ), Eq. (29), in to the Gaussian process model, Eq. (24) . The resulting model is expressed by a matrix notation:
where f describes the Gaussian process and v the white noise. Eq. (44) is identical to the equation
where B is a matrix of coefficients. The log-likelihood of this model yields
The EM-algorithm identifies the maximum likelihood (ML) estimates of σ 2 and B. To establish the algorithm, we first consider the conditional distribution of the random effects nuisance parameter, . The i-th element i can be obtained via the conditional distribution
Using Eq. (46), the conditional ML estimators of B and σ 2 are derived by differentiating the log-likelihood to obtain the expressionsB
whereW is a 2n × q matrix with the i-th row given by m i w i and the (n + i)-th row by s i w i , andẼ is a 2n × p matrix of the residuals given by [E , 0] , where 0 is a matrix of zeros with its dimension equal to E . A detailed discussion of the derivation steps and the re-parameterization of this model to obtain Eqs. (48) and (49) are provided in [62] . Now, according to Eqs. (47), (48), and (49), we can develop an EM-algorithm-based ML estimation. The procedure is summarized as follows. (48) and (49), which calculate least squared estimates, and Eq. (47) are computationally efficient. Hence, this estimation approach is likely to be a computationally efficient alternative to the standard kernel-based estimation, which can be highly computationally inefficient when spatiotemporal data are modeled.
After estimating B, the value of the Gaussian process at x i , f i can be estimated by Bw i 3 (see Eq. 44). Likewise, the value of the Gaussian process at a tweet site x I can be estimated by Bw I , where
In this study, f i and f I were applied, which are estimated in the above manner, to estimate 
B. MONTE CARLO SIMULATION COMPARING PERFORMANCE OF KERNEL-BASED MODEL AND BASIS FUNCTION BASED MODEL 1) ASSUMPTIONS FOR THE ACCURACY AND EFFICIENCY STUDY
Before addressing the S-BLUE-based temperature interpolation, in this section a Monte Carlo simulation is described for comparing the effectiveness of the kernel function-based approach, which uses Eq. (26), and the basis function-based approach, which uses Eq. (29) , in terms of model accuracy and computational time.
Sample sites are distributed in a two-dimensional space. Their X and Y coordinates are determined by scaling random samples from N (0, 1) to make the minimum and the maximum coordinates 0.0 and 1.0, respectively (see Fig. 21 ). Synthetic data are generated for the N sample sites and 30 by 30 regular points, the maximum and minimum coordinates of which are 0.1 and 0.9, respectively. The synthetic data are generated using the Gaussian process, the expectation of which equals 0 and the covariance function is exp{−d(x i , x j )/0.4}. Fig. 21 illustrates the sample sites, the regular points, and a resulting simulated synthetic Gaussian process that was used to perform the Monte Carlo comparative study.
In this simulation study, data generated in the N sample sites were used for model estimation. The data generated in the 30 by 30 points were used to evaluate the predictive accuracy of the models. We demonstrate two types of simulations. The first simulation examines the influence of sample size on predictive accuracy. The simulation is conducted while varying the sample sizes over the range given by N ∈ {20, 200, 1000}. In this simulation, the anchor points, which must be provided a priori for basis function generation, are simply given by 3 by 3 points (see Fig. 21 ). In the second simulation, the influence of the number of anchor points on the predictive accuracy is examined using a fixed sample size of N = 200 synthetic samples. Here, the numbers of regularly placed anchor points assumed are 3×3, 5×5, 7×7, 10 × 10, and 13 × 13. In the first and second simulations, predictive accuracy evaluation is iterated over 200 replicated experiments. These simulations were performed using a 64-bit PC having a memory of 4.0 GB. Table 8 summarizes the RMSEs of the two approaches when the sample size increases from N = 20, 200, and 1000 samples, respectively. This table clearly shows the inaccurateness of the basis function approach relative to the kernelbased widely applied approach for a fixed number of basis functions given by 3 × 3. Although the number of samples increases substantially, the basis function approach is still under-performing in this case. In our opinion, this is primarily because the bias due to the small numbers of anchor points in the representation results in the reduced accuracy. We will test this hypothesis in the second study by fixing the number of samples and increasing the number of anchor nodes. Table 9 summarizes the RMSEs with various numbers of anchor points for a moderate number of sample observations, N = 200. Note that, because the anchors are used only in the basis-based approach, for the kernel-based approach, the RMSEs averaged across cases are shown in this table. The results shown in this table suggest that, while the basis function approach is less accurate when the number of anchor points is small, its accuracy is comparable with that of the kernel-based approach when the number of anchor points is large. This result suggests the importance of using a sufficient number of anchor points, and, accordingly, basis functions. Clearly the basis function approach is significantly more computationally efficient than the kernel-based method, because of its dimension reduction. Hence, by selecting the appropriate number of basis anchor points high computational efficient can be achieved. To see this, the computational times of the two approaches are summarized in Table 10 . This table demonstrates that our basis function approach is far more computationally efficient than the commonly used kernel-based approach, in particular, when the sample size is large.
2) RESULTS OF ACCURACY AND EFFICIENCY IN MONTE CARLO STUDIES
In summary, the basis function approach is a computationally efficient approach and its accuracy is compatible with the kernel-based approach, provided that a sufficient number of basis functions are used. Based on the results, the application of the basis function approach to temperature estimation is described in the next subsection, paying attention to the determination of the number of basis functions used.
C. APPLICATION TO TEMPERATURE INTERPOLATION 1) ASSUMPTIONS
In this section, we describe the application of S-BLUE Eq. (37) for a spatio-temporal temperature interpolation in Tokyo on August 25, 2012 . Because computational efficiency is crucially important in real-time risk management, which is our focus, we applied the basis function approach for the covariance function estimation. The calculation procedure is as follows: (i) hourly mean temperature, which captures time trends of spatially distributed temperatures, and distance to the Tokyo station and distance to the nearest station, which capture the heat island effect, are regressed on the monitored temperatures; (ii) the spatio-temporal process of the residual temperatures is modeled by the basis function approach; (iii) temperatures are interpolated by S-BLUE with heat-tweets (S-BLUE with ) and S-BLUE without heat-tweets (S-BLUE without ). S-BLUE with utilizes both hourly monitored temperature data at eight monitoring stations (Fig. 1) and heat-tweets (see Fig. 4 
In Section 4.3.2, the selection of the number of basis functions, which is critical for accurate interpolation (see the previous section), is addressed and in Section 4.3.3 the interpolation result is discussed.
2) SELECTION OF THE NUMBER OF ANCHOR POINTS AND BASIS FUNCTIONS
In this section, we describe the selection of the number of anchor points by a 5-fold cross-validation (CV) that quantifies the model accuracy by the following steps: (i) divide the monitored temperature data into five subsamples randomly; (ii) apply 4/5 subsamples for the model estimation; (iii) predict the remaining 1/5 subsamples using the estimated model; (iv) evaluate the predictive accuracy by comparing monitored and predicted temperatures using RMSE; (v) repeat Steps (ii) to (iv) for all five cases. The five-fold CV is conducted iteratively by varying the number of anchor points. Since we considered both spatial and temporal dimensions, anchor points had to be placed in both of these dimensions. Regarding the 1D temporal dimension, The number of anchor points, which were placed at regular intervals, was varied during the CV. Regarding the 2D spatial dimension, we placed anchor points at each of the eight monitoring stations, and they remained fixed throughout the analysis. Fig. 22 displays the relationship between the RMSE and the number of basis functions. This figure suggests that, while it is crucial to introduce more than a certain number of basis functions, the RMSE is nearly constant when the number of basis function surpasses eight. Hence, we applied eight basis functions, which reduces the computational cost and provides the most stable, accurate and parsimonious model selection in this study. Note that the eight basis functions case furnishes the smallest RMSE. Fig. 23 , in which the monitored and predicted temperatures are compared, shows that the accuracy of the basis function-based approach is comparable to that of the kernel-based approaches. This figure confirms the computational efficiency of the basis function approach for large spatio-temporal data (e.g., Twitter data) descriptions. Fig. 24 plots the interpolated temperatures at 06:00, 12:00, and 18:00 on August 25, 2012. A significant difference between S-BLUE with and S-BLUE without is found at 12:00. While the northern area is the hottest based on S-BLUE without , the center of Tokyo area, where heat-tweets are densely distributed at around 12:00, is the hottest based on S-BLUE with . Considering the severe heat island effect in the central Tokyo area (see e.g., [64] , [65] ), the latter result is intuitively more reasonable.
3) INTERPOLATION RESULT
The accuracy of S-BLUE with and S-BLUE without was compared by a cross-validation. Since the consideration of heattweets must be significant for temperature interpolation at unmonitored sites, temperatures monitored at seven stations (and heat-tweets) were applied to interpolate temperatures at the remaining station site; this was iterated for all eight cases. Then, the predictive accuracy was evaluated by RMSE.
The RMSEs of S-BLUE with and S-BLUE without are 3.85 and 3.89 only at the monitoring sites, respectively, verifying that the consideration of tweets increases local temperature interpolation accuracy marginally. Because of the calibration of the models at these sites, it is not unreasonable to expect a similar performance. However, more importantly, as shown in Fig. 24 , we see that the incorporation of the geo-tagged Twitter data can significantly change the estimated spatial resolution accuracy for local area analysis. This finding would be valuable as a first step toward the utilization of Twitter and other social media in urban climate analysis. We believe this is the first step in the incorporation of participatory sensing data with ground based sensors. As with all first attempts, this can be improved -in our case by using also remote satellite sensing data. We believe the study of the Twitter data and the approach for extracting heat-related tweets can be enhanced further in future analyses. Fig. 25 displays the RMSEs evaluated at every monitoring site. The figure suggests that by considering heat-tweets the accuracy at two monitoring stations in the bayside part of the central area is significantly increased. This improvement suggests that densely distributed heat-tweets in the central area (see Fig. 24 ) successfully capture temperaturerelated information that could not be captured by monitored temperatures. According to Fig. 25 , the improvement may be because heat-tweets were required to capture accurately the heat island effects in the bayside area around noon.
V. CONCLUDING REMARKS
We first demonstrated the construction of a model in space and time for a geo-tagged Twitter dataset where we first selected heat related tweets and then developed a statistical model that could be utilized as a heat-related sentiment index in space and time for an urban environment. This index was then studied to determine whether it had statistical features similar to actual observed spatial and temporal heat recordings, with particular focus on extreme hot temperature periods such as would occur during a heatwave. The focus of this study was on the Tokyo metropolitan region.
This study first revealed that heat-tweets increase according to not only temperatures but also changes in temperature. In addition, we showed that rivers and parks decrease the perceived heat, as well as the number of heat-tweets. This has interesting implications for modeling and improving smart city designs for urban environments to help develop mitigation strategies for reducing the severe effects of urban heatwaves, including heat-related deaths.
In addition, it was shown through a range of nonparametric, semi-parametric, and parametric copula-based models of dependence that there is good statistical evidence to suggest that our Twitter-based heat-related sentiment index carries sufficient statistical information to be useful as a supplementary dataset to further improve spatial and temporal resolution heat map profile estimations that would incorporate both sparse and highly accurate temperature sensor data and dense but less accurate Twitter-related sentiment index data on heat discomfort, as measured by the constructed Twitter sentiment index. The combination of the two data sources produces a more accurate spatial and temporal map of microclimates in urban Tokyo than the single data source from the sparse and accurate sensors alone. This was demonstrated in practice via an application example, in which we applied the Twitter data for a local temperature interpolation, and showed that tweets are beneficial for increasing the accuracy of the spatial field reconstruction.
Our discussion suggested the potential of Twitter in realtime management of temperature-related risks, including the risk of urban heatwave. Considering the global warming trend and the fact that some past heatwaves have caused many deaths, real-time risk management of heatwaves must be considered an urgent task. Fortunately, tweets reflect not only ambient temperatures, but also the conditions of each human. A risk analysis using both temperature information and human condition information in tweets (participatory sensing data) would be an important study toward real-time urban heatwave management utilizing social media data. 
