Abstract
As artificial neural network has the shortcomings of over-fitting and local extremum [1] [2] [3] , support vector machine can solve the problem of local extremum by employing structure risk minimization principle [4, 5] ,which has better classification results than artificial neural network. The classification theory of support vector machine is defined to find optimal separating hyperplane by maximizing the margin between the sample data and the separating hyperplane [6] . Relevance vector machine is a novel support vector machine with Bayesian framework,which has successfully applied to solve the classification problems.
Redundant features can affect the classification performance of relevance vector machine, rough sets can simplify the redundant features which can improve the classification performance of relevance vector machine.Then,a novel classification algorithm based on rough sets and relevance vector machine classifier is proposed in this paper. In this study, we employ 180 cases to testify the superiority of the proposed classification algorithm compared with the other classification algorithms,where 120 cases are used to create minimal decision table of fault diagnosis for bearing by rough sets, and the other 60 cases are used to test the proposed classification algorithm.
2.Rough sets
Rough sets is an important information processing tool which can solve the problem with imprecise and uncertain information [7] [8] [9] [10] .An information system S<U, A, V, f> with a nonempty finite set U , a nonempty finite set of attributes A ,the value domain V and an information function f. For a complex system, the decision table obtained may be huge. It is necessary for us to find out the key conditional attributes.
Theory of Relevance Vector Machine
The classification theory of support vector machine is introduced before the introduction of relevance vector machine.
Generally, the classification theory of support vector machine is defined to find optimal separating hyperplane by maximizing the margin between the sample data and the separating hyperplane.
The classification function of support vector machine can be described as follows:
where x is the input vector; w is the weight vector and b is the bias.
The above separating hyperplane must satisfy the following constraints:
The optimal hyperplane separating the sample data can be gained by minimizing the optimization problem: Minimize 
Then, the nonlinear decision function is obtained as follows:
where ) (  is the nonlinear mapping function.
Relevance vector machine is a novel support vector machine with Bayesian framework,which has successfully applied to solve the classification problems.Define the likelihood of the complete dataset:
In RVM,we define an explicit zero-mean Gaussian prior probability distribution over the weights,which can be described as follows:
where  is the hyper-parameter vector.
4.Fault Diagnostic Method based on Rough Sets and RVM Classifier

Construction and simplification of diagnostic decision table
The features include the peak factor, waveform factor, impulse factor, margin factor, and kurtosis factor,which are denoted as C 1~C5 respectively. And states of bearing include normal, housing washer failure, rolling element failure, retainer failure, inner ring failure, which are denoted as 1,2,3,4,5 respectively.
We simplify diagnostic decision table by using rough sets and gain the minimal attribute {C 1 , C 3 , C 4 ,C 5 }. Then, decision rule is united. Minimal decision table of fault diagnosis is shown in Tab.1. 
Fault diagnostic model based on rough sets and RVM classifier
In this paper, relevance vector machine classifier is applied to fault diagnosis of bearing.The diagnostic model employs four relevance vector machine classifier to identify the five states of bearing : normal, housing washer failure, rolling element failure, retainer failure, inner ring failure. With all training samples, the first relevance vector machine classifier is trained to separate normal state from fault state. With the samples of fault state, the second relevance vector machine classifier is trained to separate housing washer failure from other faults. With the samples of rolling element failure, retainer failure, inner ring failure, the third relevance vector machine classifier is trained to separate rolling element failure from retainer failure and inner ring failure. With samples of retainer failure and inner ring failure, the forth relevance vector machine classifier is trained to separate retainer failure from inner ring failure.
5.Experimental Study for the Proposed Classification Algorithm
In this study, we employ 180 cases to testify the superiority of the proposed classification algorithm compared with the other classification algorithms,where 120 cases are used to create minimal decision table of fault diagnosis for bearing by rough sets, and the other 60 cases are used to test the proposed classification algorithm.The part experimental data are shown in Tab.1 and the states of bearing of testing samples are given in Fig.1 .
Artificial neural network has the shortcomings of over-fitting and local extremum, support vector machine can solve the problem of local extremum by employing structure risk minimization principle,which has better classification results than artificial neural network.Relevance vector machine is a novel support vector machine with Bayesian framework,which has successfully applied to solve the classification problems. Redundant features can affect the classification performance of relevance vector machine, rough sets can simplify the redundant features which can improve the classification performance of relevance vector machine. Fig.2 gives the diagnostic results for bearing of RS-RVM,and the diagnostic accuracy for bearing of RS-RVM is 96.7;the diagnostic results for bearing of RS-SVM are shown in Fig.3 ,and the diagnostic accuracy for bearing of RS-SVM is 91.67 ;and the diagnostic results for bearing of RS-ANN are shown in Fig.4 , and the diagnostic accuracy for bearing of RS-ANN is 81.67.It can be seen that RS-RVM has higher diagnostic accuracy for bearing than RS-SVM and RS-ANN. 
6.Conclusion
A novel classification algorithm based on rough sets and relevance vector machine classifier is proposed in this paper. Redundant features can affect the classification performance of relevance vector machine, rough sets can simplify the redundant features which can improve the classification performance of relevance vector machine. In this study, we employ 180 cases to testify the superiority of the proposed classification algorithm compared with the other classification algorithms.It can be seen that RS-RVM has higher diagnostic accuracy for bearing than RS-SVM and RS-ANN.
