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Abstract
Motivated by geometric problems in signal processing, computer vision, and structural biology, we
study a class of orbit recovery problems where we observe very noisy copies of an unknown signal, each
acted upon by a random element of some group (such as Z/p or SO(3)). The goal is to recover the
orbit of the signal under the group action in the high-noise regime. This generalizes problems of interest
such as multi-reference alignment (MRA) and the reconstruction problem in cryo-electron microscopy
(cryo-EM). We obtain matching lower and upper bounds on the sample complexity of these problems in
high generality, showing that the statistical difficulty is intricately determined by the invariant theory of
the underlying symmetry group.
In particular, we determine that for cryo-EM with noise variance σ2 and uniform viewing directions,
the number of samples required scales as σ6. We match this bound with a novel algorithm for ab initio
reconstruction in cryo-EM, based on invariant features of degree at most 3. We further discuss how to
recover multiple molecular structures from heterogeneous cryo-EM samples.
1 Introduction
Many computational problems throughout the sciences exhibit rich symmetry and geometry, especially in
fields such as signal and image processing, computer vision, and microscopy. This is exemplified in cryo-
electron microscopy (cryo-EM) [ADLM84, SS11, Nog16], an imaging technique in structural biology that
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was recently awarded the 2017 Nobel Prize in Chemistry. This technique seeks to estimate the structure
of a large biological molecule, such as a protein, from many noisy tomographic projections (2-dimensional
images) of the molecule from random unknown directions in 3-dimensional space.
In cryo-EM, our signal of interest is the density θ of the molecule, considered as an element of the
vector space of functions on R3. We have access to observations of the following form: our microscopy
sample contains many rotated copies Riθ of the molecule, where Ri ∈ SO(3) are random, unknown 3D
rotations, and we observe the noisy projections Π(Riθ) + ξi, where Π denotes tomographic projection (in a
fixed direction) and ξi is a large noise contribution, perhaps Gaussian. This specific problem motivates the
following general abstraction.
Fix a compact group G acting (by orthogonal transformations) on a vector space V . Throughout, the
vector space will be taken to be Rp and the group can be thought of as a subgroup of O(p), the orthogonal
group1. Let θ ∈ V be the signal we want to estimate. We receive noisy measurements of its orbit as follows:
for i = 1, . . . , n we observe a sample of the form
yi = gi · θ + ξi
where gi is drawn randomly (in Haar measure
2) from G and ξi ∼ N (0, σ2I) is noise. The goal is to recover
the orbit of θ under the action of G. We refer to this task as the orbit recovery problem.
This abstraction, already a rich object of study, neglects the tomographic projection in cryo-EM; we will
also study a generalization of the problem which allows such a projection. Additionally, we will consider the
additional extension of heterogeneity [Jon16, LS16, LS17, BBLS17], where mixtures of signals are allowed:
we have K signals θ1, . . . , θK , and each sample yi = gi · θki + ξi comes from a random choice 1 ≤ ki ≤ K
of which signal is observed. This extension is of paramount importance for cryo-EM in practice, since the
laboratory samples often contain one protein in multiple conformations, and understanding the range of
conformations is key to a functional understanding of the underlying protein.
1.1 Prior work
Several special cases of the orbit recovery problem have been studied for their theoretical and practical inter-
est. Besides cryo-EM, another such problem is multi-reference alignment (MRA) [BCSZ14, APS17, BRW17,
PWB+17], a problem from signal processing [ZvdHGG03, PZAF05] with further relevance to structural bi-
ology [Dia92, TS12]. In this problem, one observes noisy copies of a signal θ ∈ Rp, each with its coordinates
permuted by a random cyclic shift. This is an example of the orbit recovery problem when G is taken to be
the cyclic group Z/p acting by cyclic permutations of the coordinates. Since the cyclic group Z/p is simpler
than SO(3), understanding MRA has been seen as a useful stepping stone towards a full statistical analysis
of cryo-EM.
Many prior methods for orbit recovery problems employ the so-called synchronization approach where the
unknown group elements gi are estimated based on pairwise comparison of the samples yi. If the samples
were noiseless, one would have gig
−1
j yj = yi; thus noisy samples still give some weak information about
gig
−1
j . Synchronization is the problem of using such pairwise information to recover all the group elements
gi (up to a global right-multiplication by some group element). Once the group elements gi are known, the
underlying signal can often be easily recovered.
The synchronization approach to cryo-EM [VG86, VH87, SS11] can be summarized as follows. By the
Fourier projection–slice theorem, the Fourier transforms of the tomographic projections are 2D slices of the
Fourier transform of the molecular density. Given a hypothesis as to the angles of two slices, we can predict
a 1D line of intersection along which those slices should agree. By measuring correlation along that common
line, we obtain some weak information by which to confirm or refute our hypothesized angles. Indeed, this
1We alert the reader to the fact that we will use O(p) to refer to the group of orthogonal matrices in dimension p and
O(g(n)) as the standard big-O notation: f(n) = O(g(n)) if and only if there exists a constant C such that f(n) ≤ Cg(n) for all
n sufficiently large. It will be clear from context which one is meant.
2We note that any distribution of gi can be reduced to Haar by left multiplying yi by a Haar-distributed group element.
However, as illustrated in [ABL+17], it is sometimes possible to exploit deviations from Haar measure.
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test only depends on the relative angle of the slices, thus providing weak information about the value of
gig
−1
j . We then use a synchronization algorithm to recover the gi using this information.
Methods to solve the synchronization problem over various groups include spectral methods [Sin11, SS11],
semidefinite programming [Sin11, SS11, BCSZ14, BCS15, Ban15, BZS15], and approximate message passing
(AMP) [PWBM16a]. A general Gaussian model for synchronization problems over any compact group is
studied in [PWBM16b, PWBM16a]; ideas from statistical physics suggest that for this model, AMP is
optimal among all efficient algorithms [PWBM16a]. However, the model does not capture the underlying
signal θ and instead assumes that for every pair i, j of samples, independent noisy measurements of the
relative group elements gig
−1
j are observed. This independence does not correctly capture problems like
MRA and cryo-EM, which have independent noise on each sample, rather than on each pairwise comparison
of samples.
The synchronization approach has proven to be effective both in theory and practice when the noise is
sufficiently small. However, once the noise level is large, no consistent estimation of the group elements
gi is possible [ADBS16]. Moreover, it is the high-noise regime that is the practically relevant one for
many applications, including cryo-EM, where the presence of large noise is a primary obstruction to current
techniques [Sig16]. As a result, recent work has focused on approaches to cryo-EM and MRA which provably
succeed even in the large-noise limit. One striking finding of this line of work is that the sample complexity
of the statistical estimation problem increases drastically as the noise level increases. For instance, for the
multi-reference alignment problem with noise variance σ2, consistent estimation of typical signals requires
Ω(σ6) samples, with significantly worse rates for atypical signals. By contrast, when σ2 is smaller than some
threshold, only O(σ2) samples are required. The above behavior was recently proven [BRW17, APS17] and
was previously observed empirically [Sig98]. Moreover, in contrast with the O(σ2) rate—which would hold
even in the absence of a group action—the Ω(σ6) bound obtained in previous works depends on particular
properties of the cyclic group. In this work, we significantly extend this prior work by determining the
sample complexity of the estimation problem in the high-noise regime for general groups.
The leading theoretical framework for the high-noise regime is the invariant features approach [BRW17,
BBM+18, PWB+17, BBLS17, LBB+17, CZZ18]. This approach has a long history in the signal processing lit-
erature [Kam80, Sad89, SG92] and is analogous to the well known “method of moments” in statistics [vdV98].
In brief, the invariant features approach bypasses entirely the problem of estimating the group elements and
focuses instead on estimating features of the signal which are preserved by the action of the group. So long as
these invariant features uniquely specify the orbit of the original signal, the invariants are sufficient statistics
for the problem of recovering the orbit of the original signal. This simple approach yields optimal dependence
of the sample complexity on the noise level for the multi-reference alignment problem [BRW17, PWB+17].
The application of invariant features to cryo-EM dates back to 1980 with the work of Kam [Kam80], who
partially solved cryo-EM by means of degree-2 invariant features, reducing the unknown molecule structure
to a collection of unknown orthogonal matrices. Subsequent work has explored methods to estimate these
orthogonal matrices [BZS15], including recent work showing how two noiseless tomographic projections
suffice to recover these orthogonal matrices [LBB+17]. Our work can be viewed as a degree-3 extension of
Kam’s method that fully solves cryo-EM while circumventing the orthogonal retrieval issue, and without
requiring any noiseless projections. Our approach is ab initio, i.e. it does not require an initial guess of what
the molecule looks like and thus cannot suffer from model bias, which is a documented phenomenon [Coh13]
where the initial guess can have a significant effect on the result. Ab initio estimates are particularly useful
to serve as a model-free starting point for popular iterative refinement algorithms such as RELION [Sch12].
Throughout, we focus on the case where the group elements are Haar-distributed. In the basic orbit
recovery problem (projection), any distribution of gi can be reduced to Haar by left-multiplying each sample
yi by a Haar-distributed group element. However, as illustrated in [ABL
+17], it is sometimes possible to
exploit deviations from Haar measure. The situation is different when we add projection to the problem
setup, as is the case with cryo-EM; if the viewing direction is not distributed uniformly then there may exist
parts of the molecule that are systematically imaged less than others, which can cause serious difficulties in
reconstruction.
The present paper connects the orbit recovery problem to the invariant theory of groups, a classical
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and well-developed branch of algebra (see for example [Kacˇ94, Dol03, Stu08, DK15]). Invariant theory’s
traditional goal is to describe the ring of all polynomial functions on a vector space that are invariant under
the action of a group—the invariant algebra. Since the 19th century, culminating in the pioneering work of
David Hilbert [Hil90, Hil93], it has been known that the invariant algebra is finitely generated in many cases
of interest, and so a fundamental problem has been to bound the degrees of the generators. In 2002, Derksen
and Kemper [DK15] introduced the notion of a separating algebra—a subring of the invariant algebra that
separates all orbits of the group action which are separated by the full invariant algebra. Our connection
to orbit recovery motivates the question of bounding the degree required to generate a separating algebra
(see Section 4.4), a problem which has been recently studied [KK10, Dom17]. Our work also motivates the
question of bounding the degree at which the field of invariant rational functions is generated as a field (see
Section 4.3), which does not appear to have been the focus of research attention before.
1.2 Our contributions
In this paper we extend the results of [BRW17] and show that, in the high-noise limit, the method of moments
yields optimal sample complexity for orbit recovery problems over any compact group. (A similar result was
shown independently by [APS18].) Specifically, we show that optimal sample complexity is achieved by an
algorithm that estimates the moments from the samples and then solves a polynomial system of equations
in order to find a signal θ that would produce such moments. As the sample complexity depends on the
number of moments used, this gives rise to the algebraic question of how many moments suffice to determine
the orbit of θ. Using tools from invariant theory and algebraic geometry, we investigate this question for
various success criteria and obtain sharp results in a number of settings.
Our main focus is on the case where the signal is assumed to be generic and the goal is to output a finite
list of signals, one of which is the truth. In this case we give a simple efficient algorithm for determining the
number of moments required for any given orbit recovery problem. The main step of this algorithm is to
compute the rank of a particular Jacobian matrix.
In certain cases we are able to extend our results to unique recovery, where the output is a single signal
instead of a finite list. For instance, we show unique recovery for a variant of cryo-EM without the projection
step. We also show that if unique recovery is possible for some problem then unique recovery is also possible
for the heterogeneous version of that problem, provided that a particular efficiently-testable criterion holds.
We note that ours is an information-theoretic result rather than a computational one because even with
knowledge of the number of moments required, estimating the original signal still requires solving a particular
polynomial system of equations and we do not attempt to give a computationally-efficient method for this
(though we note that the size of the polynomial system does not depend on the number of samples). There
are fast non-convex heuristic methods to solve these systems in practice [BBM+18, BBLS17] but we leave for
future work the question of analyzing such methods rigorously and exploring whether or not they reach the
information-theoretic limits determined in this paper. In some special cases, the polynomial system can be
solved efficiently using tensor decomposition; this is true for MRA [PWB+17] and certain other orbit recovery
problems over finite groups (see Appendix D.2). Other efficient methods for MRA include frequency marching
[BBM+18] and spectral decomposition of the bispectrum [CZZ18]. Alternatively, homotopy continuation
[SWI05] can be used to solve polynomial systems, where a proxy for cost is the number of paths tracked
during the calculation [Lai17].
Concrete results for problems such as MRA and cryo-EM are in Section 5.
1.3 Motivating examples
In addition to the examples of MRA and cryo-EM, it is helpful to have the following motivating examples
in mind:
1. Learning a “bag of numbers”: let G be the symmetric group Sp, acting on V = R
p by permutation
matrices. Thus we observe random rearrangements of the entries of a vector, plus noise.
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2. Learning a rigid body: let G be the rotation group SO(p), acting on the matrix space V = Rp×m by
left-multiplication. We imagine the columns of our matrix as vertices defining a rigid body; thus we
observe random rotations of this rigid body (with vertices labeled) plus noise.
3. S2 registration: Let S2 ⊆ R3 be the unit sphere. Let V be the finite-dimensional vector space of
functions on S2 → R that are band-limited, i.e. linear combinations of spherical harmonics up to some
fixed degree (spherical harmonics are the appropriate “Fourier basis” for functions on the sphere); let
θ ∈ V be such a function S2 → R. Let G = SO(3), acting on the sphere by 3-dimensional rotation;
this induces an action on V via (g · θ)(x) = θ(g−1 · x). Thus we observe many noisy copies of a fixed
function on the sphere, each rotated randomly.
1.4 Problem statement
Throughout, we consider a compact (topological) group G acting linearly, continuously, and orthogonally
on a finite-dimensional real vector space V = Rp. In other words, G acts on V via a linear representation
ρ : G → O(V ), and ρ itself is a continuous function. Here O(V ) denotes the space of real orthogonal p× p
matrices. Let Haar(G) denote Haar measure (i.e., the “uniform distribution”) on G. We define the orbit
recovery problem as follows.
Problem 1.1 (orbit recovery). Let V = Rp and let θ ∈ V be the unknown signal. Let G be a compact group
that acts linearly, continuously, and orthogonally on V . For i ∈ [n] = {1, 2, . . . , n} we observe
yi = gi · θ + ξi
where gi ∼ Haar(G) and ξi ∼ N (0, σ2Ip×p), all independently. The goal is to estimate θ. Note that we can
only hope to recover θ up to action by G; thus we aim to recover the orbit {g · θ : g ∈ G} of θ.
In practical applications, σ is often known in advance and, when it is not, it can generally be estimated
accurately on the basis of the samples. We therefore assume throughout that σ is known and do not pursue
the question of its estimation in this work.
Our primary goal is to study the sample complexity of the problem: how must the number of samples n
scale with the noise level σ (as σ → ∞ with G and V fixed) in order for orbit recovery to be statistically
possible? All of our results will furthermore apply to a generalized orbit recovery problem (Problem 2.3)
allowing for projection and heterogeneity (see Section 1.6).
Our work reveals that it is natural to consider several different settings in which to state the orbit recovery
problem. We consider the following two decisions:
1. Do we assume that θ is a generic signal, or do we allow for a worst-case signal? (Here generic means
that there is a measure-zero set of disallowed signals.)
2. Do we want to output a θ′ such that θ′ (approximately) lies in the orbit of θ (unique recovery), or
simply a finite list θ1, . . . , θs of candidates such that one of them (approximately) lies in the orbit of θ
(list recovery)?
The terminology “list recovery” is borrowed from the idea of list decoding in the theory of error-correcting
codes [Eli57]. By taking all combinations of the two options above, there are four different recovery criteria.
Strikingly, these different recovery criteria can be very different in terms of sample complexity, as the following
examples show (see Section 5 for more details):
1. Multi-reference alignment (MRA): Recall that this is the case G = Z/p acting on V = Rp by cyclic
shifts. It is known [PWB+17] that if θ is generic then unique recovery is possible with O(σ6) samples.
However, for a worst-case θ, many more samples are required (even for list recovery); as shown in
[BRW17], there are some very particular infinite families of signals that cannot be distinguished without
Ω(σ2p) samples. This illustrates a large gap in difficulty between the generic and worst-case problems.
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2. Learning a rigid body: Let G be the rotation group SO(p) acting on the matrix space Rp×m by left
multiplication. We imagine the columns of our matrix as vertices defining a rigid body; thus we observe
random rotations of this rigid body (with vertices labeled) plus noise. With O(σ4) samples it is possible
to recover the rigid body up to reflection, so that list recovery (with a list of size 2) is possible. However,
unique recovery (even for a generic signal) requires drastically more samples: Ω(σ2p).
We will address all four recovery criteria but our main focus will be on the case of generic list recovery,
as it is algebraically the most tractable to analyze. For the following reasons we also argue that it is perhaps
the most practically relevant case. First, it is reasonable to assume that real-world signals are generic, since
almost all physical processes are subject to small random perturbations. Recovering a list of candidate
signals is also a reasonable goal. In some practical applications, unique recovery is actually impossible; for
instance, in cryo-EM it is impossible to determine the chirality of the molecule. (However, we can hope
for unique recovery if we work over the group O(3) instead of SO(3).) Furthermore, one could hope to use
application-specific clues to pick the true signal out from a finite list; for instance, in cryo-EM we might hope
that the list contains only one, or very few, solutions in our finite list that look like “reasonable” molecules.
1.5 Method of moments
Our techniques rely on estimation of the following moments:
Definition 1.2 (moment tensor). The order-d moment tensor is Td(θ) := Eg[(g · θ)⊗d] where g ∼ Haar(G).
We can estimate Td(θ) from the samples by computing
1
n
∑n
i=1 y
⊗d
i plus a correction term to cancel bias
from the noise terms (see Section 7 for details). The moments Td(θ) are related to polynomials that are
invariant under the group action, which brings us to the fundamental object in invariant theory:
Definition 1.3 (invariant ring). Let x = (x1, . . . , xp) be a set of coordinate functions on V = R
p, i.e. a basis
for the dual V ∗, so that R[x] := R[x1, . . . , xp] is the ring of polynomial functions V → R. We have an action
of G on R[x] given by (g · f)(·) = f(g−1(·)). (If we fix a basis for V , we can think of x as indeterminate
variables corresponding to the entries of θ ∈ V .) The invariant ring R[x]G ⊆ R[x] is the ring consisting of
polynomials f that satisfy g · f = f for all g ∈ G. An element of the invariant ring is called an invariant
polynomial (or simply an invariant). Invariant polynomials can be equivalently characterized as polynomials
of the form Eg[g · f ] where f ∈ R[x] is any polynomial and g ∼ Haar(G).
The two objects above are equivalent in the following sense. The moment tensor Td(θ) contains the same
information as the set of evaluations f(θ) for all f ∈ R[x]G that are homogeneous of degree d. In particular,
for any such polynomial f , f(θ) is a linear combination of the entries of Td(θ).
The following algebraic question will be of central importance: when do the values of invariant polynomials
(of degree ≤ d) of θ determine the orbit of θ (in the appropriate sense)? As we see below, the sample
complexity of the statistical problem is completely characterized by the answer to this question.
1.5.1 Warm up: hypothesis testing
Consider for now the simple problem of distinguishing between two fixed hypotheses θ = τ1 and θ = τ2,
where τ1 and τ2 are two fixed vectors in V . One method is to find an invariant polynomial f for which
f(τ1) 6= f(τ2) and to estimate f(θ) using the samples. The sample complexity of this procedure depends
on the degree of f because if f has degree d, we need O(σ2d) samples to accurately estimate f(θ). We will
prove the following (see Section 3).
Theorem 1.4 (distinguishing upper bound). Fix τ1, τ2 ∈ V . If there exists a degree-d invariant polynomial
f ∈ R[x]G with f(τ1) 6= f(τ2) then, using O(σ2d) samples, it is possible to distinguish between θ = τ1 and
θ = τ2 with type-I and type-II error probabilities each at most 1/3.
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Here, O(· · · ) hides factors that depend on G (and its action on V ), τ1, and τ2, but not σ; we are most
interested in how the sample complexity scales as σ becomes large (with everything else held fixed). The
error probability 1/3 is arbitrary and can be boosted by taking more samples (see Theorem 3.2).
Furthermore, we have a matching lower bound to show that the method of moments is optimal: the
sample complexity is driven by the minimum degree of an invariant polynomial that separates τ1 and τ2.
Theorem 1.5 (distinguishing lower bound). Fix τ1, τ2 ∈ V . Let d∗ be the smallest positive integer d for
which Td(τ1) 6= Td(τ2). Then Ω(σ2d∗) samples are required to distinguish between θ = τ1 and θ = τ2 with
type-I and type-II error probabilities each at most 1/3.
As above, the notation Ω(σ2d
∗
) hides factors depending on G, τ1, and τ2, but not on σ. In other words, this
theorem establishes that if n = o(σ2d
∗
) as σ →∞, then τ1 and τ2 cannot be reliably distinguished (i.e., with
probability tending to 1 as n, σ →∞). See Section 3 for more details.
1.5.2 Recovery
We now address the problem of recovering the signal θ from the samples. Our goal is to recover the orbit of
θ, defined as follows.
Definition 1.6. For θ1, θ2 ∈ V , define an equivalence relation G∼ by letting θ1 G∼ θ2 if there exists g ∈ G
such that g · θ1 = θ2. The orbit of θ (under the action of G) is the equivalence class of θ under G∼, i.e. the
set {g · θ : g ∈ G}. Denote by V/G the set of orbits of V , that is, the equivalence classes of V modulo the
relation
G∼.
We need the following definitions to capture the notion of approximately recovering the orbit of θ.
Definition 1.7. For θ1, θ2 ∈ V , let
dG(θ1, θ2) = min
g∈G
‖θ1 − g · θ2‖2.
This pseudometric induces a metric on the quotient space V/G in the obvious way, so we can write dG(o1, o2)
for o1, o2 ∈ V/G. By slight abuse of notation, we write dG(θ1, o2) for dG(o1, o2), where o1 is the orbit of θ1.
Theorem 1.5 already shows that if the orbit of θ is not determined by knowledge of the first d−1 moment
tensors, then at least Ω(σ2d) samples are required to recover the orbit of θ. We are now ready to (informally)
state our main result on recovery (see Section 3 for more details), which provides a matching upper bound.
Theorem 1.8 (recovery upper bound, informal). Fix θ ∈ V . If the moments T1(θ), · · · , Td(θ) uniquely
determine the orbit of θ, then using O(σ2d) samples, we can produce an estimator θ̂ such that dG(θ, θ̂) ≤ ε
with high probability.
The analogous result holds for list recovery (see Section 3): if the moments determine a finite number of
possibilities for the orbit of θ then we can output a finite list of estimators, one of which is close to the orbit
of θ.
Thus, we have reduced to the algebraic question of determining how many moments are necessary to
determine the orbit of θ (either uniquely or in the sense of list recovery). In Section 4 we will use tools from
invariant theory and algebraic geometry in order to address these questions.
1.6 Extensions: projection and heterogeneity
We now consider some extensions to the basic orbit recovery problem (Problem 1.1), motivated by the
application of cryo-EM:
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1. Projection: In cryo-EM, we do not observe a noisy 3-dimensional model of the rotated molecule;
we only observe a 2-dimensional projection of it. We will model this projection by a linear map
Π : Rp → Rq that maps a 3-dimensional model to its 2-dimensional projection (from a fixed viewing
direction). The samples are then given by yi = Π(gi · θ) + ξi where ξi ∼ N (0, σ2I).
2. Heterogeneity: In cryo-EM we observe images of many different copies of the same molecule, each
rotated differently. However, if our sample is not pure, we may have a mixture of different molecules
and want to recover the structure of all of them. We will model this by taking K different unknown
signals θ1, . . . , θK along with positive mixing weights w1, . . . , wK which sum to 1. Each sample takes
the form yi = gi · θki + ξi where ki is chosen at random according to the mixing weights.
In Section 2 we will formally define a generalization of the orbit recovery problem that allows for either
(or both) of the above extensions. All of our methods will apply to this general case. For heterogeneous
problems, it is natural to ask about a further recovery criterion: whether or not moment information “pulls
apart” (or de-mixes) into moments for individual signals, in a generically unique way. In Section 8.7 we give
an efficient method to decide this affirmatively, based on computing the rank of a certain Hessian matrix.
1.7 Organization of the remainder of the paper
In Section 2, we define a generalization of Problem 1.1 which encompasses projection and heterogeneity,
and specify the basic algebraic objects which relate to our generalized problem. In Section 3, we formally
state statistical upper and lower bounds for the generalized orbit recovery problem in terms of invariants.
In Section 4, we establish our basic algebraic results and specify the algebraic criteria that correspond to
the different recovery criteria defined in Section 1.4. We show how to efficiently test some of these criteria,
namely the criterion for generic list recovery and the criterion that transfers generic unique recovery from a
homogeneous problem to the heterogeneous case. Finally, in Section 5, we apply our work to several examples
of the orbit recovery problem, including MRA and cryo-EM. We conclude in Section 6 with questions for
future work.
Sections 7–9 contain proofs of results from preceding sections. Appendix A contains an account of the
invariant theory of SO(3). Appendix B contains a proof of generic unique recovery for unprojected cryo-EM.
Appendix C contains results for the case of symmetric molecules in cryo-EM. Appendix D contains proofs of
generic unique recovery in a particular special case of the orbit recovery problem (the regular representation
of a finite group).
2 General problem statement
Our results will apply not only to the basic orbit recovery problem (Problem 1.1) but to a generalization
(Problem 2.3 below) that captures the projection and heterogeneity extensions discussed in Section 1.6. We
first define mixing weights for heterogeneous problems.
Definition 2.1 (mixing weights). Let w = (w1, . . . , wK) ∈ ∆K := {(z1, . . . , zK) : zk ≥ 0 ∀k,
∑K
k=1 zk = 1}.
Let k
w∼ [K] indicate that k is sampled from [K] = {1, . . . ,K} such that k = ℓ with probability wℓ. We
will sometimes instead parametrize the mixing weights by wk = wk − 1/K so that w lies in the vector space
∆ := {(z1, . . . , zK) :
∑K
k=1 zk = 0}.
In a heterogeneous problem with K different signals, we can only hope to recover the signals up to permu-
tation. To formalize this, our compound signal will lie in a larger vector space V and we will seek to recover
its orbit under a larger group G.
Definition 2.2 (setup for heterogeneity). Let G˜ be a compact group acting linearly, continuously, and
orthogonally on V˜ = Rp. Let V = V˜ ⊕K ⊕∆K , so that θ ∈ V encodes K different signals along with mixing
weights: θ = (θ1, . . . , θK , w). We let an element (g1, . . . , gK , π) of the Cartesian product set G˜
K ×SK act on
V as follows: first, each gk acts on the corresponding θk, and then π permutes the θk and the coordinates of
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w. Note that this action is linear and orthogonal (where ∆ uses the usual inner product inherited from RK).
There is a natural group structure G on the set G˜K × SK such that the action just described is actually a
group action by G: the semidirect product G = G˜K ⋊ϕ SK , where ϕ denotes the action of SK on G˜
K by
permutations of the factors. This is also called the wreath product of G˜ by SK and written G˜ ≀ SK . The
product topology on G˜K×SK makes G a topological group; it is compact with respect to this topology since
all the factors are compact, and the action described above is continuous.
Of course, by taking K = 1 we recover the basic setup (without heterogeneity) as a special case. We are
now ready to give the general problem statement.
Problem 2.3 (generalized orbit recovery). Let V˜ = Rp and W = Rq. Let G˜ be a compact group acting
linearly, continuously, and orthogonally on V˜ . Let Π : V˜ → W be a linear map. Let θ = (θ1, . . . , θK , w) ∈
V := V˜ ⊕K ⊕ ∆K be an unknown collection of K signals with mixing weights w ∈ ∆K . For i ∈ [n] =
{1, 2, . . . , n} we observe
yi = Π(gi · θki) + ξi
where gi ∼ Haar(G˜), ki w∼ [K], ξi ∼ N (0, σ2Iq×q), all independently. The goal is to estimate the orbit of θ
under G := G˜K ⋊ SK .
Note that in the heterogeneous setup, as in the basic setup, we are still only concerned with recovering the
orbit of a vector θ under the action of some compact group.
As discussed previously, we apply the method of moments. The moments are now defined as follows.
Definition 2.4 (moment tensor). For the generalized orbit recovery problem (Problem 2.3), the order-d
moment tensor is Td(θ) := Eg,k[(Π(g · θk))⊗d] where g ∼ Haar(G˜) and k w∼ [K]. Equivalently, Td(θ) =∑K
k=1 wk Eg[(Π(g · θk))⊗d].
The invariant ring is defined as in Definition 1.3 but now for the larger group G acting on the larger V :
Definition 2.5 (invariant ring). Note that dim(V ) = Kp+K − 1 and let x = (x1, . . . , xdim(V )) be a basis
for V ∗; here the last K − 1 variables correspond to ∆, e.g. they can correspond to w1, . . . , wK−1. We then
let R[x]G ⊆ R[x] be the polynomials in x that are invariant under the action of G (as in Definition 1.3).
Recall that in the basic orbit recovery problem, Td(θ) corresponds precisely to the homogeneous invariant
polynomials of degree d; now Td(θ) corresponds to a subspace of the homogeneous invariant polynomials of
degree d. Specifically, the method of moments gives us access to the following polynomials (evaluated at θ):
Definition 2.6. Let UTd be the subspace (over R) of the invariant ring R[x]
G consisting of all R-linear
combinations of entries of Td(x). Let U
T
≤d = U
T
1 ⊕ · · · ⊕UTd ⊆ R[x]G. Here we write Td(x) for the collection
of polynomials (one for each entry of Td(θ)) that map θ to Td(θ).
We will be interested in whether the subspace UT≤d contains enough information to uniquely determine
the orbit of θ (or determine a finite list of possible orbits) in the following sense.
Definition 2.7. A subspace U ⊆ R[x]G resolves θ ∈ V if there exists a unique o ∈ V/G such that f(θ) = f(o)
for all f ∈ U . Similarly, U list-resolves θ if there are only finitely many orbits o1, . . . , os such that f(θ) = f(oi)
for all f ∈ U .
Here we have abused notation by writing f(o) to denote the (constant) value that f takes on every θ ∈ o.
The following question is of central importance.
Question 2.8. Fix θ ∈ V . How large must d be in order for UT≤d to uniquely resolve θ? How large must d
be in order for UT≤d to list-resolve θ?
The answer depends on G and V but also on whether θ is a generic or worst-case signal, and whether
we ask for unique recovery or list recovery. Our statistical results in Section 3 will show that the sam-
ple complexity of the generalized orbit recovery problem is Θ(σ2d) where d is the minimal d from Ques-
tion 2.8. More specifically, the recovery procedure that obtains this bound is based on estimating the
moments T1(θ), . . . , Td(θ) and solving a system of polynomial equations to (approximately) recover θ. Our
algebraic results in Section 4 will give general methods to answer Question 2.8 for any G and V .
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3 Statistical results
In this section, we state upper and lower bounds on the performance of optimal estimators for the orbit
recovery problem. Proofs are deferred to Section 7. Our approach will be the method of moments introduced
in Section 1.5. We assume for normalization purposes that there exists a constant c ≥ 1 such that c−1 ≤
‖θ‖ ≤ c, so that σ captures entirely the signal-to-noise ratio of the problem. We denote by Θ the subset of
V consisting of vectors satisfying this requirement.
Denote by Pθ the distribution of a sample arising from the generalized orbit recovery problem (Prob-
lem 2.3) with parameter θ.
Definition 3.1. Given θ ∈ Θ, the order-d matching set for θ, Mθ,d, is the set consisting of all τ ∈ V such
that f(τ) = f(θ) for all f ∈ UT≤d.
We note that UT≤d resolves θ exactly when Mθ,d contains a single orbit, and UT≤d list-resolves θ when
Mθ,d is the union of a finite number of orbits.
We are now ready to state a formal theorem justifying Theorems 1.4 and 1.8, above. The following
theorem establishes that we can approximately learn the order-d matching set for θ with probability at least
1 − δ on the basis of O(σ2d log(1/δ)) samples. Denote by Mεθ,d the ε-fattening of Mθ,d, i.e., the set of all
φ ∈ Θ such that minτ∈Mθ,d ‖φ− τ‖ ≤ ε.
Theorem 3.2. For any positive integer n, noise level σ ≥ maxθ∈Θ ‖θ‖, and accuracy parameter δ > 0, there
exists an estimator M̂n = M̂n(y1, . . . , yn) ⊆ V such that, for any positive constant ε, if y1, . . . , yn ∼ Pθ i.i.d.
and n ≥ cθ,ε,d log(1/δ)σ2d, then with probability at least 1− δ,
Mθ,d ⊆ M̂n ⊆Mεθ,d .
The constant cθ,ε,d in Theorem 3.2 can be replaced by cθ,dε
−2 in the unique recovery setting if θ is
suitably generic, but the dependence on ε can be worse in general. What is key is that cθ,ε,d does not depend
on σ, so that Theorem 3.2 implies that, if n = ω(σ2d) as σ →∞, then there exists a sequence of estimators
{Mn} such that Mn converges to Mθ,d in Hausdorff distance with high probability.
Theorem 3.2 essentially follows from the observation that, since the variance of yi is O(σ
2), a degree-d
polynomial in the entries of yi has variance O(σ
2d). This implies that for any f ∈ UT≤d, the evaluation f(θ)
can be accurately estimated on the basis of O(σ2d) samples. By inverting a suitable polynomial system, we
can thereby identify Mθ,d, at least approximately. A full proof of Theorem 3.2 appears in Section 7.
Theorem 3.2 captures the behavior described in both Theorem 1.4 and Theorem 1.8. Indeed, if τ1 and τ2
differ on some f ∈ UTd , then Mτ1,d is separated from Mτ2,d, and Theorem 3.2 implies that we can therefore
distinguish between the two distributions when ε is sufficiently small. Moreover, as the following corollary
shows, Theorem 3.2 implies that the confidence set M̂n allows us to recover or list-recover the orbit of θ.
Corollary 3.3. Suppose that Mθ,d is the union of M orbits o1, . . . , oM , where M is finite. There exists an
εθ such that, for ε < εθ, if n ≥ cθ,ε,d log(1/δ)σ2d, then on the basis of n i.i.d. samples from Pθ we can produce
M estimators θ̂1, . . . θ̂M such that, with probability at least 1− δ, there exists a permutation π : [M ]→ [M ]
satisfying
dG(θ̂i, oπ(i)) ≤ ε
for all i ∈ [N ].
Proof. Since G is a compact group acting continuously on V , the orbits are compact. By assumptionMθ,d,
is a union of a finite number of orbits, so there exists an εθ such that dG(oi, oj) ≥ 4εθ for any i 6= j. For
any ε < εθ, let N be an ε/2-net of V/G, and construct M̂n as in Theorem 3.2. Theorem 3.2 implies the
existence of a constant cθ,ε,d such that as long as n ≥ cθ,ε,d log(1/δ)σ2d, with probability at least 1 − δ,
Mθ,d ⊆ M̂n ⊆Mε/2θ,d .
Consider the set C consisting of o ∈ N such that dG(o,M̂n) ≤ ε/2. With probability 1− δ, any element
of C is within ε of oi for some i ∈ [M ], and for each oi there exists an o ∈ C that is at most ε away. By
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assumption, distinct orbits inMθ,d are separated by more than 4ε, so if any two elements of C are separated
by at most 2ε, then they are close to the same element of Mθ,d. As a result, it is possible to partition C
into M sets C1, . . . , CM such that dG(o, o′) ≤ 2ε if o, o′ are in the same set, and dG(o, o′) > 2ε if o and o′
are in different sets. For i ∈ [M ], let θ̂i be any element of V such that the orbit of θ̂i lies in Ci. The claim
follows.
The constant εθ in the statement of Corollary 3.3 will not be known in general. However, a weaker
statement still holds when ε ≥ εθ. Indeed, consider the image of the set M̂n under the projection V 7→ V/G.
There exists a finite partition of the resulting set such that any two orbits in the same cluster are closer
than any two orbits in different clusters. (Note that the clustering into a single set always satisfies this
requirement.) If we are able to choose this partition such that the diameter of each set is at most ε′, then
by choosing a representative from each cluster, we obtain a finite set of estimators, at least one of which is
guaranteed to be ε′-close to θ with high probability. Corollary 3.3 implies that this partition can be taken
to consist of at most M clusters for ε′ arbitrarily small, as long as n ≥ Cε′σ2d. As above, we obtain that, if
n = ω(σ2d) as σ →∞, then we can produce a set {θ̂1, . . . , θ̂M} of bounded cardinality such that one of the
estimators converges to θ with high probability.
We now prove a lower bound showing that the dependence on σ in Theorem 3.2 is tight. We show that
if UT≤d−1 fails to resolve (or list-resolve) θ, then Ω(σ
2d) samples are necessary to recover (or list-recover) the
orbit of θ. Together with Theorem 3.2, this lower bound implies that if d∗ is the smallest positive integer
for which UTd∗ resolves (or list-resolve) θ, then Θ(σ
2d∗) samples are required to recover (or list-recover) the
orbit of θ. We make this lower bound precise in Theorem 3.4.
Theorem 3.4. For any positive integer d, there exists a constant cd such that if τ1 and τ2 are elements
in Mθ,d−1 lying in different orbits, then no procedure can distinguish between Pnτ1 and Pnτ2 with probability
greater than 2/3 if n ≤ cdσ2d.
Note that via Le Cam’s method [LeC73], Theorem 3.4 translates into minimax lower bounds for the
problem of recovering θ in the σ →∞ limit. This lower bound is of a slightly different form from the upper
bound: Theorem 3.2 establishes that there exists a sequence of estimators such that, for a fixed θ ∈ V , if
UT≤d resolves θ and n = ω(σ
2d) as σ → ∞, then these estimators converge to θ. Theorem 3.4 implies that,
if UT≤d−1 fails to resolve θ and n = o(σ
2d) as σ →∞, then no sequence of estimators can succeed uniformly
on all signals in the order-(d− 1) matching set of θ.
The proof of Theorem 3.4 relies on a tight bound for the Kullbeck-Leibler divergence between the distri-
butions Po1 and Po2 established in [BRW17]. More details appear in Section 7.
4 Algebraic results
In this section, we will consider the four recovery criteria defined in Section 1.4, and give algebraic charac-
terizations of each case. The results of Section 3 imply that it suffices to focus our attention on deciding
when a subspace U resolves (or list-resolves) a parameter θ. We show below how to answer this question
by purely algebraic means. Moreover, for generic list recovery, we show how this question can be answered
algorithmically in polynomial time. For generic and worst-case unique recovery, we also give algorithms to
decide the corresponding algebraic condition; however, these algorithms are not efficient.
Throughout, we assume the setup defined in Section 2 for the generalized orbit recovery problem. In
particular, G is a compact group acting linearly and continuously on a finite-dimensional real vector space
V (although we do not require in this section that the action be orthogonal). We have the invariant ring
R[x]G corresponding to the action of G on V , and a subspace U ⊆ R[x]G (e.g. UT≤d) of invariants that we
have access to. We are interested in whether the values f(θ) for f ∈ U determine the orbit of θ ∈ V under
G. The specific structure of G and UT≤d (as defined in Section 2) will be largely unimportant and can mostly
be abstracted away. The exception is for heterogeneous problems with G = G˜ ⋊ SK , where it pays off to
relate these problems to their homogeneous (single signal) versions.
11
4.1 Invariant theory basics
We will often need the following basic operator that averages a polynomial over the group G.
Definition 4.1 (Reynolds operator). The Reynolds operator R : R[x]→ R[x]G is defined by
R(f) = E
g∼Haar(G)
[g · f ].
Note that the Reynolds operator is a linear projection from R[x] to R[x]G that preserves the degree of
homogeneous polynomials (i.e. a homogeneous polynomial of degree d gets mapped either to a homogeneous
polynomial of degree d or to zero).
Observation 4.2. Let R[x]Gd denote the vector space consisting of homogeneous invariants of degree d. We
can obtain a basis for R[x]Gd by applying R to each monomial in R[x] of degree d. (This yields a spanning
set which can be pruned to a basis if desired.)
In our setting, we have the following basic fact from invariant theory.
Theorem 4.3 (e.g. [Kacˇ94] Theorem 4.1-3). The invariant ring R[x]G is finitely generated as an R-algebra.
In other words, there exist generators f1, . . . , fm ∈ R[x]G such that R[f1, . . . , fm] = R[x]G.
Furthermore, there is an algorithm to find a generating set; see Section 8.1. Another basic fact from invariant
theory implies that the entire invariant ring is sufficient to determine the orbit of θ. (This is not always true
for non-compact groups; see Example 2.3.1 in [DK15].)
Theorem 4.4 ([Kacˇ94] Theorem 6-2.2). The full invariant ring R[x]G resolves every θ ∈ V .
Proof. Let o1, o2 ∈ V/G be distinct (and therefore disjoint) orbits. Since G is compact and acts continuously,
o1 and o2 are compact subsets of V . Thus by Urysohn’s lemma there exists a continuous function f˜ : V → R
such that f˜(τ) = 0 ∀τ ∈ o1 and f˜(τ) = 1 ∀τ ∈ o2. The Stone–Weierstrass theorem states that a continuous
function on a compact domain can be uniformly approximated to arbitrary accuracy by a polynomial. This
means there is a polynomial f ∈ R[x] with f(τ) ≤ 1/3 ∀τ ∈ o1 and f(τ) ≥ 2/3 ∀τ ∈ o2. It follows that
h = R(f) is an invariant polynomial that separates the two orbits: h(o1) ≤ 1/3 and h(o2) ≥ 2/3.
Thus, in order to determine the orbit of θ it is sufficient to determine the values of all invariant polynomials.
(This condition is clearly also necessary in the sense that if the orbit is uniquely determined then so are the
values of all invariants.)
Remark 4.5. In what follows we will be discussing algorithms that take the problem setup as input (includ-
ing G˜ and its action on V˜ , along with Π,K) and decide whether or not UT≤d (for some given d) is capable of a
particular recovery task (e.g. list recovery of a generic θ ∈ V ). We will always assume that these algorithms
have a procedure to compute a basis for UTd (for any d) in exact symbolic arithmetic. This is non-trivial
in some cases because Td(x) (and thus U
T
d ) involves integration over the group (and may involve irrational
values), but we will not worry about these details here. For the important case of SO(3), it is possible to
write down a basis for the invariants in closed form (see Appendix A).
Remark 4.6. We will draw from various references for algorithmic aspects of invariant theory. The case
of finite groups is treated by [Stu08]. Although the invariant ring is sometimes taken to be C[x]G instead
of R[x]G, this is unimportant in our setting because the two are essentially the same: since our finite group
action is real, a basis for R[x]G (over R) is a basis for C[x]G (over C). The case of infinite groups is covered
by [DK15]. Here the group is assumed to be a reductive group over C (or another algebraically-closed field).
This means in particular that the group is a subset of complex-valued matrices that is defined by polynomial
constraints. Although compact groups such as SO(3) do not satisfy this, the key property of a reductive
group is the existence of a Reynolds operator satisfying certain properties; since this exists for compact
groups (Definition 4.1), some (but not all) results still hold in our setting.
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4.2 Generic list recovery
We will see that the case of list recovery of a generic signal is governed by the notion of algebraic independence.
Definition 4.7. Polynomials f1, . . . , fm ∈ R[x] are algebraically dependent if there exists a nonzero polyno-
mial P ∈ R[y1, . . . , ym] such that P (f1, . . . , fm) = 0 (i.e. P (f1(x), . . . , fm(x)) is equal to the zero polynomial).
Otherwise, they are algebraically independent.
Definition 4.8. The transcendence degree of a subspace U ⊆ R[x], denoted trdeg(U) is the maximum value
of m for which there exist algebraically independent f1, . . . , fm ∈ U . A set of trdeg(U) such polynomials is
called a transcendence basis of U .
We now present our algebraic characterization of the generic list recovery problem.
Theorem 4.9 (generic list recovery). Let U ⊆ R[x]G be a finite-dimensional subspace. If trdeg(U) =
trdeg(R[x]G) then there exists a set S ⊆ V of full measure such that if θ ∈ S then U list-resolves θ.
Conversely, if trdeg(U) < trdeg(R[x]G) then there exists a set S ⊆ V of full measure such that if θ ∈ S then
U does not list-resolve θ.
The proof is deferred to Sections 8.2 and 8.3. A set has full measure if its complement has measure zero.
The intuition behind Theorem 4.9 is that trdeg(R[x]G) is the number of degrees of freedom that need to be
pinned down in order to learn the orbit of θ, and so we need this many algebraically independent constraints
(invariant polynomials). Note that we have not yet given any bound on how large the finite list might be;
we will address this in Section 4.3.
In order for Theorem 4.9 to be useful, we need a way to compute the transcendence degree of both
R[x]G and U . In what follows, we will discuss methods for both of these: in Section 4.2.1 we show how to
compute trdeg(R[x]G) analytically, and in Section 4.2.2 we give an efficient algorithm to compute trdeg(U)
for a subspace U . By taking U = UT≤d this yields an efficient algorithm to determine the smallest degree d
at which UT≤d list-resolves a generic θ (thereby answering Question 2.8 for the case of generic list recovery).
4.2.1 Computing the transcendence degree of R[x]G.
Intuitively, the transcendence degree of R[x]G is the number of parameters required to describe an orbit of
G. For finite groups, this is simply the dimension of V :
Proposition 4.10 ([Stu08] Proposition 2.1.1). If G is a finite group, trdeg(R[x]G) = dim(V ).
For infinite groups, the situation may be slightly different. For instance, if SO(3) acts on V = R3 in
the standard way (rotations in 3 dimensions), then a generic orbit is a sphere, with dimension two. This
means there is only one parameter to learn, namely the 2-norm, and we expect R[x]G to have transcendence
degree 1 accordingly. On the other hand, if SO(3) acts on a rich class of functions S2 → R (as in the S2
registration problem; see Section 5.4) then each orbit resembles a copy of SO(3) which has dimension 3. This
is formalized in the following.
Proposition 4.11 ([Dol03] Corollary 6.2). If G is an algebraic group, then
trdeg(R[x]G) = dim(V )− dim(G) + min
v∈V
dim(Gv),
where Gv is the stabilizer at v of the action of G (that is, the subgroup of all g ∈ G fixing v).
An alternate approach to the transcendence degree of R[x]G uses a central object in invariant theory:
the Hilbert series (see e.g. [DK15]).
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Definition 4.12. Let R[x]Gd be the subspace (over R) of R[x]
G consisting of homogeneous invariants of
degree d. The Hilbert series of R[x]G is the formal power series
H(t) :=
∞∑
d=0
dim(R[x]Gd ) t
d.
For a given G acting on V , there is an explicit formula (Molien’s formula) for the Hilbert series:
Proposition 4.13 ([Kacˇ94] Remark 3-1.8). Let ρ : G → GL(V ) be the representation by which G acts on
V . Then for |t| < 1, H(t) converges and we have
H(t) = E
g∼Haar(G)
det(I − t ρ(g))−1.
This formula is tractable to compute, even for complicated groups; see Section 5.4 for details in the case of
SO(3). Once we have the Hilbert series, it is easy to extract trdeg(R[x]G) as follows.
Proposition 4.14. The order of the pole at t = 1 of H(t) is equal to trdeg(R[x]G).
The proof comes from [DK15]; see Section 8.4 for more details.
For heterogeneous problems (K > 1), the transcendence degree can be computed easily from the tran-
scendence degree of the corresponding homogeneous (K = 1) problem.
Proposition 4.15. Let G˜ be a compact group acting linearly and continuously on V˜ , and let G = G˜K ⋊SK
act on V = V˜ ⊕K ⊕∆K as in Definition 2.2. Let R[x]G be the invariant ring corresponding to the action of
G on V , and let R[x˜]G˜ be the invariant ring corresponding to the action of G˜ on V˜ (i.e. the K = 1 problem).
Then trdeg(R[x]G) = K · trdeg(R[x˜]G˜) +K − 1.
The proof can be found in Section 8.5. Note, however, that the result is intuitively reasonable by counting
parameters. We know trdeg(R[x˜]G˜) is the number of parameters required to describe an orbit of G˜ acting
on V˜ . Thus, in the heterogeneity problem we have trdeg(R[x˜]G˜) parameters for each of the K signals, plus
an additional K − 1 parameters for the K mixing weights (since they sum to 1).
4.2.2 Algorithm for transcendence basis of U .
In this section we prove the following.
Theorem 4.16. There is an efficient algorithm to perform the following task. Given a basis {u1, . . . , us}
for a finite-dimensional subspace U ⊆ R[x], output a transcendence basis for U .
Our first ingredient is the following simple classical test for algebraic independence (see, e.g., [ER93,
BMS13] for a proof).
Definition 4.17 (Jacobian). Given polynomials f1, . . . , fm ∈ R[x] = R[x1, . . . , xp], we define the Jacobian
matrix Jx(f1, . . . , fm) ∈ (R[x])m×p by (Jx(f1, . . . , fm))ij = ∂xjfi where ∂xj denotes formal partial derivative
with respect to xj .
Proposition 4.18 (Jacobian criterion for algebraic independence). Polynomials f = (f1, . . . , fm) are alge-
braically independent if and only if the Jacobian matrix Jx(f) has full row rank (over the field R(x)).
It suffices to test the rank of the Jacobian at a generic point x.
Corollary 4.19. Fix f = (f1, . . . , fm). Let z ∼ N (0, Ip×p). If f is algebraically dependent then Jx(f)|x=z
does not have full row rank. If f is algebraically independent then Jx(f)|x=z has full row rank with probability
1.
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Proof. An m × p matrix has deficient row rank if and only if either m > p or every maximal square
submatrix has determinant zero. Every such determinant of Jx(f) is a polynomial in x; if this polynomial is
not identically zero then plugging in generic values for x will not cause it to vanish.
Remark 4.20. In practice we may choose to plug in random rational values for x so that the rank com-
putation can be done in exact symbolic arithmetic. The Jacobian test will still succeed with overwhelming
probability (provided we use a fine enough mesh of rational numbers). Also note that if we find any value
of x for which the Jacobian has full row rank, this constitutes a proof of algebraic independence.
Remark 4.21. In some cases (e.g. if the polynomials involve irrational values) it may be slow to compute the
Jacobian rank in exact symbolic arithmetic. We can alternatively compute the singular values numerically
and count how many are reasonably far from zero. This method works reliably in practice (i.e., it is
extremely clear how to separate the zero and nonzero singular values) but does not constitute a rigorous
proof of algebraic independence.
Curiously, although the Jacobian criterion gives an efficient test for algebraic dependence, it is much
harder (#P -hard) to actually find the algebraic dependence (i.e., the polynomial relation) when one exists
[Kay09].
The Jacobian criterion implies the well-known fact that the collection of algebraically independent subsets
of R[x] form a matroid ; this is called an algebraic matroid (see e.g. [Sch03]). In particular, we have the
following exchange property:
Proposition 4.22. Let I, J be finite subsets of R[x], each algebraically independent. If |I| < |J | then there
exists f ∈ J r I such that I ∪ {f} is algebraically independent.
We next note that in the task from Theorem 4.16, a transcendence basis can always be taken from the
basis {u1, . . . , us} itself.
Lemma 4.23. Let U be a finite-dimensional subspace of R[x] with basis B = {u1, . . . , us}. If U contains r
algebraically independent elements, then so does B.
Proof. Let B′ ⊆ B be a maximal set of algebraically independent elements of B. If |B| < r then by the
exchange property (Proposition 4.22) there exists v ∈ U rB′ such that B′∪{v} is algebraically independent.
Write v =
∑s
i=1 αiui. Since B
′ is maximal, we have from the Jacobian criterion (Proposition 4.18) that
for all 1 ≤ i ≤ s, the row vector Jx(ui) lies in the R(x)-span of B := {Jx(b)}b∈B′ . But this means that
Jx(v) =
∑s
i=1 αiJx(ui) lies in the R(x)-span of B. By the Jacobian criterion this contradicts the fact that
B′ ∪ {v} is algebraically independent.
Proof of Theorem 4.16.
Let {u1, . . . , us} be a basis (or spanning set) for U . From above we have that the transcendence degree of U
is the row rank of the Jacobian Jx(u1, . . . , us) evaluated at a generic point x. A transcendence basis for U
is the set of ui corresponding to a maximal linearly independent set of rows
We can use the following simple greedy algorithm to construct a transcendence basis. As input, receive
a list of polynomials {u1, . . . , us}. Initialize I = ∅. For i = 1, . . . , s, add {ui} to I if I ∪ {ui} is algebraically
independent, and do nothing otherwise. (Note that this condition can be efficiently tested by Corollary 4.19.)
Output the resulting set I.
We now show correctness. Let Ii be the set after item ui has been considered (and possibly added), and
set I0 = ∅. It suffices to show that for each i ∈ {0, . . . , s}, Ii is a maximal independent subset of {u1, . . . , ui}.
We proceed by induction. The claim is vacuously true when i = 0. Assume it holds for i − 1. If Ii is not
a maximal independent subset of {u1, . . . , ui}, then there exists an independent set J ⊆ {u1, . . . , ui} with
|J | > |I|, so by the exchange property (Proposition 4.22) there exists a uj with j ≤ i such that uj /∈ Ii and
Ii ∪ {uj} is independent. In particular, the subset Ij−1 ∪ {uj} of Ii ∪ {uj} is independent. But the fact that
uj was not added at the (j − 1)th step implies that Ij−1 ∪ {uj} is not independent, a contradiction. So Ii is
indeed maximal.
We obtain that I = Is is a maximal independent subset of {u1, . . . , us}, and hence by Lemma 4.23 a
transcendence basis of U .
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4.3 Generic unique recovery
For list recovery problems, the following gives an explicit upper bound on the size of the list.
Theorem 4.24. Let U be a subspace of the invariant ring R[x]G. Let FG be the field of fractions of R[x]
G.
If [FG : R(U)] = D <∞ then there exists a set S ⊆ V of full measure such that for any θ ∈ S, U list-resolves
θ with a list of size ≤ D.
The proof is deferred to Section 8.2. Here R(U) is the smallest subfield of FG containing both R and U , and
[FG : R(U)] denotes the degree of a field extension; see Section 8.2 for more details. Since [FG : R(U)] = 1
is equivalent to R(U) = FG, we have the following criterion for unique recovery.
Corollary 4.25 (generic unique recovery). If R(U) = FG then there exists a set S ⊆ V of full measure such
that if θ ∈ S then U resolves θ.
The intuition here is that we want to be able to learn every invariant polynomial by adding, multiplying,
and dividing polynomials from U (and scalars from R). We need θ to be generic so that we never divide by
zero in the process.
Theorem 4.26. For a finite-dimensional subspace U ⊆ R[x]G, there is an algorithm to compute the degree
of the field extension from Theorem 4.24. As input, the algorithm requires a basis for U and the ability to
compute the Reynolds operator (Definition 4.1).
We give the algorithm and the proof in Section 8.6. The algorithm uses Gro¨bner bases and is unfortunately
inefficient to run in practice.
For list recovery in heterogeneous problems, there is a shortcut for bounding the size of the list. Provided
an efficiently verifiable condition holds, the list size for a heterogenous problem relates simply to the list size
for the corresponding homogeneous (K = 1) problem.
Theorem 4.27. Let G˜ be a compact group acting linearly and continuously on V˜ , and let G = G˜K ⋊SK act
on V = V˜ ⊕K ⊕∆K as in Definition 2.2. Suppose U ⊆ R[x]G is a finite-dimensional subspace of invariant
polynomials, corresponding to a subspace U˜ ⊆ R[x˜]G˜ in the following sense: x = (x(1), . . . ,x(K), w1, . . . , wK)
and U = {∑Ki=1 wif(x(i)) | f(x˜) ∈ U˜}. Assume that trdeg(U) = trdeg(R[x]G), so that generic list recovery
holds in the heterogeneous problem. Furthermore, assume that trdeg(U) < dim(U˜). Then, there exists an
efficient algorithm called the Hessian test taking as input the integer K together with a basis for U˜ and
returning as output “pass” or “fail” such that when the Hessian test is passed, we have [FG : R(U)] = [FG˜ :
R(U˜)]K . In particular, when the Hessian test is passed and [FG˜ : R(U˜)] = 1 (so that we have generic unique
recovery for the homogeneous problem), then we have generic unique recovery for the heterogeneous problem.
We give the algorithm and proof in Section 8.7. For now, suffice it to say that the Hessian test is an
add-on to the Jacobian criterion. The test consists of linear algebra performed at K points of V˜ , and the
main step is checking the rank of a certain Hessian matrix. The assumption trdeg(U) < dim(U˜) is only a
mild limitation of the Hessian test, since we always have trdeg(U) ≤ dim(U˜).
Remark 4.28. Passing of the Hessian test implies the following property, which we call generic unique
moment de-mixing. For simplicity, assume U = UT≤d. Given (Θ, w) ∈ V˜ ⊕K ⊕ ∆K with Θ = (θ1, . . . , θK)
and w = (w1, . . . , wK) = (w1 − 1/K, . . . , wK − 1/K), one may form the concatenation of moment tensors,(
T1(Θ, w)⊕ . . .⊕ Td(Θ, w)
)
. This list of moments for the heterogeneous problem equals a weighted average
of K lists of moments for the homogeneous problem:
w1
(
T1(θ1)⊕ . . .⊕ Td(θ1)
)
+ . . .+ wK
(
T1(θK)⊕ . . .⊕ Td(θK)
)
.
Generic unique moment de-mixing entails that this splitting of heterogeneous moments into homogeneous
moments is unique (up to permutation of summands), for (Θ, w) in a nonempty Zariski-open subset of
V˜ K ×∆K−1. Our proof shows whenever the Hessian test is passed, generic unique moment de-mixing holds.
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Additionally, in Appendix D we present two different methods for proving generic unique recovery. One
uses Galois theory to show field generation, and the other uses Jennrich’s algorithm for tensor decomposition.
We use these to show generic unique recovery in the case where G is a finite group and V is its regular
representation (over R). These ideas may be helpful for proving generic unique recovery in further settings.
4.4 Worst-case unique recovery
We give a sufficient algebraic condition for worst-case unique recovery:
Theorem 4.29 (worst-case unique recovery). Let U ⊆ R[x]G be a finite-dimensional subspace with basis
{f1, . . . , fm}. If U generates R[x]G as an R-algebra (i.e. R[f1, . . . , fm] = R[x]G) then U resolves every θ ∈ V .
Proof. Every element of R[x]G can be written as a polynomial in the fi (with coefficients in R). This means
the values f1(θ), . . . , fm(θ) uniquely determine all the values f(θ) for f ∈ R[x]G and so the result follows
because R[x]G resolves every θ ∈ V (Theorem 4.4).
Theorem 4.30. There is an algorithm to test whether or not U generates R[x]G as an R-algebra. As input,
the algorithm requires a basis for U and the ability to compute the Reynolds operator (Definition 4.1).
We give the algorithm and the proof in Section 8.6. The algorithm uses Gro¨bner bases and is unfortunately
inefficient to run in practice.
If G is a finite group, it is known that R[x]G has a generating set for which all elements have degree at
most |G| (this is Noether’s degree bound ; see Theorem 2.1.4 in [Stu08]). It follows that R[x]G≤|G| resolves
every θ ∈ V . Recall (from Section 1.4) that this is tight for MRA: degree |G| is necessary for worst-case
signals.
A precise characterization of when U resolves every θ ∈ V is (by definition) that U should be a separating
set or (equivalently) should generate a separating algebra (see [DK15] Section 2.4). The notions of gener-
ating and separating sets do not always coincide, as illustrated by Example 2.4.2 in [DK15]. Furthermore,
generating sets may require strictly higher maximum degree [Dom17].
4.5 Worst-case list recovery
We give a sufficient algebraic condition for worst-case list recovery:
Theorem 4.31 (worst-case list recovery). Let U ⊆ R[x]G be a subspace with finite basis {f1, . . . , fm}. If
R[x]G is finitely generated as a R[f1, . . . , fm]-module, then U list-resolves every θ ∈ V .
In other words, this condition says that there exists a basis g1, . . . , gs ∈ R[x]G such that every element of
R[x]G can be written as a linear combination of g1, . . . , gs with coefficients from R[f1, . . . , fm]. It is sufficient
to take U to be a set of primary invariants from a Hironaka decomposition (see Section 8.4).
Proof. Since R[x]G finitely generated as an R-algebra (Theorem 4.3), if R[x]G is finitely generated as a
R[f1, . . . , fm]-module then it follows that (see [Sha94] Section 5.3) every h ∈ R[x]G satisfies a monic polyno-
mial
hk + ck−1hk−1 + · · ·+ c1h+ c0 = 0
with ci ∈ R[f1, . . . , fm]. Letting h1, . . . , hs be generators for R[x]G (as an R-algebra), we have that the values
f1(θ), . . . , fm(θ) determine a finite set of possible values for h1(θ), . . . , hs(θ), each of which determines (at
most) one orbit for θ.
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5 Examples
In this section we work out some specific examples, determining the degree at which generic list recovery is
possible using the methods of Section 4.2. (We focus on generic list recovery because our algorithms for the
other recovery criteria are unfortunately too slow even for quite small examples.) We obtain several recovery
theorems for problems such as MRA and cryo-EM within finite ranges of parameters where we have verified
the Jacobian criterion using a computer, and beyond these parameter ranges, we state conjectural patterns.
The following themes emerge in the examples studied in this section. First, we see that many problems
are possible at degree 3, which is promising from a practical standpoint. Second, we do not encounter any
unexpected algebraic dependencies, and so we are able to show that heuristic parameter-counting arguments
are correct. In particular, we see that if there are enough linearly independent invariants, there are also
enough algebraically independent invariants.
5.1 Learning a bag of numbers
Let G be the symmetric group Sp acting on V = R
p by permutation matrices. The invariant ring consists of
the symmetric polynomials, which are generated by the elementary symmetric polynomials e1, . . . , ep where
ei has degree i. Worst-case unique recovery is possible at degree p since R[x]
G
≤p generates the full invariant
ring. Furthermore, degree p is actually required, even for generic list recovery. This is because any invariant
of degree ≤ p − 1 can be expressed as a polynomial in e1, . . . , ep−1 and thus trdeg(R[x]G≤p−1) = p − 1. So
this problem has a steep sample complexity of order σ2p.
5.2 Learning a rigid body
Let G be the rotation group SO(p) acting on the matrix space Rp×m by left multiplication. We imagine
the columns of our matrix as vertices defining a rigid body; thus we observe random rotations of this rigid
body (with vertices labeled) plus noise. Let U ∈ Rp×m be such a matrix signal. With O(σ4) samples,
we can estimate the degree-2 Gram matrix U⊤U ; taking a Cholesky factorization, we recover U up to left
action by an element of the larger group O(p). Thus we recover the rigid body up to a reflection ambiguity,
demonstrating list recovery (with a list of size 2). Surprisingly, assuming m ≥ p, we do not uniquely resolve
a generic signal until degree p, where with O(σ2p) samples we can estimate a p × p minor of U , which is a
degree-p invariant that changes sign under reflection.
The impossibility of unique recovery until degree p is a consequence of the “first fundamental theorem”
for the special orthogonal group SO(p), which asserts that the invariant ring is generated by the entries of
the Gram matrix U⊤U together with the p× p minors of U (see for instance [Kacˇ94]); thus the invariants of
degree 3, . . . , p− 1 carry no information in addition to the degree-2 invariants.
5.3 Multi-reference alignment (MRA)
Recall that this is the case of G = Z/p acting on V = Rp by cyclic shifts. It is already known that for the
basic MRA problem (without projection or heterogeneity), generic unique recovery is possible at degree 3 for
any p [BRW17]. The methods of Section 4.2 confirm the weaker result that generic list recovery is possible
at degree 3 (at least for the values of p that we tested). Note the stark contrast in difficulty from the case
of the full symmetric group G = Sp above.
Remark 5.1. This result for MRA is actually a special case of a more general phenomenon. Let G be any
finite group and let V be the regular representation i.e. the space of functions f : G → R with the action
(g · f)(h) = f(g−1h). (Note that for G = Z/p this is precisely the MRA problem.) It is known [Kak09]
that for this setup, the triple correlation (a collection of degree-3 invariants) is sufficient to resolve a generic
signal, and thus generic unique recovery is possible at degree 3. In Appendix D we give two alternative
proofs of this fact. The first is for the special case where the group is abelian, and illustrates a method
based on Galois theory which may be useful to prove generic unique recovery in other settings. The second
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is based on Jennrich’s algorithm for tensor decomposition and yields an efficient algorithm for reconstructing
the signal from its third moment tensor.
We can also verify that for MRA with p ≥ 3, generic list recovery is impossible at degree 2. This follows
from Theorem 4.9 because trdeg(R[x]G) = p (since G is finite) but the number of algebraically independent
invariants of degree≤ 2 is at most ⌊p/2⌋+1. We can see this as follows. A basis for the invariants of degree≤ 2
is {R(x1),R(x21),R(x1x2),R(x1x3), . . . ,R(x1xs)} with s = ⌊p/2⌋+1. HereR denotes the Reynolds operator,
which averages over cyclic shifts of the variables. For instance, R(x1x2) = 1p (x1x2+x2x3+x3x4+ · · ·+xpx1).
Note that the basis above has size ⌊p/2⌋+ 2 but there is an algebraic dependence within it because R(x1)2
can be written in terms of the other basis elements. The claim now follows.
Generic list recovery is possible at degree 1 for p = 1 and at degree 2 for p = 2. (This is true even for
worst-case unique recovery; recall from Section 4.4 that degree |G| is always sufficient for this.)
We now move on to variants of the MRA problem.
5.3.1 MRA with projection
We now consider MRA with a projection step. We imagine that the coordinates of the signal are arranged
in a circle so that G acts by rotating the signal around the circle. We then observe a projection of the circle
onto a line so that each observation is the sum of the two entries lying “above” it on the circle. This is
intended to resemble the tomographic projection in cryo-EM. We formally define the setup as follows.
Problem 5.2 (MRA with projection). Let p ≥ 3 be odd. Let V = Rp and G = Z/p acting on V by cyclic
shifts. Let q = (p− 1)/2 and W = Rq. Let Π : V → W be defined by
Π(v1, . . . , vp) = (v1 + vp, v2 + vp−1, . . . , v(p−1)/2 + v(p+3)/2).
We call the associated generalized orbit recovery problem (Problem 2.3) MRA with projection. (We consider
the homogeneous case K = 1.)
Note that since p is odd, there is one entry v(p+1)/2 which is discarded by Π. The reason we consider the
odd-p case rather than the seemingly more elegant even-p case is because generic list recovery is actually
impossible in the even-p case. This is because the signals θ and θ+(c,−c, c,−c, . . .) cannot be distinguished
from the samples, even if there is no noise.
Restricting now to odd p, note that we cannot hope for generic unique recovery because it is impossible to
tell whether the signal is wrapped clockwise or counterclockwise around the circle. In other words, reversing
the signal via (θ1, . . . , θp) 7→ (θp, . . . , θ1) does not change the distribution of samples. We can still hope for
generic list recovery, hopefully with a list of size exactly 2. This degeneracy is analogous to the chirality
issue in cryo-EM: it is impossible to determine the chirality of the molecule (i.e. if the molecule is reflected
about some 2-dimensional plane through the origin, this does not change the distribution of samples).
It appears that, as in the basic MRA problem, generic list recovery is possible at degree 3. We proved
this for p up to 21 by checking the Jacobian criterion (see Section 4.2) on a computer, and we conjecture
that this trend continues.
Conjecture 5.3. For MRA with projection, for any odd p ≥ 3, generic list recovery is possible at degree 3.
Note that generic list recovery is impossible at degree 2 because the addition of the projection step to basic
MRA can only make it harder for UT≤d to list-resolve θ.
5.3.2 Heterogeneous MRA
We now consider heterogeneous MRA, i.e. the generalized orbit recovery problem (Problem 2.3) with G˜ = Z/p
acting on V˜ = Rp by cyclic shifts,K ≥ 2 heterogeneous components, and no projection (i.e., Π is the identity).
We will see that generic unique recovery is possible at degree 3 provided that p is large enough compared
to K. First note that the number of degrees of freedom to be recovered is trdeg(R[x]G) = Kp+K − 1 (see
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Propositions 4.10 and 4.15). Let us now count the number of distinct entries of Td(x) for d ≤ 3. Note that
Td(x) is symmetric (under permutations of indices) but we also have additional symmetries given by cyclic
shifts, e.g. (T3(x))i,j,k = (T3(x))i+c,j+c,k+c where c is an integer and the sums i+ c, j+ c, k+ c are computed
modulo p. One can compute that T1(x) has 1 distinct entry, T2(x) has ⌊p/2⌋+ 1 distinct entries, and T3(x)
has p+ ⌈(p− 1)(p− 2)/6⌉ distinct entries. The total number of distinct entries is
U := p+ 2 + ⌊p/2⌋+ ⌈(p− 1)(p− 2)/6⌉.
By Theorem 4.9, list recovery is impossible when U < Kp + K − 1. By testing the Jacobian criterion,
we observe that the converse also appears to hold. Moreover, using the Hessian test (Theorem 4.27), we
found generic unique moment de-mixing (defined in Remark 4.28) holds when U > Kp + K − 1. Since in
homogeneous MRA there is field generation, i.e. FG = R(U
T
≤d) (Appendix D), we deduce generic unique
recovery for heterogeneous MRA (for the range of parameters tested). By testing the Jacobian criterion and
Hessian test in exact arithmetic on a computer, we have rigorously verified the following conjecture up to
K = 15 and up to the corresponding critical p value.
Conjecture 5.4. For heterogeneous (K ≥ 2) MRA, generic unique recovery is possible at degree 3 if
U > Kp + K − 1. Generic list recovery is possible at degree 3 precisely if U ≥ Kp + K − 1. The latter
condition on U can be stated more explicitly as follows:
• K = 2 requires p ≥ 1.
• K = 3 requires p ≥ 12.
• K = 4 requires p ≥ 18.
• Each K ≥ 5 requires p ≥ 6K − 5.
We expect that generic unique recovery is also possible in the case of equality (U = Kp +K − 1), but
the Hessian test does not apply to this case.
Recent work [BBLS17] also studies the heterogeneous MRA problem. Similarly to the present work, they
apply the method of moments and solve a polynomial system of equations in order to recover the signals.
To solve the system they use an efficient heuristic method that has no provable guarantees but appears to
work well in practice. Their experiments suggest that if the heterogeneous signals have i.i.d. Gaussian entries
and uniform mixing weights, this method succeeds only when (roughly) K ≤ √p instead of the condition
(roughly) K ≤ p/6 that we see above (and that [BBLS17] also identified based on parameter-counting).
Exploring this discrepancy is an interesting direction for future work.
One question of particular interest is whether this example evinces a statistical-computational gap,
whereby all polynomial-time methods fail to succeed once K exceeds
√
p. Some evidence for why we might
expect this is the following analogy to tensor decomposition. Recent work on tensor decomposition [MSS16]
gives a polynomial-time algorithm to decompose a third order tensor of the form
∑N
i=1 a
⊗3
i +E where ai ∈ Rp
are i.i.d. from the unit sphere and E is small noise, provided N ≤ p1.5 (up to factors of log p), and this is
conjectured to be the optimal threshold for efficient decomposition. Similarly to Appendix D.2, the heteroge-
neous MRA problem can be cast as such a tensor decomposition problem with N = Kp components ai; the
components are the p cyclic shifts of each of the K signals. Although these ai are not independent, we expect
that if the signals are random then the ai are “random enough” for the same tensor decomposition result to
hold, which exactly yields the condition K ≤ √p (up to factors of log p). Recently the above argument was
made into a rigorous upper bound: if K ≤ √p/polylog(p) and the K signals are i.i.d. Gaussian with uniform
mixing weights, then polynomial-time recovery is possible (see Chapter 5 of [Wei18]).
5.4 S2 registration
Recall that this is the case where the signal θ is a real-valued function defined on the unit sphere S2 in R3.
The formal setup is as follows.
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Let G = SO(3). For each ℓ = 0, 1, 2, . . . there is an irreducible representation Vℓ of SO(3) of dimension
2ℓ + 1. These representations are of real type, i.e. they can be defined over the real numbers so that
Vℓ = R
2ℓ+1. Let F be a finite subset of {0, 1, 2, . . .} and consider the orbit recovery problem in which G acts
on V = ⊕ℓ∈FVℓ.
As intuition for the above setup, Vℓ is a basis for the degree-ℓ spherical harmonic functions S
2 → R
defined on the surface of the unit sphere S2 ⊆ R3. The spherical harmonics are a complete set of orthogonal
functions on the sphere and can be used (like a “Fourier series”) to represent a function S2 → R. Thus the
signal θ ∈ V can be thought of as a function on the sphere, with SO(3) acting on it by rotating the sphere.
See Appendix A for details on spherical harmonics.
The primary case of interest is F = {1, . . . , F} for some F (the number of “frequencies”). We will see
that generic list recovery is possible at degree 3 so long as F ≥ 10. We will see that it is convenient to not
include 0 ∈ F , but we now justify why this is without loss of generality. V0 is the trivial representation, i.e.
the 1-dimensional representation on which every group element acts as the identity. In the interpretation of
spherical harmonics, the V0-component is the mean value of the function over the sphere. We claim that the
S2 registration problem with 0 ∈ F can be easily reduced to the problem with F ′ = Fr{0}. This is because
the V0-component is itself a degree-1 invariant; given the value of this invariant, one can subtract it off and
reduce to the case without a V0-component (i.e. the case where the function on the sphere is zero-mean).
Thus we have that e.g. generic list recovery is possible (at a given degree) for F if and only if it is possible
for F ′.
Using Proposition 4.11 we compute that trdeg(R[x]G) = p− p′, where
p = dim(V ) =
∑
ℓ∈F
(2ℓ+ 1)
and
p′ =
 0 ℓmax = 02 ℓmax = 1
3 ℓmax ≥ 2
where ℓmax = max
ℓ∈F
ℓ.
After all, V0 is the trivial representation on the 1-dimensional vector space, with 3-dimensional stabilizer
SO(3), and V1 is the standard 3-dimension representation of SO(3) on R
3 by rotations, which yields a one-
dimensional SO(2) stabilizer at each nonzero point. When ℓmax ≥ 2, the representation V is known to have
zero-dimensional stabilizer at some points (see e.g. [Ete96]).
In the following we restrict to the case 0 /∈ F for simplicity (but recall that this is without loss of
generality). There are therefore no degree-1 invariants, i.e. R[x]G1 is empty. By Theorem 4.9, if dim(R[x]
G
2 )+
dim(R[x]G3 ) < trdeg(R[x]
G) then generic list recovery is impossible at degree 3; this rules out generic list
recovery for F = {1, 2, . . . , F} when F ≤ 9. (We will see below how to compute dim(R[x]Gd ).) Beyond this
threshold, the situation is more hopeful:
Theorem 5.5. If F = {1, 2, . . . , F} and 10 ≤ F ≤ 16 then the degree-3 method of moments achieves generic
list recovery.
This theorem is based on computer verification of the Jacobian criterion for 10 ≤ F ≤ 16 using exact
arithmetic in a finite extension of Q. This result lends credence to the following conjecture.
Conjecture 5.6. Consider the S2 registration problem with 0 /∈ F . We conjecture the following.
• Generic list recovery is possible at degree 3 if and only if dim(R[x]G2 ) + dim(R[x]G3 ) ≥ trdeg(R[x]G)
(where trdeg(R[x]G) is computed above and dim(R[x]Gd ) can be computed from Proposition 5.7 below).
• In particular, if F = {1, 2, . . . , F} then generic list recovery is possible at degree 3 if and only if F ≥ 10.
The reason it is convenient to exclude the trivial representation is because it simplifies the parameter-
counting: if we use the trivial representation then we have a degree-1 invariant f and so there is an algebraic
relation between the degree-2 invariant f2 and the degree-3 invariant f3.
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We now discuss how to compute dim(R[x]Gd ). Using the methods in Section 4.6 of [DK15], we can give a
formula for the Hilbert series of R[x]G; see Section 9.1. However, if one wants to extract a specific coefficient
dim(R[x]Gd ) of the Hilbert series, we give an alternative (and somewhat simpler) formula:
Proposition 5.7. Consider S2 registration with frequencies F . Let χd(φ) : R→ R be defined recursively by
χ0(φ) = 1,
χ1(φ) =
∑
ℓ∈F
[
1 + 2
ℓ∑
m=1
cos(mφ)
]
, and
χd(φ) =
1
d
d∑
i=1
χ1(iφ)χd−i(φ).
Then we have
dim(R[x]Gd ) =
1
π
∫ π
0
(1 − cosφ)χd(φ) dφ.
We give the proof in Section 9.2. Additionally, in Appendix A.6 we give explicit formulas for the invariants
(up to degree 3), which yields a combinatorial analogue of Proposition 5.7 (up to degree 3).
5.5 Cryo-EM
We now define a simple model for the cryo-EM reconstruction problem. We will use properties of the
3-dimensional Fourier transform, including the projection-slice theorem; see e.g. [Osg07] for a reference.
The signal is a 3-dimensional molecule, which we can think of as encoded by a density function f : R3 → R.
The 3-dimensional Fourier transform of f is f̂ : R3 → C given by
f̂(kx, ky, kz) =
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
e−2πi(xkx+yky+zkz)f(x, y, z) dxdy dz. (1)
It is sufficient to learn f̂ because we can then recover f using the inverse Fourier transform. SO(3) acts
on the molecule by rotating it in 3-dimensional space (keeping the origin fixed). When f is rotated in
(x, y, z) coordinates, f̂ is also rotated in (kx, ky, kz)-coordinates by the same rotation. Each observation is
a 2-dimensional image obtained by first rotating f by a random element of SO(3) and then projecting f
parallel to the z axis. Specifically, the projection of f is fproj : R
2 → R given by
fproj(x, y) =
∫ ∞
−∞
f(x, y, z) dz.
By the projection-slice theorem, the 2-dimensional Fourier transform of fproj is equal to the slice f̂slice : R
2 →
C given by
f̂slice(kx, ky) = f̂(kx, ky, 0).
Thus we think of f̂ as our unknown signal with SO(3) acting by rotation, and with post-projection which
reveals only the slice of f̂ lying in the plane kz = 0.
This does not yet conform to our definition of a (generalized) orbit recovery problem because the signal
needs to lie in a finite-dimensional real vector space. Instead of thinking of f̂ as a function on R3, we fix a
finite number S of nested spherical shells in R3, each of different radius and all centered at the origin. We
consider only the restriction of f̂ to these shells. We fix a finite number F of frequencies and on each shell
we expand f̂ (restricted to that shell) in the basis of spherical harmonics, truncated to 1 ≤ ℓ ≤ F . (As in S2
registration, we can discard the trivial representation ℓ = 0 without loss of generality, and it is convenient
to do so.) Being the Fourier transform of a real-valued function, f̂ satisfies
f̂(−kx,−ky,−kz) = f̂(kx, ky, kz) (2)
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(see (1)) and so we can use a particular basis Hℓm of spherical harmonics for which the expansion coefficients
are real; see Appendix A. We have now parametrized our signal by a finite number of real values θsℓm with
1 ≤ s ≤ S, 1 ≤ ℓ ≤ F , and −ℓ ≤ m ≤ ℓ. In particular, the restriction of f̂ to shell s has expansion∑
1≤ℓ≤F
∑
−ℓ≤m≤ℓ
θsℓmHℓm.
SO(3) acts on each shell by 3-dimensional rotation; see Section A for the details of how SO(3) acts on spherical
harmonics. The projection Π reveals only the values on the equator z = 0 (or in spherical coordinates,
θ = π/2) of each shell. Using again the property (2), the output of Π on each shell has an expansion with
real coefficients in a particular finite basis hm; see Section A.4.
Remark 5.8. There are various other choices one could make for the basis in which to represent the
(Fourier transform of the) molecule. Each of our basis functions is the product of a spherical harmonic and
a radial delta function (i.e. a delta function applied to the radius, resulting in a spherical shell). Another
common basis is the Fourier–Bessel basis (used in e.g. [LBB+17]) where each basis function is the product
of a spherical harmonic and a radial Bessel function. More generally we can take the product of spherical
harmonics with any set of radial basis function. It turns out that the choice of radial basis is unimportant
because the resulting problem will be isomorphic to our case (spherical shells) and so the same results hold.
We now present our results on the above cryo-EMmodel. We focus on identifying the regime of parameters
for which generic list recovery is possible at degree 3.
We first prove that adding more shells can only make the problem easier.
Proposition 5.9. Suppose generic list recovery is possible at degree d for cryo-EM with S ≥ 2 shells and
F frequencies. Then for any S′ ≥ S, generic list recovery is possible at degree d with S′ shells and F
frequencies. The same result also holds if “list recovery” is replaced by “unique recovery” everywhere. The
same result still holds for heterogeneous cryo-EM (with some fixed K).
Proof. To solve the problem with S′ shells, solve the sub-problem on each subset of S shells and then patch
these partial solutions together, i.e. rotate each partial solution by an element of SO(3) to make them all
consistent. (It is not necessarily to use every subset of S shells.) To show that the solutions can be patched
uniquely, it is sufficient to show that for a single-shell homogeneous problem (with F ≥ 2 frequencies),
a generic signal θ is not stabilized by any element of SO(3) except the identity. To see this, first note
that the restriction of θ to frequency ℓ = 1 (the standard 3-dimensional representation of SO(3)) has an
SO(2) stabilizer. Thus we can restrict to rotations about this fixed axis. Such rotations act diagonally (in a
particular basis) on the ℓ = 2 frequency: rotation by angle φ has eigenvalues exp(imφ) for m ∈ {−2, 1, . . . , 2}
(see [Vve01]). It is clear that for generic θ, no such rotation will stabilize θ unless φ = 0. This completes the
proof in the homogeneous case. The heterogeneous case is similar: now there are multiple options for which
heterogeneous component should match to which in the patching process, but it will be impossible to patch
them together if matched incorrectly.
As in S2 registration, by Proposition 4.11 we have for F ≥ 2:
trdeg(R[x]G) = dim(V )− 3 = S
F∑
ℓ=1
(2ℓ+ 1)− 3 = S(F 2 + 2F )− 3 (3)
where again we have a zero-dimensional stabilizer.
In Appendix A we give an explicit construction of the invariant polynomials in UT≤3. By testing the
Jacobian criterion in exact arithmetic on small examples, we arrive at the following theorem:
Theorem 5.10. Consider the homogeneous (K = 1) cryo-EM problem with S shells and F frequencies.
• If S = 1 then for any F ≥ 2, generic list recovery is impossible at degree 3.
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• If S ≥ 2 and 2 ≤ F ≤ 6, the degree-3 method of moments achieves generic list recovery.
The first assertion results from a simple counting argument: there are fewer invariants at degree ≤ 3
than degrees of freedom. The second part is by Proposition 5.9 and by confirming that the Jacobian of the
invariants has rank equal to trdeg(R[x]G), through computer-assisted exact arithmetic over an appropriate
finite extension of Q.
In floating-point arithmetic, we have further verified that the Jacobian appears to have appropriate rank
for S = 2 and 2 ≤ F ≤ 10, leading us to conjecture the following:
Conjecture 5.11. If S ≥ 2 and F ≥ 2 then generic list recovery is possible at degree 3 (but not at degree
2).
Intuitively, when there is a single shell (S = 1) there are simply not enough invariants in UT≤3. However,
when S ≥ 2, the number of invariants increases dramatically due to cross-terms that involve multiple shells.
When F = 1, generic list recovery is possible at degree 2. To see this, first note that at degree 2, no
information is lost in the projection (see Appendix A.5). Next note that without projection, the problem is
equivalent to “learning a rigid body” with S vectors in 3 dimensions, so generic list recovery is possible at
degree 2 (see Section 5.2).
5.5.1 Unprojected cryo-EM
At present, we have not bounded the list size for cryo-EM with d = 3; the algorithm in Theorem 4.26 using
Gro¨bner bases is too slow for this problem. One possible remedy would be a specially-designed algorithm for
cryo-EM. To this direction, in Appendix B, we consider unprojected cryo-EM. Exploiting particular structure,
we show how to rapidly check that generic unique recovery holds at d = 3 for unprojected cryo-EM.
5.5.2 Heterogeneous cryo-EM
We now consider heterogeneous (projected) cryo-EM (K ≥ 2). By combining (3) with Proposition 4.15 we
can compute trdeg(R[x]G). Based on testing the Jacobian criterion on small examples, we conjecture that the
degree-3 method of moments achieves generic list recovery if and only if dim(UT2 )+dim(U
T
3 ) ≥ trdeg(R[x]G).
In other words, we expect no unexpected algebraic dependencies among UT≤3. (Recall that there are no
degree-1 invariants since we are not using the trivial representation ℓ = 0). Additionally, the Hessian test
is passed by heterogeneous cryo-EM on small examples whenever dim(UT2 ) + dim(U
T
3 ) > trdeg(R[x]
G). We
conjecture this pattern continues, so that heterogenous cryo-EM enjoys generic unique moment de-mixing.
In Section A.6 we give a conjectured formula for the exact value of dim(UT2 )+dim(U
T
3 ) for all S ≥ 1, F ≥ 2.
As a result we can determine for any given S ≥ 1 and F ≥ 2, the exact condition on K for which we believe
generic list recovery is possible. For S and F large, this condition is approximately K ≤ S2/4.
5.5.3 Cryo-EM with a symmetric molecule
Consider the projected cryo-EM problem but suppose the molecule has known symmetries. Specifically,
let H be a subgroup of G = SO(3) and suppose we know that the molecule belongs to the subspace
V H = {θ ∈ V : h · θ = θ ∀h ∈ H}. We might expect this to make the cryo-EM problem easier because
there are now fewer degrees of freedom to learn. On the other hand, we might worry that this makes the
cryo-EM problem harder because symmetric molecules might not be generic, i.e. V H might be contained
in the measure-zero set of “bad” signals. In Appendix C we show how to use a simple modification of our
methods to determine the number of moments required for list recovery of a generic element of V H .
We focus on a particular case where the symmetry group is H = Z/L, generated by a rotation of 2π/L
radians about the z-axis. By testing small examples we arrive at the following conjecture.
Conjecture 5.12. Consider (homogeneous) cryo-EM with Z/L symmetry. For any S ≥ 2, F ≥ 2, L ≥ 2,
generic list recovery is possible at degree 3. Furthermore, it is possible at degree 2 if and only if F < L.
In the case F < L, the molecule has not only Z/L symmetry, but SO(2) symmetry (about the same axis).
In Appendix C we also point out how our techniques can handle symmetric molecules on top of heterogeneity.
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6 Open questions
We leave the following as directions for future work.
1. Our methods require testing the rank of the Jacobian on a computer for each problem size. It would
be desirable to have analytic results for e.g. (variants of) MRA in any dimension p.
2. We have given an efficient test for whether generic list recovery is possible, but have not given a similarly
efficient test for generic unique recovery. For heterogeneous problems, we presented an efficient way
to reduce the question of generic unique recovery to the homogeneous problem, but then no efficient
approach for the homogeneous problem. In cases where unique recovery is impossible, it would be nice
to give a tight bound on the size of the list; for instance, for MRA with projection, we conjecture that
the list has size exactly 2 (due to “chirality”), but we lack a proof for this fact. Our general algorithms
for testing generic unique recovery are based on Gro¨bner bases, the calculation of which is known to
be computationally hard in the worst case [Huy`86]. Unfortunately, the algorithms we have proposed
are also extremely slow in practice, though a faster implementation may be possible.
3. Our procedure for recovering θ from the samples involves solving a polynomial system of equations.
While solving polynomial systems is NP-hard in general, the fact that the polynomials used in the orbit
recovery problem have special structure leaves open the possibility of finding an efficient (polynomial
time) method with rigorous guarantees. Possible methods include tensor decomposition [PWB+17],
non-convex optimization [BBM+18, BBLS17], or numerical path-tracking [SWI05] with a posteriori
certification [Sma86].
4. We have addressed the statistical limits of orbit recovery problems. However, prior work has indicated
the presence of statistical-to-computational gaps in related synchronization problems [PWBM16a], and
we expect such gaps to appear in orbit recovery problems too. As discussed in Section 5.3.2, the results
of [BBLS17] suggest a possible gap of this kind for heterogeneous MRA.
7 Proofs for Section 3: statistical results
We first prove Theorem 3.2. This theorem in fact holds for more general mixture problems, not merely those
arising from the orbit recovery problems defined in Problem 2.3. For convenience, we will state and prove
the theorem in its general form.
Problem 7.1 (mixture recovery). Let V = Rp, and let Θ ⊂ V be compact. For θ ∈ Θ, let µθ be a measure
on Rp whose support is contained in the unit ball, and assume the map θ 7→ µθ is continuous with respect to
the weak topology. Let D be a known distribution on R with finite moments of all orders, and let σ ≥ 1. For
i ∈ [n] = {1, 2, . . . , n}, we observe
yi = xi + σξi ,
where xi ∼ µθ and the entries of ξi are independently drawn from D. The goal is to estimate θ.
Write Pθ for the distribution arising from the parameter θ, and let Eθ be expectation with respect to
this distribution. We denote by Enθ the expectation taken with respect to n i.i.d. samples from Pθ. Where
there is no confusion, we also write Eθ for expectation with respect to the distribution µθ.
We require that µθ have bounded support; the requirement that it be supported in the unit ball is
for normalization purposes only. We assume throughout that σ ≥ 1. The following definiton gives the
generalization of Definition 3.1 to the mixture recovery problem.
Definition 7.2. Given a positive integer d and θ ∈ V , the order-d matching set Mθ,d is the set consisting of
all φ ∈ V such Eθ[x⊗k] = Eφ[x⊗k] for k = 1, . . . , d, where Eζ represents expectation with respect to x ∼ µζ .
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Problem 7.1 generalizes Problem 2.3 by allowing the random vector xi to arise from more general mixtures
than those arising from group actions. Note that when the mixtures do arise from a generalized orbit recovery
problem, i.e., when xi = Π(gi · θki), where gi and ki are distributed as in Problem 2.3, then Definition 7.2
reduces to Definition 3.1.
Having made these definitions, our goal in this section is to show that Theorem 3.2 holds word-for-word
in the setting of mixture recovery. To do so, we show that entries of the moment tensors Eθ[x
⊗k] can be
estimated on the basis of O(σ2k) samples from Pθ .
7.1 Estimation of moments
Our estimators will be based on a system of orthogonal univariate polynomials under the measure corre-
sponding to D. Let H0(x) = 1, and for k ≥ 1, define
Hk(x) = x
k −
k−1∑
j=0
Eξ∼D[ξkHj(ξ)]
Eξ∼D[Hj(ξ)2]
Hj(x) .
It is easy to check that these polynomials are orthogonal under the inner product given by 〈f, g〉 =
Eξ∼D[f(ξ)g(ξ)] and that the polynomials H0, . . . , Hk form a basis for the space of polynomials of degree
at most k. We denote them by Hk because they coincide with the classic Hermite polynomials when D is
Gaussian.
Like the Hermite polynomials, they satisfy the identity
Eξ∼D[Hk(x+ ξ)] = xk . (4)
Indeed, we can expand Hk(x + ξ) in the basis of the orthogonal polynomials as
Hk(x+ ξ) =
k∑
j=0
αj(x)Hj(ξ) ,
where αj(x) is a polynomial in x of degree at most k−j. Since Hj(ξ) has zero mean for j ≥ 1 by construction,
we obtain
E[Hk(x+ ξ)] = α0(x) ,
and since Hk is a monic polynomial of degree k, we must have α0(x) = x
k.
We briefly review multi-index notation.
Definition 7.3. A p-dimensional multi-index is a tuple α = (α1, . . . , αp) of nonnegative integers. For
x ∈ Rp, let xα =∏pj=1 xαjj .
For any multi-index α, we write |α| =∑pj=1 αj . Given independent samples y1, . . . , yn from Pθ, consider
the estimate for Ex∼µθ [x
α] given by
x˜α :=
1
n
n∑
i=1
p∏
j=1
σαjHαj (σ
−1yi) .
We first show that x˜α is unbiased.
Lemma 7.4. For all θ ∈ Θ, Enθ [x˜α] = Eθ[xα].
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Proof. Since x˜α is a sum of i.i.d. terms, it suffices to prove the claim for a single sample. By (4),
Eθ
[ p∏
j=1
σαjHαj (σ
−1yi)
]
= E
x∼µθ
[
E
ξ1,...,ξp∼D
[ p∏
j=1
σαjHαj (σ
−1(xj + σξj))
∣∣x]]
= E
x∼µθ
[ p∏
j=1
E
ξj∼D
[
σαjHαj (σ
−1xj + ξj)
∣∣x]]
= E
x∼µθ
[ p∏
j=1
σαj (σ−1xj)αj
]
= Eθ[x
α] .
It remains to bound the variance.
Proposition 7.5. For any multi-index α, there exists a constant cα such that for all θ ∈ Θ, Varθ[x˜α] ≤
cαn
−1σ2|α|.
Proof. Since x˜α is a sum of i.i.d. terms, it suffices to prove the claim for n = 1. Given a multi-index α, let
cα =
∏p
j=1 supxj∈[−1,1] Eξj∼D[Hαj (xj + ξj)
2], and note that cα is independent of σ. We obtain
Varθ[x˜α] ≤ E
x∼µθ
[ p∏
j=1
E
ξj∼D
[
σ2αjHαj (σ
−1xj + ξj)2
∣∣x]]
≤ sup
x:‖x‖≤1
p∏
j=1
E
ξj∼D
[
σ2αjHαj (σ
−1xj + ξj)2
]
≤ cασ2|α| ,
as claimed.
Finally, we apply the “median-of-means” trick [NY83] to show that we can combine the estimators defined
above to obtain estimates for the moment tensors Eθ[x
⊗k] for k ≤ d which are close to their expectation
with high probability.
Proposition 7.6. Let y1, . . . , yn be i.i.d. samples from Pθ. For any degree d and accuracy parameter δ,
there exist estimators x̂α = x̂α(y1, . . . , yn) for all α with |α| ≤ d such that with probability at least 1− δ,
max
α:|α|≤d
|Eθ[xα]− x̂α| ≤ cdσd
√
log(p/δ)
n
,
for some constant cd.
Proof. Split the samples into m subsamples of equal size, for somem to be specified, and for each α construct
the m estimators x˜α1 , . . . , x˜
α
m on the basis of the m subsamples. (We assume for convenience that m divides
n.) Let x̂α be the median of x˜α1 , . . . , x˜
α
m.
Chebyshev’s inequality together with Proposition 7.5 implies that there exists a constant cd such that,
for each j = 1, . . . ,m and multi-index α,
Pr
[
|x˜αj − Eθ[xα]| > cdσd
√
m
n
]
≤ 1/4 ,
and since the estimators x˜α1 , . . . , x˜
α
m are independent, a standard concentration argument shows that
Pr
[
|x̂α − Eθ[xα]| > cdσd
√
m
n
]
≤ e−m/4 .
27
By a “stars-and-bars” counting argument [Fel68], there are
(
p+d
d
)
multi-indices α satisfying |α| ≤ d, so taking
a union bound over all choices of α yields
max
α:|α|≤d
|Eθ[xα]− x̂α| ≤ cdσd
√
m
n
with probability at least 1 − (p+dd )e−m/4. Choosing m = 4 log((p+dd )/δ) and taking cd sufficiently large in
the statement of the theorem yields the claim.
Note that the constant cd in the statement of Proposition 7.6 can be made explicit, given knowledge of
the distribution D.
7.2 Robust solutions to polynomial systems
We now show that approximate knowledge of the moment tensors Eθ[x
⊗k] for k = 1, . . . , d suffices to
approximately recover θ.
Lemma 7.7. For all θ ∈ Θ and ε > 0, there exists a ε′ > 0 such that, if φ ∈ Θ satisfies maxk≤d ‖Eθ[x⊗k]−
Eφ[x
⊗k]‖∞ < ε′, then there exists a τ ∈ Mθ,d such that ‖φ− τ‖ < ε.
Proof. We employ a simple compactness argument. Consider the set F = {φ ∈ Θ : ∀ τ ∈Mθ,d ‖φ− τ‖ ≥ ε}.
Since Θ is compact, so is F . Set
ε′ = min
φ∈F
max
k≤d
‖Eθ[x⊗k]− Eφ[x⊗k]‖∞ .
Clearly if maxk≤d ‖Eθ[x⊗k] − Eφ[x⊗k]‖∞ < ε′ for some φ ∈ Θ, then there exists a τ ∈ Mθ,d such that
‖φ− τ‖ < ε, so it remains to check that ε′ > 0.
Since θ 7→ µθ is continuous with respect to the weak topology and µθ is supported on a compact set
for all θ ∈ Θ, the moment map θ 7→ Eθ[x⊗k] is also continuous for all k ≤ d. If φ ∈ F , then in particular
φ /∈Mθ,d, so there exists a k ≤ d for which Eθ[x⊗k] 6= Eφ[x⊗k]. Therefore ε′ > 0, as desired.
Lemma 7.7 is simply stating that the function φ 7→ minτ∈Mθ,d ‖φ− τ‖ is continuous at θ with respect to
the topology induced by the moment maps. Note that, for generic θ when µθ arises from an orbit recovery
problem, the moment map will be continuously differentiable with a nonsingular Jacobian, so the inverse
function theorem implies ε′ can be taken to be Ω(ε). In general, however, the dependence could be worse.
7.3 Proof of Theorem 3.2
Construct the estimators x̂α as in Proposition 7.6, and let
M̂n =
{
φ ∈ Θ : max
α:|α|≤d
|Eφ[xα]− x̂α| ≤ cdσd
√
log(p/δ)
n
}
Applying Proposiiton 7.6, we have with probability at least 1 − δ that Mθ,d ⊆ M̂n and that, for all
φ ∈ M̂n,
max
k≤d
‖Eφ[x⊗k]− Eθ[x⊗k]‖ = max
α:|α|≤d
|Eφ[xα]− Eθ[xα]| ≤ 2cdσd
√
log(p/δ)
n
.
By Lemma 7.7, there exists an ε′θ,ε such that, as long as 2cdσ
d
√
log(p/δ)
n < ε
′
θ,ε, then with probability at
least 1− δ, we have the desired inclusion M̂n ⊆Mεθ,d.
Therefore taking n > (2cd/ε
′
θ,ε)
2 log(p/δ)σ2d = cθ,ε,d log(1/δ)σ
2d suffices.
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7.4 Information geometry of gaussian mixtures
In this section, we establish an upper bound on the Kullbeck-Leibler divergence between different gaussian
mixtures, which we denote by D(· ‖ ·).
The proof follows the outline used in [BRW17], based off a technique developed in [LNS99, CL11].
Proposition 7.8. Let θ, φ ∈ Θ, let the distribution D be N (0, 1) for some σ ≥ 1, and let d be any positive
integer.
There exist universal constants C and c such that if Eθ[x
⊗k] = Eφ[x⊗k] for k ≤ d− 1, then
D(Pθ ‖Pφ) ≤ C (cσ)
−2d
d!
.
Proof. We first establish the claim when d = 1. Note that the condition on the moment tensors is vacuous
in this case. By the convexity of the divergence,
D(Pθ ‖Pφ) ≤ E
x∼µθ
x′∼µφ
D(N (x, σ2),N (x′, σ2)) = E
x∼µθ
x′∼µφ
‖x− x′‖2
2σ2
≤ 2σ−2 ,
where in the last step we used the fact that x and x′ lie in the unit ball almost surely.
Now, assume d > 1, so in particular Eθ[x] = Eφ[x]. Denote their common mean by v. For ζ ∈ {θ, φ}
denote by µζ the distribution of x − v when x ∼ µζ , and let Pζ denote distribution of y when y = x + ξ
for x ∼ µζ and ξ ∼ N (0, σ2I). Since this transformation is a deterministic bijection, the data processing
inequality implies D(Pθ ‖Pφ) = D(Pθ ‖Pφ).
Note that Eµθ [x] = Eµθ [x] = 0 and Eµθ [x
⊗k] = Eµφ [x
⊗k] for k ≤ d− 1. Hence without loss of generality
we can reduce to the case where µθ and µφ are both centered and are supported in a ball of radius 2.
We bound the χ2-divergence between Pθ and Pφ. Let f be the density of a standard p-dimensional
Gaussian and for ζ ∈ Θ, let fζ be the density of Pζ, which can be written explicitly as
fζ(y) = Ex∼µζσ
−pf(σ−1(y − x)) = σ−pf(σ−1y)Ex∼µζe−
1
2σ2
(x2−2y⊤x) .
Since ‖x‖ ≤ 2 almost surely with respect µζ , Jensen’s inequality implies that
fζ(y) ≥ σ−pf(σ−1y)e− 12σ2 (4−2y
⊤
Eζx) = σ−pf(σ−1y)e−
2
σ2 . (5)
Recall that the χ2 divergence is defined by
χ2(Pθ,Pφ) =
∫
(fθ(y)− fφ(y))2
fθ(y)
dy .
Applying (5) to the denominator, expanding the definitions of fθ and fφ, and applying a change of variables
yields
χ2(Pθ,Pφ) ≤ e2/σ2
∫
(Eθe
− 1
2σ2
(x2−2y⊤x) − Eφe− 12σ2 (x
2−2y⊤x))2σ−pf(σ−1y) dy
= e2/σ
2
∫
(Eθe
y⊤(σ−1x)− 12‖σ−1x‖2 − Eφey⊤(σ−1x)− 12 ‖σ−1x‖2)2f(y) dy
= e2/σ
2
E(Eθe
g⊤(σ−1x)− 12 ‖σ−1x‖2 − Eφeg⊤(σ−1x)− 12‖σ−1x‖2)2, g ∼ N (0, I) . (6)
Given ζ, ζ′ ∈ Θ, let x ∼ µζ and x′ ∼ µζ′ be independent. Then interchanging the order of expectation
and using the expression for the moment generating function of a standard Gaussian random variable, we
obtain
Eζ,ζ′Ege
g⊤(σ−1(x+x′))− 12 (‖σ−1x‖2+‖σ−1x′‖2) = Eζ,ζ′e
x⊤x′
σ2 .
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Applying this expression to (6) after expanding the square produces
χ2(Pθ,Pφ) ≤ e2/σ2
 E
x∼µθ
x′∼µθ
e
x⊤x′
σ2 − 2 E
x∼µθ
x′∼µφ
e
x⊤x′
σ2 + E
x∼µφ
x′∼µφ
e
x⊤x′
σ2
 ,
where in each expectation the random variables x and x′ are independent. Since µθ and µφ are compactly
supported, Fubini’s theorem implies we can expand each term as a power series and interchange expectation
and summation to produce
χ2(Pθ,Pφ) ≤ e2/σ2
∞∑
k=0
σ−2k
k!
 E
x∼µθ
x′∼µθ
(x⊤x′)k − 2 E
x∼µθ
x′∼µφ
(x⊤x′)k + E
x∼µφ
x′∼µphi
(x⊤x′)k

= e2/σ
2
∞∑
k=0
σ−2k
k!
(〈Eθx⊗k,Eθx⊗k〉 − 2〈Eθx⊗k,Exφx⊗k〉+ 〈Eφx⊗k,Eφx⊗k〉)
= e2/σ
2
∞∑
k=0
σ−2k
k!
‖Eθ[x⊗k]− Eφ[x⊗k]‖2HS
= e2/σ
2
∞∑
k=d
σ−2k
k!
‖Eθ[x⊗k]− Eφ[x⊗k]‖2HS ,
where 〈·, ·〉 denotes the Frobenius inner product between tensors and ‖ · ‖HS denotes the Hilbert-Schmidt
norm. Since under both µθ and µφ, ‖x‖ ≤ 2 almost surely, we have for all k ≥ 2,
‖Eθ[x⊗k]− Eφ[x⊗k]‖2HS ≤ 2‖Eθ[x⊗k]‖2HS + 2‖Eφ[x⊗k]‖2HS ≤ 4k+1 .
Therefore
χ2(Pθ,Pφ) ≤ 4e2/σ2
∞∑
k=d
4kσ−2k
k!
≤ 4e6/σ2 4
dσ−2d
d!
,
and applying the inequality D(Pθ ‖Pφ) ≤ χ2(Pθ,Pφ) [Tsy09] proves the claim.
7.5 Proof of Theorem 3.4
If τ1 and τ2 are both inMθ,d−1, then by Proposition 7.8, the corresponding distributions Pτ1 and Pτ2 satisfy
D(Pτ1 ‖Pτ2) ≤ C(cσ)2dd! . By the Neyman-Pearson lemma, for any test ψ using n samples,
Pr
τ1
(ψ = 2) + Pr
τ2
(ψ = 1) ≥ 1− dTV(Pnτ1 ,Pnτ2) ≥ 1−
√
1
2
D(Pnτ1 ‖Pnτ2) = 1−
√
Cn
2(cσ)2dd!
,
where we have applied Pinsker’s inequality and the chain rule for divergence. Therefore, to achieve an error
probability of at most 1/3, we must have n ≥ 2(cσ)2dd!/(9C) = cdσ2d, as claimed.
8 Proofs for Section 4: algebraic results
8.1 Algorithm for generators of R[x]G
We know that R[x]G is finitely generated as an R-algebra (Theorem 4.3). There are various algorithms to
compute a finite set of generators for R[x]G [Stu08, DK15]. However, some require the group to be finite or to
be reductive over an algebraically-closed field. One algorithm that certainly works in our context (compact
groups) is Algorithm 2.2.5 in [Stu08]. As input it requires the Hilbert series of R[x]G (which can be computed
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by Proposition 4.13) and a procedure to compute a basis for R[x]Gd (which can be done with the Reynolds
operator by Observation 4.2). The idea is as follows. We keep a set of proposed generators f1, . . . , fm.
At each step we compare the Hilbert series of R[x]G with the Hilbert series of R[f1, . . . , fm] (which can be
computed using Gro¨bner bases). If these series differ at the td term, this means we are missing an invariant
at degree d. To remedy this, we create a new homogeneous invariant of degree d using the Reynolds operator,
and add it to our set of proposed generators. We repeat until the Hilbert series match.
8.2 Bounding the list size for generic signals
In this section we prove Theorem 4.24 and the first part of Theorem 4.9 (see Section 8.3 for the second part).
Recall the following basic definitions and facts from field theory.
Definition 8.1. If F2 is a subfield of F1, we write F1/F2 and call this a field extension. The degree of the
extension, denoted [F1 : F2], is the dimension of F1 as a vector space over F2.
Proposition 8.2. Let R ⊆ F2 ⊆ F1 with F1 finitely generated (as a field) over R. Let r be the transcendence
degree of F1 (over R). The field extension F1/F2 has finite degree if and only if F1 contains r algebraically
independent elements.
Proof. This is a basic fact of field theory. If F1 contains r algebraically independent elements then the
extension F1/F2 is algebraic and finitely generated, and therefore has finite degree. Otherwise, the extension
is transcendental and has infinite degree.
In light of the above (and using the fact that R[x]G is finitely generated), Theorem 4.24 implies the first
part of Theorem 4.9 and so it remains to prove Theorem 4.24 (i.e. list size is bounded by D := [FG : R(U)]).
Proof of Theorem 4.24.
Write FU := R(U). In characteristic zero, every algebraic extension is separable, so by the primitive element
theorem, FG = FU (α) for some α ∈ FG. Since α generates a degree-D extension, α is the root of a degree-D
polynomial
αD + bD−1αD−1 + · · ·+ b1α+ b0 (7)
with coefficients bi ∈ FU . Furthermore, every element of FG can be expressed as
c0 + c1α+ · · ·+ cD−1αD−1
with ci ∈ FU . In particular, let g1, . . . , gk be generators for R[x]G (as an R-algebra) and write
gi = c
(i)
0 + c
(i)
1 α+ · · ·+ c(i)D−1αD−1. (8)
Let S ⊆ V be the subset for which α and all the (finitely-many) coefficients bi, c(i)j have nonzero denominators;
S is a non-empty Zariski-open set and thus has full measure. Now fix θ ∈ S. Given the values f(θ) for all
f ∈ U , each bi takes a well-defined value in R and so from (7) there are at most D possible values that α(θ)
can take. From (8), each value of α(θ) uniquely determines all the values gi(θ) and thus uniquely determines
all the values f(θ) for f ∈ R[x]G. Since R[x]G resolves θ (Theorem 4.4), this completes the proof.
8.3 Generic list recovery converse
In this section we prove the second part of Theorem 4.9 (the converse).
Let p = dim(V ), trdeg(U) = q, and trdeg(R[x]G) = r so that q < r ≤ p. Let f = {f1, . . . , fm} be a basis
for U , and let g = {g1, . . . , gr} be a transcendence basis for R[x]G. Let S ⊆ V be the set of points θ for
which the Jacobian Jx(f)|x=θ has row rank q and the Jacobian Jx(g)|x=θ has row rank r; by the Jacobian
criterion (see Corollary 4.19), S is a non-empty Zariski-open set and thus has full measure.
Fix θ ∈ S. For a sufficiently small open neighborhood X ⊆ S containing θ we have the following. The
Jacobian criterion on f implies that {τ ∈ X : f(τ) = f(θ)} has dimension p− q. The Jacobian criterion on
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g implies that every z ∈ g(X) has a preimage g−1(z) := {τ ∈ X : g(τ) = z} of dimension p − r. Since
p − q > p − r it follows that there are infinitely many θ1, θ2, . . . ∈ X such that f(θi) = f(θ) but the values
g(θ1),g(θ2), . . . are all distinct (and thus the θi belong to distinct orbits). Therefore U does not list-resolve
θ.
8.4 Hilbert series and Hironaka decomposition
In this section we prove Proposition 4.14 on extracting the transcendence degree from the Hilbert series
(as the pole order at t = 1). While this is a general property of finitely generated algebras over a field,
there is an easy proof for invariant rings stemming from a key structural property of such rings called the
Cohen-Macaulay property or Hironaka decomposition.
Theorem 8.3 ([DK15] Section 2.6). The invariant ring R[x]G has the following structure. There exist
homogeneous primary invariants f1, . . . , fr ∈ R[x]G and homogeneous secondary invariants g1, . . . , gs ∈
R[x]G such that
• {f1, . . . , fr} are algebraically independent, and
• any element of R[x]G can be written uniquely as a linear combination of g1, . . . , gs with coefficients
from R[f1, . . . , fr].
The proof can be found in Section 2.6 of [DK15]; note that the only property of the group that is used is
the existence of a Reynolds operator (and so the proof is valid for compact groups).
Proof of Proposition 4.14.
The Hironaka decomposition above implies that the Hilbert series takes the form∑s
j=1 t
deg(gj)∏r
i=1(1− tdeg(fi))
(this is equation (2.7.3) in [DK15]). It is now clear that the order of the pole at t = 1 is precisely r. But
we can see as follows that f1, . . . , fr is a transcendence basis for R[x]
G and so r = trdeg(R[x]G). As in the
proof of Theorem 4.31, since R[x]G is a finitely generated R[f1, . . . , fr]-module, every h ∈ R[x]G satisfies a
polynomial with coefficients in R[f1, . . . , fr], which is an algebraic dependence among {f1, . . . , fr, h}.
8.5 Transcendence degree for heterogeneity
In this section we prove Proposition 4.15. To recall the setup, we have G˜ acting on V˜ with associated
variables x˜. We also have G = G˜K ⋊ SK acting on V = V˜
⊕K ⊕∆K with associated variables x. Let us also
introduce an intermediate group: G′ = G˜K , acting on V (with associated variables x).
Partition the variables x as follows. For k = 1, . . . ,K, let x(k) = (x
(k)
1 , . . . , x
(k)
p ) be the variables
corresponding to signal k. Let z = (z1, . . . , zK−1) be the variables corresponding to the mixing weights
w1, . . . , wK−1. Whenever we refer to zK , this is just shorthand for −
∑K−1
k=1 zk.
We first prove a simpler version of the result without the action of SK .
Lemma 8.4. Let r˜ = trdeg(R[x˜]G˜) and let r = Kr˜ +K − 1. Then
trdeg(R[x]G
′
) = r.
Proof. To show ‘≥’ we need to exhibit r algebraically independent elements of R[x]G′ . Letting f1, . . . , fr˜ be
a transcendence basis for R[x˜]G˜, it suffices to take
I := {fi(x(k))}1≤i≤r˜,1≤k≤K ∪ {z1, . . . , zK−1}.
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To show ‘≤’ we first recall that we can obtain a spanning set for the subspace R[x]G′d by applying the
Reynolds operator R (for G′) to each degree-d monomial (in the variables x). Such a monomial takes the
form
m(x) =M(z)
K∏
k=1
mk(x
(k))
where M,mk are monomials. Applying the Reynolds operator yields
R(m(x)) = E
g1,...,gk∼G˜
M(z)
K∏
k=1
mk(gk · x(k)) =M(z)
K∏
k=1
E
gk∼G˜
mk(gk · x(k)).
Note that R(m(x)) is the product of pure invariants, i.e. invariants that only involve variables from a single
one of the blocks x(1), . . . ,x(K), z. It is clear that I (from above) is a maximal set of algebraically independent
pure invariants. It is now easy to show using the Jacobian criterion (Proposition 4.18) that if any R(m(x))
is added to I, it will no longer be algebraically independent. The result now follows using basic properties
of algebraic independence (Proposition 4.22 and Lemma 4.23).
Proof of Proposition 4.15.
Since R[x]G ⊆ R[x]G′ , it is clear (in light of the above) that trdeg(R[x]G) ≤ r. Thus we need only to show
trdeg(R[x]G) ≥ r by demonstrating r algebraically independent invariants. Let e1, . . . , eK be the elementary
symmetric functions in K variables. With fi as above, we take the invariants
{ek(fi(x(1)), . . . , fi(x(K)))}1≤i≤r˜,1≤k≤K ∪ {e2(z1, . . . , zK), . . . , eK(z1, . . . , zK)}.
Note that e1(z1, . . . , zK) is not included because it is equal to 0. The fact that ek(fi(x
(1)), . . . , fi(x
(K))) are
algebraically independent can be seen because {e1, . . . , eK} is algebraically independent and {fi(x(k))}i,k
is algebraically independent. We can see that {ek(z1, . . . , zK)}k≥2 are algebraically independent as follows.
An algebraic dependence would be a polynomial P such that P (e2(z2, . . . , zK), . . . , eK(z1, . . . , zK)) (now
treating zK as a separate variable) has a root zK = −
∑K−1
k=1 zk and thus has e1(z1, . . . , zK) as factor.
But this contradicts the fact that any symmetric polynomial has a unique representation in terms of the
elementary symmetric polynomials.
8.6 Gro¨bner bases
In this section we show how to use Gro¨bner bases to test various algebraic conditions. In particular, we
prove Theorems 4.26 and 4.30. The ideas from this section are mostly standard in the theory of Gro¨bner
bases; see e.g. [CLO07] for a reference.
Definition 8.5. A monomial order on R[x] is a well-ordering on the set M of all (monic) monomials,
satisfying M ≤ N ⇔MP ≤ NP for all M,N,P ∈ M. We will say that a monomial order favors a variable
xi if the monomial xi is larger (with respect to the monomial order) than any monomial not involving xi.
We write LM(f) to denote the leading monomial of a polynomial f , i.e. the monomial occurring in f that is
largest (with respect to the monomial order); LM(f) does not include the coefficient.
Definition 8.6. A Gro¨bner basis of an ideal I ⊆ R[x] is a finite subset B ⊆ I such that for every f ∈ I
there exists b ∈ B such that LM(f) is a multiple of LM(b). We call B a reduced Gro¨bner basis if all its
elements are monic and it has the additional property that for every pair of distinct b, b′ ∈ B, no monomial
occurring in b is a multiple of LM(b′).
The following basic facts about Gro¨bner bases are proved in [CLO07]. A Gro¨bner basis is indeed a basis, in
that it generates the ideal. Every ideal I ⊆ R[x] has a Gro¨bner basis, and has a unique reduced Gro¨bner
basis. Buchberger’s algorithm computes the reduced Gro¨bner basis of an ideal I = 〈f1, . . . , fm〉, given a list
of generators fi. (It is not a polynomial-time algorithm, however.)
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Suppose we are interested in the relations between polynomials f1, . . . , fm ∈ R[x]. Introduce additional
variables t = (t1, . . . , tm) and consider the ideal I := 〈f1(x)− t1, . . . , fm(x)− tm〉 ⊆ R[x, t]. Given f1, . . . , fm
there is an algorithm to compute a Gro¨bner basis for the elimination ideal
J := 〈f1(x)− t1, . . . , fm(x)− tm〉 ∩ R[t].
In fact, the algorithm is simply to compute a Gro¨bner basis for I using a particular monomial order and then
keep only the elements that depend only on t (see Chapter 3 of [CLO07]). The elimination ideal consists
precisely of the polynomial relations among f1, . . . , fm:
Lemma 8.7. For any polynomial P ∈ R[t] we have: P ∈ J if and only if P (f1(x), . . . , fm(x)) ≡ 0.
Proof. The direction ‘⇒’ is clear because if we let ti = fi(x) for all i then the generators of I vanish and
so every element of I vanishes. To show the converse, it suffices to show that for any polynomial P ∈ R[t],
P (f1(x), . . . , fm(x)) − P (t1, . . . , tm) ∈ I. This can be shown inductively using the following key idea:
x1x2 − t1t2 = 1
2
(x1 − t1)(x2 + t2) + 1
2
(x2 − t2)(x1 + t1)
and so x1x2 − t1t2 ∈ 〈x1 − t1, x2 − t2〉.
Generation as an R-algebra. Suppose we want to know whether fm ∈ R[f1, . . . , fm−1]. This is equivalent
to asking whether there exists P ∈ J of the form
P (t) = tm −Q(t1, . . . , tm−1) (9)
for some Q ∈ R[t1, . . . , tm−1]. Suppose that J contains an element P of the form (9). Compute a Gro¨bner
basis B for J with respect to a monomial order that favors tm. The leading monomial of P is tm so by the
definition of a Gro¨bner basis there must be an element b ∈ B whose leading monomial divides tm. Since
1 /∈ J (by Lemma 8.7), the leading monomial of b is exactly tm and so b takes the form (9). Therefore,
fm ∈ R[f1, . . . , fm−1] if and only if B contains an element of the form (9).
We can now prove Theorem 4.30: to test whether R[f1, . . . , fm] = R[x]
G, compute generators g1, . . . , gs
for R[x]G (see Section 8.1) and use the above to test whether each gi is in R[f1, . . . , fm].
Generation as a field. Suppose we want to know whether fm ∈ R(f1, . . . , fm−1). This is equivalent to
asking whether fm can be expressed as a rational function of f1, . . . , fm−1 (with coefficients in R), which is
equivalent (by multiplying through by the denominator) to asking whether there exists P ∈ J of the form
P (t) = tmQ1(t1, . . . , tm−1)−Q2(t1, . . . , tm−1) with Q1 /∈ J. (10)
Suppose that J contains an element P of the form (10). Compute a reduced Gro¨bner basis B for J with
respect to a monomial order that favors tm. It is a basic property of Gro¨bner bases that P can be written as
P (t) =
∑
i
pi(t)bi(t)
where pi ∈ R[t] and bi ∈ B with LM(pi) ≤ LM(P ) and LM(bi) ≤ LM(P ). If no bi involves the variable
tm then Q1 ∈ J , a contradiction. Therefore some bj must have degree 1 in tm. Since B is a reduced
Gro¨bner basis it cannot contain any element of the form (10) with Q1 ∈ J . This completes the proof that
fm ∈ R(f1, . . . , fm−1) if and only if B contains an element of the form (10).
34
Degree of field extension. Consider the setup from Theorem 4.24: given a finite set U = {f1, . . . , fm} ⊆
R[x]G, we want to compute [FG : FU ] where FU = R(U) and FG is the field of fractions of R[x]
G. We can
assume [FG : FU ] is finite (since we can efficiently test whether this is the case using Proposition 8.2 and
the methods of Section 4.2). Let d be such that R[x]G≤d generates FG as a field (over R). (It is sufficient
for R[x]G≤d to generate R[x]
G as an R-algebra; such a d can be computed via Section 8.1. If G is finite then
d = |G| is sufficient; see Section 4.4.) A generic element of R[x]G≤d will generate the field extension:
Lemma 8.8. For all but a measure-zero set of α ∈ R[x]G≤d, FG = FU (α).
This fact is related to the primitive element theorem. We include a proof for completeness.
Proof. The field extension FG/FU is finite and separable (since we’re in characteristic zero), so by the
fundamental theorem of Galois theory, there are only finitely many intermediate fields. (Take the normal
closure of FG/FU ; then the intermediate fields are in bijection with a finite group, and only some of them
lie inside FG.) Let L be the collection of intermediate fields of FG/FU that are proper subfields of FG. We
know R[x]G≤d is a subspace of FG that generates FG and therefore is not contained by any field in L. This
means each field L ∈ L intersects R[x]G≤d at a proper subspace VL of R[x]G≤d. The finite union ∪L∈LVL is a
measure-zero subset of R[x]G≤d, and any α outside of it satisfies FG = FU (α).
Let α be a generic element of R[x]G≤d. In light of the above, [FG : FU ] is equal to the smallest positive
integer D for which there exists a relation
QD(f1, . . . , fm)α
D + · · ·+Q1(f1, . . . , fm)α+Q0(f1, . . . , fm) ≡ 0
for polynomials Qi with QD(f1, . . . , fm) 6≡ 0. This can be tested similarly to field generation. Compute
a reduced Gro¨bner basis B for the elimination ideal J ⊆ R[t1, . . . , tm, τ ] consisting of the relations among
f1, . . . , fm, α; use a monomial order that favors τ . Then [FG : FU ] is equal to the smallest positive integer
D for which B contains an element of degree D in τ (or ∞ if B contains no element that involves τ). This
proves Theorem 4.26.
Remark 8.9. An alternative to using Gro¨bner bases for the above tasks is to solve a (very large) linear
system in order to find the minimal relation among a set of polynomials. There are bounds on the maximum
possible degree of such a relation (if one exists) [Kay09].
8.7 Hessian test relating heterogeneity to homogeneity
In this section, we prove Theorem 4.27. This provides a sufficient, efficiently-testable condition for when
moments in a heterogeneous problem may be “pulled apart uniquely” into momentsK for homogeneous prob-
lems. The ideas come from computational algebraic geometry as well as recent advances in the uniqueness
of tensor rank decompositions. See [BCO14, CC02, CC06, COV12, COV17] for this line of work.
To set up, fix a heterogeneous (possibly projected) orbit recovery problem (G˜K ⋊ SK , V˜
⊕K ⊕∆K ,Π, d).
For simplicity, we stick to the case of using all degree ≤ d moments, so U = UT≤d ⊆ R[x]G. However, the
proof goes through when U equals any subspace of invariant polynomials of degree ≤ d, by replacing T˜≤d
below by a fixed basis for U˜ ⊆ R[x˜]G˜. With this said, set dim(V˜ ) = p and dim(UT≤d) = N .
Our first order of business is to reformulate heterogeneity using a classical construction from algebraic
geometry. The “home” for heterogeneous moments is the Kth secant variety of the set of homogeneous
moments. Definitions and explanation are below. We start with the following simple calculation:
E
k
w∼[K], g∼Haar(G˜)
[
(Π(g · θk))⊗d
]
=
K∑
k=1
wk E g∼Haar(G˜)
[
(Π(g · θk))⊗d
]
,
i.e., Td(Θ, w) =
K∑
k=1
wk Td(θk).
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As a similar relation holds in lower degree, we concatenate moments and write:
T≤d(Θ, w) =
K∑
k=1
wk T≤d(θk),
where T≤d(Θ, w) denotes the list
(
T1(θ, w) ⊕ . . .⊕ Td(θ, w)
)
, and likewise for T≤d(θk). Given a basis for U˜ ,
let T˜≤d be the list of basis elements. For example, for d′ = 1, . . . , d, we could fix (once and for all) a subset
of entries in Td′ corresponding to a basis for U
T
d′ , and let T˜d′ be the restriction of Td′ to those entries, and
likewise for T˜≤d. With a basis chosen:
T˜≤d(Θ, w) =
K∑
k=1
wk T˜≤d(θk) (11)
Now define Md ⊂ RN to be the set of all (restricted, concatenated) degree ≤ d moments for the homo-
geneous problem (G˜, V˜,Π, d), i.e.:
Md := {T˜≤d(θ) : θ ∈ V˜ }.
Given equation (11), it is natural to introduce the next definition.
Definition 8.10. Given a subset A ⊂ Rm and an integer K ≥ 1, define convK(A) to be the set in Rm of
all convex combinations of K points in A, i.e.:
convK(A) :=
{ ∑
1≤k≤K
wkak : w ∈ ∆K−1 and ak ∈ A for each k
}
⊂ Rm.
Thus, convK(Md) ⊂ RN is the set of all degree ≤ d moments for the heterogeneous problem (G, V,Π, d), i.e.:
convK(Md) =
{
T˜≤d(Θ, w) : (Θ, w) ∈ V˜ ⊕K ⊕∆K−1
}
.
Our approach this section is to reformulate in terms of a (rather similar-looking) construction from
algebraic geometry, known as the secant variety.
Definition 8.11. Given a complex affine algebraic cone3 X ⊂ Cm and an integer K ≥ 1, define the Kth
secant variety of X , denoted σK(X), to be the Zariski closure in C
m of all sums of K points in X , i.e.:
σK(X) :=
{ ∑
1≤k≤K
pk : pk ∈ X ∀ k
}
⊂ Cm.
Here, cone means that if p ∈ X and λ ∈ C then λp ∈ X , while algebraic means that X is the solution set
of a system of polynomial equations on Cm. For background information on secant varieties, we suggest the
reference book [Zak93]. Now, the following property runs in parallel to Remark 4.28.
Definition 8.12. We say a secant variety σK(X) ⊂ Cm has generic unique de-mixing if for a generic point
p ∈ σK(X) we have a unique (up to permutation) decomposition p = p1 + . . .+ pK with pk ∈ X .
The next proposition serves as our bridge, relating convK(Md) to a secant variety. Generic unique
de-mixing for the secant variety transfers to convK(Md), even with complex signals and weights allowed.
Proposition 8.13. Consider the complex Zariski closure in CN+1 of the cone over Md, i.e.:
Md := R · (Md ⊕ 1) =
{
λ (T˜ ⊕ 1) : λ ∈ R and T˜ ∈Md
} ⊂ CN+1
(where T˜ ⊕ 1 denotes concatenation and the scalar multiple λ (T˜ ⊕ 1) lies in the cone over Md). Assume
σK(Md) has generic unique de-mixing. For generic Θ = (θ1, . . . , θK) ∈ V = (Rp)⊕K and w ∈ ∆K = RK−1,
if Θ′ = (θ′1, . . . , θ
′
K) ∈ V ⊗R C = (Cp)⊕K and w′ ∈ ∆K ⊗R C = CK−1 satisfy T˜≤d(Θ′, w′) = T˜≤d(Θ, w), then
T˜≤d(θ′1) = T˜≤d(θ1), . . . , T˜≤d(θK) = T˜≤d(θ
′
K) and w
′
1 = w1, . . . , w
′
K = wK (up to permutation).
3We work with affine cones, instead of projective varieties. Also, we pass to C for technical advantages.
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Proof. We may rewrite T˜≤d(Θ′, w′) = T˜≤d(Θ, w) and
∑K
k=1 w
′
k =
∑K
k=1 wk = 1 as:
w′1
(
T˜≤d(θ′1)⊕ 1
)
+ . . .+ w′K
(
T˜≤d(θ′K)⊕ 1
)
= w1
(
T˜≤d(θ1)⊕ 1
)
+ . . .+ wK
(
T˜≤d(θK)⊕ 1
)
.
From the definitions, we just need to show that the RHS is “generic enough” in σK(Md). More precisely, it
is enough to check (after scaling and taking complex Zariski closure):
R≤0 ·
(
convK(Md)⊕ 1
)
= σK(Md).
But this follows from the identity f(A) = f(A), whenever f : X → Y is a continuous map of topological
spaces and A ⊂ X . Apply to the case X = (CN+1)⊕K with Zariski topology, Y = CN+1 with Zariski
topology, f = K-fold addition, and A = R≥0 ·
(
Md ⊕ 1
)×K
.
Thus (see below the second paragraph of the proof), this proposition reduces Theorem 4.27 to giving an
efficient test for generic unique de-mixing of σK(Md) ⊂ CN+1. For this, tools developed in the computational
algebraic geometry literature may be brought to bear. Specifically, we turn to the Hessian test for deciding
tensor identifiability by Chiantini, Ottaviani and Vannieuwenhoven [COV12, COV17]. Their Hessian test
applies to our (more general) setting, with appropriate modification.
To state the Hessian test, we require background on Zariski tangent spaces to algebraic varieties [CLO07,
Chapter 9]. Thus let X ⊂ Cm be an irreducible complex affine algebraic variety, with corresponding prime
ideal I = I(X) ⊂ C[x1, . . . , xm]. This entails that X = {p ∈ Cm : f(p) = 0 for all f ∈ I} and I = {f ∈
C[x1, . . . , xm] : f(p) = 0 for all p ∈ X}; see Hilbert’s Nullstellensatz in [CLO07, Chapter 4]. Now write
I = 〈f1, . . . , ft〉 for some ideal generators fi ∈ C[x1, . . . , xm], which is possible by Hilbert’s basis theorem
[CLO07, Theorem 4, Chapter 2.5]. For p ∈ X , the Zariski tangent space to X at p, denoted TpX , is defined
as the following linear subspace of Cm:
TpX := ker
(
(∂fi/∂xj)|x=p
)
i=1,...,t
j=1,...,m
It may be shown that this subspace is independent of the choice of generators fi. Also, the dimension of TpX
is constant in a nonempty Zariski-open subset of X . This common dimension is defined to be the dimension
of X , written dim(X). We have that dim(TpX) ≥ dim(X) for all p ∈ X . Additionally, if {f˜1, . . . , f˜t˜} ⊂ I is
a subset not necessarily generating I, then it is clear dim(X) ≤ dimker (∂f˜i/∂xj)|x=p for all p ∈ X . Lastly,
suppose Y ⊂ Cn is another irreducible complex affine algebraic variety, and G = (g1, . . . , gn) : Y → X is
a dominant algebraic map. Thus gi ∈ C[y1, . . . , yn] are functions on Y and G(Y ) = X . Then, by generic
submersiveness we shall refer to the following two facts (see e.g. [Eis04, Corollary 16.23]). Firstly, the
derivative DG|y=q = (∂gi/∂yj)|y=q : TqY → TG(q)X is a surjection of tangent spaces for generic q ∈ Y .
Secondly, this derivative has rank ≤ dim(X) for all q ∈ Y .
Returning now to the Hessian test, the following definition and proposition are the crucial ingredients.
Definition 8.14. Let X ⊂ Cm be an irreducible complex affine algebraic cone. For p1, . . . , pK ∈ X , define
the contact locus to X at p1, . . . , pK , written Conp1,...,pK (X) ⊂ X , as follows:
Conp1,...,pK (X) :=
{
p ∈ X : TpX ⊂ Tp1X + . . .+ TpKX
}
.
The contact locus is a subcone of X containing p1, . . . , pK .
Proposition 8.15. Let X ⊂ Cm be an irreducible complex affine algebraic cone. Suppose that dimσK(X) =
K dim(X). If σK(X) does not have generic unique de-mixing, then for generic points p1, . . . , pK ∈ X, each
irreducible component of Conp1,...,pK (X) has dimension ≥ 2.
Proof. The proof of [COV12, Prop. 2.3] remains valid when we replace “Segre variety S ⊂ Cn1×...×nd (i.e.,
rank-1 tensors)” with “irreducible cone X ⊂ Cm”.
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The Hessian test may be summarized as follows. By Proposition 8.15, the contact locus “upgrades” a
finite list statement (failure of generic unique de-mixing) to a dimensionality statement. This trades a global
property for a local property. Thus, to prove generic unique de-mixing holds, if dimσK(X) = K dim(X) and
C = Conp1,...,pK (X), it suffices to exhibit one point p ∈ C where dimTpC = 1. Additionally, when X =Md
(more generally, when X is rationally parameterized), TpC is described by explicit Hessian matrices, whose
ranks bound the dimension of TpC.
Proof of Theorem 4.27. For the simplest notation, recall we have assumed that U = UT≤d. Also, for the
reader’s convenience, the algorithmic steps comprising the Hessian test are highlighted in bold below.
Let us first argue [FG : R(U)] = [FG˜ : R(U˜)]
K is implied if σK(Md) ⊂ CN+1 has generic unique
de-mixing. To this end, consider the composite:
(
θ1, . . . , θK , w
) f7−→ (T˜≤d(θ1), . . . , T˜≤d(θk), w) g7−→ K∑
k=1
wkT˜≤d(θk).
.Here, we regard the left and middle points as living in the relevant quotient spaces; that is, the composite
maps between the spaces:
Spec
(
R
[
x
]G) f−→ Spec(R[U˜(x(1)), . . . , U˜(x(K)), w1, . . . , wK]SK) g−→ Spec(R[U(x)]),
where ‘Spec’ refers to the spectrum of a ring (see e.g. [Eis04]) and (recall) x = (x(1), . . . ,x(K), w1, . . . , wK).
Because of Theorem 4.3, all invariant rings present are finitely generated, so the above spaces are algebraic
varieties. Further, from our assumption trdeg(U) = trdeg(R[x]G), the source and target of g ◦ f share the
same dimension. Since g ◦ f is dominant, it is a finite map of algebraic varieties with a well-defined degree,
and likewise for f and g. Here, degree equals the degree of the corresponding field extension, or equally,
the number of points in a general fiber after base change to C (see e.g. [Liu06]). By the first definition,
[FG : R(U)] = deg(g ◦ f) = deg(f) · deg(g). By the second, deg(f) = [FG˜ : R(U˜)]K and deg(g) = 1 using
Proposition 8.13, if σK(Md) has generic unique de-mixing. The desired implication follows.
It remains to produce an efficient algorithm for verifying that the secant variety σK(Md) has generic
unique de-mixing. For this, we will use the contact locus, and the local computation sketched above.
Clearly Cp+1 = (V˜ ⊗C)⊕C maps dominantly toMd ⊂ CN+1, via (θ, λ) 7→ (λT˜≤d(θ)⊕λ). Denoting this
map by π, we shall pull all contact locus computations back to Cp+1 via π. Pulling back is critical, since it
obviates the (potentially) hard computation of the ideal I(Md).
Now fix K particular points (θ1 ⊕ λ1), . . . , (θK ⊕ λK) ∈ Cp+1 and set p1 = π(θ1 ⊕ λ1), . . . , pK =
π(θK ⊕ λK). To check dimσK(Md) = K dim(Md) (so that generic list recovery holds in the heterogeneous
problem), observe:
Im(Dπ|θ1⊕λ1) + . . .+ Im(Dπ|θK⊕λK ) ⊂ Tp1(Md) + . . .+ TpK (Md) ⊂ Tp1+...+pKσK(Md).
Evaluate K Jacobian matrices Dπ, concatenate into
J :=
(
Dπ|θ1⊕λ1 . . . Dπ|θK⊕λK
)⊤ ∈ CK(p+1)×(N+1)
and compute rank(J). If rank(J) = K dim(Md), then this verifies dimσK(Md) = K dim(Md) (by
generic submersiveness and the chain of inclusions above). Else, the algorithm does not proceed with
θ1 ⊕ λ1, . . . , θK ⊕ λK , either choosing points again or terminating with the output “fail”.
Continuing, set C = Conp1,...,pK (Md) for the contact locus to Md ⊂ CN+1 at p1, . . . , pk and consider:
C˜ := {θ ⊕ λ ∈ Cp+1 : Im(Dπ|θ⊕λ) ⊂ Im(Dπ|θ1⊕λ1) + . . .+ Im(Dπ|θK⊕λK )} ⊂ Cp+1.
It helps to think of C˜ as an approximation to π−1C. We seek to bound the dimension of C˜, and deduce the
dimensions of π−1C and C (particularly, that C has a 1-dimensional component).
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Compute ker(J) ⊂ CN+1 and fix a particular element4 ℓ ∈ ker(J). By the assumption trdeg(U) <
dim(U˜), we may take nonzero ℓ. Thus, ℓ is an equation for the RHS subspace in the definition of C˜. This
imposes p+1 equations on C˜, namely, each column of Dπ|(θ⊕λ) should have vanishing inner product with ℓ.
Now, obviously θ1 ⊕ λ1 ∈ C˜. By the preceding discussion on Zariski tangent spaces, it follows that:
Cp+1 ⊃ ker Jac(ℓT ·Dπ|θ⊕λ)∣∣θ1⊕λ1 ⊃ Tθ1⊕λ1(C˜). (12)
In the middle term, we take Jacobian matrix of the p+1 equations of degree ≤ d+1 for C˜ ⊂ Cp+1, and then
evaluate at θ1 ⊕ λ1. This produces a (p + 1)× (p+ 1) matrix. In fact, it is easy to see we get the Hessian
matrix for the pull back π∗ℓ ∈ C[θ, λ], i.e.:
Hess(π∗ℓ) =

∂2(π∗ℓ)
∂θ1∂θ1
∂2(π∗ℓ)
∂θ1∂θ2 . . .
∂2(π∗ℓ)
∂θ1∂λ
...
...
. . .
...
∂2(π∗ℓ)
∂λ∂θ1
∂2(π∗ℓ)
∂λ∂θ2 . . .
∂2(π∗ℓ)
∂λ∂λ

evaluated at θ ⊕ λ = θ1 ⊕ λ1.
Thus, compute the Hessian matrix Hess(π∗ℓ)|θ1⊕λ1 and find its rank. If the Hessian rank equals
p − maxv˜ dim(G˜ · v˜), then, this proves σK(Md) has generic unique de-mixing (justification below), so the
Hessian test terminates with the output “pass”. Else, the algorithm re-chooses θ1⊕λ1, . . . , θK ⊕λK ∈ Cp+1
and starts anew, or, the algorithm terminates with the output “fail”.
It remains to prove correctness, i.e. σK(Md) has generic unique de-mixing whenever we output “pass”.
We first argue the following property must hold for generic choices of θ1 ⊕ λ1, . . . , θK ⊕ λK and ℓ, since it
holds for a particular choice:
• the Hessian rank is maximal : rank(Hess(π∗ℓ)|θ1⊕λ1) ≥ p−maxv˜ dim(G˜ · v˜).
To show this, note rank(J) = K dim(Md) holds generically by generic submersiveness, since it holds for a
particular instance, and then consider the incidence variety:
X := {(θ1 ⊕ λ1, . . . , θK ⊕ λK , ℓ) : rank(J) = K dim(Md), ℓ ∈ ker(J)} ⊂ (Cp+1)×K × CN+1.
Then X is irreducible by [Eis04, Ex. 14.3], as the projection X → (Cp+1)×K has irreducible fibers of constant
dimension (namely, isomorphic Grassmannians). At the same time:{
(θ1 ⊕ λ1, . . . , θK ⊕ λK , ℓ) ∈ X : rank Hess(π∗ℓ)|θ1⊕λ1 < p−max
v˜
dim(G˜ · v˜)}
is a Zariski closed subset of X , and a strict subset, thanks to the particular instance above. Thus irreducibility
of X implies rank(Hess(π∗ℓ)|θ1⊕λ1) ≥ p−maxv˜ dim(G˜ · v˜) holds generically.
To finish the proof of correctness, let θ1 ⊕ λ1, . . . , θK ⊕ λK and ℓ be generic, in particular satisfying the
maximal Hessian rank property. By generic submersiveness, the column space of J equals Tp1(Md) + . . .+
Tpk(Md). By definition of C˜, this implies C˜ ⊃ π−1C, and so:
Tθ1⊕λ1(C˜) ⊃ Tθ1⊕λ1(π−1C).
By upper semi-continuity of fiber dimension [Eis04, Th. 14.8], dimTθ1⊕λ1(π
−1C) ≥ dim(G˜) + 1. On the
other hand, by (12) and the Hessian rank property, dim Tθ1⊕λ1(C˜) ≤ dim(G˜) + 1. The only way out is that
dimTθ1⊕λ1(π
−1C) = dimTθ1⊕λ1(C˜) = dim(G˜) + 1. By dimTθ1⊕λ1(π−1C) = dim(G˜) + 1 and [Eis04, Th. 14.6]
again, it follows that dimTp1C = 1. Finally, since dimσK(Md) = K dim(Md), we may apply Proposition
8.15, and conclude σK(Md) has generic unique de-mixing. This completes the proof of Theorem 4.27.
4One may take a basis for ker(J), and get a stacked Hessian test, based on the rank of multiple Hessian matrices concatenated
together [COV12]. In our experience, the stacked test is often overkill and noticeably slower than the test here.
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9 Proofs for S2 registration
9.1 Formula for Hilbert series of R[x]G
We can derive the Hilbert series of R[x]G for S2 registration using the methods in Section 4.6 of [DK15].
Proposition 9.1. Consider S2 registration with frequencies F . For |t| < 1, the Hilbert series of R[x]G is
given by
H(t) =
∑
z∈P
Res(f, z)
where
f(z) =
1− 12 (z + 1/z)
z
∏
ℓ∈F
∏ℓ
m=−ℓ(1 − tzm)
=
−zN−2(1 − z)2
2
∏
ℓ∈F
[∏ℓ
m=1(z
m − t)∏ℓm=0(1− tzm)]
with N = 12
∑
ℓ∈F ℓ(ℓ+ 1). Here Res(f, z) denotes the residue (from complex analysis) of the function f at
the point z, and P is the set of poles of f(z) inside the unit circle (in C). Namely, P contains t1/me2πik/m
for all m ∈ {1, 2, . . . ,maxℓ∈F ℓ} and for all k ∈ {0, 1, . . . ,m− 1}. If N ≤ 1, P also contains 0.
Proof. Recall Molien’s formula (Proposition 4.13):
H(t) = E
g∼Haar(G)
det(I − t ρ(g))−1.
Note that det(I − t ρ(g)) depends only on the conjugacy class of g. In SO(3), two elements are conjugate
if and only if they rotate by the same angle φ. When g ∼ Haar(SO(3)), the angle φ = φ(g) is distributed
with density function 1π (1 − cosφ) on [0, π] (see e.g. [Sal79]). If g has angle φ, the matrix ρℓ(g) by which
it acts on the irreducible representation Vℓ has eigenvalues e
−iℓφ, e−i(ℓ−1)φ, . . . , eiℓφ (see e.g. [Vve01]). The
matrix ρ(g) by which g acts on V = ⊕ℓ∈FVℓ is block diagonal with blocks ρℓ(g). Using the above we write
an expression for the Hilbert series:
H(t) =
1
π
∫ π
0
1− cosφ∏
ℓ∈F
∏ℓ
m=−ℓ(1 − teimφ)
dφ =
1
2π
∫ 2π
0
1− 12 (eiφ + e−iφ)∏
ℓ∈F
∏ℓ
m=−ℓ(1− teimφ)
dφ.
Now write this as a complex contour integral around the unit circle in C and apply the residue theorem from
complex analysis to arrive at the result.
9.2 Formula for dimension of R[x]Gd
The dimension of R[x]G can be extracted as the coefficient of td in the Hilbert series from the previous
section, but here we give a different formula based on character theory from representation theory. The
character of a representation ρ : G → GL(V ) (where V is a finite-dimensional real vector space) is the
function χV : G→ R defined by χV (g) = tr(ρ(g)).
In our case, using the eigenvalues of ρℓ(g) from the previous section, we have
χVℓ(g) = 1 + 2
ℓ∑
m=1
cos(mφ(g))
where φ(g) is the angle of rotation of g. For V = ⊕ℓ∈FVℓ we then have χV (g) =
∑
ℓ∈F χVℓ(g).
As a representation of G = SO(3), R[x]d is (isomorphic to) the dth symmetric power of V , denoted
Sd(V ). (This is using the fact that a real representation is isomorphic to its dual.) There is a recursive
formula for the character of Sd(V ):
χSd(V )(g) =
1
d
d∑
i=1
χV (g
i)χSd−i(V )(g).
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This comes from the Newton–Girard formula for expressing complete homogeneous symmetric polynomials
in terms of power sum polynomials.
The representation R[x]d = S
d(V ) decomposes as the direct sum of irreducible representations Vℓ. The
subspace of R[x]d consisting of all copies of the trivial representation V0 (the 1-dimensional representation
on which every group element acts as the identity) is precisely R[x]Gd . Thus, dim(R[x]
G
d ) is the number of
copies of the trivial representation in the decomposition of R[x]d. This can be computed using characters:
dim(R[x]Gd ) = 〈χSd(V ), χV0〉 = 〈χSd(V ), 1〉 where 〈f1, f2〉 := Eg∼Haar(G)[f1(g)f2(g)]. Since characters are class
functions (i.e. they are constant on conjugacy classes), we can compute this inner product by integrating
over the angle φ (as in the previous section). This yields the formula stated in Proposition 5.7.
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A Spherical harmonics and SO(3) invariants
A.1 Spherical harmonics
We follow the conventions of [BFB97]. Parametrize the unit sphere by angular spherical coordinates (θ, φ)
with θ ∈ [0, π] and φ ∈ [0, 2π). (Here θ = 0 is the north pole and θ = π is the south pole.) For integers ℓ ≥ 0
and −ℓ ≤ m ≤ ℓ, define the complex spherical harmonic
Yℓm(θ, φ) = (−1)mNℓmPmℓ (cos θ)eimφ
with normalization factor
Nℓm =
√
(2ℓ+ 1)(ℓ−m)!
4π(ℓ +m)!
where Pmℓ (x) are the associated Legendre polynomials
Pmℓ (x) =
1
2ℓℓ!
(1 − x2)m/2 d
ℓ+m
dxℓ+m
(x2 − 1)ℓ.
In the S2 registration problem we are interested in representing a real-valued function on the sphere, in
which case we use an expansion (with real coefficients) in terms of the real spherical harmonics:
Sℓm(θ, φ) =

(−1)m√
2
(Yℓm(θ, φ) + Yℓm(θ, φ)) =
√
2NℓmP
m
ℓ (cos θ) cos(mφ) m > 0,
Yℓ0(θ, φ) = Nℓ0P
0
ℓ (cos θ) m = 0,
(−1)m
i
√
2
(Yℓ|m|(θ, φ) − Yℓ|m|(θ, φ)) =
√
2Nℓ|m|P
|m|
ℓ (cos θ) sin(|m|φ) m < 0.
Here Yℓm is the complex conjugate of Yℓm, which satisfies the identity
Yℓm(θ, φ) = (−1)mYℓ(−m)(θ, φ). (13)
Above we have also used the identity P−mℓ = (−1)m (ℓ−m)!(ℓ+m)!Pmℓ , which implies Nℓ(−m)P−mℓ = (−1)mNℓmPmℓ .
In the cryo-EM problem we are instead interested in representing the Fourier transform of a real-valued
function. Such a function f has the property that if ~r and −~r are antipodal points on the sphere, f(−~r) =
f(~r). For this type of function we use an expansion (with real coefficients) in terms of a new basis of spherical
harmonics:
Hℓm(θ, φ) =

1√
2
(Yℓm(θ, φ) + (−1)ℓ+mYℓ(−m)(θ, φ)) m > 0,
iℓYℓ0(θ, φ) m = 0,
i√
2
(Yℓ|m|(θ, φ) − (−1)ℓ+mYℓ(−|m|)(θ, φ)) m < 0.
One can check that Hℓm(−~r) = Hℓm(~r) using (13) along with the fact Yℓm(−~r) = (−1)ℓYℓm(~r) which comes
from Pmℓ (−x) = (−1)ℓ+mPmℓ (x).
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A.2 Wigner D-matrices
We will mostly work in the basis of complex spherical harmonics Yℓm since the formulas are simpler. The
analogous results for the other bases can be worked out by applying the appropriate change of basis.
Let Vℓ ≃ C2ℓ+1 be the vector space consisting of degree-ℓ complex spherical harmonics represented
in the basis {Yℓm}−ℓ≤m≤ℓ, i.e. v ∈ C2ℓ+1 encodes the spherical harmonic
∑ℓ
m=−ℓ vmYℓm. These Vℓ (for
ℓ = 0, 1, 2, . . .) are the irreducible representations of SO(3). Each can also be defined over the real numbers
by changing basis to the real spherical harmonics Sℓm.
A group element g ∈ SO(3) acts on a (spherical harmonic) function f : S2 → R via (g · f)(x) = f(g−1x).
The action of g on Vℓ is given by the Wigner D-matrix D
ℓ(g) ∈ C(2ℓ+1)×(2ℓ+1) defined using the conventions
of [BFB97].
We will need the following orthogonality properties of the Wigner D-matrices. First, the standard Schur
orthogonality relations from representation theory yield
E
g∼Haar(SO(3))
Dℓmk(g)D
ℓ′
m′k′ (g) =
1
2ℓ+ 1
1ℓ=ℓ′1m=m′1k=k′ .
We also have [Ros57]
Dℓmk(g)D
ℓ′
m′k′ (g) =
ℓ+ℓ′∑
L=|ℓ−ℓ′|
〈ℓm ℓ′m′|L (m+m′)〉〈ℓ k ℓ′ k′|L (k + k′)〉DL(m+m′)(k+k′)(g)
where 〈ℓ1m1 ℓ2m2|ℓm〉 is a Clebsch-Gordan coefficient. There is a closed-form expression for these coeffi-
cients [Bo¨h13]:
〈ℓ1m1 ℓ2m2|ℓm〉 =1m=m1+m2
√
(2ℓ+ 1)(ℓ+ ℓ1 − ℓ2)!(ℓ − ℓ1 + ℓ2)!(ℓ1 + ℓ2 − ℓ)!
(ℓ1 + ℓ2 + ℓ+ 1)!
×√
(ℓ+m)!(ℓ −m)!(ℓ1 −m1)!(ℓ1 +m1)!(ℓ2 −m2)!(ℓ2 +m2)! ×∑
k
(−1)k
k!(ℓ1 + ℓ2 − ℓ− k)!(ℓ1 −m1 − k)!(ℓ2 +m2 − k)!(ℓ − ℓ2 +m1 + k)!(ℓ− ℓ1 −m2 + k)!
where the sum is over all k for which the argument of every factorial is nonnegative.
A.3 Moment tensor
Let F be a multi-set of frequencies from {1, 2, . . .} and consider the action of G = SO(3) on V = ⊕ℓ∈FVℓ.
Recall that we want an explicit formula for Td(x) = Eg[(Π(g · x))⊗d] with g ∼ Haar(G) (where Π can be the
identity in the case of no projection). We have
Eg[(Π(g · x))⊗d] = Π⊗dEg[ρ(g)⊗d]x⊗d
(where x⊗d is a column vector of length dim(V )d) and so we need an explicit formula for the matrix
Eg[ρ(g)
⊗d]. Here ρ(g) is block diagonal with blocks Dℓ(g) for ℓ ∈ F . There are no degree-1 invariants
since we have excluded the trivial representation ℓ = 0. For the degree-2 invariants Eg[ρ(g)
⊗2], consider a
particular block Eg[D
ℓ1(g)⊗Dℓ2(g)] for some pair (ℓ1, ℓ2). The entries in this block can be computed using
the above orthogonality relations (and using D000(g) = 1):
Eg[(D
ℓ1(g))m1k1(D
ℓ2(g))m2k2 ] = 1ℓ1=ℓ21m1=−m21k1=−k2〈ℓ1m1 ℓ2m2|0 0〉〈ℓ1 k1 ℓ2 k2|0 0〉
= 1ℓ1=ℓ21m1=−m21k1=−k2
(−1)m1+k1
2ℓ1 + 1
using the special case 〈ℓ1m1 ℓ2m2|0 0〉 = 1ℓ1=ℓ21m1=−m2 (−1)
ℓ1+m1√
2ℓ1+1
.
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Similarly, for degree-3 we have
Eg[(D
ℓ1(g))m1k1(D
ℓ2(g))m2k2(D
ℓ3(g))m3k3 ] =
1|ℓ2−ℓ3|≤ℓ1≤ℓ2+ℓ31m1+m2+m3=01k1+k2+k3=0
(−1)m1+k1
2ℓ1 + 1
〈ℓ2m2 ℓ3m3|ℓ1 (m2 +m3)〉〈ℓ2 k2 ℓ3 k3|ℓ1 (k2 + k3)〉.
A.4 Projection
Let V = ⊕ℓ∈FVℓ with F a subset of {1, 2, . . .}. Let Π : V → W be the projection that takes a complex
spherical harmonic function and reveals only its values on the equator θ = π/2. In cryo-EM this projection
is applied separately to each shell (see Section 5.5). Letting L = maxℓ∈F ℓ, the functions b−L, b−L+1, . . . , bL
(from the circle S1 to R) form a basis for W , where bm(φ) = e
imφ. The projection Π takes the form
Π(Yℓm) = (−1)mNℓmPmℓ (0)bm
extended by linearity. By taking a binomial expansion of (x2 − 1)ℓ it can be shown that
Pmℓ (0) =
{
0 (ℓ+m) odd,
(−1)(ℓ−m)/2
2ℓℓ!
(
ℓ
(ℓ+m)/2
)
(ℓ +m)! (ℓ+m) even.
(14)
For cryo-EM, if we use the basis Hℓm so that the expansion coefficients are real, the output of the
projection can be expressed (with real coefficients) in the basis
hm(φ) =

1√
2
(eimφ + (−1)me−imφ) m > 0,
1 m = 0,
i√
2
(ei|m|φ − (−1)me−i|m|φ) m < 0,
where the projection Π takes the form
Π(Hℓm) = (−1)mNℓ|m|P |m|ℓ (0)hm
extended by linearity.
A.5 Explicit construction of invariants
Consider the cryo-EM setup (see Section 5.5) with S shells and F frequencies. We will cover S2 registration as
the special case S = 1 (without projection). Use the basis of complex spherical harmonics, with corresponding
variables xsℓm with 1 ≤ s ≤ S, 1 ≤ ℓ ≤ F , and −ℓ ≤ m ≤ ℓ. One can change variables to Sℓm or Hℓm but
for our purposes of testing the rank of the Jacobian it is sufficient to just work with Yℓm (since the change
of variables has no effect on the rank of the Jacobian).
Recall that in Section A.3 we computed expressions for the matrices Eg[D
ℓ1(g)⊗Dℓ2(g)] and Eg[Dℓ1(g)⊗
Dℓ2(g)⊗Dℓ3(g)], and in particular they are rank-1. Using this we can explicitly compute the entries of Td(x)
and thus extract a basis for UT2 and U
T
3 . We present the results below.
A.5.1 Degree-2 invariants
Without projection, the degree-2 invariants are
I2(s1, s2, ℓ) = 1
2ℓ+ 1
∑
|k|≤ℓ
(−1)kxs1ℓkxs2ℓ(−k)
for s1, s2 ∈ {1, . . . , S} and ℓ ∈ {1, . . . , F}. Swapping s1 with s2 results in the same invariant, so take s1 ≤ s2
to remove redundancies.
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With projection, the degree-2 invariants are
P2(s1, s2,m) = (−1)m
∑
ℓ≥|m|
NℓmNℓ(−m)P
m
ℓ (0)P
−m
ℓ (0)I2(s1, s2, ℓ) (15)
with s1, s2 ∈ {1, . . . , S} and m ∈ {−F, . . . , F}. Negating m or swapping s1 with s2 results in the same
invariant (up to sign) so take s1 ≤ s2 and m ≥ 0 to remove redundancies. Recall the expression (14) for
Pmℓ (0).
It turns out that no degree-2 information is lost in the projection, i.e. due to the triangular structure
of (15), the I2 can be recovered from the P2. To see this, for m = F, F − 1, . . . , 0 (in that order), use
P2(s1, s2,m) to solve for I2(s1, s2,m). Note that the coefficient NℓmNℓ(−m)Pmℓ (0)P−mℓ (0) is nonzero iff m
and ℓ have the same parity.
A.5.2 Degree-3 invariants
Let ∆(ℓ1, ℓ2, ℓ3) denote the predicate |ℓ2 − ℓ3| ≤ ℓ1 ≤ ℓ2 + ℓ3 (which captures whether ℓ1, ℓ2, ℓ3 can be the
side-lengths of a triangle). Without projection, the degree-3 invariants are
I3(s1, ℓ1, s2, ℓ2, s3, ℓ3) = 1
2ℓ1 + 1
∑
k1+k2+k3=0
|ki|≤ℓi
(−1)k1〈ℓ2 k2 ℓ3 k3|ℓ1(−k1)〉xs1ℓ1k1xs2ℓ2k2xs3ℓ3k3
for si ∈ {1, . . . , S} and ℓi ∈ {1, . . . , F} satisfying ∆(ℓ1, ℓ2, ℓ3). There are some redundancies here. First,
permuting the three (si, ℓi) pairs (while keeping each pair in tact) results in the same invariant (up to scalar
multiple). Also, some of the above invariants are actually zero; specifically, this occurs when (s1, ℓ1) =
(s2, ℓ2) = (s3, ℓ3) with ℓ1 odd, or when (s1, ℓ1) = (s2, ℓ2) 6= (s3, ℓ3) with ℓ3 odd (or some permutation of this
case).
With projection, the degree-3 invariants are
P3(s1,m1, s2,m2, s3,m3) =
(−1)m1
∑
ℓ1,ℓ2,ℓ3 : ∆(ℓ1,ℓ2,ℓ3)
Nℓ1m1Nℓ2m2Nℓ3m3P
m1
ℓ1
(0)Pm2ℓ2 (0)P
m3
ℓ3
(0)〈ℓ2m2 ℓ3m3|ℓ1(−m1)〉I3(s1, ℓ1, s2, ℓ2, s3, ℓ3)
for si ∈ {1, . . . , S} and mi ∈ {−F, . . . , F} such that m1+m2+m3 = 0. There are again redundancies under
permutation: permuting the three (si,mi) pairs results in the same invariant. Negating all three m’s also
results in the same invariant. There are additional non-trivial linear relations (see Section A.6 below).
A.6 Counting the number of invariants
A.6.1 S2 registration
For the case of S2 registration (S = 1) the above degree-2 and degree-3 invariants without projection (with
redundancies removed as discussed above) form a basis for R[x]G2 ⊕R[x]G3 (although we have not made this
rigorous). Thus, counting these invariants gives a combinatorial analogue of Proposition 5.7.
A.6.2 Cryo-EM
In this section we give a formula for trdeg(UT≤3) for (heterogeneous) cryo-EM (with projection), valid for all
K ≥ 1, S ≥ 1 and F ≥ 2. The formula is conjectural but has been tested (via the Jacobian criterion) for
various small values of K,S, F .
The number of algebraically independent degree-2 invariants turns out to be the number of distinct I2
invariants (i.e. without projection), since the projected invariants P2 are linear combinations of these. The
number of such invariants is 12S(S + 1)F .
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For degree-3, things are more complicated because the projected invariants P3 have smaller dimension
than the I3. We start by counting the number of distinct (up to scalar multiple) P3 invariants. To this
end, let X (S, F ) be the set of equivalence classes of tuples (s1,m1, s2,m2, s3,m3) with si ∈ {1, . . . , S} and
mi ∈ {−F, . . . , F}, modulo the relations
(s1,m1, s2,m2, s3,m3) ∼ (s2,m2, s1,m1, s3,m3) ∼ (s1,m1, s3,m3, s2,m2) (permutation)
(s1,m1, s2,m2, s3,m3) ∼ (s1,−m1, s2,−m2, s3,−m3) (negation).
There are some non-trivial linear relations among the distinct P3 invariants, which we must now account
for. The number of such relations is
E(S) := 2S + 4S(S − 1) + S(S − 1)(S − 2).
This can be broken down as follows. For each k ∈ {1, 2, 3} there are 2k relations for each size-3 multi-
subset {s1, s2, s3} of {1, . . . , S} with exactly k distinct elements. (We do not currently have a thorough
understanding of what exactly the linear relations are, but we have observed that the above pattern holds.)
We can now put it all together and state our conjecture. We will also use the formula (3) for trdeg(R[x]G),
extended to the heterogeneous case via Proposition 4.15.
Conjecture A.1. Consider heterogeneous cryo-EM with F ≥ 2 frequencies.
• trdeg(R[x]G) = K[S(F 2 + 2F )− 3] +K − 1,
• dim(UT2 ) = 12S(S + 1)F ,
• dim(UT3 ) = |X (S, F )| − E(S),
• generic list recovery is possible at degree 3 if and only if dim(UT2 ) + dim(UT3 ) ≥ trdeg(R[x]G),
• generic moment de-mixing holds at degree 3 if and only if dim(UT2 ) + dim(UT3 ) > trdeg(R[x]G).
When S and F are large, the dominant term in dim(UT2 ) + dim(U
T
3 ) is |X (S, F )| ≈ S3F 2/4 and so generic
list recovery is possible when (roughly) K ≤ S2/4.
Remark A.2. When S is large compared to F we have dim(UT2 ) > trdeg(R[x]
G) and so we might expect
generic list recovery to be possible at degree 2. However, this appears to not be the case because unexpected
algebraic dependencies are encountered in this regime, i.e. trdeg(UT2 ) < trdeg(R[x]
G) < dim(UT2 ). We have
not observed instances where such unexpected algebraic dependencies affect the feasibility of generic list
recovery at degree 3.
B Generic unique recovery for unprojected cryo-EM
In this section, we consider unprojected cryo-EM. In terms of generalized orbit recovery, G = SO(3), Π is
the identity, and the signal is the 3-dimensional Fourier transform f̂ : R3 → C of a function f : R3 → R,
restricted to S shells and expanded in spherical harmonics of frequencies {1, . . . , F}. We restrict analysis
to S ≥ 3 (when S = 1, the problem is S2 registration). Our result is an efficient, constructive algorithm
affirming unprojected cryo-EM has generic unique recovery at d = 3. We rely on “triangular” structure in
the unprojected invariants, so unfortunately, the result does not extend to projected cryo-EM.
Before proceeding, it’s worth noting that unprojected cryo-EM is of independent scientific interest. For
structural biologists, unprojected cryo-EM represents a simplified version of cryo-electron tomography (cryo-
ET), with no “missing wedge problem”. Cryo-ET is a popular molecular imaging technique delivering noisy
3D tomograms from tilt series (see [Fra06] for more). In this appendix, we freely interchange the names
unprojected cryo-EM and cryo-ET, with the tacit understanding that we mean a simplification of cryo-ET.
In Appendix A.5, the degree-2 and degree-3 invariants for cryo-ET were determined, denoted I2(s1, s2, ℓ)
and I3(s1, ℓ1, s2, ℓ2, s3, ℓ3). Our aim is to show that given the values of these invariants, we may solve for
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the unknowns xsℓm with 1 ≤ s ≤ S, 1 ≤ ℓ ≤ F, and −ℓ ≤ m ≤ ℓ, up to the group action by SO(3). Our
strategy is frequency-marching: solving first for the ℓ = 1 coefficients, then ℓ = 2 coefficients, so on.
To that end, consider the invariants I2(s1, s2, ℓ), where the frequency ℓ is fixed. Arranging these into
an S × S matrix gives the Gram matrix for the vectors {(xsℓm)m=−ℓ,...,ℓ | s = 1, . . . , S}, with respect to the
inner product corresponding to the anti-diagonal matrix Q with Qm,m′ = (−1)m if m = −m′. Noted in
[Kam80], the Gram matrix determines the vectors, concatenated into an S × (2ℓ + 1) matrix (xsℓm)s,m, up
to right multiplication by an element of the orthogonal group O(Q) = {A ∈ R(2ℓ+1)×(2ℓ+1) |AQAT = Q}.
To start frequency-marching, set ℓ = 1. A Cholesky factorization of the Gram matrix (I2(s1, s2, 1))s1,s2
retrieves (xs1m)s,m, up to an unknown 3 × 3 orthogonal matrix. But, fibers of the map x 7→ (I2(x), I3(x))
are SO(3)-sets (by construction). We pick out a unique representative per generic orbit by assuming the
missing 3 × 3 orthogonal matrix to be ±I3. Then, the missing sign is resolved by I3(s1, 1, s2, 1, s3, 1) (since
S ≥ 3). At this point, we have solved for the ℓ = 1 coefficients (xs1m)s,m and killed off SO(3) ambiguities,
using the invariants I2(s1, s1, 1). The rest of the algorithm just uses I3.
Let ℓ > 1. Assume for ℓ′ < ℓ the coefficients xsℓ′m are (generically) uniquely determined (xs1m fixed
as above), and that we have all of these coefficients. After forward-substituting xsℓ′m, the invariants{I3(s1, ℓ1, s2, ℓ2, s, ℓ) | s1, s2 ∈ [S] and ℓ1, ℓ2 < ℓ} (ℓ and s fixed) determine affine-linear equations in the
unknowns (xsℓm)m=−ℓ,...,ℓ. If this linear system has full column rank, its solution is unique, we can find
it by Gaussian elimination and march to ℓ + 1. Counting equations and unknowns, the system has 2ℓ + 1
unknowns and (removing redundancies in I3) the following number of linear equations:{(
ℓ
2 − 1
)(
ℓ
2
)
S2 +
(
ℓ
2
)(
S+1
2
)
, if ℓ is even(
ℓ−1
2
)2
S2 +
(
ℓ−1
2
)(
S
2
)
, if ℓ is odd.
When S ≥ 3, equations outnumber unknowns, so we might expect full column rank to hold generically. It
remains to prove this. It is sufficient to exhibit one instance x where full rank holds, since the system’s
coefficient matrix depends polynomially on {xsℓ′m}ℓ′,m (for ℓ′ < ℓ), so full rank is a Zariski-open condition.
Thus, our algorithm evaluates the system’s coefficient matrix at randomly chosen x, and computes the
resulting rank. If the rank (for each s) is full, the system is solved and frequency-marching proceeds.
Testing frequency-marching up to F = 15, we found cryo-ET achieves generic unique recovery at d = 3.
Conjecture B.1. For all F ≥ 1, S ≥ 3, homogeneous cryo-ET achieves generic unique recovery at d = 3.
C Symmetric molecules
C.1 The homogeneous case
Consider the homogeneous (projected) cryo-EM problem but suppose the molecule has known symmetries.
Specifically, let H be a subgroup of G = SO(3) and suppose we know that the molecule belongs to the
subspace V H = {θ ∈ V : h · θ = θ ∀h ∈ H}. Symmetries arise frequently in biology: nearly 40% of
molecules in the Protein Data Bank [BHN03] have rotational symmetries. We might expect symmetries to
make the cryo-EM problem easier because there are now fewer degrees of freedom to learn. On the other
hand, we might worry that they make the cryo-EM problem harder because symmetric molecules might not
be generic, i.e. V H might be contained in the measure-zero set of “bad” signals. In this section we will
explain how to adapt our techniques to the setting of symmetric molecules. In particular, we show how to
determine the number of moments required for list recovery of a generic element of V H . We also discuss
how to efficiently analyze heterogeneity, when each of the K signals are generic elements of V H .
Although the ideas here apply more generally, we will illustrate them by fixing the example H = Z/L.
In particular, fix L ≥ 2 and let H be generated by a rotation of 2π/L radians about the z-axis. In this case,
the subspace V H takes a particularly simple form: it is spanned by the spherical harmonic basis functions
Hℓm for which m ≡ 0 (mod L). This can be seem because a rotation of angle α about the z-axis acts on the
degree-ℓ complex spherical harmonics via the (diagonal) Wigner D-matrix (Dℓ(α))mm′ = 1m=m′ e
−imα.
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The inclusion map ι : V H → V induces the map φ : R[V ] → R[V H ] given by φ(f) = f ◦ ι. In other
words, φ takes a polynomial and plugs in zero for the variables corresponding to basis elements that are not
in V H . Let R˜[x]G = φ(R[V ]G) be our new invariant ring, and let U˜T≤d = φ(U
T
≤d) be the new set of invariants
we have access to.
Our goal is to show trdeg(U˜T≤d) = trdeg(R˜[x]
G); it then follows (as in Section 8.2) that for generic θ ∈ V H ,
the values {f(θ)}f∈U˜T
≤d
determine the values {f(θ)}f∈R˜[x]G up to finite ambiguity. By Theorem 4.4, this
means the SO(3)-orbit of θ is determined up to finite ambiguity, and so we have generic list recovery.
For intuition, note that we expect trdeg(R˜[x]G) = dim(V )− 1; this is because if we are given access to all
the SO(3) invariants then (because we’ve fixed the axis of Z/L-symmetry) we expect to be able to determine
θ ∈ V H up to a single degree of freedom, namely rotation by SO(2) around the axis of Z/L-symmetry.
Rigorously, this reasoning gives us trdeg(R˜[x]G) ≤ dim(V ) − 1. This is because otherwise, knowledge
of all invariants would (generically) determine a finite number of possible signals θ; but this is impossible
due to the SO(2) ambiguity. (In order to ensure that SO(2) ambiguity exists, we are assuming that the
number of frequencies F is at least L. Otherwise, the basis for V H only contains spherical harmonics
with m = 0, which are invariant under SO(2) action about the symmetry axis. If F < L then we expect
trdeg(R˜[x]G) = dim(V ).)
Therefore, to show generic list recovery at degree d, it is sufficient to verify via the Jacobian criterion (see
Section 4.2.2) that trdeg(U˜T≤d) = dim(V )−1 (or dim(V ) in the case F < L). As reported in Section 5.5.3, we
have carried this out on small examples and observed that cryo-EM with Z/L symmetry appears to require
degree 3 when F ≥ L, and degree 2 when F < L.
We note that it is a simple matter to rigorously prove degree 2 achieves list recovery, for F < L.
Following [Kam80], the projected degree-2 invariants P2(s1, s2,m) span the same subspace of polynomials
as the unprojected degree-2 invariants I2(s1, s2, ℓ). As mentioned above, F < L forces xsℓm = 0 unless
m = 0. This implies the Gram matrices
(I2(s1, s2, ℓ))s1,s2 (for ℓ fixed) are all rank-1, so that their Cholesky
factorizations, recovering (xsℓ0)s, are unique up to sign. Generic list recovery at d = 2 follows, with list size
2F (accounting for an ambiguous sign per ℓ ∈ {1, . . . , F}).
C.2 The heterogeneous case
We finish this section by pointing how to deal with symmetry on top of heterogeneity in cryo-EM. To fix
ideas, stick with H = Z/L and only consider F ≥ L. Suppose signals θ1, . . . , θK (as in Problem 2.3)
are generic in V H . Physically, we are assuming that each molecular conformation θi has the same known
symmetry group H . This assumption lets us invoke Proposition 4.15 and Theorem 4.27, and it commonly
holds in practice [MWJP65]. By Proposition 4.15, the transcendence degree for our problem’s invariant ring
is K · trdeg(R˜[x])+K − 1. As trdeg(R˜[x]) ≤ dim(V )− 1, to prove generic list recovery at degree d, it suffices
to check with the Jacobian criterion that the subspace of heterogeneous moments corresponding to U˜T≤d has
transcendence degree K · ( dim(V ) − 1)+K − 1. Then by Theorem 4.27, to see if generic de-mixing holds,
it suffices to check K · ( dim(V )− 1)+K − 1 < dim(U˜T≤d) and apply the Hessian test to K and U˜T≤d.
Testing small examples of heterogenous cryo-EM with cyclic symmetries and F ≥ L, we discovered that
results vary according to F > L or F = L. If F > L, we observed that generic list recovery and generic
moment de-mixing are possible at d = 3 up to critical K. Additionally, dim(U˜T≤3) = dim(U
T
≤3), so that
plugging in Conjecture A.1, we can predict the critical K. By contrast, if F = L, behavior is erratic and
generic list recovery appears to sometimes fail at d = 3 and critical K.
D Generic unique recovery for the regular representation
Let G be a finite group. Let V be the regular representation of G over R, i.e. V = R|G| with basis indexed
by the elements of G, and the action of G permutes the basis elements vg according to group multiplication:
h · vg = vhg. Note that for the cyclic group G = Z/p, this is precisely the MRA problem. As discussed in
Remark 5.1, it follows from [Kak09] that with this setup, generic unique recovery is possible at degree 3. We
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give two alternative proofs of this fact, as we believe the proof techniques are instructive. In Section D.1,
we restrict to the special case where G is abelian and use Galois theory to show that the invariant field is
generated at degree 3. In Section D.2 we use Jennrich’s algorithm for tensor decomposition to show that
generic unique recovery is not only possible, but achievable with an efficient algorithm.
D.1 Field generation via Galois theory
Theorem D.1. Let G be a finite abelian group and let V be the regular representation of G over R. Then
R(UT≤3) is equal to the field of fractions of R[x]
G.
Recall that the equality of the two fields above implies generic unique recovery at degree 3 by Corollary 4.25.
Generic unique recovery at degree 3 is actually true in the more general setting where V is the regular
representation over R of any finite group [Kak09]. The argument below can be seen as an algebraization of
the “frequency marching” method in [BBM+18].
Proof. It is sufficient to show C(UT≤3) = C(R[x]
G). Let p = |G| = dim(V ). The polynomial algebra on V
gets an action of G in the usual way and the degree-1 component is isomorphic to the regular representation.
Over C, the regular representation decomposes as a direct sum of all the characters χ(1), . . . , χ(p) of G
(each of which is a group homomorphism G→ C× = Cr {0}). (Here we have used the fact that G is finite
and abelian, and so its irreducible representations are 1-dimensional.)
Let Ĝ = {χ(1), . . . , χ(p)} be the set of characters. For each χ ∈ Ĝ let yχ ∈ C[V ] be the associated
eigenvector (in the degree-1 component of the polynomial algebra) so that g · yχ = χ(g)yχ for all g ∈ G.
Ĝ forms an abelian group (the character group or Pontryagin dual of G) under pointwise multiplication:
(χ1χ2)(g) = χ1(g)χ2(g).
Observe that for any χ ∈ Ĝ, yχyχ−1 is a degree-2 invariant, and for any χ1, χ2 ∈ Ĝ, yχ1yχ2y(χ1χ2)−1 is a
degree-3 invariant. For each χ ∈ Ĝ we have
ypχ
∏
χ′∈Ĝ
yχ′yχ′−1 =
∏
χ′∈Ĝ
yχyχ′y(χχ′)−1
and so ypχ lies in the field generated by the invariants of degree ≤ 3.
The field extension C(yχ(1) , . . . , yχ(p))/C(y
p
χ(1)
, . . . , yp
χ(p)
) is Galois with Galois group H = (Z/p)p; the
generator of the ith copy of Z/p acts by multiplying yχ(i) by a fixed primitive pth root of unity. (Recall that
the Galois group is the automorphisms of the larger field that fix the smaller field pointwise.)
By the fundamental theorem of Galois theory, intermediate extensions of the above Galois extension are
in bijection with subgroups of H . The correspondence maps a field to the group that fixes it (pointwise) and
maps a group to the field that it fixes. The field C(R[x]G) is an intermediate extension with corresponding
group G. The field C(UT≤3) is also an intermediate extension, and we will show that its corresponding group
is also G, thus proving C(UT≤3) = C(R[x]
G) as desired.
Clearly G fixes C(UT≤3) (since U
T
≤3 are invariants), so it remains to show that there are no other automor-
phisms of C(yχ(1) , . . . , yχ(p)) that fix U
T
≤3. Let φ ∈ H . As an element of (Z/p)p, we can write φ = (φ1, . . . , φp).
If χ = χ(i) we will also write φχ for φi. If φ fixes the degree-2 invariant yχyχ−1 , we must have φχ−1 = φ
−1
χ . If
φ also fixes the degree-3 invariant yχ1yχ2y(χ1χ2)−1 , we must have φχ1φχ2 = φ
−1
(χ1χ2)−1
= φχ1χ2 . In particular,
the map Ĝ → C× given by χ 7→ φχ is a group homomorphism. Thus, any φ fixing UT≤3 can be identified
with an element of the Pontryagin double dual
̂̂
G , which is isomorphic to G; in particular there are only p
such elements φ, which completes the proof.
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D.2 Unique recovery via tensor decomposition
The ideas in this section are inspired by prior work on MRA [PWB+17]. In the symmetric third-order tensor
decomposition problem, we are given a tensor of the form
T =
r∑
i=1
a⊗3i
and the goal is to recover the vectors a1, . . . , ar ∈ Rp (up to permutation). It is a classical result that if {ai}
are linearly independent then there exists a unique decomposition (i.e. a1, . . . , ar are uniquely determined
from T , up to permutation) and furthermore, it can be found in polynomial time using Jennrich’s algorithm
(see Chapter 3 of [Moi14]).
For an orbit recovery problem over a finite group (without heterogeneity or projection), the third-order
moment tensor is
T3(θ) = Eg[(g · θ)⊗3] = 1|G|
r∑
i=1
(gi · θ)⊗3
where |G| = r and G = {g1, . . . , gr}. Thus, if the vectors {gi · θ} are linearly independent, tensor decompo-
sition gives unique recovery of (the orbit of) θ. When V is the regular representation, we can show that this
is the case:
Theorem D.2. Let G be a finite group and let V be the regular representation of G over R. Then for a
generic signal θ, {g · θ}g∈G are linearly independent. Thus, generic unique recovery is possible at degree 3.
Proof. Let θ˜ ∈ V be arbitrary and let θ be a perturbed signal obtained from θ˜ by adding a small random
value η to the first coordinate, say η is uniform on [−ǫ, ǫ] for some ǫ > 0. For each i = 1, . . . , p, let gi be the
unique group element that permutes the coordinates of the regular representation V in such a way that index
1 maps to index i. LetM be the matrix with columns g1 ·θ, . . . , gp ·θ and let M˜ have columns g1 · θ˜, . . . , gp · θ˜.
We have M = M˜ + ηI. Our goal is to show that M is full rank. If this were not the case then there would
exist a vector v for which Mv = 0, i.e. M˜v = −ηv and so −η is an eigenvalue of M˜ . However, since M˜ has
a finite number of eigenvalues, this occurs with probability zero over the choice of η.
It follows from the above that for any θ˜, the neighborhood θ˜ + [−ǫ, ǫ]p contains only a measure zero set
of “bad” signals θ for which {g · θ}g∈G are not linearly independent. Thus the set of all “bad” θ ∈ V is
measure zero.
We expect that the above proof extends to other settings where G is finite and |G| ≤ dim(V ). Note,
however, that if |G| > dim(V ) then it is impossible for {g · θ}g∈G to be linearly independent. When
|G| > dim(V ), it may be possible to show generic unique recovery using results on uniqueness of overcomplete
tensor decomposition (e.g. [Kru77, Str83, Rho10, COV12]), but these do not yield an efficient algorithm for
performing the decomposition.
Remark D.3. In this section we have shown that given exact access to the third-order moment tensor,
Jennrich’s algorithm can be used to efficiently recover the signal. As in [PWB+17], a robust analysis of
Jennrich’s algorithm (based on [GVX14]) shows that Jennrich’s algorithm recovers a vector close to the
truth when given a noisy estimate of the moments.
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