Grid computing has emerged as a wide area distributed paradigm for solving the large-scale problems in science, engineering, etc., known as the family of eScience Grid-enabled applications. Computing efficiently a planning of incoming jobs to available machines in the Grid system is a main requirement for optimized system performance. One version of the problem is that of independent batch scheduling in which jobs are assumed independent and are scheduled in batches aiming to minimize the makespan and flowtime. Given the hardness of the problem, heuristics are used to find high quality solutions for practical purposes of designing efficient Grid schedulers. Recently, considerable efforts are done in implementing and evaluating not only stand alone heuristics and metaheuristics but also their hybridization into even higher level algorithms. In this paper we present a study on the performance of two popular algorithms for the problem, namely Genetic Algorithms (GAs) and Tabu Search (TS), and two hybridizations of them, namely, the GA(TS) and GA-TS which differ in the way the main control and cooperation among GA and TS are implemented. The hierarchic and simultaneous opti-
mization modes are considered for the bi-objective scheduling problem. The evaluation is done using different grid scenarios generated by a grid simulator. The computational results showed that the hybrid algorithms outperforms both the GA and TS for makespan parameter but not for the flowtime parameter.
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Introduction
Grid computing has emerged as a wide area distributed paradigm for solving the large-scale problems in science, engineering, etc., known as the family of eScience Grid-enabled applications (Constantini et al., 2010) as well for advanced services (Flahive et al., 2009) . Computational Grid involves the combination of many computing resources into a network for the execution of computational tasks. The resources are distributed across multiple organizations, administrative domains having their own access, usage policies and local schedulers. The tasks scheduling and the effective management of the resources in such systems are complex and therefore, demands sophisticated tools for analyzing the algorithms performances before applying them to the real systems (Taniar et al., 2007; Goel et al., 2005; Tanaka et al., 2008; Santos et al., 2008; Reinhard et al., 2008; Taniar et al., 2008) .
During the past three decades, meta-heuristics have been among most studied approaches to efficiently solve combinatorial optimization problems. Families of meta-heuristics such as local search methods, population-based methods and biologically inspired methods were developed for most computationally hard problems. More recently, attention has been shifted to the design and implementation of high level algorithms that combine heuristics methods. These algorithms, known as hybrid algorithms, or hybrid meta-heuristics for the case of meta-heuristics being hybridized, aim to explore the existing synergies among stand-alone heuristics methods in order to achieve even more efficient and robust algorithms. Based on this premise, many optimization frameworks have been proposed in the field.
One of the motivations for developing hybrid meta-heuristics is that of coping in practice with dynamic and large instances from real-world problems, that is, a clear practical relevance. In this context, we are interested to see how hybridization could help in efficiently solving the scheduling problem in Computational Grids. The problem is very complex due to the large-scale, heterogeneous and dynamic nature of Grid systems. Additionally, the problem can be formulated for different modes such as immediate and batch mode and is multi-objective in its general formulation.
Various classes of search algorithms can be considered for the purposes of hybridization, such as exact methods, simple heuristic methods (ad hoc methods) and meta-heuristics. Moreover, meta-heuristics themselves are classified into local search based methods, such as Simulated Annealing, Tabu Search, Variable Neighborhood Search, etc., population based methods such as Genetic Algorithms, Memetic Algorithms, etc., and other classes of nature inspired meta-heuristics such as Particle Swarm, Ant Colony Optimization, etc. Therefore, in principle, one has many choices to select and combine different heuristic methods either methods of the same type (e.g. local search methods) or methods of different types (e.g. population based methods with local search methods). Thus, as there are plenty of meta-heuristics methods, which of them coming with many variations, the questions that arise for hybridizations essentially are "how to hybridize? " and "where to hybridize"? The former questions refers how to select and combine the different methods, in some sense one needs to break the arbitrariness on how to select methods or modules for hybridization. The later refers to the fact that once we select the methods to be hybridized, where to introduce the combination, e.g. in terms of algorithm flow. Formalizing of hybridization approaches is rather difficult to embrace all kinds of hybridizations (Talbi, 2002; Jourdan et al., 2009) . For many, hybridization is seen as a way to solve real-world problems otherwise intractable with stand alone heuristic methods. Fortunately, the prototyping of hybrid metaheuristics has become easy due to the support of many libraries Alba et al. (2006) ; Cahon et al. (2004) ; Lau et al. (2004) proposed in the field.
Similarly as for other combinatorial optimization problems, many heuristic approaches have been proposed in the literature for the problem of Grid scheduling Abraham et al. (2000) ; Ritchie and Levine (2003) ; Xhafa (2007) ; ). The existing approaches include local search methods, population based methods, etc. Therefore, such heuristics methods are candidates for hybrid approaches.
In our previous works Xhafa et al. ( , 2011 we presented two hybrid algorithms, GA(TS) and GA-TS, for the problem of independent batch scheduling in Grid systems. In the former, the flow of the hybrid algorithm was that of a Genetic Algorithm (GA) in which Tabu Search (TS) was used to make locally improvements of new individuals of the population. In the later, the GA and TS were executed in a sequence-like manner, first the GA, next TS on the best output solution of GA. In both versions, the independent batch scheduling was formulated as a bi-objective optimization problem and the hierarchic optimization with makespan as primary objective and flowtime as secondary objective was considered.
In this work, we evaluate the GA(TS) and GA-TS hybrid algorithms for the bi-optimization model in which both makespan and flowtime are optimized simultaneously using a weighted sum of the objectives as a single objective function. The proposed algorithm has been experimentally evaluated using Grid simulator and the results are compared with the results achieved by both GAs and TS used as stand-alone heuristic schedulers. For the evaluation we have considered different sizes of the problem instance (number of tasks and number of machines in the Grid system). For the evaluation of results, we have used as well the results previously reported in Xhafa et al. ( , 2011 The rest of the paper is organized as follows. In Section 2, we briefly present the scheduling of independent tasks considered as a bi-objective optimization problem in this work. In Section 3, different types of hybridizations are presented. The GAs and TS for the problem as well as the GA-TS hybrid approach are given in Section 4. The experimental study and some computational results are given in Section 5. We conclude in Section 6 with some remarks and indications for future work.
Scheduling of independent tasks in computational grids
Computational Grids are parallel in nature. Remote users can connect to the Grid systems and independently submit tasks or applications to the system which should be scheduled for execution in Grid nodes. It is in this context where arises the independent task scheduling, in which there are no dependencies among the tasks. Within this context, depending on user requirements one can consider the immediate mode (tasks or applications are considered for allocation as soon as they enter the system) or batch mode (tasks or applications are grouped into batches and scheduled). The later case of batch mode frequently arises for the case of periodic submissions.
Independent batch scheduling
In this work we are interested in scheduling of independent tasks to grid resources. The formal definition of the problem is based on the definition of the Expected Time to Compute (ETC) matrix in which ET C[j][m] indicates an estimation of the completion of task j in resource m. In fact, one possible way to compute the entries ET C[j][m] is to divide the workload of task j by the computing capacity of resource m. Under the ETC matrix model, the scheduling problem specification is as follows:
• A number of independent tasks to be allocated to grid resources. Each task has to be processed entirely in a single resource and is not preempted (once started, a task runs until completion).
• A number of machines that are candidate to participate in the allocation of tasks.
• The workload (in millions of instructions) of each task.
• The computing capacity of each machine (in Mips).
• The ready times, denoted ready m , indicating when machine m will have finished the previously assigned tasks. This parameter measures the previous workload of a machine.
• The ET C matrix of size nb tasks × nb machines, where ET C[j][m] is the value of the expected time to compute of task j in machine m.
Optimization criteria
The quality of a schedule can be measured using several optimization criteria, such as minimizing the makespan (that is, the finishing time of the latest task), the flowtime (i.e., the sum of finalization times of all the tasks), the completion time of tasks in every machine (closely related to makespan), which formally can be defined as follows:
• makespan: min Si∈Sched {max j∈T asks F j } and,
• flowtime: min Si∈Sched { j∈T asks F j } , where F j denotes the time when task j finalizes and Sched is the set of all possible schedules. In this work we consider two types of optimization models, namely the hierarchic and simultaneous approach. In the former, we assume that the makespan is a privileged criterion and flowtime is the second less important scheduler performance measure. This hierarchy in the criteria importance is a basis for designing a hierarchical optimization algorithm, in which the makespan's values cannot be worsened when optimizing the flowtime. In the simultaneous approach, both objectives are optimized simultaneously in a weighted sum objective function: min λ · makespan + (1 − λ) · mean f lowtime, for λ = 0.75.
Batch mode scheduling
Processing tasks that arrive to Grid systems in batch mode is one of the most common scenarios in Grid systems. It arises due to the independent submissions of tasks by many user geographically distributed. The problem also arises in massive processing where tasks spawned by an application do not have dependencies among them. The batch Grid scheduling essentially includes the phases below, and are shown in Fig. 1. 1. Gather the information on available resources (machine pool) 2. Gather the information on pending jobs (job pool) 3. Make a batch and compute a planning for that batch 4. Allocate jobs 5. Monitor job execution (failed jobs are re-scheduled again, entering pool job).
Job Pool

Machine Pool
Failed jobs (re-schedule)
Planning of a Batch of Jobs Figure 1 Batch scheduling.
Dealing with dynamic nature of Grid systems. One important requirements in Grid systems is to address the dynamics of the systems, such as machine failure, task failure, etc., due to which, depending on scheduling policy, tasks must be migrated to other nodes on the system or should be re-scheduled. Batch scheduling has the limitation that tasks are not scheduled for processing as soon as they enter the system. However, we cope with the dynamics of Grid system by using batch processing in very short intervals of time. That is, we keep the time among two successive batches very small (e.g. less than 100 seconds) so that changes in the system are unlikely to happen in such short time. On the other hand, using the batch processing has the advantage that an optimized planning of tasks to machines can be computed as compared to immediate mode processing.
3 Hybridization of meta-heuristics 3.1 How to hybridize, where to hybridize?
One main issue in designing hybrid algorithms is the high degree of arbitrariness, that is, the many ways one can choose to combine different resolution methods. Said in other words, the questions are how to hybridize, where to hybridize? The how refers to the way we "modify"/"combine" some parts of a meta-heuristics by using other meta-heuristics resulting in a new control flow. The where refers to the fact that hybridization can take place at different phases of the meta-heuristics, starting with the computation of the initial solutions up to the modification of some procedures of the original heuristic method by using procedures of other heuristic methods. For instance, such procedures are neighborhood exploration or genetic operators.
Let us consider for example a Genetic Algorithm. How to hybridize with local search methods? We could use the GA as a main algorithm and call local search methods along the flow. Where to hybridize? Local search methods can be used at different places along the GA flow: to generate some of the individuals of the first population and thus introduce more diversity among individuals, to implement some genetic operators (e.g. mutation), improving offsprings by local search, etc.
Hybridization "recipe"
In order to design a hybrid algorithm one essentially needs to specify the information below:
1. Number of methods to hybridize; 2. Methods to hybridize;
3. Level of hybridization.
The first refers to the number of methods to hybridize. In principle, there is no limitations on how many heuristics should be hybridized, however, most proposed approaches in literature consider two-three heuristics. Then, one has to provide the concrete methods to hybridize by choosing from the available heuristics for the problem (exact, local search, population-based, etc.) Finally, and most importantly, one has to design the flow of the new hybrid algorithm. For this, the crucial point is the level of hybridization, which refers to the degree of coupling between the meta-heuristics, the execution sequence and the control strategy.
Level of hybridization
The level of hybridization expresses the dependencies among the flows of the considered heuristics. High level hybrid heuristics are loosely coupled and low level hybrid heuristics are strongly coupled, as described next.
In the Loosely coupled case the hybridized meta-heuristics preserve their identity, namely, their flow is fully used in the hybridization. This case is also referred to as high level of hybridization and can be seen as a chain of meta-heuristics executions M H 1 → M H 2 → · · · → M H k which can be further looped a certain number of iterations or until a stopping condition is met. The meaning is that first we run M H 1 ; the output solution is passed on to M H 2 and so on. The best found solution by M H k is the final solution. In this case, the notation M H 1 + M H 2 + · · · + M H k is used (in our case GA-TS).
In Strongly coupled hybridization the combined meta-heuristics interchange their inner procedures, resulting in a low level of hybridization. The level of hybridization expresses the degree of interaction among the meta-heuristic components in the hybrid structure. In this case, usually one of the heuristics is the main algorithm, which during its flow calls other heuristics procedures. For instance, we can run GA and then additionally to crossover and mutation, we can apply TS for improving the newly generated solutions. The notation M H 1 (M H 2 ) is used in this case to express that M H 1 is the main algorithm and M H 2 is subordinated to that (GA(TS), in our case).
Execution sequence. The execution sequence refers to the computing medium, being sequential or distributed. In the sequential case the meta-heuristics flows are run sequentially while in parallel setting the meta-heuristics flows are run in parallel in a networked computing environment.
Control strategy The control strategy refers to a flow implemented by the hybrid meta-heuristic. The control can be • Coercive: the main flow is that of one of the meta-heuristics, the other metaheuristics flow is subordinated to the main flow. It should be noted that in this case, the implementation of the heuristics requires fine grain implementation of the search procedures in a way that it's easy to get the state of the search at any time along the search process.
• Cooperative: the meta-heuristics explore the solution space cooperatively (eventually, they can explore different parts of the solution space.)
4 Hybridization of GA and TS algorithms
The GA(TS) hybrid algorithm
For the design of our hybrid approach we consider two well-known meta-heuristics: Genetic Algorithms (GAs) and Tabu Search (TS). Both GAs and TS have been developed for the independent task scheduling in and in sequential setting. We have considered the Steady-State GA in this work. The choice of these two meta-heuristics is based on the following observations. First, grid schedulers should be very fast in order to adapt to dynamic nature of computational grids. Therefore, a fast convergence of the main algorithm is preferable in this case, which can be achieved through a good trade-off between exploration and exploitation of the search. Second, in order to achieve high quality planning in a very short time, it is suggestive to combine the exploration of the solution space by a population of individuals with the exploitation of neighbourhoods of solutions through local search. In such case, GAs and TS are among the best representatives of population based and local search methods, respectively.
We are thus considering the case of hybridization of two meta-heuristics running in sequential environment. We have considered a low level hybridization and the coercive control strategy. Roughly, our hybrid algorithm runs the GA as the main algorithm and calls TS to improve individuals of the population.
The hybridization scheme is shown in Figure 2 . It should be noted that in the hybridization scheme in Figure 2 , instead of replacing the mutation procedure of GAs by the TS procedure, we have added a new function to the GA Population class (namely apply TabuSearch) for applying the TS. This new function could be applied to any individual of the current population, however, this is computationally costly. In our case, given that we want to run the Grid scheduler in short times, the apply TabuSearch is applied with small probability a . In fact, this parameter can well be used to tune the convergence of the GA since TS usually provides substantial improvements to individuals.
Figure 2
The hybrid GA(TS) scheme.
The GA-TS hybrid approach
The specification of the hybridization for GA-TS is as follows:
• Two meta-heuristics are hybridized.
• The selected methods are GA and TS.
• The hybridization is loosely coupled, in the sequence GA is the first heuristic to run and TS is the second one.
• The implementation is for sequential setting environments.
The hybridization scheme is shown in Figure 3 . The hybrid GA-TS scheme.
In the hybridization scheme in Fig. 3 , initially, we generate a few individuals using ad hoc methods aiming to achieve and keep diversity of population in GA. Then, GA is activated, which outputs a best solution S * upon meeting a stopping condition. The best solution S * is then passed on to the TS algorithm in input (as starting solution). The hybridization scheme can iterate the sequence GA→TS an a priori number of times or until a stopping criteria is met. It should be also noted that the stopping condition for each heuristic needs not to be the same. For instance, in GA the stopping condition could be number of generations while in TS could be a maximum execution search time.
We shortly present next both the GA and TS meta-heuristics for independent task scheduling in computational grids (refer to and for details.)
GAs for the scheduling problem in Grids
We have implemented the Steady State version of GAs for the purpose of this work. In Steady State GAs, a few good individuals of population are selected and crossed. Then, the worst individuals of the population are replaced by the newly generated descendants; the rest of the individuals of the population survive and pass to the next generation (see Alg. 1).
Algorithm 1 Genetic Algorithm template
Generate the initial population P 0 of size µ; Evaluate P 0 ; while not termination-condition do Select the parental pool T t of size λ; T t := Select(P t ); Perform crossover procedure on pairs of individuals in T t with probability pc; P t c := Cross(T t ); Perform mutation procedure on individuals in P t c with probability pm; P t m := M utate(P t c ); Evaluate P t m ; Create a new population P t+1 of size µ from individuals in P t and/or P t m ; P t+1 := Replace(P t ; P t m ) t := t + 1; end while return Best found individual as solution;
The genetic operators and methods used in the implementation are as follows:
• Initialization methods are MCT and LJFR-SJFR implemented in ;
• Selection operator : Linear ranking;
• Crossover operator : Cycle Crossover (CX);
• Mutation operator : Mutate Rebalancing;
The values for the rest of parameters are given in Section 5.
Tabu Search for the scheduling problem in Grids
Tabu Search (TS) has shown its effectiveness in a broad range of combinatorial optimization problems and distinguishes for its flexibility in exploiting domain/problem knowledge (see Alg. 2).
The main procedures used in TS are summarized next:
• Initial solution is found using Min-Min method .
• Historical memory: Both short and long term memories have been used in TS algorithm. For the recency memory, a matrix T L (nb tasks × nb machines) is used to maintain the tabu status. In addition, a tabu hash table (T H) is maintained in order to further filter the tabu solutions.
• Movement: Two types of movement are used, namely, transfer (moves a task from a machine to another one, appropriately chosen) and swap (two tasks assigned to two different machines are swapped). The neighborhood exploration is done using a steepest descent -mildest ascent method. • Aspiration criteria: Several aspiration criteria are used to remove the tabu status of movements. They are defined using the fitness of solutions as well as information from recency matrix.
• Intensification: Implemented using elite solutions;
• Soft Diversification: Implemented using penalties to ETC values, task distribution and task freezing.
• Strong Diversification: Implemented using large perturbations of solutions.
The concrete values for the parameters of TS are given in Section 5.
Experimental study
We have used the HyperSim-G simulator (see Fig. 4 ), a Grid simulator , to evaluate our GA-TS hybrid algorithm. HyperSim-G extends Hyper-Sim simulation package, an open source, general-purpose discrete event simulation library developed in C++.
Simulation environment setting
For the evaluation of the GA-TS hybrid algorithm we used the HyperSim-G Grid simulator . We considered three Grid scenarios: small, medium and large sizes with 32 hosts / 521 machines, 64 hosts / 1024 machines,
Figure 4
General Flowchart of HyperSim-G Simulator.
and 128 hosts / 2048 machines respectively. We also consider static and dynamic grid environments, as explained next.
Simulator's configuration for the static case In the static grid the number of tasks and machines are kept constant during the execution of the simulator. It is thus assumed that the system starts with a certain number of tasks and machines and that there are no machine drops from the system. The configuration of simulator is defined by parameters presented in Table 1 . 
Host selection All
Task selection All
Local policy SPTF
Number of runs 30
Simulator's configuration for the dynamic case In the dynamic case the numbers of tasks and machines can vary over time according to the probability distributions specified in the simulator. More precisely, one the one hand new tasks can enter the system, and on the other, machines can leave the Grid system, which provokes the tasks assigned to those machines to be re-scheduled. The configuration of simulator is presented in Table 2 .
Parameter setting of GA and TS algorithms
For the GA algorithm we have used the parameter values given in Table 3 and for TS those given in Table 4 .
Static case: Computational results and evaluation
The simulator is run 30 times for each scenario and computational results for makespan and flowtime are averaged. Standard deviation (at 95% confidence inter- Parameter Value evolution steps 20 * nb tasks population size 4 * (log 2 (nb tasks) − 1) intermediate population size (population size)/3 cross probability 1.0 mutation probability 0.4 Table 4 Parameter values of TS.
Parameter
Value number of iterations nb tasks * nb machines max. tabu status 1.5 * nb machnies number of repetitions before activating intensification/ 4 * ln(nb tasks) * diversification ln(nb machines) number of iterations per intensification/diversification log 2 (nb tasks) number of iterations max tabu status/2− for aspiration criteria − log 2 (max tabu status) val) is also reported. The results for makespan and flowtime are given in Tables 5  and 6 , for GA, TS, GA(TS) and GA-TS in both hierarchic and simultaneous optimization mode. As can be seen from Table 7 , for makespan value the GA(TS) algorithm (in its simultaneous version) performed better than GA, TS and GA-TS for all but large size instances. On the other hand, from Table 8 , we can see that TS (in its simultaneous version) performed better than all other methods for flowtime value.
Conclusions and future work
In this paper we have presented an evaluation of two hybrid algorithms, namely GA(TS) and GA-TS, for the problem of independent batch scheduling in Grid systems under hierarchic and simultaneous optimization models. In the GA(TS), the flow of the hybrid algorithm was that of a Genetic Algorithm (GA) in which Tabu Search (TS) was used to make locally improvements of new individuals of the population. In GA-TS, the GA and TS were executed in a sequence-like manner, first the GA, next TS on the best output solution of GA. In both versions, the independent batch scheduling was formulated as a bi-objective optimization problem and the hierarchic optimization mode, with makespan as primary objective and flowtime as secondary objective, and simultaneous optimization using a weighted sum of the objectives as a single objective function, were considered. The proposed algorithms have been experimentally evaluated using Grid simulator and the results are compared with the results achieved by both GA and TS as stand-alone heuristic schedulers. For the evaluation we have considered different sizes of the problem instance (number of tasks and number of machines in the Grid system). The experimental study showed that hybrid versions performed best for the optimization of the makespan while stand alone versions of meta-heuristics performed better for the flowtime.
In our future work we plan to implement multi-objective versions of metaheuristics such as Multi-Objective GAs (MOGAs), to compute the Pareto front, which would serve as a basis for a decision taking during the scheduling phase in Grid systems.
