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Abstract
This note is devoted to preconditioning strategies for non-Hermitian multilevel block Toeplitz linear
systems associated with a multivariate Lebesgue integrable matrix-valued symbol. In particular, we consider
special preconditioned matrices, where the preconditioner has a band multilevel block Toeplitz structure,
and we complement known results on the localization of the spectrum with global distribution results for the
eigenvalues of the preconditioned matrices. In this respect, our main result is as follows. Let Ik := (−pi, pi)
k,
letMs be the linear space of complex s×s matrices, and let f, g : Ik →Ms be functions whose components
fij , gij : Ik → C, i, j = 1, . . . , s, belong to L
∞. Consider the matrices T−1n (g)Tn(f), where n := (n1, . . . , nk)
varies in Nk and Tn(f), Tn(g) are the multilevel block Toeplitz matrices of size n1 · · ·nks generated by f, g.
Then {T−1n (g)Tn(f)}n∈Nk ∼λ g
−1f , i.e. the family of matrices {T−1n (g)Tn(f)}n∈Nk has a global (asymptotic)
spectral distribution described by the function g−1f , provided g possesses certain properties (which ensure in
particular the invertibility of T−1n (g) for all n) and the following topological conditions are met: the essential
range of g−1f , defined as the union of the essential ranges of the eigenvalue functions λj(g
−1f), j = 1, . . . , s,
does not disconnect the complex plane and has empty interior. This result generalizes the one obtained by
Donatelli, Neytcheva, Serra-Capizzano in a previous work, concerning the non-preconditioned case g = 1.
The last part of this note is devoted to numerical experiments, which confirm the theoretical analysis and
suggest the choice of optimal GMRES preconditioning techniques to be used for the considered linear systems.
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1 Introduction
LetMs be the linear space of the complex s×s matrices. We say that a function f : G→Ms, defined on some
measurable set G ⊆ Rk, is in Lp(G)/measurable/continuous, if its components fij : G → C, i, j = 1, . . . , s,
are in Lp(G)/measurable/continuous. Moreover, we denote by Ik the k-cube (−π, π)k and, for 1 ≤ p ≤ ∞, we
define Lp(k, s) as the linear space of k-variate functions f : Ik →Ms belonging to Lp(Ik).
Now fix f ∈ L1(k, s). The Fourier coefficients of f are defined as
f̂j :=
1
(2π)k
∫
Ik
f(x)e−i〈j,x〉dx ∈Ms, j ∈ Zk, (1)
where i2 = −1, 〈j, x〉 = ∑kt=1 jtxt, and the integrals in (1) are done componentwise. Starting from the
coefficients f̂j , we can construct the family of k-level (block) Toeplitz matrices generated by f . More in detail,
if n := (n1, . . . , nk) is a multi-index in N
k, let n̂ :=
∏k
i=1 ni. Then the n-th Toeplitz matrix associated with f
is the matrix of order sn̂ given by
Tn(f) =
∑
|j1|<n1
· · ·
∑
|jk|<nk
[
J (j1)n1 ⊗ · · · ⊗ J (jk)nk
]
⊗ f̂(j1,...,jk), (2)
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where ⊗ denotes the (Kronecker) tensor product, while J (l)t is the matrix of order t whose (i, j) entry equals 1
if i− j = l and equals zero otherwise: the reader is referred to [36] for more details on multilevel block Toeplitz
matrices. {Tn(f)}n∈Nk is called the family of Toeplitz matrices generated by f , which in turn is called the
symbol (or the generating function) of {Tn(f)}n∈Nk .
The problem considered in this paper is the numerical solution of a linear system with coefficient matrix
Tn(f), where f ∈ L1(k, s) and n is a multi-index in Nk with large components n1, . . . , nk. Such type of
linear systems arise in important applications such as Markov chains [11, 19] (with k = 1 and s > 1), in the
reconstruction of signals with missing data [12] (with k = 1 and s = 2), in the inpainting problem [6] (with
k = 2 and s = 2), and of course in the numerical approximation of constant coefficient r × r systems of PDEs
over d-dimensional domains [1] (with k = d and s = r). We are interested in preconditioning Tn(f) by Tn(g),
where g is a trigonometric polynomial so that Tn(g) is banded and the related linear systems are easily solvable:
this is called band Toeplitz preconditioning. In connection with Krylov methods, other popular preconditioners
can be chosen in appropriate algebras of matrices with fast transforms: we refer to circulants, trigonometric
and Hartley algebras, wavelet algebras, etc. Unfortunately, general results in [33, 34, 28, 20] tell us that the
performances of such preconditioners deteriorate when k increases and optimal methods can be obtained only
for k = 1. For optimal methods we mean methods such that the complexity of solving the given linear system
is proportional to the cost of matrix-vector multiplication, see [3] for a precise notion in the context of iterative
methods. Concerning the band Toeplitz preconditioning, we emphasize that the technique has been explored for
k ≥ 1 and s = 1 in [7, 13, 22, 10, 23], even in the (asymptotically) ill-conditioned case characterized by zeros of
the symbol, but with a specific focus on the positive definite case. Specific attempts in the non-Hermitian case
can be found in [8, 16]. Further results concerning genuine block Toeplitz structures with s > 1 are considered
in [24, 26], but again for Hermitian positive definite matrix-valued symbols. In this note, the attention is
concentrated on the non-Hermitian case with general k, s ≥ 1 and, more specifically, we are interested in the
following three items.
• Localization results for all the eigenvalues of T−1n (g)Tn(f): the results can be found in [16] for f, g ∈
L1(k, s) in the case where g is a sectorial function, which implies in particular that each Tn(g) is invertible
(see Definition 2 for the definition of sectorial function);
• Spectral distribution results for the family of matrices (matrix-family) {T−1n (g)Tn(f)}n∈Nk : this is our
original contribution and it represents a generalization of [14, Theorem 1.2], where g is assumed to be
identically equal to 1. We recall that general results on the distribution of the singular values of families
such as {T−1n (g)Tn(f)}n∈Nk are known in the wide context of Generalized Locally Toeplitz sequences, see
[30] and references therein;
• A wide set of numerical experiments concerning the eigenvalue localization and the clustering properties
of the matrix T−1n (g)Tn(f), and regarding the effectiveness of the preconditioned GMRES, with precon-
ditioning strategies chosen according to the theoretical indications given in the first two items.
The paper is organized as follows. Section 2 introduces the notions of weakly sectorial and sectorial function
and deals with the localization results for the eigenvalues of T−1n (g)Tn(f) in the case where g is sectorial.
Section 3 contains our main result (Theorem 5) concerning the asymptotic spectral distribution of the matrix-
family {T−1n (g)Tn(f)}n∈Nk . Finally, Section 4 is devoted to numerical experiments which take advantage of the
theoretical results in order to devise suitable GMRES preconditioners for linear systems with coefficient matrix
Tn(f), f ∈ L∞(k, s).
Before starting with our study, let us fix the multi-index notation that will be extensively used throughout
this paper. A multi-index m ∈ Zk, also called a k-index, is simply a vector in Zk and its components are
denoted by m1, . . . ,mk. Standard operations defined for vectors in C
k, such as addition, subtraction and scalar
multiplication, are also defined for k-indices. We will use the letter e for the vector of all ones, whose size will
be clear from the context. If m is a k-index, we set m̂ :=
∏k
i=1mi and we write m → ∞ to indicate that
minimi → ∞. Inequalities involving multi-indices are always understood in the componentwise sense. For
instance, given h,m ∈ Zk, the inequality h ≤ m means that hl ≤ ml for all l = 1, . . . , k. If h,m ∈ Zk and
h ≤ m, the multi-index range h, . . . ,m is the set {j ∈ Zk : h ≤ j ≤ m}. We assume for the multi-index range
h, . . . ,m the standard lexicographic ordering:[
. . .
[
[ (j1, . . . , jk) ]jk=hk,...,mk
]
jk−1=hk−1,...,mk−1
. . .
]
j1=h1,...,m1
. (3)
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For instance, if k = 2 then the ordering is
(h1, h2), (h1, h2 +1), . . . , (h1, m2), (h1 + 1, h2), (h1 + 1, h2 +1), . . . , (h1 + 1, m2), . . . . . . , (m1, h2), (m1, h2 + 1), . . . , (m1,m2).
When a multi-index j varies over a multi-index range h, . . . ,m (this may be written as j = h, . . . ,m), it is always
understood that j varies from h to m according to the lexicographic ordering (3). For instance, if m ∈ Nk and
if y = [yi]
m
i=e, then y is a vector of size m1 · · ·mk whose components yi, i = e, . . . ,m, are ordered in accordance
with the ordering (3) for the multi-index range e, . . . ,m. Similarly, if Y = [yij ]
m
i,j=e, then Y is a matrix of
size m1 · · ·mk whose components are indexed by two multi-indices i, j, both varying over the multi-index range
e, . . . ,m in accordance with (3). To conclude, we point out that the multilevel block Toeplitz matrix Tn(f)
displayed in (2) can be expressed in multi-index notation as
Tn(f) = [f̂i−j ]
n
i,j=e. (4)
2 Localization results for the eigenvalues of T−1n (g)Tn(f)
Let us recall in this section important localization results taken from [32, 16]. We first introduce the notions of
essential range ER(f) and essential numerical range ENR(f) of a matrix-valued function f . In the following,
for any X ⊆ C, Coh[X ] is the convex hull of X and d(X, z) is the (Euclidean) distance of X from the point
z ∈ C. We denote by ‖ · ‖ the spectral (Euclidean) norm of both vectors and matrices. If r ∈ C and ǫ > 0,
D(r, ǫ) is the disk in the complex plane centered at r with radius ǫ. Recall that, if h : G→ C is a complex-valued
measurable function, defined on some measurable set G ⊆ Rk, the essential range of h, ER(h), is defined as the
set of points r ∈ C such that, for every ǫ > 0, the measure of h−1(D(r, ǫ)) := {t ∈ G : h(t) ∈ D(r, ǫ)} is positive.
In symbols,
ER(h) := {r ∈ C : ∀ǫ > 0, mk{t ∈ G : h(t) ∈ D(r, ǫ)} > 0},
wheremk is the Lebesgue measure in R
k. Note that ER(h) is always closed (the complement is open). Moreover,
it can be shown that h(t) ∈ ER(h) for almost every t ∈ G, i.e., h ∈ ER(h) a.e.
Definition 1. Given a measurable matrix-valued function f : G → Ms, defined on some measurable set
G ⊆ Rk,
• the essential range of f , ER(f), is the union of the essential ranges of the eigenvalue functions λj(f) :
G→ C, j = 1, . . . , s, that is ER(f) := ⋃sj=1 ER(λj(f));
• the essential numerical range of f , ENR(f), is the set of points r ∈ C such that, for every ǫ > 0, the
measure of {t ∈ G : ∃v ∈ Cs with ‖v‖ = 1 such that v∗f(t)v ∈ D(r, ǫ)} is positive. In symbols,
ENR(f) := {r ∈ C : ∀ǫ > 0, mk{t ∈ G : ∃v ∈ Cs with ‖v‖ = 1 such that v∗f(t)v ∈ D(r, ǫ)} > 0}.
Note that ER(f) is closed, being the union of a finite number of closed sets. ENR(f) is also closed,
because its complement is open. Moreover, it can be proved that, for a.e. t ∈ G, the following property holds:
v∗f(t)v ∈ ENR(f) for all v ∈ Cs with ‖v‖ = 1. In other words, v∗fv ∈ ENR(f) for all v ∈ Cs with ‖v‖ = 1,
a.e. In addition, it can be shown that ENR(f) ⊇ ER(f). In the case s = 1, we have ENR(f) = ER(f).
Now we turn to the definition of sectorial function. Given a straight line z in the complex plane, let H1
and H2 be the two open half-planes such that C is the disjoint union H1
⋃
z
⋃
H2; we call H1 and H2 the open
half-planes determined by z. Moreover, we denote by ω(z) ∈ C the rotation number (of modulus 1) such that
ω(z) · z = {w ∈ C : Re(w) = d(z, 0)}.
Definition 2. A function f ∈ L1(k, s) is weakly sectorial if there exists a straight line z in the complex plane with
the following property: one of the two open half-planes determined by z, say H1, is such that ENR(f)
⋂
H1 = ∅
and 0 ∈ H1
⋃
z. Whenever f ∈ L1(k, s) is weakly sectorial, every straight line z with the previous property is
called a separating line for ENR(f). A function f ∈ L1(k, s) is sectorial if it is weakly sectorial and there exists
a separating line z such that the minimal eigenvalue of ω(z)f(x) + ω(z)f∗(x) is not a.e. equal to d(z, 0).
The following Lemma provides simple conditions that ensure a given function f ∈ L1(k, s) to be weakly
sectorial or sectorial. We do not prove this Lemma, because it is beyond the purpose of this paper. We limit
to say that the proof can be obtained using the following topological properties of convex sets: the separability
properties provided by the geometric forms of the Hanh-Banach theorem, see [5, Theorems 1.6 and 1.7]; the
result stating that, for any convex set C, the closure C and the interior Int(C) are convex, and Int(C) = C
whenever Int(C) is nonempty, see e.g. [5, Exercise 1.7].
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Lemma 1. Let f ∈ L1(k, s).
• f is weakly sectorial if and only if 0 /∈ Int(Coh[ENR(f)]).
• If 0 /∈ Coh[ENR(f)] then f is sectorial. Equivalently, if d(Coh[ENR(f)], 0) > 0 then f is sectorial.
Theorem 1. [32] Let f ∈ L1(k, s) and let d := d(Coh[ENR(f)], 0).
• Suppose f is weakly sectorial. Then supz∈S d(z, 0) = maxz∈S d(z, 0) = d, where S is the set of all
separating lines for ENR(f). Moreover, σ ≥ d for all singular values σ of Tn(f) and for all n ∈ Nk.
• Suppose f is sectorial and let z be a separating line for ENR(f) such that the minimal eigenvalue of
ω(z)f(x) + ω(z)f∗(x) is not a.e. equal to d(z, 0). Then σ > d(z, 0) for all singular values σ of Tn(f) and
for all n ∈ Nk.
In particular, if f is sectorial then all the matrices Tn(f), n ∈ Nk, are invertible.
We remark that, if f ∈ L1(k, s) and if f˜(x) is similar to f(x) via a constant transformation C (independent
of x), that is f(x) = Cf˜(x)C−1 a.e., then f˜ ∈ L1(k, s) and Tn(f˜) = (In̂⊗C)−1Tn(f)(In̂ ⊗C) for all n ∈ Nk (In̂
is the identity matrix of order n̂). This result follows from the definitions of Tn(f˜), Tn(f), see (2), and from the
properties of the tensor product of matrices.
Theorem 2. [16] Suppose f, g ∈ L1(k, s) with g sectorial, and let R(f, g) := {λ ∈ C : f − λg is sectorial}.
Then, for any n, the eigenvalues of T−1n (g)Tn(f) belong to [R(f, g)]
c, i.e. to the complementary set of R(f, g).
In addition, if f˜(x) is similar to f(x) via a constant transformation and if g˜ is similar to g via the same
constant transformation, then T−1n (g)Tn(f) is similar to T
−1
n (g˜)Tn(f˜) by the above discussion and therefore, for
any n, the eigenvalues of T−1n (g)Tn(f) belong to [R(f˜ , g˜)]
c as well. As a consequence, if F denotes the set of
all pairs (f˜ , g˜) satisfying the previous assumptions, then, for any n, the eigenvalues of T−1n (g)Tn(f) belong to⋂
(f˜ ,g˜)∈F [R(f˜ , g˜)]
c.
Except for the study of preconditioning strategies associated with the (preconditioned) normal equations
(see e.g. [9]), whose related numerical results are rarely satisfactory in the ill-conditioned case, there are
no specialized preconditioning techniques for non-Hermitian multilevel block Toeplitz matrices. Theorem 2
(straightforward block extension of a theorem taken from [32]) is, to our knowledge, the first tool for devising
spectrally equivalent preconditioners in the non-Hermitian multilevel block case. We notice that in the Hermitian
case there exists a wide choice of different versions of Theorem 2 (see e.g. [26]). This is the first version for the
non-Hermitian block case that could be used in connection with the preconditioning.
Example 1. For the sake of simplicity, set s = 2, j ≥ e (we recall that e is the vector of all ones), and consider,
for k = 1, 2 and x ∈ Ik, the following matrix-valued functions:
f(x) = Q(x)
( (
1− ei〈j,x〉)ϕ1(x) 0
0 ϕ2(x)
)
Q−1(x),
g(x) = Q(x)
(
1− ei〈j,x〉 0
0 1
)
Q−1(x),
where ϕi(x), i = 1, 2, are real-valued and inf ϕi = ri > 0, supϕi = Ri <∞. In this case, if ϕi(x), i = 1, 2, and
Q(x) satisfy certain properties, the set [R(f, g)]c is bounded away from zero and infinity and its intersection
with real line is an interval of the form (r, R), with r, R > 0. Therefore, Tn(g) is an optimal preconditioner (see
[21]) for Tn(f). We can use this (optimal) preconditioner in connection with classical iterative solvers like the
Gauss-Seidel method or with methods like the GMRES [21], whose convergence speed is strongly dependent on
the localization and distribution of the eigenvalues [18]. Note that, when the matrix Q does not depend on x,
Tn(g) = (In̂ ⊗Q)Tn(B)(In̂ ⊗Q−1), with B(x) :=
(
1− ei〈j,x〉 0
0 1
)
.
In this case, the solution of a linear system associated with Tn(g) can be reduced to the solution of a linear
system associated with Tn(B) and, since Tn(B) is a band lower triangular matrix, the corresponding banded
linear systems can be optimally solved (both in the univariate and multivariate settings) by using a direct
elimination. If B is a more general weakly sectorial trigonometric polynomial, then Tn(B) is just banded and,
at least in the univariate context, we recall that we can apply specialized versions of the Gaussian Elimination
maintaining an optimal linear cost.
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Theorem 2 is rather powerful but its assumptions do not seem easy to check. More precisely, a set of
important problems to be considered for the practical use of Theorem 2 is the following: (a) given f regular
enough, give conditions such that there exists a polynomial g for which the assumptions of Theorem 2 are
satisfied; (b) let us suppose that f satisfies the conditions of the first item; give a constructive way (an
algorithm) for defining such a polynomial g. Due to the difficulty of addressing these problems, a different
approach can be adopted for devising suitable preconditioners Tn(g) for Tn(f). More precisely, instead of
looking for a precise spectral localization of T−1n (g)Tn(f), we just analyze the global asymptotic behavior of
the spectrum of T−1n (g)Tn(f) as n → ∞. As we shall see through numerical experiments in Section 4, the
knowledge of the asymptotic spectral distribution of {T−1n (g)Tn(f)}n∈Nk can indeed be useful as a guide for
designing appropriate preconditioners Tn(g) for Tn(f).
3 Spectral distribution results for {T−1n (g)Tn(f)}n∈Nk
We begin with the definition of spectral distribution and clustering, in the sense of eigenvalues and singular
values, of a sequence of matrices (matrix-sequence), and we define the area of K, in the case where K is
a compact subset of C. Then, we present the main tool, taken from [14], for proving our main result, i.e.
Theorem 5, which provides the asymptotic spectral distribution of preconditioned multilevel block Toeplitz
matrices. Finally, Theorem 5 is stated and proved.
Before starting, let us introduce some notation. We denote by C0(C) and C0(R+0 ) the set of continuous
functions with bounded support defined over C and R+0 = [0,∞), respectively. Given a function F and given a
matrix A of order m, with eigenvalues λj(A), j = 1, . . . ,m, and singular values σj(A), j = 1, . . . ,m, we set
Σλ(F,A) :=
1
m
m∑
j=1
F (λj(A)), Σσ(F,A) :=
1
m
m∑
j=1
F (σj(A)).
Moreover, tr(A) is the trace of A.
Definition 3. Let f : G → Ms be a measurable function, defined on a measurable set G ⊂ Rk with 0 <
mk(G) <∞. Let {An} be a matrix-sequence, with An of size dn tending to infinity.
• {An} is distributed as the pair (f,G) in the sense of the eigenvalues, in symbols {An} ∼λ (f,G), if for all
F ∈ C0(C) we have
lim
n→∞
Σλ(F,An) =
1
mk(G)
∫
G
∑s
i=1 F (λi(f(t)))
s
dt =
1
mk(G)
∫
G
tr(F (f(t)))
s
dt. (5)
• {An} is distributed as the pair (f,G) in the sense of the singular values, in symbols {An} ∼σ (f,G), if for
all F ∈ C0(R+0 ) we have
lim
n→∞
Σσ(F,An) =
1
mk(G)
∫
G
∑s
i=1 F (σi(f(t)))
s
dt =
1
mk(G)
∫
G
tr(F (|f(t)|))
s
dt, (6)
where |f(t)| := (f∗(t)f(t))1/2.
If {An}n∈Nh is a matrix-family (parameterized by a multi-index), with An of size dn tending to infinity when
n → ∞ (i.e. when minj nj → ∞), we still write {An}n∈Nh ∼λ (f,G) to indicate that (5) is satisfied for all
F ∈ C0(C), but we point out that now ‘n→∞’ in (5) means ‘minj nj →∞’, in accordance with the multi-index
notation introduced in Section 1. Similarly, we write {An}n∈Nh ∼σ (f,G) if (6) is satisfied for all F ∈ C0(R+0 ),
where again n → ∞ means minj nj → ∞. We note that {An}n∈Nh ∼λ (f,G) (resp. {An}n∈Nh ∼σ (f,G)) is
equivalent to saying that {An(m)}m ∼λ (f,G) (resp. {An(m)}m ∼σ (f,G)) for every matrix-sequence {An(m)}m
extracted from {An}n∈Nh and such that minj nj(m)→∞ as m→∞.
For S ⊆ C and ǫ > 0, we denote by D(S, ǫ) the ǫ-expansion of S, defined as D(S, ǫ) = ⋃r∈SD(r, ǫ).
Definition 4. Let {An} be a matrix-sequence, with An of size dn tending to infinity, and let S ⊆ C be a closed
subset of C. We say that {An} is strongly clustered at S in the sense of the eigenvalues if, for every ǫ > 0, the
number of eigenvalues of An outside D(S, ǫ) is bounded by a constant qǫ independent of n. In other words
qǫ(n, S) := #{j ∈ {1, . . . , dn} : λj(An) /∈ D(S, ǫ)} = O(1), as n→∞. (7)
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We say that {An} is weakly clustered at S in the sense of the eigenvalues if, for every ǫ > 0,
qǫ(n, S) = o(n), as n→∞.
If {An} is strongly or weakly clustered at S and S is not connected, then its disjoint parts are called sub-clusters.
By replacing ‘eigenvalues’ with ‘singular values’ and λj(An) with σj(An) in (7), we obtain the definitions of
a matrix-sequence strongly or weakly clustered at a closed subset of C, in the sense of the singular values. It is
worth noting that, since the singular values are always non-negative, any matrix-sequence is strongly clustered
in the sense of the singular values at a certain S ⊆ [0,∞). Similarly, any matrix-sequence formed by matrices
with only real eigenvalues (e.g. by Hermitian matrices) is strongly clustered at some S ⊆ R in the sense of the
eigenvalues.
Remark 1. If {An} ∼λ (f,G), with {An}, f, G as in Definition 3, then {An} is weakly clustered at ER(f) in
the sense of the eigenvalues. This result is proved in [15, Theorem 4.2]. It is clear that {An} ∼λ (f,G), with
f ≡ r equal to a constant function, is equivalent to saying that {An} is weakly clustered at r ∈ C in the sense
of the eigenvalues. The reader is referred to [27, Section 4] for several relationships which link the concepts of
equal distribution, equal localization, spectral distribution, spectral clustering, etc.
Remark 2. Since it was proved in [36] that {Tn(f)}n∈Nk ∼λ (f, Ik) for f ∈ L1(k, s), every matrix-sequence
{Tn(m)(f)}m such that minj nj(m)→∞ is weakly clustered at ER(f) in the sense of the eigenvalues.
Definition 5. Let K be a compact subset of C. We define
Area(K) := C\U,
where U is the (unique) unbounded connected component of C\K.
Now we are ready for stating the main tool that we shall use for the proof of our main result (Theorem 5).
Theorem 3. [14] Let {An} be a matrix-sequence, with An of size dn tending to infinity. If:
(c1) the spectrum Λn of An is uniformly bounded, i.e., |λ| < C for all λ ∈ Λn, for all n, and for some constant
C independent of n;
(c2) there exists a measurable function h ∈ L∞(k, s), defined over a certain domain G ⊂ Rk of finite and
positive Lebesgue measure, such that, for every non-negative integer N , we have
lim
n→∞
tr(ANn )
dn
=
1
mk(G)
∫
G
tr(hN (t))
s
dt;
(c3) {P (An)} ∼σ (P (h), G) for every polynomial P ;
then the matrix-sequence {An} is weakly clustered at Area(ER(h)) and relation (5) is true for every F ∈ C0(C)
which is holomorphic in the interior of Area(ER(h)). If moreover:
(c4) C\ER(h) is connected and the interior of ER(h) is empty;
then {An} ∼λ (h,G).
Using Theorem 3, in [14] the authors proved the following result.
Theorem 4. [14] Let f ∈ L∞(k, s). If ER(f) has empty interior and does not disconnect the complex plane,
then {Tn(f)}n∈Nk ∼λ (f, Ik).
Theorem 4 generalizes to the matrix-valued case a result by Tilli [35], holding in the scalar-valued case s = 1.
Here, we generalize Theorem 4, which concerns the non-preconditioned matrix-family {Tn(f)}n∈Nk , to the case
of preconditioned matrix-families of the form {T−1n (g)Tn(f)}n∈Nk . Note that, for a function g ∈ L∞(k, s),
the essential numerical range ENR(g) is compact and hence Coh[ENR(g)] is also compact (we recall that the
convex hull of a compact set is compact). Therefore, if g ∈ L∞(k, s) and 0 /∈ Coh[ENR(g)], then g is sectorial
(Lemma 1) and Tn(g) is invertible for all n ∈ Nk (Theorem 1). The condition 0 /∈ Coh[ENR(g)] also ensures
that g is invertible a.e., because, for almost every x ∈ Ik, λi(g(x)) ∈ ER(g) ⊆ ENR(g) ⊆ Coh[ENR(g)] for all
i = 1, . . . , s, implying that λi(g) 6= 0 for all i = 1, . . . , s, a.e.
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Theorem 5. Let f, g ∈ L∞(k, s), with 0 /∈ Coh[ENR(g)], and let h := g−1f . If ER(h) has empty interior and
does not disconnect the complex plane, then {T−1n (g)Tn(f)}n∈Nk ∼λ (h, Ik).
Before beginning with the proof of Theorem 5, some preliminary work is needed. Given a square matrix
A of size m, we denote by ‖A‖(p) the p-norm of A, that is the p-norm of the vector of length m2 obtained by
putting all the columns of A one below the other. The notation ‖A‖p is reserved for the Schatten p-norm of A,
defined as the p-norm of the vector formed by the singular values of A. In symbols, ‖A‖p = (
∑m
j=1 σ
p
j (A))
1/p
for 1 ≤ p <∞ and ‖A‖∞ = maxj=1,...,m σj(A) = ‖A‖. The Schatten 1-norm is also called the trace-norm. We
refer the reader to [4] for the properties of the Schatten p-norms. We only recall from [4, Problem III.6.2 and
Corollary IV.2.6] the Ho¨lder inequality ‖AB‖1 ≤ ‖A‖p‖B‖q, which is true for all square matrices A,B of the
same size and whenever p, q ∈ [1,∞] are conjugate exponents (i.e. 1p + 1q = 1). In particular, we will need the
Ho¨lder inequality with p = 1 and q =∞, which involves the spectral norm and the trace-norm:
‖AB‖1 ≤ ‖A‖‖B‖1. (8)
Now, let us show that, for any 1 ≤ p ≤ ∞, Lp(k, s) = Lp(Ik, dx,Ms), where
Lp(Ik, dx,Ms) :=
{
f : Ik →Ms
∣∣∣∣ f is measurable, ∫
Ik
‖f(x)‖ppdx <∞
}
, if 1 ≤ p <∞,
L∞(Ik, dx,Ms) :=
{
f : Ik →Ms
∣∣∣∣ f is measurable, ess sup
x∈Ik
‖f(x)‖∞ <∞
}
.
Since Ms is a finite-dimensional vector space, all the norms on Ms are equivalent. In particular, ‖ · ‖(p) and
‖ · ‖p are equivalent, and so there are two positive constants α, β such that
α‖f(x)‖p ≤ ‖f(x)‖(p) ≤ β‖f(x)‖p, ∀x ∈ Ik.
It follows that
αp
∫
Ik
‖f(x)‖ppdx ≤
∫
Ik
‖f(x)‖p(p)dx ≤ βp
∫
Ik
‖f(x)‖ppdx, if 1 ≤ p <∞, (9)
α ess sup
x∈Ik
‖f(x)‖∞ ≤ ess sup
x∈Ik
‖f(x)‖(∞) ≤ β ess sup
x∈Ik
‖f(x)‖∞. (10)
Therefore, if f ∈ Lp(k, s) then each component fij : Ik → C, i, j = 1, . . . , s, belongs to Lp(Ik) and the first
inequalities in (9)–(10) says that f ∈ Lp(Ik, dx,Ms). Conversely, if f ∈ Lp(Ik, dx,Ms), the second inequalities
in (9)–(10) says that f ∈ Lp(k, s). This concludes the proof of the identity Lp(k, s) = Lp(Ik, dx,Ms) and allows
us to define the following functional norm on Lp(k, s):
‖f‖Lp := ‖ ‖f(x)‖p ‖Lp(Ik) =
{ (∫
Ik
‖f(x)‖ppdx
)1/p
, if 1 ≤ p <∞,
ess supx∈Ik ‖f(x)‖∞, if p =∞.
If p, q ∈ [1,∞] are conjugate exponents and f ∈ Lp(k, s), g ∈ Lq(k, s), then a computation involving the Ho¨lder
inequalities for both Schatten p-norms and Lp(Ik)-norms shows that fg ∈ L1(k, s) and, in fact, ‖fg‖L1, ‖gf‖L1 ≤
‖f‖Lp‖g‖Lq . In particular, we will need the inequality with p = 1 and q =∞, i.e.
‖fg‖L1, ‖gf‖L1 ≤ ‖f‖L1‖g‖L∞. (11)
We also recall some known facts concerning the spectral norm and the Schatten 1-norm of Toeplitz matrices,
see [29, Corollary 3.5]:
f ∈ L1(k, s) ⇒ ‖Tn(f)‖1 ≤ n̂
(2π)k
‖f‖L1, ∀n ∈ Nk; (12)
f ∈ L∞(k, s) ⇒ ‖Tn(f)‖ ≤ ‖f‖L∞, ∀n ∈ Nk. (13)
In order to prove Theorem 5, we still need two results. The first (Proposition 1) provide an estimate of the
rank of Tn(g)Tn(f) − Tn(gf), in the case where f ∈ L1(k, s) and g is a k-variate trigonometric polynomial of
degree r = (r1, . . . , rk) taking values in Ms (see Definition 6). The second result (Proposition 2) concerns the
evaluation of the trace-norm of Tn(g)Tn(f)− Tn(gf) for f, g ∈ L∞(k, s), which is a crucial point for the proof
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of Theorem 5. For s = 1, we can find the proofs of these results (full for k = 1 and sketched for k > 1) in [31].
For completeness, we report the full proofs for k > 1, also considering the generalization to s > 1.
We recall that g : Ck → C is a k-variate trigonometric polynomial if g is a finite linear combination of the k-
variate functions (Fourier frequences) {ei〈j,x〉 : j ∈ Zk}. Therefore, if g is a k-variate trigonometric polynomial,
then g has only a finite number of nonzero Fourier coefficients ĝj and we define the degree r = (r1, . . . , rk) of g as
follows: for each i = 1, . . . , k, ri is the maximum of |ji|, where j = (j1, . . . , jk) varies among all multi-indices in
Zk such that ĝj 6= 0 (ri is called the degree of g(x) with respect to the i-th variable xi). Observe that a k-variate
trigonometric polynomial g of degree r = (r1, . . . , rk) can be written in the form g(x) =
∑r
j=−r ĝje
i〈j,x〉.
Definition 6. We say that g : Ck →Ms is a k-variate trigonometric polynomial if, equivalently:
• all the components gl,t : Ck → C, l, t = 1, . . . , s, are k-variate trigonometric polynomials.
• g is a finite linear combination (with coefficients in Ms) of the k-variate functions {ei〈j,x〉 : j ∈ Zk}.
If g is a k-variate trigonometric polynomial, then g has only a finite number of nonzero Fourier coefficients
ĝj ∈Ms and the degree r = (r1, . . . , rk) of g is defined in two equivalent ways:
• for each i = 1, . . . , k, ri is the maximum degree among all the polynomials gl,t(x) with respect to the i-th
variable xi;
• for each i = 1, . . . , k, ri is the maximum of |ji|, where j = (j1, . . . , jk) varies among all multi-indices in Zk
such that ĝj is nonzero.
We note that a k-variate trigonometric polynomial g of degree r = (r1, . . . , rk) can be written in the form
g(x) =
∑r
j=−r ĝje
i〈j,x〉, where the Fourier coefficients ĝj belong to Ms.
Proposition 1. Let f, g ∈ L1(k, s), with g a k-variate trigonometric polynomial of degree r = (r1, . . . , rk), and
let n be a k-index such that n ≥ 2r + e. Then
rank(Tn(g)Tn(f)− Tn(gf)) ≤ s
[
n̂−
k∏
i=1
(ni − 2ri)
]
. (14)
Proof. Since g : Ck →Ms is a k-variate trigonometric polynomial of degree r, we can write g in the form
g(x) =
r∑
j=−r
ĝje
i〈j,x〉.
The Fourier coefficients of (gf)(x) = g(x)f(x) are given by
(ĝf)ℓ =
1
(2π)k
∫
Ik
g(x)f(x)e−i〈ℓ,x〉dx =
r∑
j=−r
ĝj
1
(2π)k
∫
Ik
f(x)e−i〈ℓ−j,x〉dx =
r∑
j=−r
ĝj f̂ℓ−j.
Now, using the definition of multilevel block Toeplitz matrices, see (4), for all l, t = e, . . . , n we have
Tn(gf)l,t = (ĝf)l−t =
r∑
j=−r
ĝj f̂l−t−j , (15)
and
(Tn(g)Tn(f))l,t =
n∑
v=e
Tn(g)l,vTn(f)v,t =
n∑
v=e
ĝl−vf̂v−t =
l−e∑
j=l−n
ĝj f̂l−j−t =
min(l−e,r)∑
j=max(l−n,−r)
ĝj f̂l−t−j , (16)
where the last equality is motivated by the fact that ĝj is zero if j < −r or j > r. Therefore, (15) and (16)
coincide when r + e ≤ l ≤ n − r. Observe that the multi-index range r + e, . . . , n− r is nonempty because of
the assumption n ≥ 2r+ e. We conclude that the only possible nonzero rows of Tn(g)Tn(f)− Tn(gf) are those
corresponding to multi-indices l in the set {e, . . . , n}\{r+e, . . . , n−r}. This set has cardinality n̂−∏ki=1(ni−2ri)
and so Tn(g)Tn(f) − Tn(gf) has at most n̂ −
∏k
i=1(ni − 2ri) nonzero rows. Now we should notice that each
row of Tn(g)Tn(f)− Tn(gf) is actually a block-row of size s, i.e., a s× sn̂ submatrix of Tn(g)Tn(f) − Tn(gf).
Indeed, each component of Tn(f), Tn(g), Tn(g)Tn(f) − Tn(gf) is actually a s × s matrix, see (4). Therefore,
the actual nonzero rows of Tn(g)Tn(f)− Tn(gf) are at most s[n̂−
∏k
i=1(ni − 2ri)] and (14) is proved.
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Proposition 2. Let f, g ∈ L∞(k, s), then ‖Tn(g)Tn(f)− Tn(gf)‖1 = o(n̂) as n→∞.
Proof. Let gm : C
k → Ms, gm = [(gm)l,t]sl,t=1, be a k-variate trigonometric polynomial of degree m =
(m1, . . . ,mk). Letm
− := (m−1 , . . . ,m
−
k ), wherem
−
i is the minimum degree among all the polynomials (gm)l,t(x)
with respect to the variable xi. We choose gm such that ‖gm‖L∞ ≤ ‖g‖L∞ for every m and ‖gm − g‖L1 → 0 as
m− →∞. The polynomials gm can be constructed by using the m-th Cesaro sum of g (see [37]) and indeed the
linear positive character of the Cesaro operator and Korovkin theory [17, 25] imply the existence of a gm with
the desired properties. Note that, by (9) with p = 1, the fact that ‖gm − g‖L1 → 0 as m− → ∞ is equivalent
to saying that ‖(gm)l,t − gl,t‖L1 → 0 as m− →∞ for all l, t = 1, . . . , s. Now, by adding and subtracting and by
using the triangle inequality several times we get
‖Tn(g)Tn(f)− Tn(gf)‖1
≤ ‖Tn(g)Tn(f)− Tn(gm)Tn(f)‖1 + ‖Tn(gm)Tn(f)− Tn(gmf)‖1 + ‖Tn(gmf)− Tn(gf)‖1. (17)
Using the linearity of the operator Tn(·), the Ho¨lder inequality (8) and (11)–(13), we obtain
‖Tn(g)Tn(f)− Tn(gm)Tn(f)‖1 ≤ ‖Tn(g − gm)‖1‖Tn(f)‖ ≤ n̂
(2π)k
‖gm − g‖L1‖f‖L∞ (18)
‖Tn(gmf)− Tn(gf)‖1 ≤ n̂
(2π)k
‖gmf − gf‖L1 ≤ n̂
(2π)k
‖gm − g‖L1‖f‖L∞. (19)
Moreover, using the relation ‖A‖1 ≤ rank(A)‖A‖ for a square matrix A and the inequality (1+ c)k ≥ 1+ kc for
c ≥ −1, and setting ‖m‖∞ := maxj mj , Proposition 1 tells us that, for any n ≥ 2m+ e,
‖Tn(gm)Tn(f)− Tn(gmf)‖1 ≤ rank(Tn(gm)Tn(f)− Tn(gmf))‖Tn(gm)Tn(f)− Tn(gmf)‖
≤ sn̂
[
1−
k∏
i=1
(
1− 2mi
ni
)]
(‖Tn(gm)Tn(f)‖+ ‖Tn(gmf)‖)
≤ sn̂
[
1−
(
1− 2‖m‖∞
minj nj
)k]
(2‖gm‖L∞‖f‖L∞)
≤ sn̂k 2‖m‖∞
minj nj
(2‖g‖L∞‖f‖L∞) = 4sk‖m‖∞‖g‖L∞‖f‖L∞ n̂
minj nj
. (20)
Substituting (18)–(20) in (17), for each k-tuple m and for each n ≥ 2m+ e the following inequality holds:
‖Tn(g)Tn(f)− Tn(gf)‖1 ≤ n̂ξ(m) + γ(m) n̂
minj nj
,
where ξ(m) := 2(2π)−k‖gm − g‖L1‖f‖L∞, γ(m) := 4sk‖m‖∞‖g‖L∞‖f‖L∞, and we note that ξ(m) → 0 as
m− →∞. Now, for ǫ > 0, we choose a k-tuple m such that ξ(m) < ǫ/2. For n→∞ (i.e. for minj nj →∞) we
have γ(m)/minj nj → 0 and so we can choose a ν ≥ 2‖m‖∞+1 such that γ(m)/minj nj ≤ ǫ/2 for minj nj ≥ ν.
Then, if minj nj ≥ ν, we have n ≥ 2m+ e and
‖Tn(g)Tn(f)− Tn(gf)‖1
n̂
≤ ǫ.
This means that
‖Tn(g)Tn(f)− Tn(gf)‖1
n̂
→ 0 as n→∞, i.e. ‖Tn(g)Tn(f)− Tn(gf)‖1 = o(n̂) as n→∞.
The following Lemma is the last result that we need for the proof of Theorem 5. It shows that the function
h = g−1f appearing in Theorem 5 belongs to L∞(k, s).
Lemma 2. Let f, g ∈ L∞(k, s) with 0 /∈ Coh[ENR(g)], as in Theorem 5. Then h := g−1f ∈ L∞(k, s).
Proof. Since g ∈ L∞(k, s) and 0 /∈ Coh[ENR(g)], the convex hull Coh[ENR(g)] is compact, the distance
d := d(Coh[ENR(g)], 0) is positive, and g is invertible a.e. (recall the discussion before the statement of
Theorem 5). We are going to show that
‖g−1(x)‖ ≤ 1
d
, for a.e. x ∈ Ik. (21)
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Since in a matrix the absolute value of each component is bounded from above by the spectral norm, once we
have proved (21), it follows that g−1 ∈ L∞(k, s), and the Lemma is proved. Now, by the fact that d > 0 and
by Lemma 1, g is sectorial. By Theorem 1, first item, there exists a separating line z for ENR(g) such that
d(z, 0) = d. Let H1 be the open half-plane determined by z satisfying H1
⋂ ENR(g) = ∅ and 0 ∈ H1⋃ z, and
let ω(z) be the rotation number (of modulus 1) for which ω(z) · z = {w ∈ C : Re(w) = d(z, 0)}. Then
ENR(ω(z)g) = ω(z) · ENR(g) ⊆ {w ∈ C : Re(w) ≥ d}. (22)
Now observe that, for a.e. x ∈ Ik, v∗[ω(z)g(x)]v ∈ ENR(ω(z)g) for all v ∈ Cs with ‖v‖ = 1 (see the discussion
after Definition 1). Therefore, by (22), for a.e. x ∈ Ik we have
v∗Re(ω(z)g(x))v = Re(v∗[ω(z)g(x)]v) ≥ d, ∀v ∈ Cs with ‖v‖ = 1,
which implies, by the minimax principle [4],
λmin(Re(ω(z)g(x))) ≥ d.
Hence, by the Fan-Hoffman theorem [4, Proposition III.5.1], for a.e. x ∈ Ik we have
‖g−1(x)‖ = 1
σmin(g(x))
=
1
σmin(ω(z)g(x))
≤ 1
λmin(Re(ω(z)g(x)))
≤ 1
d
,
and (21) is proved.
We are now ready to prove Theorem 5. We will show that, under the assumptions of Theorem 5, the condi-
tions (c1)–(c4) of Theorem 3 are met with (h,G) = (g
−1f, Ik), for any matrix-sequence {T−1n(m)(g)Tn(m)(f)}m
extracted from {T−1n (g)Tn(f)}n∈Nk and such that minj nj(m) → ∞. Actually, to simplify the notation, we
suppress the index m and we will talk about a generic matrix-sequence {T−1n (g)Tn(f)} such that minj nj →∞,
where it is understood the presence of an underlying index m.
Proof of Theorem 5. As observed in the proof of Lemma 2, d := d(Coh[ENR(g)], 0) is positive. Hence, by
Theorem 1,
‖T−1n (g)‖ =
1
σmin(Tn(g))
≤ 1
d
.
By hypothesis f ∈ L∞(k, s) and by (13), it follows that
‖T−1n (g)Tn(f)‖ ≤ ‖f‖L∞/d,
so that requirement (c1) in Theorem 3 is satisfied. Since h ∈ L∞(k, s) (by Lemma 2) and since ER(h) has empty
interior and does not disconnect the complex plane (by hypothesis), h satisfies the assumptions of Theorem
4 and so {Tn(h)} ∼λ (h, Ik). Therefore, using the inequality |tr(A)| ≤ ‖A‖1 for a square matrix A (see [4,
Theorem II.3.6, Eq. (II.23)]), item (c2) in Theorem 3 is proved if we show that
‖(T−1n (g)Tn(f))N − Tn(h)N‖1 = o(n̂) (23)
for every non-negative integer N . If N = 0 the result is trivial. For N = 1, using Proposition 2 we obtain
‖T−1n (g)Tn(f)− Tn(h)‖1 = ‖T−1n (g)(Tn(f)− Tn(g)Tn(h))‖1
≤ ‖T−1n (g)‖‖Tn(f)− Tn(g)Tn(h)‖1
≤ 1
d
‖Tn(f)− Tn(g)Tn(h)‖1 = o(n̂),
so (23) is satisfied and we can write T−1n (g)Tn(f) = Tn(h) + Rn with ‖Rn‖1 = o(n̂). Using this, when N ≥ 2
we have
(T−1n (g)Tn(f))
N = (Tn(h))
N + Sn,
where Sn is the sum of all possible (different) combinations of products of j matrices Tn(h) and ℓ matrices Rn,
with j + ℓ = N , j 6= N . By using the Ho¨lder inequality (8), and taking into account that Rn = T−1n (g)Tn(f)−
Tn(h), for every summand S of Sn we have
‖S‖1 ≤ ‖Tn(h)‖j‖Rn‖ℓ−1‖Rn‖1
≤ ‖h‖jL∞(‖f‖L∞/d+ ‖h‖L∞)ℓ−1o(n̂) ≤ Co(n̂),
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where C is some positive constant. So, since the number of summands in Sn is finite, (23) holds for every
positive integer N , and requirement (c2) in Theorem 3 is then satisfied. Requirement (c3) in Theorem 3 is
also satisfied, because the sequences of multilevel block Toeplitz matrices with L1(k, s) symbols belong to the
GLT class together with their algebra (see Section 3.3.1 in [30]). Finally, by taking into account that ER(h)
has empty interior and does not disconnect the complex plane, the last condition (c4) in Theorem 3 is met,
and the application of Theorem 3 shows that {T−1n (g)Tn(f)} ∼λ (h, Ik).
4 Some applications and numerical experiments
In this section we consider a list of numerical examples which cover different situations. The first subsection is
devoted to examples that involve 1-level matrix-valued symbols, while the second contains 2-level examples.
4.1 Univariate examples
Fixed s = 2 and k = 1, we consider f and g of the form
f(x) = Q(x)A(x)Q(x)T
g(x) = Q(x)B(x)Q(x)T
(24)
where
Q(x) =
(
cos(x) sin(x)
− sin(x) cos(x)
)
,
while A(x) and B(x) vary from case to case. For each example, we focus our attention on the spectral behavior
of the matrices Tn(f) for different sizes n and on the solution of the associated linear system with a random
right-hand side. From a computational point of view, to solve such systems, we apply (full or preconditioned)
GMRES with tolerance 10−6 using the Matlab built-in gmres function.
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Figure 1: Eigenvalues in the complex plane of T200(f1) for r = 1, 2, 3, 4
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Figure 2: Eigenvalues in the complex plane of T−1200(g1)T200(f1) for r = 1, 2, 3, 4
Case 1. Let us choose A(1)(x) and B(1)(x) as follows
A(1)(x) =
(
2 + i+ cos(x) 0
1 5 + reix
)
, B(1)(x) =
(
1 0
0 5 + reix
)
,
where r is a real positive parameter, and define
f1(x) = Q(x)A
(1)(x)Q(x)T
g1(x) = Q(x)B
(1)(x)Q(x)T .
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Figures 1 and 2 refer to the eigenvalues in the complex plane of T200(f1) and T
−1
200(g1)T200(f1) for r = 1, 2, 3, 4.
As expected (see Remark 2), the eigenvalues of T200(f1) are distributed as λ1(f1(x)) = λ1(A
(1)(x)) = A
(1)
1,1(x)
and λ2(f1(x)) = λ2(A
(1)(x)) = A
(1)
2,2(x), and in fact they are clustered at the union of the ranges of λ1(f1(x))
and λ2(f1(x)), which is the essential range of f1(x). More precisely, the matrix T200(f1) has two sub-clusters
for the eigenvalues: one collects the eigenvalues with real part in [1, 3] and imaginary part around 1 (such
eigenvalues recall the behavior of the function λ1(f1(x))); the other, miming λ2(f1(x)), is made by a circle
centered in 5 with radius r, in agreement with theoretical results. We know that the GMRES in this case is
optimal, since the eigenvalues of f1 have no zeros. Indeed, Table 1 shows that, fixed r = 4.8 and varying n,
the number of iterations does not depend on n. The deteriorating behavior of GMRES when n is fixed and
r increases (cf. Table 2) is due to the fact that some eigenvalues of T200(f1) become close to zero, since the
range of λ2(f1(x)) approaches zero as r increases. Looking at Figure 2, if we use the preconditioner T
−1
200(g1),
we improve the cluster of the eigenvalues and so the GMRES converges with a constant number of iterations
(cf. Table 1), which is substantially independent both on n and r.
This example fits with the theoretical results of this paper, since f1 and g1 are both bounded and 0 /∈
Coh[ENR(g1)]. We stress that g1 has been chosen so that the essential range of
h1(x) = g
−1
1 (x)f1(x) = Q(x)
(
2 + i+ cos(x) 0
1/(5 + reix) 1
)
Q(x)T ,
which is given by
ER(h1) = ER(λ1(h1))
⋃
ER(λ2(h1)) = {t+ i : 1 ≤ t ≤ 3}
⋃
{1},
is ‘compressed’ and ‘well separated from 0’ independently of the value of r. In this way, since Theorem 5 and
Remark 1 ensure that the matrix-sequence {T−1n (g1)Tn(f1)} is weakly clustered at ER(h1), we expect a number
of preconditioned GMRES iterations independent of r, n and ‘small enough’. This is confirmed by the results
in Tables 1–2.
Case 2. Let us choose A(2)(x) and B(2)(x) as follows
A(2)(x) =
(
2 + i+ cos(x) 0
1/(x2 − 1) 5 + reix
)
, B(2)(x) = B(1)(x)
and define
f2(x) = Q(x)A
(2)(x)Q(x)T
g2(x) = Q(x)B
(2)(x)Q(x)T .
Although this case is not covered by the theory, since f2 is not bounded, we find that the eigenvalues of
Iterations
n No Prec. Prec.
50 55 14
100 98 14
200 179 13
400 230 14
800 235 13
Table 1: Number of GMRES iterations
for Tn(f1) and T
−1
n (g1)Tn(f1) fixed r =
4.8 and varying n
Iterations
r No Prec. Prec.
1 17 14
2 22 14
3 31 14
4 55 14
4.8 185 14
Table 2: Number of GMRES iterations
for T200(f1) and T
−1
200(g1)T200(f1) vary-
ing r
Iterations
r No Prec. Prec.
1 17 13
2 22 13
3 30 13
4 53 13
4.8 183 13
Table 3: Number of GMRES iterations
for T200(f2) and T
−1
200(g2)T200(f2) vary-
ing r
T−1200(g2)T200(f2) are closely related to the eigenvalues of g
−1
2 f2. The graphs of such eigenvalues (not reported
here) are very similar to those in Figure 2. Table 3 shows the number of GMRES iterations, setting n = 200
and moving the radius of the disk used to define f2 and g2.
Case 3. Let us choose A(3)(x) and B(3)(x) as follows
A(3)(x) =
(
(1− eix) (1 + x2/π2) 0
0 2 + cos(x)
)
, B(3)(x) =
(
(1− eix) 0
0 1
)
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Figure 3: Singular values and moduli of
the eigenvalues of T200(f3)
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Figure 4: Singular values and moduli of
the eigenvalues of T−1200(g3)T200(f3)
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Figure 5: Eigenvalues in the complex
plane of T200(f3)
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Figure 6: Eigenvalues in the complex
plane of T−1200(g3)T200(f3)
and define
f3(x) = Q(x)A
(3)(x)Q(x)T
g3(x) = Q(x)B
(3)(x)Q(x)T .
This case can be obtained from Example 1 selecting ϕ1(x) = 1+x
2/π2 and ϕ2(x) = 2+cos(x). Figures 3 and
4 show the singular values and the moduli of the eigenvalues of T200(f3) and T
−1
200(g3)T200(f3), respectively. Let
us observe that the singular values and the moduli of the eigenvalues are, for both matrices, almost superposed.
Figures 5 and 6 refer to the eigenvalues in the complex plane of the same matrices. As already argued for
Case 1, even in this case the eigenvalues of T200(f3) show two different behaviors: a half of the eigenvalues is
clustered at [1, 3], which is the range of the function λ2(f3(x)) = A
(3)
2,2(x), the others mimic λ1(f3(x)) = A
(3)
1,1(x),
drawing a circle passing near to 0. The closeness of the eigenvalues to 0 is responsible of the non-optimality
of the GMRES method when we solve a linear system with matrix T200(f3). Indeed, as can be observed in
Iterations
n No Prec. Prec.
50 59 15
100 106 16
200 192 16
400 343 16
Table 4: Number of GMRES iterations
for Tn(f3) and T
−1
n (g3)Tn(f3) varying
n
Iterations
n No Prec. Prec.
50 100 9
100 200 9
200 338 9
400 577 9
Table 5: Number of GMRES iterations
for Tn(f4) and T
−1
n (g4)Tn(f4) varying
n
Table 4, the number of GMRES iterations required to reach tolerance 10−6 increases with n for Tn(f3). The
preconditioned matrix T−1n (g3)Tn(f3) has eigenvalues far from 0 and bounded in modulus (see Figure 6) and
so the preconditioned GMRES converges with a constant number of iterations (see Table 4). This example
is not covered by the theory explained in previous sections, since Coh[ENR(g3)] includes the complex zero.
The numerical tests, however, show that there is room for improving the theory, by allowing the symbol of the
preconditioner to have eigenvalues assuming zero value.
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Figure 7: Singular values and moduli of
the eigenvalues of T200(f4)
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Figure 8: Singular values and moduli of
the eigenvalues of T−1200(g4)T200(f4)
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Figure 9: Eigenvalues in the complex
plane of T200(f4)
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Figure 10: Eigenvalues in the complex
plane of T−1200(g4)T200(f4)
Case 4. Let us choose A(4)(x) and B(4)(x) as follows
A(4)(x) =
(
(1− eix) (sin2(x) + 3) 0
x 1 + cos(x)
)
, B(4)(x) =
(
(1− eix) 0
0 1 + cos(x)
)
and define
f4(x) = Q(x)A
(4)(x)Q(x)T
g4(x) = Q(x)B
(4)(x)Q(x)T .
Figures 7 and 8 show the singular values and the moduli of the eigenvalues of T200(f4) and T
−1
200(g4)T200(f4),
respectively. For a better resolution, in Figure 8 some singular values of order about 10−4 have been cut.
Figures 9 and 10 refer to the eigenvalues in the complex plane of the same matrices. The reasoning regarding
the behavior of the eigenvalues applies as in Case 3. Table 5 shows the number of GMRES iterations required
to reach the prescribed tolerance varying n. Again the number of iterations increases with n for Tn(f4), while
in the preconditioned case the related iteration count remains constant. For the same reason of the previous
example, even in this case Theorem 5 does not apply, but again the numerical results give us hope for improving
our tools.
Counting the outliers
n1 n2 Out. Out./
√
n̂
5 5 32 6.40
10 10 72 7.20
15 15 112 7.47
20 20 152 7.60
25 25 192 7.68
30 30 232 7.73
Table 6: Number of outliers for both Tn(f5) and T
−1
n (g5)Tn(f5) varying n1 and n2
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Figure 11: Eigenvalues in the complex
plane of Tn(A(5)) with n = (20, 20)
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Figure 12: Eigenvalues in the complex
plane of Tn(f5) with n = (20, 20)
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Figure 13: Eigenvalues in the complex
plane of T−1n (B
(5))Tn(A(5)) with n =
(20, 20)
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Figure 14: Eigenvalues in the com-
plex plane of T−1n (g5)Tn(f5) with n =
(20, 20)
4.2 2-level examples
In this section we fix s = 2 and k = 2, that is we consider M2-valued symbols of 2 variables. In particular, we
extend the definitions of f and g given in (24) taking x = (x1, x2) and
Q(x) =
(
cos(x1 + x2) sin(x1 + x2)
− sin(x1 + x2) cos(x1 + x2)
)
.
From here onwards, n is a 2-index, that is of type n = (n1, n2).
Case 5. This case can be seen as a 2-level extension of Case 1 obtained by choosing
A(5)(x) =
(
3i+ cos(x1) + cos(x2) 0
0 10 + 2(eix1 + eix2)
)
, B(5)(x) =
(
1 0
0 10 + 2(eix1 + eix2)
)
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Figure 15: Eigenvalues in the complex
plane of Tn(A(6)) with n = (20, 20)
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Figure 16: Eigenvalues in the complex
plane of T−1n (B(6))Tn(A(6)) with n =
(20, 20)
15
and defining
f5(x) = Q(x)A
(5)(x)Q(x)T
g5(x) = Q(x)B
(5)(x)Q(x)T .
Let us observe that f5 and A
(5) are similar via the unitary transformation Q(x), then, according to the theory,
the associated 2-level block Toeplitz matrices are distributed in the sense of the eigenvalues in the same way.
As shown in Figures 11 and 12, in which n = (n1, n2) = (20, 20), both the eigenvalues of Tn(f5) and Tn(A
(5))
are divided in two sub-clusters, one at the range of A
(5)
1,1(x) = λ1(f5(x)), the other at the range of A
(5)
2,2(x) =
λ2(f5(x)). Interestingly enough, for Tn(A
(5)) the clusters are of strong type, while in the case of Tn(f5) the
spectrum presents outliers with real part in (3, 7) and imaginary part equal to 1.5. Table 6 shows that the
number of outliers seems to behave as o(n̂) or, more specifically, as O(
√
n̂) (notice that this estimate is in
line with the analysis in [33]). Analogous results are obtained in the comparison between T−1n (g5)Tn(f5) and
T−1n (B
(5))Tn(A
(5)), as shown in Figures 13 and 14. Refer again to Table 6 for the number of outliers of
T−1n (g5)Tn(f5) varying n1 and n2 (this number is exactly the same as the number of outliers of Tn(f5)). The
eigenvalues of the symbol f5 have no zeros, so the number of GMRES iterations required to reach tolerance
10−6 in solving the system associated to Tn(f5) is optimal, that is it does not depend on n. However, as shown
in Table 7, when preconditioning with Tn(g5), we preserve the optimality with a smaller number of iterations.
0 100 200 300 400 500 600 700 800
0
5
10
15
20
25
 
 
sv
eig
Figure 17: Singular values and moduli
of the eigenvalues of Tn(f6) with n =
(20, 20)
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Figure 18: Singular values and mod-
uli of the eigenvalues of T−1n (g6)Tn(f6)
with n = (20, 20)
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Figure 19: Eigenvalues in the complex
plane of Tn(f6) with n = (20, 20)
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Figure 20: Eigenvalues in the com-
plex plane of T−1n (g6)Tn(f6) with n =
(20, 20)
Case 6. Let us choose A(6) and B(6) as
A(6)(x) =
(
1− (eix1 + eix2)/2 0
0 10 + cos(x1) + cos(x2)
)
, B(6)(x) =
(
1− (eix1 + eix2)/2 0
0 1
)
and define
f6(x) = Q(x)A
(6)(x)Q(x)T
g6(x) = Q(x)B
(6)(x)Q(x)T .
16
Iterations
n1 n2 No Prec. Prec.
5 5 21 15
10 10 33 24
15 15 39 24
20 20 42 25
Table 7: Number of GMRES iterations
for Tn(f5) and T
−1
n (g5)Tn(f5) varying
n1 and n2
Iterations
n1 n2 No Prec. Prec.
5 5 17 14
10 10 39 16
15 15 61 15
20 20 80 16
Table 8: Number of GMRES iterations
for Tn(f6) and T
−1
n (g6)Tn(f6) varying
n1 and n2
The remark pointed out in the previous example about the outliers applies also in this case (compare Figures
15 and 16 with Figures 19 and 20). In particular, we have found that the outliers bahave again like O(
√
n̂).
The singular values and the moduli of the eigenvalues of Tn(f6) are bounded, as shown in Figure 17. More
precisely, a half of the eigenvalues of Tn(f6) is clustered at [8, 12], that is in the range of A
(6)
2,2(x) = λ2(f6(x)),
the remaining part behaves as A
(6)
1,1(x) = λ1(f6(x)) (see Figure 19). Figures 18 and 20 refer to the singular
values and the eigenvalues of T−1n (g6)Tn(f6). Let us observe that, although 0 ∈ Coh[ENR(g6)], the spectrum of
T−1n (g6)Tn(f6) is essentially determined by the spectrum of the function g
−1
6 f6. Table 8 highlights once again
that the GMRES with prenditioner Tn(g6) converges faster than its non-preconditioned version.
In summary, we conclude that the proposed preconditioning approaches for non-Hermitian problems are
numerically effective and confirm the theoretical findings. The encouraging numerical results show that there
is room for improving the analysis and for providing a more complete theoretical picture, especially concerning
the spectral localization and the number of outliers.
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