INTRODUCTION
The Internet of Things (IoT) [39] is a network of physical objects or 'things' that have computing, networking, sensing and actuation capabilities, enabling these objects to collect and exchange data. The design and development process for IoT applications is more complicated than that for desktop, mobile, or web applications. First, IoT applications require both software and hardware (e.g., sensors and actuators) to work together across multiple different type of nodes (e.g., micro-controllers, system-on-chips, mobile phones, miniaturized single-board computers, cloud platforms) with different capabilities under different conditions [37] . Secondly, IoT applications development requires different types of software engineers to work together (e.g., embedded, mobile, web, desktop). This complexity of different software engineering specialists collaborating to combine different types of 1:2 • Perera, C. et al hardware and software is compounded by the lack of integrated development stacks that support the engineering of end to end IoT applications.
Typically, IoT applications collect and analyse personal data that can be used to derive sensitive information about individuals. However, thus far, privacy concerns have not been explicitly considered in software engineering processes when designing and developing IoT applications, partly due to a lack of Privacy-by-Design (PbD) methods for the IoT. Further, the engineering complexities explained above have forced software engineers to put most of their efforts towards addressing other challenges such as interoperability and modifiability, resulting in privacy concerns being largely overlooked. Additionally, lack of knowledge on tangible and intangible benefits of privacy practices have also contributed to the overlooking of privacy challenges [47] .
We propose to address this issue by providing systematic guidance for software engineers towards building privacy-aware IoT applications. More specifically, we developed a set of privacy guidelines (set of heuristics). As we discuss later, guidelines, in general, have been efficiently and effectively used in many domains as a method of guiding both novice and domain expert.
Our research is motivated by the lack of privacy protection measures taken by IoT application designers and potential privacy violations that arise due to such inefficient designs. In our earlier work [38] , we derived privacy guidelines by examining Hoepman's [20] eight design strategies and used them to 'assess' privacy capabilities of IoT applications and platforms. In contrast, our objective in this paper is to explore how a PbD framework (a set of guidelines) can help software engineers to 'design' privacy-aware IoT applications.
The primary contributions and the scope of this article can be listed as follows:
• We propose and evaluate how a set of privacy guidelines could be use to effectively improve the IoT application designs. Towards this, we proposed both guidelines as well as a methodology that explains how to apply the guidelines.
• Our methodology is uniquely designed to address IoT challenges such as heterogeneity and distributed nature. This is a significant different from excising privacy by design (PbD) frameworks (principles, design strategies, etc.).
• We gain insights on how set of guidelines could help software engineers to better design privacy aware IoT application by identifying and applying privacy protecting features into application designs.
• We also explore strengths and weaknesses of our approach as well as challenges in manual application design processes in general. We provide insights on how to address those weaknesses.
It is important to note that, in this paper, we do not claim our PbD framework is better than any previous work, neither we claim that applying set of privacy guidelines will eliminate all privacy risks. To best of our knowledge, this is one of the first PbD frameworks (which formulate as set of guidelines) that explicitly target IoT application design challenges. Our aim is to help software engineers to reduce as much privacy risks as possible at the design phase. We discuss more about our intentions later in Section 4.
The paper is structured as follows: Section 2 discusses common IoT architectures and their characteristics. It also briefly introduces the data life cycle phases and their importance when designing privacy into IoT applications. In Section 3, we present our motivation through three different use-cases. We have used these use-cases to evaluate the effectiveness and identify the challenges in designing privacy aware IoT applications. We briefly introduce the PbD framework in Section 4. In Section 5, we explain the research methodology and evaluate the effectiveness the PbD framework. We discuss findings and lessons learned in Section 6. Finally, Section 7 presents the related work and compares our PbD framework with existing approaches followed by the conclusion. In Section 8, we conclude the paper by highlighting future directions.
INTERNET OF THINGS SOFTWARE ARCHITECTURE
In this section, we briefly discuss how data flows in a typical IoT application. As illustrated in Figure 1 , in IoT applications, data moves from sensing devices to gateway devices to the cloud infrastructure [37] . This is the most common architecture, also called the centralised architecture, used in IoT application development [42] . However, there are other types of architecture such as 1) collaborative, 2) connected intra-net of Things, and 3) distributed IoT [42] . Even for these other types of architectures, if we consider a flow of a single data item, we can observe a data flow analogous to that of the centralised architecture where data moves from edge devices to the cloud through different types of nodes. Therefore, while we use the centralised IoT architecture to explain our PbD approach in this paper, our approach is agnostic the choice of IoT architecture.
The centralised architectures typically consists of three components: 1) IoT devices, 2) Gateway devices, and 3) IoT cloud platforms (Figure 1 ). Each of these devices have different computational capabilities. They also have different types of access to energy sources from permanent to solar power to battery power. Further, depending on the availability of knowledge, each device may have limitations as to the type of data processing that can be done. A typical IoT application would integrate all these different types of devices with different capabilities. It is important to note that different types of privacy protecting measures can be taken on each of these different nodes based on their characteristics.
We divided the data life cycle into five phases in order to structure our discussion. Data life cycle phases play a major role in applying our PbD framework to design privacy aware applications in a systematic manner. Within each device (also called a node), data moves through five data life cycle phases: Consent [DD] . CDA phase comprises routing and data read activities by a given node. DPP describes any type of processing performed on raw data to prepare it for another processing procedure [40] . DPA is, broadly, the collection and manipulation of data items to produce meaningful information [16] . DD is the distribution or transmission of data to an external party.
We assume that all the data life cycle phases are present in all nodes in an IoT application to be utilised by engineers to protect user privacy. However, based on the decisions taken by software engineers, some data life cycle phases in some nodes may not be utilised. For example, a sensor node may utilise the DPP phase to average temperature data. Then, without using either the DPA and DS phases to analyse or store data (due to hardware and energy constraints) the sensor node may push the averaged data to the gateway node in the DD phase.
EXAMPLE IOT SCENARIOS
In this section, we present three use case scenarios, which we also use to evaluate the PbD framework as described in Section 5. Each scenario is presented from a problem owner's perspective, where each problem could be solved by developing an IoT application. More importantly, it should be noted that none of these scenarios explicitly highlight privacy requirements or challenges. They are primarily focused on explaining functional requirements at a high level. Later in Section 4, we explain how our PbD framework can be used by software engineers to extract additional information, from problem owners, that are crucial to design privacy aware IoT applications.
Use case 1: Rehabilitation and Recovery
Summary: Robert is a researcher who oversees a number of rehabilitation facilities around the country where patients with physical disabilities are treated and rehabilitated. Robert is interested in collecting and analysing data from sensors worn by patients while they engage in certain activities (e.g., walk using walker, walk using crutches, climbing stairs), in order to guide the patients' recovery processes in a more personalised manner. Robert has an application that is capable of analysing patient data and developing personalised rehabilitation plans. The application monitors the progress and alters the rehabilitation plans accordingly. There is a speciality nurse allocated for each patient in order to monitor the recovery progress and provide necessary advise when required. Summary: Michael works for the department of public health and well-being. He has been asked to develop a plan to improve the public health in his city by improving the infrastructure that supports exercise and recreational activities (e.g., parks and the paths that supports jogging, cycling, and place for bar exercise, etc.). In order to develop an efficient and effective plan, Michael needs to understand movements of people and several other aspects of their activities. Michael is planning recruit volunteers in order to gather data using sensors. Michael has an application that is capable of analysing different types of data and recommending possible improvements that need to be done. Michael only needs to collect data when the volunteers are within the park premises as illustrated in Figure 3 Cloud Platform Fig. 3 . City planning towards health and well-being
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Use case 3: Amusement Park and Leisure
Summary: TrueLeisure is a company that operates different types of franchised entertainment attractions. Their amusement parks are located in United States, United Kingdom, and Australia. These amusement parks are fully owned and operated by franchisees. However, TrueLeisure continuously monitors and assesses the service qualities and several other aspects in each of the amusement parks. Jane is a data analyst overseeing the quality assessment tasks at TrueLeisure. She is responsible for continuously monitoring the service quality parameters. Waiting time is one of the key service quality parameters and is a key contributory factor to customer satisfaction. Local quality assessment teams continuously measure the crowd waiting time of each ride and attraction within their own amusement park. All the visitors use TrueLeisure's theme park mobile app to buy tickets for attractions, further information, tour guide, maps, etc. Jane is interested in the big picture, i.e. she would like to measure the overall waiting time for each ride attraction by combining individual waiting times. Jane will report these measurements to TrueLeisure management to guide franchisees on future developments of their theme parks efficiently and effectively.
PRIVACY-BY-DESIGN GUIDELINES
In each of the example scenarios above, the software engineer would need to perform further analysis to extract explicit privacy requirements that could support the design of privacy enhancing features into the IoT applications that would be developed to delivery the required functionality. In this section we provide an overview of our PbD framework and explain how it could be used to design privacy into IoT applications. We also explain why guidelines are useful to help software engineers and where they fits in with similar other approaches such as principles, strategies, patterns and tactics.
Why Guidelines (or Heuristics or Check-lists)?
We primarily use the term guidelines as our intention is to guide the software engineers. In general, guideline aims to improve or maintain efficiency of a particular process based on to a set routine or sound practice. Guidelines may not mandatory to follow, but recommended. However, the term heuristics is also appropriate to identify our guidelines. Heuristics are techniques derived from past experiences by dealing similar problems. These techniques rely on using readily accessible, though loosely applicable, information to control problem solving in human beings, machines, and abstract issues [34] . Heuristics do not promise to produce perfect or optimal solutions. Finally, the term check-list is also appropriate to identify our guidelines. A check-list is a type of informational aid used to reduce failure by compensating for potential limits of human memory and attention. Our guidelines also aim to reduce human errors by reducing knowledge requirements. Sometimes, guidelines are considered as less useful approach due to their inherited characteristics such as lack of proof (for consistency or correctness), depending nature of the follower, lack of rigorous scientific method to extracting guidelines, lack of consistency in interpretation, and so on. Despite such weaknesses, guidelines are being used successfully in many domains. Following list showcases some examples where guidelines / heuristics / check-lists are used to address different challenges.
• Heuristics based usability design and evaluation is widely used in human computer interaction domain [31, 32] .
• The Information commissioner's office, UK's independent authority set up to uphold information rights in the public interest, use check lists to guide businesses to prepare themselves for GDPR [23] .
• Surgical Safety Check-list developed for the World Health Organization by Dr. Atul Gawande has been able to reduce mortality by 23% and all complications by 40% [19] . Airplane pilots rely upon check-lists to ensure that both routine procedures and emergency responses are handled appropriately [17] .
Above usages and successes have given us confidence to formulate our framework based on guidelines. Guidelines reduce the thinking time of the follower. For example, the guidelines we formulated are not something that ordinary software engineers cannot think by themselves. However, if they try to come up guidelines by themselves, it may take time. In software development processes time is money. Due to time-cost pressure, software engineers may not have enough time to think by themselves. Therefore, our guidelines could come handy to many engineers. They can just go thought the guidelines one by one and check whether they can apply them. Our node-by-node deign methodology also simplifies the complex IoT application designs. Guidelines also provide meaningful ways to divide workload among engineers (e.g., each engineer may focus / specialise on addressing few guidelines) and can be used a common knowledge base to discuss about their application designs with colleagues. Guidelines make design process comparatively less tiring for engineers as it reduces intensive thinking and knowledge requirements. Guidelines also allow engineers to pause and resume conveniently and keep track of design changes. We acknowledge that guidelines are not perfect, neither they intend to be. However, evidence suggests that guidelines can help to improve effectiveness and efficiency in many occasion. In this paper, we explore the usage of guidelines in the context of IoT application designs.
Where Guidelines Fit in?
Let us now introduce few different terms that are frequently used in the privacy research: principle, strategies, patterns, and tactics. As showing in Figure 4 , Principles can be considered as high level (more abstract or less concrete) ideas. In contrast, tactics are low level instructions (less abstract or more concrete). Strategies, guidelines and patterns sits in between. This does not mean one type is better or worse than other. Each of these layers have their own strengthens and weaknesses. Bottom layer tactics provide specific solutions to specific problems where as top layer principles provides insights on umbrella direction for us to explore further and solve problem by ourselves. However, we acknowledge that boundaries of these layers may not stand strong where some principles may interpret as strategies and wise-versa.
Principle: A principle is a concept or value that is a guide for behaviour or evaluation. Typically, they are very abstract but shows a direction to follow. Ten Privacy Principles of Personal Information Protection and Electronic Documents Act (PIPEDA) [30] and Seven Foundation Privacy by Design principles by Information & Privacy Commissioner, Canada [10] can be identified as an example. Strategies: In contrast to principles / ideas, strategies are focused on achieving something. A design strategy describes a fundamental approach to achieve a certain design goal. Therefore, strategies are more specific 4 . From high level principles to low level tactics: Rubinstein and Good [44] correctly argues that making a specification or requirement for software design is to make it concrete, specific, and preferably associated with a metric. These layered approach aims to achieve this in a systematic way.
in terms of what it wants to achieve. Hoepman's [20] seven privacy design strategies can be identified as an example. Guidelines: Our guidelines breaks down strategies into lower level concrete set of instructions. Patterns: Design patterns are useful for making design decisions about the organisation of a software system.
A design pattern "provides a scheme for refining the subsystems or components of a software system, or the relationships between them. It describes a commonly recurring structure of communicating components that solves a general design problem within a particular context. " [6] . Patterns solve a specific problem but are neutral or have weaknesses with respect to other qualities. In contrast, there is also a term called 'anti-patterns'. In software engineering, an anti-pattern is a pattern that may be commonly used but is ineffective or counter productive in practice [5] . Tactics: Patterns are built from tactics (e.g., if a pattern is a molecule, a tactic is an atom) [3] . In other terms, patterns package multiple tactics together to solve a specific problem. Tactics help to fine tune patterns and typically they address specific quality attributes and trade-off decisions. Each tactic may have pros and cons. New tactics can be introduced to a existing set in order to address existing weaknesses. However, such introductions could introduce new issues or weaknesses as well. Ideally, we may try different tactics until eventually the side-effects of each tactic become small enough to ignore.
It important to note that top three layers (principles, strategies, guidelines) are primarily focused bottom up approach. Typically, we adopt principles, strategies, or guidelines because they suggest good practices and historically or logically proved to reduce privacy risks. Typically, they are blanket solution aim to eliminate multiple privacy issues at a time (without addressing them individually). In contract, patterns and tactics focus on problem solving. This is more like a top down approach where we try to find solutions to specific privacy problems.
Let us explain these layers using an example. This example also highlights the fact that boundaries of these layers can be quite weak at times.
[Principle] "Proactive not Reactive; Preventative not Remedial" is one of the principles proposed by Information & Privacy Commissioner, Canada [10] . The official explanation is "The Privacy by Design (PbD) approach is characterized by proactive rather than reactive measures. It anticipates and prevents privacy invasive events before they happen. PbD does not wait for privacy risks to materialize, nor does it offer remedies for resolving privacy infractions once they have occurred âĹŠ it aims to prevent them from occurring. In short, Privacy by Design comes before-the-fact, not after. ".
By examining this principle, we may come up with a strategy called 'Minimise'.
[Strategy] Hoepman [20] describes 'Minimise' strategy "as limiting usage as much as possible by excluding, selecting, stripping, or destroying any storage, collection,retention or operation on personal data, within the constraints of the agreed upon purposes". Hoepman's minimise strategy can be identified as a way to follow 'proactive principle' (i.e. minimise the amount of data collected is a proactive measure to avoid or reduce potential privacy violations).
We can further break down the minimise strategy into guidelines (Refer Table 1 ).
[Guideline] One minimise guidelines is "Minimise data raw data intake". We further describe this guideline as "Whenever possible, IoT applications should reduce the amount of raw data intake. Raw data could lead to secondary usage and privacy violation. Therefore, IoT applications should consider converting (or transforming) raw data into secondary context data. "
Privacy pattern can be identified as a low-level design that aims to solve a specific privacy challenge. The relationship between guidelines and patterns may be quite weak as, in most instances, patterns can stand by themselves problem solving techniques. However, still, privacy patterns can be identified as low level designs that help to implement guidelines.
[Patterns] By continuing the example, we can extract a pattern 1 called 'On-line Activity Detector'. This pattern extracts orientation (e.g. sitting, standing, walking) by processing accelerometer data and store only the results (i.e. secondary context) and deletes the raw accelerometer data.
[Tactics] 'On-line Activity Detector' pattern may compose tactics such as 'average' and 'periodic delete' . 'Average' tactic may be used to prepare accelerometer data for activity detection. 'Periodic delete' tactic may be used to delete data after detection. In some designs 'Periodic delete' may be replced with a 'In-memory processing' tactic which aims to perform the activity detection in memory.
Targeted Audience
We developed our PbD framework to be used by wide range of users. However, we do not aim to provide any guarantee (i.e., we do not guarantee that an IoT application designed using our guidelines is privacy proof). This is not our intention. We wanted to provide an instrument for engineers to use so they can take certain steps to make their designs 'better' in terms of privacy awareness. We believe software engineer will, at least, be able to apply one privacy guidelines into their design which they would not do otherwise. Mostly, we wanted to help and guide individuals and small teams who do not have time, or resources to invest to hire or consultancy privacy experts or service. Completely ignoring privacy issues could cost such small teams a lot it long run as they grow. Later re-factoring is always costly in any software development process. Therefore, our guidelines will help small entrepreneurial teams, IoT hackers, hobbyists, etc. to embed privacy protecting features built into their IoT application designs at initial stages without consulting privacy experts. It is important to note that our guidelines do not intend to replace privacy experts and consultants. However, software engineers using our guidelines may reduce the workload need to be done by privacy experts.
Overview of the Framework
In our earlier work [38] , our literature search led to determine that Hoepman's [20] is the most appropriate starting point for developing a more detailed PbD framework for IoT. The guidelines were compiled by using the structured-case research method [7] , a research metod typically used for building theory in information systems research. Detailed explanation on each of the guidelines and reasoning behind the extraction of each guideline are presented in [38] . However, these guidelines are not fool-proof recommendations that can be used naively. Each IoT application is different in term of their objectives, implementations, execution, etc. 
We developed these guidelines to act as a framework to support software engineers, so they can adopt our guidelines into their IoT applications in a customised manner. For example, certain applications will require aggregation of data from different sources to discover a certain new knowledge (i.e. new pieces of information). We do not discourage such approaches as long as data is acquired through proper consent acquisition processes.
However, IoT applications, at all times, should take all possible measures to achieve their goals with a minimum amount of data. This means that out of eight privacy design strategies proposed by Hoepman [20] , minimisation is the most important strategy.
The relationship between Hoepman's [20] design strategies and our guidelines are presented in Table 1 . At a high-level, we have identified two major privacy risks, namely, secondary usage (⊗) and unauthorized access (⊖) that would arise as consequences of not following the guidelines. Secondary usage refers to the use collected data for purposes that were not initially consented to by the data owners [27] , which can lead to privacy violations. Unauthorised access is when someone gains access to data without proper authorisation during any phase of the data life cycle. We will use the above symbols to denote which threat is relevant to each guideline. In Table  1 , privacy guidelines are colour coded based on the primary privacy design strategy that they are belong to. However, it is important to note that some guidelines may belong to multiple design strategies. For example, (Guidelines 6) minimise data retention period can primarily be identified as a minimise strategy, but it can also be classified as a hide strategy as it reduces the period for which data is visible.
Use of Privacy-by-Design Framework
One of the primary objectives of the proposed PbD framework is to help software engineers to ask the right questions regarding privacy protection when designing IoT applications and their architectures. These guidelines provide them with a framework to start thinking about privacy and direct them to incorporate privacy features into IoT application designs. A piece of software is designed to solve a problem. Sometimes, a problem may be identified by a person who is affected by the problem (e.g., Robert, Michael or Jane in our motivating scenarios). At other times, a third party company may identify a generic problem that affects many other people (e.g., Enterprise resource planning solutions). This type of software engineering is common in the IoT domain as well. Some IoT solutions are generic middleware platforms that can be used to build end to end applications. Others are complete IoT applications that aim to solve a specific problem [36, 37] .
However, problem owners mainly focus on the requirements that would help to solve their problem [3] , ignoring privacy considerations. Therefore, privacy requirements are largely overlooked when designing software architectures for IoT applications. The PbD framework allows both problem owners and software engineers to sit together and discuss the problem and incorporate privacy protecting measures into IoT application designs.
In section 3, we presented three use case scenarios. For each scenario, we have a problem owner's expectation and a brief set of requirements. There are no explicit reference to privacy protecting measures. We assume, additional information can only be gathered through questioning the problem owners and domain experts. In the user study, we simulated such discussions between the problem owners (i.e, represented by ourselves, the researchers) and the software engineers (i.e., represented by the study participants). Our hypothesis was that the PbD framework helps software engineers to ask questions from both problem owners and domain experts in order to extract detailed requirements that could be used to design privacy into IoT applications.
Let us revisit the scenario presented in section 3.1 in order to demonstrate how to use the PbD framework to extract privacy requirements towards designing a privacy-aware IoT application.
Guideline 1 leads software engineers to ask the question: what type of data is required to achieve the Robert's objective? In our scenario the problem owner responds as follows:
Robert collects data using wearable sensor kits. The collected data types are pulse, oxygen in blood (SPO2), airflow (breathing), body temperature, electrocardiogram (ECG), glucometer, galvanic skin response (GSR-sweating), blood pressure (sphygmomanometer), patient activity (accelerometer) and muscle / eletromyography sensor (EMG). Accelerometer are used to derive patient activity. In addition to the sensor data, weather information such as temperature, humidity are also important for the Robert's research. Patients' mobile phones GPS sensors and weather APIs are used to collect such information. The data collection sampling rate is expected to be 30 seconds. Data is only required to be collected when patients are performing either one of the monitored activities (i.e. walking with walker or crutches, or climbing stairs).
Based on this information the software engineer can decide not acquire any other types of data and also design appropriate sampling rate controls into the application. This will have the effect of minimising data acquisition and reducing the risk of both secondary usage and unauthorised access to private data.
In a similar fashion, guidelines 3, 5, 20 and 21 would lead a software engineer to ask questions such as: what type of data is required in raw format and what type of information can be aggregated in order to reduce privacy risks?. As a result, the following information may be gathered.
Robert requires oxygen in blood (SPO2), airflow (breathing), body temperature data types in raw format and need to be accurate. The data collection sampling rate is expected to be five seconds. In contrast, other data items can be aggregated into averaged values (e.g., aggregated over two minutes).
Similar guidelines based questioning can be used to extract privacy requirements which the software engineers can use to systematically design privacy aware IoT applications. Due to space limitations, we don't detail all the questions that could be asked in relation to the scenario. Instead, below we provide the information that could be acquired using our PbD approach by annotating a detailed description of the scenario with references to the relevant PbD guidelines at the end of each statement.
The sensor kit is expected to push data to the patient's mobile phone using Bluetooth. The mobile phone pushes data to the rehabilitation centre's local server using Wi-Fi. The local server pushes data to the cloud IoT platform. Patients come to the rehabilitation centre 3 days a week in order to perform the tasks assigned to them. Another 3 days they perform the task at their homes. The smart phone is expected to push data to the local server at the end of each day (Guideline 6). However, if the patients perform their tasks at home, data need to be kept stored on the mobile until the next time they visit the rehabilitation centre (Guideline 6). The speciality nurses monitor the progress and advice the patients on weekly basis. The speciality nurses' responsibility is to make sure that the patient are performing the tasks as assigned by the recommendation system and assists patients if they have any difficulties in following the assigned tasks and schedules. Robert is required to analyse data every six months in order to understand the how to improve the rehabilitation processes in a personalized manner (Guideline 6). For long term data analysis purposes, Robert's application stores data after averaging over five minute (Guideline 6). 
Robert's application requires average over five minute when patients are performing their tasks (Guideline 20). Patient data can be anonymized (Guideline 8). Data storages in moth mobile device, local server and Robert's cloud server should store data in encrypted form (Guideline 11). End-to-end encryption can be used to secure the data communication (Guideline 9). Robert does not require exact location of the patient where they may have performed the activities. The requirement is to acquire the weather parameters such as temperature, humidity, etc. Therefore, location data can be abstracted without affecting the accuracy of the data (Guideline 12). In this IoT application, data processing and storing happens in three different locations (nodes), namely, 1) patient phone, 2) local server, and 3) Robert's cloud server (Guideline 15 and 16).
The above example illustrates how our PbD guidelines could be used to extract additional information regarding a use case which enables software engineers to design appropriate privacy enhancing features into their IoT applications. In order to evaluate the effectiveness of our approach, we developed similar detailed requirement descriptions for each of the use case scenarios, which we have omitted here due to space limitations. It is important to note that not all privacy guidelines are relevant to all IoT applications. In Table 2 , we summarise which privacy guidelines are relevant to each scenario.
EVALUATION
This section explains how we conducted the evaluations and justifies our research methodology. More specifically, we conducted two studies as follows:
(1) Study 1 (Primary): [Interview based] This was our primary study in which we tested our primary hypotheses. It was administered by a researcher. In this study, we focused on both quantitative (for hypothesis testing) and qualitative data. In brief, our primary objective was to answer the question 'Can the proposed PbD framework guide novice / expert software engineers to design IoT applications that are more privacy-aware than they would do otherwise?'. Additionally, we explored engineers' (privacy) mindset towards each guideline, there usefulness, and applicability towards different IoT use case scenarios. (2) Study 2 (Secondary): [On-line activity based] This was a self administered on-line study. In this study, we explored engineers' (privacy) mindset towards each guideline, there usefulness, and applicability towards different IoT use case scenarios. In contrast to study 1, here we used a anonymised, informal, and relaxed methodology (i.e., self administered on-line activity and given 3 days to complete). We used this study to strengthen our findings in Study 1 as well as to reach theoretical saturation. Theoretical saturation is the phase of qualitative data analysis in which the researcher has continued sampling and analysing data until no (or very minimum) new data appear [26] . In this study, we mainly focused on qualitative data (though we present some quantitative aspects).
For each study, first, we will explain the aims of this study. Next, we explain and justify the participant recruitment strategy and sample size before describing the procedures followed at each step of the study. We partially inspired by the LINDDUN [13] 's evaluation methodology. Similar to LINDDUN, we also followed a use case based evaluation techniques.
Study 1 (Primary) -Interview-based
5.1.1 Purpose. The purpose of this work is to explore how our PbD framework can help software engineers to design privacy-aware IoT applications. Through user studies, using quantitative and qualitative data analysis, we aimed to answer following three questions that explore the effectiveness of the proposed PbD framework. We discuss these questions later in this section.
• Can the proposed PbD framework guide novice software engineers to design IoT applications that are more privacy-aware than they would do otherwise?
• Can the proposed PbD framework guide expert software engineers to design IoT applications that are more privacy-aware than they would do otherwise? • Out of novice and expert software engineers, who would benefit most from the proposed PbD framework? or in other words, does the software engineering expertise matter when it comes to incorporating privacy protection features into IoT application designs?
In the first two questions above, we consider the design of a IoT application to be more privacy-aware if it considers a greater number of privacy concerns to incorporate appropriate privacy protecting features. We measure this in terms of the number of privacy guidelines considered by the study participants when designing the example IoT applications.
Recruitment and Remuneration.
In total, we recruited 10 participants for the study of which five were novice software engineers and five were expert software engineers. A participant was classified as a novice if they had less than three years of experience (full time) in a software engineering role (design or development). Participants with more than three years of experience (design or development), were considered to be experts. We adopted an opportunistic sampling technique and recruitment was from the staff and student populations at The Open University and the University of Surrey. No criteria other than software engineering experience was considered when recruiting. We collected demographic information such as age, highest education qualification, and the number of years in a software engineering role. Each participant was compensated with shopping vouchers valued at GBP 20. There were no failure criteria as long as the participant attend the data collection session of the study. The study design was reviewed and approved by the Human Research Ethics Committee of The Open University. Table 3 summarises the demographic information about the participants. We have labelled them E1-E5 (Expert) and N1-N5 (Novice) and consider them as independent cases during the qualitative analysis process.
Procedure.
All the data collection sessions were carried out as 1-to-1 lab-based observational studies [45] . The principal investigator (PI) acted as the facilitator as well as the observer during each of the sessions. The duration for each session was 1.5 hours. At the beginning of the each session, participants were given the consent from to sign off and brief demographic information were collected. We audio recorded all the discussions between the participants and the PI for qualitative analysis purposes. Next, participants were given a instruction sheet, as shown in Figure 5 , that comprised a set of example notations that could be used to illustrate the design of the IoT applications. Participants were reassured that adherence to the notation was not essential. We divided the rest of the study into three rounds, which we call Round 1 (NoPrivacy): IoT application design without any guidance to consider privacy or reference to the PbD guidelines, Round 2 (WithPrivacy): IoT application design without privacy guidelines but guidance to consider privacy, Round 3 (WithPbDGuidelines): IoT applications design with privacy guidelines. However, this segmentation was only used to structure the discussions and observations and none of them were formally acknowledged or identified during the interviews.
Round 1: It is important to note that we only informed the participants that this is an IoT application design study, without making any reference to privacy. By doing so, we expected them to be unbiased and follow the steps they would have naturally followed in designing an IoT application. We gave them separate A4 sheets to draw their IoT application designs with respect to each use case. They were briefed about the notations they could use, but we did not restrict them to any particular notation as long as their designs are understandable and clearly annotated.
Next, the participants and they were asked to design IoT applications to satisfy the requirements of each the scenarios presented in Section 3. Initially the participants worked from the summary descriptions provided in this paper but the PI was prepared to provide more detailed information, similar to that presented in Section 4.5 if the participant explicitly asked any related questions. We designed the study to simulate a conversation between a software engineer and a problem owner where the engineer is trying to elaborate the requirements and design the architecture of the IoT application. We encouraged participants to ask as many question as possible about the case studies and application requirements. This means that participants could have asked any question regarding privacy requirements if they wanted to. Some of the commonly asked questions are discussed later in this paper. We gave them 50 minutes to complete the IoT application designs for the three use cases provided. However, the time limit was given as a guidance and we did not enforce it. The actual time of each study was varied based the the amount taken by the participants on each phase. So the actual total time varied between 1 hour and 15 minutes to 2 hours. We always allowed each participant to naturally progress through their designs without rushing them through each phase. After the designs were completed, we asked the participants to explain their designs and briefly justify their design decisions.
Round 2: Next, we gave participants a ten minute introduction on privacy. In order to achieve consistency, accuracy, and a well recognised description of privacy and related challenges, we selected two videos 2 3 from You Tube produced and published by Privacy International (www.privacyinternational.org). The objective of showing these videos to each participant was to provoke them to think about privacy and help them to recall their past experiences and knowledge of dealing with privacy issues. This was intended to help them with the next task. It is important to note that we did not provide any additional material on privacy at this stage.
Next, we asked the participants to refine their previous IoT application designs further to protect user privacy. Similar to the previous round, questions were welcomed. We gave the participants 20 minutes to refine the IoT application designs for the three use cases provided. For Round 2, they wrote in a different colour to round 1, which enabled us to distinguish the design activities from each round clearly. After the revisions were made, we asked the participants to explain their revised designs and how they improved the privacy protection.
Round 3: Finally, we gave participants an introduction on the PbD guidelines and how to use them. We asked the participants to refine their previous IoT application designs to protects user privacy. Similar to the previous 2 What Is Privacy? (youtube.com/watch?v=zsboDBMq6vo) 3 Big Data (youtube.com/watch?v=HOoKhnvoYkU) Fig. 6 . Sample IoT application designs that illustrate a variety of approaches used by participants to express their high-level designs. In addition to block diagram notations based on the examples we provided, participants used sequence diagrams, pictorial diagrams and detailed text descriptions as illustrated above.
round, questions were welcomed. We gave the participants 20 minutes to enhance the privacy features of their IoT application designs for the three use cases provided. After the revisions were made, we asked the participants to explain their revised designs and how they improve the privacy protection. Once completed, we collected the IoT application designs produced by the participant. Some sample application designs produced by participants are presented in Figure 6 .
5.2 Study 2 (Secondary) -On-line Activity-based 5.2.1 Purpose. The study 1 was conducted by a researcher in interview form. Therefore, participants may have compelled to think and perform harder during the study. On the other hand, at times, we failed to convince (about the relevance and the importance of a guideline) the engineers to apply certain guidelines into a given IoT application scenario. In real world situations, these PbD guidelines are expected to be used by engineers without supervision (or assistance). By taking these factors into consideration, in this study, we aimed to explore engineers' mindset towards Pbd guidelines. More specifically, we explored what software engineers think about each guideline and their reasoning and decision behind applying them. It is important to note that we have gathered similar information in Study 1 (Round 3) as well. We will compare these results in Section 6. We used study 2 to strengthen the findings in Study 1 as well as to reach theoretical saturation [26] .
Recruitment.
In total, we recruited 17 participants (one participant dropped out and end up with 16) where they completed 32 IoT use case scenarios. This survey was conducted in French University and participants were Master students (i.e., convenient sampling). No compensation were given to the participants. Based on the lessons we learned from study 1, we did not consider expert level as factor in this study. Demographic summary is presented in Figure 7 . 5.2.3 Procedure. This study was organised as a on-line survey. Each participant was given three days to complete the survey based activity. We used the same three use cases as study 1. We formulated the study into two logical rounds (in contrast, to the three rounds in study 1): 1) without privacy guidelines, and 2) with privacy guideline. Each participant were given two on-line surveys to compete. Each survey has two rounds as follows:
Round 1: A use case scenario is presented to each participant (same as study 1). Then, we asked the question "What kind of privacy protecting measures that you might incorporate into the IoT application design?". We also recommended the participants to sketch a data flow diagram saying "Even though it is not required, it might be useful for you to sketch a data flow diagram to understand how you might want design the IoT application".
Round 2: In this round, we presented different PbD guidelines, one by one, and asked the participants to answer appropriately. ( "Please read the above privacy guideline. Do you think whether this guideline can be applied during the IoT application design process. If 'Yes'; please briefly explain how you might apply this guideline. If 'No': Please explain why this guideline cannot be applied").
FINDINGS, DISCUSSION AND LESSONS LEARNED
In this work, we followed the multimethod-multistrand method [49] . More specifically, we used two data collection method (i.e., interviews and on-line activity) and collected multiple types of data (i.e., IoT application designs [drawings]), participants views [audio], participants ability of identifying privacy preserving measures [numeric]). In this section, first, we analyse and discuss the results quantitatively. Our aim is to address the three questions presented earlier in Section 5.1 with the help of data collected through the users studies (study 1). Later, we discuss the results of both study 1 and 2 qualitatively in order to understand software engineers' approach towards designing privacy-aware IoT applications. Please note that, unless otherwise we explicitly refer to study 2 (secondary), we are implicitly referring to the study 1 (primary).
Quantitative Analysis (Exploring Effectiveness)
As shown in Table 2 , we expected each participant to identify a maximum of 41 privacy protecting measures (Use-case 1: 12 measures, Use-case 2: 14 measures, Use-case 3: 14 measures). The participants may identify these privacy measures either using their experience, common sense, or using the PbD guidelines. In total, we collected 410 data points (41 measures x 10 participants). We have presented a snapshot view of the data gathered using two heat-maps in Figure 8 where the results for novice and expert software engineers are presented separately. The heat-maps clearly show that both novice and expert software engineers were able to identify a greater number of privacy protecting measures by using the PbD guidelines than they would do otherwise. In Figure 9 , we illustrate how the mean of the 'number of privacy measures' identified, by both novice and experts software engineers, changes at different privacy knowledge levels. The average number of privacy measures identified, in Round 1, by novices is 0.2 and experts is 2.2. Similarly, the average number of privacy measures identified, in Round 2, by novices is 6.6 and experts is 6.8. Further, the average number of privacy measures identified, in Round 3, by novices is 32.6 and experts is 30.4.
Next, we ran statistical tests (i.e., ANOVA 4 ) and found out that there is a significant difference between the number of privacy measures identified with and without the PbD guidelines (within=PrivacyKnowledge (ANOVA p = 2.099781e-09; p < 0.05)). Further, our results show that the expertise of the software engineers (novice vs. expert) has no significant effect on the ability of identifying privacy protecting measures (between=Expertise (ANOVA p = 6.897806e-01; p < 0.05)) . Figure 10 illustrates which privacy guidelines have been identified in each round by the participants. It is also important to note that PbD guideline 2 and 18 were only relevant in one of the use case scenarios (out of three) 4 statistics.laerd.com/statistical-guides/one-way-anova-statistical-guide.php which justifies its unusually low identification rate in Figure 8 . To avoid any confusions, we have presented the x-axis of the Figure 10 as a percentage. Comparatively, more participants have identified PbD guideline 3 (Minimise raw data intake) and 20 (Time period based aggregation) in Round 1. However, our discussions revealed that participants integrated these features into their designs to meet functional requirements of the scenarios rather than due to a consideration of privacy. In Round 2, after we explicitly asked them to improve the privacy awareness of their IoT application designs, participants primarily identified guidelines 8 (data anonymisation), 9 (encrypted data communication), and 11 (encrypted data storage). In Round 3, there was no noticeable different in the guidelines identified by the participants.
Results of round 3 of study 1 and round 2 of study 2 is fairly comparable. Results from both study 1 ( Figure  10 ) and study 2 (Figure 11) show that participants mostly understand and agree with the usage of encryption (communication and storage) and data minimization very well. However, we can observe higher refusal / disagreement rate in study 2. We discuss this phenomenon further in Section 6.2.
In total, we expected participants to identify a maximum of 410 privacy preserving measures that they could take in order to improve the privacy awareness of the three given IoT application scenarios. They identified 308 privacy preserving measures with the help of the PbD guidelines. Therefore, the success rate is 75.12%. As shown in Figure 9 , this results is significantly better than 'without PbD guidelines'. Based on our discussions with the participants, we identified two main reasons why sometimes they failed to apply a given guideline into their application designs: 1) unique IoT application designs eliminates the necessity of applying certain privacy preserving measures and 2) the lack of time. It is important to note that the PbD guidelines can only be applied to protect user privacy in certain application design contexts. Some participants designed their IoT applications in such away that certain PbD guidelines have no role to play. We discuss one such example in the next section.
Qualitative Analysis and Lessons Learned
We followed Miles [29] framework to conduct the qualitative analysis. Further, for data reduction phase, we use Richards [41] three tier coding technique (i.e., descriptive coding, topic coding, and analytic coding). The thematic areas we found by analysing the data from both study 1 and 2 are as follows:
(1) Challenges of the Methodology and Opportunities. 
6.2.1
Challenges of the Methodology and Opportunities. As shown in Section 3, we formulated our study based on IoT use case scenarios. During the design of this study, we had to make the decision on the level of details that we need to provide in each use case scenario. Our aim was to provoke the participants thought process. Therefore, we decided to keep the scenario as brief as possible. However, we did not want to make the participants completely blank and wanted to give them sufficient context information to start their thought process. By doing this, we expected participants to face difficulties in designing the IoT applications without our (i.e., interviewer) help. Therefore, we expected them to ask lot of questions about the scenario and design requirements. Further, we always informed the participants that we are happy to provide any information that is necessary to design the application and strongly encourage to ask questions. Further, we intentionally embedded vague and questionable statements in each scenarios to encourage participants to ask questions. Some sample sentences are as follows.
[Extract from Usecase 2] However, TrueLeisure continuously monitors and assesses the service qualities and several other aspects in each of the amusement parks.
[Extract from Usecase 3] In order to develop an efficient and effective plan, Michael needs to understand movements of people and several other aspects of their activities.
Segments such as 'several other aspects' and 'understand movements of people' forced participants to ask questions such as 'What will be movements of people?' [E1] and 'What would be several other aspects? That's kind of too broad. ' [E1]. Further, in use case three, we asked the participant to focus on capturing 'waiting time'. However, participant E1 challenged this by saying 'Just the waiting time might not be enough'. As expected these leads successfully initiated natural conversation between the interviewer and the participant. However, non of these discussions grew into privacy requirement gathering. Participants questions were primarily lead towards functional and technological requirements. This was not a complete surprise as this kind of mindset is the challenge we are trying to address. Hence, it strengthen our argument of the necessity of developing privacy mindset.
It is important to note that out of ten participants (30 designs) only one participant explicitly discussed the privacy requirement during one of the round 1 designs. For example, participant [E1] said 'Thinking about issues as privacy, for example, I would just be interested to know how many are there and not who is there. By that I could, for example, use the signal of the mobile phone and identify how many mobile phones are there. Then I can kind of understand the movement. ' when designing for the use case 2. However, this seems to be a one of incident, though our end goals is to see more of this type of proactive privacy thinking at early stages of the design process.
The total duration wa about 1.5 hrs. We should admit that we asked participants perform substantial task during the task. Even though we did not hear any direct complaints about the workload or duration, we felt, at time, participants got tired. However, we do not consider this tiring has made any impact on our final results. On the other hand, we also need understand , in real world scenario engineers would get tired. Going through privacy guidelines and decided when, whether, or how to apply them is a significant and tiring task, specially when there number guidelines are increased. On the other hand, if we try to reduce the number of guidelines, this will lead to increase the abstractness of vagueness of each guideline (e.g., Ann Cavoukian [10] ). In that situation engineer may get tired by thinking and translating principles into actionable guidelines by themselves. In either way it is hard to avoid this tiring process on applying privacy awareness in into IoT application without building assisting design tools.
6.2.2
Potential challenges towards adoption in real-world. We can observe higher refusal / disagreement rate in study 2 (round 3) compared to study 1 (round 3). We attribute this difference to number of factors:
• Self-administered nature of the study: Therefore, they are relaxed and do not feel necessity (or pressure) to agree with the guidelines and motivate them to express their view freely.
• Absence of supervision: Lack of overseeing process may have also lead to lack of focus and perform.
However, study 2 is much closer to real world situations where software engineers have to use the proposed PbD guidelines by themselves. Therefore, tooling support will be really essential to assist software engineers to improve their application designs. Automated tools will help to overcome the above two factors.
6.2.3
Software engineers need to develop a 'Privacy Mindset'. Software engineers usually have trained their mind to think about software designs from a business view point. This is understandable as software engineering projects are typically starts with business requirement conducted by business analysts. For example, participant [N1] recognised the importance of anonymising and deleting the data with regards to scenario 1 in round 2. However, he was reluctant and refused to apply the same ideas into scenario 3 saying 'I mean I can see a whole bunch of scenarios where they would want to pitch different kinds of deals to these individuals. That's why I'm saying it's very unlikely that they would adopt any sort of privacy enhancement measure, to get rid of or de-anonymise that data. Yes, just realistically I don't see that happening in that use-case'. N1's mindset is the reality mindset we are dealing with and it would take lot of effort to change this mindset. Guidelines put effort in this direction. However, we will require more effort such as sophisticated tools that can alter a given design (e.g., DFD diagram) and force engineers to think privacy as a first class citizen.
We also observed that some participants think about privacy very lightly. For example, participant [E4] was not much interested in thinking about privacy from certain aspects such data minimization saying that 'So, that information would, in theory, it might be possible to infer from the raw data, but in practice that could be quite tricky (Laughter). '. It is important to understand that not all engineers understand the challenges and risks in privacy. For example, participant would not have said this if he new about state of the art (e.g., accelerometer data from and smart wrist band can be used to identify ATM pin numbers 5 ).
Another aspect of the mindset problem is blind assumption towards some domains. For example, one of the use case scenarios we used was on healthcare domain. Software engineers seems to have a predefined mindset regarding certain domains. Participant [E2] correctly raised the concern that 'how much is that going to impact the health plan, or the rehabilitation plan for that. If they don't have access to those, to be able to link it to the medical records. Is that going to impact the patient, if the plan is kept separate from their own doctor?', when thinking about applying data minimization guideline. However, more often engineers tend to assume that doctors need the most accurate and data with highest possible granularity to make decisions, though it is not necessarily in all cases. For example, participant [E3] was reluctant to apply privacy preserving measures thinking that her actions would jeopardize the medical outcomes and mentioned (in round 2) and mentioned 'This one is quite challenging, this is the medical one, because obviously we need to use that data in order for the nurses to improve the experience in some way. So I do not know'. We observed similar remarks in study 2 as well. For example, one participant refused to apply category-based aggregation saying 'It's interesting, but it lacks precision in a medical context'.
6.2.4
Privacy guidelines provide cues to follow up for software engineers to explore beyond their expertise. The IoT application development process requires different types of expertise to come together to work efficiently. This is a fundamental difference between traditional web, mobile, desktop, embedded and IoT. Therefore, designing privacy aware applications could be challenging specially when the designer do not have certain types of expertise (e.g., networking, embedded design). For example, participant [E1] highlighted his lack of expertise saying 'Yes. The main problem is the cloud itself because as the data will be going through the cloud, the data will be available for attackers or someone like that. A way just so it might be or to take a look into which cloud service we are using. The protocols and this kind of stuff because this will be really, really important. Yes. It's not my speciality, this area'. Privacy guidelines can effectively educate and inform intelligent, but non specialists engineers and designers. This is an important step towards developing privacy mindset.
As a side effect, engineers may also learn to identify and respect different design requirements impose by their colleagues who are looking at a given design from a different speciality point of view (e.g., networking). Further, guidelines can also force non speciality engineers to look for speciality assistance as necessary to design better privacy aware applications. Without guidance, non speciality engineers may not know where or when to seek assistance. We heard similar expression few time such as 'The hidden data routing, I had not actually heard of that before, I think that is quite exciting. I think, yes, that would be good to do.' [E3]. In another instance, participant [E2] mentioned that 'The distributed data processing, I had not thought about at all to be honest I do not think but yes, I think it could definitely apply to all of these in some way. I am not sure how because I do not work in networks, or do this kind of stuff but I think that it would be good' . These expressions convince us that, guidelines play more than the guidance role, but can effectively play the educating role.
6.2.5
Knowledge limitations and gaps could lead to weaker privacy designs. Previously, we discussed the challenge of engineers not having certain expertise. We observed slightly different type of cases where the participants incorrectly believe what they new was correct. For example, participant [N1] mentioned that 'This is volunteers, it said, so I'm assuming that at the very start of this data collection, you would start off by collecting no data about the individual. Yes, so as far as you are aware, it's just somebody. So that should be fine for that.'. However, this is not correct. Even though we might not gather personal data initially, it could be possible to track the volunteers, if the communication is not secured through encryption.
In another case, participant [E1] mentioned that 'I guess it is not necessary to encrypt and anonymise the data. '. However, this is not true. Encryption and anonymisation techniques are designed for two different purposes. Ideal approach is to do both instead of picking one. These techniques act as two lines of defences. Encryption makes the data unreadable without authorization. However, if somehow malicious party achieve to decrypt data, still if the data is anonymised, it makes it much harder for malicious party as they now need to de-anonymise as well. We found similar cases in study 2 as well. For example, one participant mentioned that 'Distributed data could not be necessary if all data is strongly encrypted'. In reality, distributed storage and encrypted storage are two different independent guidelines that can be applied together.
Based on these above cases, it is clear that knowledge limitations of software engineers could lead to weak IoT application designs. Most reliable approach to address this challenges is to develop automated design tools to help the software design process.
6.2.6
Convincing software engineers to apply PbD guidelines could be difficult. We realised that, at times, convincing a software engineer to apply a particular privacy guidelines is difficult. For example, participant [N5] refused to apply 'categories based aggregation guidelines', even though we were successfully able to explain it to him saying 'Yes, I understood, but I don't think that we need the categories based aggregation, we don't need. '. This means we need to do more to make these guidelines more useful, but also make sure we do not push them to over think as we discuss in section 6.2.18. One of the ways to address this issue could be developing privacy patterns. Patterns are more concrete and able to convince the usage in a given context more strongly than guidelines. We observed similar difficulties in study 2 as well. For example, one participant has refused to apply data minimisation guideline my mentioning 'No, we need precise data that we can treat , to be able to understand them'.
6.2.7
From Guidelines to Patterns: Different types of advice could be useful for software engineers to solve different privacy problems. We realise that sometime, engineers' thinking process is just wrong. For example, participant [E1] said that 'In this case, he needs to know which one person it is. It's important because the personal is a person then I can't anonymise or blow it. Yes. Because this one is really a personal thing, so I think the main problem is the cloud. '. However, this is not correct. In use case 1, personal information can be replaced by an ID (for example, without using the real name). However, in this particular instance, our engineer concluded that personal data has to be retained. However, this kind of problem can be address by developing patterns. As we discussed earlier, patterns are solutions for common design problems. What we discuss here is a common problem that is not some thing unique to use case 1. Guidelines do have limitations on how much concrete or specific can they be as they are developed with the expectation of apply for wide range of circumstances. However, pattern on the other hand are ideal to be used to address this kind of problem. In this case, indirectly we are solving a problem of knowledge gaps of engineers.
In a slightly different case, participant [N4] refused to apply 'minimise raw data intake guideline' saying that 'I think it was not considered in scenario three, where I said that we will be sending the video feed to the Cloud. That can actually give the information regarding a particular user at that particular place'. Then we asked the question 'Is it necessary to send the entire video?, Is it sufficient to send, maybe you extract some pieces of that?'. Then the participant realised the applicability of this guidelines and mentioned that 'Yes, instead of just sending the-because I was using the video feed-in the beginning I was using the video feed to calculate the queue times in the parking. So instead of sending just a complete video, you can just send the number plate information, if it can be done at the module at the camera. So you don't need to send that, because that will violate the personal space and privacy. '. This situation is somewhat difficult to handle by guidelines alone. Guidelines are designed to be broad than patterns and difficult to provide concrete examples. We believe that this kind of challenges can also be better managed through privacy patterns.
Let us consider the following extract from participant [E4]. 'So, âĂŸMinimised data acquisition for study one. ' Actually, this was an interesting one, that I would say we didn't really think about at the beginning, because one of the ways in which I have failed to minimise data acquisition is continuous data collection, (Laughter) which we did have a reason for that, which was that it might be difficult for the user to have to switch-remember to switch it on and off.'. This problem could have easily avoided by programming the mobile devices to automatically on and off the data collection based on the context (e.g., when doing the exercise). However, sometime we all may run out ideas and need little help. Privacy patterns and automated tool could comes in handy to address this type of challenges.
6.2.8 Guidelines should be better explained. We also had few instances where participants struggled to understand the differences between some guidelines. For example, participant [E1] asked 'What's the difference between the reduced data granularity and the data that I am getting? The one, the âĂĲMinimise data acquisition. '. Such difficulties can easily be addressed by providing an example. Further, we also had some disagreements with some guidelines. For example, participant [N1] mentioned that 'Yes, that's what I'm guessing. Can you call it distributed processing?'. The root cause of this problem is that, most engineers think distributed processing is all about processing at different clouds or servers. However, hierarchical data processing is also comes under distributed processing (e.g., some processing happens within micros-controller and the further processing happens in the gateways and final processing happens in the cloud). We observed similar remarks in study 2 as well. Participants have mentioned in several times that they do not understand certain guidelines or how they can be helpful. Figure 11 clearly illustrates this issue. However, this type of confusions and weaknesses (of PbD guidelines) can be easily addressed by providing examples. Automation tools could also help to address this issue.
6.2.9
Guidelines are important and provides interesting ideas towards designing privacy aware IoT applications. Over the course of the study, at number of times, participants clearly and sincerely express that guidelines are useful. For example, related to 'minimise data retention period guideline' participant [E1] mentioned that 'This, I haven't thought about it and this is very important. Very important. '. We also had number of instanced that our guidelines were successfully changed the mind of the participants. For example, [N5] admitted the importance aggregating data saying 'So now I think if we collect the GPS data of that user, we need to aggregate the data by showing the GPS. The time periods by each aggregation, yes, I think this is quite an important thing because before that I did not think at all about that, but now I think instead of storing the raw data or the real time data, we just store the data in a certain amount of time, like, an hour or per days or per week, per month'.
6.2.10
Post hoc rationalisation and software engineers felt guilty for not pro-actively taking measures to protect user privacy. We also observed post hoc rationalisation from most of the participants. After we showed the PbD guidelines, most of the participants felt the responsibility of addressing privacy issues in their IoT application designs. We observe their feeling more likely to some kind of guilty feeling. Most of them not only followed the guidelines and successfully improved their designs, but also claimed that they thought about certain privacy considerations before we showed them the guidelines, even though their designs did not show any evidence of this. This behaviour suggests that software engineers are well aware of the importance of privacy issues, though they do not make any effort to address them until an external impetus (e.g., we as researchers in this case or it could be pressure from laws and regulations, or explicit client demands) that explicitly encourage them to do so. When we explicitly encouraged them to address privacy issues, most of the participants felt the need of defending themselves and claim that they thought about privacy before. This post hoc rationalisation behaviour justifies the importance of developing a Privacy Mindset among software engineers. We observed three different types of responses: (1) complete lies or made up answers where participant says that they have thought about a certain guideline, but they have not mentioned it in their designs on the paper or no evidence to suggest that they thought about it (e.g., 'So, I think I did consider the minimising the data that has been recorded'[E2]), (2) reluctantly acknowledged that they haven't thought about it (e.g., 'So, seven, I had sort of considered that, but need to make it more explicit'[E2]), (3) reluctantly acknowledged with some guilty (expressed in facial expressions and tone) (e.g., 'It is tricky actually because when you are thinking about stuff you are like I am kind of understand it, but I was not really thinking that at the time. [Laughter] . So maybe actually the walking one should be N/A as well actually' [E3]).
6.2.11
Acquisition of user consent should not be used to counter poor privacy design choices. We also noticed the notion of using 'consent forms' as a way to overcome or by pass privacy challenges. In other word, engineers may design sloppy or poor application designs (in terms of privacy awareness) by using consent forms as an excuse. For example, participant [E2] mentioned that 'Okay. So, the first user case. Assuming that all the patients were part of the trial that the researcher is doing, and had already signed up to allowing the data to be tracked.'. Further, she mentioned that 'The second one, as I said, these were volunteers, so, under the assumption that they've been signed up and made fully aware that this is going to track their movements'. However, such data collection approach is not allowed in new GDPR regulations [14] where all the data collection and retention activities need to be justified and documented. We made similar observations in study 2 as well. One of the participants have mentioned that 'once analyse are made, data should be destroy. However, the user may want to access to his old data to know his evolution. So i think it's not possible to destroy them, unless the user asks for'. Ideally, there has to be a properly justified reason in order to store data. Therefore, storing data until user explicitly asks to delete is a weak design choice, specially in the context of GDPR.
6.2.12
Lack of consistency and sometimes engineers need a push. We also noticed that some participants struggled to maintain the consistences. For example, participant [E1] suggested to use secure protocols for communication with regards to use case 1 even before seeing our privacy guidelines. However, he did not suggest to use secure protocols for scenario two and three. Later, he did the suggestion after seeing our guideline saying 'Yes. This would help with one, but with two and three, I haven't thought about it. Yes. I guess they are important to the use case two and use case three. That I haven't thought it but yes. It is really good to think about it'. This issue is quite normal in many other domain. Maintaining consistency without any assistance is difficult. In medical field, check-lists are being developed to guide the surgical procedures. This is due to the fact that, even highly skilled doctors and medical staff struggled to always maintain the consistence without any assistance (i.e., reference points) [19] . We further discussed this issue in Section 4.1.
Additionally, we noticed that guidelines can also act as stimulating agent to help engineers to act upon things they already know. For example, [E3] admitted that she knows about the data retention very well. However, she did not apply them in the design and said that 'Yes, it is kind of in line with this one here. So, I kind of had inadvertently had thought about but probably not a mega amount. I am also the kind of person who would collect all the data and then decide to do what afterwards. [Laughter] . I am the typical scatty artist like that. With the retention period, I mean I know that it is something that you obviously need to think about, but to be honest I had not really thought about it before even this. I know from my own studies that I need to do that but when I was reading this I was not thinking, "Oh yes, I should only keep it for a little bit. " I guess you would delete it after you sort of put it into a secondary context . This means that there is actual gap between knowledge and actions. Guidelines can be used to bring gap between the tow which others engineers may do not want push themselves forward.
Further, guidelines can be used to eliminate the challenge of 'cold start' (i.e., start thinking about something without any assistance or structure). Therefore, guidelines could speed up the process. For example, we had one participant who could not identify any privacy measure in phase 2 by himself. Even though this is one off case out of ten, it is fair to assume this is not an isolated case depending on our sampling size. Participant [N3] mentioned that 'About the privacy control, I don't have that much of knowledge about the privacy control. ' and then vaguely mention about using policies to govern the data management process. Therefore, privacy guidelines a re significantly useful in guiding this kind of engineers.
Rarely, we noticed that participants ask direct privacy related question in round 1. However, such questions are usually come from business requirement gathering line of thinking, not necessarily from privacy mindset. For example, participant [E4] asked 'So, could you just give me an example of kind of sensor that we might have or an example of the sort of data that you might be collecting from one of your patients?'. However, the ideal question we would like them to ask is 'what would be the minimum data set that you need collect in order to achieve the task at hand?'. implicitly thought about data minimization from networking point of view 'Are you gathering a lot of data, meaning you will not be able to transmit it over a wireless network? Or is it sort of a very low-bitrate data that you can collect on the cloud and analyse later? I'm wondering if you need to do any data processing at all?'. It is important to note that engineers may implicitly apply certain guidelines without thinking about privacy, instead thinking about challenges in their own expert areas as shown above. Such decisions should not consider as privacy protecting measures taken by engineers.
Having expertise (or confidence) could also help engineers to make more concrete design decisions. For example, participant [N2] based on his own expertise mentioned that 'In this activity, we don't need very specialised data. I think two sensors are enough, the gyroscope. I have written the gyroscope and the heart-rate monitor. That actually tells us a lot. ' . In this extract, our participant, implicitly focus on minimise data course guidelines. In this context, our participant is confidant that particular data types are sufficient address the challenge at hand. This a contrast view we saw in Section 6.2.14, where the participant mentioned her willing to gather data 'just in case'. More technical knowledge and expertise of the technology could lead to change the mindset from gathering all data to gathering sufficient data.
One of the ways to address this challenges is to create IoT knowledge bases. As IoT application development is going main stream and more individual and small teams are expected to enter into engineering force. Therefore, it would be useful to develop usable tools that can inform engineers specially regarding 'what can be achieved by different types of data'. For example, what can be understood by analysing accelerometer data? what can be understood by temperature data or the questions would be, what are the different ways to detect human presence in a certain locations. Depending on the expertise of the expert you ask the above listed questions, the answer could be varied greatly. Different IoT application designs that achieve the same overall goal may have different consequences in terms of cost, accuracy, replicability, privacy awareness and so on. We propose to develop an IoT knowledge base where anyone can search answers to above mention questions. Such platform should be a crowd-source platform where different experts get to submit their experiences and also provide facilities to critique by each others solutions. Such resource would help us as a community to collectively push towards not only to achieve the desired objectives, but also to achieve them in a privacy aware manner.
Privacy guidelines can also be used to justify or contrast other design decisions. For example, a decision to collect less data in order to save bandwidth can be strengthen by the arguments brought in by the data minimization privacy guideline. Such triangulated decision will have much better chance in surviving in design reviews by multiple parties who have different expertise. Other way round arguments may also useful in making strong decision decision. For example, it would be much credible to put emphasis on the secondary benefits of data minimization guidelines, when possible, as it could be seen as not only a privacy protection measures but also cost saving measure for the company in long run. However, the challenge is to combine privacy guidelines with secondary benefits. Above discussed knowledge bases could be very useful to address this challenge.
6.2.14 Privacy should not be treated like a secondary objective when designing IoT applications. Our study showed that software engineers do not consider privacy as a first class citizen in their IoT application designs. This justifies our decision to develop a PbD framework to guide the thought process of software engineers. During our user studies, participants candidly expressed their wish to collect as much data as possible (e.g., Participants [E2] said 'As a developer, you just wants all of the data'). We believe that this mindset of collecting as much data as possible needs to be changed towards a Privacy Mindset where only the most essential data items are gathered and processed. We explained the privacy risks of gathering non-essential data in Section 4..
Another participant signalled that it is ok to collect data without any control saying that 'If it's completely anonymised, and it's just business data about who's come and come out. ' [E2] . This mindset is wrong and create additional problems such as resource wastage (e.g., for storage, data cleaning, data processing etc.). Further, anonymising is a risk mitigation approach, not a risk elimination approach. Anonymisation also could lead to privacy violations due to un-lawful de-anonymisation approaches. We heard similar views with regards to data storage as well.
6.2.15
Time is a unique type of data that has direct impact on privacy. Time is a unique piece of data that commonly gathered in IoT applications. Time can provide significant information when it is attached to a different data types (e.g., location). Time can also be used to aggregate data in certain ways to significantly reduce privacy risks. In IoT world, sensors collect data mostly with respect to time (i.e., frequency of collecting data). Typically, higher frequency means higher the granularity of the data captured, therefore higher the information that can be derived. However, the required frequency depends on the tasks at hand. Therefore, IoT applications need make particular attention the frequency of collecting data as it not only a contributing factor to privacy violations in long run but also make impact on energy consumption, storage and data communication.
6.2.16
Some privacy issues can be eliminated by using alternative technologies. An important aspect of IoT application design is the choice of the right sensors and technologies to collect data. We realised that these choices also have a direct impact on the privacy. In relation to Scenario 2 (section 3.2), one of our participants [E4] used stationary sensors that do not capture any personally identifiable information to collect the necessary data (e.g., pressure sensors deployed in the ground, motion sensors, infra-red sensors, and so on). Sensor technologies have their own strengths and weaknesses. Similarly, privacy risks also varies depending on the technology used. However, the decision on which technology to use is based on the exact application, cost associated, and how much privacy risks willing to take. For example, deploying pressure sensors on different paths of a given park would eliminate the necessity of hiring volunteers with wearable sensor kits and associated privacy risks. However, deploying such sensing technology in real world could be much more challenging, in terms of cost, time, and effort, than distributing number of sensor kits among volunteers. On the other hand, stationary sensors would eliminate the hassle of recruiting volunteers, managing them, and their sensor kits. The lesson is that privacy risks can also be reduced by selecting certain types of sensing technologies given that they are feasible to be used in a given IoT application.
6.2.17
Software engineers consider authentication and encryption as the only ways to protect privacy. It is also important to note that three participants identified authentication as a measure of protecting user privacy. However, in our PbD framework, we considered authentication as a security measure than a privacy protection measure. Further, three participants highlighted the importance of acquiring consent from data owners before collecting data. They also pointed out the importance of giving control to the data owners so they can decide on which data to share. Both consent acquisition (information disclosure -guidelines 22) and control (guidelines 23) appeared in our PbD framework even though we did not use them in the user study. Study 2 (round 1) also highlighted the same issue. As shown in Figure 12 , most common privacy protection measures identified are authentication and encryption. 6.2.18 Over thinking and applications could lead to unnecessary complexities. We noticed that sometimes, using guidelines could be tricky and engineers may apply them in an over-thinking manner. Privacy guidelines are designed to guide the thinking process. They are not mandatory steps that someone should to follow blindly. Effectiveness need to be thought through before using them. For example, participant [N5] mentioned that 'Distributed data processing, I did not think about this before reading the guidelines. For scenarios two and three, we can distribute the data for processing. We send them to different Clouds, first of all with scenario three, like for attraction, like, we send the data for each attraction to different Cloud servers'. Even though distributed processing is applicable in the scenario, it is not really a effective approach for scenario 2. Attempting to employ multi cloud processing as a way to apply distributed processing in scenario 2 could lead to unnecessary complexity and higher costs with little contribution to privacy protection. Therefore, it is important to assess each context carefully before applying a particular guideline.
Limitations
Although all the participants were able to understand our proposed guidelines, it was apparent that familiarity is key to applying them in a given IoT application design in a short period of time. For our study, we printed the PbD guidelines on plain A4 sheets as a list. However, the experience of our study participants highlighted that this type of printed list is difficult to follow and can be more time consuming to use. We believe that approaches such as Privacy Ideation Cards [28] and KnowCards 6 would be more effective by allowing users to quickly familiarise themselves with the guidelines. In particular, using a colour coded, iconographic approach to represent the guidelines could improve the users recall them and thus lead to faster application of guidelines with less frustration.
An additional limitation of this work is that we did not consider the adaptive nature of privacy. While some decisions about implementing privacy preserving measures can be taken at design-time, IoT applications are by nature unpredictable. As a result, the ability to adapt is an important feature in IoT applications. Ideally, IoT applications should be able to compose built-in privacy preserving techniques into a run-time configuration, that maximises the privacy protection level while maintaining the overall utility of the application.
RELATED WORK
Our objective is to explore ways in which we can help software engineers to efficiently and effectively design privacy aware IoT applications. Towards this, in this paper, we developed a privacy guideline based methodology. There are a number of existing frameworks that have been proposed to help elicit privacy requirements and to design privacy capabilities into systems. Privacy principles, privacy strategies, privacy patterns are been developed to support software engineering processes. It is important to note that non of these approaches explicitly focus on IoT domain or IoT application development processes.
Spiekermann [47] has identified number of challenges in privacy by design approach. Spiekermann identified PbD as "an engineering and strategic management approach that commits to selectively and sustainably minimize information systems' privacy risks through technical and governance controls. ". Privacy is a vague concept without a rigid definition. Therefore, at times, it is difficult to measure the effectiveness or efficiency of privacy protection techniques. Further, distinguishing privacy from security is vital in order to develop methodologies to address privacy challenges. Spiekermann [47] also highlight the problem of not having widely agreed methodology for systematic engineering of privacy into systems. This justifies our attempt to develop a methodology to incorporate privacy protecting measures into IoT application designs.
Primarily, there are two approaches to incorporate privacy measures into a system design. First approach (let us call 'Threat-based') explicitly examines a given system design to identify privacy threats and address them. LINDDUN [13] , which we discuss later in this section, can be considered as an example. Privacy Impact Assessment (PIA) [51] is also an example for this approach. Second approach (let us call 'Blanket-based') suggests to apply series of privacy protecting measures into a given design without explicitly considering specific privacy threats. The expectation it to apply set of blanket measures aiming to improve the overall privacy awareness of the design. Our proposed methodology follows this approach. Some other examples are privacy principles [10] , and privacy strategies [20] . Both 'Threat based' and 'Blanket-based' approach have their own strengths and weaknesses. Due to unique characteristics of each approach, an hybrid approach may potentially create better system designs.
Threat-based This approach eliminates specific threats that a system might have. Therefore, it is a mission oriented approach where it force system designers to deeply think about specific threats. On the down side, systems may struggled to handle threats that the designers haven't though about during design time. Deep thinking process would take longer time and complexities could lead to poor threat analysis. Blanket-based This approach is some what simpler and less error prone due to the absence of a threat analysis process. However, the same reason could lead to weak privacy design due to not handling specific threats unique to a given system. On the other hand, this approach has more chance to handle unprepared privacy risks at run time due to less dependence on threat identification processes. Therefore, highly dynamic systems may benefit from this approach.
Principles, Strategies, and Guidelines: The original PbD is a framework proposed by Ann Cavoukian [10] , the former Information and Privacy Commissioner of Ontario, Canada. This framework identifies seven foundation principles by which privacy sensitive application should be developed. These are: (1) proactive not reactive; preventative not remedial, (2) privacy as the default setting, (3) privacy embedded into design, (4) full functionality positive-sum, not zero-sum, (5) end-to-end security-full life-cycle protection, (6) visibility and transparency-keep it open, and (7) respect for user privacy, keep it user-centric. Cavoukian and Jonas [12] has extended Cavoukian's [10] seven privacy principle by proposing seven more specific guidelines to build PbD systems to manage big data, namely, (1) full attribution, (2) data tethering, (3) analytics on anonymized 
Area
Descriptions of Evaluation the approach Garde-Perik [50] This work explores relative importance of complying with privacy related guidelines in the context of a Health Monitoring System. A total of 50 participants were given a text scenario describing a health care system. This system does not adhere to any of the OECD guidelines. Participants were then provided with potential âĂŸfixes' to the system, each of which would make it comply with one specific OECD guideline. The guidelines were presented in pair where participants needed to pick which guidelines is most important. Iachello et al. [22] This work had developed a mobile application to conduct user studies in order to extract privacy guidelines. Those guidelines are then used to develop a second mobile application to evaluate and critique the proposed guidelines. Specific guidelines are presented later in this section.
Bellotti and Sellen [4] This work has proposed a framework for design for privacy in ubiquitous computing environments. They have proposed eleven criteria to evaluate a given design as presented later in this section. They take each criteria and evaluate it against their sample design. LINDDUN [13] LINDDUN is a threat modelling technique that supports the elicitation of privacy threats during the early stages of the software development life-cycle. Three groups have been involved in the evaluation process (total of 8 individuals) where they were asked to create a DFD diagram for a given high level scenario description (two groups focused on a e-health system and one group focused on a smart grid system) and use it to elicit the privacy threats using the LINDDUN framework. Group discussions were used to gather the participants experience. They analysed both the results the participants documented in their reports (discovered threats), as well as the opinions of the participants with regard to their hands-on experience.
• Correctness: On average, how many threats uncovered by the participants are correct (true positives vs false positives)? • Completeness: How many threats are undetected by the participants (false negatives)?
• Productivity: How many valid threats are identified by the participants in a given time frame? • Ease of use: Did the participants perceive the methodology as easy to learn and apply? In order to explore any flows in the LINDDUN method, they have asked a panel of three privacy experts to perform an independent threat analysis of a smart grid system using their own expertise. They have measured the reliability by comparing expert designs with earlier designs.
• Reliability: Is LINDDUN missing any important threats? Rubinstein and Good [44] Based on a review of the technical literature, this work has derived a small number of relevant principles and illustrates them by reference to ten recent privacy incidents involving Google and Facebook.
data, (4) tamper-resistant audit logs, (5) false negative favouring methods, (6) self-correcting false positives and (7) information transfer accounting. The ISO 29100 Privacy framework [24] has proposed eleven design principles, namely, (1) consent and choice, (2) purpose legitimacy and specification, (3) collection limitation, (4) systems by industry. It suggests six different threat categories: (1) spoofing of user identity, (2) tampering, (3) repudiation, (4) information disclosure (privacy breach or data leak), (5) denial of service, and (6) elevation of privilege. However, its focus is mostly on security than privacy concerns. Patterns and Anti-Patterns: Both patterns and anti-patterns are important and relevant to our work. However, due to space limitation, we do not review pattern literature in detail. Some important information on privacy pattern can be found in [1, 2].
Design Aids: In similar direction, Luger et al. [28] aims to understand how to make emerging European data protection regulations more accessible to general public using a series of privacy ideation cards. They have extracted 40 design principles by examining EU General Data Protection Regulation 2012 Com Final 11 [14] . These high level principles are proposed for computer systems in general but not prescriptive enough to be adopted by IT professionals for designing and developing IoT applications. In addition to using descriptions to explain guidelines, Zevenbergen et al. [54] have produced set of questions to explicitly guide the designers' mind towards following the guidelines. Inspired by their approach, we also formulated our proposed guidelines in question based format [35] .
Domain Specific: Privacy guidelines can also be domain focused or contextual as well. Iachello et al. [22] has proposed privacy guidelines for social location disclosure applications and services. Their proposed guidelines (quite specific) are (1) don't start with automation, (2) flexible replies, (3) support denial, (4) support deception, (5) support simple evasion, (6) start with person-to-person communication, (7) status/away messages, (8) operators: avoid handling user data, (9) power relationships, (10) user characterization, (11) account for long learning curve, and (12) account for specific circumstances. Gritzalis et al. [18] has proposed 36 guidelines, formulated as counter measure, to address common privacy risks in healthcare domain. guidelines are extracted through a use case analysis and a risk assessment. Langheinrich [25] has develops six principles for guiding system design, based on a set of fair information practices common in most privacy legislation in use today: notice, choice and consent, proximity and locality, anonymity and pseudonymity, security, and access and recourse. Langheinrich discusses these generic principle in the context of ubiquitous computing in detail. It is important to note that, due to abstract nature, privacy principles can be interpreted in different ways related to different contexts. Therefore, both privacy principles as well as different interpretations are both important. Cavoukian [9] has proposed several privacy guidelines to serve as privacy 'best practices' guidance for organizations when designing and operating Radio-Frequency Identification (RFID) information technologies and systems. Proposed guidelines are (1) accountability, (2) identifying purposes, (3) consent, (4) limiting collection, (5) limiting use, disclosure and retention, (6) accuracy, (7) safeguards, (8) openness, (9) individual access, and (10) challenging compliance. Zevenbergen et al. [54] has proposed specific set of guidelines to measure mobile connectivity in a ethical way. The aim of their guidelines is to help network researchers navigate the challenges of preserving the privacy of data subjects, publishing and disseminating datasets, while adhering to and advancing good scientific practice.
Cavoukian [11] argues the important of empowering software engineers to develop and adopt privacy best practices. We believe that providing methodologies, tools, and techniques is part of the empowerment process.
Privacy Guidelines in GDPR Context
General Data Protection Regulation (GDPR) is a regulation made by European Parliament and Council which aims to regulate how personal data of EU citizens should be handled by any entities within or outside EU. GDPR aims primarily to give control back to citizens and residents over their personal data. This regulation is expected to be implemented in May 2018. Even though our PbD framework is not design specifically to address GDPR, we would like to briefly highlight our framework in the context GDPR.
Part of the GDPR regulation is organised as principles which are quite similar to the principles we discussed in this paper. Example principle is listed below.
• "adequate, relevant and limited to what is necessary in relation to the purposes for which they are processed ('data minimisation');"
Our privacy guidelines (especially the ones that target minimization) will help to implement this principle. It would be useful to develop more concrete guidelines, patterns and tactics to address each of the principles proposed in GDPR.
CONCLUSIONS AND FUTURE WORK
In this paper, we explored how a Privacy-by-Design (PbD) framework, formulated as a set of guidelines, can help software engineers to design privacy-aware IoT applications. We evaluated the effectiveness of the proposed PbD framework through a use cases based observational study where the participants were asked to design IoT applications to satisfy three given use cases. However, it is important to note that our objective is not to position our proposed framework as the de-facto PbD framework. Instead, our objective is to show that a set of guidelines can significantly assist the software engineers to design better privacy aware IoT applications. According to our findings, the proposed PbD guidelines framework has significantly improved the privacy awareness of the IoT applications designed by both novice and expert users. Further, results show that software engineering expertise does not matter significantly when it comes to incorporating privacy protection features into IoT application designs.
In the future, we will conduct research to develop a set of privacy tactics and patterns that are less abstract than guidelines. Such tactics and patterns will help software engineers to tackle specific privacy design challenges in IoT domain. At the moment, privacy guidelines are presented to the software engineers in plain text organised into a list. Though it is usable, in the future, we will explore how we can use human computer interaction (HCI) techniques to make these PbD guidelines more user friendly and accessible to the software engineers. HCI techniques will help software engineers to efficiently and effectively browse and find relevant privacy guidelines, patterns and tactics in a given IoT application design context.
In long term, we aim to change the way that the engineering community looks at privacy challenges. Privacy challenges are often considered to be time consuming and difficult to address and require significant expertise. Therefore, ideally, we need to develop new techniques that automatically address privacy challenges in the IoT application design process while letting engineers focus solely on other design challenges (e.g. interoperability, efficiency). More specifically, such automated tools and techniques will not only transform application designs into privacy aware application designs, but also validate and verify them. Such automated tools and techniques will save millions of engineer hours which engineers would otherwise need to spend developing privacy expertise (also called privacy mindset) and applying it. Privacy guidelines (similar to ours), patterns, and, tactics will formulate the underlying knowledge base that is required by automated tools and techniques.
