Topological entropy of the induced maps of the inverse limits with bonding maps  by Xiangdong, Ye
ELSEVIER Topology and its Applications 67 (1995) 113-I 18 
TOPOLOGY 
AND ITS 
APPLICATIONS 
Topological entropy of the induced maps of the inverse limits 
with bonding maps 
Xiangdong Ye ’ 
Department of Mathematics, University of Science und Technology of China, Hefei, Anhui, 230026, 
PR China 
Received 7 July 1994; revised 10 March 1995 
Abstract 
We generalize a result of Bowen by showing that the topological entropy of the induced map 
of the inverse limit space with bonding maps is equal to the limit of the topological entropy 
of the original maps. As an application we prove that the topological entropy of each induced 
homeomorphism of a hereditarily decomposable chainable continuum is zero and then generalize 
some known result of Barge and Martin. 
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1. Introduction 
From continuum theory in topology, we know that inverse limit spaces yield powerful 
techniques for constructing complicated spaces and maps from simple ones. Naturally 
one would like to know how the dynamics of the induced map of the inverse limit space 
with bonding maps is connected with that of the original maps (see Section 2 for the 
definition). The connection of the dynamics of the shift homeomorphism on the inverse 
limit space (with sole bonding map) with that of the sole bonding map has been studied 
by some authors, see for instance [2,6,11]. In particular Bowen showed in [2] that the 
topological entropy of the shift homeomorphism is equal to the topological entropy of 
the sole bonding map. 
In this paper we shall generalize Bowen’s result by showing that the topological entropy 
of the induced map on the inverse limit space with bonding maps is equal to the limit of 
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the topological entropy of the original maps. Other dynamical connection of the induced 
map with the original maps will be discussed in a forthcoming paper with Dr. Zhang. 
As an application we shall prove that each induced homeomorphism of a hereditarily 
decomposable chainable continuum has zero topological entropy, and then we get some 
generalizations of the known result of [ 11. Note that the above result and the result in [ 121 
support a conjecture of Barge [4]: each homeomorphism of a hereditarily decomposable 
chainable continuum has zero topological entropy. 
The author would like to thank Professor J. Xiong for very useful discussion, Dr. Sun 
and Zhang for careful reading of the manuscript. The author expresses his thanks to 
the referee, a remark by whom enabled a simple proof of Lemma 4.2 to be given of 
Section 4. 
2. Preliminaries 
Let Xi be a compact Hausdorff space and fi : X, %+t + Xi be a continuous surjective 
map for each i E N. Let 
X, = l@(Xi,fi)z, = { (xt,~,. .): fi(q+l) = x,, for each i 3 l}. 
The space X, is called the inverse limit of the maps {fi}z, and {fi}zt are called the 
bonding maps. Note that X, is a compact Hausdorff space. 
If gi : Xi + Xi is continuous and satisfies that gi o fi = fi o gi+t for each i E N then 
{g2}200_, induces a continuous map go3 (called induced map) on the inverse limit space X, 
in the following way: gDo(Ic) = (gt (CEI), gl(xz), . . .) for each z = (xi, x2, _ . .) E X,. 
We shall say that {gi}z, are original maps. In particular if Xi = X and fi = gz = f 
for each i 3 1 then the space 
Xf = l@(X,f) = {( xl, x2,. . .): f(q+,) = xi, for each i 3 l} 
is called the inverse limit of f and f induces a homeomorphism f^ on Xf, which is 
called the shift homeomorphism. If the induced map go0 on X, is a homeomorphism 
then we say that go0 is an induced homeomorphism. Note that gm is a homeomorphism 
does not imply that gi, i 3 1, are homeomorphisms, the simplest example is the shift 
homeomorphism. 
For each pair i, j E N with i < j define fi,j = fi : Xi+, -+ X, if i = j and 
fi,3 = fi o fi+l 0. . o fj : Xy+t -+ Xi if i < j. Note that gs o fi,j = fi,j o gf+, for each 
Ic > 0. 
ForeachiENdefine~,:X,tXiby~,(z)=ziforeachz=(z,,x*,...)EX,. 
Ki is an open surjective continuous map and satisfies that go0 o 7ri = 7ri o gm for each 
i E N. Note that 0 = {ni’(Ui): Ui IS an open set of Xi, i E N} is a base for the 
topology of x,. 
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If Xi is a compact metric space with metric di then we may define a metric d, on 
Xcc bY 
which induces the inverse limit topology. Note that X, is a compact metric space. 
By a continuum we mean a connected compact metric space. A continuum is said 
to be decomposable (respectively, indecomposable) if it can (respectively, can not) be 
written as the union of two of its proper subcontinua. We say a continuum is hereditar- 
ily decomposable (respectively, hereditarily indecomposable) if each its nondegenerate 
subcontinuum is decomposable (respectively, indecomposable). Let 1 denote the closed 
interval [0, I]. A nondegenerate continuum M is chainable if M is the inverse limit of 
{fi}z,, where fi : I 4 I is continuous onto for each i > 1. For the basic properties of 
chainable continua we refer [8] and [5, Chapter V]. 
Let X be a compact metric space with metric d. We denote the collection of all 
continuous maps of X by C(X, X). For f E C(X, X) we define f” = id and inductively 
f” = f ofn-’ for n E N. An z E X is aperiodic point off with period n if fn(x) = J: 
and fi(x) # 5 for 1 .$ i < n - 1. The set of periods of f will be denoted by Per(f). 
3. The topological entropy of the induced map 
Topological entropy was defined by Adler et al. in 1965, which is an analogue of the 
metric entropy defined by Kolmogorov and Sinai. 
Let X be a compact topological space and f : X + X be continuous. If cr is an open 
cover of X let N(cr) denote the number of sets in a finite subcover of a with smallest 
cardinality. If LY and p are two open covers of X let (Y V ,Ll = {A n B: A E cr, B E ,D} 
and f-‘(a) = {f-‘(A): A E a}. For an open cover cr let 
n-1 
v y(a) = a v f-‘(a) v ‘. . v p-“(CY) 
i=o 
and 
The topological entropy of f is defined by 
h(f) = sup h(f > a). 
01 is an open cover of X 
Let Xi be a compact topological space and fi be a continuous map of Xi for i = 1,2. 
We say that (Xi, fl ) is an extension of (X 2, 2 or (X2, f2) is a factor of (XI, f~), if f ) 
there is a continuous map d, from X1 onto X2 such that 4 o fl = f2 o 4. We call 4 to 
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be a semicanjugacy. It is well known that if (Xl, f~) is an extension of (X2, f2) then 
h(fz, a) = h(fl, 4-‘(Q)), f or each open cover of X2 IlO, p. 1671. 
Theorem 3.1. Let Xi be a compact HuusdorfSspace and fi : Xi+, -+ Xi be continuous 
onto for each i E N. Assume that gi : Xi + Xi is continuous and satisfies that gi o fi = 
fi 0 gi+l for each i E N. Then h(g,) = lim+, h(gi). 
Proof. Firstly note that h(ga) < h(g,+l) and h(go3) > h(gi) as gi o fi = fi o gi+l and 
QmOri =niOg, for each i E N. Hence h(gcx?) > lim+, h(gi). Thus we only need 
to show that h(g,) < limz+m h(gi). 
Let cy be a finite open cover of X,. Then there are m E N and p = {I$, Vz, . . . , Vm} 
which covers X, with Vi = nj<’ (Uj,), Uiz c X.j, open such that each V, is contained 
in some member of cr. Thus h(g,, a) < h(goo,P). Let n = maxl<i<.mji and 
IV, = UjZ if ji = n and IV, = fj;r,‘,_, (Q if ji < n. 
It is checked that y = {IV], W2, . . . , Wm} covers X,. AS fi,j-l o ~j = ri for i < j we 
have that if ji < n 
7r,‘(W) = 7r,‘f&,(q,) = 7q’(?q). 
This implies that n;‘(y) = /3. Hence 
MQCO,~) G h(QcCJ,P) = h(Qn,Y) < h(Qn) G )L&h(Qi). 
It follows that h(g,) < limi+oo h(gi). The proof is now completed. 0 
Corollary 3.2 ([2]). Let X be a compact Hausdo$f space and f : X -+ X is contin- 
uous onto. Then the topological entropy of the shif homeomorphism f^ is equal to the 
topological entropy of f. 
4. An application 
In this section we shall use Theorem 3.1 to show that each induced homeomorphism 
of a hereditarily decomposable chainable continuum has zero topological entropy, and 
then get some generalizations of the known result in [I]. We start with a simple lemma 
and omit its proof, and use it to prove a key lemma for the proof of the main theorem 
in this section. 
Lemma 4.1. Let X be a hereditarily decomposable continuum and Y be a continuum. 
If there is a continuous surjective map from X onto Y then Y is decomposable. 
Lemma 4.2. Let M be a hereditarily decomposable chainable continuum and F be a 
homeomorphism of M. If f E C(I, I) and 4 is a continuous map from M onto I with 
4 o F = f o 4 then the period of each periodic orbit off is a power of 2. 
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Proof. Note that q5 induces a continuous map 4 from MF onto If. Since F is a home- 
omorphism, MF is homeomorphic with M. Hence MF is hereditarily decomposable. 
Let C be a nondegenerate subcontinuum of If. By [9] there is a subcontinuum H of 
MF such that J(H) = C. Thus C is decomposable by Lemma 4.1. Hence If is also 
hereditarily decomposable, and by [l] the period of each periodic point of f is a power 
of 2. This ends the proof of Lemma 4.2. 0 
Now we are ready to show the main result of this section. 
Theorem 4.3. Let M be a hereditarily decomposable chainable continuum with onto 
bonding maps fi E C(I, I), i > 1, and F be a homeomorphism of M induced by 
continuous maps gi of I with gi 0 fi = fi o gi+l. Then h(F) = 0. 
Proof. By Lemma 4.2 the period of each periodic orbit of gi is a power of 2. Hence 
h(gi) = 0 for each i > 1 by [7]. According to Theorem 3.1 h(F) = limi-too h(gi) = 0. 
This ends the proof of Theorem 4.3. 0 
The following corollary is a generalization of the corresponding result of [ 1, Theo- 
rem l] on chainable continuum with sole bonding map. 
Corollary 4.4. Let M be a chainable continuum with onto bonding maps fi E C(I, I), 
i > 1, and F be a homeomorphism of M induced by continuous maps gi of I with 
Si”fi=fioJIi+l~ If there is i E N such that there is a periodic point of gi with period 
which is not a power of 2, then M contains an indecomposable subcontinuum. 
Proof. Assume the contrary, that is, M is hereditarily decomposable. Then by Theorem 
4.3 h(F) = 0. On the other hand by [3] and the fact that (I,gi) is a factor of (M, F) 
we have that h(F) > h(gi) > 0, a contradiction. Hence M contains an indecomposable 
subcontinuum. 0 
Related to the above corollary we could also get a generalization of [l, Theorem l] 
along another direction. 
Theorem 4.5. Let M be a hereditarily decomposable chainable continuum and f be a 
continuous map of M with a periodic point of period which is not a power of 2. Then 
the inverse limit space Mf contains an indecomposable subcontinuum. 
Proof. Assume the contrary, that is, Mf is hereditarily decomposable. As f^ is a homeo- 
morphism of Mf we have that the period of each periodic orbit of f^ is a power of 2 by 
[ 12, Theorem 2.51. Since Per(f) = Per(f) [l l] it follows that the period of each periodic 
point of f is a power of 2, a contradiction. This ends the proof of the theorem. 0 
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