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1. INTRODUCTION AND RESULTS 
If a function f is Riemann integrable on the unit interval [0, 11, we define 
the Riemann coefficients off as the errors 
In [2], it was observed that the asymptotic behavior of r,(f) is quite similar 
to that of the Fourier coefficient 
u,(f) = Jb’f(t) eciznnt dt 
off. In this note, we give some precise results. In general, it seems that if 
the periodic extension off from [0, 1) to the real line [w is “smooth,” then 
the coefficients r,(f) and a,(f) have the same rate of convergence to zero; 
otherwise, it is probably true that a,(f) converges to zero “faster” than 
r,(f) does-in the sense of Theorem 3 below. We first state the following 
known theorem. 
THEOREM A. (1) Iff satisjies a Lipschitz condition of order o1,O < 01 < 1, 
say 
If(x) -f(Y)1 d MI x -- Y lo1 
for some A4 < co and all x, y E [0, I], then both 
r,(f) = W/n9 and a,(f) = Wln9. 
(2) Zff is of bounded variation on [0, 11, then both 
r,(f) = Wn> and a,(f) = W/n). 
(3) Zff is absolutely continuous on [0, I] andf(0) = f(l), then both 
r&f) = 0(1/n) and df> = 41/n). 
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The proofs of (I) and (2) are similar and easy and can be found in [3, 41. 
A proof of (3) was given in [l]. It should be noted that the above rates of 
convergence are sharp (cf. [2]). Let CO@) be the collection of all p-times 
continuously differentiable functions on [w with f(t) = f(1 + t) for all t. 
We have the following theorem. 
THEOREM 1. Let /3 > 1 and f E C-l(R). If f (0) is of bounded variation 
on [0, 11, then 
r,(f) = O(l/@+l). 
Iff (4’ is absolutely continuous on [0, 11, andfca)(0) = f(6)(1), then 
r,(f) = o(l/nP+l). 
It is known that the a,(f) have the same rates of decay as r,(f) in the 
above theorem and these rates cannot be improved (cf. [4]). We will show 
that the above rates of convergence of r,(f) to zero are also sharp, as in 
the following theorem. 
THEOREM 2. (1) There exist an E,, > 0 and a function f E CF1(R) such 
that f (8) is of bounded variation on [0, l] and 
I n4+1r,(f>l > e. 
for some sequence n = n, ---f co. 
(2) Let {en} be any sequence of real numbers tending to zero. There 
exists a function f E CB-l(R) such that f’“) is absolutely continuous on [0, 11, 
fcB)(0) = f(B)(l) and 
I ns+lr,(f>l 3 E, 
for some sequence n = n6 ---f ~3. 
It is clear that if f is continuous on [0, I], then 
for all n, where 1 < p < cg. Actually, for 1 <p < 2, we even have the 
stronger inequality 
for some constant C, independent off. However, for Riemann coefficients 
we have the following theorem. 
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THEOREM 3. Let 1 < p < co. For any positive integer n and any constant 
C > 0, there exists a continuousfunctionfon [0, I] such that 1 r,(f)\ > C Ilfll, . 
But for p = co, it is clear that 1 a,(f)1 < /l,fjlm and / r,(f)] < 2 llfj/m . 
2. PROOFS OF THE ABOVE RESULTS 
proof of Theorem 1. Iffe C”-1(R) and f(B) is of bounded variation on 
[0, 11, then 
a,(f) = JO’f(t) e-i2n*t dt = & s,’ f@)(t) e-i2nnt dt 
= (f(“)(O) - f(B)(l))/(i27r~)s+1 + (i2rrL)6+l s’ eci2=lzt df(B)(t), (1) 
0 
so that 1 a,(f)1 < M/no+l for all It, with M = 1 f@‘(O)/ + / fcB)(l)l + V(f@‘), 
where V(f@) denotes the total variation off(6) on [0, 11. Hence, 
r&f> =kfgf($) - 1l.f 
0 
= ,gm t i ax(f) ei2nikln - aoW 
(2) 
= ,g adf) - a0W 
m 
= j$ [a,,(f) + a-df>l. 
Therefore, by (1) 
If, in addition f(o) is absolutely continuous on [O, l] andf@)(O) =f(a)(l), 
then by (2) and (1) we have 
I r,(f)1 = [ iI [a&f) + a-df)ll 
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Since the integrals inside the absolute value signs tend to zero uniformly on k, 
we have @+lr,(f) -+ 0. This completes the proof of Theorem 1. 
Proof of Theorem 2. For p >, 1, we let 
It is easy to show that f E C-l(R) and that f (0) is of bounded variation on 
[0, 11. Also, it is clear from (2) that r,,(f) = 0 and 
m (-1)j+n 
r27L+kf) = (2fi ; l)H+lj~o (2j + 1)&l 
This proves the first part of the theorem. 
In the proof of the second part of the theorem, we define as in [2] the 
“saw-tooth” functions 
%(t> = -f X(k--1,2)/n(~) - nt, 
k=l 
where x8 is the characteristic function of [s, 11. Let {en} be any sequence of 
real numbers tending to zero. We choose a sequence of positive integers 
nk, n1<n2<“‘, so large that whenever j <p, n,/nj are odd integers 
and that for each k = 1, 2,..., we have 
%zk. \ < 2k-1 j=l oB+2 - -!- 2 (-l)j+l 
As in [2], we define our Lebesgue integrable function g by 
g(t) = 5 %&>/2j. 
j=l 
Case (i). We first assume that /3 is even. Let 
f(t) = x0 $$+1 e22nmty 
where the constants a,(g) are the Fourier coefficients of g. It is easy to show 
that f E CB-l(R) and that f(o) is absolutely continuous on [0, l] and 
f(B)(O) =fu’)(l). We now study the behavior of m,cf). It is not difficult to 
show that the Fourier coefficients of u, are 
aA4 = 
i 
if n is a factor of j, 
0 otherwise. (4) 
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By (2), we obtain for each k, using the fact that /I is even 
function on R, 
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and g is an odd 
By the definition of g and (4), 
(5) 
where we define 6[x] to be 1 if x is an integer and 0 otherwise. 
Now, if n, > nk , then n, = n,p. Hence, 
Also, if n, 3 n, , then using the fact that nJn, are odd, we have 
Therefore, by taking just one term in (5), we have 
(i27r)a+2 
- ~ &+r,,(f) > 2 ~~~~ 
so that by (3), 
Case (ii). We now let /3 be an odd integer. In this case, we use the 
“conjugate saw-tooth” functions 
(- 1)” cos 2nknt 
k ’ 
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CHING AND CIlUI 
h(t) = i u,,(t)/2’ = i ~,~(h) cos 2nkt, 
i-1 1, =I) 
where the nj are as chosen above. Since ‘~ II, ‘i1 -( 1 for all n, h is a Lebesgue 
integrable function on [0, I]. We now define our-f by 
Again, it is easy to see thatf‘E Co-‘(R) and thatf ca) is absolutely continuous 
on [0, I] and f(6)(O) = jrB)( I). By the same proof as in case (i), we also have 
I nE+1r7Lf>l 2 %a 
for all n = IZ~ , k = 1, 2 ,... . 
Proof of Theorem 3. If the theorem were false, then we could find a 
constant C, , 1 < p < co, such that 
I rn(f>i G Gllfll, (6) 
for all functionsf continuous on [0, I]. Consider 
f(t) = f ei2nn'it. 
I;=1 
It is clear that r,(f) = m, Il,fl12 = m1i2 and 
ilfll,” G llJ’ll~-’ IlJ’IIl 
G Ilf’llF llfllz 
= mP-lmli2 = m"-1/2 
By (6), we have 
m < C m1-1J2p, 9 
which is impossible for large m. This completes the proof of the theorem. 
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