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Abstract 
Wall, A note on multiplicity-free tensor representations, Journal of Pure and Applied Algebra 
88 (1993) 249-263. 
A given tensor power of a complex vector space is a direct sum of irreducible modules for the 
general linear group on that vector space. Each irreducible module has finite, but in general 
quite large. multiplicity. We describe a reduced version of the tensor power in which each 
multiplicity is one. 
1. Introduction 
Let V be a vector space over a field F of characteristic 0 and let T be the tensor 
algebra on V. Then T is in a natural way an FG-module, where G is the general 
linear group on V. By the classical theory of Schur, the FG-module T is 
completely reducible, each irreducible constitutent having finite multiplicity. 
These constituents are called the irreducible polynomial FG-modules. 
Let A denote the algebra (associative, with 1) generated by V subject to the 
sole condition that the squares of the elements of V lie in the centre of A. Then A 
is both a quotient algebra, and a quotient FG-module, of T. It follows that the 
FG-module A is completely reducible, and that each irreducible constituent is 
polynomial and has finite multiplicity. The purpose of this note is to draw 
attention to the following (rather surprising) fact. 
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Theorem 1. The FG-module A is isomorphic to the direct sum of the irreducible 
polynomial FG-modules. 
This is proved in Section 2. It implies that A contains a unique copy of each 
irreducible polynomial FG-module, and these copies are determined explicitly in 
Section 4. 
Letx,,..., x,, be linearly independent elements of V and consider the corre- 
sponding multilinear subspace M,, of A: this is generated by the products 
X . . WI . XT,, 1 where r runs over the symmetric group S,, on (1, . . . , n}. Then M,, is 
an FS,,-module in an obvious way. The following result is the counterpart of 
Theorem 1 for the symmetric groups. 
Theorem 1’. The FS,,-module M,, is isomorphic to the direct sum of the irreducible 
FS,, -modules. 
This reduces to a combinatorial result about induced representations of S,, , and 
in this form was proved by Kljacko (see [3]) and again by Inglis, Richardson and 
Sax1 [2]. 
Using the well-known connections between tensor representations of G and 
representations of symmetric groups (see e.g. [l]), one can deduce Theorem 1 
from Theorem 1’ and vice versa. Our approach here is more direct. Each 
irreducible polynomial FG-module is associated with a partition A of an integer 
n 2 0 and its character (see [l]) is the corresponding S-function s,. Since a 
completely reducible FG-module is determined up to isomorphism by its charac- 
ter, Theorem 1 is equivalent to the formula 
char A = c s, , (1.1) 
where summation is over all partitions A of all integers n 2 0. (When the number 
of parts of A exceeds the dimension of V, there is no corresponding irreducible 
polynomial FG-module but in compensation sA = 0.) 
The formal power series identity (1.1) has the advantage over Theorem 1 of 
admitting a characteristic-free interpretation, s, being in the general case the 
character of the corresponding Weyl FG-module W,. The algebra A over a 
general coefficient field deserves study for several reasons: firstly, it bears an 
obvious generic relation to the Clifford algebras of quadratic forms; secondly, it 
has arisen in applications, such as Razmyslov’s construction [5] of an insoluble, 
locally finite group of prime exponent p 2 5. For such reasons and because our 
methods are to a large extent characteristic-free, we shall allow F to be an 
arbitrary field in Section 2 and merely require in Sections 3 and 4, that its 
characteristic not be 2. 
The method of proof of (1.1) (at least when the characteristic of F is not 2) may 
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be described as follows: A is shown to be isomorphic as an FG-module to a 
certain commutative algebra C, whose character is known from a standard 
S-function identity to be c s,. Explicitly, 
c = A(V) @ S(F2’) ) 
where A(-), S(-) denote respectively the exterior and symmetric algebras and 
V”) is the space of symmetric tensors of rank 2 on V. Another commutative 
algebra that, when F has characteristic 0, is an FG-module isomorphic to A has 
been pointed out by D.-N. Verma [6, p.371. This example arises naturally from 
general principles, and the theory of highest weights provides a particularly simple 
and elegant description of the irreducible components. 
2. Characters 
Our main aim here is to prove the character formula (1.1) when F is an 
arbitrary field. In doing so, we shall obtain a first normal form for the elements of 
A. We shall use the notation 
aob=ab+ba. (2.1) 
Let 2 denote the subalgebra of the centre of A generated by the squares of the 
elements of V. Choose a basis X of V and a total order relation 2 on X. It is 
easily seen that Z is generated as an algebra by the elements 
x2 (xEX) and xoy (x,yEX,x<y), (2.2) 
and A as a Z-module by the products 
x1 “‘X, (x;EX,x, -=z... <x,; r=O, 1,. . .). (2.3) 
Proposition 2. (a) The elements (2.2) are algebraically independent over F. 
(b) The Z-module A is freely generated by the elements (2.3). 
Proof. Let F’ be an extension field of F and V’ a vector space over F’ having 
basis elements x’ in one-one correspondence with the basis elements x of V. Let 
9 be a quadratic form on V’, f the associated symmetric bilinear form and C the 
Clifford F’-algebra of q. Then C is generated by V’, and the squares of the 
elements of V’ are in the centre of C. It follows that the mapping x ++ x’ of X into 
C extends to an F-algebra homomorphism 4 : A-+ C. 
Now, by a standard property of Clifford algebras, the images x; . . . x: of the 
elements (2.3) form a basis of C as vector space over F’. Also, the images of the 
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elements x2 and x oy in (2.2) are (x’)’ = q(x’)l and .‘oy = f(x’, y’)l. The 
proposition will therefore follow if F’ and q can be chosen so that the values q(x’) 
(x E X) and f(x’, y’) (x, y E X, x < y) are algebraically independent over F. But 
such a choice is obviously possible: adjoin independent indeterminates rl, (x E X) 
and T,,~ (x,y E X, x < y) to F to get F’ and then define q by q(x’) = 7, (x E X) 
and f(x~‘, y’) = T,,~ (n,y E X, x < y). 0 
The expression of an element of A as a Z-linear combination of the elements 
(2.3) is its first normal form. In Section 3, and under the assumption that the 
characteristic of F is not 2, we shall derive a second normal form more closely 
related to the FG-module structure of A. 
Proof of (1.1). The character of A is a formal power series with integral 
coefficients in variables 5, corresponding to the basis elements x of V. It is given 
explicitly by 
char A = c (dim A,)m , 
m 
where summation is over the monomials 
and where A,,, denotes the subspace of A generated by the products x,, . . . 
x,, (T E S,). More generally, if M is a subspace of A (it need not be an 
FG-submodule) such that M = @,(M f-l A,,,), then we shall define 
char M = c (dim(M II A,))m . 
m 
The character in this sense is defined both for the FG-submodule Z and for the 
subspace L generated by the elements (2.3). 
Now, by Proposition 2(b), we have an isomorphism of vector spaces 
A=ZL=Z&L. 
It follows that 
char A = (char Z)(char L) 
On the other hand, 
charL=n(l+t,) 
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and similarly, by Proposition 2(a), 
char Z = n (1 - [I)-’ n (l- [X[y))’ 
x X<.P 
(In formally multiplying out these products when V 
must select the 1 in almost all factors.) Thus, 
char A = fl (1 - TV)-’ rI Cl- 5,5,)-’ . 
(1.1) now follows by a standard 
X<Y 
S-function identity 
following slightly 
[4, equation 4, p. 4.51. 0 
The same method yields the more general result. The 
requisite S-function identity follows from equation 5 and its proof on the same 
page of Macdonald’s book. For symmetric group analogues, see [2]. 
is infinite-dimensional, one 
Proposition 3. Let A,,, , where m 2 0, denote the Z-submodule of A generated by 
the products (2.3) with r I m. Then A,,, is an FG-submodule of A with character 
charA,,= c s, 1 (2.4) 
ASP,?? 
where P,, denotes the set of all partitions of integers n 2 0 with at most m odd 
parts. 0 
3. Normal form 
Under the assumption that the characteristic of F is not 2, we shall derive a 
second normal form for the elements of A and give an explicit formula for 
reducing a given element to it. The key idea is to replace multiplication by the 
pair of operations 
aob=ab+ba, ar\b=ab-ba. (3.1) 
Since the characteristic of F is not 2, every element of A is a linear combination of 
‘products’ 
where u,,..., u, E V and each operation (Y, is either 0 or A. Observing that 
u, = $ ou,, we write this element as 
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a,u, a2v2 * . . Qf,,v,, > (3.2) 
where always (Y, = 0, and formally assign to it the value i when y1 = 0. 
Lemma 4. When q # a,+,, (3.2) is an alternating bilinear function of vi and ui+, . 
Proof. It is sufficient to show that the partial product Pi+, = a,v, . . . a,+, u,+, is 
alternating in vi and u, + 1. This is obvious when i = 1 because then P, = 0 v, A u2 = 
v, A v2. When i>l, Pj+l is either (P,_louj) A ui+, or (P,_, A v,)ou~+, and the 
result follows from the general associative identities 
a~(b~c)=(a~b)r\c+(a~c)r\b 
=(aAb)oc+(ar\c)ob. 0 
The particular element (3.2) for which the operations (Y,, . . . , a,, are alternate- 
ly 0 and A will be denoted by 
Iv,, . ” , u,,I . (3.3) 
The lemma shows that this is an alternating multilinear function of v, , . . . , u,, , 
and by our general convention its value is 4 when n = 0. 
Lemma 5. We have 
Iu ,,..., v,,)=2”-‘u,...v,, modA;, (n=O,l,... ), 
where A,‘, denotes the Z-submodule of A generated by the products of fewer than n 
elements of V. 
Proof. (By induction on n.) The result being obvious when n = O,l, let n > 1 and 
assume it true for smaller values. If (T is the adjacent transposition (i, i + l), then 
U . . lrl . vv,, + v, . . ~v,,=(ui~v,+,)u;~~~u~~~~v,, 
and so 
U VI "'V --v W,, I . . eu,, mod A,; , 
from which it follows that 
U Tr1.* 'Um = (sgn rr)v, . . . v,, mod A,‘, (3.4) 
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for all rr E S,, . Using this and the induction hypothesis, we get 
Iv,, . . . , v,,I = Iv,, . . . > VJU, + (-lyUnlv,, . . , u,J 
G 2”-*((), . . . u, + (-l)rr-‘u,Iv, . . . vn_,) 
=2”~‘v,~~~v,, mod A:, . 0 
Proposition 6. The elements 
lx,, . . , x,( (X;EX,X,<...<X,;r=O,l,. . .) (3.5) 
form a basis for the free Z-module A. 
Proof. Using (3.4), one sees easily that the Z-module AA is free and has the 
elements (2.3) with r < n as basis. An obvious inductive argument using Lemma 5 
now gives the proposition. 0 
The expression of an element of A as a Z-linear combination of the basis 
elements (3.5) is its second normal form. The rest of this section is concerned 
with the practical problem of reducing the element (3.2) to this form. 
A Z-linear transformation on A is determined by its effect on the basis 
elements (3.5). For each u E V, we define such transformations P,, Q, as follows: 
P,lx,, . . . )X,1 = Ix,, . . . ) x,Iu + (-l)‘u(x,, . . . (X,I , 
Qu1-v . . . ,x,1 = Ix,, . . , x,Iu + (-I)‘+‘u(x,, . . . , xrI . 
It is easily verified that, if u,, . . . , u, E V, 
p,lu,, . . , u,I = I$, . , u,, u( (3.6) 
The corresponding result for Q, is 
Q,b,>. . . > urI =2 i: (-l)r+i(U,.U)IU,, . . . ) i$ . . . ) u,I . (3.7) 
i=l 
Proof of (3.7). (By induction on r.) The case r = 1 is obvious. Assume now that 
r > 1 and that (3.7) holds for smaller values. The proof depends on the general 
associative identity 
Because the proofs for odd and even r are essentially the same, we shall give 
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the proof for even Y only. Using (*) and the induction hypothesis, we get 
In the sequence of operations CX,, . . , a,, associated with the product (3.2), let 
the indices i such that either LX, = (Y;+, or i = n be (in ascending order) 
p, 1 p, + E_Lz> 1 PI + . . . + P, (=a> . (3.8) 
Then the structure of (3.2) is exhibited by an array of s columns, in which the 
entries in the first column are u,, . . . , u,,, those in the second column are 
u 1*,+1’. . . 3 u F,+pz, and so on. If 9 denotes this array, then P* will denote the 
corresponding product (3.2). By Lemma 4, 9 * is an alternating multilinear 
function of the entries in each column of 9. 
Lemma 7. We have 
p*=R 
“,, --R,,&,(t) > (3.9) 
where R,, is P,, or Q, according as v, is in an odd- or even-numbered column of 9’. 
Proof. (By induction on n). The Lemma is obvious when n = 1. Let n > 1 and 
assume it is true for arrays of fewer than n elements. In order to simplify 
notation, we attach signs to P,, Q,, 0, A and the entries of 9 as follows: 
sgn P, = sgn 0 = -l,sgnQ,=sgn~=+l,andsgnu~=(-l)‘ifu~liesincolumnj. 
Thus, the condition on R,, in the lemma is that sgn R,, = sgn ui. 
Let 2 denote the array obtained from CP by omitting the final entry u,,. By the 
induction hypothesis, 2 * = R,,_i . . . R,, ( i), where sgn R,, = sgn u, (1 5 i 5 n - 
1). Thus it remains only to prove that (i) CY’* = R,,,Z! *, where (ii) sgn R,,, = 
sgn u,. We may obviously assume in proving this that 2 * # 0, and it then follows 
from (3.6), (3.7) that 2* is a Z-linear combination of terms Iu,, . . , u,l, where 
(iii) I=/_L-&+‘.’ + (-l)“-“~,~_, + (-l)“-‘(pL, - 1) = n - 1 (mod2). 
Thus, (i) holds with R,, determined by 
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By the definitions of P,, Q,, this means that (-1)’ sgn (Y,, = sgn R,,, So, by (iii), 
(-l)“-’ sgn a,, = sgn R,,, and combining this with the same equation.for sgn R,,,_, , 
we get 
(4 -w a,,- I w a,, = w R,,,_, w R,,, . 
Now, since v,, _ , and v,, lie in the same column if, and only if, (Y,,~, # a,, , the 
left-hand side of (v) is sgn v,,_ 1 sgn v,, . Since sgn R,,,_, = sgn v,~ , , we get (ii) as 
required. 0 
In order to avoid circumlocution in what follows, we shall regard the entries of 
P as n distinct elements. It then makes sense to use such terms as set and 
permutation in connection with these entries. By the natural order of the entries, 
we shall mean their order of occurrence u, , v2, . . . in the corresponding product 
(3.2). If S is a set of entries and f a permutation on S, we shall usually think off 
as a rearrangement f(u,), . , f(uk) of the natural order u,, . . . , uk of the 
element of S. 
Notation. If a,, . . . , a,, b,, . . . , b, E V, we shall write 
alOb, ... a,ob, 
(a,, . . ,a,/ b,,. . . , b,)= azyb’ “pb’ . 
a,ob, ... a,ob,I 
Proposition 8. Let 9, as above, be an array of n elements of V arranged in s 
columns of respective lengths p,, . . . , p,. Write n, = p, + p3 + . . ., n2 = t+ + 
p4 + ’ ’ . and define 
Let 
p2,=nl -n2 (t = [ is]+ 1) . 
(2;) v, ‘...‘UP2, @) (lliYS[&r]) (3.10) 
be the elements of column 2i, and 
u,, . . ., u,, (3.11) 
the elements of the odd-numbered columns, arranged in natural order in each case. 
Then, apart from a factor (- 1)“2’, where (Y, /I depend only on p, , . , p, , 9’ * is 
given by 
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T (sgn p)(,)G<, (u:*‘), . . . , u:,’ Iuizi), . . . , UK))) ILLS”), . , u:22:)1 , 
(3.12) 
where summation is over the rearrangements 
p : uy, . . ) u$ . . . ) uy, . ) UZ,’ (3.13) 
of (3.11) such that, for 1~ i 2 t, 
(2;) (2;) 
UI ‘...‘UP2, (3.14) 
are elements from columns 1,3, . . . ,2i - 1 arranged in natural order. 
Proof. (By induction on n.) The proposition is obvious when n = 1 (and indeed 
when s = 1). Let n > 1 and assume that it is true for arrays of fewer than n 
elements. Denote the sum (3.12) by &,. What the proposition asserts is that 
B * - &‘, where - indicates equality up to a factor of the type described. 
Write c, = PI - P”z +. . . + (-l)m+‘P,,, (I- < m 5 s). Then the rearrangements 
(3.13) may be constructed step by step as follows: first choose ui”, . . . , u:’ from 
among the c, = p, elements of column l-this can be done provided that 
c2 = c, - E*.~ 2 0; next choose ui4), . . . , uI”,’ from among the remaining c3 = 
c2 + p3 elements in columns 1 and 3-this can be done provided that cj = 
c3 - p4 2 0; and so on. We may call the conditions 
c,,zO (m=l,...,s) 
the non-triviality conditions (NTC) for P. In the case where they are not satisfied, 
the proposition is trivially true: for @ = 0 (because the sum (3.12) is empty) and 
also 9”” = 0 (by (3.6) and (3.7)). From now on, we shall assume that 9 does 
satisfy NTC. 
Let 9 denote the array obtained from 9 by omitting u,,. Then % satisfies NTC 
because 9 does. By the induction hypothesis, 9? * - 4 and by Lemma 7, P* = 
P_,,,% * or Q,,9 * according as s is odd or even. Thus, it remains only to prove that 
9’ - P,,6 or QU,?$ according as s is odd or even. We shall in fact prove that 
4 = P",, 4 ts odd) > (3.15) 
4 = 2(-l)“Q,i (s even). (3.16) 
Case 1: s odd. Let us compare the rearrangements p for the sum @ with their 
counterparts p’ for the sum i. The number t = [is] + 1 is the same in both cases 
and the elements (3.14) with i < t are chosen according to exactly the same rules. 
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Suppose then that p and p’ agree on the choice of these elements. Then in each 
case the remaining elements are just those elements in odd-numbered columns 
that have not already been chosen (and this always includes the elements of 
column S) arranged in natural order. It follows that the sequence p is just the 
sequence p’ with the extra element u, put on at the end. In particular, sgn p = 
sgn p’. Thus, the sum 6’ is obtained from the sum 6 by replacing the part 
in each term of the latter by 
(2r) ILL, ) . . . ) u;2y_l, u,I = P”,,lu;2’), . . . ) .:,‘,I . 
(3.15) follows. 
Case 2: s even. Let p, p’ be as in Case 1 and write a = p2 + p4 +. . . + t-+2, 
b = PL,> c = 11,+2. Then p and p’ are rearrangements of the same sequence (3.11) 
of ~1, = a + b + c elements and their first a elements (that is, the elements (3.14) 
with i < 4s) are chosen according to the same rules. Let y,, . . . , y, be one fixed 
choice of these a elements and let z,, . . . , z~+~ be the remaining elements (3.11) 
arranged in natural order. Then the p and p’ that begin with y,, . . . , y, continue 
as 
Z n,, . . . 3 Z v(hic) and ZTI,. . . , ZTchtc) 
respectively, when u, T are permutations of 1, . . , b + c satisfying 
ul<..-cab, c$b+l)<...<cr(b+c), 
71<..’ < T(b - 1) , T(b) <. . .T(b + c) , 
respectively. Thus, apart from the common factor 
(sgn pO) n (z412j), . . . , ~4:’ 1 ulzi), . . . , uE#‘) , 
O<i<is 
where p. is the rearrangement 
y,, . . . 3 Y,, Zl>. . . 3 Zh+c 3 
the contributions made by the above p to @ and the above p’ to Q,,,2 are 
respectively 
s = c (sgn u)(zrl, . . . , z,b 1 u?), . . . , ur’) 1 zv(b+l), . . . , zm(b+c)l , 
D 
T= c (sgn T>(%, . . . , z,(b-l) 1 u’1”‘, . . . , u~!l)Qu,z 1 z,b3. . . , ZT(b+r)l .
T 
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We shall prove that 
(**) T=2(-1)“s. 
This implies (3.16), for c = n, - n2 and n = n, + n,, so that (-1)” = (-1)“. 
Applying (3.7) to each term in T, and expanding the determinantal coefficient 
by its last column in each term of S, we may bring S, T to a common form: 
S = c d,(Z,,) . . . ) Z,(,-,) 1 ul”‘, . . , $!,) 
H 
x (ZHhOU,) I Zf!(h+l), . . . 9 ZB(b+r) I ) 
T = c eo(z,, , . . . , z,(,-,) 1 uy), . . . , $!,) 
H 
x (~oh”~,l) I z,(b+l)‘. ” 3 Zo(h+c) 1) 
where summation in each case is over the permutations 8 such that 
Here, 
Ol<... < O(b - 1) ) O(b + 1) <. . . < O(b + c) . 
d, = (sgn ~)(-l)~+~, eH = 2(sgn r)(-1)“” , 
where u, r are determined by the facts that 
A 
crl,..., ui ,..., vb, ai, cr(b + l), . . . , c(b + c) , 
71,. , T(b - l), T(b +j), Tb, . , T(b +j), . . . , $b + c) 
are the same as 131, . , O(b + c). These conditions give 
sgn 8 = (- l)h+‘(sgn a) , sgn 0 = (- l)‘(sgn T) . 
Thus, 
d, = sgn 0 , eH =2(-l)“ sgn 0 
and (**) follows. 0 
We may use (3.15) and (3.16) to derive an explicit formula for CP *. Write 
m, = Et=, pi. Then 
pp* = (_1)~2%@ ) (3.17) 
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a! = 5 (“‘2’ ‘> (t = [is]) 
i=l 
4. Irreducible components 
We continue to assume that the characteristic of F is not 2. Let v be a partition 
of an integer n 2 0 and suppose that the number of parts of v is at most the 
dimension of V. We shall construct explicitly a nonzero FG-module homo- 
morphism 4” of the corresponding Weyl FG-module IV,, into A. When F has 
characteristic zero, this provides an explicit construction of the irreducible 
FG-submodules of A. For in this case W, is irreducible and by Theorem 1, A 
contains a unique copy of W, ; clearly, this copy must be $,( W,). 
Consider again the array 9’ in Section 3. We may associate with it a partition of 
~1, namely 
A: A,?...>h,>O, (4.1) 
where A, is the number of columns of length at least i and r = max pj. If the 
column lengths 11,) p2, . . . appear in descending order, we call P a A-tableau. 
Thus, the general A-tableau has the form 
.T*(u,, . . . ) u,) = 
and 
is the partition of n conjugate 
corresponding elements YA(ul, . . 
FG-submodule of A. 
u, u,I+I . . . u,,....+&t_,+1 
u, up,+2 ... 
u3 . 
u,, (4.2) 
(4.3) 
to A. The subspace of A generated by the 
. 7 u,,)* will be denoted by A”. It is clearly an 
We may also associate with the A-tableau (4.2) an element of the tensor algebra 
T on V, namely 
TAlhu,, . . . > u,)# = A(u,, . . . , u,,)A(u,,+,, . . . , up,+J.. . , (4.4) 
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where, if u,, . . . , u,EV, 
A(u ,,..., u,)= c (sgnn)u,,...u,, (ET). 
?it.s, 
The subspace T* of T generated by the elements (4.4) is an FG-submodule. 
A A-tableau 3*(x,, . . , x,,) with entries in the (ordered) basis X of V will be 
called pre-standard if its entries increase strictly down each column. It is easily 
seen that the corresponding elements 5*,(x,, , . . , x,,)# form a basis of T” as 
vector space. Let & : T*-+ AA be the linear mapping that sends each basis 
element F*((x, , . . , x,,)# to the corresponding element F*((x, , . , x,,)*. Then 4, 
is in fact an FG-module homomorphism of T” onto A”, for it sends 
q,u, 3 . . 1 u,,)# to F*(ur, . . . , u,)* whenever u,, . . . , u,, E V. 
If the number of parts of A exceeds the dimension of V, then X has fewer than 
p, elements and so there are no pre-standard A-tableaux. In this case, both T” 
and A” are zero subspaces. We assume in the considerations that follow that the 
number of parts of A is at most the dimension of V. 
Let us write 
Y*(u,, . . . , VI> = 
for the general A-tableau with constant entries in each row (notice that r = p,). 
The subspace of TA generated by the corresponding elements Y*(u,, . . . , ur)# is 
evidently an FG-submodule: by definition, this is the Weyl FG-module W, (see [l, 
Sections 5.2 and 5.31). 
Proposition 9. If the number of parts of A does not exceed the dimension of V, then 
the FG-module homomorphism 1cI, of W, into A induced by 4, is nonzero. 
Proof. Since r is at most the dimension of V, we may choose distinct elements 
x,, . ‘. 3 x, of X. We prove the proposition by showing that Y* # 0, where 
Y = 9*(x,, . ) XI). 
By the tail elements of 9, we mean the elements at the ends of the rows of odd 
length. There are c = (p, - p*) + ( p3 - pcLq) + . . . such elements and they are 
obviously all different: let them be y, . . . yC, where y, < . . . < y,. We shall 
determine the coefficient of ]y,, . . , y,] in the second normal form of Y*. NOW, 
Y* is given, apart from a factor -+2 ‘, by the sum (3.12) corresponding to 9 We 
must seek the terms in (3.12) for which u;“), . . , u f2:’ is a rearrangement of 
Multiplicity-free tensor representutions 263 
y, , . . , y,.. It is not difficult to see that there is exactly one such term, obtained 
by choosing u:~‘), . . . , p:,), for each i < t as the elements x,, . . , x,+ of column 
2i - 1. It follows that the coefficient of 1 y,, . . , y, 1 is, apart from a factor +2”, 
But this is nonzero by Proposition 2(a) and so Y* # 0, as required. q 
Corollary. If F has characteristic 0 and the number of parts of the partition A is at 
most the dimension of V, then the subspace of A generated by the elements 
Y*(u,, . . . , u,)* (u,, . . . ) u, E V) 
is the irreducible FG-submodule isomorphic to W,. 
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