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Visual-based Error Diffusion for Printers
By Zhenping Bu
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Chester F. Carlson Center for Imaging Science
College of Science
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for the Master of Science Degree
at the Rochester Institute ofTechnology
ABSTRACT
An approach for halftoning is presented that incorporates a printer model and also
explicitly uses the human visual model. Conventional methods, such as clustered-dot
screening or dispersed-dot screening, do not solve the gray-level distortion of printers and
just implicitly use the eye as a lowpass filter. Error diffusion accounts for errors when
processing subsequent pixels to minimize the overall mean-square errors. Recently
developed "model-based" halftoning technique eliminates the effect of printer luminance
distortion, but this method does not consider the filtering action of the eye, that is, some
artifacts of standard error diffusion still exist when the printing resolution and view
distance change. Another "visual error diffusion" method incorporates the human visual
filter into error diffusion and results in improved noise characteristics and better resolution
for structured image regions, but gray levels are still distorted. Experiments prove that
human viewers judge the quality of a halftoning image based mainly on the region which
exhibits the worst local error, and low-frequency distortions introduced by the halftoning
process are responsible for more visually annoying artifacts in the halftone image than
high-frequency distortion. Consequently, we adjust the correction factors of the feedback
filter by local characteristics and adjust the dot patterns for some gray levels to minimize
the visual blurred local error. Based on the human visual model, we obtain the visual-
based error diffusion algorithm, and further we will also incorporate the printer model to
correct the printing distortion. The artifacts connected with standard error diffusion are
expected to be eliminated or decreased and therefore better print quality should be
achieved. In addition to qualitative analysis, we also introduce a subjective evaluation of
algorithms. The tests show that the algorithms developed here have improved the
performance of error diffusion for printers.
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Chapter 1 Introduction
The majority ofhard-copy devices currently in use are bitonalthe pixels generated
are either
"on"
or "off". Digital halftoning is necessary for display of gray-scale images on
such media as laser printers, in which the direct rendition of continuous-tone images is
impossible. Digital halftoning is the process of generating such a pattern of binary pixels
that creates the illusion of a continuous-tone image. Figure 1-1 shows a block diagram of
the halftoning process.
BinaryGray-level
Image J Binarization ; Image
Algorithm
Printer
Displayed
Image Eye
Perceived
Image
Figure 1-1 Digital Halftoning
The primary idea in halftoning is to represent a continuous-tone gray level g (on a
scale from white = 1.0 to black =0.0) by a binary pattern in which the fraction of l's
(white pixels) is approximately g. If the 0's are printed as black spots and the l's are left
as white spaces and if the distance between two adjacent ones is sufficiently small, the eye
blends black dots and white spaces and perceives a gray level approximately equal to g.
All halftoning techniques rely on the fact that the eye acts as a lowpass spatial filter.
Essentially, the eye perceives a gray level proportional to the number of white pixels in
that area if printed on white paper. This thesis considers halftoning algorithms for bitonal
printers, including model-based halftoning (Pappas and Neuhoff; 1991) and visual error
diffusion techniques (Sullivan, et al, 1991; Sullivan, et al, 1993). Then, we will develop
an algorithm based on the visual model combined with a printer model.
Another important factor affecting the performance of a halftoning process is the
behavior of the display device. Generally, most halftoning techniques assume that the
displayed dot consists of identically shaped black or white dots, usually on a rectangular
grid. However, most printers do not produce the identically shaped rectangular dots, but
rather produce approximately circular dots that cover the rectangular pixel and hence a
dot located at one pixel may affect its neighbors. This phenomenon is called "dot overlap",
and will introduce significant gray-level distortion. For this reason, many halftoning
techniques are not suitable for printers. In this thesis, we will examine the printer model
(Pappas and Neuhoff, 1995 and 1991) to compensate the effect ofdot overlap.
Most algorithms do not explicitly employ an eye model of the human visual system
and thus result in some well known artifacts and asymmetries (Pappas and Neuhoff, 1991
and 1995; Ulichney, 1987). Visual error diffusion (Sullivan, et al, 1991; Sullivan, et al,
1993) incorporates an approximate inverse filter for this visual averaging and results in
better performance than standard error diffusion. In this thesis, the proposed technique
uses visual averaging to filter the difference between input and binary output over a small
area and adjusts the correction factors of the error filter based on this filtering error. In
this way, the local mean error due to visual averaging is minimized and some unexpected
patterns are changed. The techniques developed here eliminate some artifacts associated
with error diffusion, such as worm-like phenomena in the face and shoulder of the left
image in Figure 1-2 (same as Figure 5-5) and their reduction in the same area in the right
image.
Standard Error Diffusion Visual-based Error Diffusion
Figure 1-2 Comparison Between Standard Error Diffusion andNew Technique (150dpi)
We will examine an eye model based on estimates of the spatial frequency
sensitivity of the eye constructed byMannos and Sakrison (1974).
Though many quantitative and qualitative criteria can be used to evaluate the
process ofhalftoning images, the subjective criteria cannot be neglected. In this thesis, we
will ask viewers to evaluate several algorithms associated with the standard error diffusion
with the Floyd and Steinberg filter (1976) .
The remainder of this thesis is organized as follows: Chapter 2 discusses the
standard techniques for halftoning. Chapter 3 describes two models of the eye and printer
which are used in investigation. Chapter 4 considers the application of printer model in
model-based halftoning and the application of eye model in visual error diffusion. Chapter
5 describes the proposed algorithms, their improvement over the standard error diffusion
and their comparison with the model-based halftoning. Chapter 6 presents the results of
psychophysical tests that show subjective evaluation for algorithms mentioned above.
Chapter 7 is a summary, including a discussion of future work.
One special note concerning the images that are included in the thesis should be
mentioned here. These images are original laser printer outputs and cannot be photo
copied with current systems without significant degradation. They illustrate the
characteristics of a particular laser printer and demonstrate the performance of the various
halftoning techniques. Electrophotographic copies of these plates may severely spoil the
characteristics of the printed images. For example, copied images may exhibit different
tone reproduction, which refers to the relationship between the luminance of input and
output, and hence may cause misunderstanding about the tone reproduction of halftoning
for printers. Most of the images are printed at resolutions of 300dpi or 150dpi. These
printing resolutions are the same as used in many image processing software packages
such as Adobe Photoshop.
Chapter 2 Standard Halftoning Techniques
2.1 Classification ofHalftoning Techniques
Digital halftoning is the process of transforming a continuous-tone image to a
pattern of black and white pixels which can be printed to produce the illusion of a
continuous-tone image, due to the eye's lack of high-frequency resolution. The process is
necessary to reproduce images using hard-copy devices that can produce pixels with only
two possible brightness values. Table 2-1 shows the classification of conventional and
popular halftoning techniques. These techniques are described below.
Halftoning Technique Type of
Pattern
Type of
Operation
Type of
"Dot"
Screening Random-dot aperiodic point dispersed
Clustered-dot periodic point clustered
Dispersed-dot periodic point dispersed
Error Diffusion aperiodic neighborhood dispersed
Stochastic Screening periodic point dispersed
Table 2-1 Categorization ofHalftoning Techniques
There is a choice of computational complexity. A point operation in image
processing refers to an algorithm which produces output for a given location based only
on the gray value of a single input pixel at that location, independent of its neighbors.
Point operations have the advantage of simple computation. Screening is an example of a
point process. A neighborhood operation calculates the value based on the gray values in
a neighborhood, and generally requires more complicated computation, but produce
higher quality results.
Section 2. 2 to 2. 4 describe the different halftoning techniques respectively in
more detail.
2.2 Screening
In screening, the two-dimensional image is compared, pixel by pixel, with an
image-independent threshold matrix; the result of the comparison is a binary output. The
usual convention is that the maximum value (e.g. 1.0) is white and the minimum value
(e.g. 0.0 ) is black; for pixels with gray value of the image larger than the threshold in the
threshold matrix, the binary output is white; otherwise, the binary output is black. There
are many ways to generate the matrix of thresholds. The random pattern of thresholds is
called random screening. When the thresholds are periodic, the method is called ordered
screening. The threshold matrix is specified by one period of a grid which is generally
rectangular or hexagonal. Two different types of screens commonly are used. One is the
clustered-dot screen where the thresholds are arranged so that they produce clusters of
black dots. The other is dispersed-dot screen where the thresholds are arranged so that
they produce dispersed black and white dots.
Screening is a simple but effective technique for reproducing the illusion of
continuous gray level with only two available levels. The popularity of screening
techniques is attributed to their simplicity and ease of implementation. In the following, we
use the practical examples to describe the different screening methods.
2.2.1 Random Screening
In the random screening, the thresholds are randomly generated. Because all
frequencies are present, low-frequency artifacts are visible and the resulting images appear
noisy. Figure 2-1 shows two images halftoned with the random screening. The quality of
output from this method makes it of little practical value.
Lena Hats
Figure 2-1 Images Halftoned with Random-dot Screen (300dpi)
2.2.2 Clustered-dot Screening
This technique for digital printing is designed to simulate traditional analog
halftoning techniques used for many years in printing. The main advantage of clustered-
dot screening is that it produces images that are very robust to dot overlap and other
printer distortions. As will be shown, the higher thresholds are centered in the screen
pattern so that dots are clustered around the center. In other words, the printed pattern
consists of a central black dot that increases in size and forms a macro-dot as the gray
value of the neighborhood decreases. When the ink dots are printed in clusters or macro-
dots, most of the black dots overlap other black dots rather than white spaces. Thus
changes in apparent gray level due to dot overlap are minimized, and the accuracy of the
gray-scale rendition of the printed image is maintained in some extent.
The macro-dots are formed by choosing the elements of the threshold matrix so
that they increase towards a fixed point. Figure 2-2 illustrates a such screen. In this
threshold matrix, the thresholds in the upper left and lower right quadrants increase
toward the maximum threshold 0.969 and form black macro-dots. The spacing of the dots
is fixed. Darker regions of an image result in even bigger macro-dots. This is precisely
how traditional analog halftoning works.
0.576 0.635 0.608 0.514 0.424 0.365 0.392 0.486
0.847 0.878 0.910 0.698 0.153 0.122 0.090 0.302
0.820 0.969 0.941 0.667 0.180 0.031 0.059 0.333
0.725 0.788 0.757 0.545 0.275 0.212 0.243 0.455
0.424 0.365 0.392 0.486 0.576 0.635 0.608 0.514
0.153 0.122 0.090 0.302 0.847 0.878 0.910 0.698
0.180 0.031 0.059 0.333 0.820 0.969 0.941 0.667
0.275 0.212 0.243 0.455 0.725 0.788 0.757 0.545
Figure 2-2 Clustered-dotMatrix (Classic-4) (Dong, 1992)
Figure 2-3 illustrates the robustness of clustered-dot techniques. It shows two test
images that were halftoned with the
"Classic-4"
screen (Dong, 1992) and printed on a
printerwith a fair amount ofdot overlap. The clustered-dot screens are generally preferred
for printing in the presence ofdot overlap.
IIPvg&Sm
mmV
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Lena Hats
Figure 2-3 Images Halftoned with the "Classic-4" Screen (300dpi)
Although the rendition ofgray levels may be reasonably maintained in the clustered
dot approach, the method has serious drawbacks. The images in Figure 2-3 appear a little
blurry in the edges such as in the hat bands in Lena and the letters on the largest hat in
Hats, and the details such as the hair in Lena. Also, the macro-dots of the clustered-dot
technique are more visible and unpleasant to the eye. We usually refer to such patterns as
low-frequency periodic artifacts. As the period of the screen increases so that more bitonal
dots are available, the number of gray levels that can be generated increases, but the
perceived spatial resolution decreases because the macro-dots become more visible. Thus
there is a tradeoffbetween the gray-scale resolution and the severity for the low-frequency
periodic artifacts.
Finally, even though the clustered-dot approach minimizes the effects of dot
overlap, the rendition ofgray scale may still be poor. Figure 2-4 composes the original and
halftoned Ramp images. Practically, the original Ramp image is also halftoned. The
original Ramp is halftoned with a clustered-dot screen and printed at a resolution of
600dpi. But, the halftoned process for this original image may include edge enhancement
and tonal calibration. It seems that the number of gray-levels in the Ramp halftoned with
the "Classic-4" screen is reduced because the tonal stepping is visible in Figure 2-4. The
halftoned Ramp does not accurately reflect the original gray levels. The effects of printer
distortion may still be apparent, though it typically is relatively small and can be corrected
using direct measurement ofprinted image (Lin andWiseman, 1993; Rosenberg, 1993) or
a printer model (Pappas andNeuhoff, 1991 and 1995).
original
Halftoned with the
"Classic-4" Screen (300dpi)
Figure 2-4 Original and Halftoned (Clustered-dot Screen) Ramp
2.2.3 Dispersed-dot Screening
In dispersed-dot screening, the threshold matrix is designed to maximize the
distance between printed dots in the printed image. In this kind of screen (Figure 2-5), the
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higher threshold values are scattered throughout the pattern, causing small dispersed dots
to increase in number as the signal decreases. Figure 2-6 shows two images halftoned with
this dispersed-dot screen.
0.513 0.272 0.724 0.483 0.543 0.302 0.694 0.453
0.151 0.755 0.091 0.966 0.181 0.785 0.121 0.936
0.634 0.392 0.574 0.667 0.180 0.423 0.604 0.362
0.060 0.875 0.211 0 815 0.030 0.906 0.241 0.845
0.543 0.694 0.694 0.453 0.513 0.272 0.724 0.483
0.181 0.785 0.121 0.936 0.151 0.755 0.091 0.966
0.664 0.423 0.604 0.362 0.634 0.392 0.574 0.332
0.030 0.906 0.241 0.845 0.060 0.875 0.211 0.815
Figure 2-5 Dispersed-dotMatrix (Bayer-5) (Dong, 1992)
Lena Hats
Figure 2-6 Images Halftoned with the
"Bayer-5" Screen (300dpi)
The method increases the apparent spatial resolution of the printed images and
minimizes the low-frequency periodic artifacts. The comparison between Figure 2-6 with
Figure 2-3 shows that the technique suffers major degradation in gray-scale rendition.
The images produced tend to be too dark. But, the images are sharper, with fewer
ll
objectionable low-frequency periodic artifacts than the
"Classic-4"
screen (Dong, 1992).
From Figure 2-6, the false textural contouring seems to be apparent in the sky in Hats.
Textural contouring is the phenomenon in which a slight variation of the gray level in
smooth areas often results in the formation of an artificial contour, simply because the dot
pattern (texture) has been changed locally. The reason is apparent from Figure 2-7 which
includes the original Ramp and halftoned Ramp images with the clustered-dot screen and
the dispersed-dot screen. In the halftoned Ramp with dispersed-dot screen, the textural
patterns for some close gray levels are visibly different. Textural contouring is a very
serious problem for the dispersed-dot technique.
original
Halftoned with the
"Classic-4" Screen (300dpi)
Halftoned with the
"Bayer-5" Screen (300dpi)
Figure 2-7 Original and Halftoned (Clustered-dot and Dispersed-dot Screens) Ramp
12
2.3 Error Diffusion
In error diffusion, the image pixels are also compared with a threshold. However,
in this case, the threshold is fixed and the gray value ofeach image pixel is modified before
thresholding based on the previous image pixels.
The screening techniques just considered illustrate "point operations"; that is , the
binary output depends only on the gray value of the specific input pixel. Error-diffused
halftoning, first introduced by Floyd and Steinberg (1976), is an adaptive process based on
a neighborhood of pixels. In this operation, the threshold is fixed. Error between the
corrected gray-level input and its binary output is passed through a spatial filter to
produce a correction factor which is added to the subsequent input value. It is clear that
the result of the operation depends on the pixel values in the neighborhood and the errors
are diffused over the entire image. A schematic for the process is shown in Figure 2-8.
y[y] +^-, u[U] Threshold
t
b[ij]
Lowpass
^_
Filterw
e[i,j]
Figure 2-8 Error Diffusion without Dot-overlap Compensation
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We assume that the image is scanned from left to right and top to bottom. In this
figure, y[ij] represents the [ij] pixel of the continuous tone gray-scale image. The binary
output b[Lj] produced by error diffusion is obtained by the following set ofequations.
u[i,j]=y[i,j]-w[i,j]*e[Lj] (2-1)
fLO, if u[i,j] > t
b[i,j]H (2"2>
[0.0, otherwise
e[i,j] = b[i ,j] - u[i,j] (2-3)
where u[i,j] is the corrected value of the gray-scale image. The error e[i,j] at a specific
pixel [ij] is defined as the difference between the corrected gray-scale input and the binary
output. The previous errors are lowpass filtered with and subtracted from the current
image value y[ij] before thresholding to obtain the binary value b[ij], where w is the
impulse response of the lowpass filter. Thus, errors are
"diffused"
over the image.
The threshold t typically is fixed at the midpoint of the gray-scale range, e.g. 0.5.
The lowpass filter w has non-symmetric half-plane support, so that only the already
computed errors are filtered. This is the two-dimensional equivalent of "causality", and
enables the algorithm to make instantaneous decisions at each point. Thus, error diffusion
requires only one pass through the data. The filter coefficients are positive and their sum is
equal to one to ensure that the mean gray value is preserved.
Various error diffusion filters have been suggested in the literature (Ulichney,
1987). In our experiments we will use the filters proposed by Floyd and Steinberg (FL)
(1976), Jarvis, Judice and Ninke (JA) (1976). The impulse response are shown in Figure
2-9 and Figure 2-12, respectively.
14
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Figure 2-9 Floyd and Steinberg Error Filter (FL)
Lena Hats
Figure 2-10 Images Halftoned with FL (300dpi)
Figure 2-1 1 Ramp Halftoned with FL (300dpi)
pixel being processed 1_ 5_
48 48
J_ JL 1-
48 48 48 48 48
J_ J_ J_ _3_ J_
48 48 48 48 48
Figure 2-12 Jarvis, Judice and Ninke Error Filter (JA)
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Lena Hats
Figure 2-13 Images Halftoned with JA (300dpi)
Figure 2-14 Ramp Halftoned with JA (300dpi)
From Figures 2-10, 2-11, 2-13 and 2-14, the effects of the error filters are visible.
Images are sharpened such as the hair details in Lena and especially the letters on the
largest hat in Hats. Several gray levels are represented by a pleasingly isotropic
structureless distribution. The textural contouring connected with dispersed-dot screening
is greatly reduced. However, some disadvantages also are apparent; such as correlated
artifacts in many of the gray-level patterns and directional overshoot in highlight and
shadow areas. One more conspicuous artifact for printed images with FL is that the
regions in the midgray suffer from the most serious gray-scale distortion. Actually, the
halftoning pattern around midgray is a
"checkerboard"
that is pleasing when printed
16
without "dot-overlap". It is this shortcoming that produces worm-like artifacts in images
such as the face onLena in Figure 2-10.
The halftoning process with the error filter shown in Figure 2-8 is called the
"Minimum Average Error" algorithm. The larger filter reduces some of the artifacts seen
with the four-element filter shown in Figure 2-9, but directional overshoot in highlight
and shadow regions increases and black pixels are clustered together in the midgray
regions. Of course, the error diffusion with JA also sharpens the picture more. For digital
printing with device having a fair amount of dot-overlap, the error diffusion with JA
renders better halftoned images than the error filter ofFloyd and Steinberg.
The above discussion demonstrates that error diffusion is very sensitive to printer
distortions such as dot overlap. In the presence of dot overlap, error diffusion produces
very dark images shown in these figures. This has limited its application to cases where no
dot overlap occurs, such as CRT displays.
2.4 Stochastic Screening
In stochastic screening, the two-dimensional image is compared, pixel by pixel,
with an image-independent threshold matrix; the result of the comparison is a binary
output. Though the halftoned dot patterns with either stochastic screening (Ulichney, 1987
and 1993; Yao and Parker, 1994) or random screening all appear to be random, the dot
patterns resulting from random screening have the characteristics of white noise and the
patterns with stochastic screening have the characteristics of blue noise, which is more
pleasant to the human eye. The power spectrum of white noise is almost flat across all
17
frequencies; the power spectrum of blue noise shows that most of its power is
concentrated in the high frequencies. Figure 2-15 illustrates the difference between the
spectra ofwhite noise and blue noise in the frequency domain. The plot was produced in
the following way: a 256 x 256 pixel patch with a constant gray level of 0.97 (white=1.0
and black=0.0) was halftoned respectively with a random screen and a stochastic screen,
and the power spectra of the two halftoned patterns on a radial line were computed.
Because of its characteristics in frequency domain, stochastic screening is often called
blue-noise masking.
1.0 -
0.9- '-. / \ /. I ., ., .... f\
0.8-
E
= 0.7-
Blue noise
OJ
S 0.5-
o
Q.
V OA
TS
S 0.3-
l
White noise
0.2-
/> v ^N -vy w
0.1 - /
0.0- 1 1 1 1 I 1 1 1 1 1 1
Radial Frequency(1/mm)
Figure 2-15 Power Spectrum ofBlue Noise andWhite Noise
The higher thresholds in the stochastic screen also are scattered throughout the
screen, causing small dispersed dots to increase in number as the signal decreases. This
technique can eliminate the periodic structure often presented in halftoned images
generated by conventional screening. Generation of a stochastic screen is computationally
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intensive, but the subsequent halftoning process is as easy to perform as the conventional
screening methods. Therefore, stochastic screening has the advantages of simple
halftoning computation and a visually pleasing pattern. Figures 2-16 and 2-17 show the
images halftoned with the blue-noise mask.
These halftoned images show that they do not suffer from periodic artifacts or
textural contouring connected with dispersed-dot screening. The halftoned images
produced with stochastic screening appear to be somewhat noisier than those from error
diffusion. Because halftoning with a blue-noise mask also produces dispersed dots, the
images halftoned with this mask will exhibit the serious gray-level artifacts when printed
with devices exhibiting dot overlap.
Lena Hats
Figure 2-16 Images Halftoned with Blue NoiseMask (300dpi)
Figure 2-17 Ramp Halftoned with Blue Noise Mask (300dpi)
19
2.5 Qualitative Aspects ofHalftoning Performance
The halftoning reproduction of a gray-scale image should resemble the original
when viewed under appropriate conditions. When choosing a halftoning technique, we
wish maximize the similarity between the halftoned image and its target. Two questions to
be answered are: how to evaluate the quality of halftoned images and compare the
performance of the techniques? Analysis based on traditional root-mean-square error
(Watson, 1993) has been shown to be incapable of explaining all visible differences
between two images. In this thesis, we use two methods to evaluate the quality of
halftoned images. The qualitative measures (Pappas and Neuhoff, 1995) are covered here.
The second method uses psychophysical tests.
2.5.1. Region ofConstant Gray Level
The two most important measures of success of a halftoning method are tone
reproduction, e.g. the accuracy of gray-level rendition, and the severity of low-frequency
periodic artifacts. A halftoned image is desired to have the same number of "apparent"
gray levels as presented in the original. Conventionally, when used in image halftoning, the
halftoning screen determines how many gray levels can be rendered. If the screen has a
size of M x N, this approach allows only a limited number ofgray levels (M x N +1) to
be reproduced. Under these cases, if the number ofM x N is not adequate to represent the
gray-level range of the image (coarse quantization), a false contour may be formed. The
most visible example is that of an image after thresholding by a fixed gray value (lxl
halftoning screen). Figure 2-18 composes an image halftoned with a smaller size screen
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(left) and the image already shown in Figure 2-3 (right). The left-hand image exhibits false
contours in the shoulder area and the area above the hat because the screen used can only
render the 19 gray levels; but the right-hand image does not exhibit visible false contour in
the same areas because the "Classic-4" can reproduce more gray levels (33). But, for the
conventional algorithms, more serious low-frequency periodic artifacts will be introduced
if the size of a screen is increased to obtain more gray levels. The comparison between the
two images in Figure 2-18 shows that the right-hand image exhibits more visible low-
frequency periodic artifacts because the size of the "Classic-4" screen is larger than that of
the screen used for the left-hand image. Therefore, for conventional algorithms, there is a
tradeoffbetween gray-scale resolution and low-frequency periodic artifacts. Clustered-dot
screening produces the most serious low-frequency periodic artifacts.
A Screen with 19 Gray Levels
"Classic-4"
with 33 Gray Levels
Figure 2-18 Images Halftoned with Clustered-dot Screens (300dpi)
Error diffusion does not produce periodic patterns. In the absence of printer
distortions, the number of gray-levels it produces is essentially the same as that in the
original. This can be understood from the following fact: when error diffusion is used to
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halftone an image composed of a constant gray level, it will render the same gray level
because of its property preserving the mean. Stochastic screening , the newly developed
method, also introduces no periodic artifacts because it produces the isotropic
structureless patterns.
2.5.2 Region of Slowly Changing Gray Level
Figure 2-19 Partial Magnification ofLena in Figure 2-6 (150dpi)
When gray level changes smoothly over a large region, the perceived gray value of
the halftoned output should not change abruptly. If this happens simultaneously along a
contour of constant image gray level, the contour appears as an edge. As stated in section
2.2.3, the phenomenon is called textural contouring. Normally, digital halftoning
algorithms produce varied textures for different rendered gray levels. If the patterns for
the similar gray levels are visibly different and both patterns meet in a smoothly changing
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area in an image, undesirable contouring artifacts may be introduced. Figure 2-19 shows
textural contouring on the left part of face and hat of Lena. Dispersed-dot screening
caused the most serious textural contouring.
2.5.3 Region of Rapidly Changing Gray Level
"Classic-4r
FL
Figure 2-20 Partial Magnification ofHats in Figure 2-3 and Figure 2-10 (100dpi)
The spatial resolution of a halftoned image also is a primary concern. High
resolution which produces sharpened continuous edges and fine details, is highly desirable.
For edges in a halftoned image, it would be advantageous if the halftoning algorithm could
produce a compact set ofprinted spots distributed along the edges and boundaries. This is
particularly important when the halftoned image includes text characters (not white or
black). Figure 2-20 shows that the dots in left-hand image can not be compacted together
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along either the edge ofhats or the boundaries of letters because the dots are too large and
the space between the dots are fixed; but the dots in right-hand image can. For this reason,
the left-hand image exhibits blurred edges and details and the right-hand image has
sharpened edges and clear letters. In the region of rapidly changing gray level, the
perception of blurred and sharpened edges should be evaluated. One of the main
disadvantages of clustered-dot screening is that it blurs images. But, dispersed-dot
screening, error diffusion and stochastic screening render sharper halftoned images.
2.5.4 Performance When the Output Device Is a Printer
Normally, both screening and error diffusion assume that pixels are identically
shaped dots on positioned rectangular grids. However, printers produce approximately
circular black spots on white paper and exhibit dot overlap. Figure 2-21 shows the dot-
overlap phenomenon.
windowWl windowW2 Actual Dot
Figure 2-21 Effects ofDot Overlap
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This physical property causes a black pixel to affect its white neighbor(s), and
distorts the linearity and even the monotonicity of the perceived gray scale of output
image. In other words, the gray level is not proportional to the number ofwhite pixels
over a small area and small areas with the same number ofwhite pixels may have different
average gray values. If the dot is so small that a single pixel can not be recognized, the
eye perceives an average gray level over a small area like 3x3 window. Ideally, the
average gray level g ofwindowWl and W2 in Figure 2-21 should be Z (on a scale white
= 1 .0 to black = 0.0); but actually, g is not equal to X . Though bothWl andW2 in Figure
2-21 include two black dots, they have different gray values because they have different
white-area (or black-area) percentages. The phenomenon will be discussed quantitatively
in section 3.2. Halftoning methods to be used for printing should be re-examined to
determine whether and to what degree they resist this kind of distortion. Clustered-dot
screening can resist the distortion quite well. Figure 2-22 shows simple patterns for
dispersed-dot and clustered-dot patterns. In the clustered-dot pattern, most black dots
overlap other black dots rather than white spaces; On the contrary, in the dispersed-dot
pattern, the black dots overlap white spaces rather than other black dots. Therefore,
dispersed-dot pattern is more sensitive to dot overlap. Dispersed-dot screening, error
diffusion, and stochastic screening produce dispersed-dot patterns and hence cannot resist
the dot-overlap distortion of laser or ink-jet printers. This is why the clustered-dot
screening is so popular for black/white printers.
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windowWl windowW2 Actual Dot
Dispersed dot Clustered dot
Figure 2-22 Effects ofDot Overlap on Clustered-dot and Dispersed-dot Patterns
2.6 Summary
In the absence of significant printer distortions ( i.e. for display on most binary
CRTs), the best of the currently used techniques for digital halftoning is error diffusion.
Though stochastic screening renders halftoned images of slightly poorer quality than error
diffusion, it combines the advantage of simple computation of conventional techniques and
the visually pleasing patterns of error diffusion. Screening is simpler but produces poorer
halftoned images than error diffusion. However, when printed by devices with substantial
dot overlap (such as laser printers), the clustered-dot screening schemes have been the
only available choice. As discussed, the clustered-dot approach is successful in reducing
the effects of dot overlap, but sacrifices spatial resolution and generates more low-
frequency periodic artifacts.
Model-based techniques can correct for the effects of dot overlap without
sacrificing spatial resolution or increasing low-frequency periodic artifacts. Actually,
model-based techniques even can exploit printer distortions to maintain the gray-scale
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resolution. The key to such techniques is an accurate printer model, whose parameters are
adapted to each individual printer by calibration. The introduction of an accurate visual
model can eliminate some worm-like and asymmetric artifacts. Before we deal with the
model-based halftoning and visual error diffusion, we first discuss the eye model and
printer model in the next chapter.
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Chapter 3 Eye Model and Printer Model
Two important factors must be considered when predicting the quality of printed
images: the halftoning technique used and the behavior of the printer. When humans view
an image, they judge its quality. It is clear that the performance of halftoning algorithms
must be related to the response of the human visual system (HVS). Indeed, the process of
halftoning requires that the human eye act as a lowpass filter. In this way, conventional
techniques implicitly employ the visual model. In this thesis, we will explicitly use this
HVS to avoid some artifacts to which the human eye is very sensitive. Printed images
exhibit gray-level distortion because of the "dot overlap"and other factors. Traditional
techniques, such as clustered-dot screening, resist spatial degradation at the expense of
spatial and gray-scale resolution. The method we will discuss will correct printer distortion
depending on printer model, and meanwhile maintain both gray-scale and spatial
resolutions.
Before discussing some recently developed algorithms, we will describe the eye
model and the printer model in the following sections. Both play important roles in these
algorithms to be described.
3.1. Eye Model
3.1.1. Conventional EyeModel
The perception of images by the HVS is difficult to describe. Many experiments
have been devoted to the construction of a satisfactory model for the human visual system.
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The simplest visual model includes just a contrast sensitivity function (CSF) that is related
to the variations in visual sensitivity as a function of spatial frequency. The sensitivity S is
defined as the inverse of the contrast of a square wave grating required to produce a
threshold response:
S = (3-1)
where the contrast C is defined as
c=Lmax-Lmin ^
max min
and where Lmax and Lmin refer to the maximum and minimum luminance of the grating
intensity, respectively. A complex model may be composed of two parts: amplitude
nonlinearity and CSF. The amplitude nonlinearity describes the variations in visual
sensitivity as a function of light level; that is, the perception of the eye to changes in the
intensity of illumination is nonlinear. This nonlinearity account for Weber's law, which
says that the smallest noticeable change in intensity is proportional to the intensity.
Commonly, the intensity is represented as a logarithm or power law. A more complex
model also includes detection mechanism (Daly, 1992), which describes the variation in
visual sensitivity as a function of signal content. It is beyond the scope of this paper to
review these results in detail. Instead, this thesis focuses on the contrast sensitivity
function.
When viewing an image, the resolution limit of human eye ensures that the
"lightness"
of the printed image is averaged over a small angular extent. That is, the
human eye responds differently to different spatial frequencies; the functional dependence
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is called the "contrast sensitivity function", which is a function of the spatial frequency
measured in cycles per angular degree. Empirically measured contrast sensitivity functions
vary due to different viewing conditions. Various approximations have been used in the
literature to represent the CSF through an analytic expression. In this thesis, we consider
the following typical CSF constructed byMannos and Sakrison (1974).
H(fr) = 2.6 (0.0192 + 1 . 1 145 fr) exp(- (1.114 QL1 ) (3-3)
where fr is the radial frequency in cycles per angular degree.
This curve is shown in Figure 3-1 and peaks at about 8 cycles per degree; other
empirical CSFs exhibit maxima at frequencies in the interval 2-10 cycles per degree (Jain,
1992). The peak values vary with viewers. Equation (3-3) represents a form of bandpass
filter. The decrease in sensitivity at high frequencies is generally ascribed to the optical
characteristics of the eye (Netravali and Haskell, 1988) such as the resolution limits of the
optical processing in the lens. It is the attenuation of the high frequencies that is most
critical to halftoning. The decrease in sensitivity at low frequencies accounts for the
"illusion of simultaneous contrast"where a region of fixed gray level appears darker when
surrounded by a lighter region than when surrounded by a darker region. The decrease in
sensitivity at low frequencies also accounts for the Mach-band effect where the eye
perceives a lighter band on the light side of the edge and a darker band on the dark side of
the edge when two regions ofdifferent gray levels meet at an edge.
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Figure 3-1 Contrast Sensitivity Function
3.1.2. Modified Eye Models for Halftoning Images
The conventional contrast sensitivity function describes the detectability of
sinusoidal signals on a uniform background, and can be used to predict the visibility of
signal on a near uniform luminous background. However, for images containing a lot of
visible noise (suprathreshold conditions), this assumption may not be completely accurate
(Mitsa, 1992; Mitsa, et al, 1993). In threshold conditions, the contrast is defined as
threshold response for a sinusoidal pattern. In the suprathreshold condition, the contrast is
defined as subjectively equal contrast for two stimuli such as two spatial sinusoidal
patterns. In halftoning applications, the noisy condition is typical. Halftoning may
introduce a unique combination of distortions, such as textural contouring, resolution loss,
coarse quantization contouring, and especially graininess. Therefore, the CSF must be
modified for the present environment. The high-frequency drop off should not be affected
by suprathreshold conditions, because it is mainly due to resolution limits of the optical
resolution of the lens and the spatial density of the photoreceptors of human eyes. The
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limits are not affected by luminous conditions. The fall-off at low spatial frequencies is due
to lateral inhibition in the retina, i.e. lateral connections made by horizontal and amacrine
cells (a kind of a unipolar nerve cell) result in a reduction of the signal from a cell when
the neighboring cells are illuminated (Netravali and Haskell, 1988). Figure 3-2
(Cornsweet, 1970) represents the retinal state when a subject looks at a point of light.
Rotation (optical spread)
Retinal location (minutes ofarc)
Figure 3-2 The Effects of a Point ofLight on the Visual System
(The Visual Point-spread Function) (Cornsweet, 1970)
The resulting spread of light from aberrations, diffraction, scatter in the retina, etc. ,
results in a light distribution on the retina represented by the curve labeled "excitation",
while the resulting inhibition (which depends upon the distribution of light) contributes
a negative component. The net effect of these two influences give the output in this figure.
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Therefore this kind of decrease may be affected by noisy viewing conditions. The
increased excitation due to noise can lead to a reduction of the effect of cell inhibition for
low frequency signals, which suggests that the CSF is a lowpass filter rather than a
bandpass one (Mitsa, et al, 1993). Limb's experiments (1979) to evaluate image quality
support this idea.
Further, we can also address this issue from another viewpoint. If the HVS has a
bandpass nature, the visual model exhibits a reduced response to low spatial frequencies.
As a result, the low-frequency error could be more easily introduced to halftoning images
than with the model derived from lowpass filter. However, what appears as low-frequency
error at one viewing distance is higher-frequency error at a larger viewing distance,
possibly occurring where the luminance response of the human viewer is largest. Thus, the
use of the bandpass model causes halftoning to be sensitive to viewing distance. If the
nature of the HVS is considered to be lowpass, the spectral energy ofperceived signal will
tend to decrease monotonicallywith increasing frequency. Therefore, the perceived quality
of the halftoned image will increase steadily with increased viewing distance, which
conforms with practical situations. Hence, the fact that the eye is not sensitive to very low
frequencies does not have to be used. From this discussion, we could conclude that it is
the lowpass characteristic of the eye that allows halftoning to work.
Based on this discussion, equation (3-3) may be modified as the following:
J2.6 (0.0192 + 1.145 fr)exp( -( 1.114 fr)1]), fr2>f ^1 1 .0 otherwise
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where f^ is the frequency that corresponds the maximum value ofH(Q.
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Fig 3-3 Modified Contrast Sensitivity Function
Another important fact is that the human eye is more sensitive to horizontal or
vertical sinusoidal patterns than to diagonal ones. Specifically, it is least sensitive to
sinusoids oriented at 45, with the difference in sensitivity being about 0.6 dB at 10
cycles/degree and about 3 dB at 30 cycles/degree. It is clear that the two-dimensional CSF
is a function of the viewing angle. By Daly (Sullivan, et al, 1993), the radial frequency
will be normalized by an angular dependent function, s(9[Lj] ) , such that
fliJ] =^T^ (3"5)s(Q[i,jD
where: s(0[i,jTj = ii^cos(40[i,j]) +^^- (3-6)
e[i,j] = arctan(-) (3-7)
where p is a systematic parameter chosen from empirical data.
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3.1.3. Extraction ofDiscrete Visual Blur Filter
In practical digital modeling applications, a finite impulse response (FIR) visual
filter is employed. In fact, the response of human eye to one image may connect with the
perception to the former images. But, FIR is inherently stable; in addition, the finite
wordlength of infinite impulse response (IIR) is complicated. The finite wordlength refers
to the finite representation of the coefficients and components for a IIR. For the halftoning
techniques discussed in the later chapters, a discrete-space model of the folowing form is
required:
p[i,j]=WIN(d[k,l]) (3-8)
where d[k,l] are samples of the input image, the p[i,j] is the set ofvisual filter outputs, and
WIN(.) is some sliding-window function k = i - m, ..., i + m and 1 = j - m, ..., j+m (m is a
non-negative integer). From equation (3-8), we have,
p[ij] = vis[i,j]*d[i,j] (3-9)
where vis[i,j] is an eye filter in spatial domain and
* denotes convolution. Clearly, our
purpose is to obtain an expression for the impulse filter of human eye which has finite
support.
The CSF can be represented in the space domain by a linear shift-invariant filter.
The detectability of the quantization error can be estimated from the degree to which this
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kind oferror excites this filter. The CSF itself specifies only the amplitude spectrum of the
filter; to uniquely determine the filter we assume that it introduces no spatial phase
variation. The spacing between the adjacent discrete frequency components is determined
by the sampling frequency in the spatial domain. The sampling in the spatial domain is
already determined by the printing resolution R (dpi) (not the printer resolution) and the
view distance. Figure 3-4 shows the geometry for converting frequency units. Assume
Figure 3-4 The Geometry for Converting Frequency Unit from
cycles/inches to cycles/degree (Lin, 1993)
that the sample number is N, and that the frequency interval space ofCSF is Af = R/N.
When the viewing distance is d mm, , the spatial frequency f[i,j] in cycles/mm is related to
the angular frequency fr[i,j] in cycles/degree:
fr[i,j] = 2dtan(0.5)fli,j] (3-10)
The frequency in the vertical direction is
fr[i,j] = k Af x 2d tan(0.5) = 2 k d R/N tan(0.5) (3-1 1)
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The frequency in the horizontal direction is
fr[i,j] = 1 Af x 2d tan(0.5) = 2 1 d R/N tan(0.5) (3-12)
where k and 1 refer to the [k,l]-th component in the frequency domain.
From the transformed human visual model in the spatial domain, we can extract
the desired filter. For a practical calculation, we construct a filter of size of 5 x 5 or 7 x 7
that will capture the central character of the CSF filter in spatial domain. Figure 3-5 is
typical impulse response of the CSF ofMannos' model (Mannos and Sakrison, 1974) for
the printing resolution of 300dpi.
* 1
<L1
f* o
Vertical Distance (1/18 mm) Horizontal Distance (1/18 mm)
Figure 3-5 Impulse Response ofVisual Filter
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The CSF filter can be applied to the error diffusion calculation to minimize some
artifacts. Two such methods are the visual error diffusion (Sullivan, et al, 1993) and
visual-based error diffusion developed in this thesis. These algorithms are discussed in the
later chapters.
3.2. Printer Model
Printers have many effects on the resulting images. The most visible effect may be
the distortion of the output gray levels. The purpose of a printer model is to predict the
gray levels (luminance) produced by a printer to compensate for such distortion. A good
printer model requires that some important factors affecting the behavior of printers be
understood.
The function of a printer is to lay down black ink dots at designated locations on
paper; the locations usually are specified by a Cartesian grid. There exist two types of
printers: write-black and write-white. This thesis deals only with the write-black printer.
There are many reasons connected with the distortion ofgray levels, such as the spreading
of the laser beam, interaction of the laser and the charge applied to the drum, the type of
toner particles used, and the heat finishing. Some other factors that affect a printed image
are the quality and the type of paper used, the interaction between ink and paper etc. The
discussion about these factors is beyond the scope of the thesis.
"Dot
overlap"is an important cause of the distortion in gray levels. Figure 3-6
shows measurements of the dot area ofprinter output vs. the printing resolution for the TI
MICRO-600 and HP LASERJET-IV printers. The printing resolution means the image
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resolution used in image processing software packages such as Adobe Photoshop. The
target images are checkerboard pattern patches (50% black area and 50% white area). The
dot areas of printed patches with different printing resolution were measured with a
PlateMaster made by Beta Industries. The PlateMaster is a black and white reflection
densitometer with unique capabilities. It not only measures all types of lithographic plates,
with either conventional or stochastic halftone images, but also measures conventional
photographic and print materials. The simple instrument first measures the reflectance of
the printed patches and then automatically converts it to dot area percentage. This graph
reflects the gray-level distortion exhibited by printed images. The ideal dot-area
percentage should remain unchanged at 50%. The gray-level distortion is the combination
of dot overlap, interaction among light, ink, and paper etc. The graph illustrates that
different printers may have different degree of
"dot-overlap"
and the dot-area percentage
increases with the increase of the printing resolution.
o
o
Q
-+ TI MICO 600dpi Printer
HP LJ IV 600dpi Printer
1 50 200
Printing Resolution
Figure 3-6 Measurement forDot Area for PrintedMidgray Patches
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Now, we face the issue of constructing a proper model of the printer. For the
specific printer, the perfect model should completely offset the effect ofprinter distortion.
However, this result cannot be easily achieved because of various practical limitations.
Generally, two kinds of techniques are used to build a printer model. The first one relies
on the mathematical formulation of the physical behavior of printers. The second is
through practical measurement for printed images and construction of the look-up table.
Two methods for using a printer model in the halftone process: one approach is the so-
called precompensation method for modifying the input level through look-up tables
before halftoning. This method is computationally efficient. However, for different
algorithms, the look-up tables built from the practical measurement are different. For
example, the dispersed-dot screening and error diffusion exhibit the different degrees of
gray-level distortion and hence require different look-up tables. These look-up tables must
be pre-stored in printers and require a lot of memory. The other is to incorporate the
printer model into the available algorithm that can be formed an integrated algorithm. The
method causes the computation to be more complicated, but is easier to implement with
simple printer parameters. In this thesis, we will employ the first technique to build a
printer model and the second approach to use the model.
3.2.1 Circular Dot-Overlap Model
This kind of model was developed by Pappas and Neuhoff (1991), who modeled
the behavior of printers through a mathematical formulation of the physical phenomena
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that affect them. In this model, each ink spot is assumed to be circular with a uniform
distribution of ink.
In the following description, we introduce some notation. A binary image b[i,j] is
printed, ifb[i,j] = 0.0 (black); no spot is printed ifb[i,j] = 1.0 (white). As a result ofprinter
distortions, the gray level p[i,j] produced in the vicinity depends in some complicated way
on b[i,j] and the neighboring pixel values. The printer model takes the form:
p[i,j]=P(WIN[i,j]) (3-13)
whereWIN[i,j] is the finite neighborhood ofvalues ofb[i,j] and its neighbors (Figure 3-7).
This is the most general form of the printer model of Pappas and Neuhoff.
As illustrated in Figure 3-7, printers produce ink spots on a Cartesian grid with
horizontal and vertical spacing T. The reciprocal of T is referred to as the printer
resolution and usually is measured in dots per inch. Ideal rectangular dots produced by a
printer are T x T. The radius of ideal circular ink spots produced by realistic printers is at
least -j=, so they cover an area of size = n r = T (Figure 3-7). The circular spot of
V2 2
radius with -j= is 57% larger than a T x T square. Neighboring black dots overlap
V2
horizontally and vertically, but not diagonally and white dots are darkened by neighboring
black dots. We will use p to denote the ratio of the actual dot radius to the ideal circular
dot radius -j= of the printer. The effective gray level of a printed pixel is assumed to be
V2
the percentage ofwhite space uncovered by ink. If an appropriate value of p is chosen,
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then the effective gray level of all 2-D patterns can be predicted by calculating the area of
each pixel that is covered by ink.
ideal dot ideal circular dot actual dot
windowW[i,j] p[i,j] * b[ij\ (= 1 .0 white)
Figure 3-7 Dots and Their Radius
Figure 3-8 Definition ofOverlap Areas a, P, y for PrinterModel
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The amount of ink spreading at each pixel can be expressed in terms of the
parameters a, P, and y, shown in Figure 3-8. These parameters are the ratios of the areas
of the shaded regions to T2, the area of the pixel. They can easily be expressed in terms of
the radius ratio p and the radius r (Pappas andNeuhoff, 1991 and 1995):
P[ij]=p(wiN[i,j]
)={1-(p>a+
p>p- P3*)> lfb^J] = 10(whlte)'
[0.0, ifb[i,j] = 0.0 (black);
(3-10)
where r is the radius of an actual circular dot and pi-p3 are the number of black pixels
within a 3 x 3 window (Figure 3-7) by geometric distribution. p[i,j] is the current pixel, pi
is the number of horizontally and vertically neighboring dots that are black, p2 is the
number of diagonally neighboring dots that are black and not adjacent to any horizontally
or vertically neighboring black dot, and p3 is the number of pairs ofneighboring black dots
in which one is a horizontal neighbor and the other is a vertical neighbor. For the situation
in Figure 3-7, pi is 1, p2 is 1 and p3 is 0. The parameters a, P, and y are determined from:
a^V^ +^sin-^-i (3-11)
3=^_^sin-i(
1
)-IV27^T + - (3-12)
8 2 \[2r ^ 4
-2 J2.
y^sin-'(l^)-iV7-T-/? (3-13)
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Figure 3-9 shows a specific ideal dot pattern. Figure 3-10 illustrates the practical
gray level after we consider dot overlap with the circular dot-overlap model.
s
'pixel
Figure 3-9 Ideal Dot without Dot-overlap
Now, the practical gray level of each pixel is no longer binary, but rather one of
nine values. For a checkerboard patterns, the gray value of each white pixel actually is
(l-(4a-4y)), rather than 0. This is why dot overlap has the greatest effect on the
checkerboard pattern. In the application of this model in the following chapters, the pixel
p[i,j] or the parameters pi, p2, and p3 are determined only for the pixels before the current
pixel within a window. The practical window is similar to that shown in Figure 3-11.
There is a total of 16 possible combinations within the window and 6 different gray values
for the current white pixel.
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1-a 1-2(3 1-a H
l-3a+27 l-2a-Hy l-2p 1-a H
l-2a+7 l-4a+4y l-2a 1-a
window
P(W[i,j])
l-p l-2a+y l-2a-+7 1-2P 1-a 1-P
current pixel p[i,j]
Figure 3-10 Actual Consideration with Circular Dot-overlap
practical
window
P(W[i,j]) current pixel p[i,j]
Figure 3-11 Practical Available Window for Error Diffusion
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This description shows that the circular dot-overlap model explains how patterns
with the same ideal gray level can have different true gray levels. The circular dot-overlap
model will be used in model-based halftoning and the visual-based error diffusion
algorithm.
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Chapter 4 Modified Error Diffusion
Error diffusion generally is considered to be the best halftoning technique for
softcopy displays (Jsuch as CRTs]) that do not suffer from substantial dot overlap or other
distortion. In this thesis, we are interested primarily in laser printers, whose
"distortions"
include "dot overlap"Under this circumstance, standard error diffusion is not the best
algorithm for printers. The correct modeling ofprinter behavior and human perception can
be used to improve the quality of printed images. Originally, the Ramp is a continuous-
tone ramp with gray values from 0.0 (black) to 1.0 (white). Halftoning by error diffusion
with the Floyd and Steinberg filter yields the result shown in Figure 4-1 (same as Ramp in
Figure 2-11), for which Ramp does not change smoothly and continuously over the
Checkerboard pattern
1.0
(300dpi)
Magnified view
(50dpi)
Figure 4-1 Ramp Halftoned with FL
whole range of gray levels. The overall gray level ofRamp tends to be too dark and
the area around 0.48 to 0.51 appears to be darker than the adjacent areas with lower gray
levels such as 0.45. For this reason, many worm-like phenomena exist in the face and
shoulder ofLena in Figure 4-2 (same as Lena in Figure 2-10). Actually, the area around
0.48 to 0.51 is a checkerboard pattern (the magnified view in Figure 4-1). Theoretically,
this kind of pattern is attractive because of its uniformity. But, this pattern is most
sensitive to the effects of "dot overlap". Figure 3-10 shows that a so-called white pixel in
checkerboard patterns has the lowest gray value (1 - 4a + 4y) among the white pixels in
all dot patterns. Hence this pattern yields the worst performance of error diffusion for
printers.
b mm
(300dpi) Maginified View (1 50dpi)
Figure 4-2 Lena Halftoned with FL
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Numerous methods have been developed for overall correction of gray levels;
some other techniques have been proposed by changing the structured pattern of images,
presenting more uniform patterns and eliminating the worm-like phenomena. In the
following sections, we will discuss two typical but different techniques. The first employs
the printer-model to correct the overall gray level (luminance) that is distorted by printer.
The other incorporates the visual model into error diffusion to adjust dot patterns formed
by standard error diffusion and minimize worm-like artifacts. This process incorporates the
printer model and human visual filter developed in the previous chapter.
4.1 Model-based Halftoning
As mentioned earlier, standard error diffusion is sensitive to the effects of dot
overlap. Conventional methods, such as clustered-dot screening, resist distortions at the
expense of spatial and gray-scale resolution. By incorporating a printer model into error
diffusion, the modified error-diffusion algorithm (indicated by FP) (Pappas and Neuhoff,
1991 and 1995) not only corrects the effects ofprinter distortions, but also produces more
effective gray levels.
In the modified error-diffusion algorithm, the printer model is used to calculate
corrected error values. In the standard error-diffusion algorithm, the errors are calculated
under the assumption that the printed pixels either are pure black or pure white, and thus
their gray values are equal to the binary value assigned to the output pixels. However, this
assumption is not true for printed images where the gray value is affected by dot overlap.
The printer model developed in Chapter 3 is used to predict the gray values of the printed
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pixels. The block diagram of this method is shown in Figure 4-3.. In this technique, the
printer model calculates the gray level of the output and the corresponding error values.
The modified error diffusion equations are:
u[i,j] = y[i,j] - w[i,j]
*
e[i,j] (4-1)
y[i,j] + r>uli.jj Threshold bPJ] PrinterModel P[iJ]
"j
<*- ! t p[i,j]=P(W[i,jl)
~
^r^
+
e[ij]
! Lowpaf>s 1,
|Filter w
Figure 4-3 Error Diffusion with Printer Model (FP)
b[i,j] =
T.O ifu[i,j] > t
0.0 otherwise (4-2)
e[i,j] = p[ij] - u[ij] form<i, n<j (4-3)
where [ij] is the current pixel. The notation m < i, n < j means that pixel [m,n] precedes
[ij] in the scan order and
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p[ij] = P(W[ij]) for m < i, n < j (4-4)
where W[ij] consists of b[i,j] and its neighbors. Here, the scanning order is from left to
right and from top to bottom. In this case we should know that the neighbors b[ij] have
been determined only for m <i, n < j; they are assumed to be zero for m>i, n > j, i.e. pixels
yet to be printed. Since only the dot-overlap contributions of the "past" pixels can be used
in the above equation, the
"past"
errors are updated as more binary values are computed.
Figures 4-4 and 4-5 show the results of the modified error-diffusion algorithm with
the circular dot-overlap printer model applied to the test images. Compared with Figures
2-10 and 2-11, the luminance of the image is corrected and fewer low-frequency artifacts
are visible. In addition, compared with the original Ramp, the number of gray levels for
halftoned Ramp now is not visually decreased.
In the presence of dot overlap, the error-diffusion algorithm is no longer causal.
The gray level at each printed pixel is a function of gray values of all pixels in a
neighborhood. Of course, the gray level of ink dots remains unchanged. In Chapter 6, we
will further evaluate the advantage and drawback of this technique through the visual
tests.
The gray level ofblack pixels is not affected by the printer model. The gray level of
a so-called white pixel must be computed based on the combination of dot patterns within
a window shown in Figure 3-11. For the total 16 combinations, each white pixel may be
one of six values. The choice of the gray level at each white pixel depends on the
51
determination of the dot pattern within the window. The determination and subsequent
choice of gray levels is efficient in computation. Therefore, the processing time ofmodel-
based halftoning is just a little longer than that of standard error diffusion.
Lena Hats
Figure 4-4 Images Halftoned with FP (300dpi)
Original
Halftoned (FP) Ramp (300dpi)
Figure 4-5 Original and Halftoned (FP) Ramp
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4.2 Visual Error Diffusion
Standard error diffusion produces visible noise characteristics, such as those
mentioned above Figures 4-1 and 4-2. A question arises as to whether error diffusion
should attempt to correct errors that are not visible. The answer clearly is no, especially if
those corrected errors lead to visible worms (Sullivan, et al, 1993). If the output binary
image is blurred by the HVS, it makes sense to include that blur in the error-diffusion
process. Sullivan, et al. (1993) developed the following method that uses visual modeling
within the framework of error diffusion to improve the quality of halftoned images. The
process is given the short name SU.
Y[ij] +
Lowpass | elu] f-\
Filterw j ~^f
+
r~\
Visual Blur
vis
,u[ij]
: Threshold
^T"
,' *
tnn blijj
'
4 .
(0,1)
?
Visual Blur
vis
|
Figure 4-6 Visual Error Diffusion (SU)
Binary output values are blurred using a causal filter whose response simulates the
HVS to produce perceived output values. The blurred values are subtracted from b[ij]
and stored for future decisions. In addition, the binary choice at each pixel is not a simple
threshold but rather a binary selection, whose value depends on which binary value is
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closest to the input value u[i,j] after causal blurring with previous output values with 0 or
1 at current pixel. This process can still be viewed as a threshold operation, where the
threshold is the average ofvariable output limits at each pixel. Actually, we have
e[ij] = u[y]-vis[y]*b[Lj] (4-5)
[1.0 if u[i,j] > t[i,j]
J
[0.0 otherwise (4-6)
where the threshold t[ij] may vary.
In the frequency domain, the halftoning error et [ij] becomes:
Etfc,iT] = YG.tD-B&tO =Y[^]-m'^
lEf,r]]
(4-7)
vte,nl
where Et, Y, B, U, E, and V are the Fourier transforms of d, y, b, u, e, and vis
respectively. Also,
UE, r|] = YK, ti] +WK, ii]EK, il] (4-8)
whereW[,r|] is the Fourier transfom ofw[ij].
Equation (4-7) can be recast to the form:
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Et R>^ =
VR, TflYK, h] - YR,n](l - WE, r^ER, tu (4.9)
vk,ti]
If the bandwidth of the input signal is approximately equal to the visual bandwidth,
then VR, r\]Y[, r]] YR, -q] , and the error is approximately
E.K.T1]:
VE,ti]
(4-10)
The spectrum of the visual blur therefore acts as an inverse filter to shape the error
spectrum. At frequencies where the visual transfer function is small, the error spectrum is
large, allowing error to be packed into frequency regions where the visual system is less
sensitive, i.e. at azimuth angle
45
According to the author's simulation with the equal-
weight error filter, the resulting images shown in Figure 4-7 and 4-8 are better than those
with Floyd and Steinberg error filter (Figure 2-10 and 2-11).
Lena Hats
Figure 4-7 Images Halftoned with SU (300dpi)
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Figure 4-8 Ramp Halftoned with SU (300dpi)
This algorithm results in improved noise characteristics in smooth image regions
and better resolution for structured image regions. Compare Figure 4-7 with Figure 4-2 to
see that the worm-like artifacts that existed in the face, shoulder regions are greatly
reduced and the overall image is more uniform and much sharper. The Ramp in Figure 4-8
shows that the variation of the gray level is uniform and smooth. However, some problems
persist. The worm-like phenomena are not completely eliminated. This algorithm assumes
that the bandwidth of the input signal is approximately equal to the visual bandwidth.
Practically, images where gray levels change more slowly (such as portraits) do not
satisfy this assumption and therefore this algorithm is not appropriate for these cases.
More important, this algorithm does not correct the distortion of overall gray level. In
Chapter 6, we will evaluate the technique through the visual tests.
Sullivan, et al. (1993) thought that the distortion of printer has becomes less
important as printer technology has improved. However, it still is important to know the
limiting resolution of the printer where the dot-overlap problem become significant, that
is, at how many dots per inch can the dot-overlap problem be ignored. Based on the
experiments, the dot-overlap problem is more serious at higher resolution (Figure 3-6).
Lin, et al. (1993) point out that algorithm artifacts dominate at low printing resolutions;
algorithm artifacts no longer play a dominant role at high printing resolutions. It seems
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that visual error diffusion (SU) is better at low resolution than at high resolution. For the
same printer, the lower printing resolution gives better performance. But for higher
printing resolution, the halftoned images due to this algorithm is relatively less important.
In the halftoning process of visual error diffusion, the visual filtering increases the
computation time. If the visual filter size is 5 x 5, the increased time is relatively small
because only 13 pixels are considered in the filtering computation. But if the visual filter
size is 7 x 7, 25 pixels must be used in the filtering computation. The filter size is an
important factor for the complexity of computation.
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Chapter 5 Visual-based Error Diffusion
Error-diffusion techniques with different correction factors may be used to
produce halftoned images with different structured patterns (Ulichney, 1987). If the
correction factors are fixed and the threshold remains unchanged, some visibly correlated
artifacts may occur in midtone areas or highlight and shadow areas. Generally, areas with
gray value f< 0.15 (on a scale ofwhite = 1.0 and black = 0.0) are called "shadows", while
those with f > 0.85 are called "highlights" For different filters, the artifacts may change
their form, but do not disappear. For printed images, some artifacts become more visible,
such as those discussed in the previous chapters. For error diffusion, worm-like artifacts
may occur in midtone areas if the filter and threshold are fixed, such as in the middle area
of Ramp halftoned with FL (Figure 5-1). The left-hand patch (50dpi) is a magnified
portion of the right-hand one (150dpi). The gray level in this patch should change for
lighter to darker from top to bottom. When printed at 50dpi, the printing patch rarely
suffers from the effect of "dot
overlap"
and the variation of gray level is not visually
distorted from a distance. However, when printed at resolution of 150dpi or higher, the
printing patch experiences more and more of the effect of "dot
overlap"
and the middle
part appears to be darker than either top or bottom regions. The distortion ofgray level
results in more worm artifacts on Lena shown in Figure 4-2. The visual-error-diffusion in
the previous chapter actually changes the threshold continuously, adjust the patterns and
gives better performance in the midtone areas. Ulichney (1987) adds random noise to the
weights of the filter and the resulting images do not exhibit these unexpected patterns, but
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may appear somewhat noisy. Both ideas illustrate that the adjustment ofweights in error
filter may improve the quality ofprinted images.
50dpi 150dpi
Figure 5-1 Midtone Areas ofRamp with Different Printing Resolution (FL)
The error to be diffused is e[ij] = b[ij] - u[ij], where
u[ij] = y[ij] - w[i,j]
*
e[ij] (5-1)
Equation (5-1) reflects global mean-square characteristics. That is, the error diffusion
methods preserve the mean level of the quantity. For digital images, a global mean such as
Mean Square Error (MSE) (Daly, 1992) approximates the contribution of errors to the
visible distortion. The filter of Jarvis, et al. (1976) is called "Minimum MSE", but error
diffusion with this filter produces more visible artifacts in mid-tone areas than the Floyd
and Steinberg algorithm (Eschbach, 1993), though the former also has advantages over
the latter, such as, fewer worm-like artifacts in shadow or highlight areas. Many
experiments (Limb, 1979; Mitsa, 1992; Kolpatzik and Bouman, 1992; Thurnhofer and
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Mitra, 1994; Mulligan and Ahumada, 1992) to evaluate image quality demonstrate that
human viewers tend to be concerned about the places in which degradation is more visible
than about the integrated error. Therefore, we expect that a technique can distribute the
error over a small area as evenly as possible when the total error cannot be reduced.
Error diffusion results in relatively small local mean error. In many regions of
uniform gray level, it produces "pleasant" patterns; but some worm-like textures in mid
gray regions are visible as described previously and hence affect the quality of halftoned
image. By Pappas, et al. (1991), we know that Equation (5-1) does not have the tendency
to form artifacts and these texture changes have a more local characteristic. Therefore, to
preserve the advantages of error diffusion, a technique is introduced to adjust dot
structures or patterns, minimize visual artifacts of a regular and deterministic nature
according to the weighted local mean error. Since human eye acts as a lowpass filter for
halftoning application, the local mean error filtered by the eye response is an appropriate
error criterion and this local mean error reflects the local characteristics of the images.
Meanwhile, any low-frequency distortion introduced by the halftoning process will
generate artifacts that are more visually annoying than high-frequency distortion. We do
not care as much about the error produced in high-frequency areas since it is less visible.
Error diffusion can be considered to be similar to a process of producing blue noise. In
such a process, we employ a Least-Mean-Square (LMS) algorithm (Simon, 1984; Widrow
and Stearns, 1985) to adjust dot patterns so that a minimum local-mean error can be
achieved on the basis of an almost same global-mean error. The next sections will discuss
the LMS algorithm, apply it and the visual filter to error diffusion based on the local image
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characteristics so to minimize the artifacts, and further consider the overall correction of
gray level distortion through the printer model.
5.1. LMS Algorithm
LMS is a simple and easy algorithm to implement. As shown in Figure 5-2, the
combined output y[k] is a linear combination of the input samples. The resulting error is:
e[k] = d[k] - X[k]T W[k] (5-2)
where d[k] is the desired response, X[k] is the vector of input samples, and W[k] is the
vector of the weights.
Desired
Input Response d[k]
xo[kk cT^YofkL + O
xi [k]Q ^ w,[k] + >;/S\ -tf^
>v_ybutput y[kfx J error s[k]
x[k] ; ^/wn[k]+/
Figure 5-2 Adaptive Linear Combiner (Widrow and Stearns, 1985)
The expectation value of the squared error is:
$M = E[s[k]2] (5-3)
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We take s[k]2 itself to be an estimate of[k]. The corresponding instantaneous estimate of
the expectation value of the squared error is:
V[k]
~cfc[k>~
dw0
ofefkp
dwn
= 2e[k]
"
ds[k]
'
de[k]
_
5w"
-2s[k]X[k] (5-4)
With this simple estimate of the gradient, we can specify a steepest descent process of the
iterative adaptive algorithm:
W[k+l]=W[k]-pV[k]
=W[k]-2ps[k]X[k] (5-5)
where u. is the gain constant that regulates the speed and stability of adaptation. A primary
concern with the LMS algorithm is whether it converges to the optimum weight vector
solution such that E[e[k]2] is minimized. The convergence of the weight-vector mean is
assured by:
0< // <
1
(N + \)(signalpower)
(5-6)
Where (N+l) is the number of input signals. This convergence condition can be used for
the decorrelated and stationary input signal and certain correlated and non-stationary input
signal (Widrow and Stearns, 1985).
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From the above algorithm, we can see that the LMS algorithm can be implemented
easily in a practical system.
5.2. LMS Application in Error Diffusion
A reasonable use of LMS is to adjust the correction factors of the error filter in
which the adjustment is based on the difference between output and input, each averaged
over small area. The average metrics is an eye filter. Wong (1994) used the different
average filter that is actually extracted from the power spectrum according to the principal
frequency and hence introduces the relatively complicated computation. According to
Ulichney (1987), the principal frequency fg depends on gray level:
fg
^ forg < 1/2
V^ g
R
(5-7)
forg > 1/2
where g is the gray level normalized to 1, and R is the distance between addressable points
on the display.
The resulting image produced by this algorithm appear better than that obtained
with standard error diffusion. A schematic of the process is shown in Figure 5-3.
The total perceived error averaged over a small area by the visual blur filter is:
et[ij] = (b[i,j]-y[i,j])*vis[i,j] (5-8)
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where [i, j] is the current pixel. Our goal is to minimize the perceived total local error
et[ij] so that the overall local mean averages in an image are smaller than standard error
diffusion, though some local mean averages generated by this algorithm are worse than
those for standard error diffusion. In this way, the dot patterns will be changed.
y[ij] +^u[ij] 'Threshold b[y]
+
vy
Lowpass ^
Filterw
e[ij]
U LMS , et[ij] | EyeModel
vis
+
Figure 5-3 Visual-based Error Diffusion (FVO)
Again, the scanning order of pixel processing is from left to right and from top to
bottom. Therefore, only those pixels already processed, i.e. for indices m < i, n < j, are
considered . The error at a pixel is:
e[i, j] = u[i, j] - b[i, j]
= y[ij] + e[i,j]*w[i,j] -b[i,j] (5-9)
which can be recast to:
b[i, j] - y[i, j] = e[i, j] * w[i, j] - e[i, j] (5-10)
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Following the LMS approach, the instantaneous square error et[ij]2must be minimized:
3e?
= 2et.d(b[i,j]-y[i,j]) (5n)3w dw
where w is the vector ofweights in error filter. After substitution ofEquation (5-9):
5e2
= 2et.vis[i,j]e (5-12)
>w
Therefore, from Equation (5-5), we have
de2
w[new] = w[old] - p - (5-13)dw
where u. is the adjustable gain factor.
From this algorithm (FVO), we find that the weights w of the feedback filter based
on the errors perceived by human viewers to adapt to local image characteristics. If the
eye filter is modeled by a 7 x 7 impulse response, only 25 processed pixels are considered
in an average area. By equation (5-6), the fact that the input signal of this adaptive filter
has a maximum possible value of255 sets limits on the gain constant p:
0 < n < (25 x
255V1
(5.14)
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to ensure that the algorithmwill converge. In our experiment, when
0.000008 < p < 0.00003 (5-15)
the algorithm gives relatively better performance. If this constant p is too large, the image
tends to be more noisy; if p is too small, the algorithm is a close approximation to
standard error diffusion. Figure 5-4 and 5-5 show the results of the technique ofFigure 5-
3. Comparison between Figure 5-4 and Figure 2-10 or between the two images ofFigure
5-5 shows that the algorithm developed here renders better halftoned images. The worm
like phenomena in the face and shoulder ofLena are greatly reduced.
Lena Hats
Figure 5-4 Images Halftoned with FVO (300dpi)
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FL FVO
Figure 5-5 Part of Lena Images (150dpi)
However, the resulting images exhibit poorer performance in shadow and highlight
areas (see the left patch of Figure 5-6) because sometimes one of the four weights in the
error filter is equal to zero. Only three non-zero weights in the feedback filter often result
in serious correlated artifacts in these areas. Therefore, this kind of situation must be
avoided. Our goal is to change the printed pattern in the midtone areas; therefore, we
exclude this method in the shadow and highlight areas. The corresponding algorithm is
called FV1. The comparison between halftoning Ramp with FL and FVO shows that the
mid-tone area exhibits the great change and other areas just have some little change, which
meets our expectation. With FV1, the patterns in shadow areas are improved (see the right
patch in Figure 5-6).
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0.15
0.0
FVO FV1
Figure 5-6 Shadow Areas ofRamp (150dpi)
Figure 5-7 shows the results from this algorithm (FV1). The images here have
almost the same appearance as those in Figure 5-4.
Visual tests of these algorithms are described in the next chapter. We also feel that
though this method gives better performance, the resulting images still exhibit serious
gray level distortion. The visual tests yield more information about this point. Therefore in
the next section, we also introduce the printer model and correct this kind ofoverall gray
level distortion.
Lena Hats
Figure 5-7 Images Halftoned with FV1 (300dpi)
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5.3. Correction ofAverage Gray Levels
Though error diffusion with the visual model reduces worm-like artifacts, the
resulting printed halftoned images appear darker than the originals. This is because the
reproduction characteristics of the printer differ from those of CRT displays. The visual
correction can be modified to conveniently introduce the printer model following the
threshold and error computation. Figure 5-9 shows a schematic of the proposed technique.
y[ij] +,-,u[ij]-Threshold b[ij] [PrinterModel PkA
pfLil = PCWIi-il)
Lowpass ^_
Filter w
A+
le[ij]
LMS
, gtTjjj Eye Model
vis
~~~J~
-*'
Figure 5-8 Visual-based Error Diffusion with Printer Model (FPVO)
Unlike the algorithm FVO (Figure 5-3), we are concerned with p[i, j], but not b[i,
j]. Therefore, the practical gray level of printed output pixels is no longer bi-tonal, but
rather is one of six levels (section 3.3) because of the existing
"dot-overlap"
phenomenon.
Similar to the algorithm (FVO) in Figure 5-2, we apply the technique (FPVO)
shown in Figure 5-3 only to areas with midtones and apply the model-based halftoning to
the shadow and highlight areas. The limitation ofFPVO is called FPV1.
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Figure 5-9 and 5-10 show images halftoned with FPVO and FPV1. Images with
FPVO and FPV1 have almost the same appearance. However, Figure 5-11 shows that
highhght and shadow areas in the halftoned Ramp with FPV1 have better structure
patterns than those with FPVO. For all these halftoned images, the gray level is corrected
and low-frequency artifacts and worm-like phenomena are greatly reduced.
Lena Hats
Figure 5-9 Images Halftoned with FPVO (300dpi)
Lena Hats
Figure 5-10 Images Halftoned with FPV1 (300dpi)
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FPVO
FPV1
Figure 5-1 1 Ramp Halftoned with FPVO and FPV1 (300dpi)
The convergence of LMS is based on signals which are decorrelated and have
stationary statistics. But it can be used for some correlated and nonstationary signals
(Widrow and Stearns, 1985). Here, because of the introduction of the printer model, the
algorithm is no longer causal. Through experiments, we find the phenomenon of
convergence when we limit the gain constant in some scope, which may illustrate that we
can apply LMS techniques to the present situation.
We also compare the model-based halftoning method (FP) and the algorithm
FVP1. Figure 5-12 shows the magnified view of Lena halftoned with FP and FVP1. They
both use the printer parameters for 150dpi. Some worm-like artifacts still exist in the
image with FP The dots are more clustered in the hat and the forehead of the left image.
Figure 5-13 also shows the magnified view Lena halftoned with FP and FVP1
using the printer parameters for 300dpi. The worm-like artifacts in the face have
71
disappeared. However, the dots are still more clustered in the hat and the forehead of the
left image than those of the right image.
Like visual error diffusion, the visual filtering is time-consuming and increases the
halftoning-process time in the visual-based error diffusion. The amount of processing time
also depends on the size of the visual filter. Because printer model is a selection of gray
levels for white pixels, the incorporation of the printer model increases the computation
time a little only slightly. The primary time-consuming part is the filtering process.
FP FVP1
Figure 5-12 Comparison between FP & FPVI (100dpi)
with Printer Parameters for 150dpi
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FP FPV1
Figure 5-13 Comparison between FP & FPV1 (100dpi)
with Printer Paramters for 300dpi
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Chapter 6 Subjective Evaluation ofHalftoning Techniques
The quality of an image, and hence the performance of a halftoning algorithm for
printers, can be measured either through objective criteria or subjective evaluation. Among
available objective criteria are the quantitative quality measures (such as global and local
mean square errors), and the qualitative quality measures discussed in the second chapter.
The previous chapters dealt mainly with algorithms based on qualitative criteria. This
chapter discusses the visual tests performed on the halftoning techniques discussed in the
previous chapters.
6.1. Psychophysical Tests
In this thesis, psychophysical tests were performed to assess the performance of
the different halftoning techniques. Because screening techniques blur images and produce
a very different structure than the techniques based on error diffusion, we did not include
them in our tests. These algorithms evaluated are listed in Table 6-1.
Error diffusion with the filter ofFloyd and Steinberg (FL).
Error diffusion with the filter of Jarvis, et al. (JA).
Model-based halftoning (FP).
Visual error diffusion (SU).
Visual-based error diffusion (FVO) (5.2)
Visual-based error diffusion (FV1) (5.2)
Visual error diffusion with printer model (FPVO) (5.3)
Visual error diffusion with printer model (FPV1) (5.3)
Table 6-1 Algorithms for Subjective Evaluation
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Three kinds of images were used in the tests: the common image Lena, an image
named Hats taken from the Kodak Photo CD Sampler, and a monochrome gray Ramp.
Two printing resolutions were used: 150dpi and 300dpi. All images were printed by
Hewleet-Packard LaserJet IV. Six images were printed with each technique for a total of
48 images. All images were divided into six groups. Each image was duplicated, resulting
in sixteen images per group. One important problem is the choice of reference image
(anchor) used for comparison. At first, we used the original continuous-tone image printed
by a Kodak ColorEase printer as the anchors. The test results show that the rated scores
are concentrated in one or two categories and therefore give insufficient information about
the evaluation of these algorithms. The problem is that the quality of the continuous-tone
image is much better than the halftoned images because of the low resolution of the latter.
Therefore, we chose the halftoning images with Floyd and Steinberg error filter as the
anchors. Two images were removed from each group for a total 14 images.
Rating Rendition ofOriginal Image
+5 perfectly better
+4 muchmuch better
+3 much better
+2 better
+1 slightly better
0 same
-1 slightlyworse
-2 worse
-3 much worse
-4 muchmuch worse
Table 6-2 Rating Scale
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Seventeen observers rated the six image groups according to their comparison
with the anchors at a viewing distance of fifteen inches for larger images (lower
resolution) and a viewing distance often inches for smaller images (higher resolution). All
categories are determined relative to the quality of the anchor images. The rating scale is
from +5 (perfectly better) to -4 (much much worse). The rating of the anchors was set to
zero. The entire scale is shown in Table 6-2. Many ofviewers had no a priori knowledge
about the halftone techniques and the images are presented to them in a random order
under identical visual conditions, but using the same order for all viewers. The images
were placed in a Macbeth Visual-Booth under cool white fluorescent (CFW) light that is
typical of office use. Each time, a test image and the corresponding anchor were placed
side by side and the rating for this test image is determined by forced choice, i.e. the rating
only was an integer. The viewers were shown the originally continuous-tone images (
printed by a Kodak ColorEase printer) before the tests for each group. However, viewers
were not given any suggestions or hints about which halftone structures or patterns were
better or worse. Most viewers thought that it was easier to evaluate Lena and Hats
images thanRamp images
The data from the tests were plotted to see the relationship between the rated
scores and algorithms. Figures 6-1 to 6-6 show the mean and standard deviation of the
scores, that is, the difference from the highest value to lowest value in each techniques
represent one standard deviation. Figures 6-7 to 6-12 give the average scores and the
possible second maximum values (the highest value in the plots) and second minimum
values (the lowest value in the plots). The maximum values and minimum values are
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excluded. The next section is a detailed discussion about the advantages and
disadvantages of all algorithms used based on these psychphysical tests.
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Figure 6-1 Mean and Standard Deviation forLena (150dpi)
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6.2. Evaluation ofHalftoning Techniques
From Figures 6-1 to 6-6, it is apparent that the algorithms that did not use the
printer model perform better at lower resolution than at higher resolution, i.e. when used
for lower printing resolution, the methods without the printer model have ratings similar to
these techniques with printer model. However, the difference between the two types of
algorithms is very apparent at higher printing resolution. Actually, the single dot at 150dpi
resolution is composed of 16 physical spots, and the single dot at 300dpi is composed of4
physical spots. Recall that Figure 3-6 indicates that the gray-level distortion is more
serious at higher resolution. The algorithm must combine with the practical printer model
either built through measurement or built mathematically (see section 3.2). Of course, the
mechanical performance of printers is important. Though printers may have the same
resolution, they may exhibit different amount of "dot
overlap"
and hence requires
different extent of correction.
6.2.1. Results forAlgorithms without the Printer Model
For convenience, we use the abbreviations to represent various techniques. The
abbreviations are shown in Table 6-1.
SU gives better performance than the FL. The average scores in Figure 6-1 to
Figure 6-3 are around 1.5 which is between "slightly
better"
and "better". The average
scores in Figure 6-4 to 6-6 are relatively low, mainly because the distortion of gray level
makes images with both algorithms tend to be very similar. SU produces uniform structure
in almost every gray level and fewer worm-like artifacts. Both reasons make SU a better
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algorithm. However, Figure 6-7 to 6-12 show that the rated scores varied greatly for
every kind of image. Sometimes, the rated scores are the worst of all methods. We can
find the reason from the careful observation of the magnified structure. By comparison of
Figure 4-7 with Figure 2-10, the dots seem to be more correlated in this situation than
for images printed with FL. But for some viewing distances, the phenomena are not easy
to identify. Once perceiving these artifacts, viewers may take it as a structure artifact and
therefore assign a lower rating.
JA also gives better performance than FL. At a printing resolution of 300dpi, the
rated score also is affected by the serious distortion of gray levels. But, from the Figures
2-13 and 2-14 , the images tend to have more worm-like artifacts. For printing resolutions
of 150dpi, JA has poorer performance in the Ramp image primarily because the correlated
structure in the middle gray levels is visible. It is this kind of reason that makes the rated
scores vary greatly.
FVO and FV1 use the visual model in the calculation of error diffusion. Except for
Ramp images, images with FVO are rated a "slightly
better"
than ones with FL. For all
kinds of images, images with FV1 are scored "slightly
better"
than FL. In the Ramp, FL
produces a halftoning image with a darker strip around the gray value of0.5. FVO replaces
part of them with a correlated pattern which corrects distortion of gray levels, and so for
FV1 . But the correlated dots in highlight and shadow areas are relatively visible in Ramp
image, which forces FVO to be rated at lower scores. FV1 eliminated this problem and
therefore obtained more stable scores for different kind of images. Both FVO and FV1
form more uniform areas and fewer worm-like artifacts. When we look at the face,
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shoulder in Figure 2-10, we can have a better understanding about worm-like artifacts.
Though both use correlated patterns instead of checkerboard pattern for midgrays, they
correct the distortion of gray levels that checkerboard pattern introduces. And the
structure in other gray levels has just a slight variation. From Figures 6-7 to 6-12, we
notice that the standard deviation of rated scores for both methods are the smallest, we
suspect that the result reflects the similarity about structures for many gray levels for
images halftoned with FL, FVO and FV1.
6.2.2. Results forAlgorithms with the PrinterModel
In the previous section, we discussed the algorithms that did not incorporate the
printer model. At a printing resolution of 150dpi, their quality rating (Figures 6-1 to 6-3)
is not very different from the methods with the printer model, though it is clear the latter
are slightly better. However, Figures 6-5 to 6-7 show that two types are ranked in
apparent different categories, which indicates the importance of the printer model at high
resolution.
The rated scores and the variation of these three methods at higher resolution are
almost the same. Each is compared to the anchors of FL and not against each other. In
addition, the structures of smaller images are hard for the observers to identify. Therefore,
the images receive similar ratings. Careful analysis and observation of Figure 5-12 and
Figure 5-13 shows that the FPV1 give a more random dot pattern. As far as this point, we
can also obtain the relevant information from evaluation of larger images.
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Figures 6-1 to 6-3 show that the scores for both FPVO and FPV1 are slightly
higher than that for FP, though the standard deviations and variations are similar. Ifwe
compare three only, we notice that FP still renders a more correlated dot pattern in the
head and hat of Lena image (Figures 5-12 and 5-13). In the Hats image, the sky is quite
rough with FP and the largest hat has serious worm-like artifacts. However, both FPVO
and FPV1 give better performance in these areas. FPVO produces some correlated
artifacts in highlight and shadow areas, so we use FPV1 to overcome this problem. FPVO
and FPV1 break the correlated artifacts in middle tone areas.
6.3. Summary
For hard-copy printing, error diffusion is not satisfactory. Use of the visual model
eliminates most worm artifacts, though the developed algorithm is no better than SU or
JA. The addition of the printer model improves the rated quality of the printed images. In
these psychophysical tests, we also find that a uniform structure pattern is important no
matter what the dots in this kind ofpattern is correlated or decorrelated.
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Chapter 7 Conclusion and Suggestion
The printer model predicts the effects ofprinter distortions, and is an essential part
ofhalftoning techniques which depend on accurate printer models to produce high-quality
images using standard laser printers. The visual model uses the eye characteristics to
adjust the structure of halftoning image and renders more uniform area. In the thesis, we
have focused our work on the application of the printer model and visual model in error
diffusion.
In the algorithm developed, we first introduce the visual filter to average the error
between input and output and adjust the correction factors based on the filtered error.
From both qualitative analysis and visual tests, the algorithms perform better than error
diffusion with Floyd and Steinberg filter. Similar to visual error diffusion, visual-based
error diffusion does not consider the gray-level distortion. We also try to incorporate the
circular printer model as an essential part of this algorithm. The resulting images have
better structure than the images with model-based halftoning techniques. Of course, at
high printing resolution, some structures are not easy for viewer to recognize.
In addition to qualitative analysis, we also employ the subjective evaluation to
analyze various techniques connected with error diffusion. Visual tests show that the
algorithms developed here are better than the other algorithms currently used.
The algorithm also is easily extended to color halftoning. The color halftoning can
be implemented by separate halftoning and overprinting of each color component.
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The future work can further investigate visual filters and figure out how the size
and form of visual filters affect the behavior and performance of the algorithms. As stated
in Chapter 5, the size of the visual filter plays an important role in processing time.
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