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Abstract
Motivated by a recent observation that the LLM geometries admit 1/4-
BPS M5-brane probes with worldvolume AdS3×Σ2×S1 preserving the
R-symmetry, SU(2)×U(1), we initiate a classification of the most general
AdS3 × S2 geometries in M-theory dual to two-dimensional chiral N =
(4, 0) SCFTs. We retain all field strengths consistent with symmetry and
derive the torsion conditions for the internal six-manifold,M6, in terms of
two linearly independent spinors. Surprisingly, we identify three Killing
directions forM6, but only two of these generate isometries of the overall
ansatz. We show that the existence of this third direction depends on the
norm of the spinors. With the torsion conditions derived, we establish
the MSW solution as the only solution in the class whereM6 is an SU(3)-
structure manifold. Then, specialising to the case where the spinors
define an SU(2)-structure, we note that supersymmetry dictates that all
magnetic fluxes necessarily thread the S2. Finally, by assuming that the
two remaining Killing directions are parallel and aligned with one of the
two vectors defining the SU(2)-structure, we derive a general relationship
for the two spinors before extracting a known class of solutions from the
torsion conditions.
1 Introduction
This work touches on two beautiful and exciting developments in the string theory
literature over the last few years. Of most recent interest is a new interpretation
of a class of 4d theories arising as the infra-red fixed point of compactification of a
6d superconformal theory on a Riemann surface Σ2 with punctures [1]. This paved
the way for the elegant observation that the Nekrasov instanton partition function
in 4d is identical to the conformal block in a 2d Liouville CFT [2] and has led to a
flurry of studies focussing on non-local operators in these theories [3, 4]. Secondly,
this work also revisits supersymmetric bubbling geometries in string and M-theory.
Starting with the seminal work of [5], we have witnessed the identification of a
host of solutions preserving different degrees of supersymmetry [6, 7, 8]. A useful
overview of developments may be found in [9].
The holographic dual of the theories of [1] has been identified in [10], where su-
persymmetry preserving M5-branes with worldvolume AdS5 × S1, were considered
in the LLM geometries (including the Maldacena-Nu´n˜ez (MN) geometry [11]) dual
to N = 2 SCFTs with R-symmetry SU(2) × U(1) [5]. Following a study of super-
symmetric M5-brane probes [4] in the MN [11] background, it has been noted that
the geometry also permits a 1/4-BPS M5-brane surface operator with worldvolume
AdS3 × H2 × S1, where H2 denotes the hyperbolic space of MN. In addition, the
SU(2)× U(1) R-symmetry is preserved1. Within this context, the primary goal of
this work is to initiate a classification of 1/4-BPS solutions of M-theory of the form
AdS3 × S2, where the two-sphere ansatz corresponds to the SU(2) R-symmetry of
the dual SCFT, with the sideline objective of finding the back-reacted geometry
corresponding to the M5-probe of [4]. See [12] for other studies on the back-reaction
of non-local operators.
We approach this problem by employing G-structures (for selected other works
in 11d, see [13, 14, 15, 16]) following a two-stage decomposition of the 11d Killing
spinor equation (KSE) pioneered in LLM [5]. As we will see, this procedure leads
to differential and algebraic Killing spinor equations in 6d in terms of two indepen-
dent, non-chiral spinors. In a departure from previous work in this direction, we
make neither a simplifying assumption about the fluxes from the offset as in [17]2,
nor after reducing the Killing spinor equation as in [5]. Instead, after deriving the
most general torsion conditions for this decomposition in terms of spinor bilinears,
1As MN is one simple case in a class of LLM geometries sharing similar structure, all these
M5-brane probes also exist in the other LLM geometries.
2We remark that the gamma matrix decomposition utilised in [17] only permits a limited flux
ansatz and attempts to incorporate more fluxes necessitate a return to an LLM-type decomposition.
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we assume chiral N = (4, 0) supersymmetry in the dual 2d SCFT and in turn con-
sider an internal M6 with both SU(3)-structure and SU(2)-structure. The expected
8 supercharges preserved by these geometries arise from the reduction ansatz; an
SU(2)-doublet from the two-sphere and two Poincare´ and two superconformal su-
percharges from the AdS3 spacetime. The counting depends on the proviso that
one imposes enough projection conditions internally so that the 6d Killing spinor
has a single real component. Indeed, the supersymmetry conditions we derive later
show perfect agreement with the work of [17], which in turn has been shown to
be consistent to [18]3. The class of solutions presented in these papers all preserve
chiral N = (4, 0).
In general, this work is intended to be a stepping stone towards a complete
classification of M-theory geometries with AdS3 × S2 factors, with the determina-
tion of the general torsion conditions. The results for M6 admitting SU(3) and
SU(2)-structure we present here, while leaving the generalisation to smaller struc-
ture groups for future work. Remarkably, if one assumes M6 permits only a single
chiral spinor defining SU(3)-structure, then the constraints derived from the tor-
sion conditions are enough to identify [19] as the only solution. Then, when M6
admits two orthogonal, chiral spinors defining an SU(2)-structure, supersymmetry
alone tells us that there is no four-form flux on M6, while the torsion condition con-
straints, in tandem with the added assumption that the Killing direction is along
only one of the two SU(2)-structure vectors, are enough so that we can uniquely
determine the relationship between the two original spinors. One may remember
that [5] assumed that the two spinors were linearly dependent, so this work attempts
to see to what extent that choice is motivated by supersymmetry. Therefore, our
analysis when M6 is an SU(2)-structure manifold, provides a strong case for the
class of solutions identified in [17, 18] to be the only class of solutions with M6
admitting SU(2)-structure. Unfortunately, we are unaware of any explicit, regular
solutions in this class, however such a discovery would open up the exciting prospect
of analysing properties of the dual SCFT.
Having sketched the landscape of the setting for our work, we pause to com-
ment on the secondary motivation of back-reacting the 1/4-BPS M5-brane probes
of [4]. On the requirement that the SU(2) × U(1) R-symmetry is preserved, early
strong candidates for a back-reacted solution may already be found in the literature.
Among the solutions of Romans’ 5d SU(2)×U(1) gauged supergravity [20] uplifted
3Recall that instead of using G-structures as a classification tool, this paper determines the
geometric constraints on supersymmetric solutions arising as AdS limits from geometries admitting
wrapped branes.
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to LLM in [21], the magnetovac solutions are most promising as the U(1)-fibration
is the same as LLM, however the SU(2)-symmetry is broken to U(1). The class of
solutions presented in [17, 18] have the obvious draw-back that it is difficult to find
explicit solutions. Our hope at the beginning of this project was that the inclusion
of a more general flux ansatz may lead to a more favourable U(1)-fibration and a
clean one-parameter family of solutions as in the similar set-up of [13]. Our results
indicate this is not the case for M6 being an SU(3) or SU(2)-structure manifold,
however we cannot rule out this possibility with smaller structure groups.
The format for the rest of the paper runs as follows. Section 2 concerns itself
with the decomposition of the Killing spinor equation. In general, one is left with
two linearly independent, non-chiral spinors ǫ+, ǫ−, but they will be related once we
specify the structure group (see [22]). Section 3 enumerates the conditions arising
from the general torsion conditions and the algebraic constraints. Interestingly,
demanding consistency amongst the torsion conditions leads to a single expression
that may not be derived from the algebraic constraints. In section 4 we impose SU(3)
and SU(2)-structure on the internal M6 and identify how ǫ+, ǫ− may be rewritten
in terms of unit norm, chiral spinors. In each case, we examine the relationship
between ǫ+ and ǫ− in the light of the constraints derived in section 3. In section 5
we derive the most general solution consistent with SU(2)-structure and comment
on properties of this class of solutions.
2 Killing spinor decomposition
As stated in the introduction, the focus of this paper is AdS3 M-theory solutions
preserving SU(2) superconformal symmetry where the SU(2) symmetry corresponds
to the isometries of an internal, round S2 4 on the transverse eight-dimensional space
M8. In contrast to the work of [17], where the restricted flux ansatz permitted a
gamma matrix decomposition in terms of a direct product of spinors, in order to
retain more fluxes, one can adopt a two stage decomposition [5] (see [13, 23, 24] for
simpler reductions). The first step will involve reduction on AdS3, followed by a
second step reduction on S2.
As mentioned in the introduction, it is expected, with suitable internal projectors
on the internal M6, that the dual SCFTs correspond to chiral N = (4, 0). The
eight preserved supercharges can also be accounted for in the analytically continued
4It is possible to consider a slightly more general ansatz with S2 by considering the Killing
direction ψ to be fibred over the S2, however it is shown in [5] that the resulting supercharges do
not form a doublet of SU(2).
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S3 × S2 geometry (see [17]) where they come in irreducible representations of the
isometry group i.e. an SU(2)-doublet and (2, 1)⊕ (1, 2) of SU(2)×SU(2) ⊂ SO(4).
The fact that the chirality of the Killing spinors is the same may be deduced from
the explicit expressions for AdS Killing spinors presented in [25]. One simply has to
take the large AdS radius, in which case the superconformal Killing spinors which
initially have mixed chirality under τ01, become chiral, matching the chirality of the
Poincare´ Killing spinors.
We begin the procedure with the 11d gamma matrices which may be decomposed
in a (3, 8)-split as:
Γa = τa ⊗ γ9,
Γm = 1⊗ γm, (2.1)
with indices a = 0, 1, 2 and m = 1, ..., 8. The τ matrices are simply related to
the Pauli matrices τ0 = iσ3, τi = σi and choosing Γ0123456789♯ = −1 means that
γ9 = γ12345678, with γ
2
9 = 1. The metric may then be dimensionally reduced via the
ansatz
ds2 = e2λ
[
1
m2
ds2AdS3 + ds
2
8
]
, (2.2)
where the warp-factor λ is independent of the AdS3 coordinates and m is a constant
corresponding to the inverse radius of AdS3. An ansatz for the four-form flux of the
form
F = I +m−3 vol(AdS3) ∧A, (2.3)
will allow us to retain both electric and magnetic fluxes in the decomposition. Here
I is a four-form and A denotes a one-form along M8.
After decomposing the gamma matrices, the metric and the fluxes, one may
introduce a Killing spinor of the form η = ψ ⊗ eλ/2ξ, before utilising the KSE on
AdS3
∇aψ = 12τaψ, (2.4)
to bring the 11d Killing spinor equation
∇Mη + 1
288
[
Γ NPQRM − 8δ NM ΓPQR
]
FNPQRη = 0, (2.5)
to the form[
γm∂mλ+
e−3λ
144
γn1n2n3n4In1n2n3n4 +mγ9 −
1
3
γ9γ
me−3λAm
]
ξ = 0, (2.6)
[
∇m − e
−3λ
24
γn1n2n3Imn1n2n3 −
m
2
γmγ9 − 1
4
γ9γ
n
m e
−3λAn
]
ξ = 0. (2.7)
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Note, in deriving this form, we have used a contraction of (2.6) to simplify (2.7).
Going further, we consider M8 to be a direct product of S
2 and a six-dimensional
space M6. The metric and magnetic flux may then be rewritten as
ds28 = e
2AdΩ22 + ds
2
6,
I = vol(S2) ∧ H + G, (2.8)
with λ and A now only depending on the coordinates of the internal six-dimensional
manifold M6. The gamma matrices introduced earlier further decompose as
γ9 = σ3 ⊗ γ7,
γα = σα ⊗ γ7,
γr = 1⊗ γr, (2.9)
where α = 1, 2 denote the sphere directions and γ7 ≡ iγ123456.
We next consider expanding ξ in terms of a basis of spinors on S2 in a similar
fashion to [5]
ξ = χ+ ⊗ ǫ+ + χ− ⊗ ǫ−, (2.10)
where
∇αχ± = ±iσα2 χ±. (2.11)
Here χ+ and χ− are not independent and may be taken to be related by χ+ = σ3χ−.
Following the process through, one finds that it is possible to retain the most
general flux ansatz at the cost of introducing two spinors ǫ+, ǫ−. In the most general
setting, one may imagine these being of indefinite chirality (non-chiral) and linearly
independent. In the end one has six equations, divided into two differential relations,
∇rǫ± = i
4
e−3λ−2AHrsγsǫ∓ + e
−3λ
24
Grstuγstuǫ± + m
2
γrγ7ǫ∓ +
e−3λ
4
Asγ7γ sr ǫ∓,
(2.12)
and four algebraic constraints
0 =
[
γr∂rλ+
e−3λ
144
γrstuGrstu
]
ǫ± +
[
i
12
e−3λ−2AγrsHrs +mγ7 − e
−3λ
3
γ7γ
rAr
]
ǫ∓,
(2.13)
0 =
[
± i
2
γ7e
−A +
1
2
γr∂rA
]
ǫ± −
[
i
8
e−3λ−2AγrsHrs + m
2
γ7 − e
−3λ
4
γ7γ
rAr
]
ǫ∓.
(2.14)
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Note we have multiplied the last algebraic condition by γ7. Adding the algebraic
constraints, we can also derive a form independent of H:
0 =
[
±iγ7e−A + γr∂r(3λ+ A) + e
−3λ
48
γrstuGrstu
]
ǫ± +
[
2mγ7 − e
−3λ
2
γ7γ
rAr
]
ǫ∓.
(2.15)
With A and G set to zero, one may use (2.15) to derive a projection conditions on
the spinors [5, 17].
Having reduced the KSE, the task remaining is to convert them via spinor bi-
linears into geometric conditions in order to classify the supersymmetric solutions.
In ensuring that the equations of motion are satisfied, we benefit from the well-
established observation that the Bianchi identities and the flux equations of motion
guarantee the Einstein equations [15]. So, we simply have to impose the Bianchis
dH = dG = dA = 0, (2.16)
and the flux equations of motion5
d(e3λ−2A ∗6 H) = −A ∧ G,
d(e3λ+2A ∗6 G) = −A ∧H,
d(e3λ+2A ∗6 A) = H ∧ G, (2.17)
to claim we have a true supergravity solution.
3 Torsion conditions
In this section, we give an account of how the differential and algebraic constraints on
the internalM6 may be derived from the KSE, while moving all unsightly expressions
to the appendix. We make no assumption about any relationship between ǫ+ and ǫ−
and initially regard them as linearly independent and of indefinite chirality. The only
simplification arises from the symmetry properties of the inter-twiner C6 defining
the charge conjugate of a spinor, ǫc = C6ǫ
∗. Here we follow the conventions of [26]
and we also adopt A6 = 1, so that the six-dimensional gamma matrices satisfy
γm = γ
†
m,
C−16 γmC6 = −γTm, (3.1)
5We have used ǫ012345678910 = −1 and Hodge dual
(∗ω)α1···αq =
√−g
p!
ǫ
β1···βp
α1···αq ωβ1···βp .
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where C6 is symmetric and C
∗
6 = C
−1
6 . As a result, γ
†
7 = γ7 and γ
T
7 = −C−16 γ7C6.
This in turn also dictates which spinor bilinears behave symmetrically under trans-
position; in general scalars (zero-forms) and three-forms are symmetric, while vectors
(one-forms) and two-forms are anti-symmetric.
The general idea in deriving the torsion conditions in each case is the same. One
begins by constructing all spinor bilinears of the form
ǫ¯Aγ
(p)ǫB, ǫ¯
c
Aγ
(p)ǫB, (3.2)
where the subscripts A,B range for all choices of +,− and γ(p) ≡ γm1···mp . Here
p corresponds to the order of the form. In six-dimensions, one need only consider
the torsion conditions up to three-forms as the higher forms are simply the Hodge
duals of the lower forms. Once one has enumerated all the non-zero forms, one then
takes the derivative using (2.12) before neatly trying to repackage the derivatives
using the algebraic constraints. The results of these calculations can be found in
the appendix.
This repetitive and brute force approach to tackling the problem draws on the ex-
perience of [13], where an important constraint on the scalar f ≡ ǫ¯cǫ = 0 arises from
demanding consistency between two and three-form torsion conditions. Although
we also derive some non-trivial constraints in this manner, as we will see later, most
of these conditions may also be found by mining the algebraic constraints (2.13),
(2.14) and (2.15).
At each level, we impose consistency amongst the torsion conditions. A flavour
for these concerns may be gleaned by commenting on the scalar torsion conditions.
Remembering that A needs to satisfy the Bianchi identify, dA = 0, we see that
(A.6), (A.8) and (A.13) are respectively consistent with (A.15), (A.11) and (A.7)
under differentiation. Consistency also demands that X,ℜ(Y ) and Z˜ are constants,
a fact that may be read off from other torsion conditions. We also remark that for
consistency
d(e3λK˜4) = d(e3λℜ(K3)) = 0, (3.3)
may be expected when one derives the torsion conditions for the vectors at the next
level. A quick glance at (A.17) and (A.22) confirms this to be the case.
However, (A.9) is a little unexpected as K˜1 can be shown to correspond to a
Killing direction in the geometry i.e. ∇(rK˜1s) = 0. We will comment on this later
when we address the Killing directions. For the moment, we stress that the torsion
conditions derived in the appendix are completely general and can be adapted to
look for supersymmetric solutions with smaller G-structure groups.
7
Some of the torsion conditions are plainly quite involved and difficult to derive
any neat expressions by demanding consistency. However, by differentiating the
two-form torsion conditions and comparing with the three-form conditions, one may
deduce the following relationships
GW1 = GX˜ ′ = 0, (3.4)
ie3λ−2AZ˜ ∗6 H =
(
2me3λ+AZ + ie3λW2
)G, (3.5)
X˜e3λG = e3λ−2Aℜ(Y ) ∗6 H. (3.6)
Interestingly, differentiating (3.5), one can use the flux equations of motion (2.17)
and the scalar torsion conditions to show that the resulting expression is satisfied.
This we take as a heart-warming sign of consistency. Whereas the derivative of (3.6)
leads to
ℜ(K3) ∧ G = 0, (3.7)
but it is difficult to comment on the significance of this expression.
3.1 Algebraic constraints
Next we turn to the algebraic constraints. Similar conditions on the scalar bilinears
may be derived from (2.13), (2.14) and (2.15). In general, when all fluxes are non-
zero, we find the following conditions
Z˜ = W1 = X˜
′ = ℜ(Y ) = dX = 0,
ie−AW2 = −2mZ,
e−AX˜ = −2mℑ(Y˜ ),
2mX + e−Aℑ(Y ) = e
3λ
2
ℑ(L3)y ∗6 G + e
−3λ
2
AyK1, (3.8)
where the last expression simplifies when A = G = 0. Combining these expressions
with the conditions derived from the torsion conditions, we note that the algebraic
constraints imply the constraints derived from the torsion conditions, up to the
existence of the expression
X˜G = 0. (3.9)
Interestingly, this says that X˜ necessarily has to be zero if we are to support a
magnetic four-form flux purely on M6. It is not possible to derive this expression
from the algebraic constraints directly.
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3.2 Killing directions
From direct application of (2.12), one notes that there are three candidate Killing
directions satisfying the Killing equation ∇(rKs) = 0: K˜1,ℑ(K˜3), and K4 all satisfy
this condition. In this subsection, we ask whether the three of these generate also
symmetries of the two warp factors λ,A and the three flux terms A,H and G.
We begin with the warp factors. Using (2.13) it can be shown that the overall
warp factor λ is independent of these directions6:
LKλ ≡ iKdλ = 0, K ∈ {K˜1,ℑ(K˜3), K4}. (3.10)
However, from (2.14), one finds that the size of the S2 depends on K˜1:
(K˜1)r∂rA = −e−AX ′, (3.11)
(K4)r∂rA = 0, (3.12)
ℑ(K˜3)r∂rA = 0. (3.13)
We now proceed onto the flux terms. It is possible to show
LKA ≡ diKA = 0,
LKG ≡ diKG = 0 K ∈ {K˜1,ℑ(K˜3), K4}. (3.14)
The upper line here follows from (2.13), while (A.29), (A.33) and (A.37) are used in
deriving the result in the lower line. In both cases we also make use of the Bianchis
(2.16).
Finally, it can be shown that diK4H = diℑ(K˜3)H = 0 by using (2.14) to derive
iℑ(K˜3)H = ℜ(Y )e2AA− 2me3λ+2Aℜ(K3)− 2e3λ+2AX˜dA,
iK4H = −2ie3λ+2A
(
mK˜4 −W2dA
)
, (3.15)
which can be shown to close using the torsion conditions. In a similar fashion, it
can be shown that LK˜1H 6= 0:
d
(
iK˜1H
)
= −2d(e3λ+Aℑ(K3)) = −2e−AX ′H. (3.16)
Therefore, from the three candidate Killing directions, we reach the conclusion that
two of them will generate symmetries of the 11d solution i.e. they are symmetries
of the metric, warp factors and fluxes. In the case of K˜1, (3.11) and (3.16) seem to
be innocuous and one imagines one can promote K˜1 to a full isometry by setting
X ′ = 0. However, this leads to other problems. Via (A.9), setting X ′ = 0 also sets
K˜1 = 0.
6Here LX denotes the Lie derivative w.r.t. a vector X , LX ≡ diX + iXd.
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3.3 Summary of constraints
Before proceeding to the next section, here we collect and enumerate the constraints
that have arisen as a result of either the torsion conditions, the algebraic constraints
or from demanding consitency. In effect, any supersymmetric, well-defined geometry
should satisfy the following:
Z˜ = W1 = X˜
′ = ℜ(Y ) = dX = 0,
ie−AW2 = −2mZ,
e−AX˜ = −2mℑ(Y˜ ),
2mX + e−Aℑ(Y ) = e
3λ
2
ℑ(L3)y ∗6 G + e
−3λ
2
AyK1,
X˜ = 0 OR G = 0,
X ′ = K˜1 = 0. (3.17)
Aside
Although the constraints of the last line of this summary seem unnecessarily
strong, we can however try to relax this constraint to consider non-zero X ′ and K˜1.
Combining (3.11) and (A.9), we find two relations
d5
(
e−AX ′
)
= 0,
α∂ψX
′ = e−A
[
1− (X ′)2] , (3.18)
where we have used d ≡ d5 + K˜1(K˜1r∂r) and have defined a dual vector K˜1 = α∂ψ
with α constant. Here the direction ψ corresponds to a Killing direction on the
transverse space M6. By using (3.11) it is possible to write X
′ as
X ′ = −α∂ψeA, (3.19)
so that the above two equations (3.18) may be rewritten as
d5∂ψA = 0, (3.20)
α2∂2ψe
A = e−A
[
α2(∂ψe
A)2 − 1] (3.21)
Now, we see that either d5A = 0 or ∂ψA = 0. In the latter case, one is forced to
adopt X ′ = K˜1 = 0, while in the former case, the warp factor A depends only on
ψ and is independent of the other directions. Indeed, there is a simple solution and
one can show
eA ∼ sin(ψ). (3.22)
So, in general, the radius of the S2 depends on an internal Killing direction ψ.
Though it would be interesting to follow this case further, for simplicity, we decide to
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set both X ′ and K˜1 to zero. The condition X ′ = 0 does not seem much of a sacrifice,
as it simply states that the norms of ǫ+ and ǫ− should be the same. Combining them
with (A.7), we also see that the spinors have constant norm. Henceforth, it is to
be understood that we have specialised to the case where the spinors have constant
norm.
4 Killing spinors with SU(2)-structure
Before looking at solutions with two orthogonal chiral spinors defining SU(2)-structure,
as a suitable warm-up exercise, we may briefly look at the case where ǫ+ and ǫ− can
be expressed in terms of a single unit norm, chiral spinor η. In general, it is diffi-
cult to see this directly from the KSE, however with the torsion conditions already
derived, the result becomes immediate.
We start by adopting the following projection conditions for η
γ12η = γ34η = γ56η = −iη, ⇒ γ7η = −η,
γ135η = η
c, (4.1)
so that the forms defining the SU(3)-structure J and Ω are given by
J =
i
2
η¯γmnη e
mn = e12 + e34 + e56,
Ω =
1
3!
η¯cγmnpη e
mnp = (e1 + ie2)(e3 + ie4)(e5 + ie6), . (4.2)
where we have omitted the customary wedge products for brevity. As one chiral
spinor defines a single real scalar, we can choose ǫ+ = fη, where f is a real function.
For ǫ−, we choose the linear combination
ǫ− = g1η + g2η
c, (4.3)
where in general, we allow gi to be complex functions. The scalar constraints derived
previously enforce the choice
ǫ+ = η, ǫ− = −iη, (4.4)
where we have taken X = 1, X ′ = 0 and the relative sign above is necessitated so
that
e−A = 2m. (4.5)
As the vectors disappear, the other warp factor λ can also be seen to be constant
due to the scalar torsion conditions. One may then set it to zero. Also since X is
non-zero, we also have A = 0 from (A.13).
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The absence of any vectors means that the RHS of the vector torsion conditions
become algebraic leading to a considerable simplification. Then, we observe that
G = 0 from (A.18) and (A.19), (A.24) and (4.5) lead to the same expression for H
H = 1
2m
J. (4.6)
The remaining torsion conditions can be shown to be satisfied if theM6 is Calabi-Yau
dJ = dΩ = 0. (4.7)
The reader may observe that when m = 1 corresponding to unit AdS radius, the
relative factor between the AdS3 and S
2 factors agrees with [19].
Having warmed up, going beyond SU(3)-structure, one may ask are there any
solutions with two orthogonal, chiral spinors η1, η2:
η¯iηj = δij, γ7ηi = −ηi. (4.8)
Together these two spinors define a canonical SU(2)-structure in 6d as explained in
[13, 22]. Such a structure may equivalently be specified by two one-forms P 1, P 2
and three two-forms Jm given in terms of ηi:
Jm = − i
2
σijmη¯iγ(2)ηj ,
P 1 − iP 2 = −1
2
ǫij η¯ciγ(1)ηj , (4.9)
where σm denote the Pauli matrices. We may also define
Ω ≡ J2 + iJ1,
J ≡ J3, (4.10)
and specify the SU(2)-structure in terms of (J,Ω, P 1, P 2). The 6d metric then takes
the form:
ds2 = eiei + (P 1)2 + (P 2)2. (4.11)
Having introduced η1, η2 and the SU(2)-structure, the task now remains to con-
nect these to the original spinors ǫ+, ǫ− appearing in the KSE. Following [13], we
adopt the same expression for a general non-chiral spinor ǫ+, while making no as-
sumptions about ǫ−:
ǫ+ = cos θη1 + sin θ (cη
c
1 + dη
c
2) ,
ǫ− = a1ǫ+ + a2γ7ǫ+ + a3ǫ
c
+ + a4γ7ǫ
c
+, (4.12)
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Here, as explained in [13], c, d are complex functions satisfying |c|2+ |d|2 = 1, while
ai denote arbitrary complex functions that we have introduced. Note also that ǫ+
is of indefinite chirality as
γ7ηi = −ηi ⇒ γ7ηci = ηci . (4.13)
We also note that ǫ+ and ǫ− are now linearly dependent, as one can always write
ǫ− = Aǫ+ +Bγ7ǫ+ + Cǫ
c
+ +Dγ7ǫ
c
+. (4.14)
Our task in this section is to determine the most general way in which the func-
tions ai in (4.12) may be chosen consistent with the constraints derived in the pre-
vious section and the SU(2)-structure. We begin by recalling from (3.9) that there
are two cases to be considered: either X˜ = 0 or G = 0. We now proceed case by case.
Case 1: X˜ = 0, G 6= 0
Following our earlier choice of ǫ+, with SU(2)-structure, we may now define three
scalars
ǫ¯+ǫ+ = 1, ǫ¯+γ7ǫ+ = − sin ζ, ǫ¯c+ǫ+ = c cos ζ, (4.15)
where we have employed the following relabelling for later convenience
sin ζ = cos(2θ), cos ζ = sin(2θ). (4.16)
We may also define two real vectors
V m1 = ǫ¯+γ
mǫ+, V
m
2 = iǫ¯+γ
mγ7ǫ+. (4.17)
In terms of these scalars and vectors, we have reproduced the scalar constraints and
the vectors in the appendix. We start by noting that X˜ ≡ ǫ¯+γ7ǫ+ = 0 implies that
sin ζ = 0, and from (A.8) and ℜ(Y ) = 0 we immediately see that ℜ(K3) = 0, telling
us that ℜ(a1) = ℑ(a2) = 0. Then from the condition that K˜1 = 0 (B.4), we infer
that
a4 = −ca2 = −ca, −a3c∗ = a1 = ib, where a, b ∈ R. (4.18)
Then demanding consistency between the W1 = 0 and ǫ¯−ǫ− = 1 expressions in (B.1)
leads to
a = b = 0 OR |c|2 = 1⇒ SU(3)-structure, (4.19)
thus ruling out this possibility. Therefore, we can rule out the possibility of a
magnetic flux G in these backgrounds with SU(2)-structure. We expect that this
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statement may be generalisable to all M-theory geometries with AdS3 × S2 factors,
but it is difficult to extend this argument without referring to specific cases. Recall
also that this is a stronger statement than that of [5], where the presence of a similar
flux term was ruled out only perturbatively using the KSE. It would be interesting
to analyse the torsion conditions corresponding to LLM.
Case 2: G = 0, X˜ 6= 0
Though it would be desirable to determine the most general form of the spinor, we
find that this is a formidable task. One would need to assume that the ai, i = 1, ..., 4
are general complex functions and then hope to use the torsion conditions as derived
to reach some conclusion as to which ai are non-zero (see the appendix [24] for a
simpler set-up with two functions.). So to make the problem more tractable, in the
appendix we make the assumption that the Killing direction aligns itself with only
one of the vectors defining SU(2)-structure. With this assumption, we find that the
scalar constraints allow for a general relationship of the form
ǫ− = i
e−A
2m
(sin ζγ7ǫ+ − c cos ζǫc+). (4.20)
Also, as the norm of ǫ− is unity ǫ¯−ǫ− = 1 (X = 1, X
′ = 0), this means that
(2meA)2 = sin2 ζ + |c|2 cos2 ζ. (4.21)
The next step in the analysis is to plug this spinor back into the torsion conditions
to see if it survives the integration process. Before doing this, we can immediately
ask what fluxes may be supported by this general spinor condition. One notes
that as K1 = ℜ(Y˜ ) = 0, but X = 1, then (A.13) tells us that A = 0. We then
move onto (A.18) which again with ℜ(Y˜ ) = 0, confirms that the presence of G
is intrinsically linked to ℑ(L3). A quick calculation with the above spinor then
confirms that ℑ(L3) = 0 and, as expected, G = 0. So, in the general class of
solutions corresponding to (4.20), we observe that the only non-zero flux term is H.
Also, despite not being able to completely rule out the presence of an electric
flux term A, given our assumptions about Killing directions, we have found that it is
not possible to switch it on. We note that the case we have treated here almost falls
into the Ka¨hler-4 of [7]. Indeed, one can compare (2.5) of that paper directly with
(A.13), where the dρ direction corresponds to K1. However, as we have imposed
K1 = 0, we see that our class of solutions cannot fall into the Ka¨hler-4 class.
We also remark that when c is non-zero, in contrast to the work in the next
section, one notices that the two-from bilinears will all mix the SU(2)-structure
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two-forms J and Ω. This will lead to complicated conditions on the geometry
arising from (A.29), (A.33) and (A.37) even before one starts testing the other two
and three-form torsion conditions. It is extremely unlikely that c 6= 0 will lead
to an integrable solution, so we decide not to pursue this avenue. Interestingly, if
one relaxes the G-structure, then it may be possible to integrate these equations.
However, we are acutely aware that there is no guarantee of finding explicit solutions
[24].
Thus, setting c = 0 so that the SU(2)-structure forms J,Ω do not mix, the
Killing direction is just along ℑ(K˜3), and one recovers, as we will verify, the work
of [18, 17]. Note, the supersymmetry conditions for this class of solutions were
originally derived in [18].
One final remark before we move on. From (4.21), with c = 0, we
2meA = ± sin ζ, (4.22)
and the relationship between ǫ+ and ǫ− simply reads
ǫ− = ±iγ7ǫ+. (4.23)
A similar relationship also featured in [5]. It may be arrived at by noting that the
Killing spinor equations when A = G = 0, may be rewritten in the form:
∇r ǫ˜ = a
4
e−3λ−2AHrsγ
sγ7ǫ˜− iam
2
γrǫ˜,
0 = γr∂rλǫ˜+
a
12
e−3λ−2Aγrsγ7Hrsǫ˜− iamǫ˜,
0 =
i
2
γ7e
−Aǫ˜+
1
2
γr∂rAǫ˜− a
8
e−3λ−2Aγrsγ7Hrsǫ˜+
iam
2
ǫ˜,
0 = iγ7e
−Aǫ˜+ γr∂r(3λ+ A)ǫ˜− 2iamǫ˜, (4.24)
where
ǫ˜ = ǫ+ + aiγ7ǫ−, a = ±1. (4.25)
We stress that from the offset we have made no assumption about the nature of
the fluxes. We have arrived at the above conclusions by adopting various simplifying
assumptions which we have attempted to motivate at each stage. Here we recap our
assumptions. We began by imposing SU(2)-structure on the internal space M6.
Our supersymmetry analysis suggests that this is enough to kill the possibility of
the flux G. The assumptions we have made about the Killing directions; namely 1)
X ′, K˜1 = 0 ⇒ K1 = 0 and 2) the Killing direction aligns itself with either V1 or V2
are strong enough to determine the relationship between ǫ+ and ǫ− uniquely, while
at the same time, setting A = 0. Finally, as we are unaware of any integrable class
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of solutions with SU(2)-structure and c 6= 0, we have set c = 0 leading to an LLM
type relationship between the two linearly dependent spinors. In the next section,
we derive the constraints on the geometry for this class of solutions. We recover the
work of [18, 17] before making some comments on the properties of this class.
5 Geometries with SU(2)-structure
In the previous section, we have provided support for (4.23) being the only rela-
tionship between ǫ− and ǫ+ so that M6 admits SU(2)-structure. This relationship
between the spinors was initially assumed in [17] as a starting point for a G-structure
treatment using a simplified flux ansatz. In contrast to [17], we have taken a step
backwards by relaxing some constraints, but have yet been led to the the same re-
lationship. In this section, we analyse this case in detail from a slightly different
perspective by imposing SU(2)-structure and using the torsion conditions. One up-
shot of our analysis is that we will be able to dispense with the messy Fierz identities
that featured in [17] and will see how the torsion conditions specify the conditions
on the geometry through the G-structure group. The agreement with the results of
[17] provide a highly non-trivial check of their results, and in turn, of the results of
[18] where the class of solutions originally appeared.
We now proceed to derive the conditions on this class by placing the spinor
relation ǫ+ = −aiγ7ǫ− into our torsion conditions. We adopt the sign choice a = 1
so that ǫ− = iγ7ǫ+. With this choice the non-zero bilinears become:
W1 = ǫ¯
cǫ, X = ℑ(Y˜ ) = ǫ¯ǫ, X˜ = ℑ(Y ) = ǫ¯γ7ǫ,
K2m = ℑ(K˜3)m = ǫ¯γmǫ, K˜2m = K3m = iǫ¯γmγ7ǫ,
L1rm = L˜
3
rm = iǫ¯γrmǫ, L˜
1
rm = L
3
rm = iǫ¯γrmγ7ǫ, L
4
rm = iL
5
rm = iǫ¯
cγrmγ7ǫ,
M2rmn = −i(∗6M3)rmn = iǫ¯γrmnǫ, M4rmn = (∗6M6)rmn = iǫ¯cγrmnǫ, (5.1)
where we have dropped the redundant subscript on the spinor.
The scalar torsion conditions simplify to
dX = 0,
e−3λd(e3λX˜) = 2mℜ(K3),
d(e−AX˜) = 0,
e−3λd(e3λ+AX) = −ℜ(K3). (5.2)
Now, as c = 0, then d = 1 and using X = 1, ǫ takes the form
ǫ = cos θη1 + sin θη
c
2. (5.3)
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Note, the two contributions to the spinor still have opposite chirality, so ǫ is still of
indefinite chirality. As in [13], calculations may be simplified by the introduction of
set projection conditions:
γ12η1 = γ34η1 = −γ56η1 = iη1, γ135η1 = −ηc1,
−γ12η2 = −γ34η2 = −γ56η2 = iη2, γ135η2 = −ηc2, (5.4)
where the two spinors are related via
γ5η
c
2 = η1. (5.5)
With this choice, the structure forms become J1 = e14 + e23, J2 = e13 − e24, J3 =
e12 + e34, P 1 = e5 and P 2 = e6.
Then inserting the above spinor (5.3) into the bilinears appearing in the scalar
torsion conditions, one establishes that:
ℜ(K3) = −P 2 cos ζ,
X˜ = − sin ζ. (5.6)
Then one observes that the torsion conditions (5.2) may be integrated neatly to
give:
2my = e3λ sin ζ,
P 2 = e−3λ sec ζdy,
eA =
sin ζ
2m
. (5.7)
Note, the last expression here is consistent with (4.22). The above also mean that
y = e3λ+A.
We may now turn attention to ℑ(K˜3). As has been shown previously, it is a
Killing direction and generates a symmetry of the entire supergravity solution. In
addition, Lℑ(K˜3)P 2 = 0 may be shown from (5.12) and by use of the 6d Fierz identity
as was illustrated in [6, 17].
Since ℑ(K˜3) = P 1 cos ζ is Killing, we can introduce local coordinates via a vector
ℑ(K˜3) = C−1∂ψ such that
P 1 = C cos ζ(dψ + ρ), (5.8)
with ρ = ρi(x
j , y)dxi and C an arbitrary constant. The 6d metric may then be
expressed as
ds2 = g4ijdx
idxj + e−6λ sec2 ζdy2 + C2 cos2 ζ(dψ + ρ)2, (5.9)
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where g4ij , λ and ζ are, in principle, functions of xi and y.
Next one can move onto the one-form torsion conditions. In this simplified setting
they become:
d(e3λ+AK2) = −e−Aℑ(Y )H + e3λL˜1, (5.10)
d(e6λ+AK˜2) = 0, d(e3λℜ(K3)) = 0, (5.11)
d(e6λ+2Aℑ(K˜3)) = −e3λX˜H + 2me6λ+2AL1 + 2e6λ+Aℜ(L3). (5.12)
The two equations appearing in (5.11) are not independent and are trivially satisfied
through y = e3λ+A. It is also possible to show that (5.12) is trivially satisfied when
(5.10) is inserted, making them also consistent. As a result, H may be determined
from (5.10):
H = 1
2m
[
e3λ(P 1 ∧ P 2 − J sin ζ) + Cd (e3λ+A cos2 ζ(dψ + ρ))] ,
= −yJ − C
2m
∂y(y sin
2 ζ)dy ∧ (dψ + ρ)− Cy
m
cos ζ sin ζd4ζ ∧ (dψ + ρ)
+
Cy cos2 ζ
2m
dρ. (5.13)
As can be readily seen from, for example (A.29), H is closed and thus satisfies the
Bianchi identity.
In terms of the SU(2)-structure, we may rewrite the remaining torsion forms as
L1 = −J + P 1 ∧ P 2 sin ζ,
L˜1 = J sin ζ − P 1 ∧ P 2,
L4 = −iΩcos ζ,
M2 = −J ∧ P 1 cos ζ,
M3 = −iJ ∧ P 2 cos ζ,
M4 = iΩ ∧ (P 1 − iP 2 sin ζ) ,
M6 = Ω ∧ (−P 1 sin ζ + iP 2) . (5.14)
The non-zero two-form torsion conditions become:
d(e6λ+2AL1) = e3λℜ(K3) ∧ H − 2e6λ+A ∗6 M2, (5.15)
d(e3λL˜1) = 0, (5.16)
d(e6λ+Aℜ(L3)) = 2me6λ+A ∗6 M2, (5.17)
d(e3λ+Aℜ(L˜3)) = e−AK˜2 ∧H + e3λℑ(M3), (5.18)
d(e6λ+AL5) = 2me6λ+AM4 + ie6λM6, (5.19)
d(e3λL4) = 0. (5.20)
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Thus, we have from (5.16) and (5.20) that
d(e3λ cos ζΩ) = 0, (5.21)
2md(e3λ+AJ)− Cd4ρ ∧ dy = 0, (5.22)
where d ≡ d4+dy∧∂y+dψ∧∂ψ. We may now rescale the base metric g4ij → e−3λ−Ag˜4ij
such that
d(cot ζΩ˜) = 0, (5.23)
∂yJ˜ =
C
2m
d4ρ, d4J˜ = ∂ψJ˜ = 0. (5.24)
It is possible to show that the other two-form torsion conditions above are satisfied
using (5.13) and (5.14).
Following along in the steps of [13], we note that the rescaled base M˜4 is a
complex manifold and with d4J˜ = 0, we have locally a family of Ka¨hler metrics on
M˜4 which are parametrised by y. Given a family of such metrics, we may also write
d4Ω˜ = iP˜ ∧ Ω˜, (5.25)
where P˜ is the canonical Ricci-form connection. In other words
R˜ = d4P˜ , (5.26)
where R˜ij =
1
2
R˜ijklJ˜
kl denotes the Ricci-form. From (5.21), we can now infer that
(P˜ + id4 log tan ζ) ∧ Ω˜ = 0⇒ P˜ = −J˜ · d4 log tan ζ, (5.27)
or that P˜ + id4 log tan ζ is a (1, 0) form on M4. Using Ω˜ ∧ ¯˜Ω = 4v˜ol4, we further
deduce that
∂y log
√
g˜ = 2∂y log tan ζ. (5.28)
Then citing an identity valid for self-dual two forms ω+ on M4 when the complex
structure J˜ is independent of y,
(∂yJ˜)
+ =
1
2
∂y log
√
g˜J˜ , (5.29)
we arrive at
(d4ρ)
+ =
2m
C
∂y log tan ζJ˜. (5.30)
Finally, we enumerate the three-form torsion conditions:
d(e6λ+A ∗6 M2) = 0, (5.31)
d(e6λM6) = 2mie6λ ∗6 L4, (5.32)
d(e6λ+AM4) = e6λ ∗6 L4. (5.33)
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Here (5.31) follows from (5.15) or (5.17), while (5.32) and (5.33) tell us that
Ω˜ ∧ d4ρ = 0,
mCy cos2 ζ∂yρ = J˜ · d4 log cos ζ. (5.34)
Combining this with earlier results, we then have
P˜ = mCy cot2 ζ∂yρ. (5.35)
This exhausts the complete set of torsion conditions that we have derived. Now,
provided the Killing spinor is not null7, supersymmetry will guarantee the Einstein
equations if we ensure that the Bianchi equation and the flux equation of motion,
d(e3λ−2A ∗6 H) = 0, are satisfied [15]. The fact that the Killing spinor is not null
may be deduced from the Fierz identity as in [6, 17] where it is shown that although
the combination P 1+P 2 is null, both P 1 and P 2 have non-zero norms. From (5.13)
we remember that the Bianchi is satisfied by construction. A calculation reveals the
flux equation to be also satisfied through the use of (5.21) in the form
d
(
y2
cos2 ζ
sin2 ζ
J ∧ J
)
= 0. (5.36)
5.1 Some remarks
To make contact with the work appearing in [17] we simply need to compare the
above rescaled metric
ds2 = e2λ
[
1
m2
ds2(AdS3) + e
2Ads2(S2) + e−3λ−Ag˜4ijdx
idxj
+ e−6λ sec2 ζdy2 + C2 cos2 ζ(dψ + ρ)2
]
, (5.37)
with the analytically continued metric (3.6) of [17]:
ds2 = e2A˜ds2(S2) + y˜2e−A˜ds2(AdS3) + e
−A˜hijdx
idxj
+
y˜2e−A˜
4
cos2 ξ(dψ + V ) +
4e2A˜
y˜2 cos2 ξ
dy˜2, (5.38)
where
y˜ = eB+A˜/2 =
2e3A/2
sin ξ
. (5.39)
7Recall that a Killing spinor ǫ is null if the vector bilinear V µ constructed from ǫ, V µ = ǫ¯γµǫ,
has zero-norm i.e. VµV
µ = 0.
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The above metric is the result of analytic continuation from the original metric (2.1),
(2.40) of [17] with the following identifications:
ψ = t, y˜2 cos2 ξ = −4e3A cosh2 ζ,
y˜ = iy, eB = ieB , A˜ = A. (5.40)
The above metrics (5.37) and (5.38) may be identified via:
λ = B, A = A˜− B, y = y˜2,
ζ = ξ, ρ = V, C =
1
2
, m = 1. (5.41)
One may also identify (5.23), (5.24) and (5.34) with (2.83), (2.85) and (2.86)
of [17] after one takes account of the change of variables inherent in the analytic
continuation. Therefore, our general torsion conditions derived in this paper, when
truncated to the case corresponding to SU(2)-structure, agree with the known results
from the literature. We regard this as a non-trivial check of the torsion conditions
as derived.
In general, it is difficult to find explicit solutions to the above class as the fibration
is dependent on the parameter y, leading to a Ricci-form R˜ that will also depend on
y. Motivated by considerations in [13], one may ask what geometries are permitted
when M6 is a complex manifold to see if there is some simple cases.
With that in mind, we focus on the three-form Ω3 ≡ Ω ∧ (P 1 + iP 2) which
defines a natural almost complex structure compatible with ds2(M6) and the local
SU(2)-structure. For M6 complex, we require
dΩ3 = V ∧ Ω3, (5.42)
where V is an arbitrary one-form, but with all other contributions vanishing. It can
be shown that the disappearance of the remaining components imposes the further
geometric constraint
mCy cos2 ζ∂yρ =
1 + sin2 ζ
cos ζ
J˜ · d4ζ. (5.43)
Compatibility of this condition with previous (5.34) implies
d4ζ = d4λ = d4A = ∂yρ = 0. (5.44)
Therefore, from (5.21) we see that CY2 is the only possibility for the base manifold
M4 in the case where M6 is complex.
We now recall that the original motivation for this work stemmed from the quest
for a back-reacted geometry corresponding to the M5-brane probe with worldvolume
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AdS3×H2×S1 in the MN geometry. If we insist that the overall metric is invariant
under the symmetries of H2, then it appears that (5.23) and (5.24) are enough
to prevent one from constructing such simple solutions with constant curvature
Riemann surfaces.
We also remark, that though this class of solutions falls under “bubbling geome-
tries”, it seems that only the radius of S2 can shrink smoothly at y = 0. One may
determine the boundary conditions at y = 0 for a smooth geometry by focusing on
the relevant part of the metric:
(
2y
m2 sin ζ
)2/3
ds2AdS3 + y
2/3
(
sin ζ
2m
)4/3
dΩ22 +
dy2
e4λ cos2 ζ
. (5.45)
Since we also have the relationship, y = e3λ+A, is easy to see that when y = 0, either
the radius of AdS3 or the radius of S
2 vanishes. However, it is impossible to have a
zero-radius AdS3 with the radius of S
2 fixed. In fact, demanding the radius of S2
fixed means y sin2 ζ ≡ t fixed. Then |y| ≥ |t|, so y cannot go to zero.
So, we conclude that only the radius of the S2 shrinks and the radius of AdS3
remains fixed. In this case, the boundary condition for a smooth geometry at y = 0
is simply
sin ζ ∼ y. (5.46)
Finally, in this paper we have discussed solutions admitting an internal manifold
with both SU(3) and SU(2)-structure. In the case of the former, the superconformal
symmetry of the dual N = (4, 0) SCFT corresponds to the small superconformal
symmetry with R-symmetry SU(2) [27]. Despite not having any explicit solutions
with SU(2)-structure, it is valid to wonder what the symmetry dual to a class of
solutions with SU(2)× U(1) isometry may be. A likely possibility is that the dual
theory corresponds to the large superconformal symmetry [28] with R-symmetry
SU(2) × SU(2) × U(1), though one would still have to find another S2 from M6.
However, it appears that even when one has an explicit, well-defined geometry, find-
ing the holographic dual is a non-trivial exercise [29]. Potentially, a more reasonable
source of the R-symmetry may be an LLM parent geometry. In other words, if
one can find an explicit solution that interpolates to LLM, then one would be in a
position to claim that one has identified the 1/4-BPS back-reacted probe of [4].
6 Discussion
In this paper we have initiated a classification of the most general AdS3×S2 geome-
tries in M-theory. In contrast to previous work in this area, we have not adopted a
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restricted ansatz for the fluxes, but instead have assumed a general decomposition
of the 11d KSE and have allowed supersymmetry to be our guide. We have subse-
quently proceeded to write out the general torsion conditions in terms of bilinears
constructed from two independent, non-chiral spinors. By demanding consistency
among the torsion conditions order by order, we have derived a set of scalar con-
straints. Although these conditions are also recoverable from the algebraic KSE
constraints, surprisingly, the torsion conditions give an extra constraint that may
not be deduced from manipulations of the algebraic KSE expressions.
We have also encountered some unexpected surprises along the way. Instead
of the anticipated single Killing direction associated with the U(1) R-symmetry,
we have identified two Killing directions that generate symmetries of the warped
product and field strength ansatz. A third direction which is a Killing direction of
the internal M6 fails to generate a symmetry of the S
2 warp factor and the two-form
flux term H. In fact, if one hopes to incorporate this Killing direction in any internal
geometry, then the radius of the S2 will depend on this direction, thus raising lots
of questions about the regularity of any class of solutions. For simplicity, we have
assumed that X ′ = K˜1 = 0 leading to spinors with constant norms. Naturally,
relaxing this constraint would be an interesting direction to explore.
Up to this point the analysis had been completely general for an arbitrary internal
M6. In the latter part of this paper we have specialised to the case where M6
admits an SU(2)-structure defined by two orthogonal chiral spinors, or alternatively
two vectors P 1, P 2, a real two-form J and a complex two-form Ω. We show from
supersymmetry that the four-from flux G along M6 is necessarily zero and that the
assumption that the Killing direction is along only one of P 1 or P 2 is enough so that
the scalar constraints determine the relationship between the two spinors. Using this
relationship with c = 0 to avoid mixing between J and Ω, we integrate the torsion
conditions to recover a class of solutions which have previously appeared in [18, 17].
Unfortunately, we are unaware of any explicit solutions in this class. We also remark
that setting K˜1 = 0 essentially rules out the possibility of a non-zero electric flux
term A.
When one recalls that the original motivation for this work concerned the hunt
for back-reacted M5-brane probes, one is left with some questions. In essence, we
have asked if it is possible for a more general flux ansatz to produce a favourable
fibration structure allowing for an internal manifold incorporating a hyperbolic space
H2. We have derived the general torsion conditions and shown that G = 0 for
an SU(2)-structure manifold. We have also noted that it is difficult to turn on
A, so it appears that the back-reacted probes should correspond to the class of
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solutions in [17]. However, it is difficult to find explicit solutions to [17] and simple
attempts to incorporate a hyperbolic space do not work. Indeed, this raises some
questions about this class of solutions. As the U(1)-fibration structure is decidedly
different from LLM, it would be interesting to see if one could find an interpolating
solution to establish some connection between these two class of solutions. There
are many examples in the literature of solutions that interpolate between AdS vacua
in different dimensions.
Our ansatz also makes an assumption about the S2 being round. In general,
one may try to squash the sphere to introduce new scalars in analogy with Atiyah-
Hitchin manifolds. Indeed, in many recent classifications, round sphere ansatze have
featured prominently, but it is a valid question to wonder whether more general
solutions can be obtained by squashing the spheres in a manner that also preserves
supersymmetry.
In hindsight, we have undertaken the analysis of a difficult class of solutions,
with difficulties primarily arising from the freedom of the internal six-dimensional
manifold. However, the methods used in deriving the torsion conditions have been
quite general and have led to a non-trivial statement about whether the flux term
G may be supported. In practice it should be possible to revisit the simpler LLM
set-up, where one only has four internal directions, and show that the flux term
ruled out perturbatively can be ruled out in general. One may also be interested
in applying the same techniques to find the most general gravity solutions dual
to N = 2 SCFTs by relaxing the requirement that the two spinors are linearly
dependent. Recall from [5] that these spinors were taken to be linearly dependent,
but in general they may not be.
Finally, with the most general torsion conditions already derived, it may be pos-
sible to extend the analysis of this paper to consider the case where the two spinors
are linearly independent. We are aware of similar work in [24] which searched for
AdS5 ×M5 geometries in type IIB outside of the Sasaki-Einstein class of solutions.
However, as mentioned, a useful warm up exercise would be tackling this generali-
sation for the LLM geometries before proceeding to generalise the class of solutions
presented here.
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A Torsion conditions
In this section, we list the torsion conditions for zero, one, two and three-forms. We
begin by defining scalars
W1 ≡ 1
2
(
ǫ¯c+ǫ+ + ǫ¯
c
−ǫ−
)
, W2 ≡ 1
2
(
ǫ¯c+ǫ+ − ǫ¯c−ǫ−
)
,
X ≡ 1
2
(ǫ¯+ǫ+ + ǫ¯−ǫ−), X˜ ≡ 1
2
(ǫ¯+γ7ǫ+ + ǫ¯−γ7ǫ−),
X ′ ≡ 1
2
(ǫ¯+ǫ+ − ǫ¯−ǫ−), X˜ ′ ≡ 1
2
(ǫ¯+γ7ǫ+ − ǫ¯−γ7ǫ−),
Y ≡ ǫ¯+ǫ−, Y˜ ≡ ǫ¯+γ7ǫ−
Z ≡ ǫ¯c+ǫ−, Z˜ ≡ ǫ¯c+γ7ǫ−, (A.1)
vectors
K1m ≡
1
2
(ǫ¯+γmǫ+ + ǫ¯−γmǫ−), K˜
1
m ≡
i
2
(ǫ¯+γmγ7ǫ+ + ǫ¯−γmγ7ǫ−),
K2m ≡
1
2
(ǫ¯+γmǫ+ − ǫ¯−γmǫ−), K˜2m ≡
i
2
(ǫ¯+γmγ7ǫ+ − ǫ¯−γmγ7ǫ−),
K3m ≡ ǫ¯+γmǫ−, K˜3m ≡ ǫ¯+γmγ7ǫ−,
K4m ≡ ǫ¯c+γmǫ−, K˜4m ≡ ǫ¯c+γmγ7ǫ−, (A.2)
two-forms denoted by
L1rm ≡
i
2
(ǫ¯+γrmǫ+ + ǫ¯−γrmǫ−) , L˜
1
rm ≡
i
2
(ǫ¯+γrmγ7ǫ+ + ǫ¯−γrmγ7ǫ−) ,
L2rm ≡
i
2
(ǫ¯+γrmǫ+ − ǫ¯−γrmǫ−) , L˜2rm ≡
i
2
(ǫ¯+γrmγ7ǫ+ − ǫ¯−γrmγ7ǫ−) ,
L3rm ≡ ǫ¯+γrmǫ−, L˜3rm ≡ ǫ¯+γrmγ7ǫ−,
L4rm ≡ ǫ¯c+γrmǫ−, L˜4rm ≡ ǫ¯c+γrmγ7ǫ−,
L5rm ≡
1
2
(
ǫ¯c+γrmγ7ǫ+ + ǫ¯
c
−γrmγ7ǫ−
)
,
L6rm ≡
1
2
(
ǫ¯c+γrmγ7ǫ+ − ǫ¯c−γrmγ7ǫ−
)
, (A.3)
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and finally the three-forms
M1mnp ≡
i
2
(ǫ¯+γmnpǫ+ + ǫ¯−γmnpǫ−) ,
M2mnp ≡
i
2
(ǫ¯+γmnpǫ+ − ǫ¯−γmnpǫ−) ,
M3mnp ≡ ǫ¯+γmnpǫ−,
M4mnp ≡ ǫ¯c+γmnpǫ−,
M5mnp ≡
1
2
(
ǫ¯c+γmnpǫ+ + ǫ¯
c
−γmnpǫ−
)
,
M6mnp ≡
1
2
(
ǫ¯c+γmnpǫ+ − ǫ¯c−γmnpǫ−
)
. (A.4)
All other forms can be shown to vanish using the antisymmetric properties of
C6γ
m1···mp.
After considerable monotonous, though mildly therapeutic calculation, one may
then derive the following scalar torsion conditions:
d(e3λ+AW1) = 0, (A.5)
e−3λd(e3λW2) = −2mK˜4 − Z˜e−3λA, (A.6)
dX = 0, (A.7)
e−3λd(e3λX˜) = 2mℜ(K3)−ℜ(Y )e−3λA, (A.8)
e2Ad(e−AX ′) = K˜1, (A.9)
d(e3λ+AX˜ ′) = 0, (A.10)
d(ℜ(Y )) = 0, (A.11)
d(e−Aℑ(Y )) = 0, (A.12)
e−3λd(e3λℜ(Y˜ )) = 2mK1 −Xe−3λA, (A.13)
e−3λd(e3λ+Aℑ(Y˜ )) = −ℜ(K3), (A.14)
e−3λd(e3λ+AZ) = iK˜4, (A.15)
dZ˜ = 0, (A.16)
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vector torsion conditions:
d(e3λK1) = 0, (A.17)
d(e6λ+2AK˜1) = e3λℜ(Y˜ )H + 2me6λ+2Aℑ(L3)− e3λ+2AX ∗6 G, (A.18)
d(e3λ+AK2) = −e−Aℑ(Y )H + e3λL˜1, (A.19)
d(e6λ+AK˜2) = e3λ+AA ∧ ℑ(K3)− e3λ+AX ′ ∗6 G, (A.20)
d(e3λ+Aℑ(K3)) = e−AX ′H, (A.21)
d(e3λℜ(K3)) = 0, (A.22)
d(e6λ+Aℜ(K˜3)) = −e3λ+Aℑ(Y ) ∗6 G − e3λ+AA ∧K2 + e6λℑ(L3), (A.23)
d(e6λ+2Aℑ(K˜3)) = −e3λX˜H + 2me6λ+2AL1 + e3λ+2Aℜ(Y ) ∗6 G
+ 2e6λ+Aℜ(L3), (A.24)
d(e6λ+2AK4) = iW 2e3λH + 2me6λ+2AL6 − iZ˜e3λ+2A ∗6 G − 2ie6λ+AL˜4,(A.25)
d(e3λK˜4) = 0. (A.26)
two-form torsion conditions 8:
d(e6λ+2AL1) = e3λℜ(K3) ∧ H − 2e6λ+A ∗6 M2, (A.27)
d(e6λ+AL2) = −2me6λ+A ∗6 ℜ(M3)− e6λ ∗6 M1, (A.28)
d(e3λL˜1) = −K˜1yG, (A.29)
d(e3λ+AL˜2) = −e−Aℜ(K˜3) ∧ H − eAK˜1yG − eA ∗6 (A ∧ℜ(L˜3)), (A.30)
d(e6λ+2Aℑ(L3)) = −e3λK1 ∧ H, (A.31)
d(e6λ+Aℜ(L3)) = 2me6λ+A ∗6 M2, (A.32)
d(e3λℑ(L˜3)) = −ℑ(K˜3)yG, (A.33)
d(e3λ+Aℜ(L˜3)) = e−AK˜2 ∧H − eAℜ(K˜3)yG + e3λℑ(M3)
+ eA ∗6 (A∧ L˜2), (A.34)
d(e6λ+AL5) = 2me6λ+AM4 + ie6λM6, (A.35)
d(e6λ+2AL6) = ie3λK˜4 ∧H + 2ie6λ+AM5, (A.36)
d(e3λL4) = K4yG, (A.37)
d(e6λ+AL˜4) = 2me6λ+AM5, (A.38)
8AyB = 1
q!
Aα
1
···αqBα
1
···αqβ1···βp .
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and finally three-form torsion conditions:
d(e6λ+AM5) = −e3λ+AW 1G, (A.39)
d(e6λ+A ∗6 M2) = −e3λ+AX˜ ′G, (A.40)
d(e6λM6) = 2mie6λ ∗6 L4 − e3λW 2G + e3λ−2A ∗6 HZ˜, (A.41)
d(e6λ+AM4) = −e3λ+AZG + e6λ ∗6 L4, (A.42)
d(e6λ ∗6 M1) = −X˜e3λG + e3λ−2Aℜ(Y ) ∗6 H− 2me6λ ∗6 ℑ(L˜3),(A.43)
d(e6λ+A ∗6 ℜ(M3)) = ie3λ+AX˜ ′G + e6λ ∗6 ℑ(L˜3). (A.44)
Throughout we have used ℜ and ℑ to denote the real and imaginary part of expres-
sions
B SU(2)-structure Killing spinors
In this appendix, we translate the scalar constraints (3.8) on the geometry into
relationships amongst the complex functions ai appearing in the definition of ǫ−
(4.12). These constraints then take the form:
W1 = ǫ¯
c
+ǫ+ + ǫ¯
cǫ− = c cos ζ
(
1 + a21 − a22
)
+ c∗ cos ζ
(
a23 − a24
)
+ 2(a1a3 − a2a4) + 2 sin ζ(a1a4 − a2a3) = 0,
Z˜ = a2c cos ζ + a3 sin ζ + a4 = 0,
ℜ(Y ) = ℜ(a1)−ℜ(a2) sin ζ + ℜ(a3c∗) cos ζ = 0,
ǫ¯−ǫ− =
∑
|ai|2 + 2 sin ζ [−ℜ(a1a∗2) + ℜ(a3a∗4)]
+ 2 cos ζ [ℜ(a1a∗3c) + ℜ(a2a∗4c)] = 1,
X˜ ′ =
1
2
(ǫ¯+γ7ǫ+ − ǫ¯−γ7ǫ−),
= −1
2
sin ζ(1− |a1|2 − |a2|2 + |a3|2 + |a4|2)−ℜ(a1a∗2 + a3a∗4)
− cos ζℜ(a1a∗4c+ a2a∗3c) = 0,
ie−Ac cos ζ = −2m (a1c cos ζ + a3 + a4 sin ζ) ,
e−A sin ζ = 2m (−ℑ(a1) sin ζ + ℑ(a2) + ℑ(a4c∗) cos ζ) . (B.1)
Note, we have fewer constraints than functions, so it is not possible to solve these
equations in a closed form. We will proceed by making assumptions about the
Killing direction. With SU(2)-structure, one may define two vectors Vi, i = 1, 2, in
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terms of which the other vectors may be written,
K1 =
1
2
(
1 + |a1|2 + |a4|2 − |a2|2 − |a3|2
)
V1 + ℑ(a1a∗2 − a3a∗4)V2,
K˜1 = ℑ(a1a∗2 − a3a∗4)V1 −
1
2
(
1 + |a1|2 + |a4|2 − |a2|2 − |a3|2
)
V2,
K2 =
1
2
(
1− |a1|2 − |a4|2 + |a2|2 + |a3|2
)
V1 − ℑ(a1a∗2 − a3a∗4)V2,
K˜2 = −ℑ(a1a∗2 − a3a∗4)V1 −
1
2
(
1− |a1|2 − |a4|2 + |a2|2 + |a3|2
)
V2,
K3 = a1V1 + a2iV2,
iℑ(K˜3) = ℜ(a1)iV2 + iℑ(a2)V1,
ℜ(K˜3) = −ℑ(a1)V2 + ℜ(a2)V1,
K4 = −a3V1 − a4iV2,
K˜4 = −a3iV2 − a4V1, (B.2)
where we have defined
V m1 = ǫ¯+γ
mǫ+, V
m
2 = iǫ¯+γ
mγ7ǫ+. (B.3)
We also note that by imposing X ′ = K˜1 = 0, in addition we also have
ℑ(a1a∗2) = ℑ(a3a∗4),
1 + |a1|2 + |a4|2 = |a2|2 + |a3|2, (B.4)
with necessarily K1 = 0.
Henceforth, we will make the simplifying assumption that either V1 or V2 defines
a Killing direction. In other words, as both ℑ(K˜3) and K4 are Killing we will take
them to be proportional, and will either set ℜ(a1) = a4 = 0 or ℑ(a2) = a3 = 0 from
the offset so that the Killing direction is respectively along either V1 or V2.
If we assume that the Killing direction is along V1 i.e. ℜ(a1) = a4 = 0, then one
can show from the above constraints that the only solution is
a2 = i
e−A
2m
sin ζ, a3 = −ie
−A
2m
c cos ζ, ℑ(a1) = 0. (B.5)
This leads to the form of the general spinor (4.20) quoted in the text. However, if
one tries to adopt V2 as the Killing direction by imposing ℑ(a2) = a3 = 0, then the
scalar constraints permit no solution.
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