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Diplomová práce pojednává o nelineárńıch dynamických systémech, zejména pak ty-
pických pr̊uvodńıch jevech jako jsou bifurkace nebo chaotické chováńı. Základńı teore-
tické poznatky jsou aplikovány při analýze vybraných (chaotických) model̊u, konkrétně,
Lorenzova, Rösslerova a Chenova systému. Praktická část je pak zaměřena na nu-
merickou simulaci s ćılem potvrdit správnost teoretických výsledk̊u. Zejména je vy-
tvořen vlastńı algoritmus pro výpočet největš́ıho Ljapunovova exponentu (v prostřed́ı
MATLAB). Ten je základńım nástrojem pro indikaci chaosu v systému.
Summary
The diploma thesis deals with nonlinear dynamical systems with emphasis on typi-
cal phenomena like bifurcation or chaotic behavior. The basic theoretical knowledge
is applied to analysis of selected (chaotic) models, namely, Lorenz, Rössler and Chen
system. The practical part of the work is then focused on a numerical simulation to
confirm the correctness of the theoretical results. In particular, an algorithm for calcu-
lating the largest Lyapunov exponent is created (under the MATLAB environment).
It represents the main tool for indicating chaos in a system.
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zdroj̊u v seznamu použité literatury.
Bc. Lukáš Tesař
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Studium dynamických systémů začalo již v polovině 17. stolet́ı a souviśı s objevem
diferenciálńıch rovnic Isaacem Newtonem, což razantně změnilo pohled, jakým jsme do
té doby vńımali okolńı svět.
V práci se budeme zabývat nelineárńımi dynamickými systémy. Teorie nelineárńıch
dynamických systémů v dnešńı době nacháźı uplatněńı v mnoha vědńıch oborech, jako
je např́ıklad geologie, biologie, robotika, ekonomika, populačńı dynamika, atp. Při práci
s nelineárńım systémem je zpravidla prvńım krokem linearizace. Zat́ımco v mnoha
př́ıpadech je dostačuj́ıćı analýza linearizovaného systému, někdy je potřeba j́ıt hlouběji,
a využ́ıt typických nelineárńıch nástroj̊u, jako jsou bifrukace nebo Poincarého mapa.
Linearizace má dvě základńı omezeńı. Zaprvé, linearizace je aproximace pouze
v okoĺı vyšetřovaného bodu, takže může předpovědět pouze chováńı nelineárńıho sys-
tému v okoĺı vyšetřovaného bodu. Nemůže předpovědět chováńı mimo okoĺı vyšetřované-
ho bodu a už v̊ubec ne globálńı chováńı.
Zadruhé, dynamika nelineárńıho systému je daleko bohatš́ı než dynamika lineárńıho
systému. Existuj́ı typické nelineárńı jevy, které se vyskytuj́ı pouze v př́ıpadě, že se
v systému nacháźı nelineárńı člen a proto nemohou být popsány nebo předpovězeny
lineárńımi modely. Mezi tyto jevy patř́ı např́ıklad:
• Vı́ce izolovaných bod̊u rovnováhy : lineárńı systém může mı́t pouze jeden izolovaný
bod rovnováhy, zat́ımco nelineárńı systém může mı́t v́ıce než jeden izolovaný bod
rovnováhy.
• Limitńı cykly : aby lineárńı autonomńı systém osciloval muśı mı́t dvojici vlastńıch
č́ısel na imaginárńı ose. Takové řešeńı lze znázornit pomoćı uzavřené trajektorie.
Ostatńı křivky řešeńı jsou pak taktéž uzavřené trajektorie, které jsou soustředné
v bodě rovnováhy. V př́ıpadě nelineárńıho systému může nastat př́ıpad, kdy
uzavřená trajektorie bude pouze jedna, a ta bude ostatńı trajektorie s rostoućım
časem bud’ přitahovat, nebo odpuzovat.
• Chaos : nelineárńı systém může mı́t komplikovaněǰśı
”
ustálený“ stav, j́ımž neńı
bod rovnováhy nebo periodická oscilace. Takovému chováńı se obvykle ř́ıká chaos.
I přes deterministickou povahu systému se při chaosu může vyskytovat náhodnost
chováńı, která je zp̊usobena nelinearitou systému. Hlavńı
”
ingredienćı“ chaosu je
citlivost na počátečńıch podmı́nkách, kdy při dvou velmi bĺızkých počátečńıch
podmı́nkách se již po uplynut́ı krátkého času budou trajektorie chovat naprosto
rozd́ılně.
Pojem chaos tedy úzce souviśı s problematikou nelineárńıch dynamických systémů.
Existuje mnoho dynamických systémů vykazuj́ıćıch chaotické chováńı. V této práci je
podrobněji rozebrán Lorenz̊uv systém, který je prototypem takovéhoto systému. Byl
sestavený americkým matematikem a meteorologem Edwardem Lorenzem v roce 1963,
který se tak stal pr̊ukopńıkem teorie chaosu. Jako prvńı také zavedl pojem podivného
atraktoru. Druhým vybraným systémem je Rössler̊uv systémem z roku 1976, který
má své uplatněńı v chemických reakćıch a je pravděpodobně nejjednodušš́ım spojitým
systémem, který vykazuje chaotické chováńı. Posledńım uvedeným systémem pak bude
systém č́ınského elektrotechnika Guanronga Chena z roku 1999. Ten tento systém obje-




I přesto, že Edward Lorenz je považován za pr̊ukopńıka v oblasti teorie chaosu, tak
kořeny této teorie lze datovat již k roku 1900 a lze je spojit se jménem Henri Poin-
caré. Tento francouzský matematik ve své práci o pohybu tř́ı objekt̊u se vzájemnou
gravitačńı silou (tzv. problém tř́ı těles) objevil, že mohou existovat trajektorie, které
jsou neperiodické a ani se neustáĺı v bodě rovnováhy. Narazil tedy na možnost chao-
tického chováńı. Tyto poznatky však z̊ustaly v pozad́ı během prvńı poloviny 20. stolet́ı,
kdy bylo upřednostněno studium dynamiky nelineárńıho oscilátoru a jeho aplikace ve
fyzice a inženýrstv́ı (tyto oscilátory později vedly k objeveńı nových technologíı mezi
něž patřilo rádio, radar nebo lasery).
Jak je vidět podle let objeveńı výše uvedených systémů, tak se jedná o vcelku nové
odvětv́ı matematiky, s č́ımž je spjata skutečnost, že terminologie v oblasti teorie chaosu
neńı ustálena.
Vlastńı př́ınos práce spoč́ıvá v sestaveńı algoritmu pro numerické simulace za účelem
potvrzeńı teoretických výsledk̊u u uvedených dynamických systémů.
Práce má následuj́ıćı strukturu. Kapitola druhá uvád́ı teoretické základy soustav
diferenciálńıch rovnic prvńıho řádu a definuje pojem dynamického systému. V ka-
pitole třet́ı je rozebrán jednodimenzionálńı př́ıpad dynamického systému, na němž
je vysvětlen pojem bifurkace. Kapitola čtvrtá pojednává o dynamických systémech
druhého řádu, rozšǐruje bifurkačńı teorii a uvád́ı některé nelineárńı jevy, jako je např́ı-
klad limitńı cyklus. Závěrečná kapitola se věnuje teorii okolo deterministického chaosu
a uvád́ı ukázky chaotických dynamických systémů, na kterých jsou aplikovány teo-
retické poznatky. V závěru této kapitoly je taktéž porovnáńı teoretických výsledk̊u
s hodnotami zjǐstěných pomoćı vlastńıho algoritmu.
Součást́ı práce je několik ukázkových př́ıklad̊u, které by měly poskytnout lepš́ı po-
rozuměńı dané problematiky a praktická aplikace nabytých znalost́ı a napoč́ıtaných
výsledk̊u.
Práce čerpá převážně z pramen̊u [1], [3], [5], [6], kde lze nalézt také d̊ukazy k uve-
deným tvrzeńım.
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2 Základńı pojmy z teorie dynamických systémů
V této kapitole nadefinujeme základńı pojmy z teorie soustav diferenciálńıch rovnic,
které nám posléze pomohou při analýze dynamických systémů.
2.1 Soustavy diferenciálńıch rovnice prvńıho řádu
Dynamické systémy jsou popsány soustavou diferenciálńıch rovnic prvńıho řádu. Sou-
stavu n diferenciálńıch rovnic 1. řádu ve tvaru
ẋ1 = f1(t, x1, . . . , xn),
ẋ2 = f2(t, x1, . . . , xn),
...
ẋn = fn(t, x1, . . . , xn),
(1)
kde funkce f1, . . . , fn jsou definovány na nějaké (n+1)-rozměrné oblasti Ω ⊆ Rn+1, na-
zveme soustavou obyčejných diferenciálńıch rovnic 1. řádu v normálńım tvaru (SODR1).
ẋi udává časovou derivaci xi–té proměnné. Pro zjednodušeńı můžeme soustavu (1) za-
psat vektorově
ẋ = f(t,x). (2)
Definice 2.1. Řešeńım soustavy (1) na intervalu J nazveme každou vektorovou funkci
x(t) = (x1(t), . . . , xn(t)) definovanou na J , která zde má derivaci ẋ a plat́ı, že dosazeńım
do soustavy (1) dostaneme identickou rovnost pro ∀t ∈ J tj. (ẋ(t) = f(t,x(t)),∀t ∈ J).
Pokud je f = (f1, . . . , fn) nav́ıc spojitá na Ω, muśı řešeńı x(t) mı́t derivaci spojitou
na J . Spojitost f je přirozeným požadavkem, zaručuje totiž existenci řešeńı (viz ńıže).
Dále tedy budeme hledat řešeńı vždy ve tř́ıdě C1(J) (funkce spojitě diferencovatelné
na J).
Doplńıme-li soustavu (1) n-tićı počátečńıch podmı́nek
x1(t0) = x
0
1, x2(t0) = x
0
2, . . . , xn(t0) = x
0
n
(zkráceně x(t0) = x0), kde [t0, x
0
1, . . . , x
0
n] ∈ Ω, pak úlohu nalézt řešeńı soustavy (1),
které vyhovuje těmto podmı́nkám, nazýváme počátečńı (Cauchyovou) úlohou.
Pokud vektorová funkce f na pravé straně soustavy (1) nezáviśı explicitně na t,
hovoř́ıme o autonomńı soustavě a máme tedy
ẋ = f(x), (3)
kde f je definována na nějaké oblasti Ω ⊆ Rn. Poznamenejme, že každý neautonomńı
systém může být převeden na systém autonomńı, když polož́ıme xn+1 = t a k soustavě
přidáme rovnici ẋn+1 = 1.
Kĺıčovou vlastnost́ı autonomńıch soustav je, že když funkce x1 řeš́ı soustavu s počátečńı
podmı́nkou x(0) = x0, pak i funkce x2 = x1(t−t0) řeš́ı soustavu s počátečńı podmı́nkou















x1(s) · 1 = f(x1(s)) = f(x2(t)),
přičemž x2(t0) = x1(t0 − t0) = x1(0) = x0.
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Volně řečeno tedy, interpretujeme-li t jako čas, tak v př́ıpadě autonomńıch soustav
nezálež́ı na okamžiku, kdy chováńı řešeńı soustavy začneme pozorovat, ale pouze na
hodnotě počátečńı podmı́nky (podmı́nky pro vývoj řešeńı v čase dané pravou stranou
soustavy se neměńı).
Dále tedy budeme brát (bez újmy na obecnosti) počátek vždy v t0 = 0, tj. budeme




kde vektorové pole f je definováno na nějaké oblasti Ω ⊆ Rn a x0 ∈ Ω.
V této sekci uvedeme základńı větu, která poskytuje postačuj́ıćı podmı́nky na jed-
noznačnou řešitelnost úlohy (4) za předpokladu, že f ∈ C1(Ω).
Věta 2.2 (Picardova-Lindelöfova). Necht’ f ∈ C1(Ω). Potom existuje a > 0 takové, že
(4) má jediné řešeńı x ∈ C1(〈−a, a〉).
Poznamenejme nyńı několik věćı:
• Předpoklad spojitosti parciálńıch derivaćı na Ω lze nahradit předpokladem, že f
splňuje Lipschitzovu podmı́nku na Ω:
||f(x)− f(y)|| < L||x− y||1, ∀x,y ∈ Ω (5)
a vhodné L > 0. Dokonce stač́ı, když f je lokálně Lipschitzovská, tj. podmı́nka
(5) je splněna na nějakém okoĺı každého bodu x∗ ∈ Ω (konstanta L tedy může
být pro každý bod x∗ a jeho okoĺı r̊uzná).
• Lze ukázat, že předpoklad f ∈ C1(Ω) implikuje lokálńı Lipschitzovskost.
• Kromě věty 2.2 existuje i jiná existenčńı věta a to Peanova existenčńı věta. Rozd́ıl
mezi těmito větami je ten, že Picardova–Lindelöfova věta má silněǰśı předpoklady,
ale i silněǰśı tvrzeńı: vyžaduje Lipschitzovskou spojitost, zat́ımco Peanova věta
vyžaduje pouze obyčejnou spojitost. Picardova–Lindelöfova věta ale zaručuje jak
existenci tak jednoznačnost řešeńı, zat́ımco Peanova věta zaručuje pouze existenci
řešeńı.
• Ve vztahu k dynamickým systémům neńı tvrzeńı až tak užitečné, protože zaručuje
pouze lokálńı řešitelnost. V daľśım se tedy budeme zabývat otázkou, za jakých
okolnost́ı bude mı́t počátečńı úloha (4) řešeńı na celé reálné ose.
Věta 2.3. Necht’ f splňuje Lipschitzovu podmı́nku na Ω = Rn, tj.
||f(x)− f(y)|| < L||x− y||, ∀x,y ∈ Rn.
Pak existuje jediné řešeńı x ∈ C1(R) úlohy (4).
Věta 2.4. Necht’ f ∈ C1(M), kde M je kompaktńı podmnožinou 2 Rn . Nahrad́ıme-li
v soustavě (4) oblast Ω množinou M , pak (4) má (pro jakékoliv x0 ∈M) jediné řešeńı
x ∈ C1(R).
1Libovolná norma na Rn.
2Kompaktńı množina je uzavřená a ohraničená množina.
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2 ZÁKLADNÍ POJMY Z TEORIE DYNAMICKÝCH SYSTÉMŮ
Poznamenejme, že řešeńı počátečńı úlohy (4) na nějakém intervalu J lze geometricky
interpretovat bud’ pomoćı grafu zobrazeńı x, tj. jako množinu G = {[t,x(t)] : t ∈ J} ⊂
Rn+1–integrálńı křivka řešeńı, nebo pomoćı množiny T = {x(t) : t ∈ J} ⊂ Rn–fázová
trajektorie řešeńı.
Tyto dva pojmy se týkaj́ı jednotlivých řešeńı úlohy (4), tj. př́ıpad, kdy počátečńı
vektor x0 v úloze (4) považujeme za pevný. Pokud na počátečńı vektor x0 ∈ Ω
nahĺıž́ıme jako na proměnlivý, pak dané
”
sadě“ řešeńı ř́ıkáme tok. Přesněji, uvažujeme-li
C1 vektorové pole f definované na Rn (nebo na nějaké oblasti Ω ⊆ Rn), pak tokem
diferenciálńı soustavy rovnic (3) rozumı́me vektorovou funkci
ϕ : R× Rn → Rn
definovanou jako
ϕ(t,x0) = x(t),





∀t z nějakého intervalu J ∈ R. Tok ϕ(t,x0) bývá obvykle značen ϕt(x0). Pokud
nemáme zaručenou globálńı řešitelnost úlohy (4), za uvažovaný interval J bereme ma-
ximálńı interval existence, ten však může být pro každý počátečńı vektor x0 jiný, tj.
máme J = J(x0). Lze ukázat, že tok je potom definován na podmnožině množiny
M = {[t,x0] ∈ R× Rn : t ∈ J(x0)}
a pro každé t ∈ J(x0) je ϕt ∈ C1(Rn)3. Nav́ıc, tok splňuje d̊uležitou vlastnost
ϕs+t(x0) = ϕs (ϕt(x0)) .
Poznámka. Za maximálńı interval existence považujeme otevřený interval (α, β), na
kterém má počátečńı úloha (4) jednoznačné řešeńı, pro každý bod x0 ∈ E, kde E je
otevřená podmnožina Rn.
Závěrem této sekce uved’me ještě daľśı dvě užitečné vlastnosti řešeńı úlohy (4),
kterými jsou spojitá závislost na počátečńı podmı́nce (na vektoru počátečńıch podmı́nek)
a spojitá závislost řešeńı na parametru. Přesněji plat́ı:
Věta 2.5. Necht’ f ∈ C1(Ω) a x0 ∈ Ω. Pak existuj́ı č́ısla a > 0, δ > 0 taková, že pro
∀y ∈ Oδ(x0) má počátečńı úloha
ẋ = f(x)
x(0) = y
jediné řešeńı x(t,y) takové, že x ∈ C1(Q), kde
Q = 〈−a, a〉 ×Oδ(x0) ⊆ Rn+1.
Nav́ıc pro každé y ∈ Ω je
x(·,y) ∈ C2(〈−a, a〉).
3Ω = Rn.
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Tvrzeńı tedy ř́ıká, že dvě řešeńı pro dvě
”






x(t,y) = x(t,x0), ∀t ∈ 〈−a, a〉 .
Věta 2.6. Necht’ x0 ∈ Ω, Q je otevřená podmnožina Rn, µ0 ∈ Q a f ∈ C1(Ω × Q).




jediné řešeńı x(t,y,µ) takové, že
x ∈ C1(〈−a, a〉 ×Oδ(x0)×Oδ(µ0)).
2.2 Dynamické systémy
V této sekci přejdeme k definici dynamického systému, který bude hrát kĺıčovou roli
v následuj́ıćıch kapitolách. Obvykle bývá definován následovně:
Definice 2.7 (spojitý dynamický systém). Necht’ Ω je oblast v Rn. Dynamickým
systémem na Ω rozumı́me jakékoliv C1-zobrazeńı ϕ definované na R×Ω s hodnotami
v Ω, které splňuje
ϕ(0,x) = x, ∀x ∈ Ω, (6)
ϕ(s,ϕ(t,x)) = ϕ(s+ t,x), ∀x ∈ Ω, ∀t, s ∈ R. (7)
Při značeńı ϕt(x) ≡ ϕ(t,x) tedy máme ϕ0(x) = x a ϕs(ϕt(x)) = ϕs+t(x), což jsou
vlastnosti, které splňoval tok autonomńı soustavy ẋ = f(x). V př́ıpadě dynamického
systému se však vyžaduje, aby vlastnost (7) platila na celé reálné ose (a ne jenom na





na Ω takové, že pro libovolné x0 ∈ Ω je funkce ϕ(t,x0) řešeńım počátečńı úlohy.
Naopak toto obecně neplat́ı, protože C1-vektorové pole f na Ω nezaruč́ı řešeńı počátečńı
úlohy (4) na celém R (jedná se o již zmı́něnou vlastnost, kdy v př́ıpadě nelineárńı
rovnice/soustavy může řešeńı
”
utéct“ do nekonečna v konečném čase).
V každé soustavě s C1-vektorovým polem f je však možné
”
přeškálovat“ čas tak, že
nová soustava bude mı́t v jistém smyslu bĺızké řešeńı p̊uvodńı soustavě, ale toto řešeńı
již bude definované na celé reálné ose. Za t́ımto účelem zavád́ıme pojem topologické
ekvivalence dvou soustav ODR.
Definice 2.8. Necht’ f ∈ C1(Ω1), g ∈ C1(Ω2), kde Ω1,Ω2 jsou oblasti v Rn. Potom
autonomńı soustavy ẋ = f(x) a ẋ = g(x) nazveme topologicky ekvivalentńı, jestliže
existuje homeomorfismus4H : Ω1 → Ω2, který zobrazuje trajektorie prvńı soustavy na
trajektorie soustavy druhé a zachovává jejich orientaci v čase.
4Vzájemně jednoznačné zobrazeńı mezi topologickými prostory, které zachovává topologické vlast-
nosti.
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Poznámka. Za předpoklad̊u předchoźı definice ř́ıkáme také, že vektorová pole f , g jsou
topologicky ekvivalentńı. Pokud Ω = Ω1 = Ω2, tak řekneme, že soustavy a př́ıslušná
vektorová pole f , g jsou topologicky ekvivalentńı na Ω.
Př́ıklad 2.9. Soustavy (v tomto př́ıpadě o jedné rovnici)
ẋ = x2, ẋ =
x2
1 + x2









pro x0 < 0 a na (−∞,∞)
pro x0 = 0. Tato rovnice tedy nepředstavuje dynamický systém. Druhá rovnice má
řešeńı definované již na celé reálné ose. Funkce, která zde
”
přeškáluje“ čas na celou




pro x0 6= 0 a τ(t) = 0 pro x0 = 0. Protože trajektorie obou rovnic v čase t = 0
procházej́ı bodem x0, tak př́ıslušný homeomorfismus je zde identita.
Uvedený př́ıklad naznačuje obecné pravidlo formulované v následuj́ıćı větě.
Věta 2.10. Necht’ f ∈ C1(Rn). Potom počátečńı úloha
ẋ =
f(x)
1 + ||f(x)|| , x(0) = x0
má jediné řešeńı na R. Nav́ıc soustavy
ẋ = f(x), ẋ =
f(x)
1 + ||f(x)||
jsou topologicky ekvivalentńı na Rn (př́ıslušným homeomorfismem je zde identické zob-
razeńı a část je transformována vztahem
t∫
0
(1 + ||f(x(s))||) ds).
Poznámka. Tvrzeńı obecně neplat́ı, pokud bychom uvažovali oblast Ω, která je vlastńı
podmnožinou Rn, nicméně, čas lze v takovém př́ıpadě
”
přeškálovat“ vhodněji tak, že
dostaneme nové vektorové pole F , které je topologicky ekvivalentńı s f na Ω, a které
dává řešeńı definovaná na celé reálné ose. Bez újmy na obecnosti lze tedy vyslovit
závěr, že každá soustava
ẋ = f(x)
s C1-vektorovým polem f na Ω ⊆ Rn představuje nějaký dynamický systém.
2.3 Ljapunovovská stabilita
Pojem (Ljapunovovské) stability řešeńı patř́ı mezi základńı nástroje při vyšetřováńı
”
dlouhodobého“ chováńı dynamických systémů.
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Definice 2.11.
a) Řekneme, že řešeńı x(t) = ϕt(x0) počátečńı úlohy (4) je stabilńı (v Ljapunovově
smyslu), jestliže pro každé ε > 0 existuje δ > 0 takové, že pro každý vektor
y0 ∈ Rn splňuj́ıćı ||y0 − x0|| < δ plat́ı
||y(t)− x(t)|| < ε
∀t ∈ 〈0,∞). Funkce y je zde řešeńı rovnice ẋ = f(x), ale s počátečńı podmı́nkou
x(0) = y0, tj. y(t) = ϕt(y0).
b) Pokud je řešeńı x(t) z bodu a) stabilńı a nav́ıc plat́ı
lim
t→∞
||y(t)− x(t)|| = 0,
řekneme, že řešeńı x je asymptoticky stabilńı.
c) Řekneme, že řešeńı x je nestabilńı, jestliže neńı stabilńı.
Poznámka.
a) Vágně řečeno, řešeńı x je stabilńı, pokud trajektorie řešeńı zač́ınaj́ıćı
”
bĺızko“
trajektorie řešeńı x z̊ustanou stále
”
bĺızko“. V př́ıpadě asymptotické stability se
požaduje, aby trajektorie nejenom z̊ustaly bĺızko, ale aby konvergovaly k trajek-
torii řešeńı x.
b) Je-li pro dostatečně bĺızké počátečńı vektory y0 splněna podmı́nka ||y(t)−x(t)|| →
0 pro t→∞ z části b) definice, ř́ıkáme, že řešeńı x je (lokálně) atraktivńı. Pokud
tato podmı́nka plat́ı pro libovolný vektor y0 ∈ Rn, pak řekneme, že řešeńı x je
globálně atraktivńı. Sama atraktivita řešeńı ještě neimplikuje stabilitu řešeńı. Po-
znamenejme, že někteř́ı autoři použ́ıvaj́ı pojmy lokálně (asymptoticky) stabilńı,
resp. globálně (asymptoticky) stabilńı. Je tomu zejména v př́ıpadě lineárńıch
systémů, kdy atraktivita řešeńı x implikuje asymptotickou stabilitu řešeńı (ve
smyslu předchoźı definice b))
Některá řešeńı autonomńı soustavy jsou v jistém slova smyslu významněǰśı než jiná.
Mezi taková řešeńı patř́ı v prvé řadě konstantńı (časem neměnné) řešeńı.
Definice 2.12. Bod x∗ ∈ Rn se nazývá bodem rovnováhy (ekvilibriem, stacionárńım
bodem, pevným bodem) autonomńı soustavy ẋ = f(x), jestliže
f(x∗) = 0.
Pro body rovnováhy se definice stability modifikuje následovně:
Definice 2.13.
a) Řekneme, že bod rovnováhy x∗ soustavy ẋ = f(x) je stabilńı, jestliže ∀ε >
0 ∃δ > 0 ∀x0 ∈ Rn:
||x0 − x∗|| < δ ⇒ ||x(t)− x∗|| < ε, ∀t ∈ 〈0,∞) .
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b) Je-li bod rovnováhy x∗ stabilńı a nav́ıc
lim
t→∞
||x(t)− x∗|| = 0,
pak řekneme, že je asymptoticky stabilńı.
c) Řekneme, že bod rovnováhy x∗ je nestabilńı, jestliže neńı stabilńı.
Poznámka. Vyšetřováńı stability nějakého řešeńı u soustavy ẋ = f(x) lze vhodnou
substitućı převést na vyšetřováńı stability bodu rovnováhy, a to dokonce nulového bodu
rovnováhy. Položme
v(t) = x(t)− u(t).
Potom
v̇ = ẋ− u̇ = f(x)− f(u) = f(v + u)− f(u).
Označ́ıme-li
g(v) = f(v + u)− f(u),
pak soustava v̇ = g(v) má zřejmě bod rovnováhy v∗ = 0.
Vyšetřováńı stability řešeńı neńı obecně jednoduché, protože definice vyžaduje zna-
lost řešeńı (pro určitou množinu počátečńıch podmı́nek). V př́ıpadě nelineárńıch soustav
však toto řešeńı lze analyticky málokdy nalézt. Je tedy vhodné mı́t k dispozici nějaký
nástroj, kterým bychom o stabilitě mohli rozhodnout, aniž bychom řešeńı znali. Prvńım
takovým nástroje je metoda linearizace nelineárńı soustavy. Ukazuje se totiž, že za
určitých předpoklad̊u se nelineárńı soustava v okoĺı bodu rovnováhy chová jako lineárńı
soustava v okoĺı počátku, kde matice soustavy je určena Jacobiho matićı vyšetřovaného
pole f vyč́ıslenou v bodě rovnováhy.
Definice 2.14.
a) Bod rovnováhy x∗ soustavy ẋ = f(x) se nazývá hyperbolický jestliže žádná
z vlastńıch hodnot Jacobiho matice f ′(x∗) nemá nulovou reálnou část.
b) Lineárńı soustava ẋ = Af s matićı A = f ′(x∗) se nazývá linearizace soustavy
ẋ = f(x) v bodě x∗.
c) Bod rovnováhy se nazývá odtokem (výlevkou), jestliže všechna vlastńı č́ısla Jaco-
biho matice f ′(x∗) maj́ı záporné reálné části, nazývá se zdrojem jestliže všechna
vlastńı č́ısla matice f ′(x∗) maj́ı kladné reálné části, nazývá se sedlem, jestliže
všechna vlastńı č́ısla matice f ′(x∗) maj́ı nenulové reálné části a alespoň jedno
vlastńı č́ıslo má kladnou reálnou část a alespoň jedno zápornou reálnou část.
Věta 2.15 (Hartmanova–Grobmanova). Necht’ x∗ je hyperbolický bod rovnováhy sou-
stavy ẋ = f(x) s C1–vektorovým polem f na oblasti Ω obsahuj́ıćı x∗. Potom existuj́ı
okoĺı U(x∗) a V (0) taková, že vektorová pole f a f ′(x∗)x jsou zde topologicky ekviva-
lentńı.
Poznámka. Ṕı̌seme-li řešeńı lineárńı soustavy ẋ = Ax jako x = eAt, kde






t2 + · · · ,
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pak předchoźı věta ř́ıká, že existuje homeomorfismus h : U → V takový, že
h(ϕt(x0)) = e
Ath(x0), ∀x0 ∈ U
(tj. trajektorie v okoĺı bodu rovnováhy p̊uvodńı nelineárńı soustavy se spojitě trans-
formuj́ı na trajektorie př́ıslušné linearizované soustavy v okoĺı počátku).
Věta 2.16. Necht’ f ∈ C1(Ω) a x∗ je hyperbolický bod rovnováhy soustavy ẋ = f(x).
Je-li x∗ výlevkou, pak je asymptoticky stabilńı a je-li zdrojem nebo sedlem, tak je ne-
stabilńı.
Poznámka.
a) Hyperbolický bod je tedy bud’ asymptoticky stabilńı, nebo je nestabilńı (nemůže
být stabilńı a při tom ne asymptoticky stabilńı).
b) Je-li x∗ odtokem, pak rychlost poklesu okolńıch trajektoríı je exponenciálńı, tj.
pro dané ε > 0 existuje Oδ(x
∗) takové, že tok splňuje
|ϕt(x)− x∗| ≤ εe−αt, ∀x ∈ Oδ(x∗),
kde α = min
j
{|Re(λj)|} .
Poznámka. Stabilita bod̊u rovnováhy pro lineárńı autonomńı systémy ẋ = Ax může
být plně vyšetřena pomoćı vlastńıch č́ısel matice A.
Ljapunovská stabilita
Věta 2.17 (Ljapunovova věta). Necht’ x = 0 je bodem rovnováhy pro systém popsaný
rovnićı (3) a D ⊆ Rn je definičńım oborem obsahuj́ıćım x = 0. Dále necht’ V : D → R
je spojitě diferencovatelná funkce taková, že
V (0) = 0 a V (x) > 0 pro ∀x ∈ D − {0} , 5 (8)
V̇ (x) ≤ 0 pro ∀x ∈ D, (9)
potom x = 0 je stabilńı. Mimoto, jestlǐze plat́ı, že
V̇ (x) < 0 pro ∀x ∈ D − {0} , (10)
tak je x = 0 asymptoticky stabilńı. Funkce V (x) splňuj́ıćı (8), (9) se nazývá Ljapunova
funkce.















Ljapunovova věta může být aplikována aniž by bylo třeba řešit soustavu (3). Na dru-
hou stranu neexistuje systematická metoda, jak tuto funkci nalézt. V mnoha př́ıpadech
je potřeba se spolehnout na metodu pokus–omyl.
Bude-li počátek x = 0 asymptoticky stabilńı, tak nás může zaj́ımat, jak daleko
od počátku trajektorie může být a stále konvergovat k počátku s rostoućım t → ∞.
Zavedeme proto pojem oblast atraktivity (oblast asymptotické stability).
5V takovém př́ıpadě ř́ıkáme, že V je pozitivně semidefinitńı.
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Definice 2.18. Necht’ je ϕ(t,x) řešeńım soustavy (3), s počátečńı podmı́nkou v bodě





Nalezeńı oblasti atraktivity analyticky může být obt́ıžné nebo dokonce nemožné.
Vyvstává otázka za jakých podmı́nek bude oblast́ı atraktivity celé Rn? Tato možnost
nastane v př́ıpadě, že budeme schopni ukázat, že pro libovolný počátečńı stav x se
trajektorie ϕ(t, x) přibližuje k počátku s t → ∞ nezávise na velikosti ||x||. Jestliže
asymptoticky stabilńı bod rovnováhy v počátku má tuto vlastnost, tak řekneme, že je
globálně asymptoticky stabilńı.
Věta 2.19. Necht’ x = 0 je bodem rovnováhy soustavy (3) a dále necht’ V : Rn → R
je spojitě diferencovatelná funkce taková, že
V (0) = 0 a V (x) > 0, ∀x 6= 0, (11)
||x|| → ∞ ⇒ V (x)→∞, (12)
V̇ (x) < 0, ∀x 6= 0, (13)
pak je x = 0 globálně asymptoticky stabilńı.
Tato věta je také známa jako Barbashin–Krasovskiiého věta. Za předpokladu, že
x = 0 je globálně asymptotický bod rovnováhy systému, tak muśı být jediným bo-
dem rovnováhy daného systému. Kdyby existoval jiný takovýto bod x̃, tak trajektorie
vycházej́ıćı z bodu x̃ by v něm z̊ustaly pro všechna t ≥ 0, tedy by se nebĺıžily k počátku,
což je ve sporu s t́ım, že je počátek globálně asymptoticky stabilńı. Proto se globálńı
asymptotická stabilita nevyšetřuje pro systémy s v́ıce body rovnováhy.
Poznámka. Věty 2.17 a 2.19 se zabývaj́ı stabilitou bodu rovnováhy. Existuj́ı ale i věty o
nestabilitě, které určuj́ı, kdy je bod rovnováhy nestabilńı. Uvedeme Chetaevského větu.
Před samotnou větou je však potřebovat uvést terminologii, kterou posléze využijeme.
Necht’ V : D → R je spojitě diferencovatelná funkce s definičńım oborem D ⊆ Rn, který
obsahuje počátek x = 0. Předpokládejme, že V (0) = 0 a existuje bod x0 libovolně
bĺızko počátku. Vyberme r > 0 takové, že koule Br = {x ∈ Rn : ||x|| ≤ r} lež́ı v D a
necht’
U = {x ∈ Br : V (x) > 0} , (14)
kde U je neprázdná množina lež́ıćı v Br.
Věta 2.20. Necht’ je x = 0 bodem rovnováhy pro soustavu (3) a dále necht’ V : D → R
je spojitě diferencovatelná funkce taková, že V (0) = 0 a V (x0) > 0 pro nějaký bod x0
s libovolně malou normou ||x0||. Definujme množinu U podle (14) a předpokládejme, že
V̇ (x) > 0 ∀x ∈ U.




V této kapitole již budeme na soustavy obyčejných diferenciálńıch rovnic prvńıho řádu
nahĺıžet jako na dynamické systémy. Vyjdeme-li z obecné autonomńı soustavy (3), tak
pro n = 1 dostaneme jedinou rovnici
ẋ = f(x). (15)
Zde je x reálná funkce času a f je diferencovatelná reálná funkce proměnné x. Ta-
kové rovnice modeluj́ı jednodimenzionálńı dynamické systémy (systémy prvńıho řádu).
Přestože pracujeme jen s jednou rovnici, tak budeme stále hovořit o systému, kde po-
jem systém chápeme jako dynamický systém a ne jako systém rovnic. Tedy i jediná
rovnice může být nazývána systémem.
Poznámka. V celé následuj́ıćı kapitole je stabilita chápána ve smyslu asymptotické
stability.
3.1 Body rovnováhy a stabilita
Vezměme si obecnou nelineárńı diferenciálńı rovnici (15), na které ukážeme využ́ıti
grafického znázorněńı pro rozbor stability u jednodimenzionálńıho př́ıpadu. Mnohdy je
totiž vhodněǰśı využ́ıt grafické interpretace mı́sto složitých výpočt̊u.
Budeme-li uvažovat, že t představuje čas, x pozici nějaké pomyslné částice, která
se pohybuje podél reálné osy x a pod ẋ si představ́ıme rychlost této částice, tak di-
ferenciálńı rovnice (15) vyjadřuje vektorové pole na ose – určuje vektor rychlosti ẋ
v každém x. K vykresleńı vektorového pole je vhodné využ́ıt roviny (ẋ, x), kde na-
kresĺıme šipky na osu x, které budou vyjadřovat vektor rychlosti v každém x. Šipky
směřuj́ı doprava, když ẋ > 0 a doleva pro ẋ < 0. Z fyzikálńıho pohledu si lze představit,
že toto naše vektorové pole vyjadřuje tok tekutiny podél osy x s rychlost́ı, která se lǐśı
mı́sto od mı́sta. Na obrázku 1 lze tedy vidět, že tok je směrem doprava pro ẋ > 0
a doleva pro ẋ < 0. V bodech, kde ẋ = 0, žádný tok neńı a tyto body představuj́ı body
rovnováhy. Z obrázku je patrné, že máme dva druhy těchto bod̊u. Plné body reprezen-
tuj́ı stabilńı bod rovnováhy 6 a prázdné body pak reprezentuj́ı body nestabilńı 7. Této
pomyslné tekutině se ř́ıká fázová tekutina a reálná osa představuje fázový prostor.
Při hledáńı řešeńı soustavy (15) s libovolnou počátečńı podmı́nkou x0 umı́st́ıme
imaginárńı částici (známou jako fázový bod) do x0 a budeme sledovat jak je unášena
proudem. Bod se bude pohybovat podél osy x podle funkce f(x). Této funkci se ř́ıká
trajektorie s počátkem v bodě x0 a představuje řešeńı diferenciálńı rovnice s počátečńı
podmı́nkou x0. Obrázku 1 se ř́ıká fázový portrét.
6Často také nazývány jako atraktory.





Obrázek 1: Obecný fázový portrét.
Př́ıklad 3.1. Nalezněte všechny body rovnováhy pro ẋ = x2− 1 a rozhodněte o jejich
stabilitě.
Řešeńı. Máme f(x) = x2 − 1. K nalezeńı bod̊u rovnováhy polož́ıme f(x∗) = 0 a do-
staneme, že x∗ = ±1. Pro rozhodnut́ı o jejich stabilitě vykresĺıme f(x) a naznač́ıme
vektorové pole na ose x (obrázek 2). Tok je doprava pro x2 − 1 > 0 a doleva pro
x2 − 1 < 0. Tud́ıž x∗ = −1 je stabilńı a x∗ = 1 nestabilńı.
x
ẋ f(x)
Obrázek 2: Grafické znázorněńı řešeńı rovnice ẋ = x2 − 1.
3.2 Stabilita linearizovaného systému
Doposud jsme pro určeńı stability bod̊u rovnováhy spoléhali pouze na grafickou me-
todu. Hodilo by se však mı́t k dispozici v́ıce kvantitativńı zp̊usob o rozhodnut́ı stability,
jako je např́ıklad rychlost poklesu k bodu rovnováhy. Této informace lze dosáhnout po-
moćı linearizace okolo tohoto bodu.
Uvažujme nyńı řešeńı x, které naṕı̌seme ve tvaru
x(t) = η(t) + x∗,
kde η(t) je malá výchylka od x∗. Abychom viděli, zda výchylka roste nebo klesá, je
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(x− x∗) = ẋ.
Jelikož x∗ je konstanta, dostaneme, že η̇ = ẋ = f(x) = f(x∗ + η). Pomoćı Taylorova
rozvoje obdrž́ıme vztah
f(x∗ + η) = f(x∗) + ηf ′(x∗) +O(η2),
kde f(x∗) = 0 a O(η2)8 označuje malé kvadratické hodnoty η. Dostáváme tedy, že
η̇ = nf ′(x∗) +O(η2).
Nyńı pokud f ′(x∗) 6= 0, tak hodnoty O(η2) považujeme za zanedbatelné, a můžeme
psát aproximaci
η̇ ≈ ηf ′(x∗).
Nahrad́ıme-li ≈ rovnost́ı, tak se jedná se lineárńı rovnici pro η a ř́ıká se j́ı linearizace
okolo x∗. Bude-li
f ′(x∗) = 0,
tak hodnoty O(η2) nelze považovat za nezanedbatelné a k určeńı stability je potřeba
nelineárńı analýza, což bude názorně ukázáno v př́ıkladu 3.2.
Závěr je tedy takový, že f ′(x∗) určuj́ıćı sklon funkce f(x) v bodě rovnováhy určuje
jeho stabilitu. To koresponduje s předešlými př́ıklady a obrázky – ve stabilńım bodě
rovnováhy byl vždy záporný. Nyńı nav́ıc máme nástroj ke změřeńı, jak moc stabilńım
bod rovnováhy je – určeno velikost́ı f ′(x∗). Tato velikost hraje roli rychlosti expo-
nenciálńıho r̊ustu nebo poklesu.
Př́ıklad 3.2. Co lze ř́ıci o stabilitě bodu rovnováhy, v př́ıpadě, že je f ′(x∗) = 0 ?
Řešeńı. Obecně nelze ř́ıci nic a zálež́ı př́ıpad od př́ıpadu. Vezměme si následuj́ıćı
př́ıpady:
(a) ẋ = −x3, (b) ẋ = x3, (c) ẋ = x2, (d) ẋ = 0.
Každý př́ıpad má bod rovnováhy x∗ = 0 s f ′(x∗) = 0, ale rozhodnut́ı o stabilitě
dopadne pokaždé jinak. Na obrázku 3 lze vidět, že př́ıpad (a) je stabilńı a (b) nestabilńı.
Př́ıpad (c) je hybridńı a jedná se o takzvaný polostabilńı př́ıpad, jelikož bod rovnováhy
přitahuje trajektorie zleva a odpuzuje směrem zprava. Označ́ıme proto polovyplněným
kolečkem. V př́ıpadě (d) pak každý bod na ose x je bodem rovnováhy, nulový bod tedy
ostatńı trajektorie ani nepřitahuje ani neodpuzuje.
3.3 Bifurkace
V předešlé sekci jsme se zabývali dosti limitovanou dynamikou jednodimenzionálńıho
vektorového pole (všechna řešeńı se bud’
”
usad́ı“ v bodě rovnováhy nebo směřuj́ı do
±∞). Proč se tedy v̊ubec zabývat jednodimenzionálńımi př́ıpady? Důvodem je závislost
na parametrech. Kvalitativńı vlastnosti toku se mohou měnit v závislosti na parame-
trech. Přesněji, body rovnováhy mohou vznikat či zanikat a dokonce se může měnit
jejich stabilita. Těmto kvalitativńım změnám se v teorii dynamických systémů ř́ıká
bifurkace a body s hodnotami parametru, ve kterých k těmto změnám docháźı, se
nazývaj́ı bifurkačńı body.
8Landauova notace známá také jako notace velké O nebo notace omikron, která popisuje limitńı











Obrázek 3: Stabilita bod̊u jednotlivých možnost́ı z př́ıkladu 3.2.
Bifurkace typu sedlo–uzel
Bifurkace typu sedlo–uzel je základńım mechanizmem, při kterém body rovnováhy
vznikaj́ı nebo zanikaj́ı. Při změně parametru se dva body rovnováhy mohou přibližovat
k sobě, kolidovat a navzájem se rušit.
Ukážeme jednoduchý př́ıpad bifurkace sedlo–uzel na systému prvńıho řádu
ẋ = r + x2, (16)
kde r chápeme jako parametr, který může být kladný, záporný nebo nulový. Pro
záporné r dostaneme dva body rovnováhy, a to jeden stabilńı a druhý nestabilńı
(obrázek 4 (a)). Pro r → ∞ se parabola bude posouvat směrem nahoru a naše dva
body se budou přibližovat k sobě. Při r = 0 body splynou v jeden polostabilńı bod
rovnováhy x∗ = 0 (obrázek 4 (b)). Tento typ bodu rovnováhy je velmi citlivý, protože
jakmile máme r > 0, tak tento bod zaniká a docháźı k př́ıpadu, když již žádné body
rovnováhy neexistuj́ı (obrázek 4 (c)).







Obrázek 4: Bifurkace typu sedlo–uzel.
Grafická konvence
Existuj́ı i jiné možnosti, jak vykreslit bifurkaci sedlo–uzel. Můžeme např́ıklad ukázat
několik vektorových poĺı pro diskrétńı hodnoty r (obrázek 5). Toto znázorněńı zd̊ura-
zňuje závislost bod̊u rovnováhy na parametru r. Ve spojitém př́ıpadě pak máme znázor-
něńı jako je 6 (a). Křivka zde je tvaru r = −x2 (tedy ẋ = 0) a udává body rovnováhy
pro r̊uzná r. Pro rozlǐseńı stabilńıch a nestabilńıch bod̊u rovnováhy budeme použ́ıvat




Obrázek 5: Grafická konvence bifurkace typu sedlo–uzel.
Nejčastěji se pro znázorněńı bifurkace použ́ıvá graf podle obrázku 6 (b), který má
v̊uči př́ıpadu (a) prohozené osy. Důvodem je, že r hraje roli nezávislé proměnné a měla
by být tedy zobrazena horizontálně. Občas se do obrázku zobrazuj́ı i šipky zd̊urazňuj́ıćı








Obrázek 6: Bifurkačńı diagram bifurkace sedlo–uzel.
Transkritická bifurkace
V některých př́ıpadech bod rovnováhy muśı existovat pro všechny hodnoty parametru
a nikdy nemůže zaniknout. Např́ıklad v logistické rovnici a v jiných jednoduchých
modelech r̊ustu jediného druhu je nulový bod rovnováhy nezávislý na hodnotě rychlosti
r̊ustu populace. Takový bod ale může měnit svou stabilitu při změně parametru. Tato
změna stability se nazývá transkritickou bifurkaćı.
Uvažujme rovnici
ẋ = rx− x2. (17)
Obrázek 7 ukazuje vektorové pole pro r̊uzné hodnoty parametru r. Lze si všimnout, že
bod rovnováhy z̊ustane v počátku pro všechny hodnoty r.
(a) r < 0 (b) r = 0 (c) r > 0
x x x
ẋ ẋ ẋ
Obrázek 7: Transkritická bifurkace.
Pro r < 0 bude nestabilńım bodem rovnováhy x∗ = r a stabilńım bodem rovnováhy
x∗ = 0. Se zvyšuj́ıćı se hodnotou r se nestabilńı bod rovnováhy bĺıž́ı počátku a dosáhne
ho pro r = 0. Pro posledńı př́ıpad, kdy r > 0 se počátek stane nestabilńım a x∗ = r
bude nyńı stabilńım bodem rovnováhy. Z toho je vidět hlavńı rozd́ıl mezi bifurkaćı
sedlo–uzel a transkritickou bifurkaćı, kde u transkritické bifurkace dva body rovnováhy
po bifurkaci nezmiźı, ale mı́sto toho si vyměńı role ve smyslu stability.
18
3 JEDNODIMENZIONÁLNÍ PŘÍPAD
Obrázek 8 ukazuje bifurkačńı diagram transkritické bifurkace.
r
x
Obrázek 8: Bifurkačńı diagram transkritické bifurkace.
Vidličková bifurkace
Třet́ım druhem bifurkace je tzv. vidličková bifurkace. Tento druh bifurkace je obvyklý
ve fyzikálńıch úlohách, které vykazuj́ı symetrii. V takových př́ıpadech body rovnováhy
maj́ı tendenci vznikat a zanikat v symetrických párech. Rozlǐsujeme dva typy vidličkové
bifurkace – superkritickou a podkritickou.
Pro ukázku superkritické vidličková bifurkace uvažujme rovnici
ẋ = rx− x3. (18)
Lze si všimnout, že rovnice (18) se nezměńı při změně z x na −x.
Obrázek 9 ukazuje vektorová pole pro r̊uzné hodnoty r. Pro r < 0 je počátek je-
diným bodem rovnováhy a to stabilńım. Bude-li r = 0, tak je počátek stále jediným
bodem rovnováhy, stále stabilńım, ale jak lze na obrázku vidět, tak ne již tak silně sta-
bilńım jako pro r < 0. Počátek je v tomto př́ıpadě nehyperbolickým bodem rovnováhy
a rychlost poklesu tedy nemůže být exponenciálńı.9 Pro r > 0 se počátek již stává ne-
stabilńım a objevuj́ı se dva nové stabilńı body rovnováhy, které jsou symetricky okolo
počátku v bodech ±√r.
Vykresĺıme-li bifurkačńı diagram (obrázek 10), tak se hned objasńı pojem vidličková
bifurkace.









(a) r < 0 (b) r = 0










Obrázek 9: Transkritické vidličková bifurkace.
x
r
Obrázek 10: Bifurkačńı diagram superkritické vidličkové bifurkace.
Druhým typem vidličkové bifurkace je podkritická vidličková bifurkace. V př́ıpadě
rovnice (18) kubický člen x3 byl stabilizuj́ıćı, tedy p̊usobil jako vratná śıla, která strhává
x(t) zpět k x = 0. V př́ıpadě, bude-li tento člen destabilizuj́ıćı
ẋ = rx+ x3, (19)
tak hovoř́ıme o podkritické vidličkové bifurkaci (obrázek 11). Porovnáme-li bifurkačńı
diagramy, tak vid́ıme, že vidlička je převrácena. Nenulové body rovnováhy ±√r jsou






Obrázek 11: Bifurkačńı diagram podkritické vidličkové bifurkace.
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4 Systémy druhého řádu
V jednodimenzionálńım př́ıpadě mohly nastat pouze dva př́ıpady a to že, trajektorie
jsou nuceny pohybovat se monotónně nebo z̊ustat konstantńı. Ve vyšš́ıch dimenźıch
maj́ı tyto trajektorie mnohem v́ıce
”
prostoru k manévrováńı“, tedy dynamické chováńı
je bohatš́ı. Autonomńı soustavy ODR1 druhého řádu zauj́ımaj́ı d̊uležité mı́sto při studiu
nelineárńıch systémů, protože trajektorie řešeńı jsou křivky v rovině, což umožňuje
snadnou vizualizaci kvalitativńıho chováńı systému.
Poznámka. Budeme se zabývat pouze homogenńımi soustavami, protože nehomogenita
nemá vliv na kvalitativńı chováńı, ale pouze jen měńı souřadnice bodu rovnováhy ve
fázovém prostoru.
Obecný autonomńı systém druhého řádu je reprezentován dvěma diferenciálńımi
rovnicemi
ẋ = f1(x1, x2),
ẏ = f2(x1, x2).
(20)
Necht’ x(t) = (x1(t),x2(t)) je řešeńım soustavy (20), které vyhovuje počátečńı podmı́nce
x0 = (x10, x20).
Interpretace řešeńı v rovině (x1, x2) pro všechna t ≥ 0 je křivka, která procháźı
bodem x0. Této křivce se ř́ıká trajektorie (někdy orbita) systému (20) z bodu x0.
Soubor všech trajektoríı nazveme fázovým portrétem (analogie s jednodimenzionálńım
př́ıpadem).
Než se ale dostaneme k nelineárńım systémům druhého řádu, tak ukážeme základńı
teorii okolo lineárńıch homogenńıch soustav, které popisuj́ı lineárńı dynamické systémy.
Tuto teorii posléze využijeme při analýze nelineárńıch systémů, jelikož budeme linea-
rizovat nelineárńı systém a po linearizaci je potřeba pracovat se systémem lineárńım.
4.1 Lineárńı soustava s konstantńımi koeficienty
Při vyšetřováńı homogenńıch lineárńıch soustav budeme vždy mı́t pouze jeden izo-
lovaný bod rovnováhy. Pro nalezeńı obecného řešeńı a sestrojeńı fázových portrét̊u
budeme využ́ıvat Eulerovu metodu, která pracuje s vlastńımi č́ısly matice soustavy.
Homogenńı lineárńı soustava druhého řádu je tvaru
ẋ = ax+ by,
ẏ = cx+ dy,
kde a, b, c, d ∈ R jsou koeficienty. Vektorově lze zapsat soustavu jako














Tato soustava je lineárńı ve smyslu, že jsou-li x1 a x2 řešeńım na nějakém intervalu
J , tak je i jejich libovolná lineárńı kombinace c1x1 + c2x2 řešeńım na intervalu J . Za
obecné řešeńı pak můžeme považovat vztah x(t) = c1x1 + c2x2, kde x1 a x2 jsou
lineárně nezávislé.
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Poznámka. Nulové řešeńı x∗ ≡ 0 je vždy bodem rovnováhy pro libovolnou volbu A.
Ukažme nyńı, jak vypadaj́ı fázové portréty lineárńıho systému v rovině pro r̊uzné
situace. Využijeme k tomu Eulerovu metodu, kterou poṕı̌seme pro obecnou dimenzi
n(dále bude stačit př́ıpad, kdy n = 2).
Definice 4.1 (Eulerova metoda). Eulerova metoda slouž́ı ke konstrukci řešeńı pomoćı
vlastńıch č́ısel maticeA. Hledejme řešeńı soustavy (21) ve tvaru x(t) = eλtv, kde λ ∈ R
a v = (v1, . . . , vn)
T 6= 0. Abychom našli vektor v a λ, tak dosad́ıme x(t) = eλtv do
(21) a po vykráceńı nenulovým eλt źıskáme rovnici
Av = λv. (22)
Č́ısla λ jsou vlastńı č́ısla maticeA a konstantńı nenulové vektory v, které pro danou
hodnotu λ vyhovuj́ı rovnici (22), se nazývaj́ı vlastńı vektory matice A při př́ıslušné
hodnotě λ. Vlastńı č́ısla najdeme pomoćı charakteristické rovnice det(A − λE) = 0,
kde E je jednotková matice. Obecně má tato rovnice n komplexńıch kořen̊u včetně
násobnost́ı. Pro náš př́ıpad, kdy n = 2 dostaneme kvadratickou rovnici, kterou vyřeš́ıme
a jej́ı kořeny jsou hledané vlastńı č́ısla λ1, λ2.
Podle hodnot vlastńıch č́ısel λ1, λ2 mohou nastat následuj́ıćı př́ıpady:
• Obě vlastńı č́ısla jsou reálná a r̊uzná (λ1 6= λ2 6= 0).
Budou-li obě vlastńı č́ısla záporná, bez ztráty na obecnosti uvažujme λ2 < λ1 < 0,
tak se výrazy eλ1t a eλ2t limitně bĺıž́ı k nule pro t → ∞. Pro tuto možnost bod
stability nazýváme stabilńım uzlem (obrázek 12 (a)). Naopak budou-li obě vlastńı
č́ısla kladná, tak se jedná o nestabilńı uzel (obrázek 12 (b)), jelikož výrazy eλ1t
a eλ2t rostou exponenciálně pro t→∞.
Za předpokladu, že maj́ı vlastńı č́ısla r̊uzná znaménka (λ2 < 0 < λ1) se výraz
eλ2t → 0, eλ2t → ∞ pro t → ∞ a bod rovnováhy nazveme sedlem (obrázek 12
(c)).
• Komplexńı vlastńı č́ısla (λ1,2 = α± iβ).
Pro komplexńı č́ıslo s nenulovou reálnou část́ı budou trajektoriemi spirály směřu-
j́ıćı z nebo do bodu rovnováhy v závislosti na znaménku reálné části komplexńıho
č́ısla. Pro α < 0 se jedná o stabilńı ohnisko (obrázek 12 (d)) a pro α > 0 o ne-
stabilńı ohnisko (obrázek 12 (e)). Je-li vlastńı č́ıslo matice A ryze komplexńı,
pak trajektoriemi budou elipsy se středem v bodě rovnováhy a hovoř́ıme o středu
(obrázek 12 (f)).
• Nenulová násobná vlastńı č́ısla (λ1 = λ2 6= 0). V tomto př́ıpadě bude-li
λ1 = λ2 < 0, tak se bude jednat o stabilńı uzel a v opačném př́ıpadě a nestabilńı
uzel.
• Jedno nebo obě vlastńı č́ısla nulové.
Když je jedno nebo obě vlastńı č́ısla nulové, tak je fázový prostor v jistém smyslu
degenerovaný. Matice A má nulový prostor. Každý vektor v nulovém prostoru
je bodem rovnováhy systému a tedy má systém sṕı̌se podprostor rovnováhy než
bod rovnováhy (obrázek 12 (g)).
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(a) Stabilńı uzel (b) Nestabilńı uzel (c) Sedlo
(d) Stabilńı ohnisko (e) Nestabilńı ohnisko (f) Střed
(g) λ1 = λ2 = 0
Obrázek 12: Fázové portréty pro r̊uzné kombinace vlastńıch č́ısel matice A.
Typ bodu rovnováhy (sedlo, ohnisko . . . ) je tedy určen vlastńımi č́ısly a pro lineárńı
systémy je charakteristické, že globálńı chováńı systému je určeno právě typem bodu
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rovnováhy. Dále uvid́ıme, že pro nelineárńı systémy toto již neplat́ı, jelikož mohou mı́t
v́ıce izolovaných bod̊u rovnováhy a ty určuj́ı chováńı trajektoríı pouze v okoĺı těchto
bod̊u.
4.2 Nelineárńı systémy druhého řádu
V této části se již pod́ıváme na nelineárńı systémy popsané pomoćı soustavy (3)
a ukážeme si, jak postupovat, chceme-li znát chováńı těchto systémů. Jak jsme řekli
v úvodu, tak chováńı nelineárńıch systémů může často být
”
odhadnuto“ analyzováńım
lineárńıho systému v okoĺı určitého bodu. Budeme-li tedy hledat typy bod̊u rovnováhy
(nelineárńı systém jich může mı́t v́ıce než jeden), tak budeme postupovat následovně.
Nejprve urč́ıme body rovnováhy daného systému. Poté provedeme linearizaci a urč́ıme
body rovnováhy linearizovaného systému, pro který sestav́ıme Jacobiho matici a spoč́ı-
táme jej́ı vlastńı č́ısla. Pomoćı vlastńıch č́ısel poté urč́ıme o jaký typ bodu rovnováhy
se jedná v tomto linearizovaném systému. Kroky k nalezeńı vlastńıch č́ısel Jacobiho
matice provedeme pro všechny nalezené body rovnováhy nelineárńıho systému. Pro
určeńı o jaké typy bod̊u rovnováhy p̊ujde, při
”
přechodu“ mezi lineárńım a nelineárńım
systémem, se budeme ř́ıdit následuj́ıćımi pravidly:
• Body rovnováhy, které jsou nestabilńı nebo asymptoticky stabilńı v linearizo-
vaném systému si tuto vlastnost zachovávaj́ı i pro systém nelineárńı.
• Body rovnováhy typu sedlo a ohnisko v linearizovaném systému jsou stejného
typu pro nelineárńı systém.
• V př́ıpadě, že se jedná o uzel v linearizovaném systému, kde vlastńı č́ısla jsou
reálná a navzájem r̊uzná, tak v nelineárńım systému z̊ustane bod rovnováhy uz-
lem.
• V př́ıpadě, že se jedná o uzel v linearizovaném systému, kde vlastńı č́ısla jsou
reálná ale stejná, tak v nelineárńım systému se může typ bodu rovnováhy změnit
na ohnisko nebo z̊ustat uzlem.
• Jedná-li se o střed v linearizovaném systému, tak v nelineárńım systému se může
typ bodu rovnováhy změnit na ohnisko, nebo z̊ustat středem.
Poznámka. Posledńı pravidlo je nejsložitěǰśı př́ıpad na posouzeńı, jelikož bod rovnováhy
typu střed neńı asymptoticky stabilńı. Takže střed, který se
”
stane“ ohniskem může
být z hlediska dynamického chováńı zdrojem nebo atraktorem. Střed neńı ani ne-
stabilńı a ani asymptoticky stabilńı, takže prvńı uvedené pravidlo nelze aplikovat.
Takže v př́ıpadě, že jeden z bod̊u rovnováhy bude typu střed, tak nám linearizace
nepomůže při analýze tohoto bodu, jelikož nejsme schopni určit jeho chováńı v ne-
lineárńım systému.
Př́ıklad 4.2. Uvažujme nelineárńı dynamický systém, který je popsán soustavou dvou
nelineárńıch ODR1
ẋ = x(6− 3x− 2y),
ẏ = y(5− x− y).
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Snadno se ověř́ı, že daný systém má čtyři body rovnováhy o souřadnićıch
A = [0, 0], B = [0, 5], C = [2, 0], D = [−4, 9].
V daľśım kroku bychom linearizovali a napoč́ıtali Jacobiho matici linearizovaného
systému pro všechny nalezené body rovnováhy a určili o jaké typy bod̊u rovnováhy
se jedná v př́ıpadě linearizovaného systému. Pomoćı výše uvedených pravidel bychom
následně určili typy bod̊u v nelineárńım systému. Ale vykresĺıme-li fázový portrét, tak
vid́ıme, že bod A je nestabilńı uzel, bod B je uzlem stabilńım a body C a D jsou sedla.
Obrázek 13: Př́ıklad nelineárńıho dynamického systému, který má čtyři izolované body
rovnováhy.
Limitńı cykly
Jiným projevem nelinearity je pak možná existence limitńıch cykl̊u. Uvažujme auto-
nomńı systém se soustavou rovnic (3) s f ∈ C1(Ω), kde Ω je otevřená podmnožina Rn.
Pro x ∈ Ω funkce ϕ(·,x) : R → Ω definuje trajektorii pro (3) procházej́ıćı počátečńı
podmı́nkou x0 ∈ Ω. Vykresĺıme-li funkci ϕ(·,x), tak trajektorii můžeme chápat jako
pohyb podél křivky
Γx0 = {x ∈ Ω | x = ϕ(t,x0), t ∈ R} .10
Pozitivńı část́ı trajektorie bodem x0 pak mysĺıme
Γ+x0 = {x ∈ Ω | x = ϕ(t,x0), t ≥ 0}
a analogicky budeme chápat Γ−x0 . Pak jakákoliv trajektorie Γ = Γ
+ ∪ Γ−.
10Nehraje-li bod x0 roli, tak budeme trajektorii jednoduše značit Γ.
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Definice 4.3. Bod p ∈ Ω je ω-limitńım bodem trajektorie ϕ(·,x) systému (3) jestliže








kde q ∈ Ω, tak se tento bod nazývá α-limitńım bodem trajektorie ϕ(·,x) systému (3).
Množina všech ω-limitńıch bod̊u se nazývá ω-limitńı množina trajektorie Γ a znač́ıme
ji jako ω(Γ). Analogicky máme α-limitńı množinu trajektorie Γ označenou jako α(Γ).
Množina všech limitńıch bod̊u trajektorie Γ, α(Γ) ∪ ω(Γ) se nazývá limitńı množina
trajektorie Γ.
Věta 4.4. α a ω-limitńı množiny trajektorie Γ systému (3) jsou uzavřené podmnožiny
Ω a jestlǐze Γ je obsažena v kompaktńı podmnožině Rn, pak α(Γ), ω(Γ) jsou neprázdné,
souvislé a kompaktńı podmnožiny Ω.
Definice 4.5. Necht’ Ω je otevřená podmnožina množiny Rn. Dále necht’ f ∈ C1(Ω)
a necht’ ϕt : Ω → Ω je tok soustavy (3) definovaný ∀t ∈ R. Pak množina S ⊆ Ω se
nazývá invariantńı v̊uči toku ϕt, jestliže ϕt(S) ⊆ S,∀t ∈ R.
Věta 4.6. Jestlǐze bod p je ω-limitńım bodem trajektorie Γ soustavy (3), tak všechny
daľśı body trajektorie ϕ(·,p) pro (3) procházej́ıćı bodem p jsou taktéž ω-limitńı body
trajektorie Γ. Tedy jestlǐze p ∈ ω(Γ), tak Γp ⊆ ω(Γ) a obdobně jestlǐze p ∈ α(Γ), tak
Γp ⊆ α(Γ).
Z této věty vyplývá, že pro všechny body p ∈ ω(Γ),ϕt(p) ∈ ω(Γ), ∀t ∈ R, tedy
ϕt(ω(Γ)) ⊆ ω(Γ) a spolu s poznatky z Definice 4.5 dostaneme výsledek, který uvedeme
v následuj́ıćı poznámce.
Poznámka. α(Γ) a ω(Γ) jsou invariantńı s ohledem na tok ϕt systému (3). α(Γ) a ω(Γ)
trajektorie Γ soustavy (3) jsou tedy uzavřené invariantńı podmnožiny množiny Ω.
Definice 4.7. Uzavřená invariantńı množina A ⊆ Ω se nazývá atraktivńı množina
soustavy (3), jestli existuje nějaké okoĺı U množiny A takové, že pro ∀x ∈ U,ϕt(x) ∈ U
pro ∀t ≥ 0 a ϕt(x)→ A pro t→∞.
Definice 4.8. Atraktor je atraktivńı množina, která obsahuje hustou trajektorii. Exis-
tence husté trajektorie znamená, že existuje množina trajektoríı, která je hustá v atrak-
toru, tj. existuje alespoň jedna trajektorie, která bud’to lež́ı v atraktivńı množině, nebo
každý bod atraktivńı množiny je libovolně bĺızko nějakému bodu na této trajektorii.
Je zřejmé, že jakýkoliv bod rovnováhy x0 je svou vlastńı α a ω-limitńı množinou,
jelikož ϕ(t,x0) = x0, ∀t ∈ R. A pokud trajektorie Γ systému (3) má jediný ω-limitńı
bod x0, tak bod x0 je bodem rovnováhy systému (3).
Stabilńı uzel nebo ohnisko, které jsme definovali v předešlém textu je ω-limitńı
množinou každé trajektorie v nějakém okoĺı toho bodu a dále je také atraktorem
systému. Nicméně, ne každá ω-limitńı množina trajektorie je atraktivńı množinou.
Např́ıklad sedlo x0.
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Definice 4.9. Cyklem neboli periodickou trajektoríı systému (3) budeme rozumět li-
bovolnou uzavřenou křivku, která je trajektoríı řešeńı a která neńı bodem rovnováhy
daného systému. Řekneme, že periodická trajektorie Γ je stabilńı, jestliže pro každé
ε > 0 existuje okoĺı U trajektorie Γ tak, že pro ∀x ∈ U je d(Γ+x ,Γ) < ε, tedy pro
∀x ∈ U a pro t ≥ 0 je d(ϕ(t,x),Γ) < ε. Periodická trajektorie je nestabilńı jestliže
neńı stabilńı a je asymptoticky stabilńı jestliže je stabilńı a ∀x v nějakém okoĺı U




Periodická trajektorie koresponduje s periodickým řešeńım, jelikož ϕ(·,x) definuje
uzavřenou křivku řešeńı právě tehdy, když ∀t ∈ R
ϕ(t+ T,x0) = ϕ(t,x0)
pro nějaké T > 0.
Oscilace je d̊uležitým fenoménem dynamických systému. Systém osciluje má-li ne-
triviálńı periodické řešeńı
x(t+ T ) = x(t), ∀t ≥ 0
pro nějaké T > 0 11. Netriviálńı je myšleno ve smyslu vyloučeńı konstantńıch řešeńı. Ve
fázovém prostoru je periodické řešeńı znázorněno uzavřenou trajektoríı. V předcházej́ıćı
sekci jsme již př́ıklad oscilace ukázali. Pro lineárńı systém ẋ = Ax oscilace nastává
pro vlastńı č́ısla λ1,2 = ±iβ. V tomto př́ıpadě jsme hovořili o středu a trajektoriemi
byly uzavřené křivky.
Nyńı přejdeme k novému pojmu limitńıho cyklu. Jde o izolovanou uzavřenou trajek-
torii. Izolovaná je ve smyslu, že okolńı trajektorie nejsou uzavřené a bud’ se přibližuj́ı
k limitńımu cyklu nebo se od něj vzdaluj́ı. Jedná se o vlastnost nelineárńıch dyna-
mických systémů, tedy v lineárńıch systémech se nevyskytuj́ı, i když ty mohou mı́t
uzavřené trajektorie, ale nebudou izolované: bude-li tedy x periodickým řešeńım, tak
i cx pro libovolné c 6= 0. Řešeńı x je tedy obklopeno jednoparametrickou soustavou
uzavřených trajektoríı.
Samotná definice limitńıho cyklu je následuj́ıćı.
Definice 4.10. Limitńım cyklem Γ systému (3) je periodická trajektorie řešeńı, která
je α nebo ω-limitńı množina nějaké trajektorie systému (3) jiné než trajektorie Γ.
Je-li cyklus Γ ω-limitńım množina každé trajektorie v nějakém okoĺı cyklu, tak jej
nazýváme ω-limitńım cyklem nebo také stabilńım limitńım cyklem. Pokud bude Γ α-
-limitńı množinou každé trajektorie nějakého okoĺı cyklu, tak hovoř́ıme o α-limitńım
cyklu nebo o nestabilńım limitńım cyklu a existuje i třet́ı možnost a to taková, že jestli
je Γ ω-limitńı množinou pro jednu trajektorii a α-limitńı množinou pro trajektorii jinou,
tak budeme hovořit o polostabilńım limitńım cyklu.
Jinak řečeno, jedná se o stabilńı limitńı cyklus jestliže se všechny okolńı trajektorie
bĺıž́ı k limitńımu cyklu pro t → ∞ (obrázek 14 (a)), nebo o nestabilńı limitńı cyklus,
když se všechny trajektorie, zač́ınaj́ıćı libovolně bĺızko limitńıho cyklu, budou pro t→
∞ vzdalovat (obrázek 14 (b)) a jedná se limitńı cyklus polostabilńı, jestliže některé
trajektorie jsou přitahovány a jiné odpuzovány limitńım cyklem (obrázek 14 (c)).
11Nejmenš́ı T , pro které toto plat́ı se nazývá perioda.
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(a) (b) (c)
Obrázek 14: Limitńı cykly.
Stabilńı limitńı cyklus se vyskytuje u systémů, které vykazuj́ı samostatně udržitelnou
oscilaci (osciluj́ı i v př́ıpadě absence exterńı periodické śıly). Př́ıkladem může být
např́ıklad tlukot srdce, denńı rytmy teploty lidského těla a sekrece hormon̊u nebo
nebezpečné samobuzené vibrace v mostech či kř́ıdlech letadel.
Poznámka. Vzhledem k Definici 4.9 stabilńı limitńı cyklus je vlastně asymptoticky
stabilńı cyklus a jakýkoliv stabilńı limitńı cyklus je atraktor.
Pravděpodobně nejzákladněǰśım nástrojem při zkoumáńı stability a bifurkace pe-
riodických trajektoríı je Poincarého mapa. Poincarého mapu lze zjednodušeně chápat
jako řez fázovým prostorem, kde jedna nebo v́ıce stavových proměnných je konstantńı.
Definice 4.11. Je-li Γ periodická trajektorie systému (3), která procháźı bodem x0 a Σ
je nadrovina kolmá ke Γ v bodě x0, pak pro jakýkoliv bod x ∈ Σ, který je dostatečně
bĺızko bodu x0, řešeńı (3) procházej́ıćı bodem x v čase t = 0, ϕt(x) protne nadrovinu
Σ opět v bodě P (x) bĺızko x0. Zobrazeńı
x→ P (x)
se nazývá Poincarého mapa (obrázek 15).
Dále uvedeme větu nutnou k existenci a spojitosti Poincarého mapy P (x) a jej́ı
prvńı derivace DP (x).
Věta 4.12. Necht’ Ω je otevřená podmnožina Rn a dále necht’ f ∈ C1(Ω). Předpoklá-
dejme, že ϕt(x0) je periodické řešeńı systému (3) s periodou T , a že cyklus
Γ = {x ∈ Rn | x = ϕt(x0), 0 ≤ t ≤ T}
lež́ı v Ω. Necht’ Σ je ortogonálńı nadrovina ke Γ v bodě x0. Tedy
Σ = {x ∈ Rn | (x− x0) · f(x0) = 0} .
Potom existuje δ > 0 a jediná funkce τ definovaná a spojitě diferencovatelná na Oδ(x0)
tak, že τ(x0) = T a
ϕτ(x)(x) ∈ Σ
pro ∀x ∈ Oδ(x0).
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Obrázek 15: Poincarého mapa.
Definice 4.13. Necht’ je Γ,Σ, δ a τ(x) definováno stejně jako v 4.12. Pak pro x ∈
Oδ(x0) ∩ Σ se funkce
P (x) = ϕτ(x)(x)
nazývá Poincarého mapa pro Γ v bodě x0.
Poznámka. Z Věty 4.12 plyne, že P ∈ C1(U), kde U = Oδ(x0) ∩ Σ.
V př́ıpadě n = 2, přesuneme-li počátek do bodu x0 ∈ Γ ∩ Σ, tak Σ bude př́ımka








Obrázek 16: Poincarého mapa pro dimenzi n = 2.
Bod 0 rozděĺı př́ımku Σ na dvě části a to Σ+ a Σ−, kde Σ+ lež́ı vně Γ. Necht’ s
popisuje vzdálenost podél Σ, kde s > 0 pro body na Σ+ a s < 0 pro body na Σ−.
Podle věty 4.12 je pak Poincarého mapa P (s) definována pro |s| < δ a plat́ı, že
P (0) = 0. Nyńı ukážeme, jak stabilita cyklu Γ souviśı s derivaćı P ′(0). Zavedeme tzv.
funkci posunut́ı.
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Definice 4.14. Funkce posunut́ı udává nejkratš́ı vzdálenost z počátečńı pozice do
pozice koncové a je určena vztahem
d(s) = P (s)− s.
Plat́ı, že d(0) = 0 a derivace d′(s) = P ′(s)− 1.
Jelikož d′(s) je spojitá funkce, tak znaménko d′(s) bude stejné jako znaménko d′(0)
pro |s| dostatečně malé, pokud d′(0) 6= 0. Tedy pokud d′(0) < 0, tak d(s) < 0 pro
s > 0 a d(s) > 0 pro s < 0. To znamená, že Γ je stabilńı limitńı cyklus neboli ω-limitńı
cyklus. Obdobně pokud d′(0) > 0, tak Γ nestabilńı limitńı cyklus, α-limitńı cyklus.
Ke stejným závěr̊um dojdeme i pokud P (0) = 0 a P ′(0) < 1, tak je Γ stabilńı limitńı
cyklus a pokud P (0) = 0, P ′(0) > 1, tak se jedná o nestabilńı limitńı cyklus.
Uvedeme nyńı větu, která nám dá vzorec pro výpočet P ′(0) na základě pravé strany
soustavy (3).
Věta 4.15. Necht’ je Ω otevřená podmnožina R2 a f ∈ C1(Ω). Dále necht’ γ je peri-
odické řešeńı (3) s periodou T . Pak derivace Poincarého mapy P (s) podél př́ımky Σ
kolmé na Γ = {x ∈ R2 | x = γ(t)− γ(0), 0 ≤ t ≤ T} v bodě x = 0 je dána vztahem








∇ · f(γ(t))dt < 0
a nestabilńım limitńım cyklem, jestliže
T∫
0
∇ · f(γ(t))dt > 0.
Je-li tento integrál roven nule, tak nejsme schopni rozhodnout.
Př́ıklad 4.16 (Van Der Pol̊uv oscilátor). Van der Pol̊uv nekonzervativńı oscilátor





+ x = 0, (23)
kde µ ≥ 0 je parametr. Přeṕı̌seme-li tuto rovnici na soustavu, tak dostaneme
ẋ1 = x2
ẋ2 = µ(1− x21)x2 − x1.
Vykresĺıme-li fázový portrét, tak vid́ıme, že dostaneme stabilńı limitńı cyklus (obrázek
17).
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Van der Polova rovnice uvedená v př́ıkladě 4.16 může být zobecněna na tzv.






+ g(x) = 0.
Přeṕı̌seme-li si tuto rovnici opět na soustavu dvou diferenciálńıch rovnic prvńıho řádu,
tak dostaneme
ẋ = y
ẏ = −g(x)− f(x)y. (24)
Uvedeme nyńı větu, která uvád́ı, že soustava má jediný stabilńı limitńı cyklus za
určitých požadavk̊u kladených na funkce f, g.
Věta 4.17. Předpokládejme, že funkce f a g splňuj́ı následuj́ıćı požadavky:
• f(x), g(x) ∈ C1(R).
• g(−x) = −g(x) pro ∀x (tj. g je lichá funkce).
• g(x) > 0 pro x > 0.
• f(−x) = f(x) pro ∀x (tj. f je sudá funkce).
• Lichá funkce F (x) =
x∫
0
f(u)du, F (0) = 0, F ′(0) < 0 má právě tři kořeny a to
v 0,−a, a, je záporná pro 0 < x < a, kladná a neklesaj́ıćı pro x > 0 a F (x)→∞
pro x→∞.
Jsou–li splněny všechny výše uvedené požadavky, tak soustava (24) má právě jeden
stabilńı limitńı cyklus.
Obrázek 17: Fázový portrét Van der Polova oscilátoru pro µ = 1.2.
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Př́ıklad 4.18. Ukažme, že Van der Polova rovnice má právě jeden stabilńı limitńı
cyklus. Vyjdeme-li z rovnice (23), vid́ıme, že f(x) = µ(x2 − 1), g(x) = x. Tedy prvńı
čtyři požadavky z věty 4.17 jsou splněny. Pod́ıváme-li se na posledńı požadavek, tak je
vhodné si všimnout, že










z čeho vid́ıme, že posledńı podmı́nka bude splněna pro a =
√
3 a tedy Van der Polova
rovnice má právě jeden stabilńı limitńı cyklus.
4.3 Bifurkace
V této sekci se budeme věnovat bifurkaci systémů druhého řádu. Při přechodu z jed-
nodimenzionálńıho systému na systém druhého řádu, stále plat́ı, že body rovnováhy
mohou vznikat, zanikat a být destabilizovány změnou parametru, ale nav́ıc totéž plat́ı
i pro limitńı cykly. Uvedeme tedy možnosti, jak oscilaci spustit nebo zastavit.
Poznatky uvedené v sekci 3.3 maj́ı analogii pro systémy druhého řádu. Dokonce
po přidáńı daľśıch dimenźı se nic nového d́ıt nebude, jelikož je vše d̊uležité vztažené
na jednodimenzionálńı podprostor, kde se bifurkace odehrává, zat́ımco ve zbývaj́ıćıch
dimenźıch je tok jednoduše přitahován či odpuzován z tohoto podprostoru, jak ukážeme
v následuj́ıćıch částech této sekce.
Bifurkace typu sedlo–uzel
Uvažujme soustavu dvou diferenciálńıch rovnice
ẋ = µ− x2,
ẏ = −y. (25)
Ve směru x vid́ıme bifurkačńı chováńı diskutované v sekci 3.3, zat́ımco ve směru y je
pohyb tlumený.
Vykresĺıme-li fázový portrét v závislosti na měńıćı se hodnotě parametru µ, tak pro
µ > 0 dostaneme dva body rovnováhy. Stabilńı uzel v bodě (x∗, y∗) = (
√
µ, 0) a sedlo
v bodě (−√µ, 0). S klesaj́ıćı hodnotou se tyto dva body k sobě přibližuj́ı, až splynou
při µ = 0 a zmiźı úplně pro µ < 0 (obrázek 18).
Tok je ovšem ovlivňován i po zmizeńı bodu rovnováhy. Body zanechávaj́ı oblast,
které ř́ıkáme
”
hrdlo“, která vtáhne trajektorie a opozd́ı je než je na druhé straně nechá
proj́ıt dále.
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Obrázek 18: Bifurkace typu sedlo uzel pro 2D př́ıpad.
Transkritická a vidličková bifurkace
Podobnou úvahou jako pro bifurkaci typu sedlo-uzel můžeme sestavit prototypy sou-
stav, kde se bude vyskytovat transkritická bifurkace typu sedlo-uzel a vidličková bi-
furkace. Opět ve směru x vid́ıme bifurkačńı chováńı diskutované v sekci 3.3, zat́ımco
ve směru y je pohyb tlumený. Uved’me př́ıklady soustav, pro které nastanou v tomto
pořad́ı: transkritická bifurkace typu sedlo–uzel - soustava (26), superkritická vidličková
bifurkace - soustava (27) a podkritická vidličková bifurkace - soustava (28).
ẋ = µx− x2,
ẏ = −y. (26)
ẋ = µx− x3,
ẏ = −y. (27)
ẋ = µx+ x3,
ẏ = −y. (28)
Při analýze jednotlivých př́ıpad̊u se postupuje stejnými kroky. Uvedeme rozbor pro
př́ıpad superkritické vidličkové bifurkace. Mějme soustavu (27) a vykresĺıme fázový
portrét pro př́ıpady, že µ < 0, µ = 0, µ > 0 (Obrázek 19).
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Obrázek 19: Superkritická vidličková bifurkace pro 2D př́ıpad.
Pro µ < 0 je jediným bodem rovnováhy stabilńı uzel v počátku. Pro µ = 0 je
počátek stále stabilńım, ale stejně jako v 1D př́ıpadu je rychlost poklesu menš́ı podél
osy x. Pro µ > 0 počátek ztráćı stabilitu a objevuj́ı se dva nové body rovnováhy,
které jsou symetrické okolo počátku (x∗, y∗) = (±√µ, 0) (stejně jako v 1D př́ıpadu je
pro vidličkovou bifurkaci typická symetrie). Při určeńı typu bod̊u rovnováhy bychom
pomoćı Jacobiho matice zjistili, že počátek je sedlo a nové body jsou stabilńımi uzly.
Ve všech výše uvedených př́ıpadech bifurkace nastala pro př́ıpad, kdy jedno z vlast-
ńıch č́ısel bylo rovno nule. Obecně bifurkace typu sedlo-uzel, transkritická a vidličková
jsou př́ıklady tzv. bifurkace při nulovém vlastńım č́ısle. Tento typ bifurkace vždy nastává
při kolizi jednoho nebo v́ıce bod̊u rovnováhy. Dále uvedeme zcela nový druh bifur-
kace, který nemá sv̊uj protěǰsek v jednodimenzionálńıch př́ıpadech. Ukazuje, že existuje
možnost, aby bod rovnováhy ztratil stabilitu, aniž by došlo k interakci s jiným bodem
rovnováhy.
Hopfova bifurkace
Za předpokladu, že dvoudimenzionálńı soustava má stabilńı bod rovnováhy, tak bude
záviset na vlastńıch č́ıslech Jacobiho matice, které budou určovat, bude-li tento bod
stabilńı nebo nestabilńı s ohledem na měńıćı se bifurkačńı parametr.
Je-li bod rovnováhy stabilńı, tak v́ıme, že vlastńı č́ısla λ1, λ2 maj́ı Reλ < 0. Při
výpočtu vlastńıch č́ısel vycháźıme z kvadratické rovnice, kde pro stabilńı bod rovnováhy
existuj́ı dva možné scénáře. Bud’to jsou obě vlastńı č́ısla reálná a záporná (Obrázek 20
(a)), nebo se jedná o dvě komplexně sdružená vlastńı č́ısla (Obrázek 20 (b)). Ke ztrátě
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stability je nutné, aby alespoň jedno vlastńı č́ıslo přešlo do oblasti pravé komplexńı




Obrázek 20: Rozložeńı vlastńıch č́ısel pro stabilńı bod rovnováhy.
Doposud jsme viděli př́ıpady, kde vlastńı č́ısla prošla př́ıpadem, že λ = 0 (vidličková
bifurkace, bifurkace typu sedlo-uzel. . .). To ale nebylo nic nového, jelikož jsme se s t́ım
setkali již dř́ıve u jednodimenzionálńıho př́ıpadu. Nyńı však budeme uvažovat zcela
nový př́ıpad, kdy sdružená komplexńı č́ısla zároveň přejdou přes imaginárńı osu do
oblasti Reλ > 0. Z obecného hlediska Hopfova bifurkace nastává tam, kde se objev́ı
periodická trajektorie a dojde ke změně stability bodu rovnováhy. Stejně jako vidličková
bifurkace, tak i Hopfova bifurkace je superkritická a podkritická.
Superkritická Hopfova bifurkace nastává, když se stabilńı ohnisko změńı na oh-
nisko nestabilńı. které je obklopeno stabilńım limitńım cyklem s malou amplitudou.
V př́ıpadě podrkritické Hopfovy bifurkace docháźı k tomu, že když nestabilńı limitńı
cyklus obklopuje stabilńı ohnisko, tak při změně parametru se tento limitńı cyklus bude
zmenšovat a bude se
”
stahovat“ okolo bodu rovnováhy až do chv́ıle, kdy limitńı cyklus
zmiźı úplně a z̊ustane pouze nestabilńı ohnisko.
Poznámka. Dá se j́ıt i v opačném smyslu a bude se také jednat o podkritickou Hopfovu
bifurakci. Tedy začneme s nestabilńım ohniskem, kdy při změně parametru dojde k vy-
tvořeńı malého nestabilńıho limitńıho cyklu, který bude r̊ust. Nezáviśı tedy na směru,
ale na tom, že se jedná o nestabilńı limitńı cyklus a odtud tedy název podkritická
bifurkace.
Na závěr této kapitoly uvedeme ještě jeden druh bifurkace, který bude souviset
s pojmem homoklinická trajektorie. Tento druh bifurkace bude názorně vidět v sekci
5.2.
Definice 4.19. Heteroklinická trajektorie je trajektorie, která spojuje dva body rov-
nováhy. V př́ıpadě, že je počátečńı bod shodný s bodem koncovým, tak hovoř́ıme
o homoklinické trajektorii. Máme-li tedy př́ıpad homoklinické trajektorie, tak plat́ı, že
Γ(t)→ x∗, pro t→ ±∞.
A v př́ıpadě heteroklinické trajektorie bude platit, že
Γ(t)→ x∗1, pro t→ −∞
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a
Γ(t)→ x∗2, pro t→ +∞,
kde Γ(t) je trajektorie z bodu rovnováhy x∗1 do bodu rovnováhy x
∗
2.
Poznámka. Homoklinická bifurkace se projevuje následovně: část limitńıho cyklu se
přibližuje ohnisku a ve chv́ıli bifurkace se ho dotkne. V této chv́ıli se stává homoklinic-
kou orbitou. Homoklinická orbita ale nepředstavuje periodické řešeńı.
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5 Teorie chaosu a systémy třet́ıho řádu
Dynamické systémy třet́ıho řádu zauj́ımaj́ı významnou pozici v problematice dyna-
mických systémů a to z d̊uvodu, že ve tř́ıdimenzionálńım př́ıpadě mohou tyto systémy
vykazovat chaotické chováńı. Lorenz̊uv systém je prototypem takovéhoto systému,
proto je mu v této kapitole věnována velká část, ve které je detailněǰśı rozbor tohoto
systému. Daľśı dva zmı́něné systémy (Rössler̊uv systém, Chen̊uv systém) nebudou de-
tailněji rozebrány. Dř́ıve než přejdeme k dynamickým systémům třet́ıho řádu, uvedeme
několik pojmů z teorie chaosu, včetně vlastńıho algoritmu pro indikaci chaotického
chováńı.
5.1 Deterministický chaos
V této problematice doposud nebylo ustálené názvoslov́ı a tedy neexistuje obecně
uznávaná definice chaosu, nicméně se tyto definice shoduj́ı ve třech bodech.
Chaos je neperiodické chováńı deterministického systému, který vykazuje vysokou
citlivost na počátečńıch podmı́nkách.
1. Neperiodickým chováńım rozumı́me, že existuj́ı trajektorie, které se nepřibližuj́ı
bodu rovnováhy nebo periodickým trajektoríım pro t→∞.
2. Deterministický znamená, že systém nemá žádné náhodné vstupy nebo parame-
try. Nepravidelnost chováńı tedy vyplývá z nelinearity systému, nikoliv z náhod-
nosti na vstupu či parametrech.
3. Vysoká citlivost na počátečńıch podmı́nkách znamená, že dvě bĺızko zač́ınaj́ıćı
trajektorie se vzdaluj́ı exponenciálně, tedy systém má kladný největš́ı Ljapunov̊uv
exponent12.
Poznámka. Ukazuje se, že nutnou podmı́nkou pro existenci chaosu je dimenze systému
n ≥ 3.
Daľśı pojem nutný ke zkoumáńı problematiky je atraktor, který jsme již zavedli
v části o nelineárńıch systémem v kapitole 4. Pojd’me ale tento pojem zopakovat
a rozš́ı̌rit (i zde stále neńı jednotná úmluva v definici, takže opět uvedeme nejčastěji
přij́ımaný popis).
Definice 5.1. Atraktorem budeme chápat uzavřenou množinu A ve fázovém prostoru,
ke které jsou přitahovány trajektorie, a která splňuje následuj́ıćı podmı́nky:
1. A je invariantńı množina (trajektorie zač́ınaj́ıćı v této množině ji neopust́ı).
2. Existuje otevřená množina A ⊆ U taková, že x(0) ∈ U a vzdálenost z x(t) od A se
bĺıž́ı k nule pro t→∞ (A přitahuje všechny trajektorie, které zač́ınaj́ı dostatečně
bĺızko). Největš́ı množina U , která toto splňuje, se nazývá oblast přitažlivosti
množiny A.
3. A je minimálńı (neexistuje žádná jej́ı podmnožina, která by splňovala prvńı dvě
podmı́nky atraktoru).
Poznámka. Stabilńı body rovnováhy a stabilńı limitńı cykly jsou př́ıkladem atraktoru.
12Pojem Ljapunov̊uv exponent bude přesněji vysvětlen později.
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Poznámka. Podivným atraktorem13 budeme chápat atraktor, který má fraktálńı struk-
turu.
Poznámka. Ne každý podivný atraktor má chaotické chováńı.
Př́ıklad 5.2. Mějme dán fázový portrét (Obrázek 21) pro soustavu rovnic ve tvaru
ẋ = x− x3,
ẏ = −y. (29)





Obrázek 21: Fázový portrét z př́ıkladu 5.2.
Řešeńı. Vid́ıme, že soustava má tři body rovnováhy: sedlo v počátku a dva stabilńı
body rovnováhy na konci intervalu J . Ověřme tedy podmı́nky atraktoru:
1. Obrázek 21 ukazuje, že J je invariantńı množina, tedy každá trajektorie v tomto
intervalu zač́ınaj́ıćı, zde i z̊ustane. Dokonce celá osa x je invariantńı množina,
jelikož pro y(0) = 0 dostaneme, že y(t) = 0 pro ∀t a tedy podmı́nka 1 z definice
5.1 je splněna.
2. Dále vid́ıme, že J přitahuje otevřenou množinu počátečńıch podmı́nek (přitahuje
všechny trajektorie v (x, y) rovině, podmı́nka 2 definice 5.1 je taktéž splněna.
3. Nyńı však naráž́ıme na problém, který zp̊usobuj́ı stabilńı body rovnováhy, které
jsou podmnožinou intervalu J , ale samy splňuj́ı 1. a 2. podmı́nku atraktoru, tud́ıž
interval J neńı minimálńı a nemůže se jednat o atraktor.
Závěr je tedy takový, že jedinými atraktory soustavy (29) jsou stabilńı body rovnováhy
o souřadnićıch (±1, 0).
Poznámka. Jak jsme uvedli, tak definice atraktoru neńı jednotná. Někteř́ı autoři k pod-
mı́nce 1–3 definice 5.1 uváděj́ı i podmı́nku daľśı:
4. Trajektorie, které zač́ınaj́ı pobĺıž A, z̊ustanou pobĺıž A, ∀t > 0. Jedná se tedy
o př́ıpad, že trajektorie z̊ustávaj́ı pobĺıže A po celou dobu a nepožadujeme pouze,
aby se ve výsledku
”
přitáhli“, jak uvád́ı podmı́nka 2 definice 5.1. Přesněji řečeno:
pro libovolné okoĺı U množiny A existuje okoĺı V množiny A takové, že začneme-li
v okoĺı V , tak z̊ustaneme v okoĺı U napořád.
13Můžeme se setkat i s názvem jako je chaotický atraktor či fraktálńı atraktor.
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Ukažme na př́ıkladu:
Př́ıklad 5.3. Uvažujme jednodimenzionálńı soustavu na kružnici
θ̇ = 1− sin θ.
Pro tento př́ıpad dostaneme bod rovnováhy θ∗ = π
2
a jedná se o polostabilńı bod
rovnováhy (obrázek 22). Je bod rovnováhy θ∗ atraktor?
Obrázek 22: Grafické znázorněńı pro př́ıklad 5.3.
Řešeńı. Podmı́nka 1 je splněna, jelikož začneme-li v tomto bodě, tak v něm i napořád
z̊ustaneme. Podmı́nka 2 je taktéž splněna, jelikož at’ začneme kdekoliv na kruhu, tak
opět skonč́ıme v bodě θ∗. Bod nemá žádnou podmnožinu, která by splňovala prvńı dvě
podmı́nky a tedy i podmı́nka 3 je splněna. Podle definice 5.1 se jedná o atraktor. To
se ale některým autor̊um neĺıbilo, protože se jedná pouze o polostabilńı bod rovnováhy
a při startu z bodu θ∗
”
utečeme“ moc daleko od tohoto bodu a projdeme velkou část
fázového prostoru, než se do něj vrát́ıme. Zde přicháźı do hry podmı́nka 4, která již
splněna nebude, jelikož bychom opustili libovolné okoĺı bodu θ∗.
Spektrum Ljapunovových exponent̊u
Jak jsme již zmı́nili, tak dynamické systémy vykazuj́ıćı vysokou citlivost na počátečńı
podmı́nky, mohou mı́t chaotické chováńı. Hodil by se tedy nástroj, kterým by bylo
možné tuto citlivost detekovat a př́ıpadně kvantifikovat. V úvodu kapitoly jsme také
uvedli, že kladná hodnota Ljapunovova exponentu indikuje chaotické chováńı dyna-
mického systému. Pojd’me se nyńı pod́ıvat na tuto problematiku podrobněji.
Ljapunov̊uv exponent měř́ı citlivost dynamického systému na malou změnu počá-
tečńıch podmı́nek. Jestliže dvě trajektorie zač́ınaj́ı bĺızko sebe v chaotickém systému,




kde d0 znač́ı počátečńı vzdálenost mezi startovaćım bodem a bodem na bĺızké trajekto-
rii. d označuje vzdálenost v čase t > t0 a konečně λ označuje námi hledaný Ljapunov̊uv
exponent.
Poznámka. Pokud λ > 0, tak hodnota d
d0
poroste exponenciálně, pro λ < 0 se tato hod-
nota bude exponenciálně zmenšovat a pokud λ = 0, tak se trajektorie budou vzdalovat
neexponenciálně.
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Tento vztah nám ale dává možnost spoč́ıtat λ pouze pro dva určité sousedńı body na
určitém časovém intervalu, neznamená to, že možným zp̊usobem, jak určit Ljapunov̊uv
exponent pro celý systém, by mohlo být zpr̊uměrovat hodnoty λ na velkém množstv́ı
sousedńım bod̊u.
Definice 5.4. Jestliže vzdálenost mezi i -tým bodem a sousedńım bodem v čase ti je
















Poznámka. Většina dynamických systémů nemá pouze jeden Ljapunov̊uv exponent. Ve
skutečnosti, je-li systém n-dimenzionálńı, tak má tento systém n Ljapunovových expo-
nent̊u. Dohromady dávaj́ı množinu, které se ř́ıká Ljapunovovo spektrum. Ljapunovovo
spektrum je zpravidla uspořádáno od největš́ıho exponentu k nejmenš́ımu. K nalezeńı
celého spektra muśıme napoč́ıtat λi pro malé vzdálenosti v i -té proměnné pro všechna
1 ≤ i ≤ n.
Definice 5.5. Jsou-li λ1 ≥ λ2 ≥ · · · ≥ λn Ljapunovovy exponenty n-dimenzionálńıho
dynamického systému, pak Ljapunovovým spektrem budeme chápat množinu
{λ1, λ2, λ3, . . . , λn}
a λ1 budeme označovat jako LLE–Largest Lyapunov exponent (největš́ı Ljapunov̊uv
exponent).
Zbývá ještě upravit naše tvrzeńı o indikaci chaosu pomoćı Ljapunovova exponentu
to pomoćı následuj́ıćıho kritéria:
λ1 > 0⇔ chaotické chováńı
λ1 ≤ 0⇔ nechaotické chováńı
Poznámka. LLE slouž́ı jako indikace chaosu, tedy mohou nastat př́ıpady, kdy systém
má kladný LLE, ale neńı chaotický. Např́ıklad systém ẋ = λx má pro λ > 0 kladný
LLE, ale systém neńı chaotický.
Vlastnosti Ljapunovova spektra :
• Je-li systém konzervativńı (bez disipace 14), tak suma všech Ljapunovových ex-
ponent̊u bude nula, v opačném př́ıpadě bude tato suma záporná.
• Jestliže trajektorie nekonverguj́ı do jediného bodu, tak jeden Ljapunovůuv expo-
nent bude vždy nula.
• Pro dynamické systémy vykazuj́ıćı chaotické chováńı muśı být alespoň jeden ex-
ponent kladný.
Poznámka. U systémů dimenze n = 3 budeme mı́t vždy λ1 > 0, λ2 = 0, λ3 < 0.
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Algoritmus výpočtu LLE
Ukažme, jak vypadá algoritmus výpočtu LLE pro obecný dynamický systém za účelem
ověřeńı chaotického chováńı.
1. Vhodným výběrem počátečńı podmı́nky 15 dostaneme trajektorii, kterou budeme
považovat za referenčńı trajektorii.
2. Vybereme (libovolně) novou bĺızkou počátečńı podmı́nku, která je dostatečně
”
bĺızko“ a je vzdálená o konstantu d [4]. Tato nová počátečńı podmı́nka udává
pomocnou trajektorii.
3. Necháme spoč́ıtat jednu iteraci pro obě počátečńı podmı́nky vhodnou numerickou
metodou (v našem př́ıpadě pomoćı metody Runge–Kutta čtvrtého řádu s krokem
h) a spoč́ıtáme jejich novou vzdálenost d1.
4. Spoč́ıtáme lokálńı Ljapunov̊uv exponent16 podle vzorce (31).
5. Spoč́ıtaná iterace referenčńı trajektorie nyńı určuje novou počátečńı podmı́nku
pro tuto trajektorii a počátečńı podmı́nku pro pomocnou trajektorii uprav́ıme
tak, aby ležela na úsečce spojuj́ıćı obě iterace ve vzdálenosti d od referenčńı
trajektorie.
6. Opakujeme kroky 3.-5. až do konečného času T , přičemž zaznamenáváme pr̊uměr-
nou hodnotu jednotlivých lokálńıch Ljapunovových exponent̊u. Takto dostáváme
odhad LLE.
7. Vybereme náhodně novou počátečńı podmı́nku pro referenčńı trajektorii (opět
by měla být
”
bĺızko“ atraktoru), kterou vezmeme tak, že k počátečńı podmı́nce
z předešlé iterace je přičten náhodný vektor z intervalu (−1, 1), a opakujeme
kroky 2.-6.
8. Krok 7. opakujeme dostatečně mnohokrát a zaznamenáváme pr̊uměrnou hodnotu
LLE přes jednotlivé počátečńı podmı́nky.
Poznámka. Je vhodné neuvažovat několik prvńıch hodnot pr̊uměrného Ljpaunovova
exponentu a to z d̊uvodu, kdybychom
”
netrefili“ počátečńı podmı́nku na (nebo bĺızko)












Obrázek 23: Algoritmus výpočtu LLE. Γ0 označuje referenčńı trajektorii a Γ0 pomocné
trajektorie.
15T́ımto je myšlena volba počátečńı podmı́nky, která je
”
bĺızko“ atraktoru.
16Lokálńı Ljapunov̊uv exponent udává předpověd’ chováńı systému v lokálńım smyslu, zat́ımco LLE
udává předpověd’ z hlediska globálńıho.
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Ljapunovovo spektrum můžeme využ́ıt nejen k identifikaci chaosu v dynamickém
systému, ale můžeme jej použ́ıt i k přibližnému určeńı fraktálńı dimenze podivného
atraktoru. K určeńı této dimenze je potřeba spoč́ıtat tzv. Kaplan–Yorkeovu dimenzi.
Definice 5.6. Jsou-li λ1 ≥ λ2 ≥ · · · ≥ λn Ljapunovovy exponenty n-dimenzionálńıho
dynamického systému a je-li j největš́ı celé č́ıslo, pro které plat́ı, že λ1+λ2+· · ·+λj ≥ 0,
tak Kaplan–Yorkeova dimenze je dána vztahem
DKY = j +
λ1 + λ2 + · · ·+ λj
|λj+1|
. (32)
Uved’me nyńı několik chaotických dynamických systémů třet́ıho řádu, na kterých
posléze budeme aplikovat výpočty pro zjǐstěńı LLE. Lorenzovým systémem se budeme
zabývat detailněji, jelikož se jedná o prototyp chaotického dynamického systému a daľśı
dva systémy zmı́ńıme již jen okrajově.
5.2 Systémy třet́ıho řádu
Lorenz̊uv systém
Edward Lorenz byl americký matematik, meteorolog a pr̊ukopńık v teorii chaosu. Lo-
renz se obecně zabýval zjednodušováńım složitých model̊u a bylo tomu i v př́ıpadě
modelu prouděńı kapaliny. Lorenz̊uv systém je tvořen soustavou tř́ı diferenciálńıch rov-
nic 1. řádu s jedńım parametrem a dvěma nelinearitami. Je následuj́ıćıho tvaru:
dx
dt
= σ(y − x),
dy
dt
= x(ρ− z)− y,
dz
dt
= xy − βz,
(33)
kde parametr β nemá název (jedná se pouze o parametr soustavy), parametr δ je Prand-
tlovo č́ıslo, které vyjadřuje poměr ztracené energie vlivem třeńı v tekutině a energie
ztracené vlivem vedeńı tepla a parametr ρ představuje až na násobek Rayleighovo č́ıslo
a udává mı́ru pod́ılu teploty mezi teplotou horńı a dolńı vrstvou tekutiny, přičemž
plat́ı, že σ, ρ, β > 0 (jedná se o bezrozměrnou hodnotu). Soustavě (33) se také ř́ıká
Lorenz̊uv model konvektivńıho prouděńı v atmosféře.
Lorenz zjistil, že takto jednoduše vypadaj́ıćı systém může mı́t extrémně nestálé
chováńı. Při r̊uzných hodnotách parametr̊u řešeńı nepravidelně osciluje, avšak nikdy se
neopakuje a z̊ustává v ohraničené oblasti fázového prostoru.
Ukažme nyńı několik základńıch vlastnost́ı tohoto systému:
1. V soustavě (33) se vyskytuj́ı dvě nelinearity a to výrazy xz, xy.
2. Taktéž lze vidět symetrii v soustavě. Zaměńıme-li totiž (x, y) → (−x,−y), tak
z̊ustanou rovnice beze změny. Tedy jestliže je vektor (x, y, z) řešeńım, tak i vektor
(−x,−y, z) je řešeńım. V kapitole o bifurkaćıch jsme uvedli, že při vidličkové
bifurkaci je viditelná symetrie, lze tedy očekávat, že tento typ bifurkace se objev́ı
i u Lorenzova systému.
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3. Posledńı vlastnost́ı, kterou ukážeme je
”
smrštěńı“ objemu. Lorenz̊uv systém je
totiž disipativńı ve fázovém prostoru ve smyslu toku. Uvažujme nejprve obecný li-
bovolný tř́ıdimenzionálńı systém ẋ = f(x) a vezměme libovolný uzavřený povrch
S(t) = ∂V (t) objemu V (t) ve fázovém prostoru. Body z S budeme považovat za
počátečńı podmı́nky pro trajektorie a budeme pozorovat, jak se tyto trajektorie
budou vyv́ıjet pro infinitezimálńı př́ır̊ustek času dt. Povrch S se tedy změńı na
S(t + dt) a vyvstává otázka, jaký bude objem V (t + dt). Dále necht’ n označuje
vněǰśı jednotkový normálový vektor povrchu S a vektor f udává rychlost bod̊u
na povrchu (viz obrázek 24).
V (t)





Potom f ·n udává normálovou složku rychlosti na povrchu S. Tedy s př́ır̊ustkem
času dt se malá část plochy dA
”
vynoř́ı“ z objemu (f · n dt)dA (obrázek 25).
dA
f · ndt
Obrázek 25: Př́ır̊ustek objemu.
Nyńı už můžeme přistoupit k zodpovězeńı otázky, jak se změńı objem s př́ır̊ustkem
času dt:







V (t+ dt)− V (t)
dt








∇ · f dV. (34)
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(xy−βz) = −σ−1−β = −(σ+β+1) < 0.
Protože je divergence∇·f konstantńı, (34) představuje jednoduchou diferenciálńı
rovnici, která má řešeńı
V (t) = V (0)e−(σ+β+1)t.
Odtud je vidět, že se objem ve fázovém prostoru zmenšuje exponenciálně rychle.
Závěr je tedy takový, že začneme-li s libovolným útvarem počátečńıch podmı́nek
o nějakém objemu, tak dojde k tomu, že se tento
”
útvar“ smrskne do limitńı
množiny s nulovým objemem.
Co takovou množinou může být? V př́ıpadě Lorenzova systému záviśı na paramet-
rech. Může se jednat o bod rovnováhy, limitńı cyklus ale také se bude jednat o podivný
atraktor.
Dále provedeme základńı analýzu Lorenzova systému: urč́ıme body rovnováhy, po-
soud́ıme jejich stabilitu a poṕı̌seme chováńı systému ve fázovém prostoru s ohledem na
měńıćı se hodnotu parametru ρ. Body rovnováhy jsou řešeńım soustavy
0 = σ(y − x), (35)
0 = x(ρ− z)− y, (36)
0 = xy − βz. (37)
Z prvńı rovnice vid́ıme, že x = y. Dosazeńım této rovnosti do rovnic (36),(37) dosta-
neme tři body rovnováhy:
L1(x
∗, y∗, z∗) = (0, 0, 0),
L2,3(x




β(ρ− 1), ρ− 1).
Dále vid́ıme, že existence bod̊u L2 a L3 záviśı na parametru ρ. V př́ıpadě, že ρ < 1,
tak body L2 a L3 nebudou existovat. Pro ρ = 1 dostaneme, že L2 = L3 = L1 a konečně
pro ρ > 1 budou body L2 a L3 existovat a budou r̊uzné.
Nyńı posoud́ıme stabilitu těchto bod̊u. Linearizace okolo počátku může být pro-
vedena pomoćı Jacobiho matice. My však využijeme toho, že v okoĺı počátku jsou
hodnoty x, y, z malé a tedy výrazy xy a −xz zanedbáme. Touto úvahou dostaneme ze
soustavy (33) zjednodušený tvar
ẋ = σy − σx,
ẏ = xρ− y,
ż = −βz.
(38)
V soustavě (38) vid́ıme, že třet́ı rovnice je rovnice se separovanými proměnnými, která
má řešeńı
z(t) = c1e
−βt, c1 ∈ R
a plat́ı, že z(t) → 0, pro t → ∞, přičemž rychlost poklesu je zřejmě exponenciálńı.
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− (σ + 1)±
√
(σ + 1)2 − 4σ(1− ρ)
)
,
kde vid́ıme, že pro volbu ρ > 1 dostaneme bod rovnováhy typu sedlo, kde jeden směr je
přitahuj́ıćı a jeden odpuzuj́ıćı. Spoj́ıme-li to s t́ım, že pro směr v ose z jsme zjistili, že
pro rostoućı čas, trajektorie skonč́ı v počátku, tak budeme mı́t jeden směr odpuzuj́ıćı
a dva směry přitahuj́ıćı. Je-li ρ < 1, počátek bude stabilńı uzel.
Pro ρ < 1 jsme tedy schopni ukázat, že se každá trajektorie asymptoticky přibližuje
počátku pro t→∞, tedy počátek je globálně stabilńı. To znamená, že nevznikaj́ı žádné
limitńı cykly, podivné atraktory, apod., a počátek je tedy jediný atraktor.
K dokázańı tohoto tvrzeńı využijeme poznatky ze sekce 2.3. Uvažujme Ljapunovovu
funkci
V (x, y, z) =
1
σ
x2 + y2 + z2.
V př́ıpadě, že V bude konstantńı, tak z geometrického hlediska se bude jednat o sou-
středné elipsoidy se středem v počátku. Naš́ım ćılem bude ukázat, za předpokladu, že






xẋ+ yẏ + zż,
kde po dosazeńı z (33) dostaneme
1
2
V̇ = yx− x2 + xρy − xzy − y2 + xyz − βz2 = xy(1 + ρ)− x2 − y2 − βz2. (39)
















y2 − βz2. (40)
Z tohoto tvaru je ihned vidět, že V̇ < 0, ∀(x, y, z) 6= (0, 0, 0) a ρ < 1.
Dı́ky větě 2.19 tedy máme
V (x(t), y(t), z(t))→ 0⇒ (x(t), y(t), z(t))→ 0,
tj. počátek je globálně asymptoticky stabilńı.
Předpokládejme nyńı, že ρ > 1. Pro tento př́ıpad jsme již ukázali, že v počátku
budeme mı́t bod rovnováhy typu sedlo se dvěma směry přitahuj́ıćımi a jedńım směrem
odpuzuj́ıćım. Dále v́ıme, že pro př́ıpad ρ > 1 dostaneme daľśı body rovnováhy L2 a L3.
Pomoćı symetrie Lorenzova systému lze ulehčit práci a to t́ım, že budeme analyzo-
vat stabilitu pouze pro jeden bod a druhý bod bude vykazovat stejné chováńı. Vezměme
tedy bod L2(x




β(ρ− 1), ρ− 1). K této analýze bude vhodné
využ́ıt Routh-Hurwitzovo kritérium, kde nám budou stačit pouze koeficienty charakte-
ristického polynomu z Jacobiho matice.
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Věta 5.7. Mějme polynom
P (λ) = λn + c1λ
n−1 + · · ·+ cn−1λ+ cn,
kde všechny koeficienty ci, i = 1, . . . , n jsou reálné. Dále necht’
Hn =

c1 1 0 0 · · · 0
c3 c2 c1 0 · · · 0



















 c1 1 0c3 c2 c1
c5 c4 c3

jsou Hurwitzovy matice koeficient̊u ci. Potom budou všechny kořeny polynomu P (λ)
mı́t zápornou reálnou část, jestlǐze všechny determinanty Hurwitzových matic budou
kladné.
Tyto znalosti můžeme nyńı aplikovat na př́ıpad Lorenzova systému, kdy po sestaveńı
Jacobiho matice a př́ıslušného charakteristického polynomu obdrž́ıme, že
c1 = (σ + 1 + β) c2 = β(σ + ρ) c3 = 2σβ(ρ− 1)
a můžeme spoč́ıtat H1, H2, H3.
H1 = σ + 1 + β, H2 = ρ(−σ + β + 1) + σ(σ + β + 3), H3 = 2σβ(ρ− 1)H2
Okamžitě vid́ıme, že H1 > 0 a hodnota H3 bude záviset na hodnotě H2. Vezměme
př́ıpad, že H2 = 0. Z tohoto upraveńım dostaneme, že
ρc = σ
σ + β + 3
σ − β − 1 . (41)
Dostali jsme jakési ρc, které lze chápat jako jakousi kritickou hodnotu parametru ρ,
proto je vhodné pod́ıvat se na na př́ıpad, jak dopadne hodnota H2 pro ρ < ρc a pro





σ + β + 3
σ − β − 1 ,
které když dosad́ıme do výrazu pro H2, tak dostaneme, že H2 > 0 a v opačném př́ıpadě
rychĺım dosazeńım lze ověřit, že pro ρ > ρc bude H3 < 0. Tedy pro ρ < ρc máme
hodnoty H2, H3 > 0.
Poznámka. Dosad́ıme–li do rovnice (41) hodnoty σ = 10, β = 8
3
, tak dostaneme, že
ρc = 24.74.
V následuj́ıćı tabulce můžeme vidět přehledně chováńı systému pro měńıćı se ρ:
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Tabulka 1: Stabilita Lorenzova systému.
Hodnota ρ Bod L1 Body L2,3
ρ < 1 asymptoticky stabilńı neexistuj́ı
ρ = 1 kritický př́ıpad (bifurkace) neexistuj́ı
ρ ∈ (1, ρc) nestabilńı asymptoticky stabilńı
ρ = ρc nestabilńı kritický př́ıpad (bifurkace)
ρ > ρc nestabilńı nestabilńı
Poznámka. Jak uvid́ıme dále, tak otázka stability neńı plně vyřešena hodnotou ρc.
Ukažme nyńı graficky, jak se Lorenz̊uv systém chová, budeme-li postupně měnit
hodnotu parametru ρ.
Začneme intervalem ρ ∈ (0, 1). Jak jsme již uvedli, tak v tomto př́ıpadě bude
existovat pouze jediný bod rovnováhy a t́ım bude počátek. V takovém př́ıpadě se bude
jednat o atraktivńı uzel a všechny trajektorie se k tomuto bodu přibližuj́ı. Počátek je
globálně stabilńı.
Je-li ρ = 1 počátek ztráćı stabilitu vlivem superktitické vidličkové bifurkace. Ob-
jevuje se dvojice symetrických bod̊u rovnováhy. Pohybujme se nyńı v intervalu ρ ∈
(1, 24.74). Naše nově vzniklé body L2 a L3 jsou stabilńımi ohnisky. Až do hodnoty
ρ = 13.926 se nic neměńı. Při této hodnotě opět docháźı k bifurkaci, ale tentokrát se
jedná o homoklinickou bifurkaci. Při této hodnotě vzniká dvojice nestabilńıch limitńıch
cykl̊u. Od doby, kdy ρ přesáhne hodnotu 13.926, tak trajektorie ob́ıhá oba tyto body,
než se ustáĺı v jednom z ohnisek, které jsou stále stabilńı.
S rostoućı velikost́ı ρ limitńı cykly postupně snižuj́ı svou amplitudu a to až do
hodnoty ρ = 24.74, kdy docháźı ke splynut́ı ohnisek s limitńımi cykly při Hopfově
podkritické bifurkaci. Ohniska L2, L3 ztráćı svou stabilitu a pro hodnoty ρ > 24.74
se objevuje množina, kterou nazýváme Lorenzovým atraktorem (jedná se o podivný
atraktor). Chaotičnost chováńı trajektoríı spoč́ıvá v tom, že nev́ıme, kolikrát jedno
konkrétńı řešeńı oběhne kolem bodu rovnováhy, než se odklońı k druhému. Tato hod-
nota je nahodilá a neexistuje v ńı žádná pravidelnost
Poznámka. Pro hodnoty ρ ∈ (24.06, 24.74) nastává zaj́ımavá situace, kterou p̊uvodně
ani Lorenz nezjistil a to, že máme dva asymptoticky stabilńı body rovnováhy a Lo-
renz̊uv atraktor.
Na následuj́ıćıch obrázćıch (a)-(h) vid́ıme změny fázového portrétu pro pevně dané
hodnoty σ = 10, β = 8
3
a měńıćı se hodnoty ρ pro dvě r̊uzné počátečńı podmı́nky.
Poznámka. Vyvstává otázka, jestli se pro hodnoty ρ > 24.74 již nic nového d́ıt nebude.
Opak je však pravdou. Numerické simulace naznačuj́ı, že systém má globálně atraktivńı
limitńı cyklus pro všechna ρ > 313. Během intervalu ρ ∈ (28, 313) je však situace
daleko složitěǰśı. Pro většinu hodnot ρ nastává chaos, ale existuj́ı i výjimky, kdy se
”
vraćıme“ k periodickému chováńı. Mezi takovéto hodnoty ρ patř́ı např́ıklad interval
ρ ∈ (145, 166). Na obrazćıch (i)-(l) lze vidět měńıćı se fázový portrét pro ρ > 24.74, ale
tentokrát pro přehlednost již jen pro jednu počátečńı podmı́nku.
Poznámka. Nejčastěji se chaos Lorenzova systému studuje při hodnotě ρ = 28.
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Obrázek 26: Lorenz̊uv atraktor pro hodnotu ρ = 28.
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Rössler̊uv systém
Německý biochemik Otto Rössler tento systém navrhl v roce 1976 a jedná se pravděpo-
dobně o nejjednodušš́ı spojitý systém, který může za určitých okolnost́ı vykazovat
chaotické chováńı. Stejně jako u Lorenzova systému bude chaotické chováńı záviset na
hodnotách parametr̊u. Detailněǰśı informace ohledně tohoto systému lze nalézt v [2],
[5]. Rössler̊uv systém je popsán třemi diferenciálńımi rovnicemi
dx
dt






= b+ z(x− c),
(42)
kde a, b, c ∈ R jsou parametry. Rössler chaotické chováńı systému studoval pro hodnoty
a = 0.2, b = 0.2, c = 5.717 Systém (42) má pouze jedinou nelinearitu, člen xz, a dva
body rovnováhy, které budou existovat, pokud c2 > 4ab. Tyto body maj́ı souřadnice

















kde bod F+ bude vždy nestabilńı a stabilitu bodu F− budou určovat hodnoty para-
metr̊u a, b, c a může být tedy stabilńı nebo nestabilńı.
Obrázek 27: Rössler̊uv atraktor pro hodnoty a = 0.2, b = 0.2, c = 5.7.
17Jiná častá volba parametr̊u je a = 0.1, b = 0.1, c = 14.
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Poznámka. Otto Rössler byl p̊uvodńım povoláńım lékař, jeho systém tedy našel později
uplatněńı v chemických reakćıch.
Na obrázku 28 lze názorně vidět Rössler̊uv atraktor pro vybrané hodnoty para-
metr̊u.
Chen̊uv systém
Č́ınský odborńık v oblasti elektrotechniky Chen Guanrong v roce 1999 navrhl nový
chaotický dynamický systém-Chen̊uv systém. Opět uvedeme jen pár základńıch infor-
maćı ohledně tohoto systému, v́ıce lze nalézt v [7], odkud také pocháźı většina dále
zmı́něných informaćı. Podobně jako dva předešlé systémy se i Chen̊uv systém skládá
ze tř́ı diferenciálńıch rovnic
dx
dt
= a(y − x),
dy
dt
= (c− a)x+ cy − xz,
dz
dt
= −bz + xy,
(43)
kde a > 0, b > 0, 2c > 0 a podobně jako u Lorenzova systému má dvě nelinearity:
xz, xy. Tento systém vykazuje chaotické chováńı např. pro hodnoty parametr̊u a =
35, b = 3, c = 28. Při analýze bod̊u rovnováhy zjist́ıme, že jsou nyńı tři za podmı́nky,
že (2c− a)b > 0. Těmito body jsou
O1(x
∗, y∗, z∗) = (0, 0, 0) ,
O2,3(x






b (2c− a), 2c− a
)
.
Na Chen̊uv systém lze nahĺıžet jako na ř́ızený Lorenz̊uv systém [7], kde přeznač́ıme
σ → a, ρ→ c, β → b. Potom
dx
dt
= a(y − x),
dy
dt
= cx− xz − y + u,
dz
dt
= xy − bz,
(44)
kde a, b, c ∈ R jsou konstanty a u je lineárńı regulátor tvaru
u = k1x+ k2y + k3z,
kde k1, k2, k3 jsou konstanty, které budeme potřebovat určit. Ukazuje se, že
u = −ax+ (1 + c)y,
což po dosazeńı do (44) dává Chen̊uv systém (43) uvedený výše.
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Obrázek 28: Chen̊uv atraktor pro hodnoty a = 35, b = 3, c = 28.
Poznámka. Stejně jako v Lorenzově systému i zde se vyskytuje symetrie.
Poznámka. I přes určitou podobnost mezi Lorenzovým a Chenovým systémem, nejsou
tyto dva systémy topologicky ekvivalentńı.
Pro posouzeńı globálńı asymptotické stability počátku uvažujme Ljapunovovu funkci
V (x, y, z) =
a− c
2a
x2 + y2 + z2
pro c < 0 < a, kde (x, y, z) 6= (0, 0, 0). Tedy
V̇ = −(a− c)x2 + cy2 − bz2 < 0
a podle věty 2.19 je počátek globálně asymptoticky stabilńı.
Aplikace LLE a spektra Ljapunovových exponent̊u
V této posledńı části se pokuśıme aplikovat doposud źıskané poznatky z teorie chaosu
na uvedených dynamických systémech. Výsledky této části budou shrnuty v závěru této
práce. Pro daľśı výpočty a úvahy budeme použ́ıvat hodnoty Ljapunovových exponent̊u,
které lze naj́ıt v [4] (až na hodnoty LLE napoč́ıtané výše uvedeným algoritmem).
Spektrum Ljapunovových exponent̊u pro Lorenz̊uv systém je
λ1 = 0.9056, λ2 = 0, λ3 = −14.5723
a pro Rössler̊uv systém
λ1 = 0.0714, λ2 = 0, λ3 = −5.3943.
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Poznámka. Pro Chen̊uv systém se bohužel v literatuře nepodařilo naj́ıt spektrum Lja-




V tabulce 2 vid́ıme porovnáńı napoč́ıtaného LLE pomoćı výše uvedeného algoritmu
pro jednotlivé systémy v̊uči LLE z literatury.
Tabulka 2: Porovnáńı hodnot LLE.
Dynamický systém Algoritmus Literatura
Lorenz̊uv systém 0.90593 0.9056
Rössler̊uv systém 0.07135 0.0714
Chen̊uv systém 2.02429 nenalezeno
Dále se pod́ıvejme na Kaplan–Yorkeovu dimenzi. Vyjdeme ze vztahu (32), kam
postupně dosad́ıme hodnoty pro jednotlivé systémy. Pro Lorenz̊uv systém tedy
DKY = 2 +
0.90593 + 0
|−14.5723| = 2.0622
a pro Rössler̊uv systém
DKY = 2 +
0.07135
|−5.3943| = 2.0132.
Poznámka. O Lorenzově systému jsme tvrdili, že je disipativńı, což koresponduje s t́ım,





Hlavńım ćılem této práce bylo seznámit se s problematikou nelineárńıch dynamických
systémů a umět dané poznatky aplikovat na vybraných systémech. Pro tuto práci byl
vybrán Lorenz̊uv, Rössler a Chen̊uv systém, pro které jsme pomoćı uvedeného algo-
ritmu napoč́ıtali LLE a s pomoćı literatury, odkud jsme převzali Ljapunovovo spek-
trum, určili i některé jejich základńı vlastnosti, které nyńı pojd’me shrnout.
Při porovnáńı vypočtené hodnoty s hodnou z literatury vid́ıme, že se tyto dvě
č́ısla velmi podobaj́ı (Tabulka 2). Bohužel v př́ıpadě Chenova systému se nepodařila
nalézt hodnota LLE, ani Ljapunovovo spektrum. Proto nebylo možné dané hodnoty
porovnat a ověřit pravdivost hodnoty LLE. Možnost́ı, jak napoč́ıtané hodnoty zpřesnit,
by mohlo být např́ıklad navýšeńı času výpočtu numerické metody (v našem př́ıpadě
Runge–Kuttova metoda čtvrtého řádu), nebo navýšeńı počtu počátečńıch podmı́nek.
Jak jsme uvedli v kapitole 5, tak kladná hodnota LLE indikuje chaos u nelineárńıch
dynamických systémů. Vypočtené LLE s t́ımto koresponduje, a t́ım jsme potvrdili, že
vybrané systémy jsou chaotické.
Jelikož jsme ověřili, že všechny uvedené systémy jsou chaotické, a měli by tedy mı́t
podivný atraktor, bylo by vhodné tuto skutečnost ověřit. Aby byl atraktor podivný,
tak muśı mı́t fraktálńı strukturu, která je detekována neceloč́ıselnou dimenzi. K ověřeńı
jsme využili Kaplan–Yorkeovu dimenzi, kde po dosazeńı do vzorce skutečně vid́ıme, že
pro Lorenz̊uv systém je DKY = 2.0622 a pro Rössler̊uv systém je DKY = 2.0132. Tedy
se opravdu jedná o podivný atraktor u těchto dvou systémů. Pro Chen̊uv systém lze
očekávat, že hodnota DKY bude v intervalu (2, 3). Vı́ce do problematiky fraktál̊u jsme
nezab́ıhali, nebot’ se jedná o komplexńı a složitou oblast matematiky jdoućı nad rámec
této práce.
Jak jsme si mohli všimnout, tak využit́ı dynamických systémů je široké, at’ už to bylo
v termodynamice u Lorenzova systému, nebo v elektrotechnice u Chenova systému či
uvedený Van der Pol̊uv oscilátor v kapitole 4. Ukazuje se, že i chaos může být užitečný
a neńı to jen
”
překážka“ při studiu dynamických systémů [5]. Jednou z možných aplikaćı
je soukromá komunikace, kde se pomoćı chaosu
”
zamaskuje“ šifrovaná zpráva.
Téma chaotických nelineárńıch dynamických systémů je stále málo probádaná ob-
last matematiky a stále se objevuj́ı nové informace. Práci by bylo možné dále rozš́ı̌rit
směrem ke zobecněným Lorenzovým systémům, hlubš́ımu porozuměńı bifurkačńı te-
orie, detailněǰśımu rozboru uvedených i daľśıch chaotických dynamických systémů, či
zkoumáńı ř́ızených systémů a jejich deregulace. Taktéž se nab́ıźı zkoumat hlouběji pro-
blematiku fraktál̊u, která je úzce spjatá s podivným atraktorem. V celé práci jsme
se bavili pouze o spojitých dynamických systémech, ale existuj́ı i diskrétńı dynamické
systémy, kde se využ́ıvaj́ı diferenčńı rovnice. I zde existuj́ı systémy, které vykazuj́ı cha-
otické chováńı. Př́ıkladem takovéhoto systému je např́ıklad Hénonova mapa.
Pro tuto práci byly výpočty prováděny v prostřed́ı Matlab a obrázky zde uvedené
byly vytvořeny v prostřed́ı Matlab, Maple a Ipe.
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