One of the major challenges in cloud computing is the development of a service-level agreement (SLA) negotiation framework using an intelligent third-party broker negotiation strategy. Current frameworks exploit various negotiation strategies using game theoretic, heuristic, and argumentation-based approaches for obtaining optimal negotiation with a better success rate (negotiation commitment). However, these approaches fail to optimize the negotiation round (NR), total negotiation time (TNT), and communication overhead (CO) involved in the negotiation strategy. To overcome these problems, certain researchers have exploited trade-off, concession, and behavioral learning strategies with varying degrees of sacrifices (reductions) in their concerned proposal generation. Such sacrifices can prevent negotiation break-off and optimize the negotiation strategy to an extent with fewer NRs, less TNT, and less CO. It maximizes the utility value and the success rate. To further optimize the negotiation strategy and prevent negotiation break-off, a bulk negotiation behavioral learning (BNBL) approach is proposed. This approach uses the reinforcement learning negotiation strategy to provide varying degrees of sacrifice for obtaining an optimal result. Hence, the proposed automated dynamic SLA negotiation framework (ADSLANF) using the BNBL approach will reduce the NRs, TNT, and CO. It also significantly maximizes the utility value and success rate (SLA commitment) among negotiation parties such as service consumers and service providers.
Introduction
In recent years, cloud computing has become an integral part of the information technology business for its on-demand provisioning and metering of services. Current cloud management systems provide a service-level agreement (SLA)-based service provisioning and metering mechanism. SLA refers to an agreement between the service consumer (SC) and the service provider (SP) that specifies a set of functional and nonfunctional properties of the service [1, 2] . Today's cloud management system is semicustomized. Forecasts indicate that semicustomization is not required as an increased service as well as security for the SC. To satisfy such future demands, an SLA-oriented cloud management system (SLAOCMS) was proposed in our previous research studies. The SLAOCMS emphasizes the need of a negotiation framework in the service layer of the cloud (present on the top of the application layer) [3] . The negotiation framework will address important and challenging issues of SLA-oriented resource management in a cloud computing environment [4] . As such, the objective of this research work is to develop a negotiation framework with an optimized negotiation process for reducing the total negotiation time (TNT) and communication overhead (CO) with a better success rate.
Optimization of the negotiation process can be provided at both framework and strategy levels. On the framework level, the negotiation process can be optimized through the modification and addition of new operational components as architectural elements in the negotiation framework. On the strategy level, the problem of optimizing the negotiation process can be solved either in the context of prerequest optimization or in the context of long-term optimization [5] . Prerequest optimization can be applied before starting the actual negotiation process in the participant negotiation strategy by using various optimization functions, under several quality of service parameter constraints. Here, the long-term optimization can be applicable during the entire sequence of the negotiation process involved in the participant negotiation strategy using the reinforcement and distributed learning model. In previous research work, an automated dynamic SLA negotiation framework [6] was introduced for optimizing the negotiation process at both framework level and prerequest strategy level.
The framework level incorporation of an agent coordinator and additional agent coordinator component helps to provide a concurrent negotiation characteristic for the broker agent for minimizing the TNT among the participants. The strategy level optimization of the negotiation process then eliminates the redundant service negotiation involved in broker negotiation strategy by using a classified similarity matching approach, which minimizes the CO among the negotiation participants. To further minimize the CO, a truncated negotiation group gale shapely stable matching approach was proposed for strategy level optimization of the negotiation process. This process optimizes the multiple one-to-many negotiation scenarios to multiple one-to-one by choosing the appropriate negotiation-engaged pairs. In addition, a novel probabilistic decision-making model was introduced in the previous research work for optimizing the negotiation conflict in the long-term negotiation context [7] . This probabilistic model does not concentrate on the optimization of the negotiation process; rather, it focuses only on the optimization of negotiation conflict. In order to further minimize the CO and maximize the utility value and success rate, this proposed research work focuses on strategy level optimization of the negotiation process in the long-term context using a bulk negotiation behavioral learning (BNBL) approach. This proposed approach will further optimize the negotiation process among the parties by choosing the optimal negotiation strategy at each stage of the negotiation process.
In the cloud context, a coevolutionary learning approach is used for optimizing the negotiation strategies with various combinations of attributes like price, speed, and time slot [8, 9] . These strategies exploit only one or two issue (attribute) negotiations and none of the cloud service reservations follow the multiple issue negotiation strategy. The single and double issue negotiation strategies seem to optimize the success rate (SR) and utility value (UV) in the environment, wherein the rational behavior of the negotiation parties (NPs) is restricted to unanimity (each NP with the same mind and action). The existing literature does not concentrate on optimizing the negotiation strategy with respect to the number of negotiation rounds (negotiation states) involved during negotiation sessions. The negotiation process is also time-consuming. Most of the NPs in a real-time distributed environment are time-cautious and may not exist for long periods of time during the negotiation process. This situation may lead to a negotiation break-off and thus reduce the SR of the negotiation process. To overcome the above limitations, a novel BNBL approach is proposed using a reinforcement learning technique that significantly minimizes the negotiation rounds (NRs), TNT, and CO in the negotiation strategy and maximizes the SR and UV among the negotiation parties. In addition, the proposed negotiation strategy follows bulk mode proposals with respect to multiple attributes like price, speed, time slot, and policy constraints.
This negotiation strategy describes the communication protocol and the operational behavior of the proposal and the counterproposal generated among the negotiating parties. The current state-of-the-art framework provides an automated negotiation strategy for various applications in a multiagent system, using the game-theoretic, heuristic, and argumentation-based approaches [10] . The game-theoretic assumptions fail in multiagent environments due to limited processing and communication capabilities. In the heuristic approach, it is difficult to accurately predict the behavior of the negotiation agent and its complete system. The notion of rationality in this case is approximate and it requires extensive empirical analysis and simulation. In the argumentative approach, the exchange of additional information complicates the negotiation process and utilizes more communication bandwidth. Moreover, the argument may or may not be domain-specific, making it difficult to understand for the negotiating agent. The automated agent is not intelligent enough to comprehend and reply appropriately with an alternative.
To overcome such limitations, a few researchers exploited trade-off, concession, and behavior learning strategies by providing a certain degree of sacrifice (concession) in their UV [11, 12] . The concession strategy considers the degree of sacrifice to be based on time, opportunity, and competition functions. These functions follow conservative, conciliatory, and linear concessions in the cloud negotiation model (CNM) [13] . The behavioral learning strategies in the cloud environment include the market-driven agent (MDA), bargaining position estimation, time-dependent (TD) concession making, regression-based coordination strategy [14] , reinforcement learning, Markov decision process, and Q-learning strategy [15, 16] , as well as the TD, behavior-dependent, and mixed negotiation strategy [17] . Only a few research works followed behavior learning strategies with a surplus, incremented, or decremented degree of sacrifice in the UV. The process of providing a predictable negotiation behavior to avoid negotiation break-off is still an open research issue [18] .
To support negotiation with incomplete information, a coevolutionary learning method is used with two types of estimation distribution algorithms (EDAs), such as conventional EDAs (S-EDAs) and novel improved dynamic diversity controlling EDAs (ID2C-EDAs). Bargaining position estimation (BPE) and regression-based coordination (RBC) strategies are used to support multilateral negotiation at the consumer-to-broker and broker-to-provider levels. These strategies can increase the SR and UV to some extent, but they do not guarantee the optimization of the number of negotiation states involved.
The above limitations motivated this research work towards the optimization of the negotiation strategy with respect to NR, TNT, CO, UV, and SR. Therefore, a novel BNBL approach is introduced using the reinforcement learning technique for optimizing the negotiation strategy in the proposed automated dynamic SLA negotiation framework (ADSLANF).
Problem formulation and measurable performance metrics
Consider a negotiation environment with a set of service consumer agents (SCAs) , intelligent third-party broker agents ( IT BAs), and service provider agents ( SP As) involved in the negotiation of multiple composite services with respect to a multiissue negotiation. A composite service C X∈ (1,n) 
According to Eq. (1), ρ
S1
P1 and ρ
are generated based on negotiation strategies followed by the concerned negotiation parties. A strategy is composed of TD, behavior-dependent, offer-dependent, and proposal-dependent negotiation tactics [19] . In order to achieve negotiation coordination between rational agents, a varying degree of concessions with respect to multiple issues are generated by the strategies. The concession ω made by the negotiation parties with respect to the time period T is represented by Eq. (2) .
The concession ω
T1
P1 denotes the combination of concessions made with respect to multiple issues at time T 1 and can be defined as ω
, where n is the number of issues present in proposal ρ P1 . The multiissue negotiation among the parties can generate the proposal in a single mode or bulk mode (multimode) operation. In a single mode operation, only one proposal can be generated at any instance of time (t ∈ T ) , whereas in a bulk mode operation, the ITBA strategy can generate multiple proposals.
Research papers state that a multiissue negotiation proposal is generated using a single mode operation from agent X to agent Y , with respect to negotiation round r . This can be expressed as shown in Eq. (3):
where a r 1 a r 2 , . . . , a r n denotes the number of issues (n) present in the proposal ( ρ P ) . Most research works encourage single mode proposals for avoiding burst traffic in the ITBA negotiation strategy, due to its restricted resource constraints. The applicability of a burst mode operation in the above scenario leads to negotiation coordination and decision-making problems. In order to overcome such resource constraints, multiissue negotiations with burst mode proposals are extended in the cloud environment [20] . Eq.
(4) depicts proposals such as ab, . . . , z as concurrent proposals that are generated in the ITBA negotiation strategy during a bulk mode operation.
Certain behavioral concepts are used in the negotiation strategy to learn the opponent's behavior. This is done to maximize the utility values of the negotiating parties. Analyzing negotiation behavior from session history is formulated as an iterative sequential decision-making problem among the negotiating parties. The amount of concession provided by the parties depends on the current negotiation state and the suitable behavior concept used. Many researchers have focused on optimizing the negotiation strategy by optimizing multiple negotiation attributes and negotiation states. Behavioral concepts like concession, Bayesian scheme, BPE, MDA, EDAs, S-EDAs, ID2C-EDAs, RBC, ERN, and Q-learning were used. In linear concession behavior, the sequence of proposals and counterproposals generated by the negotiation parties are represented as shown in Eq. (5) .
This behavior exhibits the constant rate of the concession value as ω = {1, 1, . . . , 1, 1} during the negotiation process. In conciliatory concession behavior, the strategy used results in a larger concession value in the earlier round and smaller concession values in the later rounds, i.e. ω = {nnn − 1, n − 1, . . . , 2, 2, 1, 1} . In conservative concession behavior, the strategy used enables a smaller concession value in the earlier rounds and a larger concession value in the later rounds, i.e. ω = {1, 1, 2, 2, . . . , n − 1, n − 1, nn [21] .
A normative model is defined using the Bayesian scheme behavior concept for predicting the subjective probability estimation of the ρ
combination. This was found to occur in future negotiation sessions.
The k value represents the concession made by one party and the m and l values represent the past and the predicted future concessions made by the opponent's party [22] . The sequence of the mkl combination among the negotiation parties at each stage during time interval T is shown in Eq. (6) .
The subjective estimates at each negotiation stage follow the above assumption until the end of the negotiation session. Such behavioral concepts optimize the strategy and expected utility value (pay-off value) to some extent, while the opponent's behavior is restricted to linear concession, midpoint strategy, and unanimity. The BPE strategy is a TD concession strategy exploited by the broker agent. It provides an adjustable amount of concession in the subsequent negotiation rounds. Lack of knowledge regarding heuristic, emotional, and other stochastic behavioral concepts and their negotiation decision-making process makes research a bit difficult. However, current research studies do not concentrate much on the coordination and decision-making problems involved in the negotiation states.
The above limitations motivated this research work to optimize the negotiation strategy with respect to the number of negotiation states. The problem of optimizing the negotiation states can be defined as multiple objective functions used to minimize the NRs, TNT, and CO and maximize the SR and UV of negotiation parties. This is depicted in Eqs. (7) and (8) .
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The proposed problem formulation extends the objective of Adabi et al. from a single issue negotiation strategy (price) to a multiissue negotiation strategy (price, speed, time-slot, and policy) [23] . Moreover, the proposed formulation extends the objective from an atomic service negotiation strategy to the composite service negotiation strategy. According to existing research papers, the objective of minimizing the negotiation time and payment is with respect to atomic service negotiation. This does not completely justify the negotiation system's performance. In order to enhance the performance evaluation, the CO, SR, and UV are added as additional objective functions in the proposed negotiation model. The expected negotiation rounds N Rs involved in the composite service C X negotiation process can be predicted with respect to time interval T , as shown in Eq. (9) . The time interval represents the difference between the start and end of the negotiation process specified by the parties.
In the above equation, Φ, λ , and ψ represent the expected strategy delay, communication, and service lookup time. To initiate the actual negotiation process, the broker strategy assigns the N R using the above prediction for further negotiation with the opponents. Thus, the average total negotiation time T N T Avg of the composite services C X∈ (1,k) between the negotiating parties can be computed, as shown in Eq. (10) .
Let r denote the number of negotiation rounds and n denote the number of atomic services present in the composition service C X negotiation.
The CO involved in the composite service negotiation can be computed as shown in Eq. (11) . This computation denotes the summation of the SCA's interaction with the ITBA and the ITBA's interaction with the SPA, respectively.
CO(C
The I CB (SCA X , IT BA X ) value represents the number of interactions that take place between the consumer SCA X and broker IT BA X . Similarly, the I BP (IT BA X , SP A Y ) value represents the number of interactions that take place between the broker IT BA X and the provider SP A Y .
In the current state-of-the-art negotiation model, the IT BA performs the sequential negotiation of 'k ' atomic services with respect to all the SPAs, leading to an increase in the TNT as shown in Eq. (12) .
The Φ (SCA X To overcome the above limitation, this research work exploits the concurrent negotiation of atomic services, using single-point and multipoint characteristics for the ITBAs, as shown in Eqs. (13) and (14) .
The multipoint characteristics used in Eq. (14) can minimize the T N T and CO to some extent at the framework level and it is not guaranteed to increase the SR of negotiations between the SCAs and SP As . The value of T N T varies exponentially with respect to the assigned NRs. The process of generating one's ρ P and ρ CP receiving the opponent's represents one NR.
The negotiation states involved in the sequence of ρ P and ρ CP , generated during the negotiation process, should be minimized. This improves the performance of the negotiation framework. A novel BNBL approach is proposed using the reinforcement learning negotiation strategy for reducing the NRs, TNT, and CO. This proposed strategy coordinates the bulk proposal negotiation that takes place for the ITBA. It also learns the opponent's behavior for choosing the appropriate negotiation strategy in any state. This strategy can reduce the negotiation break-off that occurs during the negotiation process and maximize the SR and UV among the negotiation parties. Learning the opponent's behavior from the history and choosing an appropriate negotiation strategy (policy) is formulated as a Markov decision problem (Section 3.1). The automation of the negotiation process is simulated using the JADE platform [24] and it is integrated with a private cloud experimental setup made using the Eucalyptus tool [25] .
Many-to-many bulk proposal negotiation model
In order to demonstrate the many-to-many composite service negotiation model, a novel ADSLANF is proposed for multiattribute negotiation among parties in bulk mode proposals. To optimize the NRs, TNT, CO, SR, and UV among parties, a BNBL approach is proposed, using the reinforcement learning technique. This approach can prevent negotiation break-off by generating varying degrees of sacrifice in the negotiation attribute, based on the opponent's negotiation behavior. The ADSLANF and its strategy formulation are explained with the corresponding mathematical model in the following subsections.
Automated dynamic SLA negotiation framework
An ADSLANF is proposed for composite service negotiation between many-to-many negotiation parties and its negotiation architecture is shown in Figure 1 . The operation of the proposed ADSLANF can be extended for providing personalized service access in the application layer of the SLA-oriented cloud management system. This framework includes the negotiation process involved between the 'n ' number of SCs and ' m' number of SPs through the ITB using the multiagent system. To automate the negotiation process, agents such as the SCAs, ITBAs, and SPAs are used to negotiate on behalf of the SCs, ITB, and SPs. The SCAs, ITBAs, and SPAs are simulated in the subcontainers like the service-consumer, intelligent third-party broker, and service-provider, respectively. Initially, all the SPAs will publish their services with a specialized agent called the directory facilitator (DF), which is a yellow-page service available in the JADE platform. The SCAs then negotiate with the ITBAs, which in turn look up the appropriate SPAs in the DF and start the negotiation process with the concerned SPAs, through the AAC (controlled by the AC). During this time, the negotiating parties adopt a negotiation strategy to support the automated negotiation with varying parameters in the bulk mode proposal (ρ P ) and counterproposal (ρ CP ) generation. The strategy will exploit certain protocols to make negotiations among the parties and follow a set of rules in its operational behavior for better trade-off and concession. This strategy, in turn, requires the time interval of negotiation and the threshold limit of negotiation parameters in order to take a decision about the operational behavior.
In the proposed ADSLANF, the FIPA-CNP has the alternate offer protocol feature for realizing the negotiation among parties. Initially, the SCAs will send the proposal request to the ITBAs, which in turn will negotiate with all the SPAs on behalf of the SCAs and forward the uncommitted or committed agreements to the SCAs as a response. In the above process, the actual negotiation will take place through the generation of ρ P and ρ CP by the negotiation strategy of the ITBAs and SPAs within the time interval T t∈ (1,K) . This negotiation strategy generates various rounds of ρ P and ρ CP as shown in Eq. (15) . It is based on the threshold limit (τ min , τ min ) of the negotiable parameters. T N T function will thus be minimized, using Eq. (14) as shown in Section 2, by optimizing the single-point negotiation used in AC Y to the multipoint negotiation characteristic. The CO function can also be optimized using the equation given in Section 2.
In the multipoint negotiation process, NPs will provide different preferences considering the utility value U N P (ρ i ) and the weight W (ρ i ) of each attribute. The negotiated attributes (X 1 , X 2 , . . . , X n ) of one's ρ P or ρ CP may provide a high utility value to one party and a low utility value to another, and vice versa. Sometimes, they may give equal utility value to both the parties. Using U N P (ρ i ) and W (ρ i ) , the total utility function
Consider the total weight of the attribute to be equal to one, i.e. [W (X 1 ) + W (X 2 ) + . . . , W (X n ) = 1] , and the utility value of the NP to range from zero to one, i.e. U N P (X i ) ∈ (0, 1) . The utility value equal to 1 denotes full satisfaction and 0 denotes dissatisfaction of the NPs. In order to optimize the NRs, the ITBA concentrates on optimizing the number of negotiation states using the reinforcement learning negotiation strategy presented in Section 3.2. This can achieve the goal state (optimal state) by learning the opponents' behavior in consecutive negotiation states, using reinforcement learning with respect to bulk proposals. The heuristic decision tree approach is used to analyze the opponents' behavior and choose an appropriate action along with the policy (negotiation strategy). The optimal policy is chosen at each negotiation state by iterating different policies for bulk proposals and at the goal state by choosing a policy with the maximum UV.
Reinforcement learning negotiation strategy
Behavioral concepts used in the negotiation strategy are represented as a sequential decision-making problem. The ITBA negotiation strategy and its opponents generate the sequence of ρ P and ρ CP that represent ρ. Its corresponding concession during the 2n negotiation session represents ω with respect to T . In this scenario, the amount of concession depends on the current negotiation state and the suitable behavior concept used in the opponent's negotiation strategy. The negotiation sessions used by the opponent's negotiation strategy may result in commitment, conflict payoff, or break-off, due to its nature of behavior. Therefore, in order to handle different negotiation behavior, a reinforcement learning negotiation strategy is proposed for choosing the optimal behavior, as shown in the following subsections. In addition to that the proposed approach learns the emotions of the opponents for minimizing the N Rs and negotiation break-off. It also maximizes the SR of the negotiation parties. The proposed research work defines break-off conditions for the negotiation parties when the opponent: a) receives the uncertainty or invalid negotiation request with conflict pay-off; 
Markov decision problem using the reinforcement learning approach
According to previous research, the reinforcement learning problem is used for identifying the best action from different states of the environment. The proposed research work formulates this problem statement, composing the set of SCAs , SP As , and IT BAs involved in the negotiation environment. The actual negotiation process in this case takes place between the SP As and the IT BAs (these negotiate on behalf of the SCAs). In order to optimize the T N T and N R among these parties, a novel negotiation strategy (policy) is required for IT BAs during each negotiation round. They denote various states of the negotiation process. Indirectly, this means that there is a need to optimize the negotiation states using an appropriate negotiation strategy that should result in the negotiation commitment without causing any break-off. In order to avoid the break-off situation, we need to learn the opponent's behavior and choose an appropriate negotiation strategy to perform the negotiation according to its behavior.
Learning the opponent's behavior from the history and choosing an appropriate policy during the negotiation process with a 2n session ( n negotiation rounds or states) is cumulatively modeled as a Markov decision problem (SAπP ROH). Let S be the set of negotiation state spaces during the negotiation rounds, A be the set of action spaces from which the ITBA chooses one at each round, and π ∈ {trade-off, linear concession, conciliatory concession, conservative concession, midpoint, and reinforcement learning} be the policy. Then P is the transition probability with the function p(s t+1 |s t a t ) that denotes the transition over s t+1 after the agent's action a t ∈ {P roposalCounterP roposalAccept, RejectCommit from the state s t . Let n−1 and identifies the possible concession factors in order to make the decision for selecting the appropriate action.
The reinforcement learning approach is used for controlling the above problem with unknown probability. This learns the optimal behavior of an unknown or partially known opponent's negotiation behavior. A sequence of negotiation state transitions occurs during the reinforcement learning process, as shown in Figure 2 . When the negotiation process is initiated at the time-stamp t 0 ∈ T , the ITBA negotiation strategy generates the proposal ρ t0 P1 in the state s 0 ∈ S using the policy π 0 ∈ π to perform the action a 0 ∈ A . During this initial state, the observation o 0 ∈ O is assumed to be null, due to the unavailability of the transition history h The sequence of such a modified proposal and the subsequent counter proposal is generated between the ITBA and SPA for n number of negotiation rounds, resulting in the state s n−1 .
At any time instant k , the ITBA negotiation strategy can take any one of the actions a k ∈ A from the set of actions in the action space A k = { a 1 a 2 , . . . , a n . If the strategy takes the action a k , at the time instant k , it leads the negotiation process to the next state s k+1 depending on the current state s k that can be represented as the function shown in Eq. (17) .
A state s k+1 is obtained from the observation o k made, using reinforcement learning, for direct interaction with the negotiation environment. The proposed BNBL solution shown in Section 3.2.2 is used to find the linguistic rule by which the appropriate action is chosen at any possible state. The linguistic mapping from any state 
In order to obtain optimum results from Eq. (18), the reinforcement learning approach is iterated through several steps to arrive at the optimal policy π * (s k ) ∈ π (s k ). This is formulated from the reward function r IT BA (s k , a k ) along with several modes of comparisons among the available policies. The resulting formula provides a quantitative measure of the goodness of the policy during action a k at state s k . In this approach, the qualitative measure is the reward function R π collected over n states with the policy π that has an additive nature, as shown in Eq. (19) .
At any negotiation round k , the above scenario can be represented as a reinforcement function r π (s k , a k ) that obtains the feedback outcome as the reward r k . Therefore, the reinforcement or reward function computed in the ITBA strategy, based on the rewards received for each transition, can be defined as shown in Eq. (20) . 
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Let s x denote the initial negotiation state and s x+1 denote the newly obtained negotiation state after the transition from the state s x .
The formulated reinforcement or reward function can be defined as the transition cost at each negotiation round k as shown in Eq. (22) and must be less than the possible total transition cost, e.g.,
In order to reach s g with a minimum transition cost, the ITBA strategy should choose the optimal policy π * (s x ), starting from the initial state s k=0 to the goal state s k=g−1 . To evaluate the goodness of the policy π * (s x ) at each negotiation round, concession factors are considered to be the new performance measures.
Therefore, to measure the goodness of the policy during the action a y , the proposed research work defines the value function V π of any state s x∈(0,n) at any policy π z∈(0,p) in terms of the concession factor, reinforcement learning rate, and rewards, as shown in Eq. (23) .
Let the α x ∈ (0, 1) value represent the multiissue concession factor and β x ∈ (0, 1) represent the reward concession factor obtained over each state s x∈(0,n) , where the values 0 and 1 denote the null and maximum concession, respectively. These concession factors are introduced for the case where the goodness of an action may not be reflected directly from its immediate rewards. Let γ x ∈ (0, 1) represent the reinforcement learning rate and V π (s x+1 ) − V π (s x ) denote the temporal difference between consecutive states. This can be used to measure the prediction error rate. The total value function V π of the state S can be formulated to measure the goodness of the policy π over n negotiation rounds, as shown in Eq. (24) .
At the initial state s 0 , the value of α x , β x , and γ x is null because there is no previous state for observation.
Eq. (24) is thus rewritten as shown below.
The objective of the ITBA strategy is to maximize its expected pay-off (UV), called the value function, by receiving the maximum α x , β x , and γ x from its present state s 0 to the goal state s g−1 with iterated policies 
Here, [ERR : md : M begChr = 0x2329, M endChr = 0x232A, nP arams = 1] sx,rx represents the set of value functions over the states with respect to various policies. Another method of obtaining the optimal value function is to find the optimal policy at each state and add them. This sum converges to the optimal value function V π * as shown in Eq. (27) .
Here, the optimal value function at state s 0 is represented as V
This can be obtained by choosing the optimal policy π * ∈ {π 0 π 1 , . . . , π p at s 0 , which provides maximum goodness during the negotiation. Hence, the optimal function obtained using these methods can be denoted as V π * . This is depicted in Eq. (28).
The above equations denote that the optimal value function is obtained over the state space s x∈(0,n) only. In order to obtain the optimal value function over state and action spaces, a Q-value function Q π is defined, as shown in Eq. (29).
The long-term reinforcement Q π (S, A) that begins in state s x ∈ S is the function during the negotiation strategy. It takes the action a y ∈ A and follows the policy π . As such, Eq. (29) can be rewritten as shown in Eq. (30).
Therefore, the corresponding optimum policy over the function can be derived as the optimum Q-value Q π * and optimum value V π * function, as shown in Eq. (31).
The optimum policy π * can then be obtained from the optimum Q-value function Q π * as shown in Eq. (32).
From the above equation, we can decipher that argM ax ay∈A Q a y ) for the action a y ∈ A . In this subsection, various parts of the reinforcement learning approach are explained for a simple scenario using the Markov decision problem. The same approach is applied to the complex scenario in the next subsection using the multistage decision problem.
Multistage decision problem using reinforcement learning approach
The reinforcement learning approach is applied to the above complex scenario, which can be modeled as a multistage decision problem, wherein a sequence of decisions is required to minimize the transition cost. At any time stamp t d∈(1,2n) ∈ T , the ITBA negotiation strategy observes the current state s i ∈ S and performs an action a y ∈ A for moving to the next state s j ∈ S with the transition probability P ay si→sj . This transition satisfies the conditions imposed by the probability law as shown in Eqs. (33) and (34). 
The above equation shows that the current state is s i=x and the new state is s j=x+1 . The objective of the ITBA is to determine the policy for choosing the actions at various states of the negotiation sessions. After a certain number of negotiation rounds, a cumulative measure of the policy is taken over the appropriate time stamp to determine the optimum policy π * . This is called the horizon of the multistage decision problem. In one case, this problem can be defined as the finite horizon problem, where the decision is finite over n number of negotiation rounds. In another, it can be defined as an infinite horizon problem, wherein the optimal decision is taken considering the infinite number of negotiation rounds. In real-time e-commerce applications, the negotiation is conducted for the stipulated time interval to obtain the best service provider over the available market. Therefore, this research work restricted the focus to the finite horizon problem, wherein the value function V π n can be defined, as shown in Eq. (36).
Let the values α x and β x denote the multiissue concession factor and reward concession factor over the states and γ x denote the learning rate of the ITBA negotiation strategy. During the negotiation process, a high value of γ x indicates the maximum learning rate of the opponent that has a higher probability of negotiation success.
A low value of γ x minimizes the learning rate and increases the probability of negotiation break-off. As a result, the transition probability is assigned to the value function V π as shown in Eq. (37).
The sum of probability functions in Eq. (37) can be equated to a single probability function, as shown in Eq.
(38).
The optimal value function V * n for any state s x∈ (1,n−1) over the fixed policy π can be computed as shown in Eq. (39).
This computation represents the solution obtained for the finite horizon or multistage decision problem.
Empirical and experimental evaluation
A series of business-to-business (B2B) negotiation experiments are conducted for the resource reservation in a cloud commerce application, using the test-bed described in Section 4.1. To evaluate the multiissue negotiation in the proposed ADSLANF, the reinforcement learning negotiation strategy is simulated in the ITB with varying behavioral concepts.
Reinforcement learning agent-based cloud test-bed
In this research work, a test-bed is created using the Eucalyptus tool for leveraging the cloud commerce application among the NPs. In order to automate the B2B negotiation, a Java Agent Development (JADE) framework is integrated for creating software agents such as SCAs, ITBAs, and SPAs to negotiate on behalf of the SCs, ITBs, and SPs, respectively. To realize this scenario, the Eucalyptus tool containing virtual machines (with a set of operating system images) is bundled with the JADE tool for the notion of an automated agent-based cloud service negotiation. Secondly, the Apache Tomcat web server with the Axis2 web service environment is bundled for provisioning the cloud service in the SP side. Finally, the web service integration gateway add-on is bundled for bidirectional discovery and invocation, between the JADE and the cloud service. The operational roles of the components present in the test bed are summarized in Table 1 .
A cloud service provides interfaces for cloud resource provisioning, such as infrastructure as a service (IaaS), platform as a service (PaaS), and software as a service (SaaS). The Web Service Description Language (WSDL) is used to publish and discover the cloud service from the Universal Description Discovery and Integration (UDDI) registry. All the SPs will publish their services in the UDDI, using a simple object access protocol (SOAP) message. Once the JADE tool is started, it will provide default agent services such as a remote management agent (RMA), agent management system (AMS), DF, and the JADE gateway agent, running under the control of the main container. The proposed ADSLANF implements the NPs as a set of SCAs, ITBAs, and SPAs in the respective service-consumer, third-party broker, and service-provider subcontainer of the JADE platform. The ITBA contains multiple ACs and AACs for managing the composite service and its concurrent negotiation of atomic services with SPAs. The RMA service monitors and controls the life cycle of the remote agent in the platform and the AMS service has supervisory control over the agent platform for accessing the agent. The DF publishes and discovers agent services in the platform, using the agent communication language (ACL) message. The JADE gateway agent monitors the WSDL service modifications that occur in the UDDI registry and transparently updates the corresponding service in the DF registry. This gateway agent uses the SOAP and ACL messages to communicate with the UDDI and DF registries. The SPAs first publish their service in the UDDI (updated in DF), and then the ITBAs look up the available SPAs from the DF service. After this, the ITBAs follow the concurrent negotiation strategy through the AC and AAC. This experimental setup follows the extended FIPA-CNP with the alternate offer protocol feature for interacting with agents on the JADE platform. Experiments to evaluate the multiissue negotiation in the B2B cloud commerce application were carried out through random simulations specified in the test-bed controller.
Objective and motivation
The objective of these experiments is to evaluate the proposed ADSLANF using the BNBL approach by empirically comparing the reinforcement learning negotiation strategy with related approaches based on tradeoff, concession, and other negotiation strategies.
Performance measure attribute
In performance evaluation of the proposed ADSLANF using the multiattribute reinforcement learning negotiation strategy, the following measures are considered: 1) total negotiation rounds N R involved in the composition, 2) total negotiation time T N T of the composition that occurs in N R i , 3) average total negotiation time T N T Avg of the composition, 4) communication overhead CO involved in the composition, 5) number of SRs among the negotiation parties, and 6) average total utility value U V of the negotiation parties during negotiation session S .
The performance measure attribute details are specified in Table 2 . These performance attributes represent the benchmark functions from Son and Sim, most of which are taken from standard benchmark results [26, 27] . 
No. of negotiation rounds spent for composition C X T N T N Ri (C X ) Total negotiation time spent for composition C X during the negotiation round N R i T N T Avg (C X ) Average total negotiation time spent for composition C X CO (C X ) Communication overhead involved during the negotiation of composite service C X RV (N P S ) Reinforcement value of negotiation parties during the negotiation sessions S U V (N P S ) Utility value of negotiation parties during the negotiation sessions S SR (N P S ) Success rate of negotiation parties during the negotiation sessions S
Experimental setting
Input data sources for the experiments are depicted in Tables 3 and 4 . In Table 3 , the cloud test-bed input data, possible values, and their ranges in the experimental settings are clearly described by the cloud simulation controller. During the simulation, agents automatically register and look up services in the DF registry and then start the negotiation session between the consumer and the provider agent through the intermediate broker.
The SCAs and the SPAs used in the cloud commerce test-bed generate the negotiation request and response, as shown in Figures 3 and 4 . The broker agent negotiates on the consumer's behalf, follows the negotiation session until it reaches the deadline T , and chooses the best provider agent who gives the highest payoff for consumers. Finally, a sniffer agent is created as shown in Figure 5 for visualizing the negotiation sequence among the ITBAs and the SPAs. 
Simulation
Empirical results for different combinations of the input data sources were obtained (NR = {5, 10, 15} , NPs = {4 × 4} , concession = {conciliatory = 1/3, linear = 1, conservative = 3} by both ITBAs and SPAs). In the 4 × 4 B2B cloud commerce test-bed, composite service datasets are generated due to the lack of benchmark datasets, as shown in Table 5 . The negotiation attributes reserved by negotiation parties are described as SNA, SRA, and SNPA, with respect to composite service negotiations. Input data sources for the experiments are shown in Tables 3 and 4 . The combinations reserved by the ITBAs and SPAs were selected for the negotiation process, with respect to various negotiation strategies and negotiation rounds. In this simulation, for the sake of simplicity, the NR, TNT, CO, RV, UV, and SR are recorded for one atomic service negotiation pair, with respect to various negotiation deadlines.
Results and observation
Due to space limitations, the experimental results of a negotiation pair (A11 atomic service) are considered in the ITBA negotiation strategy, using the bulk negotiation behavioral learning approach. The performance of the proposed approach in terms of NR, TNT, CO, RV, UV, and SR is represented for the simulation of the ITBA negotiation strategies ( Observations are made from the ITBA and SPA agent's simulation results, as shown in Table 6 , with respect to 5, 10, and 15 rounds of the negotiation deadline.
Performance of negotiation strategies with respect to NR, TNT, and CO
The agent adopts the BNBL approach to generate bulk proposals, exploiting various negotiation strategies, using multiple agent controllers. The results obtained for negotiation strategies, with respect to the obtained NR, TNT, and CO, are graphically represented in Figures 6, 7 , and 8, respectively. From the graph, it was observed that, in many negotiation strategy pairs, the proposed midpoint and reinforcement learning strategies achieved significantly fewer NRs and less TNT and CO than the other existing strategies like trade-off, conciliatory concession, linear concession, and conservative concessions.
Performance of negotiation strategies with respect to UV
The broker agent adopts the BNBL approach to generate bulk proposals by exploiting various negotiation strategies, using multiple agent controllers. The results obtained for the negotiation strategies with respect to UV are graphically represented in Figure 9 . From the graph, it is observed that in many negotiation strategy pairs, the proposed midpoint and reinforcement learning strategies achieved significantly more UV than the other existing strategies. 
Performance of negotiation strategies with respect to SR
The broker agent adopts the BNBL approach to generate bulk proposals by exploiting various negotiation strategies, using multiple agent controllers. The results obtained for the negotiation strategies with respect to SR are graphically represented in Figure 10 . From the graph, it is observed that, in many negotiation strategy pairs, the proposed midpoint and reinforcement learning strategies achieved significantly more SR than the other existing strategies.
Performance of negotiation strategies with respect to both UV and SR
From the above observations, it is observed that in many negotiation strategy pairs, the proposed midpoint and reinforcement learning strategy achieved more UV and SR than the other strategies. At some point of time, a negotiation strategy pair using other existing strategies achieved more UV with less SR and less UV with more SR. To find optimality among the strategies, performances are plotted for both UV and SR with respect to negotiation deadlines of 5, 10, and 15 rounds, as shown in Figures 11, 12 , and 13. From the graphs, it is observed that in many negotiation strategy pairs, the proposed reinforcement learning strategy achieved significantly more optimal UV and SR than other existing strategies. 
Performance of negotiation strategies with respect to both RV and SR
In order to further justify the performance of the proposed reinforcement learning strategy, the performance graphs are plotted for RV and SR with respect to the negotiation deadlines of 5, 10, and 15 rounds, as shown in Figures 14, 15, and 16 . From the graphs, it is observed that, in many negotiation strategy pairs, the proposed reinforcement learning strategy achieved significantly more optimal RV and SR than the other existing strategies. 
Conclusion and future work
The novelty of this research is to introduce an optimal ITB negotiation strategy in the proposed ADSLANF negotiation framework. It includes the incorporation of an optimal reinforcement learning negotiation strategy in the ITB using BNBL approaches. This optimization brings a significant difference in the NR, TNT, CO, RV, UV, and SR. The proposed work is demonstrated and validated for cloud commerce applications using the JADE and Eucalyptus test-bed. The ADSLANF using the reinforcement negotiation strategy when compared with the CNM framework shows a significant improvement in every considered attribute. In the future, behavioral learning issues in the dimensions of uncertainty and risk are to be considered. In addition, data mining techniques like similarity measures using the distance vector and clustering approach can be applied to identify outliers (conflicting negotiation behavior) among the negotiation parties. The negotiation strategy can be enhanced further by applying the fuzzy preference relation in the negotiable attribute using deterministic and stochastic modeling. The trust and risk management of the ITB also remains an open research problem in the broker-based negotiation model.
