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ABSTRACT
Investigation of Ship Wakes using LES
with various SGS Models
Zeynep N. Cehreli

Turbulence plays an important role in ship wake flows. Without the knowledge of
turbulent intensities and length scale information it is virtually impossible to model and
predict turbulence characteristics in complex flows, such as ship wake flows. Moreover,
the behavior of ship wakes requires an understanding of the turbulence near a free
surface. The present study will focus on identifying the contributions of various
mechanisms, but primarily that of the free surface, to the process of turbulence generation
and dissipation in the wake of a turning ship using the large eddy simulation (LES)
technique. LES is applied in conjunction with a random flow generation (RFG) technique
originally developed at West Virginia University to provide unsteady inflow boundary
conditions. Some refinements are made to extend the capabilities of a readily available
LES code in predicting turbulence, including among others, appropriate sub-grid scale
(SGS) turbulence models. A modified zero equation SGS model is developed, to account
for the free surface effects. Furthermore, a non-linear one equation model is developed
and tested to represent the anisotropy of turbulence observed near a free surface. Finally,
using LES the turbulence characteristics in the wake of a turning ship are studied and
compared to that of a ship cruising on a straight track.
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Nomenclature
aij

A transfer coefficient tensor

ak

a coefficient to be determined in LES_IQ formulation

Bi

Discrete operator for the pressure gradient

Ci

the convective terms in the momentum equation, the scales of turbulent
fluctuations along each axis

Cr

Scale similarity coefficient

Cs

Smagorinksy constant

Cν1,..6

Model constants in the nonlinear one equation model

D

the length of one side of the square

DE and DI discrete operators for the explicitly treated off diagonal and the implicitly
treated diagonal viscous terms
Eρ

the convective terms in the scalar equation

f

A generic variable for filtering, function in nonlinear one equation model,
frequency

FE and FI

discrete operators for the explicitly treated off diagonal and the implicitly
treated diagonal diffusive terms

Fij

flux in the momentum

Fr

Froude number

G

Filter function

Gmn

Mesh skewness tensor

h

Channel depth, mesh size

J

Jacobian

J-1

Inverse Jacobian

k

Turbulent kinetic energy

keff_sgs

the effective sgs kinetic energy

kres

the resolved turbulent kinetic energy

ktot

The total turbulent kinetic energy

vi

ksgs

SGS turbulent kinetic energy on the test filter

I

the identity matrix

l

the turbulent characteristic length scale

L

Ship length

Lmij

Modified Leonard term of the test scale

N1,2,3

Coefficients in the nonlinear one equation model

N(M,σ)

a normal distribution with mean M and standard deviation σ.

P

Total pressure

p

Reduced dynamic pressure, formal accuracy of the numerical scheme

rij

Anisotropic velocity correlation tensor

r

the distance to the rotation axis

R

Radius of the curvature

Re

Reynolds number

Ret

Turbulent Reynolds number

Rj

Flux in the scalar equation

s

Streamwise distance from IDP, in terms of L

Si

Source term of the momentum equation and scalar equation

Sij

Resolved (large scale) strain rate tensor

S12

the resolved strain rate at a location near the free surface

Si′ (φ )

the transformation of Si (φ ) to the computational domain

t

time

Um

Contravariant volume flux

ui,(u,v,w)

Cartesian velocities in x, y and z direction

u′, v′ , w′

turbulent intensities in x, y and z direction

ui*

the intermediate velocity

Uo

the inflow velocity or ship velocity

uτ

Friction velocity

vi

time-dependent velocity fluctuations
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Wij

Vorticity tensor

wi

time-dependent velocity fluctuations

xi, (x,y,z)

Cartesian coordinates

x

Axial distance from the ship

x′

Axial distance from x=0 (x′=0.5L+s)

y

Distance from the wall

ys

the distance from the free surface

z*

the distance measured from the centerline towards the origin of rotation
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Greek Nomenclature
∆

Characteristic length scale

∆

Length scale of the grid filter

∆*

A new grid filter width

∆x1 , ∆x2 , ∆x3

Grid spacing in the physical space

δ

Channel height

δij

Kronecker delta

εijk

the permutation tensor

ε

Rate of dissipation of turbulent kinetic energy

ξm

Curvilinear coordinates

κ

Von Karman constant

k nj

a sample of n wave number vectors of the modeled turbulence spectrum

τ

Time scale

τw

SGS stress term at the wall

τij

SGS stress or SGS flux

α

A material coefficient, grid refinement (coarsening) parameter

αT

Turbulence diffusivity in scalar equation

µ

dynamic viscosity

ν

kinematic viscosity

νT

Turbulent eddy viscosity

π

pi, 3.141592….

θ

Angle of cross section plane normal to the flow to the IDP

φ

A scalar

ρo

Reference density

ωn

a sample of n frequencies of the modeled turbulence spectrum

ωy

Vertical vorticity in the turning ship wake simulation

ix

( ∇u )kl

the deformation rate tensor

Ωs

Angular velocity of the system rotation due to the turning of the ship

χj

The effect of the SGS motion
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Abbreviations
CD

Central differencing

CFD

Computational fluid dynamics

DNS

Direct numerical simulation

LES

Large Eddy Simulation

LES_IQ

Large Eddy Simulation Index of Quality

QUICK

Quadratic Upstream Interpolation for Convective Kinematics

RANS

Reynolds Averaged Navier Stokes

RFG

Random flow generation

SGS

Subgrid scale
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Chapter 1

INTRODUCTION

1.1

Motivation and objectives

The dynamic features of the flow in the wake of surface ships are important with
regards to ship design, environment, and especially military applications. Turbulence is
the key player in ship wake flows. Information on turning ship wake dynamics is very
rare and experiments for ship wakes are very difficult because the ships take a long time
to design, they are very expensive, and due to big scale and complexity of the ship wakes,
detailed information can not be provided and scaling laws are not realizable. However,
with the development of satellite remote sensors such as synthetic aperture radar (SAR)
that has been operating from a NASA scientific satellite called SEASET, the images of
ships and their wakes can be recorded. This development is important in the area of
Naval hydrodynamic research, but the surface wake behind a ship is a region that consists
of very complex hydrodynamic flow phenomena that is not well understood (Reed et al.,
1990). Moreover, because of its great potential and rapid growth in computer power,

numerical simulations have been emerging to be a primary tool for prediction of complex
turbulent flows such as that observed in surface ship wakes.
Work such as described in this dissertation can be used to improve the fidelity of
U.S. Navy threat vulnerability prediction tools applied to surface ships, such as for ARL
Penn State Technology Requirements Model (TRM) (Paterson, 2003). Such tools, if
applied, for instance, to the acoustic detection of a surface ship via air bubbles entrained
in its wake, depend heavily upon knowledge of turbulent, bubbly wake flows.
The physics of turbulent flow are governed by the time dependent, threedimensional Navier-Stokes equations. Although these equations can properly describe
turbulent flows, it is very costly, and in many cases not necessary, to obtain exact
solutions because of the resolvable, but prohibitively expensive small time and length
scales associated with turbulent flows.
Numerous turbulence models are available in the literature that can be used for
calculating the Reynolds stresses. These can be classified according to the range of scales
they capture in the whole turbulence spectrum. Most of the results of Computational
Fluid Dynamics (CFD) applied to the flows around ship hulls are based on ReynoldsAveraged Navier-Stokes (RANS) equations using various turbulence models (Reed et al.,
1990; Paterson et al., 1996; Ratcliffe, 1998). RANS is completely statistical and models
all turbulent fluctuations. In practical applications, for high Reynolds number flows,
RANS simulations are widely used as the RANS equations calculate the averaged flow
properties and the computing time required is less compared to other numerical
predictions of turbulent flows. It does fairly well for equilibrium flows, such as boundary
layers with mild or zero pressure gradients and it does very well for isotropic turbulence.
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However RANS equation modeling can not provide instantaneous information
concerning turbulent flows. Flows with massive separation or inherent unsteadiness,
vortex shedding behind a cylinder for example are beyond the reach of RANS. Also in
RANS, there is a need for introduction of a number of phenomenological closure
assumptions and empirical flow dependent constants (Domaradzki et al., 1993).
Advances in computer technology and numerical algorithms helped to successfully
simulate fairly complex flows in detail using the large eddy simulation (LES) technique
(see e.g. Ferziger, 1993; Piomelli, 1998; Sohankar et al., 2000; Hamba, 2001). This
technique is designed to simulate the unsteady behavior of large energy containing
coherent structures. This technique is preferred to direct numerical simulations (DNS).
DNS is too restrictive in that it requires prohibitive computational resources for flow
problems of practical engineering applications, i.e. the computational cost of DNS is very
high (proportional to Reynolds number to the power of 3; Re3, (Piomelli, 1999)) and
inapplicable to high Reynolds number flows. However, turbulent motions of all scales
(down to the Kolmogorov scales) are resolved. Consequently, DNS can be regarded as an
experiment - taken without instrusive measuring techniques. This alone ensures its
usefulness as a research tool.
However, it is more desirable to use LES when the details of turbulence
structures, at least most energetic turbulent vortices and eddies, are needed to be
captured. In LES, the time dependent, three dimensional space filtered Navier Stokes
equations are solved using accurate numerical schemes and fine grid resolution. This
approach aims at resolving the most important (energetic), large turbulent scales (which
are affected by the flow geometry); only the effect of unresolved small scales (which are
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filtered out) need to be empirically modeled. In other words, LES resolves the most of
inertial range and models the dissipations scales. Therefore, as in RANS, the need arises
to model the effects of the unresolved scales. But similar to DNS, LES produces a threedimensional, time-dependent solution. By only computing explicitly the largest, most
energy containing, scales of motion while modeling the small scales LES computations
can be substantially less expensive than those of DNS at a given Reynolds number. This
makes LES a useful tool for calculating turbulent flows at Reynolds numbers beyond the
reach of DNS. Because the large scales are represented explicitly, LES is usually more
accurate and reliable than RANS. Moreover, the modeling of the small scales of the
motions is simpler than the modeling of all the scales of motions required by RANS and
better accuracy can be achieved, i.e. in three-dimensional flows for which most
turbulence models (especially two-equation models) are known to be inadequate
(Piomelli et al., 1997). Since the relatively small scales are more homogeneous and
universal (isotropic), and therefore less affected by the boundary conditions, LES is
amenable to more universal models (It is hoped that such modeling in LES can be
accomplished with less empiricism and with greater help from the theories of
homogenous turbulence (Domaradzki et al., 1993)). According to the theory, the
unresolved scales are proportional to the time step and the grid spacing used in the
numerical mesh. Hence, to the extent sufficiently fine grid resolution and small time steps
are used, the importance of empirical modeling is diminished. In this way, it is possible to
directly compute the turbulent fluctuation resulting from relatively larger eddies. Since
the flow information at small scales may not be important for engineering applications,
LES is becoming an important and powerful tool in studying turbulence (Piomelli, 1999).
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Smagorinsky (1963) & Lilly (1967) successfully applied LES in meteorological
applications and atmospheric boundary layers. Some examples for engineering
applications are fully developed turbulent channel flows (Moin and Kim, 1982 ; Piomelli,
1993), turbulent wake flows (Shi et al., 2000), turbulent mixing layers (Vreman et al.,
1997) flow past circular cylinders (Sohankar et al., 2000), flow around a surface mounted
cube (Krajnovic et al., 1999), and free surface flows (Dommermuth et al., 1993;
Dommermuth et al., 1996, Salvetti et al., 1997, Shi et al., 2000).
The behavior of wakes behind ships requires an understanding of the turbulence
structure near a free surface. There is very limited information on free surface turbulence
in the literature due to difficulties in the measurement of turbulence and velocity near a
free surface. The DNS of free surface flows is limited to low Reynolds number flows and
simple geometries. In spite of all these, many researchers have made great efforts in the
understanding of free surface flows, such as Komori et al. (1982) and Sarpkaya et al.
(1994). However, LES provides an effective tool for tackling this type of problem
(Salvetti et al., 1997).
This study focuses on the application of the eddy viscosity SGS models to the
wake behind a ship cruising on a circular track, with or without the modification of the
effect of free surface. However, an alternative SGS model needs to be developed or an
existing model needs to be improved to predict turbulence near the free surface. This
need arises from the fact that all the models used, assume isotropic SGS turbulence near
the free surface. Hence, one of the main objectives of this study is to investigate the
behavior of the SGS models in LES of free surface turbulent flows.

5

To achieve more accurate ship wake simulations and principally still remain
within the realistic computational constraints, the flow past a surface ship is divided into
two parts. steady-state RANS calculations around the ship hull, and non-steady LES of
the wake. For this reason, LES computations are started from a plane behind the ship.
This is accomplished by using the Random flow generation (RFG) technique (Celik et al.,
1999, Shi et al., 2000 and Smirnov et al., 2000), which requires as input for a time
averaged flow field at the inlet data plane. A considerable amount of work in random
flow generation has been performed in the area of particle dispersion modeling using the
RANS approach (Zhou and Leschziner, 1991, Zhou and Leschziner, 1996, Li et al.,
1994). RANS modeling produces smooth flow fields, which do not accurately disperse
particles that are embedded in the flow. To correct this turbulent Reynolds stresses are
used to generate temporally and spatially correlated fluctuations, such that the resultant
instantaneous velocity can be superimposed on the particles to induce a realistic
dispersion. A number of approaches found in the literature (Li et al., 1994, Bechara et al.,
1994, Fung et al., 1992) are based on a variant of spectral method of generating an
isotropic continuous flow-field proposed earlier by Kraichnan (1970). However, this
flow-field does not satisfy the requirement of spatial inhomogeneity and anisotropy of
turbulent shear stresses, which may be important in realistic flows. The method of Zhou
and Leschziner (1991) complies with the latter requirement, but the resultant flow field
does not satisfy the continuity condition and is spatially uncorrelated. For homogeneous
isotropic turbulence, the initial conditions can also be constructed as described by
Ferziger (1983). The approach is based on a vector curl operation and forward/backward
Fourier transforms. The extension of this method to anisotropic inhomogeneous flows is
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not trivial. At least one study presents a successful application of Kraichnan's method to
anisotropic flows (Maxey, 1987). The technique is based on filtering and scaling
operations applied to the generated isotropic flow-field to filter only the vectors with the
prescribed correlations. Again, the filtering operation may be expensive computationally.
The method presented in this study is different in that it is based only on scaling and
simple coordinate transformation operations.
Reynolds Averaged Navier Stokes (RANS) calculations (Hyman, 2001) are used
to provide the RFG procedure with the information needed on the inflow boundary. The
further downstream development of the wake flow is calculated via LES. This combined
approach enables LES of high Reynolds number flows with complicated geometries. The
effect of the ship hull on the flow field is implicitly embedded in the mean flow
prescribed at the inflow plane, even though the LES procedure starts at a plane right
behind the body (1.5 ship length a stern).
Another goal of this study is to investigate the turbulent flow dynamics in the
wake of a turning ship and compare the results to those of a ship cruising on a straight
track (see Shi et al., 2002). For the turning ship, the reference frame is noninertial and the
effects of the Coriolis and centrifugal forces on the vortical structures are of great
importance. Coriolis force is a fictitious force exerted on a body when it moves in a
rotating reference frame. It is called a fictitious force because it is a byproduct of
measuring coordinates with respect to a rotating coordinate system as opposed to an
actual body force. The centrifugal force is the outward directed fictitious force exerted on
a body when it moves azimuthally in a noninertial rotating reference frame. In this study,
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the influence of the Coriolis and centrifugal forces on turbulence generation on the flow
field will be investigated.

1.2

Literature Survey

1.2.1

Wake Flow

Wake flows are characterized by rapid streamwise adjustments and are strongly
inhomogeneous along all three directions (Shi, 2000). In the literature, there are
numerous descriptions of a ship’s wake; due to its complexity it is not well understood
and ship wake flow dynamics is still an ongoing research area. William Thompson (Lord
Kelvin) (1887) was the first to explain the wave pattern generated on the water surface by
a moving disturbance. The hydrodynamic phenomenon which occurs in a ship’s wake is a
result of the generation of turbulence by the ship hull and its peripherals. This wake
develops and grows in time and characterizes the scale of turbulence. The properties of
the ship wake depend on the size, shape, the speed, and the propulsion system of the ship.
Figure 1.1 illustrates a hydrodynamic wake at sufficiently high speeds. It consists
of white water (wake generation region), viscous wake, propeller wake, and Kelvin wave
pattern. The white water (local wave disturbance region) originates at the region around
and behind the ship up to two or three ship lengths. It is the region where surface foam
(entrainment of the air at and below the free surface), bubbles, and strong turbulence is
generated and rapidly decayed. The amplitude of these waves depends strongly on the
shape, speed and the propulsion system of the ship. This near wake region is also the

8

place where these features decay rapidly. The viscous (turbulent) wake extends up to the
far field region and the flow is characterized by the wave drag and the drag of the hull. It
is this region where large-scale vortical flows occur. A turbulent wake can be several
kilometers long and the exact structure of this smooth water region depends on the ship.
The turbulence behaves like an additional viscosity that dampens the surface waves
(Milgram et al., 1993). The bubbly turbulent wake is one of the main features to be used
for detecting ships. In the open literature, there are some limited numerical experiments
and full scale measurements of the turbulent wake behind a ship. Swean (1987) solved
the steady, parabolic, incompressible time averaged Navier-Stokes equations for the high
speed combatant wake, normalized by its beam length and its velocity to obtain the wake
profile by using k- ε turbulence model. Meadows et al. (1994) measured the Lagrangian
velocity profiles and compared the experimental and numerical longitudinal surface wake

Figure 1.1. Schematic sketch of a ship wake (Hennings et al. 1999)
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velocities, normalized by ship length and velocity. The Kelvin wave pattern (V-shaped)
consists of two arms (Kelvin arms). It consists of the superposition of waves,
“transverse” and “diverging” wave crests, which propagate in a direction at 145 degrees
to the positive x-axis (Hoekstra & Ligtelijn, 1991). It is a characteristic surface wave
pattern resembling a wedge-shaped region behind the ship (Melsheimer et al., 1999). It
plays an important role in the development of the wake that is imaged by SARs (Reed et
al., 1990). Many researchers have studied Kelvin wakes both experimentally and
theoretically, however, the experimental results have mostly been done for idealized
mathematical hull forms, that have few characteristics of real ships (Reed et al., 1990).
Milgram (1988) as well analyzed the Kelvin wave system hydrodynamically. In the far
region, the wake decays relatively slow and steadily, directly proportional to x, being the
axial distance from the ship. The wave amplitudes also depend on the ship. Further
downstream, the surface foam and bubbles decay and the surface roughness and thermal
characteristics gradually return to those of the surrounding ambient surface (Reed et al.,
1990). In the far wake of a ship, the effects of turbulent dissipation are minimal
(Dommermuth et al., 1993).
The vorticity dynamics of wake flows is a complex phenomenon. The interaction
of an underwater jet with a free surface is a simpler flow that has similar characteristics to
the wake of a body interacting with the free surface (Reed et. al., 1990). The jet is
laminar at the beginning, then vortex rings quickly develop around the jet, because of the
interaction of the jet with the free surface, then transition to turbulence starts to develop.
In addition, in Madnia’s (1989) experimental study on a round jet near a free surface, it is
seen that the free surface is not acting like a simple plane of symmetry. Naudascher
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(1965) studied the wake of ship-like bodies. He observed that the wake width had a
power law behavior. Buller & Tunaley (1989)’s measurements have shown that the
power law behaviour was x1/4. This was also indicated by Milgram et al. (1993) who
made field measurements for ship wakes. They found that the wake width had a power
law behavior of x1/5 where x is the axial distance from the ship. Hoekstra & Ligtelijn
(1991)’s experimental study indicated that the turbulent kinetic energy had an asymptotic
behavior of x-4/5. Dommermuth et al. (1996) studied free surface flows using LES. They
showed the probability distributions of the velocity field in the wake. Comparison of their
simulations with the results from the field and laboratory experiments showed good
agreement. They predicted the kinetic energy, the attenuation of the mean axial velocity
field and the enhanced spreading of the wake near the free surface.
Hoekstra and Aalbers (1997) has done an experimental study on the structure of
the wake of unpropelled hulls and found very interesting structures of these “nominal
wakes”. Without the effect of the propeller, they observed the presence of longitudinal
vortices, two pairs of counter rotating vortices, namely bilge vortices (close to the stern in
the bilge region), one on either side of the symmetry plane, close to each other and they
both tend to move slowly downward. The other pair, called “side vortex pair” generated
near the free surface is observed to be far apart. These side vortices tend to move away
from the longitudinal symmetry plane of the ship as the distance gets far from the stern.
As these vortex pairs drift in the spanwise direction, they get weaker and eventually
disappear. In the longitudinal direction, the pattern of the velocity contour plots showed
an “upside-down rimmed hat” shape, two side regions close to the free surface and one in
the center. Hoekstra and Aaelbers (1997) found that the smallest axial velocity was in the
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wake’s symmetry plane near the free surface. Experiments indicate that when strong side
vortices are produced, the minimum value occurs below the free surface, but near the
cores. Benilov et al.’s (2000) experimental study and the numerical modeling have
indicated that they could detect the ship wake turbulence well, and Kolmogorov’s inertial
range could be identified, even in the far wake region. The production and strength of
these vortexes are very much dependent on the ship’s shape. Sometimes only one vortex
pair can be observed, either bilge or side vortex (Reed et al, 1990). Particularly, the
nominal wake is symmetric near the free surface; however, propeller, rudder and
combination of bilge vortices usually will produce strong asymmetries.
For wake signatures, turbulence activity near the free surface is of great
importance. The convenient measure of the turbulence is the turbulent kinetic energy,
which is observed to be insensitive to the ship shape. As stated by Hoekstra and Aalbers
(1997), the maximum values of the root mean square fluctuations for some locations in
units of (m/s) are found to be,

0.106 ± 0.02 at x/L=0.25
0.067 ± 0.01 at x/L=0.60
0.047 ± 0.01 at x/L=1.00

where L is the ship length.

12

(1.1)

1.2.2

Free Surface Flows

As stated before, the behavior of wakes behind ships requires an understanding of
the turbulence structure near a free surface. The free surface phenomena are of more
importance in many respects than the flow behavior at large depths. Due to difficulties in
measurement and simulation, the information about the turbulence structures near the free
surface is very limited. The implications of free surface boundary conditions in near
surface modeling are quite clear.
Some of the methods used for turbulent free surface simulation in the literature
are DNS (Komori et al., 1993; Handler et al., 1993; Dommermuth et al., 1993; Borue et
al., 1995; Nakayama et al., 2002) and RANS simulations, applied to steady flows (Celik
and Rodi, 1984; Farmer et al., 1994; Stern and Wilson, 2000). LES is perceived as an
effective tool for tackling this type of problems and it can capture the coherent turbulence
structures near the free surface (Salvetti et al., 1997; Shi et al., 2000). The enhanced
spreading of the wake near the free surface can be predicted well by LES (Dommermuth
et al., 1996). There have also been experimental studies to understand the behavior of
turbulence near a free surface (Nezu and Rodi, 1985; Nezu and Rodi, 1986; Gonzalez et
al., 1996).
Shi et al. (2000) summarized the nature of near surface turbulent structures. When
approaching the free surface, the vertical velocity fluctuations are damped and the energy
is redistributed to horizontal motions via pressure fluctuations. The surface normal
vortices deform the free surface, large eddies with axes nearly parallel to the free surface
are flattened by the effect of the free surface and the free surface acts like a highly
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stratified layer. The eddies generated by the bursting motions in the wall region hit the
free surface and are lifted up to become the surface renewal eddies (Komori et al., 1993)
(note that this mechanism is absent in the wake).
Nezu and Rodi (1986) could not find any difference in open or closed channel
measurements for the vertical intensity for the region y/h<0.9, y being the distance from
the free surface and h the channel depth. It can be stated that, probably, the free surface
effects are confined in the region y/h>0.9. Moreover, Nezu and Nakagawa (1993) stated
that the most essential feature of the free surface is that the vertical fluctuations are
damped such that they decrease rapidly as the free surface is approached. This feature
was shown experimentally by Smutek (1969), Komori et al. (1982) and
phenomenologically by Hunt (1984).
Komori et al. (1987) and Komori et al. (1990) also observed that the streamwise
intensity increases slightly in the region y/h>0.9, whereas the vertical intensity decreases
strongly. This indicates that the redistribution of the turbulent energy among the three
components of turbulent intensity do not follow the similarity law due to the free
surface’s damping effect. Nezu and Nakagawa (1993) stated that the turbulent kinetic
energy decreases when the free surface is approached, since the generation is much
smaller than its dissipation. The decrease of the kinetic energy has been observed
experimentally by Nezu (1977), Komori et al. (1987) and analytically by Rood (1998),
and also numerically (DNS) by Handler et al. (1993).
Nezu and Nakagawa (1993) stated that the difference between the closed or open
channel flows is that the turbulent eddy viscosity is not zero at the symmetrical axis of the
closed channel, whereas it approaches zero at the free surface in open channels. This
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phenomena is explained by Hunt (1984) as the vertical scale of the macro eddies reduces
and becomes lower because the macroscale eddy would impinge on the free surface and
would be distorted by the free surface, the vertical intensity will also be damped. If one
assumes that eddy viscosity is directly proportional with the macroscale eddy size and the
vertical intensity, the surface damping effects of the free surface would cause the eddy
viscosity to approach zero. Celik and Rodi (1984) pointed out that the eddy viscosity
must be reduced near the free surface where the velocity normal to free surface decreases.
They were able to predict the measured parabolic eddy viscosity distribution in open
channel flows by imposing a dissipation boundary condition at the free surface. The LES
study of Shi et al. (2000) showed that as the free surface was approached, the vertical
turbulence length scales decreased whereas the horizontal ones increased.
Nezu and Nakagawa (1993) stated that in the absence of shear stresses, the water
surface can be approximated as a plane of symmetry, but the free surface’s existence will
reduce the turbulent length scale, as stated by Hunt (1984). This is also shown
experimentally by Nezu and Nakagawa (1993). Since the length scale reduces and it is
inversely proportional with the dissipation rate and directly proportional to k3/2, the
dissipation near the free surface increases, as shown by Celik and Rodi (1984) in RANS
and Komori et al. (1993) in DNS.
The conditions for Komori et al.’s (1993) DNS study of open channel flow are
shown in Figure 1.2. In Figure 1.3(a), the DNS and laser Doppler velocimeter (LDV)
results show that the vertical intensity decreases rapidly in the free surface region, while
spanwise and streamwise intensities increase. Although a difference between the
predictions and measurements is observed, the predictions explain rather well the
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measured intensities behavior. As shown in Figure 1.3 (b), the damping effect of the free
surface is predicted in three DNS results.
Nakayama and Yokojima (2002) have studied open channel flows allowing free
surface motion (see Figure 1.4). In Figure 1.5 (a&b), comparing the LES results obtained
with those obtained from DNS (Nakayama & Yokojima, 2001), it is seen that the effects
of free surface sub grid scale (SGS) terms in Smagorinsky modeling are not
overwhelmingly important in subcritical Froude numbers, but they make some changes
near the free surface. More on SGS modeling is presented in the next section.

Figure 1.2. Geometry of the computational region: a) coordinate system b) mesh
distribution (Komori et al., 1993)
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(a)
(b)
Komori et al. (1993)

Figure 1.3. Turbulence intensity distributions: a) comparisons between predictions and
measurement by LDV (Komori et al., 1990) b) comparisons between the predictions by
Komori et al. (1993)’s DNS and those of Kim et al.(1987) and Lam and Banerjee (1992)

Figure 1.4. Geometry of the computational region having moving free surface
(Nakayama and Yokojima, 2002)
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Figure 1.5. Turbulence intensity distributions: a) Fr=0.3 b) Fr=0.6 (Nakayama and
Yokojima, 2002)

1.2.3

SGS Studies

The success of LES depends most critically on how accurate the modeling of the
SGS stresses is. The models must represent the SGS stress in terms of the resolved field,.
i.e. be capable of representing the effect of the unresolved motion essential in LES of
turbulent flows.
Many SGS models have been developed in the last twenty years. Most of them
are eddy viscosity models that use the Boussinesq hypothesis to calculate the eddy
viscosity, that is the relationship between the SGS Reynolds stress and the strain rate of
the large or resolved eddies is linear; i.e.
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(1.2)

where νt is the SGS eddy viscosity.
The simplest model has been proposed by Smagorinsky (1963), that is the basis of
the many other advanced models, such as the scale similarity model proposed by Bardina
et al. (1980), the dynamic sub-grid model (DSGS) proposed by Germano et al. (1991),
the dynamic mixed model by Zang et al. (1993), and the dynamic two parameter model
by Salvetti et al. (1997).
The Smagorinsky model uses a constant model coefficient for the entire flow
domain and the eddy viscosity is expressed as,

ν t = Cs ∆2 (Sij Sij )

1

2

(1.3)

where ∆ is a characteristic length scale defined as ∆ = (∆x1∆x2 ∆x3 )1 / 3 and Cs is the
Smagorinsky constant; here ∆x1, ∆x2, ∆x3 represent the sides of a octahedral
computational cell. Here, Sij is the large scale (resolved) strain rate tensor, defined as,
∂u j
1  ∂u
S ij =  i +
2  ∂x j ∂xi

 . The constant has been found to be a function of the filter width and




the integral length scale of turbulence. A Cs value of 0.2 does a good job for isotropic
turbulence, and for inhomogeneous flows this value must be reduced by half or more
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(Ferziger, 1993). McMillian et al. (1980) figured out that for homogeneous turbulence the
value decreases with increasing strain rate. In the near wall region of channel flows, Moin
and Kim (1982) did additional modifications to the Smagorinky model such that they
used some damping functions to force the SGS stresses to vanish at the wall. On the other
hand, the dynamic models provide a methodology to calculate an appropriate local value
of the Smagorinsky constant. Germano et al. (1991) developed a new dynamic sub grid
scale model, tested in fully developed turbulent channel flows, and obtained better results
than those used the Smagorinsky model. Lilly (1992) modified this model. One of the
main disadvantages of this model is the numerical instability because of the negative
values and large variations of the coefficient (Sohankar et al., 2000).
While the above eddy viscosity models may be able to represent the global
dissipative effects of the small scales, the details of the stresses and energy transfer can
not be reproduced accurately (Piomelli, 1999). Scale similar and mixed models are
alternative for this reproduction, by applying a second filter, having the same filter width,
to the governing equations. The SGS stresses in the scale similar model can be written as,

[

τ ij = −2ν t Sij + uiu j − uiu j

]

(1.4)

Scale similarity models require fine grid resolution. With decreasing grid
resolution, it becomes more uncorrelated with the DNS results (Menon and Yeung,
1995).
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One-equation models in LES, using the analogy of one equation models in RANS
(Wilcox, 1993), have been developed as a modified eddy viscosity model, where an
additional transport equation is solved explicitly for a suitable parameter characterizing
the turbulence, such as SGS turbulent kinetic energy. There is no assumption of local
balance between SGS energy production and dissipation rate, however it has the
drawback of specifying the length scale. When relatively coarse grids are considered (or
high Reynolds number flows), the unresolved scales may contain energy-containing
scales and a contribution of the sub-grid energy to the resolved SGS stresses may have to
be explicitly computed (Menon and Kim, 1996). Models have been developed that
employ a transport equation for the SGS kinetic energy, but require an empirical
expression for the distribution of the turbulent length scale that appears in the model
relations. In the literature many applications can be found: one equation models
(Lewellen, 1977; Yoshiziwa and Horiuti, 1985; Menon and Yeung, 1995; Menon and
Kim, 1996), dynamic one equation models (Ghosal et al., 1985, Krajnovic et al., 1999,
Sohankar et al., 1999 and 2000).
So far, models with Boussinesq eddy viscosity approximation have been
described. However, in some predictions of flow properties with this approximation,
there are significant discrepancies from the corresponding measurements. There are some
types of applications for which models based on this approximation may fail, such as
flows with sudden change in the mean strain rate, flow over curved surfaces, flow in
rotating and stratified fluids, and three dimensional flows (Wilcox, 1993).
The linear eddy viscosity can not represent the anisotropy of turbulence
depending on the resolved scales (at some points the turbulence may become isotropic)
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observed near the free surface (Hamba, 2001). Some linear eddy viscosity models widely
used for practical applications do not guarantee the non negativeness of the normal
component of the Reynolds stresses (Hamba, 2001). However, the non-linear models can
satisfy the realizibility constraints (Lumley, 1978): namely (i) the normal stress is nonnegative as the velocity is real, (ii) the model should satisfy the Schwarz’ inequality for
the shear stress and (iii) the determinant of the shear stress should be greater than or equal
zero. In the literature, several nonlinear models have been proposed. Nisizima and
Yoshizawa (1987) derived the model from statistical approaches, and applied it to square
duct flows by producing reasonable results. Speziale (1987) derived the nonlinear
constitutive model for anisotropic turbulence and applied it successfully to plane channel
flow. The model requires the stresses depend at least quadratically on the mean velocity
gradients. On the other hand, Speziale (1987) concluded that the 2nd order nonlinear
model should not have a quadratic vorticity term applied in a rotating frame because of
the violation of realizibility. Hamba’s (2001) model satisfies realizibility in a rotating
frame. Rubinstein and Barton (1990) also suggested a nonlinear model and showed that
they were able to predict anisotropic turbulent flows for high and low Reynolds numbers.
There is another model that provides a measure of anisotropy, namely the k-e-v2 model of
Durbin (1995). It seems to be a good model for computing wall bounded shear flows,
such as confined swirling jets (Durbin, 1995) and other external flows (Kalitzin, 1999)
with large regions of parabolic boundary layers. Because of the nature of the equations
for the k-e-v2 model, the solution must be obtained by an iterative procedure. However,
the nonlinear model proposed by Hamba (2001) does not require an iterative solution
procedure.
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1.3

Contributions from current work

To the best of author’s knowledge, there are no measurements nor LES studies in
the literature focused on the wake behind a ship cruising on a circular track. This work
constitutes the first application of a novel technique to the turning surface ship wake
when the influence of the Coriolis force and centrifugal forces on turbulence generation
is accounted for.
The second area of contribution is the comparative investigation of the physics of
turbulent wakes aft of a turning ship and a ship cruising on a straight course: wake
spreading, turbulence activity, and wake structures are studied using LES and results are
compared to experimental observations from literature. It is demonstrated that LES is
capable of predicting complex turbulent flow features in detail.
In large eddy simulation, the key to the reliability of the solution with relatively
large mesh size (this is unavoidable for high Re flows) is to develop effective and
physically correct subgrid-scale (SGS) models. The behavior of various SGS models in
LES of free surface turbulent flows is investigated. The anisotropy of the turbulence
observed near a free surface can not be obtained by a standard Smagorinsky model
(SMG). The SMG model is improved with free surface modifications. This model is
verified on an open channel flow benchmark and then applied to the surface ship wake.
Then, a nonlinear one-equation model is formulated and applied to the open channel
flow. The new non linear SGS model improves the turbulent predictions near the free
surface for open channel flow. The performance of existing and improved SGS models is
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compared and discussed. This study provides a better understanding of SGS models,
when applied to the case of the wake of a non turning and turning surface ship.
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Chapter 2

LITERATURE REVIEW

In this chapter, the time-dependent, volume averaged, three-dimensional NavierStokes equations that govern the physics of turbulent flow are presented. The main focus
of this study is on the turbulent flow dynamics in the wake of a ship cruising on a circular
track in which the Coriolis and centrifugal forces are of importance because of the
noninertial reference frame used. These forces are accounted for by including additional
source terms into the momentum equations. Then, the LES scheme is briefly described.
To tackle problems of complex geometries, the equations are transformed from the
physical to the computational space. Essential information on the numerical method is
introduced and the verification of the whole numerical procedure previously performed
by Shi (2001) is briefly described.

2.1

Governing Equations and Navier Stokes solver

The LES code used was originally developed by Zang et al. (1994). The equations
for an incompressible, viscous fluid flow in Cartesian (physical) space can be presented
in terms of the Cartesian velocities uj as

∂u j
∂x j

(

=0

(2.1)

)

 ∂x
∂ui ∂ ui u j
∂ 2u
∂x 
1 ∂P
+
=−
+ ν 2i +2Ω S  u1 3 − u3 1  + Ω s 2 xi (1 − δ i 3 ) (2.2)
∂t
∂x j
∂xi 
ρ ∂xi
∂x j
 ∂xi

An additional equation that represents the conservation of a scalar, such as kinetic
energy, temperature, etc. is,

( )

∂φ ∂ φ u j
∂ 2φ
+
= α 2 + S i (φ )
∂t
∂x j
∂x j

(2.3)

where α is a material coefficient that could be thermal diffusivity, conductivity or
viscosity, depending on which scalar equation is solved. S i (φ ) is a sink/source term. In
the above equations, uj is the Cartesian velocity vector, P is the total pressure, and i , j, k,
are the notations that represent the directions; x1 is the axial coordinate, x2 is the vertical
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coordinate, and x3 is the transverse coordinate in the Cartesian coordinate system. Ωs is
the angular velocity of the system rotation due to the turning of the ship, ν is the
kinematic viscosity and δij is the Kronecker delta symbol. In Eqn. 2.2, third term in the
right hand side (RHS) represents the Coriolis force and the fourth term represents the
Centrifugal force due to the turning of the ship. It should be noted that Einstein
summation rule applies to repeated indices except for the term, Ω s 2 xi (1 − δ i 3 ) .
The Navier Stokes equations have been developed for a general purpose model of
fluid flow from basic principles of conservation of mass and momentum for a Newtonian
fluid. Moreover, the numerical models, such as finite volume method (Ferziger et al.,
1997) also incorporate the law of conservation of mass and momentum for space
integration.
The filtering process plays an important role in distinguishing small scales and
large scales in LES. A flow variable, f can be decomposed into a large scale of the flow
field component that is resolved, f and a small scale component that is filtered out, f ′ ,
as,

f = f + f′

(2.4)

Then the resolved scale field is obtained by applying spatial filtering that can be
generally expressed by the convolution integral (Leonard, 1974) for the calculation
domain, D, as,
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3

f ( x1 x2 x3 ) = ∫ ∏ G j ( x j , x′j : ∆ ) f ( x1' x2' x3' )dx1' dx2' dx3'

(2.5)

D j =1

where G is the filter function and ∆ is the filter width, i.e. the wavelength of the smallest
scale retained by the filtering function. The most commonly used filter functions are the
box filter, the sharp Fourier cutoff filter and Gaussian filter (best defined in wave space),
and the top hat filter (in real space) (Piomelli, 1999). In the present finite volume
formulation, a volume average box filter used by Deardoff (1970), is used, in which Gj=1
(Zang , 1993).
Applying the filtering operator to the governing equations and following the
formulation of Zang et al. (1993) in a conservative manner, the spatially filtered flow
conservation equations can be written as,

∂u j
∂x j

=0

(2.6)

∂ui ∂Fij
+
= Si
∂t
∂x j

(2.7)

∂φ ∂R j
+
= S i (φ )
∂t
∂x j

(2.8)

where
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Fij = ui u j + pδ ij − ν

∂u i
+ τ ij
∂x j

 ∂x
∂x 
Si = 2Ω S  u1 3 − u3 1 
∂xi 
 ∂xi

R j = u jφ − α

∂φ
+ χj
∂x j

(2.9)

(2.10)

(2.11)

Here, both, the SGS stress, τ ij and the SGS flux, χ j represent the effect of the
SGS motion. They arise due to the filtering of the nonlinear advective terms. The
formulations are,

τ ij = uiu j − uiu j

(2.12)

χ j = u jφ − u j φ

(2.13)

Hence, the SGS stress and the SGS flux both contain the interaction of subgrid
scales with themselves and with the resolved scales. In the above equations, u j is the
filtered velocity vector and p is the reduced dynamic pressure in which the total pressure,
P, is calculated as;

P = ρo p +
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1
ρ o Ω 2s r 2
2

(2.14)

where r2 is the square of the distance to the rotation axis, in terms of both the axial and
the transverse directions, i.e. r 2 (= x12 + x32 ) and ρo is the reference density. It should be
noted that the non-inertial effects are split with Coriolis terms appearing as a source term
in Equation 2.7 and since the centrifugal force term is independent of the fluid motion,
the effect of centrifugal force is included in the total pressure term, i.e. Equation 2.14.
Since the discrete solution represents the resolved field which is topped by an
overbar computed, thus the stress and the flux terms should be modeled using the
resolved quantities. Most SGS models for τij and χ j are eddy viscosity models of the
form:

δ
δ


τij − ij τkk = −2νt Sij + Cr  Lmij − ij Lmkk 
3



χ j = −αT

3

∂φ
+ Cr Pj
∂xj



(2.15)

(2.16)

where ν t is the turbulent eddy viscosity, it represents the effects of sub grid turbulence; in
our case, α t is the turbulence diffusivity and Sij is the large scale (resolved) strain rate
tensor, defined as,
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1  ∂u ∂u j
Sij =  i +
2  ∂x j ∂xi





(2.17)

Eq. 2.15 and 2.16 introduces two sets of additional terms to the filtered governing
equations: Cr and Lmij ; Cr and Pj. Lmij , the modified Leonard term and Pj are defined by,

Lmij = uiu j − ui u j

(2.18)

Pj = uiφ − ui φ

(2.19)

The modified Leonard term or Pj represent the interactions between resolved
scales that result in sub-grid scale contributions and can be computed directly from the
resolved flow field (Piomelli, 1999). The value of the scale similarity coefficient, Cr in
Eqn. 2.15 is either 0 or 1 or may be determined dynamically depending on the type of
sub-grid scale (SGS) model being used. When Cr = 0, Eqn. 2.15 represents the
Smagorinsky model. When Cr = 1, it represents the dynamic mixed model of Zang
(1993).
To tackle problems of complex geometries, the above mentioned equations are
transformed from the physical to computational space and formulated for a generalized
curvilinear coordinate system. The solution of numerical problems in complex domains
using boundary-fitted curvilinear coordinates is now a typical technique. The physical
31

space is denoted by coordinates ( x1 , x2 , x3 ) and the computational space by (ξ1 , ξ 2 , ξ3 ) .
The chain rule of derivatives

∂
∂ξ ∂
= z
∂x j ∂x j ∂ξ z

(2.20)

has been applied.
In order to use the finite volume discretization, it is desirable to cast the equations
in the “Strong-Conservation-Law Form” as explained briefly in Zang (1993).
Substituting Eqn. 2.15 into Eqn. 2.7, and applying coordinate transformation and
combining terms accordingly, Eqs. 2.6, 2.7 and 2.8 in time-dependent boundary-fitted
curvilinear coordinates are,

∂U m
=0
∂ξ m

(

∂ J −1ui
∂t

(

∂ J −1φ
∂t

where
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(2.21)

) + ∂F

= Si

(2.22)

) + ∂R

= STi (φ )

(2.23)

im

∂ξ m

m

∂ξ m

Fim = U mui + J −1
Si = 2 J −1Ω s

∂ξ m
∂u
p − (ν + ν T )G mn i
∂xi
∂ξ n

(2.24)

∂ξ m  ∂x3
∂x 
− u3 1  +
 u1
∂xi  ∂ξ m
∂ξ m 

(2.25)

∂ξ ∂ξ ∂ν ∂u j
∂  −1 ∂ξ m m 
− Cr
J −1 m n T
Lij 
J

∂x j ∂xi ∂ξ m ∂ξ n
∂ξ m 
∂x j

∂φ
∂ξ n

(2.26)

∂  −1 ∂ξ m 
Pj 
J
∂ξm 
∂x j 

(2.27)

Rm = U mφ − (α + αT ) G mn
STi (φ ) = Si′ (φ ) − Cr

where for the curvilinear space variables; the inverse Jacobian, defined as

J −1 = det

∂xi
∂ξ
; the contravariant velocity , U m = J −1 m u j ; the contravariant volume
∂ξ m
∂x j

metrics, G mn , that measures the skewness of a grid cell, is defined as G mn = J −1

∂ξ m ∂ξ n
∂x j ∂x j

. Si′ (φ ) , the transformation of Si (φ ) to the computational domain, must be changed
accordingly, depending on which scalar equation is solved.
If the flux terms ∂ F im ∂ξ m and ∂ R m ∂ξ m are split like in Zang (1993) as,

∂ F im
= − Ci + Bi ( p ) + DE ( ui ) + DI ( ui ) 
∂ξ m
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(2.28)

∂Rm
= −  Eρ + FE ( ρ ) + FI ( ρ ) 
∂ξ m

(2.29)

where Ci and Eρ represent the convective terms, Bi is the discrete operator for the
pressure gradient term, DE and DI (FE and FI) are discrete operators for the explicitly
treated off diagonal terms and the implicitly treated diagonal viscous (diffusive) terms.

2.2

Numerical Method

The computer code is based on an essentially non-staggered grid, finite volume
method using a fractional time step approach. A staggered grid method in curvilinear
coordinates requires a large amount of computer memory for the metrics (Zang, 1993),
hence the non-staggered method originally developed by Rhie and Chow (1983) has been
used to avoid these kind of difficulties. Cartesian variables such as velocity and pressure
are stored at cell centers whereas the contravariant volume fluxes are defined at cell faces
in a manner analogous to the staggered-mesh system. The volume fluxes are not solution
variables, but rather are determined through interpolation of the cell-centered velocity
values plus a projection operation that guarantees exact conservation of mass. A
traditional non staggered method does not enforce mass conservation in the cell and
causes the pressure field to decouple (it produces spurious oscillations in the pressure
field, i.e.“checkerboard” pattern) (Zang et al. 1994), whereas the method of Rhie and
Chow (1983) prevents the decoupling in its structure by defining the volume flux on its
corresponding face of the cell in addition to the Cartesian velocity components at the cell
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center, therefore the momentum and continuity are both enforced in the same control
volume and the solutions are free from spurious pressure oscillations. It is directly
applicable to curved domains, as the accuracy of the method is not affected by grid
orientations because of the non-staggered grid layout. However, this process eliminates
odd-even decoupling at the cost of introducing implicit 4thorder dissipation, which in turn
may affect mass conservation (Paterson, 2003).
Non-orthogonal curvilinear coordinates are applied with an overall second order
accuracy in both space and time. The Crank-Nicolson discretization scheme has been
applied for diagonal viscous (DI) and diffusion (FI) terms in order to remove the viscous
instability (Zang et al., 1994) while an explicit Adams-Bashforth scheme is employed for
all the other terms. The off diagonal viscous terms (DE) are treated explicitly in order to
simplify the LHS matrix of the momentum equation. The result like in Zang (1993) is

δU m
=0
δξ m

J

−1

(u

i

n +1

− uin

) = 3 C
2

∆t

n
i

(2.30)

( )

(

)

(

)

1
+ DE uin + Sin  − Cin−1 + DE uin−1 + Sin−1 
 2


(

(2.31)

)

1
+Bi ( p n+1 ) +  DI uin+1 + uin 

2

J

−1

(ρ

i

n +1

− ρin

∆t

) = 3 E
2

n

ρ

( )

1
+ FE ρ n + S ρn  −  Eρn−1 + FE ρ n−1 + S ρn−1 
 2


(

)

1
+  FI ρin+1 + ρin 

2
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(2.32)

where δ δξ m represents discrete finite difference operators in the computational space,
superscripts represent the time step, Ci represents the convective terms, Bi represents the
dicrete operator for the pressure gradient terms.
The central differencing (CD) scheme (with special care due to numerical
instabilities) or Quadratic Upstream Interpolation for Convective Kinematics (QUICK)
that calculates the face value from the nodal values using a quadratic upwind
interpolation is applied to discretize the convective terms (CI). The accuracy of QUICK
has been compared to CD, the 1st order upwind scheme, a hybrid scheme, with the result
obtained that QUICK produced good results (Zang, 1993, Hayasa, 1999). Theoretically
the higher the order of the numerical scheme, the better the resolution should be under the
same grid spacing (Shi, 2001). However, Rai and Moin (1991) have shown that higher
order of accuracy combined with coarse grid spacing does not necessarily give better
results. Jordan (1999) showed that the results can be improved by improving the grid
spacing. The power law scheme is inaccurate under some limitations, such as when
convection is dominant; it reduces to 1st order upwind scheme (Patankar, 1980). On the
other hand, higher order CD schemes have in addition the problem of artificial high
frequency oscillations that may contaminate the turbulence field (Rai and Moin, 1991). In
LES, explicit schemes are preferable, but if stability is an issue, some implicitness can be
introduced, i.e. Crank-Nicolson time splitting.
The spatial derivates are computed by 2nd order central differences in the
momentum equations. Only the convective term in the scalar equation (Eρ) is discretized
using the SHARP scheme (Leonard, 1988) since it is computationally more expensive
than QUICK.
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Because there is no explicit equation to solve for the pressure in time, the
fractional step method is applied to solve the incompressible Navier-Stokes equation. The
fractional step approach (Kim and Moin, 1985) or projection method, basically a three
step predictor corrector method, splits the numerical operators and achieves velocity–
pressure decoupling. The intermediate velocities are interpolated onto the faces of the
control volume to form the source terms of the pressure Poisson equation. The pressure
field is obtained by solving the pressure Poisson equation iteratively with a multigrid
method (Brandt, 1977). The true velocity field is then obtained by correcting the
predicted velocity with pressure. The steps are summarized from Zang (1993) as,
1. Predictor step:

(I −

∆t
DI )(ui* − uin ) =
−1
2J
1
∆t  3 n
C + DE (uin ) + Sin  − Cin −1 + DE (uin −1 ) + Sin−1  + DI (uin )  (2.33)
−1   i
 2

J 2


2. Computing the pressure field, i.e. finding φ;
If the corrector step of the fractional step method (Equation 2.37) to the Cartesian
velocity components defined on a certain face of the control volume,

uin+1

=

ui*

 δξ m δφ n+1 
− ∆t 

 δ xi δξ m 
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(2.34)

Combining U m = J −1

∂ξ m
n +1
u j with Equation 2.34, the equations for U m ,
∂x j


δφ n+1 
U mn+1 = U m* − ∆t  G mn

δξ m 


where U m* = J −1

(2.35)

δξ m *
u is called the intermediate volume flux. Since the intermediate
δ xj j

velocity u *j is defined at the cell center, while the fluxes U m* and U mn+1 are defined on the
cell faces, u *j has to be interpolated onto the cell faces in order to compute U m* .
By substituting Equation 2.35 into Equation 2.30, the pressure passion equation
for φ n+1 is obtained as,

δ  mn δφ n+1  1  δ U m* 
G
= 

δξ m 
δξ m  ∆t  δξ m 

(2.36)

3. Corrector step:

uin +1 − ui* =

∆t 
B φ n+1 
−1  i

J

(
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)

(2.37)

where I is the identity matrix, ui* is the intermediate velocity and the scalar φ is related to
the pressure p by

∆t   B (φ ) 

Bi ( p ) =  J −1 − DI   i −1 
2

 J


(2.38)

Detailed information can be found in Zang (1993).

2.3

Subgrid scale models

SGS stresses that are modeled represent the effects of the sub-grid scale motion
on the resolved motion in that they dissipate the resolved energy or backscatter energy to
the resolved eddies. To predict the flow dynamics of the wake behind a turning ship, the
standard Smagorinksy model (Smagorinksy, 1963), based on Boussinesq eddy viscosity
hypothesis, has been used. This model is developed by assuming that the small scales are
in equilibrium so that energy production and dissipation are in balance, moreover the
small scales dissipate all the energy they receive from the resolved scales. This
assumption is made to simplify the phenomena and the algebraic model for the eddy
viscosity is,
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ν t = Cs ∆ 2 ( Sij Sij )

1

2

(2.39)

where the filter length scale, ∆ is the volume average box filter used by Deardoff (1970)
usually calculated as the geometric average of mesh spacings in the Cartesian directions,
defined as ∆ = ( ∆x1∆x2 ∆x3 )

1/ 3

in finite volume formulations (especially for anisotropic

grids) and Cs is the Smagorinsky constant. This constant is determined from the isotropic
turbulence decay. It is interesting to note that the filtering process that’s applied through
control volume approach may use a significantly different length scales in different
directions due to grid stretching. To see the influence of grid aspect ratio on filtering
process, a model equation is used and different filter lengths have been applied and
results have been shown in Appendix B. The results show that the grid size in each
direction influences mostly the degree of filtering in that direction; the influence on the
other direction is much lesser. In Chapter 3, the application of Smagorinksy model to the
wake behind a turning ship wake will be briefly presented.
To emphasize the effects of the free surface fluctuation, a new grid filter width,

∆* will be introduced, such as

1
1
1
=
+
( ∆* ) n l n ∆ n
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(2.40)

In Equation 2.40, a length scale function similar to that introduced by Mason and
Thomson (1992) is used. The Smagorinsky model only involves a single grid filter, ∆.
However, the characteristic of the near free surface region is that the length scale of the
subgrid scale motion will not be given by a constant value of ∆, but will decrease as the
free surface is approached. Therefore, the above simple and arbitrary length scale
function is selected to match between the near surface and the interior, where the value of
n is allowed to vary and l is the turbulent characteristic length scale.
The free surface suppresses the vertical movement of eddies, therefore the
turbulent Reynolds number, Ret approaches to zero as Ret =

v′y

ν

. On the other hand,

Van Driest (1956) had successfully derived a model to account for the damping of
turbulence caused by molecular viscosity action near the solid surface. Following the
same line of physical reasoning, the motion near the free surface is damped in a semiinfinite viscous liquid (Ueda et al., 1977). Therefore, to obtain this damping effect of the
free surface on νt, one can formulate l like a Van Driest model,

l = κ ys (1 − e − ( ys

+

/ 26) a

)

(2.41)

where the coefficient “a” can be arbitrarily chosen according to experimental data. For
this study, “a” was chosen to be 3 to match the eddy viscosity distribution for an open
channel flow in Nezu and Nakayagawa (1993). Here, ys is the distance from the free
surface and κ is the Von Karman constant.
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In Equation 2.41, the length parameter ys+ can be obtained using the velocity
scale, u at the point nearest to the free surface as,

u=
ys + =

τs
= 2ν t S12
ρ
ys u

ν

=

ys

ν

(2.42)

(

)

2 Cs ∆ 2 S S12

where

(

S = Sij Sij

)2
1

S12 = the resolved strain rate at a location near the free surface
Hence, the new model, referred to “l-modeling”, will then be rewritten as,

ν t = Cs (∆* )2 S

(2.43)

It should be stated that in near wall applications, the original Van Driest damping
function has also been used and the preliminary results of the application of l-modeling to
the wake behind a turning ship will be briefly presented in Chapter 3.
However, these two models are not suitable for complex flows as they use
constant eddy viscosity coefficients. As stated in Chapter 1, one-equation SGS models
have many advantages, such as solving for the transport of the sub-grid kinetic energy
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explicitly. On the other hand, for some predictions of flow properties with the Boussinesq
eddy viscosity approximation, there are deficiencies in comparison to measurements.
Since a three dimensional turning ship wake application with rotational effects is being
simulated, the Boussinesq eddy viscosity approximation is not expected to perform well.
The linear eddy viscosity models widely used for practical applications, being isotropic,
can not represent the anisotropy of turbulence observed near the free surface (Hamba,
2001). This anisotropy may become important for complex flows containing large length
scales. It should be emphasized one more time here that by the linear eddy viscosity
representation, the eddy viscosity models do not guarantee the non-negativeness of the
normal component of the Reynolds stresses which is an unphysical behavior. A non linear
SGS turbulence model can be used to rectify these short comings of the linear eddyviscosity models.
In a Reynolds stress model, the Reynolds stress is determined by transport
equations. Therefore the subgrid scale kinetic energy, ksgs that needs to be solved in the
one equation model is as follows:

∂ksgs
∂t

+

∂u j
∂
∂
− ε sgs +
u j ksgs = τ ij
∂x j
∂x j
∂x j

(

)


∂ksgs 
(ν t + ν )

∂x j 


(2.44)

Using an analogy to the k-ε turbulence model of Hamba (2001), a new model for
the above Reynolds stress term, τij, that is algebraically related to the mean velocity field
will be proposed in the form,
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τ ij = τ ij ( k , ε , ∇u )

(2.45)

where components of tensor τ are functions of k, ε and the deformation rate tensor,

( ∇u )kl (= ∂uk

∂xl ) . In Hamba (2001) the proposed form (Eq. 2.45) has been proven to

satisfy the first realizability constraint. More, Hamba (2001) has stated that if the first
condition is satisfied, then the other two conditions are automatically ensured, however
the proposed model has been proven to satisfy the second realizability constraint, the
Schwarz’ inequality.
The two-scale direct interaction approximation (TSDIA) has been used to derive
the nonlinear one equation model just like deriving the nonlinear k-ε turbulence model of
Hamba (2001). As an advantage, since the model is derived analytically, it can satisfy the
realizability for an arbitrary turbulent flow (Hamba, 2001). The details of the derivation
can be found in Hamba (2001).
Then, a realizable model theoretically derived for Reynolds stress, τij in the one
equation model (Eq. 2.44) in terms of the strain rate and vorticity tensor is formulated as
follows,

2
3

1
3

τ ij = ksgsδ ij − 2ν t Sij + N1 ( Sik Skj − S 2δ ij ) + N 2 ( SikWkj + S jkWki ) +
1
N3 (WikWkj + W 2δ ij )
3
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(2.46)

where turbulent eddy viscosity can be modeled as,

ν t = Cν 1 f

ksgs 2

(2.47)

ε

and

N1 = Cν 2 f

N 2 = Cν 3 f

N 3 = Cν 4 f

3
ksgs

(2.48)

ε2
3
k sgs

(2.49)

ε2
3
k sgs

(2.50)

ε2

2
2


ksgs
k sgs
2
f = 1 + Cν 5 2 S + Cν 6 2 W 2 
ε
ε



−1

(2.51)

where

Sij =strain rate tensor=

1  ∂ui ∂u j
+

2  ∂x j ∂xi


 ;
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S 2 = Sij Sij

(2.52)

Wij =vorticity tensor=

1  ∂ui ∂u j 
−


2  ∂x j ∂xi 

;

W 2 = WijWij = −WijW ji

(2.53)

The model constants (Hamba, 2001) are chosen to be

Cν 1 =

1360 2
7
; Cν 2 =
Cν 1
343
360π Cσ Cw

(2.54)

160 2
80
Cν 1 ; Cν 4 = − Cν21
49
49

(2.55)

Cν 3 = −

Cν 5 =

20 2
100 2
Cν 1
Cν 1 ; Cν 6 =
49
7

(2.56)

Here, realizability is satisfied for a value of Cν1=0.123 if the values Cσ =0.12 and
Cw=0.42 are taken from TSDIA (Hamba, 2001). By retaining W2 in the f function, the
realizability is also satisfied even in a rotating frame (Hamba, 2001). The values of the
model constants in Equations (2.54-2.56) are obtained theoretically (Hamba, 2001).
However, Hamba (2001) has stated that they had to optimize the constants comparing
results from i.e. homogenous shear and channel flows with DNS data. Hamba (2001) has
found out that the values Cν5 and Cν6 should be large enough so that a small value of
function f can ensure realizability.

46

Since the model in Eq. 2.46 obtained has second-order nonlinear terms, the non
negativeness of the normal stress can easily be shown as a quadratic equation of the mean
velocity gradient (Hamba, 2001).
The performance of this new SGS model will be assessed in comparison to the
previously applied ones and with various grid resolutions.
The dissipation rate of the energy, ε, is modeled in terms of ksgs and the grid filter
width, ∆ , such as ,

ε = CD

2.4

3/ 2
ksgs

∆

(2.57)

Random flow generation (RFG) methodology

A Random Flow Generation (RFG) approach, originally developed at West
Virginia University, provides turbulent initial or inlet flow conditions for LES. In this
technique, a divergence free vector field from a sample of Fourier harmonics is
synthesized and this allows the generation of a non-homogenous anisotropic flow field
representing turbulent velocity fluctuations. The turbulence information needed in RFG is
obtained either from measurements or RANS. To generate a realistic flow field, Smirnov
et al. (2000) and Shi et al. (2000) proposed a modified version of Kraichnan’s technique
(Kraichnan, 1970). The relatively simple RFG algorithm involves scaling and simple
orthogonal transformation operations applied to a continuous flow-field generated as a
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superposition of harmonic functions. Here, briefly the procedure of the methodology will
be described; Given an anisotropic velocity correlation tensor (i.e. from RANS),

{ ( )}

rij ≡ uiu j of a turbulent flow field, ui x j , t

i , j ,=1,..3

, first an orthogonal transformation

tensor aij that would diagonalize rij is found such that

ami anj rij = δ mn c(2n )

(2.58)

aik akj = δ ij

(2.59)

Then, both aij and cn become known functions of space. Here, coefficients

cn = {c1 , c2 , c3 } play the role of turbulent fluctuating velocities (u′, v′ , w′) in the new
coordinate system produced by transformation tensor, aij. Further, a transient flow field in
a three dimensional domain

{v ( x , t )}
i

j

i , j ,=1,..3

using the modified method of Kraichan

(1970) is generated such that

G
vi ( x , t ) =

x j =

2 N
 pin cos( k nj x j + ωnt ) + qin sin(k nj x j + ωnt ) 
∑

N n =1 

xj

1
t
c
, t = , c= , k nj = k nj
l
c( j )
τ
τ

pin = ε ijmζ nj kmn , qin = ε ijmξ nj kmn
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(2.60)

(2.61)

(2.62)

ζ in , ξin , ωn ∈ N (0,1), k in ∈ N (0,1/ 2)

(2.63)

where l,τ are the length and time scales of turbulence, εijk is the permutation tensor and
N(M,σ) is a normal distribution with mean M and standard deviation σ. Numbers

k nj , ωn represent a sample of n wave number vectors and frequencies of the modeled
turbulence spectrum

1/ 2

2
E (k ) = 16  
π 

k 4 exp(−2k 2 )

(2.64)

Finally, a scaling and simple orthogonal transformations to the flow field vi
generated is applied to obtain a new-flow field, ui as

wi = c( i ) v( i )

(2.65)

ui = aik wk

(2.66)

As a summary, the procedure takes the correlation tensor of the original flow
field, rij and the information on length and time scales (l,τ) as input, where they can be
obtained from a steady-state RANS computations or experimental data. Then a timedependent flow field ui (xj, t) with correlation functions equal to rij ( rij ≡ uiu j ) and

49

turbulent length/time scales equal to l, τ. Here, Scaling factors ci obtained represent the
scales of turbulent fluctuations along each axis, they don’t depend on time, whereas
vectors vi and wi are time-dependent velocity fluctuations. Spatial and temporal
variations of ui follow Gaussian distributions with characteristic length and time-scales of

l,τ (Smirnov et al., 2000 and Shi et al., 2000).
This approach was verified using a turbulent channel flow case to check how
close the turbulence field from RFG can be compared with measurements or DNS results.
It was observed that the DNS results by Kim and Moin (1989) was well reproduced (Shi,
2001).
The features of the generated flow field such as continuity, anisotropy and
inhomogenity make the method also well suited for setting initial conditions for LES (Shi
et al., 2002).
More details about RFG technique and its validation can be found in Smirnov et
al. (2000), Shi et al. (2000) and Smirnov et al. (2001).

2.5

Verification

The purpose of model verification is to ascertain that the assumptions made in the
solution approach are not violated and the model gives physically reasonable computed
results. The four benchmarks, namely, channel flow, flow past square cylinder, 2D
mixing layer flow and open channel flow, performed by Shi (2001) are summarized in
this section.
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In the turbulent channel flow, relatively higher turbulence intensities compared to
experimental results were obtained using the QUICK scheme without SGS model. Much
lower turbulence intensities were predicted using SGS eddy viscosity model and the
dynamic mixing SGS model (Zang et al., 1993) with CD scheme. However, the predicted
fluctuations were in good agreement using Smagorinsky SGS model with Cs=0.05 with
CD scheme. Only the location of maximum fluctuations was predicted far from the wall,
due to the relatively coarse grid used near the wall (Shi, 2001). The benchmark of flow
past a square cylinder, where the body is placed at x=0 (the x-axis is nondimensionalized
by D, the length of one side of the square and the y-axis is nondimensionalized by Uo, the
inflow velocity) compared with Lyn et al. (1995) has shown that all the different SGS
models with different numerical schemes gave relatively good results, however QUICK
scheme without any SGS model gave somewhat better results. The features of the vortex
shedding were well seen and the inertial range was captured in the energy spectrum at
one point in the near wake (2D from the rear edge) (Shi, 2001). A benchmark of the
mixing layer flow performed using the Smagorinsky SGS model with CD scheme
predicted lower rms velocities in the axial directions than the measurements by Rightley
(1995), however the developing Kelvin Helmholtz instabilities were clearly observed
(Shi, 2001). To test the capability of the code in representing the free surface as a
symmetry boundary, a benchmark of open channel flow was studied and the free surface
type velocity profile was able to be obtained (Shi, 2001).
It can be stated that the results obtained from these four benchmarks were in good
agreement with either DNS or measurements and the results verified to the feasibility of
the current LES approach.
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Chapter 3

APPLICATION OF EDDY VISCOSITY SGS MODELS

The subject of this chapter is the application of the numerical schemes and SGS
models described in the previous chapters to the calculation of turning ship wake flows.
In Section 3.1, the Coriolis force effect on the LES if turning ship wake, for different grid
resolutions, the Smagorinky constant effect on TKE, qualitative flow field, comparison of
the straight ship to turning ship by comparing the streamwise velocity contours, wake
spreading, frequency, spectra, etc. will be covered. In Section 3.2, the assessment of SGS
models on open channel flows will be studied such that the results from the effect of the
free surface modification in the SGS model, nonlinear one equation model will be
analyzed by profiles obtained for turbulent intensities, u′, v′, w′ and the mean flow
profile. Application of the FSM to turning ship wake will be discussed. Finally, in
Section 3.3, the uncertainty in the present LES will be introduced with several
calculations.

3.1.

Application of Smagorinsky model to the wake of a Turning Ship

As a first step for the present study, a standard Smagorinsky model that forms the
basis for the advanced models has been applied to investigate the influence of the
Coriolis and centrifugal forces on turbulence generation on the ship wake flow field.
The focus of this study is the wake behind the Navy DDG51 surface ship, which
is approximately 154 m long and 20 m wide, cruising on a circular track (see Figure 3.1).
The average speed of the ship is assumed to be around 20 knots. The ship model data
used for this simulation was taken from the data of DTMB 5415, a towing tank model
representing a modern naval combatant, DDG51 (Stern et al., 2000). As stated in Shi
(2001) and Yavuz et al. (2002), the ship hull is excluded from the LES calculations due to
computational expenses and the computations were started from a plane aft of the ship.
This is accomplished using the RFG technique, originally developed at West Virginia
University, which calls for a time averaged flow field at the inlet data plane. Reynolds
Averaged Navier Stokes (RANS) calculations (Hyman, 2001) (steady state RANS
calculations around the ship hull) are used to provide the RFG procedure with the
information needed on the inflow boundary (initial data plane) located 0.5L after the
body in the wake. In other words, the pseudo random flow field generated by the RFG
technique is added to the mean flow of the RANS simulations in order to provide the
boundary condition at the inlet plane. The further development of the wake flow is
calculated via LES (non steady LES of the wake). LES of high Reynolds number flows
with complicated geometries are enabled by this combined approach (Smirnov et al.,
2000). Therefore, the effect of the ship body on the flow field is embedded in the mean
flow prescribed at the inflow plane. However, this technique, also known as the Initial
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Data Plane (IDP) approach (Hyman, 1998, Paterson et al., 1996) can introduce
considerable errors (Hyman, 1998), as a matter of fact that the body generating the wake
is not included in the non-steady LES simulations. It should be noted that it is possible to
predict turbulence via LES technique by starting from a mean flow obtained from RANS.
However, it takes a very long time for a turbulent flow to develop spatially and
temporally without any initial perturbation. Also for some engineering applications, it
may be too expensive in terms of computer resources and programming effort.

3.1.1. Conditions and Grids

As stated above, the ship model DTMB 5415 is a 5.72m long model of the Navy
DDG51 surface ship (Stern et al., 2000). A computational domain of 1.75x0.15x1.0
(given in non dimensional units in ship lengths and it starts from x/L=1.50, where x/L=1
is the end of the ship model) and a grid of 66x33x66 (Coarse Grid) (Case-1) in x (axial),
y (vertical), z (transverse) directions has been used to represent the near wake region.
This grid configuration has been selected to quickly assess the effect of the Coriolis and
centrifugal forces on the turbulence characteristics. It should be noted that a thorough
study was not conducted as to whether the side boundary is far enough away from the
wake. In the IDP plane, the RFG method is used in conjunction with the RANS
calculations (Hyman, 2001) and the ship’s stern is at (0.5, 0, -3.0) in x-, y-, z- directions
respectively. The core region of the numerical grid and the geometry of the ship model
are illustrated in Figure 3.2 (a) &(c). The ship turns with a dimensionless angular velocity
of 1/3 (Figure 3.2 (b)) with a radius of curvature corresponding to three dimensionless
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ship lengths, which will result in a dimensionless ship velocity of 1. Only a 30o turn was
investigated. Two Reynolds numbers have been used in the simulations. One is based on
the real ship length, i.e. 1.5×109 stated as Case-1 and the other based on the model ship
length, i.e. 1.0x107 stated as Case-2. Here, Reynolds number similarity is assumed, which
is attained by changing the laminar viscosity of the fluid in the simulations. The
coordinate system used is with respect to an observer on the ship. The Smagorinsky
constant used in the eddy viscosity relation (Eqn. 1.3) is calculated to be 0.042 from
scaling with the non-turning simulations (Shi, 2001). Moreover, a simulation with
relatively fine grid in the axial direction has been conducted to investigate the grid
sensitivity of the predictions. This grid consists of 130x33x66 nodes (Medium Grid) for
Case -1 in x, y, and z directions, respectively. Non-uniform grids were used in this study
in both x and z directions with the expansion ratio not exceeding 1.03. The length scale
and time scale used in RFG are calculated from τ=k/ε and l=0.09k1.5/ε , non
dimensionalized by free stream velocity and ship length. A comparison of the results
from using Smagorinsky constants, 0.065 (selected to be the constant for the non-turning
ship simulation) and 0.042 has been presented for the relatively fine simulations. Then,
the grid of 130x50x110 (Fine Grid) and 190x50x110 (Finest Grid) for Case-2 have been
used to analyze the physics of the wake behind a turning ship. Finally, to investigate the
effect of the free surface, another study has been conducted with fine grids for the model
ship simulation. The time step is 0.001 for all grid resolutions. On an Intel Pentium 4
3GHz machine, CPU-time and memory requirements were approximately 226 hours for
one flow through time (time required for the flow to pass in the calculation domain,
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x=1.75L) and 491 megabyte respectively, for the fine grid simulations with the standard
Smagorinsky model.
On the other hand, Shi (2001) and Shi et al. (2002) applied LES on the wake flow
of the ship model DTMB 5512 (Longo et al., 1993, Gui et al., 1999, Stern and Wilson,
2000). A 3.048 m long unpropelled model of a modern U.S. Navy fleet ship, ArleighBurke class destroyer, DDG51, with a Reynolds number of 4.65x106 cruising on a
straight track has been investigated. The computational domain was 1.5x0.3x0.6 (given in
non dimensional units in ship length) in x- , y-, z-directions, respectively, with a grid size
of 162x50x66 and 322x50x66. Non-uniform grid spacing with stretching smaller than
1.03 was used in both x and y directions.

Figure 3.1. Arleigh-Burke class destroyer (DDG51)
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(a)

(b)

(c)

Figure 3.2. Turning ship wake: a) The geometry b) velocity profile specified at the IDP
(top view) c) The coordinate space system and numerical grid (Only the core region is
shown, distances are non-dimensionalized with ship length, L)
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3.1.2 Boundary Conditions

For all grid simulations, the velocity components at inflow boundary plane are set
equal to those calculated via RANS simulations (Hyman, 2001) plus the fluctuating
velocity component obtained from the RFG technique (see Figure 3.2. (b)). The outflow
boundary is assumed to be a free gradient boundary. At the top and bottom boundary
surfaces a symmetry boundary condition is applied. At the free surface (i.e. the top
boundary), a slip is allowed in x and z directions but the velocity component normal to
the free surface is set to zero (as such the free surface is approximated as a moving flat
plane; where the free surface is completely flat). The boundaries in the transverse
direction are treated as stream surfaces, where the tangential velocities are specified using
the turning ship velocity as a base and by accounting for the turning of the ship via a rigid
body motion, such as,

ut = Ω s * (

R * −z *
)
L

Ωs=the angular velocity of the system rotation due to the turning ship
R*=the radius of the curvature, R*=3.00L
z*=the distance measured from the centerline in the positive z direction
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(3.1)

3.1.3

Results and Discussions

Figure 3.3 shows the instantaneous vertical velocity contours with Coriolis force
(Case-1) at different y-z planes in the turning ship wake. This figure has been included to
help the reader to visualize the cross sectional planes taken at different angles (5o, 10o,
15o, 20o, 25o, 30o). Figure 3.4 shows the radial velocity profiles at two different y-z
planes (5o, 10o) for fine grid in order to check the boundary conditions specified in the
transverse direction. The figure proves that the LES code treats the boundaries in the
transverse direction as stream surfaces. The unsteady velocity fluctuations are compared
for cases with and without Coriolis force (Case-1) in Figures 3.5 to 3.7. The figures show
the streamwise velocity components versus nondimensional time at an angle of 10
degrees measured from the inlet plane z. From approximate calculations, the resolved
frequency of the velocity fluctuations is obtained to be around 4.7 Hz in all three
directions with the Coriolis force and 3.5 Hz without the Coriolis force. This indicates
that the Coriolis force tends to increase turbulence activity. In order to compare the
results of the turning and non turning ship wake cases, a scaling has been done such that,
from Equation 2.36, (Cs ∆ 2 )

nonturn

≅ (Cs ∆ 2 )

turn

. From Shi’s (2001) non turning ship

wake calculations, Cs is set to be 0.065. Using the above scaling, Cs of 0.042 has been
calculated and used for the medium grid simulations. For fine and finest grid simulations,
similar logic has been carried out in order to obtain Cs values in the Smagorinsky model.
For the medium grid, the resolved frequency is around 9 Hz for Cs=0.042 and 7 Hz for
Cs=0.065. The frequencies are approximately calculated from the temporal history curves
of all three directions, such that one over the difference of the two crest points divided by
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the time difference in those crest points gives the approximate frequency. If the
Smagorinsky constant is smaller, the frequency obtained is higher, which implies that
more energetic turbulent fluctuations are captured. This is an indication that higher
frequencies and smaller turbulence scales are captured with the relatively fine grid for
both values of the Smagorinsky constant. Hence, physical intuition and simulations give
similar conclusions.
Figures 3.8-3.10 present the velocity vectors at vertical cross-sections at an angle
of 5° with the z-axis Note that R is taken to be minus to be consistent with the minus zdirection, that is calculated from R = ( x − 0.5) 2 + y 2 . The coarse grid case in Figure
3.8 with the Coriolis force shows better-defined turbulent structures or eddies than the
case without the Coriolis force in Figure 3.9, which seems to be more diffusive. Here,
one could argue that the Coriolis force helps to maintain the turbulent structures of the
flow. Moreover, the medium grid predictions with the Coriolis force presented in Figure
3.10 indicate even a lesser diffusion (or smearing) for both values of Smagorinsky
constant. Here, it can be seen that the vortical structures are not penetrating as deeply as
in the coarse grid case. Experimental observations of Matsubara and Alfredsson (1998)
have shown that the Coriolis force may give rise to instabilities in the form of
longitudinal vortices which supports the above assertions.
The velocity vectors on vertical cross-sections at an angle of 25° with the z-axis
are shown in Figures 3.11-3.13. Although, similar structures in both near the inlet data
plane and near the outlet are observed, the intensity of the velocity fluctuations diminish
as the outflow plane is approached due to grid expansion. Moreover, it is seen that away
from the wake centerline, the strength of the structures has already died in both cases. In
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Figure 3.3. Typical instantaneous vertical velocity contours w Coriolis force on different
y-z plane in the turning ship wake (coarse grid)

Figure 3.4. Radial velocity profiles on different y-z planes in the turning ship wake (fine
grid)
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(a)

(b)

Figure 3.5. Temporal history of streamwise velocity components at 10ºwith the z axis,
and x=1.02, y=-0.002 (coarse grid), a) w Coriolis force b) w/o Coriolis force

Figure 3.6. Temporal history of streamwise velocity components at 10ºwith the z axis,
and x=1.02, y=-0.002 (medium grid), Cs=0.042
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Figure 3.7. Temporal history of streamwise velocity components at 10ºwith the z axis,
and x=1.02, y=-0.002 (medium grid), Cs=0.065

Figure 3.8. The velocity vectors on a vertical plane at an angle of 5° with the z-axis with
Coriolis force (coarse grid)
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Figure 3.9. The velocity vectors on a vertical plane at an angle of 5° with the z-axis
without Coriolis force (coarse grid)

(a)

(b)

Figure 3.10. The velocity vectors on a vertical plane at an angle of 5° with the z-axis
(medium grid) a) Cs=0.042 b) Cs=0.065
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the far downstream portion of the calculation domain, larger turbulent structures are seen
to be merging with the smaller structures. Still, a significant level of vorticity can be
captured in both cases. Overall, it is seen that one large vortex, presumably the one
originating from the ship hull persists without significant dissipation.
A comparison of the resolved turbulence kinetic energy is shown in Figure 3.14.
In calculating the kinetic energy values, the samples were taken to be 10000 time steps
from 2 flow through time data (=35000 time steps). Here, it is observed that due to the
coarse grid towards the end of the calculation domain, vorticity (hence turbulence)
decays rapidly, however the medium grid predictions have a very gradual decay of
turbulent kinetic energy. For the coarse grid simulations, turbulence decays more rapidly
due to the numerical dissipation. The kinetic energy values obtained from the case with
Coriolis force is slightly higher than that of the case without Coriolis force, as expected.
As seen from the figure, the adjustment of the Smagorinsky constant is necessary, as the
kinetic energy values obtained with Cs=0.042 are almost on the same level as the ones
obtained from the non-turning ship simulations(Shi, 2001). The turbulence intensity
specified at the inlet was observed to decay rapidly, which was mainly due to the nature
of the coarse grid used. For this reason a medium grid simulation has been performed.
This improved the turbulent kinetic energy prediction and more detailed turbulence
structures were captured.
Similar conclusions were also drawn from the vorticity contours. Calculations
showed that the highest and lowest vorticity magnitudes are more pronounced in the case
with the Coriolis force, whereas the case without the Coriolis force shows a more
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Figure 3.11. The velocity vectors on a vertical plane at an angle of 25° with the z-axis
with Coriolis force (coarse grid)

Figure 3.12. The velocity vectors on a vertical plane at an angle of 25° with the z-axis
without Coriolis force (coarse grid)
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(a)

(b)

Figure 3.13. The velocity vectors on a vertical plane at an angle of 25° with the z-axis
(medium grid) a) Cs=0.042 b) Cs=0.065
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Figure 3.14. The comparison of the resolved turbulence kinetic energy for ship cruising
on a circular track
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diffused or smeared picture. The vorticity results again indicate that the Coriolis force
keeps the vorticity concentrated in the flow-field.
The goal of this preliminary study was to assess the effects of the Coriolis and
centrifugal forces on the vortical structures or turbulence characteristics of the flow in the
wake of a turning ship using the large eddy simulation technique. The eddies resolved by
LES have been observed to be more energetic and less diffusive when the Coriolis force
was included. It seems as if this force supplies energy to the large turbulent structures and
thus enhances anisotropy. The vorticity contours show a non-symmetric wake
development with significant stretching in the radial direction away from the center of
rotation. This is also seen from the velocity vectors comparison of non-turning and
turning ship studies in Figures 3.15 & 3.16. As these figures show the non-turning ship
case has a symmetric wake with respect to the wake centerline, whereas in the turning
ship case, there is a significant flow present in the radial direction that is believed to be
caused in part by the centrifugal force, arising from turning of the ship. Here, the
simulation of the model ship with grids of 130x50x110 and 190x50x110 has been studied
to compare the results with the ship model of the non-turning ship wake.
A study of the effect of Reynolds number for Case-2 and Case-1 using
190x50x110 grids is shown in Figure 3.17. This comparison can be done since all the
values are nondimensionalized with respect to their ship velocities, either real ship or the
ship model. The velocity vectors are at the same location, x/L=0.65 and standard
Smagorinsky model has been used. When the Reynolds number is low, the turbulence
structures are observed to be more visible, well defined and more diffusive. However for
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(a)

(b)

Figure 3.15. Velocity vectors at x/L=0.2: a) Non-turning ship (Shi et al. 2001) (fine grid)
b) Turning ship (fine grid)
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(a)

(b)

Figure 3.16. Velocity vectors at x/L=0.65 a) Non-turning ship (Shi et al. 2001) (finest
grid) b) Turning ship (finest grid)

(a)

(b)

Figure 3.17. Velocity vectors at x/L=0.65 for turning ship wake a) Case-1; Re=1.5x109:
DDG51 (finest grid) b) Case-2; Re=1.0x107: DTMB 5415 (finest grid)
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high Reynolds number flows, there are certain unorganized structures seen in the flow
field and the flow structures seem to be less diffused. As the wake develops, the flow
structures disappear rapidly for Case-1; however, for Case-2, the flow structures are
observed to be still well defined. The unsteady velocity fluctuations are also compared
for Case-1 and Case-2 in Figures 3.18. The resolved frequency of the velocity
fluctuations is estimated to be around 40 Hz in all three directions for Case-1 and 30 Hz
for Case-2. Here, 30 Hz and 40 Hz seem to correspond to large bilge vortex passage. If
the Re is higher, the frequency obtained is higher, which is an indication that smaller
turbulent structures are captured with high Reynolds number. The frequency can also be
computed from the roughly eddy turnover, which is T=largest eddy size/ship velocity
where at 10o, the largest eddy size is approximately 0.04 from Figure 3.23 (b) and the
ship velocity is 1, therefore T=0.04/1=0.04, f=1/T=25Hz, which is close to 30Hz.
Although the classical Smagorinsky SGS model is not that suitable for complex
flows as it uses a constant eddy viscosity coefficient for the entire domain, this study has
shown that it can be used as a SGS to predict the flow dynamics of the wake behind a
turning ship.

3.1.4

Properties of turbulent ship wakes

The mean inflow boundary data was obtained by slicing the RANS solution at
x/L=1.5 plane for turning ship wake and x/L=1.05 for the non turning ship wake and then
interpolated to the inlet plane of the computational domain. The mean axial velocities for
both non turning and turning ship wake after the interpolation are presented in Figure
3.19 (a) and (b). To see the effect of the LES wake calculation only, the axial velocity

72

contours are adjusted due to rotation and the mean axial velocity adjusted for rotation at
the IDP (x/L=1.5) for turning ship wake is given in Figure 3.19 (c). By using RFG and
the mean flows on these planes, the turbulent inflow boundary for both ship simulations
was reconstructed. Figure 3.20 presents the pseudo random flow field generated by the
RFG on the IDP for turning ship wake. For both non-turning and turning ship wake
simulations, the physics of the turbulent wakes have been investigated. Results from the
simulations are compared with the straight wake measurements previously studied by
Hoekstra & Ligtelijn (1991). From the axial velocity contours in Figure 3.21(a), two
stable large bilge type vortices are observed for the non-turning ship wake simulation
using the standard Smagorinsky model (Re=4.65x106) at x/L=0.65. Two small side
vortex pairs are observed away from the center of the wake. These vortex pairs drift in
the spanwise direction, get weaker and eventually disappear. From the axial velocity
contours adjusted for rotation at x’/L=0.65 for the turning ship wake in Figure 3.21(b),
one large bilge vortex, that moves downwards, is observed and is probably the result of
merger of the two vortices (bilge vortices of opposite rotation) under the action of
Coriolis and centrifugal forces for the turning ship wake simulation. There is a smaller
circulation region (a side vortex) on the outer rim of the wake. The streamwise flow field
causes the side vortex to weaken and the wake decays in the outer region of the near
wake similar to non-turning ship. The Coriolis force seems to generate more energetic
and less diffusive eddies, hence it seems to increase kinetic energy content of the wake
(Yavuz et al., 2002).
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(a)

(b)

Figure 3.18. Temporal history of streamwise velocity components at 10º (x=1.02, y=0.001 and z=-3.18) (finest grid) and Cs=0.052 a) Case-1 b) Case-2
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Figure 3.22 shows a comparison of the predicted velocity contours with the macro
wake measurements at x/L=1.20 by Hoekstra & Ligtelijn (1991) for the ship model No.
5452 (Re~1x107) with the non-turning ship wake at the same location. For both studies,
minimum axial velocity occurs near the free surface of the center of the wake, as seen in
Figure 3.22. Both axial velocity contours look like an upside down rimmed hat form.
Two side lobes close to the free surface and a central lobe are observed. As stated by
Hoekstra & Ligtelijn (1991), these contour forms are very much alike for all ship hulls.
Figure 3.22 indicates that from the straight ship wake simulation, similar physics are
obtained when compared with the macro wake measurements at the same location.
Moreover, the extent of axial turbulence intensities is also in reasonably good agreement
with measurements (Hoekstra & Ligtelijn, 1991), as shown in Table 3.1. Figure 3.23
shows the axial development of the wake of a turning ship. The bulk movement of this
one large bilge vortex can be seen very well through the wake as it moves under the
action of the Coriolis and centrifugal forces. The comparison of the energy spectra of the
velocity fluctuations for the two wakes is shown in Figure 3.24. It is seen that the turning
ship wake has more energetic fluctuating eddies (the values are almost 10 times higher)
as compared to the non-turning ship at the same location. This finding is expected as the
initial value of the kinetic energy for the non-turning ship wake is almost 8 times smaller
than the turning ship wake. For the turning ship wake, the smallest eddy turnover has
been calculated to see whether the numerical time step is correlated or not with the time
step used in the simulation; ∆t=1e-04. Hence, the smallest eddy turnover (numerical or
discretization turbulence) can be defined as, smallest eddy size over the ship velocity,
where smallest eddy size is 2 ∆x1∆x2 ∆x3 and the ship velocity is 1. At 10o,
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(a)

(b)

(c)

Figure 3.19 a) The mean axial velocity contour at the inlet data plane (IDP) for nonturning ship (Shi et al. 2001) (finest grid) b) The mean axial velocity contours at the IDP
for turning ship wake (finest grid) c) The mean axial velocity contours after subtracting
solid body rotation contribution at the IDP for turning ship wake (finest grid)
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(a)

(b)

Figure 3.20. a) The axial flow field provided by RFG at the inlet plane (IDP) for turning
ship wake b) Enlarged view of A (finest grid)
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(a)

(b)

Figure 3.21. a) Axial velocity contour at x/L=0.65 for non-turning ship (Shi et al. 2001)
(finest grid) b) Axial velocity contours after subtracting solid body rotation contribution
at x’/L=0.65 for turning ship wake (finest grid)
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(a)

(b)

Figure 3.22. a) Predicted velocity contours at x/L=1.20 for non-turning ship-(Shi et al.
2001) (finest grid) b) Macro wake measurements at x/L=1.20 by Hoekstra & Ligtelijn
(1991) for ship model No. 5452 (Re~1x107)
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for any ship hull - maximum value of root mean square fluctuations
location

experimental

numerical

(m/s)

(values obtained *Us) (m/s)

x/L=0.25

0.106 ± 0.02

0.083

x/L=0.6

0.067 ± 0.01

0.069

x/L=1.0

0.047 ± 0.01

0.057

Table 3.1. Comparison of the maximum values of the root mean square fluctuations for
some locations in units of (m/s) for non-turning ship
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∆x1=4.523x10-3, ∆x2=2.779x10-3, ∆x3=4.07x10-3, then the smallest eddy turnover is
calculated to be 4.52x10-4, where the frequency, f, is 1 over 4.52x10-4, which equals to
2520 Hz. Since the numerical time step is calculate to be much larger than the
approximately found 30 Hz, then it is found to be not correlated with the time step, ∆t. It
should also be noted that the shape of spectra are obtained to be quite different for turning
ship case. In addition to these, the wake spreading or wake width for the non-turning
ship, which is obtained to be roughly w~x1/4 is consistent with Buller & Tunaley (1989)’s
measurements. Milgram et al. (1993) and Hoekstra & Ligtelijn (1991) found w~x1/5. The
spreading rate of the turning ship wake can’t be easily observed like in the non-turning
ship. This is also seen from the predicted vertical vorticity contours in Figure 3.25. It may
be due to the grid coarsening towards the end of the calculation domain. More, the
“inboard” side of wake has a much sharper edge while the “outboard” side is more
diffusive. This might be due to instability in the “outboard” side.

3.2.

Assessment of SGS models

As explained before, the anisotropy of the turbulence observed near a free surface
can not be obtained by a standard Smagorinsky model (SMG). Therefore, in Section 2.3,
the SMG model is improved with free surface modifications and also a nonlinear oneequation model is formulated. The purpose of this next study is therefore to compare and
discuss the performance of existing and improved SGS models. For this reason, the fully
developed open channel flow case is used as verification for the effects of the free surface
modifications before applying these models to the surface ship wake. The geometry of
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(a)

(b)

Figure 3.23. Velocity vectors for turning ship using standard Smagorinsky model (finest
grid) on a vertical plane at an angle of a) 5o (x’/L=0.8) b) 10o (x’/L=1.02)
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(c)

(d)

Figure 3.23. Velocity vectors for turning ship using standard Smagorinsky model (finest
grid) on a vertical plane at an angle of c) 20o (x’/L=1.55) d) 30o (x’/L=1.75)
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(a)

(b)

Figure 3.24. Energy spectra of the velocity fluctuations a) Non-turning ship (Shi et al.
2001) (finest grid) b) Turning ship (finest grid)
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(a)

(b)

Figure 3.25. Predicted vertical vorticity (ωy) for a) Non-turning ship (Shi et al. 2001)
(finest grid) b) Turning ship wake (finest grid) (Case 2)
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the channel flow is shown in Figure 3.26. The Reynolds number is 67000 and Froude
number is 0.5. A grid of 66x66x66 with nonuniform distribution in the vertical direction
has been used. The grid distribution is selected in the y-direction in such a way to resolve
the viscous sublayer (y+<5) (Moin and Kim, 1982). The no-slip boundary condition is
used for the bottom wall, whereas the top surface has been represented by the symmetry
boundary condition. In the spanwise and horizontal directions, periodic boundary
conditions are applied. The Smagorinsky model with Cs=0.2 together with a central
differencing scheme for the calculations is used as it has been shown to give good results
(Shi, 2001). The turbulence intensities are normalized by the friction velocity, uτ ,
(urms= u ′2 uτ ) and uτ is calculated from τ w =

uτ

ρ

where τ w = µ

∂u
.
∂y w

The turbulence intensities calculated with the Free Surface Modification (FSM)
are compared with other experimental and numerical studies. The experimental study by
Komori et al. (1990) measured the turbulence quantities using a two-color laser Doppler
velocimeter (LDV). Lam and Banerjee (1992) applied DNS to an open channel flow and
compared their results to the experiments. The free surface was treated as a rigid slip
surface and their DNS was based on a Fourier–Chebyshev pseudo spectral method using
32*64*65 grid points. Komori et al. (1993) also applied DNS based on a fifth order finite
difference formulation using 60x60x40 for a dimensionally 10δxδx5δ open channel flow,
where δ, here, represents the open channel height. A non-uniform mesh was used, which
was refined in the wall and the free surface regions. Komori et al. (1993) compared the
predicted results with Komori et al.’s (1990) experimental and Lam and Banerjee’s
(1992) numerical results. Shi et al. (2000) studied the free surface effects in open channel
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Figure 3.26. Geometry of the open channel flow case

(a)

Figure 3.27. Resolved turbulence intensities in a) streamwise direction: (values are
normalized with uτ)
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(b)

(c)

Figure 3.27. Resolved turbulence intensities in b) vertical direction; c) vertical direction
enlarged near the free surface region :(values are normalized with uτ)
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(d)

Figure 3.27. Resolved turbulence intensities in d) spanwise direction: (values are
normalized with uτ)

Figure 3.28. Comparison of the mean velocity profile
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flow with a deformable free surface for Fr=0.66 and Re=20800 with a computational
domain of 6δx4δxδ size using 64x64x58 grid points. They also used Van Driest damping
effect near the wall.
Figure 3.27 depicts the predicted resolved turbulence intensities for three different
models; W/O M (without modification), only NWM (near wall modification) and
FSM+NWM (free surface and near wall modification). Figure 3.27 (a) shows that the
predicted streamwise turbulence intensity is reduced using NWM and the maximum
values are shifted towards the wall when compared to the results of W/O M. When
FSM+NWM is compared to the cases with NWM and W/O M, it is seen that in the near
wall region, the predicted turbulence intensity peak is lower and the value is closer to the
DNS results of Lam and Banerjee (1992). The case without modifications (W/O M)
predicts the streamwise intensities much higher than the DNS results. When NWM is
applied, the increase slightly diminishes and the values get closer to the DNS results.
However the predicted streamwise intensities from FSM+NWM is much closer to the
DNS predictions than those obtained from W/O M and NWM, as observed in Figure 3.27
(a). Near the wall region, the peak value differs in all models, however, FSM+NWM
predicts the closest values to the DNS results when compared to the other two cases. In
all three cases, the predicted vertical fluctuations (see Figure 3.27 (b)) near the free
surface decrease approximately to zero. However, in the free surface region (y/δ>0.85),
FSM+NWM predicts turbulence intensities, which are much closer to the predictions of
Lam and Banerjee (1992) than the other two models, as observed in Figure 3.27 (c). For
all three models, the spanwise and the streamwise intensities increase slightly whereas
the vertical intensities decrease near the free surface, as previously observed by
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Nakayama and Yokojima (2002) and Komori et al. (1993). This indicates that the extra
energy is redistributed to the horizontal and spanwise components of the velocity via
pressure fluctuations.
Overall, it can be concluded that with using FSM+NWM, the levels of turbulence
intensities are in better agreement with the DNS results (Lam and Banerjee, 1992;
Yokojima and Nakayama, 2001; Nakayama and Yokojima, 2002) than with just NWM or
W/O M. Then the question arises, which model is more appropriate to use for the ship
wake calculations? The above discussion implies the use of FSM+NWM, especially
when the predicted mean velocity profiles in Figure 3.28 are considered. The mean
velocity profile is one of the important aspects to investigate the turbulent structures in
unsteady flow. The predicted values of the time averaged velocity normalized by the
friction velocity uτ, for all three cases are presented against the dimensionless wall unit
y+ (Figure 3.24). Also the measurements by LDV (Komori et al., 1990) are shown which
are correlated by

 y+

U+ =  1
ln( y + ) + 5.5

 0.36

(y + <10),
(y + >20)

(3.2)

In Figure 3.28, it is clearly seen that near wall modifications should be applied if
the wall boundaries are present in the calculations. It’s very difficult to resolve the
sublayer in the wall region, especially for high Reynolds number flows (Wilcox, 1993).
The length scale should guarantee the proper flow behaviour in the wall region.
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Therefore, even if the case W/O M gives relatively reasonable predictions for the
spanwise and vertical turbulence intensities (note that the intensities in the flow direction
are much higher than the DNS results), it should not be considered as a SGS model for
wall bounded flows. Close to the free surface region, predicted values of the case with
FSM+NWM are very close to the measurements (Komori et al., 1990) and the values
calculated using DNS (Komori et al., 1993). In this region, the case with NWM without
the FSM predicts larger velocities than the FSM+NWM predictions and the velocities

(a)

Figure 3.29 a) Vertical distributions of turbulence intensities; Comparisons between the
present FSM+NWM and measurements, predictions by DNS and LES studies in
streamwise direction: (values are normalized with uτ)
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(b)

(c)

Figure 3.29 b&c) Vertical distributions of turbulence intensities; Comparisons between
the present FSM+NWM and measurements, predictions by DNS and LES studies in
vertical and spanwise directions respectively: (values are normalized with uτ)
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from measurements and DNS predictions (Komori et al. 1993), especially in the
intermediate region and all through the free surface region.
Figure 3.29 compares the vertical distributions of turbulence intensities from
various sources including the present simulations. It is clearly seen that there are
differences between the predictions and measurements reported in previous studies. The
predictions of Lam and Banerjee (1992) compare well with the measured intensities by
Komori et al. (1990) rather than the DNS results of Komori et al. (1993). The differences
may arise because of insufficient grid resolution (Komori et al., 1993). It is further
observed that even if they increase grid resolution by c.a. 25%, there are still obvious
differences between measurements (Komori et al., 1990) and DNS predictions (Komori
et al., 1993).
On the other hand, Shi et al.’s (2000) LES study is a good case to compare to the
present simulations with FSM+NWM. As the grid width, ∆, is approximately 0.046δ for
Shi et al. (2000) and 0.057δ for the present study, a difference in the turbulence intensity
is expected. This is observed as y/δ<0.25 in Figure 3.29 (a). Then both simulations
predict similar results (y/δ>0.25). Especially near the free surface (y/δ>0.9), the results
from the present study are in very good agreement with Shi et al.’s (2000) predictions.
Similar conclusions can be drawn for the vertical and spanwise turbulence intensity
comparisons (Figure 3.29 (b) & (c)). Throughout the vertical distribution of the channel
and especially very near the free surface region, the predicted vertical intensities are in
good agreement with the results from all studies except the DNS study of Komori et al.
(1993). However, it is seen that the results from that DNS study differs from the other
measurements and predictions as y/δ<0.5. Moreover, the predicted spanwise turbulence
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intensities have the same trend as the LES predictions of Shi et al. (2000). However, very
close to the free surface region, (y/δ>0.9), the values are slightly less than those obtained
by LES (Shi et al., 2000).
The main goal of the present study concerning SGS models is to find one model
that can be used to simulate the physics of the air bubbles in the wake of the ship. Near
the free surface, turbulence plays an important role especially in the dispersion of these
bubbles. Good SGS models are then important. Even near the free surface, certain
physical mechanisms occur. It is believed that this can be best accomplished by
employing a one equation model (OEM). The independent definition of the velocity scale
results in a more accurate prescription of the SGS time scale compared to algebraic eddy
viscosity models (Piomelli, 1999). Very near the surface, the turbulence length scale
approaches zero (damped by free surface). This region is usually not well resolved. The
OEM directly takes the transport of subgrid stresses into account for these regions. The
application of OEM to channel flows has been studied before and reasonably good results
have been presented (Shi, 2001). Comparing to linear OEM, non-linear one equation
models (NOEM) are expected to better represent the anisotropy occurring near the free
surface. Knowing that the OEM was verified earlier, a study using NOEM+NWM has
been started for an open channel flow. Figure 3.30 shows a comparison of the turbulence
statistics normalized by the wall shear velocity, uτ of the two simulations using
NOEM+NWM and FSM+NWM. The results indicate that NOEM+NWM match the LES
(Shi et al., 2001) results fairly well starting from the middle section of the channel and
throughout the free surface region. In addition, a closer agreement to the DNS study of
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(a)

(b)

Figure 3.30. Vertical distributions of turbulence intensities; Comparisons between the
present NOEM+NWM with FSM+NWM and measurements, predictions by DNS and
LES studies in a) streamwise b) vertical directions: (values are normalized with uτ)
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(c)

Figure 3.30 c) Vertical distributions of turbulence intensities; Comparisons between the
present NOEM+NWM with FSM+NWM and measurements, predictions by DNS and
LES studies in spanwise directions: (values are normalized with uτ)
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Figure 3.31. Comparison of the mean flow velocity profile
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Lam and Banerjee (1992) is observed until y/δ<0.4. It should be noted that the
influence of the non-linear one equation model has been included only through the eddy
viscosity modification, which is essentially post processing. However, as seen from the
results, even with such a modification the model produces anisotropic components of
resolved velocity fluctuations. The spanwise and streamwise turbulence intensities
increase whereas the vertical turbulence intensities decrease near the free surface, as
expected. The time averaged velocity distributions normalized by friction velocity, uτ, for
the open channel flow are plotted against the dimensionless wall unit y+ in Figure 3.31.
Results from the case using NOEM+NWM follow the logarithmic distribution slightly
better than the prediction from the case with FSM+NWM, especially near the free surface
region.
These results indicate that very reasonable turbulence statistics are predicted using
FSM+NWM and NOEM+NWM and both can be used as a SGS model in the simulation
of the ship wake turbulence. The results also indicate that NOEM+NWM results seem to
be in better agreement with the log-law near the free surface compared to those from
FSM+NWM. However it should be kept in mind that both models may underpredict the
turbulent intensities of u′, w′ at the free surface that is believed to be due to grid
resolution.
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3.2.1 Application of FSM to Ship Wake

First, FSM has been used as a SGS model in the turning ship wake calculations
using a fine grid. The results have been compared with the results obtained from the
standard Smagorinsky model. When the unsteady velocity fluctuations are compared, the
approximate resolved frequency of the velocity fluctuations is found to be around 24 Hz
in all three directions with standard Smagorinsky model and 30 Hz with FSM as seen in
Figure 3.32. This shows that slightly higher frequencies and smaller turbulence scales are
captured with the inclusion of the free surface effects. From Figure 3.33 and Figure 3.34,
it looks like the Smagorinsky model predicts slightly higher turbulent viscosity which
causes the structures to diffuse somewhat more when compared to that obtained from
with FSM. From Figure 3.35 to Figure 3.38, for both models, it can be stated that big
vortices in the IDP become somewhat weaker, however they do not disappear. LES
captures most of the vortices. Figure 3.39 shows the mean velocity profiles at 3 vertical
locations at IDP (Hyman, 2001), an angle of 5o (x’/L=0.80) without FSM and an angle of
5o (x’/L=0.80) with FSM for fine grid simulations respectively. In Figure 3.40, the mean
velocity profile at 3 vertical locations at an angle of 15o (x’/L=1.30) without FSM and an
angle of 15o (x’/L=1.30) with FSM has been shown. Moreover, Figure 3.41 shows the
mean velocity profiles at 3 spanwise locations selected at IDP (Hyman, 2001), an angle
of 5o (x’/L=0.80) without FSM and an angle of 5o (x’/L=0.80) with FSM for fine grid
simulations respectively. In Figure 3.42, the mean velocity profile at 3 same spanwise
locations at an angle of 15o (x’/L=1.30) without FSM and an angle of 15o (x’/L=1.30)
with FSM has been shown. Figure 3.43 and Figure 3.44 show the root mean square
velocities along the depth of the wake at angle of 5 o (x’/L=0.80) and at angle of 15 o
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(x’/L=1.30) respectively. Both figures show that at the free surface, for both models, the
vertical fluctuations are damped and the energy is redistributed to spanwise and
streamwise directions, as expected. However, with FSM, it is observed that there is more
energy redistributed to the spanwise direction.
Figures 3.45 to 3.47 present the velocity vectors at vertical cross-sections at
angles of 5°, 15° and 25° with the z-axis for both with and without FSM. As seen in
Figure 3.45 (a&b) both models have well defined turbulent structures, however, FSM
induces a slightly more diffusive (or smearing) flow field along the depth. Here, it can be
seen that the vortical structures are penetrating deeper than those without FSM. In
Figures 3.46 (a&b) the magnitudes of velocities using FSM are higher than those without
using FSM. The case with FSM shows better defined turbulent structures. Eddies seem to
be more diffusive and less energetic if FSM is not applied. The intensities of the velocity
fluctuations at an angle of 25° with the z-axis as seen in Figures 3.47 (a&b) are much less
than those observed at the near wake for both cases. Still a significant amount of coherent
structures can be captured in both cases. It is obvious that these structures are better
defined if FSM is used. It can be stated from the overall trend that the structures seem to
be more energetic and better defined near the free surface for the case with FSM then the
case without FSM.
From the vorticity contours in Figures 3.48 (a&b), it is observed that the highest
and lowest vorticity magnitudes are more pronounced in the case with FSM, especially in
the near wake and the middle wake region. In the far wake region, both cases show decay
due to the coarser grid resolution. It should be pointed out that the turbulence observed is
asymmetric across the wake and there is a sharp edge on inside of the turn.
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In Figure 3.49, the resolved turbulence kinetic energy for the turning ship wake
simulations without FSM using the fine grid is compared with the finest grid predictions
and those of a non-turning ship. The locations for both studies are taken to be at the
highest kinetic energy value obtained from the IDP (along the centerline for the non
turning ship and at y= -0.1E-02 and z=-3.18 for the turning ship wake simulation). The
resolved TKE from the simulations using the finest grid is higher than that from the
simulations using the fine grid as expected. When compared to the predictions of a nonturning ship wake, both of the present calculations for the turning shi case indicate less
kinetic energy values. However, it should be noted that, this may be due to the coarser
grid resolution in the far wake. Overall the trends are similar, but there is a sinusoidallike distribution of the TKE prediction in the near wake for the straight ship case. It may
be because of the existing surface wave from the RANS calculations (Stern and Wilson,
2000). This indicates that some wave information may be present implicitly in the inflow
boundary. However, this sinusoidal-like distribution of TKE is not seen in the simulations
of a ship on a circular track, which may imply that there isn’t any wave information
present in the RANS simulations (Hyman, 2001). It is commonly seen that bubbles will
travel towards the end of the calculation domain for all of these simulations.
In Figure 3.50, the resolved turbulence kinetic energy for the turning ship wake
using fine grid with and without FSM has been analyzed. Here, both simulations predict
that, the kinetic energy has a similar trend. In the near wake and through the calculation
domain, predictions using FSM seems to have slightly higher kinetic energy values,
however, in the far wake, both decrease and their values are almost the same.
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(a)

(b)

Figure 3.32. Temporal history of streamwise velocity components at 10º (x= 1.02 y=0.001 z=-3.154881) (fine grid) a) without b) with FSM
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(a)

(b)

(c)

Figure 3.33. The mean axial velocity color contours at a) IDP (Hyman, 2001) b) an angle
of 5o (x’/L=0.80) without FSM b) an angle of 5o (x’/L=0.80) with FSM (fine grid)
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(a)

(b)

(c)

Figure 3.34. The mean axial velocity line contours at a) IDP (Hyman, 2001) b) an angle
of 5o (x’/L=0.80) without FSM b) an angle of 5o (x’/L=0.80) with FSM (fine grid)
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(a)

(b)

(c)

Figure 3.35. The mean vertical velocity color contours at a) IDP (Hyman, 2001) b) an
angle of 5o (x’/L=0.80) without FSM b) an angle of 5o (x’/L=0.80) with FSM (fine grid)
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(a)

(b)

(c)

Figure 3.36. The mean vertical velocity line contours at a) IDP (Hyman, 2001) b) an
angle of 5o (x’/L=0.80) without FSM b) an angle of 5o (x’/L=0.80) with FSM (fine grid)
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(a)

(b)

(c)

Figure 3.37. The mean transverse velocity color contours at a) IDP (Hyman, 2001) b) an
angle of 5o (x’/L=0.80) without FSM b) an angle of 5o (x’/L=0.80) with FSM (fine grid)

108

(a)

(b)

(c)

Figure 3.38. The mean transverse velocity line contours at a) IDP (Hyman, 2001) b) an
angle of 5o (x’/L=0.80) without FSM b) an angle of 5o (x’/L=0.80) with FSM (fine grid)
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(a)

(b)

(c)

Figure 3.39. The mean velocity profiles at 3 vertical locations at a) IDP (Hyman, 2001) b)
an angle of 5o (x’/L=0.80) without FSM b) an angle of 5o (x’/L=0.80) with FSM (fine
grid)
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(a)

(b)

Figure 3.40. The mean velocity profiles at 3 vertical locations at a) an angle of 15o
(x’/L=1.30) without FSM b) an angle of 15o (x’/L=1.30) with FSM (fine grid)
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(a)

(b)

(c)

Figure 3.41. The mean velocity profiles at 3 spanwise locations at a) IDP (Hyman, 2001)
b) an angle of 5o (x’/L=0.80) without FSM b) an angle of 5o (x’/L=0.80) with FSM (fine
grid)
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(a)

(b)

Figure 3.42. The mean velocity profiles at 3 spanwise locations at a) an angle of 15o
(x’/L=1.30) without FSM b) an angle of 15o (x’/L=1.30) with FSM (fine grid)

113

(a)

(b)

Figure 3.43. The variation root mean square velocities with depth at an angle of 5o
(x’/L=0.80) a) without FSM b) with FSM (fine grid)
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(a)

(b)

Figure 3.44. The variation root mean square velocities with depth at an angle of 15o
(x’/L=1.30) a) without FSM b) with FSM (fine grid)
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(a)

(b)

Figure 3.45. The velocity vectors on a vertical plane at an angle of 5° with the z-axis: a)
without and b) with FSM (fine grid)
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(a)

(b)

Figure 3.46. The velocity vectors on a vertical plane at an angle of 15° with the z-axis: a)
without and b) with FSM (fine grid)
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(a)

(b)

Figure 3.47. The velocity vectors on a vertical plane at an angle of 25° with the z-axis: a)
without and b) with FSM (fine grid)
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(a)

(b)

Figure 3.48. The predicted vertical vorticity, ωy, contours at y= -0.1E-02 in the ship
wake: a) without and b) with FSM (fine grid)
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Figure 3.49. The comparison of the resolved turbulence kinetic energy normalized w.r.t
its inlet value, kinlet = 2.5e-02 (at y= -0.1E-02 and z=-3.18) (Turning ship), Re=1.0x107
kinlet = 3.3e-03 (at the centerline) (Non-turning ship), Re=4.65x106 for different grid
resolution without FSM
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Figure 3.50. The comparison of the resolved turbulence kinetic energy normalized w.r.t
its inlet value, kinlet = 2.5e-02 (Turning ship), Re=1.0x107 with and without FSM (at y= 0.1E-02 and z=-3.18) (fine grid)
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The investigation of the effect of the free surface modeling of SGS via damping
of length scales has indicated that it should be included in LES to obtain better turbulence
statistics in the vicinity of free surfaces such as all present in ship wake calculations.

3.2.

Uncertainty in the present LES

Since the use of Large Eddy Simulations in engineering applications has rapidly
increased, it has become necessary for the quality measurement of the assessment of the
simulations claimed to be LES. Uncertainty/quality assessment in RANS (Reynolds
Averaged Navier-Stokes) simulations has been investigated at length (Celik et al., 1993;
Roache, 1998; Stern et al., 2001) and there are even some guidelines (Roache et al., 1986;
Freitas, 1993) for assessment and reporting of numerical uncertainty in such simulations.
The quality of LES depends on how accurate the SGS models are, however the
assessment of uncertainty in LES is not so trivial, as both the numerical discretization
error and the sub-grid scale contributions are proportional to grid size. As it was rightly
pointed out by Speziale (1998) a good LES is that which tends to DNS (Direct Numerical
Simulations) as the grid resolution tends to the smallest, namely the Kolmogorov scales.
Therefore, there is no such thing as grid independent LES in theory, because a grid
independent LES is essentially DNS, and the philosophy of LES loses its meaning. The
advantage of LES over DNS is being that LES is much more economical, while it only
requires the resolution of the most energetic eddies, which determine the essential flow
dynamics and their consequences. If the main purpose of LES is to capture only the mean
flow dynamics, this argument may not hold, but this would be a very limited and costly
purpose. It is well known that physical phenomenon such as mixing and combustion are
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strongly dependent on intensity of turbulent fluctuations and the convection by these
fluctuations that eventually exhibit themselves as turbulent diffusion. Hence in most
applications of LES the prediction of turbulence is at least as important as prediction of
mean flow quantities. With such a premise, it is necessary that some quality assessment
measures be formulated for LES geared towards engineering applications.
Here, new quality index measures are proposed, and in particular one of these
which are referred to as the Large Eddy Simulation Index of Quality (LES_IQ) is
recommended for assessment of LES studies. Briefly the basic equation is presented with
an example to demonstrate the feasibility of such an approach.
The recommended LES_IQ is based on Richardson’s extrapolation and the formal
order of accuracy of the discretization scheme. It is also postulated that the dispersion
errors will be dominant and more detrimental to the quality of LES than the other types of
error such as phase errors.
It seems more practical to make use of the resolved turbulent kinetic energy kres
versus the total ktot = kres +ksgs+knum, the latter two being the contribution from the SGS
model and the numerical dissipation, respectively. If one can make the assumption that
keff_sgs = (ktot-kres) = (ksgs+knum) scales with the mesh size h, then an expression for the
proposed LES_IQ that exhibits the quality of the LES can be formulated as,

LES_IQk =

k res
k res
=
k tot k res + ak h p

123

(3.3)

Here, kres is the resolved kinetic energy, ktot is the total kinetic energy, keff_sgs is
the effective sgs kinetic energy, h is the grid size and ak is a coefficient to be determined,
p is the formal order of accuracy of the numerical scheme.
In the spirit of Richardson’s extrapolation (see Roache, 1998), the effective SGS
kinetic energy might be approximated as

k tot − k1res = k1eff _ sgs = ak h1p

(3.4)

k tot − k2res = k2eff _ sgs = ak h2 p

(3.5)

where subscripts (1) and (2) denote quantities obtained on mesh (1) and mesh (2). In the
present application, h=(∆x∆y∆z)1/3 , where ∆x,∆y,∆z are the grid cell lengths in x-, y-, zdirections, respectively. This relation can be used for calculating a local mesh size, if the
details of the grid are known. However, in general, a global grid index parameter can be
defined as,

1/3

1

heq =  ∑∆∀i 
N


(3.6)

In Equations 3.4 and 3.5 it is assumed that the leading term in the truncation error
series is dominant, in other words, the grid resolution is in the asymptotic range (see
Roache, 1998).
Equations 3.4 and 3.5 can be solved for ak to yield,
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ak =

1  k2res − k1res 


h2p  α p − 1 

(3.7)

where α = h1 / h2 > 1is the grid refinement (or coarsening) parameter.
Hence, the expression for LES_IQk becomes,

LES _ IQk =
k res

(k
+

k res

)

− k1res  h  p
 
α p − 1  h2 

res
2

(3.8)

Rearranging Equation 3.8 for both grid sizes yields,
Fine Grid

LES _ IQkf =


1 + 1 −


1
−1
 p
 α −1


k1res
k2res

(

)

(3.9)

Coarse Grid

LES _ IQkc =


1+ 


k2res
k1res

1
−1

− 1α p α p − 1


(

)

(3.10)

An example of the application of the quality index has been presented using the
LES results of ship wakes where the formal order of the numerical scheme is in 2nd order,
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p=2. The calculated quality index for a simulation of the wake behind a ship cruising on a
straight track with two different grid resolutions is shown in Figure 3.52. Figure 3.51
shows the predicted resolved kinetic energy values. It is seen that for the fine grid,
LES_IQk in the near wake region is c.a. 55% compared to a c.a. 30% for the coarse grid.
The quality deteriorates downstream where the grid resolution is coarser.
The LES_IQk for the LES results of the wake behind a ship cruising on a circular
track is shown in Figure 3.53. In Figure 3.49, the predicted resolved kinetic energy values
are presented. The coarse grid index is c.a. 40 % and the fine grid index is c.a. 70 % near
the wake. The low LES_IQk values indicate that for both cases more grid refinement is
necessary. More details can be obtained from Celik et al. (2003 a & b).
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Figure 3.51. Resolved turbulence kinetic energy of the wake simulation of a ship cruising
on a straight track normalized w.r.t. its inlet value (kinlet=3.3e-03)
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Figure 3.52. Large Eddy Simulation Index of Quality (LES_IQ) for the wake simulation
of a ship cruising on a straight track
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Figure 3.53. Large Eddy Simulation Index of Quality (LES_IQ) for the wake simulation
of a ship cruising on a circular track
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Chapter 4

CONCLUSIONS AND RECOMMENDATIONS

4.1

Conclusions

This study has considered an approach to develop effective SGS models to study
the turbulent flow dynamics in ship wakes. The ship hull that generated the wake has
been excluded from the computational domain. To achieve this, a robust approach for
providing an instantaneous velocity field in conjunction with the prescribed mean flow
field, namely the random flow generation (RFG) technique (Smirnov et al., 2000, Shi et
al., 2000) has been used. Reynolds Averaged Navier Stokes (RANS) calculations
(Hyman, 2001) are used to provide the RFG procedure with the information needed on
the inflow boundary. The further development of the wake flow is calculated via LES. A
standard Smagorinsky model that forms the basis for the advanced models has been
applied to assess the effects of the Coriolis and centrifugal force on the vortical structures
or turbulence characteristics of the flow in the wake of a ship model (DTMB 5415)
cruising on a circular track using LES technique. The eddies resolved by LES have been
observed to be more energetic and less diffusive when the Coriolis force was included. It

seems as if this force supplies energy to the large turbulent structures and thus enhances
anisotropy.
Next, the physics of the wake of a ship cruising on a circular track and that of a
ship cruising on a straight track have been studied in comparison to each other. The wake
simulations for the ship model DTMB 5512 moving on a straight track has been
compared with the macro wake measurements by Hoekstra & Ligtelijn (1991). The
prominent flow structures such as the bilge vortices are captured by LES. In
measurements and simulations, the minimum axial velocity occurs near the free surface
of the center of the wake. Moreover, the extent of axial turbulence intensities is in good
agreement with measurements. Additional smaller side vortex pairs are observed away
from the center of the wake. As the wake widens, the strength of these vortex pairs
weaken. The vorticity becomes more concentrated near the free surface. Moreover, the
wake spreading or wake width, which is obtained to be roughly w~x1/4 is consistent with
Tunaley & Buller (1989)’s measurements. For the ship model DTMB 5415 moving on a
circular track, one large vortical structure, possibly the already merged bilge vortices that
moves downwards, is observed. This vortex remains at considerable strength within the
distance of 1.55 ship length and then weakens. There is a smaller circulation region (a
side vortex) on the outer rim of the wake. The streamwise flow field causes the side
vortex to weaken and the wake decays in the outer region of the near wake similar to the
ship cruising on a straight track. These large coherent structures captured by LES, which
are usually smeared out by RANS simulations, are of great importance in determining the
dynamics of bubbles in ship wakes. This has shown that LES is a viable tool to study
complex turbulent flows, such as ship wakes.
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The classical SGS model, namely the standard Smagorinsky model, is not totally
suitable for complex flows as it uses a constant eddy viscosity coefficient for the entire
domain. It has been observed that the resolved eddies and the kinetic energy are sensitive
to the eddy viscosity coefficient. To remedy this, some rather simple modifications are
implemented on the standard Smagorinsky model (SMG). First, the SMG model has been
modified to account directly for the effect of the free surface on turbulence generation.
Then the behavior of various SGS models in LES of turbulent open channel flow is
investigated; which include SMG without modification (W/O M), only near wall
modification (NWM), and near wall modification plus free surface modification
(FSM+NWM). When FSM+NWM is compared to NWM and W/O M, it has been
observed that in near the wall region, the values are much closer to DNS of Lam and
Banerjee (1992). With W/O M, the intensities in the axial flow direction increase much
more compared to DNS results and other SGS models. When NWM is applied, the
increase slightly diminishes and the values get closer to those obtained from DNS results.
In all three models, the vertical fluctuations have decreased and its value near the free
surface tends to zero as observed in experiments. However, in the free surface region
(y/δ>0.85), FSM+NWM has given values that are much closer to the DNS predictions by
Lam and Banerjee (1992) than other two models. The predicted turbulence intensity
values have indicated similar trend and the values are in very good agreement with LES
predictions of Shi et al. (2000). It has been clearly demonstrated that if there are wall
boundaries, there should be wall modifications. Since the length scale should have the
proper behaviour in the wall region, the original model W/O M is not recommended as a
SGS model for wall-bounded flows. It has also been shown that FSM+NWM is capable
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of predicting the classical log-law profile. The results obtained have indicated that very
reasonable turbulence statistics have been predicted using FSM+NWM and it can be used
as a SGS model in the simulation of ship wakes.
The SMG model with FSM model has been applied to the wake behind a circular
track and has been compared with the standard Smagorinsky model. The results show
that with the inclusion of the free surface modification, better defined eddies are obtained
and the resolved turbulent kinetic energy level on the same grid has increased. Higher
frequencies and smaller turbulence scales were captured. The investigation of the effect
of the free surface modeling of SGS via damping of length scales has indicated that it
should be included in LES to obtain better turbulence statistics in the vicinity of free
surfaces.
In this study the performance of a one equation SGS model has also been
assessed. It has been demonstrated that the anisotropy of the turbulence observed near a
free surface can be better simulated using a nonlinear one-equation SGS model. The
whole study has given a better understanding of the role of turbulence SGS models, in
predicting wall bounded free surface flows.
The validation of LES is difficult because of the fact that both the sub-grid scale
(SGS) model contribution and numerical discretization errors are functions of the grid
resolution. In this study, a new quality index for the assessment of the simulations
claimed to be LES has been proposed as “LES_IQ”. The proposed index is a measure of
the percentage of the resolved turbulent kinetic energy to the total. Eq. 3.2 is
recommended for those cases where h ≅ ∆ and the order of accuracy of the numerical
scheme is approximately the same as that order implied of SGS-modeling. This method
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has been applied to the wake behind a ship cruising on a straight track and that behind a
ship cruising on a circular track. It can be stated that LES_IQ is relative, such that (%)
measure means a higher % of the total turbulent kinetic energy is resolved. Further, it is
up to the analyst to take this as good or bad.

4.2

Recommendations

Since the accuracy and efficiency are the two important points in LES of high
Reynolds number flows, higher order discretization schemes must be investigated in LES
code. The current solution method is only 2nd order accurate.
The advancement of massively parallel supercomputers provides a promising way
to increase the resolution of the flow by orders of magnitude. Therefore, the
parallelization of the LES is strongly recommended. Sufficient number of grid resolution
will certainly improve the turbulence statistics, i.e. capturing most of the energy
containing eddies and the simulation will be more realistic. Adaptive grid methods may
also play an important role in reducing the required number of grid points by providing
high resolution only in the regions where it is necessary.
In large eddy simulations, the key for a reliable solution is to develop effective
and physically correct subgrid-scale models. The concept used in free surface
modifications (FSM) is promising in achieving this goal. The model has included the
effects of the free surface/turbulence interaction. The application to the ship wake has
given promising results. The NOEM should be tested on the ship wakes to observe the
improvements in the turbulence statistics in comparison to experiments.
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Finally the present study should be extended to include the effect of surface
waves so that it can be applied to high Froude number cases in the near wake region of a
surface ship. Moreover, the wake flow will be more realistic with the inclusion of the
movement of the free surface (wavy free surface). The free surface has been represented
by a free-slip sinusoidal wall by Shi (2001) and the presence of the wave surface has been
found to be significant on the distribution of the turbulent kinetic energy.
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Appendix A

ENERGY SPECTRA

The energy spectra can be used to calculate the cut-off frequency and length
scales (eddy sizes) that are to be resolved by Large Eddy Simulations. The method used
in this study is based on a Fourier transformation approach (Hayasa, 1999).
The energy spectrum of the U-velocity perturbation is calculated by the following
formula such that

h
S1 (ωn ) = E  T
 Md


Md

∑

2



ωn t m ) 

U1' (tm ) exp(−i
m =1


 Nd

(A.1)

(n = 1,....M d )

where ωn =

2π n
is the nondimensional circular frequency, Md is the number of time
hT M d

series data, and E [*]N denotes the averaging over Nd samples. Here, hT is the
d

computational time step.

The energy spectrum can be converted into wave number domain as,

E1 (α n ) = U c S1 (ωn )

(A.2)

where E1 is the energy spectrum of the U-velocity perturbation in wave number
domain, α = ωn U c is the wave number and Uc is the mean velocity.
The algorithm and two benchmarks studied to test the algorithm has been briefly
explained in Shi (2001).

137

Appendix B

FILTERING

To see the effect of the filtering process that’s applied through the control volume
approach using significantly different length scales in different directions, let’s take a two
dimensional signal, u(x, y) such that

N

u ( x, y ) = ∑ ax sin(
i =1

2π x

λx

)a y cos(

2π y

λy

)

(B.1)

Here, u(x, y) represents the Cartesian velocities in x- and y-directions, ax and ay represent
the amplitudes in x- and y- directions, respectively, λx and λy respresent the wave lengths
in x- and y- directions, respectively. Figure B.1 shows the velocity color contours of the
example signal, u(x, y). This signal has been passed through spatial filtering of different
sizes of eddies (different filter lengths; ∆x, ∆y in x- and y- directions respectively) such
as,

u ( x, y ) =

1
1
x + ∆x y + ∆y
2
2

∫1

2π x

N

ax sin(
∫1 ∑
λx
i =1

x − ∆x y − ∆y
2
2

)a y cos(

2π y

λy

)dxdy

(B.2)

Equation B.2 has been integrated numerically using the trapezoidal rule (control
volume integration of Equation B.1) and the results are presented in the following
figures, from Figure B.2. to B.4. In these figures, u represents the signal u( x, y) and u is
the filtered signal of u( x, y). As seen from the figures, the grid size in each direction
influences mostly the degree of filtering in that direction, the influence is much lesser on
the other direction.

Figure B.1. Color contour of the velocity field, u( x, y)
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(a)

(b)

Figure B.2. a) & b) Small filter length of equal size in both directions

140

(c)

(d)

Figure B.2. c) & d) Large filter length of equal size in both directions
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(a)

(b)

Figure B.3. a) & b) Large filter length in the y-direction
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(a)

(b)

Figure B.4. a) & b) Large filter length in the x-direction
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