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The Minkowski problem, new constant curvature
surfaces in R3, and some applications
Antonio Alarco´n and Rabah Souam
Abstract Let m ∈ N, m ≥ 2, and let {pj}mj=1 be a finite subset of S2 such that
~0 ∈ R3 lies in its positive convex hull. In this paper we make use of the classical
Minkowski problem, to show the complete family of smooth convex bodies K in
R
3 whose boundary surface consists of an open surface S with constant Gauss
curvature (respectively, constant mean curvature) and m planar compact discs
D1, . . . , Dm, such that the Gauss map of S is a homeomorphism onto S2−{pj}mj=1
and Dj⊥pj, for all j.
We derive applications to the generalized Minkowski problem, existence of
harmonic diffeomorphisms between domains of S2, existence of capillary surfaces
in R3, and a Hessian equation of Monge-Ampe`re type.
Keywords Constant Gauss curvature surfaces, constant mean curvature surfaces,
harmonic diffeomorphisms between surfaces, Minkowski’s problem, capillary
surfaces, Monge-Ampe`re equations.
Mathematics Subject Classification (2010) 53C42, 53C43, 53C21, 53A10.
1. Introduction
Let S2 and C denote the 2-dimensional Euclidean unit sphere and the Riemann sphere,
respectively. A domain in C is said to be a circular domain if every connected component
of its boundary is a circle.
In [1], circular domains U and harmonic diffeomorphisms U → S2−{p1, . . . , pm} were
shown, where {p1, . . . , pm} ⊂ S2 is an arbitrary subset with cardinal number m ∈ N,
m ≥ 2. Such diffeomorphisms were constructed as vertical projection of maximal graphs
over S2 − {p1, . . . , pm} in the Lorentzian product manifold S2 × R1. On the other hand,
the Gauss map of constant mean curvature surfaces in R3 (from now on, H-surfaces)
is harmonic for the conformal structure induced by isothermal charts [22], whereas the
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Gauss map of positive constant Gauss curvature surfaces in R3 (from now on, K-surfaces)
is harmonic for the conformal structure of the second fundamental form (from now on,
the extrinsic conformal structure) [7]. Therefore, given {p1, . . . , pm} ⊂ S2, m ≥ 2, the
following questions naturally arise:
(QH ) Do there exist H-surfaces whose conformal structures are circular domains U and
their Gauss maps harmonic diffeomorphisms U → S2 − {p1, . . . , pm}?
(QK ) Do there exist K-surfaces whose extrinsic conformal structures are circular domains
U and their Gauss maps harmonic diffeomorphisms U → S2 − {p1, . . . , pm}?
Since for the unit complex disc D there is no harmonic diffeomorphism D → S2 − {p}
(see [1]), then the answer to both (QH ) and (QK) is negative when m = 1. For m = 2 and
p2 = −p1, it is well known that the answer to both questions is positive and the solution
surfaces are of revolution; more precisely, the solution H-surfaces are pieces of nodoids;
see [25] and Figure 1.1. As far as the authors know, there is no other available existence
result regarding these two questions.
On the other hand, since K-surfaces are parallel surfaces to H-surfaces, then a positive
answer to (QK) would imply the same to (QH ). In general H-surfaces are not parallel
to K-surfaces. However an H-surface with non vanishing Gauss curvature is parallel to
a K-surface (see the proof of Corollary 5.1) and hence the reciprocal assertion holds too;
observe that the Gauss curvature of a surface whose Gauss map is a local diffeomorphism
has no zeros. Therefore, questions (QH ) and (QK) are actually equivalent.
The aim of this paper is to settle question (QK) above. Obviously we can assume without
loss of generality that K = 1. We show the following classification result:
Theorem 1.1. Let {p1, . . . , pm} be a subset of S2 with cardinal number m ∈ N.
The following statements are equivalent:
(i) There exists a K-surface S with K = 1 such that the extrinsic conformal structure of
S is a circular domain U ⊂ C, and the Gauss map of S is a harmonic diffeomorphism
U → S2 − {p1, . . . , pm}.
(ii) There exist positive real constants a1, . . . , am such that ∑mj=1 ajpj = ~0 ∈ R3.
Furthermore, if S is as above and one denotes by γj the connected component of S − S
corresponding to pj via its Gauss map, then
(I) γj is a Jordan curve contained in an affine plane Πj ⊂ R3 orthogonal to pj, and
(II) S = S ∪ (∪mj=1Dj) is the boundary surface of a smooth convex body1 in R3, where
Dj is the bounded connected component of Πj − γj for all j ∈ {1, . . . ,m}.
In addition, given {a1, . . . , am} satisfying (ii), there exists a unique, up to translations,
surface S satisfying (i) such that the area of Dj equals aj for all j ∈ {1, . . . ,m}.
Our main tool to prove the existence part of Theorem 1.1 (i.e., (ii)⇒(i)) is the classical
Minkowski problem of prescribing positive Gauss curvature on the sphere; see Sect. 2.2
for a good setting. More precisely, our approach to show the K-surface S in (i) roughly
goes as follows. For any n ∈ N we construct a smooth convex body Kn in R3 whose
boundary surface consists of an open surface Sn of constant Gauss curvature K = 1, and
1We use here a standard terminology for convex bodies: a convex body K in R3 is said smooth if it has a
unique supporting plane at each boundary point. This is the same as saying that ∂K is a C1 surface.
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Figure 1.1. Surfaces S and S in Theorem 1.1 for {p1, p2 = −p1} and
a1 = a2 = 4; see [25].
m compact discs Sn,1, . . . , Sn,m, such that the Gauss map of Sn is a homeomorphism onto
the complement of an 1/n-neighborhood of {p1, . . . , pm} in S2 and the Gauss curvature of
Sn,j is smaller or equal than 1, for all j. Furthermore, any disc Sn,j contains another disc
Dn,j with area equal to aj and constant Gauss curvature K ≈ 1/n2. The convex body Kn
is obtained as solution to the Minkowski problem, involving the equilibrium condition (ii).
Then, we prove that the sequence {Kn}n∈N has a smooth limit convex body K and obtain
the surface S in the theorem as the boundary surface of K .
Notice that the convex surface S in the statement of Theorem 1.1 agrees with the
solution to the generalized Minkowski problem for the Borel measure
(1.1) µ(S ) = µS2 +
m∑
j=1
ajδpj on S
2,
where µS2 denotes the canonical Lebesgue measure on S2 and δpj the Dirac measure at pj;
see Sect. 2.2 for details. However, after solving the problem for µ(S ), one knows nothing
about the regularity of the solution. In fact, determining the regularity of the solution to
the Minkowski problem depending on the one of the curvature function has been the key
question of the topic; see [13, 20, 18, 3]. A significant consequence of Theorem 1.1 is that
the solution to the generalized Minkowski problem for (1.1) is a C1 and piecewise analytic
surface.
Moreover, Theorem 1.1 has interesting applications concerning capillary surfaces in R3,
harmonic diffeomorphisms between domains of S2, and a Hessian equation of Monge-
Ampe`re type. We explain this in Sect. 5.
1.1. Acknowledgments. The authors are grateful to Jose´ A. Ga´lvez for suggesting them
problem (QK) and for helpful discussions about the paper.
2. Preliminaries
As usual, we denote by ‖·‖ and 〈·, ·〉 the Euclidean norm and inner product in Rn, n ∈ N.
Given a subset C ⊂ R3, we denote by C the closure of C in R3.
Throughout the paper, unless otherwise specified, by a surface we mean an orientable
surface with empty boundary; in particular, a surface is either open or compact. For an
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open surface S in R3, we denote by ∂S the set determined by the frontier points of S; i.e.,
∂S = S − S.
A convex body in R3 is a compact convex subset of R3 having interior points. A smooth
convex body is a convex body which has a unique supporting plane at every boundary point;
this is equivalent to the boundary surface being C1. A strictly convex body is a convex body
whose boundary does not contain any nontrivial line segment. Finally, a compact surface in
R
3 is said to be (strictly) convex if it is the boundary surface of a smooth (strictly) convex
body in R3.
2.1. Constant curvature surfaces. Let M be a smooth surface and let X :M → R3 be an
immersion with positive constant Gauss curvature K. Without loss of generality we assume
that K = 1, and from now on such an immersion X is said to be a K-immersion, and its
image surface X(M) is said to be a K-surface. Up to changing orientation if necessary, the
second fundamental form IIX of X is a positive definite metric. Therefore, IIX induces
on M a conformal structure MX which is said to be the extrinsic conformal structure of X
(and of X(M) as well). Then X may be understood as an immersion X : MX → R3 and
the equation K = 1 implies that the unit normal vector field NX : MX → S2 of X is a
harmonic local diffeomorphism; see [7].
Any K-surface S ⊂ R3 is locally strictly convex; i.e., for any p ∈ S there exists an open
neighborhood Up of p in S such that Up∩TpS = {p}, where TpS denotes the affine tangent
plane to S at p.
On the other hand, given an immersion Y : M → R3 with constant mean curvature
H, its first fundamental form IY induces on M a conformal structure MY . The Riemann
surface MY is said to be the intrinsic conformal structure of Y (and of Y (M)). In this case,
if one considers Y : MY → R3, then the Gauss map NY : MY → S2 of Y is harmonic as
well; see [22]. From now on, such an immersion Y with H = 1/2 and its image surface
Y (M) are said to be an H-immersion and an H-surface, respectively.
The following well known connection between K-surfaces and H-surfaces is very useful
in this paper. Let S be a K-surface and let NS : S → S2 ⊂ R3 be its outer Gauss map; that
is to say, the one that at any p ∈ S points to the connected component of R3 − TpS disjoint
from an open neighborhood of p in S. Then
S +NS := {p +NS(p) | p ∈ S}
is a locally strictly convex H-surface with outer Gauss map NS+NS(q) = NS(p) for any
q = p+NS(p) ∈ S+NS. The surface S+NS is said to be the outer parallel surface to S at
distance 1. Furthermore, the extrinsic conformal structure of S and the intrinsic conformal
structure of S +NS are biholomorphic.
2.2. The Minkowski problem. Let X : S2 → R3 be an immersion such that its image
surface X(S2) is a closed strictly convex surface in R3. Then the Gauss map NX : S2 → S2
of X is a homeomorphism. Define κ : S2 → R, κ = K ◦N−1X , where K : S2 → R denotes
the Gauss curvature function of X. In this setting, Minkowski observed that κ must satisfy
(2.1)
∫
S2
p
κ(p)
dp = 0.
The converse of this problem is known as the (2-dimensional) Minkowski problem and
there is a large literature dealing with it. It turns out that actually the condition (2.1)
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is necessary and sufficient. For our purposes, we will use the following classical result
[18, 20]; see also [3].
Theorem 2.1. Let κ : S2 → R be a smooth positive function satisfying (2.1).
Then there exists a unique up to translations smooth embedding X : S2 → R3 such that
X(S2) is a closed strictly convex surface and the curvature function K : S2 → R of X is
given by K = κ ◦NX , where NX : S2 → S2 denotes the Gauss map of X.
Obviously, in the setting of Theorem 2.1, the map X ◦N−1X : S2 → R3 is an immersion
with Gauss curvature function κ and Gauss map the identity map of S2.
Let us introduced now the generalized (2-dimensional) Minkowski problem; see [3, 23]
for a good setting. Let S be a compact convex surface in R3, not necessarily smooth; i.e., S
is the boundary of a general convex body in R3. The generalized Gauss map G : S → S2
of S is a set-valued map, mapping every point p ∈ S to the set of all outer normals of the
supporting planes of S passing through p. With this map in hand, one can define a measure
µ(S) on S2 called the area function of S by setting
µ(M,E) = Area({p ∈ S |G(p) ∩ E 6= ∅}) for any Borel subset E ⊂ S2,
where Area(·) denotes the area functional. For instance, if S is C2 and strictly convex, then
µ(S) is nothing but µS2/κ, where µS2 denotes the canonical Lebesgue measure on S2 and
κ the Gauss curvature of S transplanted to S2 via the Gauss map. On the other hand, if S is
a polyhedron, then µ(S) =
∑n
j=1 cj δνj , where δνj is the Dirac measure at νj (i.e.; the unit
point mass) and cj is the Euclidean area of the face of S with outer normal νj.
The uniqueness part of Theorem 1.1 will be obtained from the following result due to
Minkowski, Alexandrov, Fenchel, and Jessen; see [2, 3].
Theorem 2.2. Let µ be a non-negative Borel measure on S2 such that
∫
S2
iS2 µ = ~0 ∈ R
3
and µ(H) > 0 for any open hemisphere H ⊂ S2, where iS2 : S2 → R3 denotes the
inclusion map.
Then there exists a convex body K in R3 such that µ = µ(∂K ). Furthermore, K is
unique up to translations.
Observe that the measure µ(S ) induced on S2 by the convex surface S in the statement
of Theorem 1.1 is given by
µ(S ) = µS2 +
m∑
j=1
ajδpj ,
hence, taking into account the equilibrium condition (ii), Theorem 2.2 applies. However,
this does not provide any information on the regularity of the solution.
2.3. The support function. Let Σ be an open domain of S2 and let X : Σ → R3 be a
smooth immersion whose Gauss map NX : Σ → S2 is a diffeomorphism into its image
NX(Σ) ⊂ S
2. Then the support function h : NX(Σ)→ R of X is defined by
(2.2) h(p) := max
x∈Σ
〈p,X(x)〉 = 〈p,X(N−1X (p))〉.
Denote by K the curvature function of X. Then h satisfies
(
det
(
∇2h+ h I
))
◦NX =
1
K
on Σ,
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where ∇2h(p) and I denote the Hessian matrix of h at p on S2 and the identity matrix of
TpS
2, for p ∈ S2, respectively. Furthermore, X can be recovered from h in the form
(2.3) X ◦N−1X (p) = ∇h(p) + h(p) p on NX(Σ),
where ∇h(p) denotes the gradient of h at p computed with respect to the spherical metric
and viewed as a vector in R3. As in Sect. 2.2, X ◦ N−1X : NX(Σ) → R3 is an immersion
with Gauss curvature function K ◦ N−1X and Gauss map the inclusion map of NX(Σ) into
S
2.
3. Convexity and the equilibrium condition
Let {p1, . . . , pm} be a subset of S2 with cardinal number m ∈ N. In this section
we assume the existence of a K-surface S as those described by Theorem 1.1-(i) for
{p1, . . . , pm}, and prove that {p1, . . . , pm} and S satisfy the equilibrium condition (ii) and
properties (I) and (II), respectively.
Assume there exists a K-surface S in R3 such that the extrinsic conformal structure of
S is conformally equivalent to a planar circular domain, and the outer Gauss map of S is a
diffeomorphism NS : S → S2 − {p1, . . . , pm}.
First of all let us show that
Claim 3.1. S is bounded.
Proof. Fix j ∈ {1, . . . ,m} and up to a rigid motion assume that pj = (0, 0, 1) ∈ R3. Take
ǫ > 0, denote by
Hǫ = {p ∈ S | 〈NS(p), (0, 0, 1)〉 ≥ 1− ǫ} = {p ∈ S | 1 > 〈NS(p), (0, 0, 1)〉 ≥ 1− ǫ},
and notice that it suffices to show that Hǫ is bounded; recall that NS : S → S2 −
{p1, . . . , pm} is a diffeomorphism. Assume that ǫ is small enough so that Hǫ is a topological
annulus with boundary and a local graph in the x3-direction at any point, where x3 denotes
the third coordinate function in R3. Note that, since NS is the outer Gauss map of S, the
(local) defining function of the local graph is concave. Write (X1,X2,X3) : Hǫ → R3 the
inclusion map, and (NS)|Hǫ = (N1, N2, N3) : Hǫ → S2 ∩ {1 > x3 ≥ 1− ǫ} ⊂ R3. In this
setting, the Legendre transform of Hǫ,
(3.1) L =
(
N1
N3
,
N2
N3
,
N1
N3
X1 +
N2
N3
X2 +X3
)
: Hǫ → R
3,
defines a strongly positively curved surface (i.e., with Gauss curvature bounded from below
by a positive constant) L(Hǫ) with boundary in R3 which is, moreover, the local graph in
the x3-axis direction of a convex function around any point; see for instance [9, 14] and take
into account that Hǫ is a surface with boundary and constant Gauss curvature K = 1 (hence
strongly positively curved).
Denote by Ω = {x ∈ R2 | ‖x‖2 ≤ 2ǫ−ǫ2(1−ǫ)2 } and notice that the map
S
2 ∩ {1 > x3 ≥ 1− ǫ} → Ω− {(0, 0)}, (x1, x2, x3) 7→ (x1/x3, x2/x3),
is a diffeomorphism. Since also (N1, N2, N3) : Hǫ → S2 ∩ {1 > x3 ≥ 1 − ǫ} is a
diffeomorphism, then L(Hǫ) is the graph of a convex function ϕL : Ω− {(0, 0)} → R; see
(3.1). Furthermore, sinceL(Hǫ) is strongly positively curved, then ϕL extends continuously
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to Ω,with the same name, and its graph L(Hǫ) is a strictly convex C0 surface with boundary;
see [17].
Let us show first that (X1,X2) : Hǫ → R2 is bounded. Indeed, otherwise the limit set of
the Gauss map of L; which is given by
(3.2) NL : Hǫ → S2, NL = 1√
X21 +X
2
2 + 1
(X1,X2,−1)
(see [9, 14]), would contain an horizontal limit vector when (x1, x2)|L(Hǫ) goes to (0, 0),
hence L(Hǫ) would admit a vertical supporting plane at (0, 0, ϕL(0, 0)); here x1 and x2
denote the first and second coordinate functions in R3.However, this contradicts that L(Hǫ)
is a convex graph over Ω.
Finally, since (X1,X2) : Hǫ → R2 is bounded and ϕL extends continuously to (0, 0),
then (3.1) implies that
(3.3) X3 : Hǫ → R has a limit (= ϕL(0, 0)) as NS → (0, 0, 1).
This concludes the proof. 
Now we can prove the following
Claim 3.2. S is a C1 surface with boundary. Furthermore, the connected component γj of
∂S corresponding to pj is a C1 convex curve lying in a plane Πj in R3 orthogonal to pj, for
all j ∈ {1, . . . ,m}.
Proof. Fix j ∈ {1, . . . ,m} and up to a rigid motion assume that pj = (0, 0, 1) ∈ R3. Let
ǫ > 0 be small enough and let V = Hǫ be the open set in S introduced in the proof of Claim
3.1. We also let Ω and ϕL : Ω − {(0, 0)} → R be the closed disc in R2 and the strictly
convex function stated in Claim 3.1. We know from (3.3) that γj lies on the affine plane
Πj = {x ∈ R
3 |x3 = ϕL(0, 0)}.
Let us show that γj is a C1 Jordan curve bounding a convex disc Dj in Πj. Indeed, for
any (x1, x2) ∈ Ω − {(0, 0)}, since L(Hǫ) is the graph of the strictly convex function ϕL,
the affine tangent plane to L(Hǫ) at (x1, x2, ϕL(x1, x2)) lies below L(Hǫ), so:
ϕL(x1, x2)− x1
∂ϕL
∂x1
(x1, x2)− x2
∂ϕL
∂x2
(x1, x2) < ϕL(0, 0).
Taking into account (3.1) and (3.2), this means that
X3 < ϕL(0, 0) on V.
Otherwise said, V lies below the plane Πj . Together with the fact that (NS)|V is a
diffeomorphism onto a small open punctured neighborhood of pj in S2, this shows that
γǫ = V ∩ Πǫ is a regular curve for any small enough ǫ > 0, where Πǫ denotes the inner
parallel plane to Πj at distance ǫ. Denote by νǫ the orthogonal projection of NS to Πǫ along
γǫ and notice that νǫ is a nowhere vanishing orthogonal vector field to γǫ. It is easy to
check that the curvature of the planar curve γǫ is equal to κn(γǫ)/‖νǫ‖, where κn(γǫ) is the
normal curvature of the curve γǫ in S. This shows this curvature never vanishes and so γǫ
is locally convex. Since (NS)|V is injective into a small open punctured neighborhood of
pj in S2, it follows that the rotation index of γǫ is ±1. Therefore γǫ is convex for all ǫ > 0
small enough. This trivially shows that γj bounds a convex disc Dj in Πj as claimed.
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Set
(3.4) S = S ∪ (∪mj=1Dj)
and observe that S is a closed locally convex C0 surface; recall that the outer Gauss
map NS of S extends continuously to S setting (NS )|Dj = pj. Let us show that S
is (globally) convex; that is to say, at each point S is contained in one side of its affine
tangent plane. Indeed, let p ∈ S. The affine plane λNS(p) + TpS is disjoint from S for
any large enough λ > 0; recall that S is compact. Call λp the biggest positive real λ
such that (λNS(p) + TpS) ∩ S 6= ∅. For any point q in (λpNS(p) + TpS) ∩ S , one
has NS(q) = NS(p), and so q = p since NS is injective. In particular, S lies in one
side of TpS. A similar argument works at points in ∪mj=1Dj . This shows that S is convex
as claimed. Since, in addition, S has a unique supporting plane at every point, then S
bounds a smooth convex body and S is C1. This proves the claim. 
In this way, we have shown that the convex surface S given by (3.4) and so the K-
surface S are embedded. Furthermore, since S is convex and C1, then items (I) and (II) in
Theorem 1.1 follow.
To finish this section, let us check that the set {p1, . . . , pm} satisfies the equilibrium
condition given by Theorem 1.1-(ii). This easily follows from the following more general
result.
Proposition 3.3. Let M be an embedded H-surface in R3 and assume that M = M ∪
(∪mj=1Cj) is a compact embedded C1 surface, where Cj is a disc in a plane Πj orthogonal
to qj ∈ S2 with Cj ∩M = ∅ for all j ∈ {1, . . . ,m}, m ∈ N.
Then
∑
m
j=1Area(Cj) qj =
~0.
Proof. Denote by NM : M → S2 the outer Gauss map of M as compact embedded
surface, and notice that
(3.5) (NM )|Cj = qj for all j.
Since M is an H-surface, then the inclusion map iM : M → R3 satisfies ∆iM =
2H(NM )|M = (NM )|M , where ∆· denotes the Laplace operator computed with respect to
isothermal coordinates on M ; recall that H = 1/2. Then, the Divergence Theorem gives∫
M
〈NM (p), x〉 dp =
∫
∂M
〈∇〈p, x〉 , η(p)〉 dp for all x ∈ R3,
where η denotes the outer conormal vector field to ∂M on M. Therefore,
(3.6)
∫
M
NM (p) dp =
∫
∂M
η(p) dp = ~0 ∈ R3,
where for the second equality we have used that ∂M consists of plane curves.
On the other hand, since M is a compact embedded C1 surface, then
(3.7) ~0 =
∫
M
NM (p) dp =
∫
M
NM (p) dp +
m∑
j=1
∫
Cj
NM (p) dp.
Combining (3.7), (3.6), and (3.5), one infers
m∑
j=1
Area(Cj) qj = ~0,
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as claimed. 
To obtain the condition Theorem 1.1-(ii) it suffices to apply the above proposition to the
outer parallel surface to S at distance 1 and set aj = Area(Dj) > 0 for all j.
Remark 3.4. The equilibrium formula (ii) also follows directly from the facts that∫
S NS(p) dp =
∫
S2−{p1,...,pm}
p dp = ~0 and
∫
S
NS (p) dp = ~0.
4. Existence
Let {p1, . . . , pm} be a subset of S2 with cardinal number m ∈ N. In this section, assuming
that the equilibrium condition Theorem 1.1-(ii) holds for {p1, . . . , pm} and positive real
constants {a1, . . . , am}, we show the existence and uniqueness (up to translation) of a K-
surface S in R3 satisfying Theorem 1.1-(i), (I), (II), and Area(Dj) = aj , where Dj are the
discs given by Theorem 1.1-(II), for all j ∈ {1, . . . ,m}. Taking into account the already
done in Sect. 3, this will complete the proof of Theorem 1.1.
Let a1, . . . , am ∈ R such that aj > 0 for all j, and assume that
(4.1)
m∑
j=1
aj pj = ~0 ∈ R
3.
We need some preliminaries before going on into the construction process. Given q ∈ S2
and r ∈ (0, 1) we set
B(q, r) = {p ∈ S2 | sin∢(p, q) < r, cos∢(p, q) > 0}
and
A(q, r/2) = B(q, r)−B(q, r/2),
where ∢(p, q) ∈ [0, π] denotes the spherical angle between p and q. Straightforward
computations give the following
Claim 4.1. Let q ∈ S2 and let r ∈ (0, 1/2). Then∫
B(q,r)
p dp = πr2q.
Moreover, for any r ∈ (0, 1/4), λ > 1, and µ ∈ (3πr2, 3πr2λ), there exists a smooth
function on an interval [0, 2r + ǫ], ǫ > 0, such that f |[0,r] = λ, f |[2r,2r+ǫ] = 1,
1 ≤ f |(r,2r) ≤ λ, and ∫
A(q,r)
f(sin∢(p, q))p dp = µq.
Fix n0 ∈ N large enough so that the sets B(pj, 2/n), j = 1, . . . ,m, are pairwise disjoint,
and
(4.2) 1
n2
<
3aj
4π
for all j ∈ {1, . . . ,m} and n ∈ N with n ≥ n0.
For any n ≥ n0, denote by Σn = S2−∪mj=1B(pj , 2/n) and let fn : S2 → R be a smooth
function satisfying
(4.3) (fn)|Σn = 1, (fn)|B(pj ,1/n) =
ajn
2
π
, 1 ≤ (fn)|A(pj ,1/n) ≤
ajn
2
π
,
10 A. Alarco´n and R. Souam
and
(4.4)
∫
A(pj ,1/n)
fn(p)p dp =
4π
n2
pj =
∫
B(pj ,2/n)
p dp,
for all j. The existence of such a function fn follows directly from Claim 4.1 and (4.2). By
Claim 4.1 and equations (4.1), (4.3), and (4.4), one has
∫
S2
fn(p)p dp =
∫
Σn
fn(p)p dp +
m∑
j=1
∫
A(pj ,1/n)
fn(p)p dp +
m∑
j=1
∫
B(pj ,1/n)
fn(p)p dp
=
∫
Σn
p dp+
m∑
j=1
∫
B(pj ,2/n)
p dp+
m∑
j=1
∫
B(pj ,1/n)
ajn
2
π
p dp
=
∫
S2
p dp+
m∑
j=1
aj pj = ~0 +~0 = ~0.
This shows that the Minkowski problem can be solved for the function κn = 1/fn :
S
2 → R; see (2.1). Then Theorem 2.1 provides a smooth embedding Xn : S2 → R3 such
that
(an) Sn := Xn(S2) is a closed smooth strictly convex surface,
(bn) the Gauss map of Xn is the identity map of S2, and
(cn) the curvature function of Xn agrees κn.
Notice that (cn) and (4.3) give that Sn := Xn(Σn) is a K-surface. On the other hand,
from (bn) and (cn), one infers that
(dn) the area element of Xn is 1/κn = fn times the one of S2,
hence
(4.5) Area(Xn(B(pj , 1/n))) = aj
and
(4.6) Area(Xn(A(pj , 1/n))) < 2
∫
A(pj ,1/n)
fn(p)〈p, pj〉 dp =
8π
n2
∀j = 1, . . . ,m;
here we have used (4.3), (4.4), and that 〈p, pj〉 > 1/2 for all p ∈ B(pj, 2/n).
Let Kn denote the convex body bordered by Sn. We plan to find the surface S which
solves the theorem, as the boundary surface of the limit of a subsequence of the sequence of
convex bodies {Kn}n≥n0 . For this limit to exist, a uniform upper bound of the diameter of
Kn, n ≥ n0, is needed. Furthermore, to guarantee that the limit is a convex body as well,
one also needs a uniform lower bound of the inner diameters. Denote by ℓn the extrinsic
diameter of Kn and, without loss of generality, assume that ~0 is the middle point between
two points xn and yn in Sn at distance ℓn. The proof of the following technical lemma is
an adaptation of results in [3].
Lemma 4.2. There exist ξ > 0 and x ∈ R3 such that, up to passing to a subsequence,
B(x, ξ) ⊂ Kn ⊂ B(~0, 1/ξ) for all n ∈ N, n ≥ n0, where B(y, r) denotes the euclidean
ball in R3 of radius r > 0 centered at y.
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Proof. First let us show the existence of τ > 0 such that
(4.7) Kn ⊂ B(~0, τ) ∀n ≥ n0.
Set un = (xn − yn)/‖xn − yn‖. Let hn : S2 → R be the support function of Sn. Then
hn(p) = sup
q∈Sn
〈p, q〉 ≥
ℓn
2
max
(
0 , 〈p, un〉
)
(see (2.2)), hence
(4.8)
∫
S2
hn(p)
κn(p)
dp ≥
ℓn
2
∫
S2
max
(
0 , 〈p, un〉
)
κn(p)
dp ≥ c0ℓn,
where c0 = 2
∫
S2
max
(
0 , 〈p, un〉
)
dp is a positive constant independent on un ∈ S2 and
we have used that κn ≤ 1 on S2; see (4.3). Denote by hˆn = hn ◦X−1n : Sn → R. Taking
into account (dn), one gets
(4.9)
∫
S2
hn(p)
κn(p)
dp =
∫
Sn
hˆn(p) dp = 3vol(Kn),
where vol(·) denotes volume in R3; the second equality is a well known property of the
support function.
On the other hand, by the isoperimetric inequality in R3,
(4.10) vol(Kn) ≤ c1Area(Sn)3/2
for a positive constant c1. Combining (4.8), (4.9), and (4.10), one has
3c1Area(Sn)
3/2 ≥ c0ℓn.
Therefore, to check that ℓn is uniformly bounded from above, it suffices to prove that
Area(Sn) is bounded from above by a constant independent of n. It follows from (dn)
and (4.3) that Area(Xn(Σn)) = Area(Σn). Then, taking (4.5) and (4.6) into account, one
concludes that
Area(Sn) < 4π +
m∑
j=1
8π/n2 +
m∑
j=1
aj .
This implies that ℓn is uniformly bounded, hence (4.7) holds for any τ > supn≥n0 ℓn/2.
To finish the proof, it suffices to find a ball in R3 contained in Kn for all n ≥ n0. Indeed,
for any affine plane Π ⊂ R3 denote by Sn(Π) the vertical projection of Sn on Π. Since
trivially vol(Kn) ≤ Area(Sn(Π))ℓn, then (4.8) and (4.9) give
(4.11) Area(Sn(Π)) ≥ c0/3 for all n and Π.
Argue by contradiction and assume that for any i ∈ N there exists ni ∈ N, ni ≥ n0, such
that Kni contains no ball of radius 1/i. From the bound (4.7), Blaschke selection theorem
[23] implies that, up to passing to a subsequence, {Kn}n≥n0 converges in the Hausdorff
distance to a convex set K∞ ⊂ B(τ) which contains no Euclidean ball by our hypothesis.
Then, K∞ is contained in an affine plane Π∞, hence for any plane Π∗∞ orthogonal to Π∞
the sequence {Area(Sn(Π∗∞))}n≥n0 converges to zero, which contradicts (4.11). This
shows the existence of ρ > 0 such that for each n ≥ n0, there exists xn ∈ R3 so that
B(xn, ρ) ⊂ Kn.Up to taking a subsequence, xn converges to x ∈ R3 andB(x, ρ/2) ⊂ Kn.
This proves the lemma. 
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By Lemma 4.2 and Blaschke selection theorem [23], up to passing to a subsequence,
{Kn}n≥n0 converges in the Hausdorff distance to a convex body K in R3. Recall that K
consists of the accumulation set of points in the (sub)sequence {Kn}n≥n0 ; see [23]. Denote
by S = ∂K and let us check that S is the surface we are looking for.
Denote by Dn,j = Xn(B(pj, 1/n)) for all n, and by S and Dj the accumulation set of
the (sub)sequence {Sn}n≥n0 and {Dn,j}n≥n0 , respectively, for all j. Obviously S and Dj
are subsets of S .
From (4.6) it trivially follows that
(4.12) S = S ∪ (∪mj=1Dj);
otherwise there would exist a subset in S with positive area, which is the limit of the
sequence {Xn(A(pj , 1/n))}n≥n0 , which is impossible. Note also that S ∩Dj = ∅, where
S and Dj denote the interior of S and Dj in S , respectively, for all j. In particular,
∂S = ∪mj=1∂Dj and S = S ∪ (∂S) ∪ (∪mj=1Dj).
Denote by Mn (respectively, L ) the outer parallel surface (respectively, convex body)
to Sn (respectively, to K ) at distance 1, by NSn : Sn → S2 the outer Gauss map of Sn
for all n ≥ n0, and by M = ∂L . First of all, let us show that
Claim 4.3. S is a K-surface.
Proof. Recall that Sn = Xn(Σn) and denote by
Mn = Sn + (NSn)|Sn ⊂ Mn
the outer parallel surface to Sn at distance 1. We know that {Mn}n≥n0 converges to the
open set M ⊂ M consisting of the points of M at outer distance 1 from S. On the other
hand, since Sn is a K-surface then Mn is a positively curved H-surface. In particular, the
norm of the second fundamental form of Mn is bounded from above by 1.
So, by standard compactness arguments in constant mean curvature surface theory (see
for instance Proposition 2.3 and Lemma 2.4 in [21]), M is an H-surface, proving the
claim. 
Observe also that, up to passing to a subsequence, {Sn}n≥n0 converges smoothly to S
by the same argument.
Now let us check that
Claim 4.4. Dj is an open disc contained in a plane Πj orthogonal to pj , with Area(Dj) =
aj , for all j = 1, . . . ,m.
Proof. Fix j and denote by
Cn,j = Dn,j +
√
ajn2
π
(
(NSn)|Dn,j − pj
)
the outer parallel surface to Dn,j at distance
√
ajn2/π, translated by the vector
−
√
ajn2/πpj. It is easy to check that ‖
√
ajn2/π
(
(NSn)|Dn,j − pj
)
‖ < 2
√
aj/π
for large enough n. In particular, up to passing to a subsequence, we assume that
{
√
ajn2/π
(
(NSn)|Dn,j − pj
)
}n≥n0 converges to a vector vj ∈ R3. So, vj + Dj is the
accumulation set of {Cn,j}n≥n0 . On the other hand, since Dn,j is an open surface with
constant Gauss curvature π/ajn2 (see (4.3)), then Cn,j is an open surface with constant
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mean curvature 12n
√
π/aj and positive Gauss curvature. In particular, the square of the
norm of the second fundamental form of Cn,j is bounded from above by π/ajn2. In
this case, standard compactness arguments in constant mean curvature surface theory (see
again Proposition 2.3 and Lemma 2.4 in [21]) give that Dj is a planar open disc. Since
NSn(Cn,j) = B(pj, 1/n), then Dj is contained in a plane orthogonal to pj and we are
done. 
Denote by NS and NDj the outer Gauss map of S and Dj , j = 1, . . . ,m, respectively.
Claim 4.5. NS : S → S2 is a homeomorphism onto S2 − {p1, . . . , pm}.
Proof. Since K is convex and S is locally strictly convex, then TxS ∩ K = {x} for all
x ∈ S, hence NS is injective. Likewise, if there would exist x ∈ S with NS(x) = pj , since
K is convex and Πj is a supporting plane of K (see Claim 4.4), then x ∈ Πj. However S
is locally strictly convex, hence K ∩Πj = {x}, a contradiction; see Claim 4.4 again. Thus
NS(S) ⊂ S
2 − {p1, . . . , pm}.
To check that NS : S → S2 − {p1, . . . , pm} is surjective, let p ∈ S2 − {p1, . . . , pm}.
Since {Σn}n≥n0 is an exhaustion of S2 − {p1, . . . , pm}, then there exist ǫ > 0 and n1 ∈ N
such that B(p, ǫ) ⊂ Σn for all n ≥ n1. From (bn), NSn(Xn(p)) = p for all n ≥ n1. On
the other hand, up to passing to a subsequence, {Xn(p) ∈ Sn}n≥n1 converges to a point
x ∈ S. Since the convergence of {Sn}n≥n0 to S is smooth, then NS(x) = p, proving the
claim. 
Notice that Claim 4.5 and (4.12) give that the map NS : S → S2,
NS (p) =
{
NS(p) p ∈ S,
pj p ∈ Dj, j ∈ {1, . . . ,m},
is a continuous outer Gauss map of S ; recall that NDj = pj for all j. In particular, K
admits a unique supporting plane at every point in S , hence K is a smooth convex body
and S is a C1 surface. Since K is a convex body, then S is an embedded K-surface and
Dj is a convex disc for all j.
On the other hand, the intrinsic conformal structure of the H-surface M = S + NS is
clearly biholomorphic to a circular domain in C; indeed, just observe that M is an embedded
constant mean curvature surface with boundary consisting of a finite collection of C1 Jordan
curves. Thus, so is the extrinsic conformal structure of S.
Finally, the uniqueness part of Theorem 1.1 follows from the one of the generalized
Minkowski problem; see Theorem 2.2 and the short discussion after it.
This completes the proof of Theorem 1.1.
5. Applications
Theorem 1.1 has direct and interesting applications concerning H-surfaces, capillary
surfaces in R3, harmonic diffeomorphisms between domains of S2, and a Hessian equation
of Monge-Ampe`re type.
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5.1. Capillary surfaces. Consider a region B in R3. A capillary surface in B is a compact
H-surface meeting ∂B at a constant angle γ ∈ [0, π] along its boundary. Capillary surfaces
are stationary surfaces for an energy functional under a volume constraint. More precisely,
given a compact surface Σ inside B such that ∂Σ ⊂ ∂B and ∂Σ bounds a compact domain
W in ∂B, the energy of Σ is by definition the quantity:
E(Σ) = Area(Σ)− cos γ Area(W).
The stationary surfaces of E for variations preserving the enclosed volume are precisely
the H-surfaces which make a constant angle γ with ∂B. Here the contact angle is computed
from inside the domain enclosed by Σ ∪W. Capillary surfaces model liquid drops inside
a container in the absence of gravity. Σ represents the free surface of the drop and W the
region of the container wetted by the drop. A standard reference on capillary surfaces is the
book by Finn [5].
One can also, more generally, consider compact H-surfaces inside a region B meeting
∂B at a constant angle along each of their boundary components, the constant possibly
varying from one component to the other. Of particular interest is the case when the region
B is bounded by portions of planes, that is, B is a polyhedral region. In the physical
interpretation, one allows the bounding faces of the polyhedral container to be composed
of different homogeneous materials. In the simplest case of a wedge, that is, the region
of the space between two intersecting planes, Park [19] has shown that if such a surface is
embedded, topologically an annulus and does not touch the vertex of the wedge, then it has
to be part of a round sphere (a partial result had been obtained previously by McCuan [15]).
Also, Wente [27], has constructed an immersed, non embedded, annulus of constant mean
curvature intersecting orthogonally two parallel planes.
As an important consequence of our work, we obtain a large new family of capillary
surfaces, with contact angle γ = π, inside polyhedral regions. More precisely we have the
following:
Corollary 5.1. Condition Theorem 1.1-(i) is equivalent to either of the following conditions:
(i.1) There exists an H-surface S with H = 1/2 such that the intrinsic conformal
structure of S is a circular domain U ⊂ C, and the Gauss map of S is a harmonic
diffeomorphism U → S2 − {p1, . . . , pm}.
(i.2) There exists a positively curved H-surface S with H = 1/2 such that the intrinsic
conformal structure of S is a circular domain U ⊂ C, and the Gauss map of S is a
harmonic diffeomorphism U → S2 − {p1, . . . , pm}.
Furthermore, the statement of Theorem 1.1 holds if one replaces (i) by (i.2). In particular,
if S is as in (i.2) then it is an embedded H-surface which meets tangentially the faces of the
polyhedral region determined by the affine planes Πj , j = 1, . . . ,m.
Proof. Obviously, (i.2) implies (i.1).
Assume now that (i.1) is true, then as the Gauss map of S is a diffeomorphism, the
principal curvatures of S are different from zero. It follows that the parallel surface to S at
signed distance (−1) is a regular K-surface with K = 1 which satisfies condition Theorem
1.1-(i).
Finally, if S satisfies Theorem 1.1-(i) then the outer parallel surface at distance 1 to S
meets the requirements in (i.2).
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The last assertion in the corollary straightforwardly follows from the fact that the H-
surface S in (i.2) is obtained as the outer parallel surface to a K-surface satisfying the
statement of Theorem 1.1. 
Obviously the result is valid for any constant H 6= 0. Indeed, up to scaling and changing
the orientation, one can always assume H = 1/2. We emphasize that the surfaces we
obtain have genus zero, meet tangentially all the faces of the polyhedra and do not touch
their edges.
5.2. Harmonic diffeomorphisms between domains of S2. The problem of determining
whether there exist harmonic diffeomorphisms between given non-quasiconformally
equivalent Riemannian surfaces is an important question with large literature. Heinz [10]
proved there is no harmonic diffeomorphism from the unit complex disk D onto the complex
plane C, with the euclidean metric, and Collin and Rosenberg [4] showed a harmonic
diffeomorphism from C onto the hyperbolic plane H2, disproving a conjecture by Schoen
and Yau [24]; see also [16]. As pointed out in Sect. 1, circular domains U and harmonic
diffeomorphisms U → S2 − {p1, . . . , pm} were shown in [1] for any {p1, . . . , pm} ⊂ S2
with m ≥ 2. It is important to note that the existence of such diffeomorphisms is not
used in our arguments, hence actually Theorem 1.1 provides an alternative proof of this
fact, under the restriction given by (ii). The authors do not know whether the harmonic
diffeomorphisms U → S2 − {p1, . . . , pm} that follow from Theorem 1.1 are those shown
in [1]. Moreover, the construction method in the present paper is different from the
ones in both [4] and [1], where the harmonic diffeomorphisms were obtained as vertical
projection of entire minimal (respectively, maximal) graphs in the Riemannian (respectively,
Lorentzian) product manifold H2 × R (respectively, (S2 − {p1, . . . , pm})× R1).
The following existence result for harmonic diffeomorphisms between domains of S2
straightforwardly follows from Theorem 1.1.
Corollary 5.2. Let {p1, . . . , pm} be a subset of S2 with cardinal number m ∈ N such that
there exist positive numbers a1, . . . , am with
∑
m
j=1 ajpj =
~0 (in particular, m ≥ 2).
Then there exist a circular domain U ⊂ C and a harmonic diffeomorphism U →
S
2 − {p1, . . . , pm}.
Recall that the above result remains true for a general subset {p1, . . . , pm} of S2 with
m ≥ 2 [1].
5.3. A Hessian equation. There has been considerable research activity in recent years
devoted to fully nonlinear, elliptic second order partial differential equations of the form,
F [u] := F
(
∇2u+A(·, u,∇u)
)
= B(·, u,∇u),
in domains Ω in Euclidean n-space, Rn, as well as their extensions to Riemannian
manifolds. Here the functions F : Rn × Rn → R, A : Ω × R × Rn → Rn × Rn and
B : Ω × R × Rn → R are given, the operator F is well-defined classically for functions
u ∈ C2(Ω), and ∇2u and ∇u denote respectively the Hessian matrix and gradient vector
of u. See for instance [26] for a survey in the topic. The following Hessian equations of
Monge-Ampe`re type are some of the simpler and more studied instances:
(5.1) F [u] = det(∇2u+ cuI) = f on Ω ⊂M2(c),
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where M2(c) ⊂ R3 is the simply-connected complete Riemannian 2-manifold with constant
curvature c = 0, 1 (that is to say, M2(0) = R2 and M2(1) = S2), I denotes the identity
matrix of the tangent plane TpM2(c) ⊂ R3, for p ∈ M2(c), and f : Ω → R is a positive
function; notice that f must be positive for F to be elliptic.
In case c = 0 and f = 1, one obtains the classical Hessian one equation. In this setting,
a celebrated result by Jo¨rgens [11] states that all solutions to (5.1) globally defined on R2
are quadratic polynomials, whereas the space of solutions to (5.1) defined on the finitely
punctured plane R2 − {p1, . . . , pn}, n ∈ N, was described by Ga´lvez, Martı´nez, and Mira
[8]; see [12] for n = 1.
On the other hand, in case c = 1 and Ω = S2, one deals with the classical Minkowski
problem; see Sect. 2.2. For a general Ω ⊂ S2, any solution to (5.1) is the support function
of a surface S in R3 such that the Gauss map of S is a homeomorphism NS : S → Ω and
the Gauss curvature function of S is given by 1/(f ◦NS) : S → R; see Sect. 2.3 for details.
Then, one can check that for f = 1 and Ω = S2 − {p1, . . . , pm}, m ∈ N, any solution
u of (5.1) with non-removable singularities at the points {p1, . . . , pm} (that is, u does not
C1-extend across any pj) is the support function of a surface S as those in Theorem 1.1-(i).
Moreover, Theorem 1.1 provides a description of the space of solutions to the equation
(5.2) det(∇2u+ uI) = 1 on S2 − {p1, . . . , pm}.
Note that if h denotes the restriction to S2 of a linear function on R3 then h satisfies on S2
the equation ∇2h+hI = 0. So if u is a solution to (5.2) with non-removable singularities at
the points {p1, . . . , pm}, then u+ h is again a solution. We can thus define an equivalence
relation ∼ on the set of solutions to (5.2) as follows:
We say that two solutions u and v of (5.2) are equivalent, and write u ∼ v, if u− v is the
restriction to S2 of a linear function on R3.
Corollary 5.3. The space of solutions to the equation (5.2) with non-removable singular-
ities at the points {p1, . . . , pm}, under the equivalence relation ∼, is in bijection with the
set
Ξ =
{
(a1, . . . , am) ∈ R
m
∣∣ aj > 0 ∀j = 1, . . . ,m,
m∑
j=1
ajpj = ~0
}
.
Moreover, any solution to (5.2) with non-removable singularities at the points
{p1, . . . , pm} extends to S2 as a continuous function.
Proof. Let u : S2 − {p1, . . . , pm} → R be a solution to (5.2) with non-removable
singularities. Then, the map
Xu : S
2 − {p1, . . . , pm} → R
3, Xu(p) = ∇u(p) + u(p)p,
is a K-immersion whose Gauss map is the identity map of S2 − {p1, . . . , pm}; see (2.3).
Since the singularities of u are non-removable, then so are the ones ofXu, hence, by Ga´lvez,
Hauswirth, and Mira’s results [6], the extrinsic conformal structure of Xu is a circular
domain U ⊂ C. Therefore, Theorem 1.1 applies and there exist planar discs D1, . . . ,Dm
in R3 such that S = Xu(S2 − {p1, . . . , pm}) ∪ (∪mj=1Dj) is a smooth convex body and∑
m
j=1 aj(u)pj =
~0, where aj(u) = Area(Dj) > 0.
Note that if u and v are solutions to (5.2) with u ∼ v, then Xu and Xv differ by a
translation. Indeed, if u− v = 〈~c, .〉, where ~c = (c1, c2, c3) ∈ R3, then Xu −Xv = ~c. So
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the map
u 7→ (a1(u), . . . , am(u)),
is well defined from the space of solutions to (5.2) with non-removable singularities under∼
into the set Ξ. The uniqueness part of Theorem 1.1 trivially implies that this map is injective.
On the other hand, the surjectivity of the map follows from the fact that (ii) implies (i) in the
theorem.
Finally, the second assertion in the statement of the corollary can be derived from the
proof of Claim 3.2. 
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