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Automated Segmentation of Lumbar Vertebrae in
Digital Videofluoroscopic Images
Yalin Zheng*, Mark S. Nixon, and Robert Allen
Abstract—Low back pain is a significant problem in the
industrialized world. Diagnosis of the underlying causes can
be extremely difficult. Since mechanical factors often play an
important role, it can be helpful to study the motion of the spine.
Digital videofluoroscopy has been developed for this study and it
can provide image sequences with many frames, but which often
suffer due to noise, exacerbated by the very low radiation dosage.
Thus, determining vertebra position within the image sequence
presents a considerable challenge.
Therehavebeenmanystudiesonvertebralimageextraction,but
problems of repeatability, occlusion and out-of-plane motion per-
sist. In this paper, we show how the Hough transform (HT) can be
used to solve these problems. Here, Fourier descriptors were used
to describe the vertebral body shape. This description was incor-
porated within our HT algorithm from which we can obtain affine
transform parameters, i.e., scale, rotation and center position. The
method has been applied to images of a calibration model and to
images from two sequences of moving human lumbar spines. The
results show promise and potential for object extraction from poor
quality images and that models of spinal movement can indeed be
derived for clinical application.
Index Terms—Low back pain, videofluoroscopy, Hough trans-
form, Fourier descriptors, lumbar spine.
I. INTRODUCTION
T
HE spine constitutes the central axis of the body and con-
sequentlyis a veryimportant three-dimensional(3-D) me-
chanical structure. It maintains several vital functions for the
human body. It can support the weight of the trunk, transfer
the weight to the pelvis, provide a wide range of mobility and
provide necessary shock-absorbing resilience as well as protect
the spinal cord from damage. The spinal column is described
in terms of the cervical, thoracic, lumbar spine and sacroiliac
regions. The lumbar spine is especially “designed” to bear con-
siderable loads and to provide a large range of mobility. The
spinal column system also includes ligaments and muscles. The
ligaments take tensile loads and the muscles supply forces to
maintain spine stability [1].
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Analysis of the movement of the spine can be helpful in clin-
icaldiagnosisoflowbackpain(LBP).Weshallfirstdescribethe
basis of our work, the goals and their problems. Then we shall
describe appropriate image modalities, highlighting that radio-
graphic approaches compromise between image quality and ra-
diation dosage. As this compromise often results in images of
low quality, manual detection of landmarks (the currently fa-
vored practice) can be difficult. In contrast, computer vision of-
fers feature extraction techniques which are here shown to good
effect by providing automated spinal analysis at what appears
to be a reasonable level.
A. Spinal Problems
The low back is the area between T12 (T means the th
vertebra of thoracic spine while L means the th vertebra of
Lumbar Spine) and the hips [2]. LBP is defined as pain per-
ceived as arising from either the lumbar spine or the sacroiliac
region, or from a combination of both [3]. Its differential diag-
nosis is complicated by its origin from multiple diseases and
disorders [2]. Furthermore, understanding is also limited by the
structural complexity of the spine and the difficulty of under-
taking in vivo diagnosis and testing.
Humans have struggled against backache for many years
[4]. LBP has been (and continues to be) one of the enigmas in
modern medicine even though considerable technical advances
have been made in diagnosis, treatment and rehabilitation.
Both the problem and its associated disability have appeared to
escalate with time [5]. Back pain is the second most common
reason for a clinical visit [6].
Thereare,asyet,nowell-acceptedstandardstodeterminethe
causes of LBP. Some studies tend to classify LBP as specific
and nonspecific [7]. The latter are also called “mechanical low
back problems.”As the cause ofpain is biomechanical innature
whist the pain may also cause abnormal motion, many attempts
have been made to establish the relationships between motion
and LBP [8]. Mechanical disorders can be described by joint
kinematics and knowledge of the forces acting on the structures
involved. As the forces are difficult to measure in vivo, clinical
studies of spinal biomechanics primarily focus on joint kine-
matics.
An important mechanical cause of LBP is spinal instability
and, indeed, might be one of the most common causes. It is esti-
matedthat20%–30%ofLBPpatientshavespinalinstability[9].
Controversy surrounds the word “instability” when describing
potential causes of LBP [8], particularly since hypermobility is
seeninmanypatientswhohavelittleornopain.Similarly,many
patients presenting with LBP have no demonstrable instability
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[10].Linksbetweenpotentiallypainfulspinalpathologyandab-
normal spinal movements may then help clinicians to formulate
andevaluatetheirowndefinitionofspinalinstability[11].Char-
acterising spinal motion is, however, extremely difficult. There-
fore, study of spinal movement could help in its definition and
may benefit diagnosis and clinical surgery.
Despite the large number of studies, the relationship between
motion and LBP is still uncertain. For example, a dynamic mo-
tion study failed to find a significant differencebetween chronic
LBP patients and normal volunteers during actual movement
[12]. However, this study did show that segmental instability in-
fluences the whole lumbar motion in patients with degenerative
spondylolisthesis.
In correspondence to the large number of spinal motion
analyses, different parameters are used to describe the kine-
matics, i.e., intervertebral angles, sagittal translation, neutral
zone, range of motion, etc. [13]. Pearcy and Bogduk also used
the centrode (the loci of the instantaneous center of rotation
(ICR) which is also often used) to describe the motion, but
suggested that this is unable to distinguish normal or abnormal
motion particularly for LBP patients with restricted movement
because in these cases the centrodes may be subject to large
errors [14].
B. Digital Videofluoroscopic (DVF) Imaging Technique
Imaging techniques have been widely used to capture the
spinal motion information. However, plain X-rays, computer-
ized tomography (CT), and magnetic resonance imaging (MRI)
appear impractical to record continuous spinal motion. Plain
X-ray radiography is widely used in medicine, but due to the
high radiation dosage only a limited number of static images
is obtained, usually in the neutral position and at the extreme
positions of mobility. Consequently, it is not possible to deter-
mine the intermediate states or to describe motion as the spine
moves. Although bi-planar X-rays have the potential to obtain
information on 3-D spinal motion [15], they encounter the same
radiation risk problem as plain X-rays.
CT can usually provide images with good quality [16]. It re-
quires the patient to be as stationary as possible for every scan,
and it will also significantly raise radiation risk to the patients
when a large number of scans are required. CT cannot, at least
now, be suitable for the continuous spinal motion study. MRI
can acquire very clear and accurate images (particularly of soft
tissue)withoutradiationrisk,butitisnotyetfastenoughformo-
tionanalysis[17].Furthermore,itincreasesthecostofdiagnosis
for persistent LBP and has even been considered as an add-on
rather than a substitute for other imaging modalities in the eval-
uation of persistent LBP [18]. Ultrasound is a safe and noninva-
siveimagingtechnique, butunfortunately theimages arenot yet
of sufficient quality to allow detailed investigation of the spinal
column in motion.
To overcome the problem of recording the continuous
spinal motion, a DVF imaging technique, was first introduced
by Breen and Allen et al. in 1987 [19] and has undergone
considerable development since that time [20]–[23]. With this
technique, a series of dynamic frames of spinal motion can be
captured with a lower X-ray dosage than that required for a
single plain X-ray plate of the lumbar spine. A typical DVF
Fig. 1. Lateral DVF image of the lumbar spine.
image of the lumbar spine is shown in Fig. 1. This was obtained
from a study of passive motion in which the subject lay on an
articulated table and was moved passively at a controlled rate.
C. Previous Landmark Locating Methods
When the radiographic images have been acquired, certain
points(anatomicalmarks)onthevertebrawithintheimagehave
to be located in order to determine the parameters of the motion





locating the corners of the vertebrae as anatomical landmarks.
However, this procedure was inevitably affected by many fac-
tors. It is difficult to place markers exactly on the vertebral cor-
nersandfurthermore,repeatabilitycannotbeassured.Panjabiet
al. discussed in detail errors that arise when manually marking
X-ray images of the spine [24].
Several approaches based on correlation have been proposed
to overcome these problems. Simonis et al. [21] used a template
matching method wherein the template comprised the whole
vertebral body. Muggleton and Allen [22] obtained some im-
provementsbyusinganannulartemplatecontainingthemargins
of the vertebra. Recently Cardan and Allen [23] proposed a first
pixelalgorithmtoincreasecomputationalspeedbutthiswasstill
based on a template matching method, which may suffer when
out-of-plane motion is evident or when occlusion occurs.
Other computer vision techniques have also been applied to
vertebra extraction and might have potential to improve land-
mark location. Hamadeh et al. [25] proposed a solution to esti-
mate the motion based on 3-D/two-dimensional (2-D) registra-
tion of 3-D surface models obtained from CT slices with 2-D
X-ray images. The method itself might be useful but the system
isverycomplexandistimeconsuming.Smythetal.[26]usedan
active shape mode, which is generated by principal components
analysis. This improves robustness by using shape constraints,
but requires training data before it can be implemented. Brejl et
al. [27] proposed a method of automated segmentation of ver-
tebrae in MRI images but this study also needs training data.
From the above discussion, analysis of the spinal kinematics
depends on two factors. First, a suitable data acquisition tool
is required and currently DVF appears to offer a solution.
Second, the landmark identification is crucial to the most
commonly-used radiographic techniques. The objective of this
study is to contribute to the landmarking problems related to the
radiographic techniques (in particular DVF). More precisely,
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technique to provide more accurate, reliable and robust land-
marks. The paper is organized as follows: Section II introduces
the Hough transform (HT) approach used in the current study;
Section III reports the extraction results from a synthetic image,
from a calibration model with two vertebrae and from DVF
images also assessing performance of the HT in occlusion
and noise. Section IV shows the new potential to describe the
motion pattern and presents some useful discussions which are
concluded in Section V and future directions suggested.
II. THE HOUGH TRANSFORM ALGORITHM
The HT was first introduced by Hough [28] and has become
one of the most popular tools in computer vision because of its
robustness. It has been applied to a wide variety of problems
in machine vision, e.g., line detection [28], [29], circle detec-
tion [30], arbitrary shape extraction [31]–[33], and motion ex-
traction [34]. There are two comprehensive reviews of the HT
[35], [36]. Although there have been some valuable analyses of
its performance, there has been no consistent definition of the
transform itself. Amongst these definitions, Aguado et al. [37]
gavethemostelegantdefinitionoftheHTbasedontheprinciple
of duality. Sklansky [38] showed that the HT provides a result
equivalent to that derived by template matching but with less
computational effort. The HT, thus, inherits advantages such as
immunity to noise and occlusion.
A. The Generalized Hough Transform (GHT)
The HT for arbitrary shape extraction is similar to an original
form [31] that aimed to determine the position of a reference
point indicating a shape’s, or a target contour’s, position. For
a given edge point in an image and target contour, the possible
loci of positions of the reference point is the curve obtained by
rotating the target curve by 180 (centered at that edge point).
By repeating this procedure for all edge points, more possible
reference point loci can be obtained. The position of the refer-
ence point is selected as the point which has the maximal in-
tersections of these loci. In implementation, the ranges of the
unknown parameters are converted into an array by quantising
them in order to store the coordinates of the intersection points.
This array is called the accumulator space (or parameter space).
However, the original form is not well-developed because it
doesnotprovideanefficientwaytodescribethearbitraryshape,
which is the key element in this method. The GHT [32] uses
edge information to define a mapping from the orientation of
an edge point to a reference point of the shape. The template
shape is represented by an R-table, which is a discrete lookup
table. When the template is scaled or rotated, there can be prob-
lemswithaliasingandrounding.Distortionsareinevitablewhen
working with discrete representations. Nevertheless, the worst
effects can be avoided by maintaining a continuous representa-
tion for as much of the process as possible.
B. Adaption of the GHT With Fourier Descriptors
In an adaptation of the GHT [33], elliptic Fourier descriptors
are used to describe the shape. This representation gives a
continuous representation that can be sampled at any resolution
without the aliasing problems of the R-table. Elliptic Fourier
descriptors are chosen for their completeness, simple geometric
interpretation, access to frequency information and the fact that
they can be easily produced from a chain code of the model
contour [39]. However, other analytic representations (e.g.,
wavelets) might equally be used.
1) Fourier Description of a Shape: A 2-D curve can be
mathematically described by a vector function, which defines
the positions of the points along it by their components in two
orthonormal axes. That is
(1)
where and are two orthonormal
vectors.
AccordingtoFouriertheory, and canbeexpressed
by Fourier expansion. That is
(2)
In (2), defines the angular frequency and is the harmonic
number. The coefficients , and , which are later
called Fourier descriptors (FDs), can be computed by the dis-




where is the number of sampling points and and repre-
sent the position of point in the model shape.
Thus, (2) can be expressed in matrix form as
(4)
Given the discrete nature, the possible number of frequencies
in the expansion should be integers between 1 and as
suggested in sampling theory, but the determination of the max-
imal frequency still deserves some discussion especially when
the sampling points are very few and the curve has very sharp
corners.Forconvenience,theDCcomponents and in(4)
can be omitted since any curve can be defined with its center at
the origin of the coordinate system. That is
(5)
The good attributes of Fourier descriptors make them a pow-
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2) Hough Algorithm: Any curve obtained by applying an
affine transformation (only translation, scaling and rotation are
considered here, shears should be included as well.), can be ex-
pressed by its two components in the and directions. That is
(6)
where represents scale, is the clockwise rotation, and ,
are translations in the and directions.
Following the derivation of the HT [33], we define the trans-
formation kernel as
(7)
For any edge point obtained by edge detection,
we can obtain its translation vector
(8)
As introduced earlier, in order to form the accumulator array
an evaluation criterion has to be made in order to increase the
values of the array cells where there are intersections. Here, a
simple matching function is defined as
(9)
Where, and can be vectors. We can now define the HT in
discrete form as
(10)
where is the translation vector, and is a four-
dimensional (4-D) accumulator array which stores the number
of intersections. defines the edge points found in the image
and is the domain of the points in the model shape.
Thus, the real translation vector , rotation , and scale
can be obtained by locating the maximal value in (10), where
. That is
(11)
The expression of (11) that defines the HT using FDs for arbi-
trary shape extraction is used in the present work. Essentially,
for a given feature point, a locus of points is plotted through the
4-D (translation in the and directions, rotation and scale
.) accumulator space. This locus is formed from scaled and ro-
tated representations of the model in 2-D planes along the and
axis of the accumulator space.
III. RESULTS
A. Example Extraction
First, the HT was applied to a simple synthetic image, shown
inFig.2.Itswidthandheightare126and115pixelsrespectively
and the center of the target object mathematically is located at
(60.75, 55.26), which can be rounded to the nearest pixel posi-
tion (61, 55). The true results should be
, and . The total number of edge points is 377.
The FDs were obtained from the chain code of the contour
[39]. Fig. 3 shows the reconstructions with different number
Fig. 2. Original curve.
Fig. 3. Reconstruction with different FDs. (a) Four FDs, (b) eight FDs, (c) 16
FDs, and (d) 32 FDs.
Fig. 4. Illustration of Hough space formation. (a) One point, (b) 50 points, (c)
100 points, and (d) 377 points (total).
of FDs. With more harmonics, the reconstruction is increas-
ingly close to the original shape. Notice that the total harmonics
should conform to sampling theory, as mentioned earlier.
As discussed above, the core of the HT is forming the accu-
mulator space. In this experiment, the ranges of scale, rotation,
, and are 1 to 5, 5 to 5, 0 to 125, and 0 to 114, respec-
tively. By assuming resolutions for scale, rotation and transla-
tion are unity, 1 and one pixel, respectively, a 4-D accumulator
array with the size of 5 11 126 115 can be constructed
by quantising the ranges of these parameters into intervals. As
introduced earlier, each edge point votes in this array. That is,
if the parameters obtained are within the range set earlier, the
value of the corresponding cell will be increased by one. In this
way, the array is assigned value by all the edge points. Then the
parameters can be determined by locating the array maximum.
To illustrate this procedure, we transform array values into the
image (for convenience, only the vote distribution for transla-
tionisshownwithscaleofunityandrotationof0 ),inwhichthe
brightness of accumulator points is proportional to the number
of votes they obtained. Here, 16 FDs are used. In Fig. 4, from
left to right, are the Hough space formed by 1, 50, 100, and 377
edge points. The position of the brightest point is the values of
and we are looking for. In Fig. 4(d), the coordinate
of the brightest point is (61, 55) and this means that the and
parameter values are (61, 55) as expected.
As we know, reconstruction with different numbers of FDs
will approximate the original model with different degrees of
accuracy. Here, we demonstrate how this number affects the ex-
traction. Table I shows the extraction results with different FDs.
The peak in Table I is the maximal value of the accumulator
array and denotes the position of the object found. The recon-
struction by 16 FDs gives a good match to the image data. Four
and eight descriptors are insufficient, as the peak values are less
than half of the total number of edge points. More descriptors
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TABLE I
EXTRACTION RESULT FOR EXAMPLE SHAPE
Fig. 5. (a) Twenty-five percent occlusion and different noise levels, (b)
extraction result, (c) 30% noise, (d) Hough space (30% noise, (e) 60% noise,
(f) Hough space (60% noise), (g) 85% noise, and (h) Hough space (85% noise).
no improvement over that by 16 descriptors and the vote values
only increase slightly. Clearly, the results of 16 descriptors are
sufficient for a more refined analysis of the match at the verte-
bral corners, which is the main objective of this approach.
B. Noise and Occlusion
Another concern is to what degree the HT can resist occlu-
sion and noise. We considered instances of the whole shape,
25% and 75% occlusion with different noise levels from 0% to
95%. In this test, 16 FDs were used. As in practice it is difficult
to exactly determine the noise in real images, here we examine
the performance of the HT by adding “salt and pepper” noise
to the edge image. Occlusion is simulated by removing certain
chosen parts from the edge image. Fig. 5 shows 25% occlusion,
its results and images with different noise levels and the corre-
spondingHoughspaces.IntheHoughspaceimages,therelative
bright area spreads with the increase in noise level. This means
that the signal-to-noise ratio decreases and the peak is gradu-
ally impaired and eventually inundated by the peaks generated
by noise.
Visually when the noise level is about 60%, the shape cannot
be identified by human vision. The results show that the HT
can work well until the noise level is 90% for the whole shape.
When there is occlusion, this ability has a slight reduction. It
can succeed until the noise levels are 85% and 70% for 25%
and 75% occlusion, respectively. Fig. 6 shows 75% occlusion
and its extraction results.
These results confirm that the HT has a good ability to resist
noiseandocclusion,andcanbeusefulforapplicationtomedical
images.
C. Application to Calibration Model
Whenaclinicalmeasuringtechniqueisdeveloped,itisessen-
tial to demonstrate its reliability before it can be used in clinical
Fig. 6. (a) Seventy-five percent occlusion and different noise levels, (b)
extraction result, (c) 30% noise, (d) Hough space (30% noise), (e) 60% noise,
(f) Hough space (60% noise), (g) 70% noise, and (h) Hough space (70% noise).
Fig. 7. Calibration model.
Fig. 8. L4 model and edge image of one frame (by Sobel Operator). (a) L4
model and (b) edge image
trials. In our study, we test it by measuring the motion parame-
ters that can be preset in a calibration model, shown in Fig. 7.
Thecalibrationmodeliscomprisedoftwohumanlumbarver-
tebrae (L3 and L4) linked at the position of the centrum of the
disc by means of a universal joint. A perspex pointer was fitted
to the front of the body of the superior vertebra in such a way
as to describe arcs whose centers corresponded to the universal
joint. A CNC machine tool was used to preset the angular posi-
tion in 2-D. The measurement of these arcs was obtained from
a protractor attached to the base of the model. The increment
of the preset angles is 5 and the useful range of this protractor
was 30 .
Fig.8showstheL4modelandedgeinformationofoneframe.
Table II shows the extraction results with 16 FDs. A series of
results over a range of intervertebral angles are shown in Fig. 9.
The value shown on the top right of each frame is the preset
rotation angle of L3. The negative value means that motion is in
the flexion direction and positive means extension.
D. Application to an In Vivo Image Sequence
It is unwise to obtain the vertebral edge information from the
image as a whole because of the poor contrast between the ver-
tebrae and the background, and the uneven distribution of the
image illumination. Thus, the vertebrae were isolated approx-
imately by human vision. The Sobel edge detection technique
was then applied to these small areas to obtain the edge pixels.
After that, the HT was applied to the vertebrae separately and50 IEEE TRANSACTIONS ON MEDICAL IMAGING, VOL. 23, NO. 1, JANUARY 2004
TABLE II
THE EXTRACTION RESULTS OF CALIBRATION MODEL
Fig. 9. Extraction results of the calibration model.
Fig. 10. L3 (in Frame 1) image, edge, and results with 16 FDs.
Fig. 11. Extraction results in DVF images of sequence one.
Fig. 10 shows the extraction of the L3 in frame one of a motion
sequence. Fig. 11 shows the results in different frames of one
sequence and Fig. 12 shows results on two DVF frames of an-
other subject.
Fig. 12. Extraction results in DVF images of sequence 2.
Fig. 13. Vertebral center connection of the lumbar spine in a sequence.
IV. DISCUSSION
Much information about the spinal motion can be obtained
from the above results. For example, how the vertebral centers
move in a motion sequence can be determined. Fig. 13 shows
such change during five frames of a sequence. From top to
bottom, the symbols represent the centers of the lumbar verte-
brae from L1 to L5, and these move across the image frames.
L5 moves the largest distance while L1 hardly changes posi-
tion.Thisisconsistentwiththepassivemovementofthesubject
due totheconstraintsthatimpedemotion ofL1.Similarly, other
parameters such as rotation angles and translations can also be
obtained by simple calculation. In short, the HT can become a
powerful method to acquire the data needed for kinematic anal-
ysis of the lumbar spine.
The required accuracy for clinical analysis is likely to be
1 –2 [40]. However, current manual labeling approaches are
tedious and error prone and not able to quantify motions but
only at the end points of the motion. Accuracy problems are
really in detecting landmarks since these can affect kinematic
indexes such as the ICR—the small errors in the landmarking
lead to large errors in ICR.
The computation time and memory required by the HT de-
pends on the total number of the edge points, the size of the ob-
jectandthepossiblerangeoftheparametersandthediscreteres-
olution of these parameters. Generally, the HT should be faster
than template matching [36]. In our application, the Java pro-
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PC with 256 M memory. It would be much faster by rewriting
in C and optimising the code. We have to note that, however, it
is unnecessary to analyze the motion sequence in real time in
clinical application. Moreover, the motion sequence can be pro-
cessed by parallel computation to save time.
One concern is the model of the vertebral contour. As we
know, the vertebral endplates have nonsharp edges and the pro-
jection of them on the sagittal plane may become fuzzy and
may not be constant throughout the motion sequence. However,
this just suggests why the HT has an advantage over the ear-
lier manual methods from another aspect. As discussed earlier,
the HT can locate the vertebrae by collecting evidence over the
whole contour rather than at several corner points and, thus, it
will not be seriously affected by partial deformation, missing
data, or inconsistent changes of the image illumination. In con-
trast, manual marking is difficult or impossible to cope with
suchcases.Althoughtheend-plateshapesometimescanbevery
helpful in diagnosing disease, as our main focus is the motion
rather than exact shape of the end-plate, we do not think it is
vital in this study.
In addition, due to the coupling within spinal motion, the
out-of-plane motion has been studied. It has been widely
accepted that the coupled axial rotation is small during the
flexion/extension in the sagittal plane and, thus, in practice
it has often been neglected [11]. Moreover, during the DVF
acquisition in the current study, the subject is lying on a passive
motion table and this will further constrain the out-of-plane
motion. Therefore, it appears reasonable for us to assume that
the flexion/extension is limited to 2-D. In clinical practice,
where spontaneous bending movements may be made by the
patient, the out-of-plane motion problem is increased. Even
with a restraint placed around the hips, for example, it is likely
to be difficult to properly constrain the motion to 2-D. An
objective is, however, to extend the technique into 3-D. Theo-
retically, the HT has the ability to cope with the out-of-motion
problem which can be regarded as 3-D object identification
[41]. However, it is likely to be more complex and, therefore,
computationally expensive as more parameters are involved.
Finally, although currently DVF is the only practical means
to acquire motion sequences, the appearance of better image
modalities in the future cannot be ruled out. For example, a pro-
totype 4-D CT scanner has been proposed [42]. Even as new
imaging techniques develop, our method should still work well
as a generic tool since the new techniques are likely to offer im-
provements in image quality.
V. CONCLUSIONS AND FUTURE WORK
Vertebral extraction from DVF images has been a popular
goalforaconsiderabletime.However,thishasbeenprovedtobe
very difficult due to the poor image quality. Vertebral extraction
is an image processing problem and consequently, algorithms
from the field of computer vision could have a valuable role
to play. The HT has many desirable properties, especially good
resistance against noise and occlusion, and hence might be suit-
able for coping with the problems inherent with DVF images.
In this paper, the theory of the arbitrary HT was first intro-
duced.ThentheeffectsofdifferentFDs,noise,andocclusionon
the final extraction were investigated. It also provided encour-
aging results when used on a calibration model. Finally, it was
appliedtoinvivoDVFlumbarspineimagesandgavepromising
results. The great advantage of the HT is that it can locate the
samevertebralcontourinthesequencesand,thus,contourshape
will not change, which is important when the vertebral image
suffersnoiseorocclusion.Furthermore,manykinematicparam-
eters can be obtained based on the HT. In this paper, we only
show the changing pattern of the lumbar spine vertebralcenters.
This could provide clinicians with valuable information for di-
agnosis of spinal disorders.
InDVFimages,itispossibletoobservethattheimagequality
of the L5 area is very poor. Sometimes, L5 cannot easily be
discerned by eye. Although our method can obtain satisfactory
results for some DVF images, sometimes it might fail in ex-
traction. Therefore, there is still effort needed to improve the
method in order to cope with this problem. In fact, the present
method only considers the vertebrae separately. As we know
that there are some intrinsic relationships between the verte-
brae, for example, the distance of the neighboring segments
shouldnot change greatlyand the motion parameters shouldnot
change abruptly. At present, a new version of the HT called the
spatio-temporal HT is being developed. This combines the HT
with spatial and temporal information and is particularly attrac-
tive for coping with medical image sequences of poor quality.
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