Okun's Law postulates an inverse relationship between movements of the unemployment rate and the real gross domestic product (GDP). Empirical estimates for US data indicate that a two t o three percent GDP growth rate above t h e natural or average GDP growth rate causes unemployment to decrease by one percentage point and vice versa. In this investigation we check whether this postulated relationship exhibits structural breaks by means of Markov-Chain Monte Carlo methods. We estimate a regression model, where the parameters are allowed to switch b e t ween di erent states and the switching process is Markov. As a by-product we derive an estimate of the current state within the periods considered. Using quarterly Austrian data on unemployment and real GDP from 1977 to 1995 we infer only one state, i.e. there are no structural breaks. The estimated parameters demand for an excess GDP growth rate of 4.16% to decrease unemployment b y 1 percentage point. Since only one state is inferred, we conclude that the Austrian economy exhibits a stable relationship between unemployment and GDP growth. JEL-Classi cation: D83, D84, G10.
Introduction
Okun's Law postulates a relationship between movements of the unemployment rate and the real gross domestic product (GDP). Empirical estimates indicate that a two to three percent GDP growth above the natural or average GDP growth causes unemployment to decrease by one percentage point and vice versa (see Blanchard and Fischer (1989) or Romer (1996) ). This article investigates whether the Austrian unemployment{GDP relationship exhibits structural changes. If we are confronted with structural breaks at unknown periods of time, we possibly have to deal with sudden switches between a nite number of states or continuous changes of the parameters at each period. In the latter case Kalman-lter techniques could be used. In this article we restrict our analysis to nite states of the world, where the numberof states and the switching periods are unknown. To include regime switches we augment the set of prediction variables by an unobservable variable following a discrete time Markov process. To derive the parameters in a Bayesian model, Markov-Chain Monte Carlo methods (MCMC) provide a powerful tool. These sampling techniques take advantage of the hierarchical structure of Bayesian models. After the a-priori and the conditional distribution of the parameters are speci ed, the parameters are estimated from samples generated from the a-posteriori distribution as described e.g. in Casella and George (1992) , Chib and Greenberg (1996) and Robert (1994) . In econometrics switching models had already been used by Hamilton (1989) , Albert and Chib (1993) , Kim (1994) , Kaufmann (1997) and Kaufmann (1998) . Since the indices of the switching variable can be permuted without changing the (marginal) likelihood, the general switching model is only identi able up to permutations in the indices, and therefore not identi able in a strict sense. A detailed discussion and examples on the problem of identi ability are provided in Fr uhwirth-Schnatter (1998) and Stephens (1999) . By putting constraints on the state speci c parameters the model becomes identiable. Using permutation sampling, as suggest by F r uhwirth-Schnatter (1998), the parameters are rst sampled on the unconstrained set. Secondly, the parameters are resorted as required by the predetermined restriction on the parameter space. The numberof states will be estimated by means of the model likelihood. Speci cally, w e use the so called candidate's formula to derive the model likelihood (see Chib (1995) and Fr uhwirth-Schnatter (1999) ). In this article we regress the annual unemployment growth on the annual GDP growth for quarterly Austrian data from 1976 to 1995. By calculating the model likelihood we infer a model with one state, i.e. Okun's Law is structurally stable. Furthermore a GDP growth of 10.94 billion Austrian Schillings per year is required to derive zero unemployment growth. Okun's law is often expressed as the extra growth rate (above the normal growth rate) required to decrease unemployment by 1% point. This extra growth rate is equal to 4:1577%. This article is organized as follows: Section 2 gives a brief introduction to the estimation method used to derive the model parameters. Section 3 describes the statistical model, and section 4 provides the results of our estimation.
Markov-Chain Monte Carlo Estimation
This section provides a brief description of MCMC methods. The reader who is already familiar with these tools or only interested in the results could skip to the next section. Further information on MCMC methods is provided in Greene (1997), Casella and George (1992) , Albert and Chib (1993) , and Robert (1994) . For switching models the reader is referred to Hamilton (1989) , Chib and Greenberg (1996), or Fr uhwirth-Schnatter (1998) . First of all, let us consider a Bayesian statistical model with the conditional density f (xj ), with the data x, the unknown vector of parameters , and the prior distribution of parameters, represented by the density ( ). Given the prior distribution of the parameters and the conditional distribution of the data, the a-posteriori density of can bederived by applying Bayes theorem (see Robert (1994) ):
where the numerator will be called non-normalized a-postiori density. To estimate the parameters by means of MCMC methods (also called Bayesian Sampling or Gibbs-Sampling) it is su cient to work with the non-normalized distribution ( jx) / f(xj ) ( ), where the symbol/ stands for "proportional to". Next, let us include a latent switching variable I t following a homogenous Markov process in discrete time (see Karlin and Taylor (1975) ). The transition probabilities 11 : : : k k are summarized in the matrix of transition probabilities . Each row i of this matrix provides us with the probabilities il that the process switches from I t;1 = i] to state , where consists of common parameters C , the state speci c model parameters I and the matrix of the Markov transition probabilities . Due to the hierarchical structure of most Bayesian models the vector of parameters can be derived from successive sampling from the conditional distributions of the parameters. By the convergence properties of ergodic Markov-chains (geometric) convergence to the invariant distribution of is guaranteed (for the regularity conditions see Robert (1994) and Chib and Greenberg (1996) ). At the beginning of our sampling procedures, we have no real prior information to discriminate between the di erent states. So a permutation of the labels results in the same data likelihood f(x N j ) for at least two di erent vectors of parameters. Therefore the unrestricted model is not identi able. Imposing a restriction R on , i.e. 1 < ::: <
Step 0: De ne a Restriction R: 1 < : : : < i < : : : < k .
Step 1: Sampling on the unrestricted set . . . according to the restriction on .
Step 3: Goto Step 1.
The above procedure is repeated until the Markov-chain has reached or is supposed to benear its invariant distribution, resulting in the question when the sampling algorithm should bestopped. Liu et al. (1995) and Chib and Greenberg (1996) derived the result that the speed of convergence depends on the correlation of the components. Stopping rules are provided in the Robert (1994) Remark 1 Hodrick-Presott ltering (HP-lter) techniques could be applied to the GDP time series to eliminate uctuations at low frequencies, and to emphasize those uctuations in the range of three to ve years (see Cooley (1995) ). Since regime switching need not be caused by the detrended business cycles we simply use rst di erences in (1).
After the description of the model, we w ould like t o e m bed this model to the Bayesian sampling scheme, specify the conditional distributions of the parameters, and de ne a restriction on the parameter space such that the model is identi able as described in section 2. The parameter vector at the j-th sampling step is given . Secondly, conjugate priors are used for the sampling algorithm. These distributions share the property that if the a-priori distribution is in the class C, the a-posteriori distribution lies in C. A detailed discussion on the advantages and disadvantages of conjugate prior modeling is provided in Robert (1994) . The prior distributions are assumed to ful ll: (i) Independence of the state speci c parameters and the switching probabilities ( ) = ( . Since we claim an inversely related interdependence in the data, we use this additional information in our sampler. Table 3 . From these calculations we conclude that k = 1 , i.e. we only infer one state without any structural breaks or outliers. Parameter Estimates: Table 4 presents the parameter estimates from MCMC output and the standard deviations of these parameters. Considering the growth in GDP required to result in a u t of zero the estimates require GDP t = 1 0 :4933 billion Austrian Schillings. Next we investigate the unemployment{GDP relationship as stated in textbooks, where a 2%{3% increase in GDP above the normal growth is supposed to cause unemployment Romer (1996) ). We express the normal growth by the mean growth rate (1=N P N t=1 ( GDP t =GDP t;4 ) 100%]), which is equal to 2.3276% for the underlying data. Since the autoregressive variable u t;1 has been included in the regression model (1) we derive the annual excess growth rate necessary to decrease the unemployment rate by 1% point per year, i.e. if the annual GDP growth rate ( GDP t =GDP t;4 100%]) stays at this level unemployment declines annually by 1% point. The estimates demand for excess growth rates of 4:4528%, where the mean GDP (1=N P N t=1;4 GDP t ) was inserted for GDP t;4 to calculate the extra growth rate. Additionally, w e want to investigate the necessary excess growth rate to decrease unemployment by 1% point in one particular period. Considering the regression model this question depends on the unemployment rate of the last period. Nevertheless, GDP t is easily derived if we insert the mean unemployment growth (1=N P N t=1 u t = 0 :2737) into (1). This results in an excess growth rate of 4:1577%.
Conclusions
In this article we checked the dependence of unemployment growth on annual real GDP growth for quarterly Austrian data. Using Bayesian methods we infer one state, i.e. there are neither structural breaks nor outliers. The estimates require a GDP growth of 10.94 billion Austrian Schillings per year to derive zero unemployment growth. Since Okun's law is often expressed as the extra growth rate (above normal growth) required to decrease unemployment by 1% point, we expressed normal growth by the mean growth rate. The estimates demand for an extra growth rate of 4:16%. Last but not least we w ant to discuss the impacts of and the conclusions from these estimates on economic policy. Since we have not detected any structural breaks in Austria's Okun's law, the unemployment{GDP relationship is stable for Austrian data. This implies that economic policy did not succeed in decoupling unemployment growth from GDP growth. Moreover, no persistent e ects from migration on Okun's Law can beobserved. Therefore, neither changes in the political system, governmental employment programs nor migration have caused a systematic change in Austria's Okun's Law.
