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Abstract—This paper presents a case based reasoning ap-
proach for making profit in the foreign exchange (forex) market
with controlled risk using k nearest neighbour (kNN) and improv-
ing on the results with neural networks (NNs) and a combination
of both. Although many professionals have proven that exchange
rates can be forecast using neural networks for example, poor
trading strategies and unpredictable market fluctuation can
inevitably still result in substantial loss. As a result, the method
proposed in this paper will focus on predicting the outcome of
potential trades with fixed stop loss (ST) and take profit (TP)
positions1, in terms of a win or loss. With the help of the Monte
Carlo method, randomly generated trades together with different
traditional technical indicators are fed into the models, resulting
in a win or lose output. This is clearly a case based reasoning
approach, in terms of searching similar past trade setups for
selecting successful trades. There are several advantages over
classical forecasting associated with such an approach, and the
technique presented in this paper brings a novel perspective
to problem of exchange trades predictability. The strategies
implemented have not been empirically investigated with such
wide a range of time granularities as is done in this paper, in
any to the authors known academic literature. The profitability
of this approach is back-tested at the end of this paper and highly
encouraging results are reported.
I. INTRODUCTION
The currency market as a whole is referred to as forex (for-
eign exchange). It’s uniqueness is in its liquidity and trading
volume. The forex market is the largest financial market in the
world, with estimated daily trades exceeding a total of one
trillion dollars. Virtually all international export and import
is highly dependent on exchange rates. Currency markets are
significant and London itself is the largest centre for currency
trading in the world [4]. The GBP as a currency hence plays
an important role in world currency trading and is focus of
investigation in this study. Due to the tremendous scale of
the market, it is often considered to follow an unpredictable
random walk model [2], and be a zero-sum game in the long
term [31]. We show that transactions that are likely to be
successful in accumulating profits, even thought with high
variability, can be predicted better than random and indeed
quite consistently.
1A stop-loss and take-profit order are both orders which get executed when
a particular price level is reached, one is used to limit losses, the other take
profits, respectively.
The rest of this paper is organized as follows: in section I,
background and novelty is discussed, section II presents our
prediction system, in section III, the architecture of the model
will be given, with results being demonstrated in section IV,
followed by conclusions drawn and further work highlighted
in section V.
A. EMH, Randomness and Predictability
Leading on from assumption of random walk as a model for
financial timeseries, the concept of EMH was first proposed
by Fama in the 1960s [11]. Partly inspired by previous work
in economics [2], [35], [36], he suggested that markets are
information efficient. That is, agents taking part in a market
have equally access to the same information, and as new
information affecting a market comes out this information is
counted into the market instantly, which leaves no room for
using this information to make a profit. According to Fama
[11] [25] there are three main forms of efficiency, weak form,
semi strong form and strong form efficiency. The weak form
efficiency is of such efficiency degree where excess returns
cannot be made by using historical prices or other historical
financial variables to make profits. In other words investment
strategies using forecasts made from historical prices will not
systematically outperform a buy-and-hold strategy 2. Semi
strong form efficiency proclaims that making use of strategies
that integrate current publicly available fundamental informa-
tion3 and historical price information will not systematically
outperform a buy-and-hold strategy. Even more radically in the
strong form efficiency no one can earn any excess returns,
as all information public and private is reflected in the share
price, so even insider information will not be profitable. This
has been strongly criticised and opposed by many professional
traders who claim to have successfully outperformed markets
to an extent not justifiable by pure chance [37], [38], [39],
[8], [21]. In particular the whole field of equity analysis,
2Buy-and-hold strategy, is a simple market strategy, where assets are bought
and held for the whole period in question. It is basically a benchmark that
corresponds to underlying market growth.
3Fundamental information are represented in company financial statements
and are generally hard facts about the current state and health of the company,
such as turnover, assets, debt and profits.
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based on Technical Analysis [28] would be somewhat futile
even if only weak form efficiency would hold. In practice
we can imagine degree of efficiency to be on a continuous
line, with any arbitrary efficiency degree possible, where the
three efficiency forms simply represent three points on this
continuous line. Indeed there are numerous academic critics
of EMH [23], [43], [32], [17], [13], [34], to name a few. In
2004 Andrew Lo of MIT [22] put forward the Adaptive Market
Hypothesis (AMH). The hypothesis proposes that instead of
perfect and rational trading agents, the market participants
adapt to changing markets, information, etc., in such a way
as to lead to market efficiency. In the meantime until this
efficiency is reached, there may well be exploitable excess
returns on the markets.
It was found by authors of this paper that trade outcomes
can be predicted with better than random accuracy. We believe
the impact of our empirical work forms another case of
support in favour of AMH, in respect to the potential of
efficiency exploitation in currency markets. This in relation
to the GBP/USD exchange rate.
Indeed, Yao et al. have proposed an overview of forex tech-
nical forecasting [45], and Kamruzzaman et al. have shown
that support vector machines (SVMs) and NNs could be used
for predicting foreign currency exchange rates, respectively
[18] [19].
B. Standard approaches to Prediction
Predicting currency-markets has always been one of greatest
challenges in the financial domain. Much work was done on
modelling and pattern searching time-series [10], [7], [47]. A
time-series Y = {y1, y2...yn} is a sequence of real or integer
values in successive order, occurring at uniform intervals
freq = {minutes, days, weeks, years, ...}, where n is the
total number of values in the series. In plain terms, time-
series prediction refers to the process which tries to estimate
the values of yn+h, where h is the forecast horizon. This
is a regression problem, however it is not as important to
predict real values as it is important to predict direction of
future moves Leung et. al [20], [15] and hence the problem
is sometimes approached as a classification task. This has its
own advantages [16], [47], where the features are commonly
some kind of preprocessed price or return delay-vector, and
the class is a binned value, often these are represented by
some fuzzy variables, such as large up move, up move, no
move, down move, large down move see [41]. So now, given a
series of prices of the form yt−m...yt we try to predict which
of the (B1, ..., BL) L bands, the data point yt+h will lie in
rather than predicting yt+h itself. However, predicted exchange
rate yt+h normally has a fixed forecast horizon, h. This
makes it hard to utilise in the real mark with limited funds,
especially trading with leverage4. Since we do not know how
the market fluctuates within the period between yt and yt+h,
we cannot anticipate the magnitude of risk during the period.
4Levarage (or gearing) involves the borrowing of funds to increase the effect
any moves have on investments.
Furthermore, just a few or even single large forecasting error
may cause the investor to go bankrupt. Our work addresses
this problem.
C. Case Based Reasoning approach
Instead of predicting timeseries themselves, we assert that
it might be beneficial to develop trading strategies in terms of
forecasting trade outcomes rather than future timeseries points.
In other words, given a corpus of historical trades, where the
initial conditions for the trade and the trade outcome (in terms
of P&L5) are known, we seek to evaluate current trading
opportunities against past transactions in the corpus to find
profitable trades. This is a top down approach to prediction,
and as such is a text book example of case based reasoning.
A k nearest neighbour (kNN) classifier [9] has therefore been
used on a corpus of over 3 years GBP/USD exchange rate,
monte carlo generated, transactions. There are approximately
2000 randomly generated transactions per year, hence around
6000 transaction instances are available.
As we are working on a per-order basis, y is not taken into
consideration. The orders we predicted as win or loss will
occur somewhere in the future. To contrast with the standard
prediction methods, the exchange rate y, between t and t+ h
is now constrained within a fixed range. This solution gives
a fixed risk or profit per order, which is beneficial in practice
in terms of managing trading margins and when considering
transaction costs.
II. OUR PREDICTION SYSTEM
Leverage is widely used by speculators in the liquidity
markets, which leads to amplified profit, but simultaneously,
amplified risk. Consequently, stop loss (SL) and take profit
(TP) positions are commonly used in trading by investors with
the intention of limiting loss and locking in profits. Using the
techniques mentioned, potential profit orders may be closed
by the volatility of the market, and a single large forecasting
error or fluctuation could cause bankruptcy if SL and TP
positions are not set. Moreover, compared to fluctuation, the
errors of rate forecasting are still considerably high, which
make forecast rate-based trading strategies difficult to use
successfully. Some academics have looked at stop-loss orders
and how they affect risk distributions [12], [46], [29] however
in this paper we do not intend to join this debate instead we
are purely interested into generating set cases of profitable or
lossy transactions. In our work, trades with fixed SL and TP
positions are used for controlling risk, making this model more
feasible in practice when trading with limited funds. A useful
side effect of this is that we do not have to worry about time
frames of transactions as these are determined in terms of TP
and SL positions.
As a base for our predictions we are going to use Technical
Indicators. There is increasingly more evidence of the benefit
of using such information in trading and prediction systems,
for example price momentum and patterns in various assets
5Profit and Loss
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have been shown to exist with profitability value [3], [6], [5],
[40], [30]. This information is widely used by trading profes-
sionals [27], [28], [24]. Finally the availability of price from
which these indicators are calculated are widely accessible at
multiple granularities with many data providers and brokers.
A. The Forecasting Models
Trading strategies were implemented using five forecasting
methods. We used a kNN model to search the past training
sample cases to make forecasts. We found that better results
were obtained with kNN when the neighbourhood parameter
k was equal to 10. This model is intuitive in the sense that
out of all past profitable or lossy transaction cases, the most
similar trade set-ups, based on 135 features (described later
in subsection III-A) are selected, from these, the most likely
trade outcome can be extrapolated. The number of features
is large and features have different importance in varying
market periods, it therefore makes sense to remove and only
keep most useful features. We postulate that feature removal
should improve prediction accuracy. We hence augmented the
kNN with a greedy best features search so that the model
is built based on training samples with different feature sets
tested on validation set using cross validation. The model
with greatest accuracy is selected, and finally tested on unseen
testing samples.
Neural Networks have been reported to produce good results
in financial forecasting [1], [33], [42], [26]. It was therefore
anticipated that an NN model might improve performance over
kNN method. The NN used in this paper is a multi-layer
perceptron provided by WEKA[44]. The parameters are set to
default, which have (attributes + classes)/2 hidden layers,
a 0.3 learning rate, 0.2 momentum and 500 epochs training
time.
Finally a simple vote based combined method, which com-
bines both kNN with feature selection and NN with feature
selection predictions has been built. Whenever both methods
agree on the same extrapolated class, the Combo method
makes a prediction. However, whenever these dissagree no
prediction and hence no trade is made. This means the
combined model will trade somewhat less frequently however
with better accuracy, which is desired.
III. EXPERIMENTAL DESIGN
The goal of our experiment is to predict whether we should
buy into or sell GBP/USD currency pair. We also evaluated
success of these trade outcome based forecasts on real data.
Accuracy and achieved profits were investigated on strictly
unseen datasets. Two trading strategies were run, under each
strategy five forecasting models were trained, validated and
tested. Namely, k Nearest Neighbour, Neural Network and
their variations, these were described in subsection II-A. The
entire dataset was split into training, validation and unseen test
data, using a sliding window approach, discussed in subsection
III-B.
TABLE I
TECHNICAL INDICATORS USED AS FEATURES IN THE FEATURE SET
Last Change % Relative change within last data point(close rate - open rate) / open rate
SMA (5) %
Relative distance between close rate of last data point
and 5 periods Simple Moving Average
(close rate - SMA 5) / close rate
SMA (10) %
Relative distance between close rate of last data point
and 10 periods Simple Moving Average
(close rate - SMA 10) / close rate
SMA (20) %
Relative distance between close rate of last data point
and 20 periods Simple Moving Average
(close rate - SMA 20) / close rate
SMA (60) %
Relative distance between close rate of last data point
and 60 periods Simple Moving Average
(close rate - SMA 60) / close rate
SMA (120) %
Relative distance between close rate of last data point
and 120 periods Simple Moving Average
(close rate - SMA 120) / close rate
RSI (3) Relative Strength Index of 3 periods
RSI (13) Relative Strength Index of 13 periods
MACD (12 26) Moving Average Convergence / Divergence in 12and 26 periods
MACD
Signal (9) Exponential moving average of MACD in 9 periods
ADX (14) Average Directional Index in 14 periods
ADX
DI+ (14) Positive Directional Indicator in 14 periods
ADX
DI- (14) Negative Directional Indicator in 14 periods
Bollinger
Upper Band
Distance
(20 2) %
Relative distance between close rate of last data point
and 20 periods Bollinger band upper track with 2
periods of standard deviation
(close rate - Bollinger band upper) / close rate
Bollinger
Lower Band
Distance
(20 2) %
Relative distance between close rate of last data point
and 20 periods Bollinger band lower track with 2
periods of standard deviation
(close rate - Bollinger band lower) / close rate
A. Input Data
For our experiments we selected 15 quarters of historical
GBP/USD exchange rates. The data set considered covers
period from 1st April 2005 to 31st December 2008 and is
obtained through MetaTrader 4, an automated trading system
platform. The MetaTrader 4 system is used to generate ap-
proximately 500 long positions on GBP/USD per quarter at
random times with fixed SL and TP.
As we are working on a per-order basis, the features are
different indicators at the time of order sent, and the output
is whether this order is a monetary loss or monetary gain
assuming only long positions. The indicators we used are
calculated based on the price changes within 9 different time
granularities; 1 min, 5 mins, 15 mins, 30 mins, 1 hour, 4 hours,
1 day, 1 week and 1 month. For each period, the following
indicators shown in table I are computed to form the feature
set of our data tuples, of which there is 135 in total. These
features together with the output class form our data tuples
for our classification problem.
B. Training, Validation and Testing Procedure
The original data is parsed by a sliding window so that 10
training data sets and 10 testing data sets are derived. For each
training set, there are 4 yearly quarters of data, around 2000
Authorized licensed use limited to: LOUGHBOROUGH UNIVERSITY. Downloaded on January 28, 2010 at 11:04 from IEEE Xplore.  Restrictions apply. 
96
SOFA 2009 • 3rd International Workshop on Soft Computing Applications • 29 July – 1 August • Szeged (Hungary) – Arad (Romania)
Fig. 1. Sliding window, training, testing and validation datasets
trades, and each testing set contains 1 quarter data, around
500 trades. All the training data of the classifier should be
balanced, in order to keep equal amount of loss and win
trades [14]. The instance set has been balanced by method
of random undersampling. Moreover, we ensure all the trades
in the training data are closed within the training data period.
In other words, the trades we used to train the model cannot
fall into time periods of validation and test datasets.
For the method of feature selection, additional validation
data set has been used. This dataset was the most recent quarter
prior to the unseen test data. Once model was validated, final
model was trained on the 4 quarter sliding window, including
the validation dataset, which was incorporated into the training
dataset. The process is illustrated in Fig. 1.
For period 1, the Q0 − Q1 quarter data with all features
are used to train the kNN and NN models. Greedy searching
method based on the validation data Q4, is used to select the
features from both models. Then, the Q1−Q4 data only with
selected features get trained, and the test is performed against
the Q5 data. For period 2, the process is moved forward one
quarter. Where Q1 − Q4 data is used as training data for
selecting features based on the Q5, and Q2−Q5 data is used
to perform the testing against Q6. Totally, 10 periods of testing
are gone through.
IV. RESULTS
The trading data set is generated with 2 different TP and
SL positions, the first one is at 0.5% and second one is at 2%.
For each data set, 5 forecasting methods have been used. In
table II we can see the results of a 0.5% strategy. A random
predictor would on average output 50% accuracy level. As it
can be appreciated from table II, the average accuracies for
all models are actually above 50%. However, these are not
significantly better than random, as the 0.5% trades tend to
be more influenced by noise, i.e. small random fluctuations
on the exchange rate. In other words, trades are closed too
frequently on small hard to predict moves. Further we can see
from columns, Sample no. and Combine no. (Combine no.
represents the actual number of trades on which both models
TABLE II
RESULTS FOR A 0.5% TRADING STRATEGY
Periods SmplNo.
kNN
Acc.
(%)
NN
Acc.
(%)
kNN
F.S.
Acc.
(%)
NN
F.S.
Acc.
(%)
Comb.
Smpl
No.
Comb.
Acc.
(%)
06 Q3 651 51.46 51.15 51.00 45.47 209 44.50
06 Q4 579 57.34 46.63 45.94 58.20 444 52.70
07 Q1 532 57.89 63.91 62.22 62.78 249 76.71
07 Q2 487 57.29 54.41 57.49 60.37 133 82.71
07 Q3 545 53.21 51.93 47.16 51.93 285 49.12
07 Q4 568 54.75 45.25 45.42 46.83 308 42.86
08 Q1 564 54.26 52.84 49.47 50.35 363 49.86
08 Q2 534 52.81 55.62 54.68 50.94 306 54.90
08 Q3 576 47.05 47.57 45.49 51.22 163 44.17
08 Q4 529 51.80 50.09 55.01 42.16 129 44.19
Total
Smpl
No.
5565 2589
Average
Acc.
(%)
53.79 51.94 51.39 52.02 54.00
Acc.
Std.
Dev.
3.32 5.37 5.78 6.63 14.10
Overall
Acc.
(%)
53.69 51.79 51.18 51.82 53.23
TABLE III
RESULTS FOR A BUY AND HOLD STRATEGY
Periods open close % abs (%)
06 Q3 1.85 1.87 1.34 1.34
06 Q4 1.87 1.96 4.49 4.49
07 Q1 1.96 1.97 0.34 0.34
07 Q2 1.97 2.01 1.99 1.99
07 Q3 2.01 2.05 1.82 1.82
07 Q4 2.05 1.98 -2.98 2.98
08 Q1 1.99 1.98 -0.18 0.18
08 Q2 1.98 1.99 0.49 0.49
08 Q3 1.99 1.78 -10.53 10.53
08 Q4 1.78 1.46 -18.29 18.29
Avg. . . -2.15 4.24
have agreed on) that there seems to be much disagreement
between NN and kNN. In comparison Combine no. in table
IV is significantly larger, which points to the fact that models
in a 2% strategy tend to agree more often on the prevailing
trend / trade outcome, which supports the assumption that 2%
trades tend to be more predictable.
From the results of 2% strategy, the combine model attains
the highest accuracy average, 63.76% among 10 quarters,
and 61.98% accuracy based on total samples, the standard
deviation of this method is acceptable compared with other
models. Moreover, only one quarter of accuracy is below 50%.
The results also support our assumptions that, feature selection
can improve accuracy and NN performs better than KNN.
There is one line missing at “07 Q1” for those methods that use
feature selection. After investigation of the relevant dataset, it
was found that this was caused by there only being one sample
of 2% loss trade, for long position, existing in the validation
data set. As a result, the greedy forward search cannot find
any feature set for improving classification.
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TABLE IV
RESULTS FOR A 2.0% TRADING STRATEGY
Periods SmplNo.
kNN
Acc.
(%)
NN
Acc.
(%)
kNN
F.S.
Acc.
(%)
NN
F.S.
Acc.
(%)
Comb.
Smpl
No.
Comb.
Acc.
(%)
06 Q3 651 40.09 43.78 46.54 36.10 583 40.31
06 Q4 579 46.46 33.85 81.17 66.15 362 87.85
07 Q1 532 60.55 79.89 n/a n/a n/a n/a
07 Q2 487 36.96 59.14 47.02 66.12 328 59.76
07 Q3 545 81.10 74.68 79.82 75.41 461 82.65
07 Q4 568 50.35 51.41 58.45 52.46 508 56.1
08 Q1 564 51.77 54.61 48.05 59.93 355 56.34
08 Q2 534 62.36 62.17 67.98 62.36 468 67.31
08 Q3 576 53.30 58.33 55.38 53.82 533 54.97
08 Q4 529 40.83 66.92 40.64 64.65 105 68.57
Total
Smpl
No.
5565 3703
Average
Acc.
(%)
52.38 58.48 58.34 59.67 63.76
Acc.
Std.
Dev.
13.14 13.72 14.88 11.21 13.86
Overall
Acc.
(%)
52.26 57.92 58.36 59.05 61.98
For more confirmation on our results we also decided to
compare our model to a commonly used benchmark strategy.
For the simplest buy and hold trading strategy, if the investor
always goes into long positions, they would on average
actually achieve a loss of 2.15% over the 10 quarter test
data period6. Assuming the investors are clever enough to
utilise every movement, they can on average obtain a profit
of 4.24%. This is illustrated in table III. Compared with our
best performing model, which has a hit rate of 61%, and a
2% profit or loss for each trade, the average profit per trade
is given by
P = (61%− (1− 61%)) ∗ 2% = 0.44%
This means, it takes 10 trades per quarter to achieve same
profit as an “unrealistically lucky” trader with a buy and hold
strategy, who would always get the market direction right.
V. CONCLUSION AND FURTHER WORK
We presented a case based reasoning approach for mak-
ing profit in the foreign exchange market on the GBP/USD
currency pair using k nearest neighbour (kNN), improving
on the results with neural networks (NNs), feature selection
and a combination of both. Results for two different trading
strategies are presented. We argue that forecasting the actual
time series bares more risk and is less useful in practice than
our technique, where we know that during a given forecast
horizon, exchange rate is constrained and will not exceed an
upper / lower boundary. The results clearly show that using 2%
trade strategy, on average we predict exchange rate direction
with 61% accuracy, using best predictor.
6This performance is due to a negative market trend, however for a long
term period average market return would tend towards 0%.
We effectively built a slot machine giving us a 22%7
edge on the GBP/USD currency pair. Over the long term
such a system is capable of yielding significant profits, even
when transaction costs are considered. However, due to
large standard deviation (see tables II and IV, second row
from bottom), in short term, there is risk of consecutive
unlucky periods. Good performance of the system can also
be attributed to the dynamic selection (every quarter), of
indicators and time granularities on the most recent exchange
rate data, prior to the unseen testing period.
There are number of improvements that could be made
to the system and future work we plan to undertake. It would
be interesting to try our approach on different currencies, as
well as other asset markets, such as commodities, stocks and
mutual funds. Further it might be of value to investigate the
forecast potential of some related macroeconomic time-series,
such as interest rates, inflation rates, and others. Also an
investigation of different SL & TP levels, where these are set
assymetrically could be undertaken in future.
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