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Abstract
We complement the recent algorithmic result that Feedback Vertex Set is XP-time
solvable parameterized by the mim-width of a given branch decomposition of the input graph [3]
by showing that the problem is W[1]-hard in this parameterization. The hardness holds even for
linear mim-width, as well as for H-graphs, where the parameter is the number of edges in H. To
obtain this result, we adapt a reduction due to Fomin, Golovach and Raymond [2], following the
same line of reasoning but adding a new gadget.
1 Preliminaries
In this note (which will later be merged with the companion paper [3]), unless stated otherwise,
a graph G with vertex set V (G) and edge set E(G) ⊆ (V (G)2 ) is finite, undirected, simple and
connected. We let |G| ..= |V (G)| and ||G|| ..= |E(G)|. For an integer k > 0, we let [k] ..= {1, . . . , k}.
For a vertex v ∈ V (G), we denote by N(v) the set of neighbors of v, i.e. N(v) ..= {w | vw ∈ E(G)}.
For two graphs G and H we denote by H ⊆ G that H is a subgraph of G i.e. that V (H) ⊆ V (G)
and E(H) ⊆ E(G). For a vertex set X ⊆ V (G), we denote by G[X] the subgraph of G induced
by X i.e. G[X] ..= (X,E(G) ∩ (X2 )). For two (disjoint) vertex sets X,Y ⊆ V (G), we denote by
G[X,Y ] the bipartite subgraph of G with bipartition (X,Y ) such that for x ∈ X, y ∈ Y , x and y are
adjacent in G if and only if they are adjacent in G[X,Y ]. A cut of G is a bipartition (A,B) of its
vertex set. A set M of edges is a matching if no two edges in M share an endpoint, and a matching
{a1b1, . . . , akbk} is induced if there are no other edges in the subgraph induced by {a1, b1, . . . , ak, bk}.
Let uv ∈ E(G). We call the operation of adding a new vertex x to V (G) and replacing uv by
the path uxv the edge subdivision of uv. We call a graph G′ a subdivision of G if it can be obtained
from G by a series of edge subdivisions.
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Mim-width. For a graph G and a vertex subset A of G, we define mimG(A) to be the maximum
size of an induced matching in G[A, V (G) \A].
A pair (T,L) of a subcubic tree T and a bijection L from V (G) to the set of leaves of T is called
a branch decomposition. If T is a caterpillar, then (T,L) is called a linear branch decomposition.
For each edge e of T , let T e1 and T
e
2 be the two connected components of T − e, and let (Ae1, Ae2)
be the vertex bipartition of G such that for each i ∈ {1, 2}, Aei is the set of all vertices in G
mapped to leaves contained in T ei by L. The mim-width of (T,L), denoted by mimw(T,L), is
defined as maxe∈E(T ) mimG(Ae1). The minimum mim-width over all branch decompositions of G is
called the mim-width of G. We define the linear mim-width accordingly, additionally requiring the
corresponding branch decomposition to be linear. If |V (G)| ≤ 1, then G does not admit a branch
decomposition, and the mim-width of G is defined to be 0.
H-Graphs. Let X be a set and S a family of subsets of X. The intersection graph of S is a
graph with vertex set S such that S, T ∈ S are adjacent if and only if S ∩ T 6= ∅. Let H be a
(multi-) graph. We say that G is an H-graph if there is a subdivision H ′ of H and a family of
subsets M ..= {Mv}v∈V (G) (called an H-representation) of V (H ′) where H ′[Mv] is connected for all
v ∈ V (G), such that G is isomorphic to the intersection graph of M.
2 The Proof
Very recently, Fomin et al. [2] showed that H-graphs have linear mim-width at most 2·||H|| (Theorem
1) and that Independent Set is W[1]-hard parameterized by k+ ||H||, where k denotes the solution
size (Theorem 6). This implies that Independent Set is W[1]-hard for the combined parameter
solution size plus linear mim-width. We will modify their reduction to show that Maximum
Induced Forest parameterized by the mim-width of a given linear branch decomposition plus the
solution size remains W[1]-hard. We formally define this parameterized problem below.
Maximum Induced Forest/Linear Mim-Width+k
Input: A graph G, a linear branch decomposition (T,L) of G and an integer k.
Parameter: w + k, where w ..= mimw(T,L).
Question: Does G contain an induced forest on k vertices?
The reduction is from Multicolored Clique where given a graph G and a partition V1, . . . , Vk
of V (G), the question is whether G contains a clique of size k using precisely one vertex from each
Vi (i ∈ {1, . . . , k}). This problem is known to be W[1]-complete [1, 4].
Theorem 1. Maximum Induced Forest is W[1]-hard when parameterized by w + k and the
hardness holds even when a linear branch decomposition of mim-width w is given.
Proof. Let (G,V1, . . . , Vk) be an instance of Multicolored Clique. We can assume that k ≥ 2
and that |Vi| = p for i ∈ [k]. If the second assumption does not hold, let p ..= maxi∈[k]|Vi| and add
p− |Vi| isolated vertices to Vi, for each i ∈ [k]; we denote by vi1, . . . , vip the vertices of Vi.
We first obtain an H-graph G′′ from an adapted version of the construction due to Fomin et
al. [2, Proof of Theorem 6] as follows. The graph H remains the same and is constructed as follows.
1. Construct k nodes u1, . . . , uk.
2. For every 1 ≤ i < j ≤ k, construct a node wi,j and two pairs of parallel edges uiwi,j and ujwi,j .
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Figure 1: Illustration of the subdivision for a pair 1 ≤ i < j ≤ k, assuming j = i + 1 < k. For
j 6= i+ 1, the vertices xi0+ and yi0+ do not exist.
Note that |H| = k + (k2) = k(k + 1)/2 and ||H|| = 4 · (k2) = 2k(k − 1). We then construct the
subdivision H ′ of H by first subdividing each edge p times. We denote the subdivision nodes for
4 edges of H constructed for each pair 1 ≤ i < j ≤ k in Step 2 by x(i,j)1 , . . . , x(i,j)p , y(i,j)1 , . . . , y(i,j)p ,
x
(j,i)
1 , . . . , x
(j,i)
p , and y
(j,i)
1 , . . . , y
(j,i)
p . To simplify notation, we assume that ui = x
(i,j)
0 = y
(i,j)
0 ,
uj = x
(j,i)
0 = y
(j,i)
0 and wi,j = x
(i,j)
p+1 = y
(i,j)
p+1 = x
(j,i)
p+1 = y
(j,i)
p+1 .
Furthermore,1 for i ∈ [k − 1], we subdivide the edges x(i,i+1)0 x(i,i+1)1 and y(i,i+1)0 y(i,i+1)1 ; we also
subdivide x
(k,k−1)
0 x
(k,k−1)
1 and y
(k,k−1)
0 y
(k,k−1)
1 . We call the new subdivision nodes (in either case)
xi0+ and y
i
0+, for i ∈ [k], respectively.
For each 1 ≤ i < j ≤ k, we subdivide the edges x(i,j)p x(i,j)p+1 and y(i,j)p y(i,j)p+1 and denote the new
subdivision vertices by x
(i,j)
p+ and y
(i,j)
p+ , respectively. We illustrate this subdivision in Figure 1.
We now construct the H-graph G′′ by defining its H-representation M = {Mv}v∈V (G′) where
each Mv is a connected subset of V (H
′). (Recall that G denotes the graph of the Multicolored
Clique instance.)
1. For each i ∈ [k], construct vertices αix with model Mαix ..= {xi0+} and αiy with model
Mαiy
..= {yi0+}.
2. For each i ∈ [k] and s ∈ [p], construct a vertex zis with model
Mzis
..=
{
xi0+, y
i
0+
} ∪⋃
j∈[k],j 6=i
({
x
(i,j)
0 , . . . , x
(i,j)
s−1
}
∪
{
y
(i,j)
0 , . . . , y
(i,j)
p−s
})
.
3. For each 1 ≤ i < j ≤ k, construct a vertex α(i,j)x with model Mα(i,j)x
..=
{
x
(i,j)
p+
}
and a vertex
α
(i,j)
y with model Mα(i,j)y
..=
{
y
(i,j)
p+
}
.
4. For each edge visv
j
t ∈ E(G) for s, t ∈ [p] and 1 ≤ i < j ≤ k, construct a vertex r(i,j)s,t with model
M
r
(i,j)
s,t
..=
{
x
(i,j)
p+ , y
(i,j)
p+
}
∪
{
x(i,j)s , . . . , x
(i,j)
p+1
}
∪
{
y
(i,j)
p−s+1, . . . , y
(i,j)
p+1
}
∪
{
x
(j,i)
t , . . . , x
(j,i)
p+1
}
∪
{
y
(j,i)
p−t+1, . . . , y
(j,i)
p+1
}
.
1To clarify, we would like to remark that this step (and everything revolving around the resulting vertices) did not
appear in the reduction of Fomin et al. [2] and is vital to make it work for Maximum Induced Forest.
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Figure 2: Illustration of a part of G′, where 1 ≤ i < j ≤ k. Bold edges imply that all possible edges
between the corresponding (sets of) vertices are present.
Throughout the following, for i ∈ [k] and 1 ≤ i < j ≤ k, respectively, we use the notation
Z(i) ..=
⋃
s∈[p]
{
zis
}
and R(i, j) ..=
⋃
visv
j
t∈E(G),
s,t∈[p]
{
r
(i,j)
s,t
}
and we let Z+α(i) ..= Z(i)∪{αix, αiy} and R+α(i, j) ..= R(i, j)∪{α(i,j)x , α(i,j)y }. We furthermore define
A ..=
⋃
i∈[k]
{
αix, α
i
y
} ∪⋃
1≤i<j≤k
{
α(i,j)x , α
(i,j)
y
}
.
We obtain the graph G′ of the Maximum Induced Forest instance by taking the graph
G′′ and adding to it a vertex β which is adjacent to all vertices in V (G′′) \ A. We illustrate this
construction in Figure 2.
We now show that the linear mim-width of G′ remains bounded by a function of k.2
Claim 2. G′ has linear mim-width at most 4k(k − 1) + 1 and a linear branch decomposition of said
width can be computed in polynomial time.
Proof. By [2, Theorem 1], G′′ has linear mim-width at most 2||H|| = 4k(k − 1). Given a linear
branch decomposition of G′′ we can add a new node to the branch decomposition in any place such
that it stays linear and letting the new node be mapped to β. The resulting branch decomposition
is a linear branch decomposition of G′ with the mim-value in each cut increased by at most 1.
By [2, Theorem 1] and the construction of the H-representation of G′′ described above, this
decomposition can be computed in polynomial time. y
We now observe some crucial properties of the above construction.
Observation 3 (Claim 7 in [2]). For every 1 ≤ i < j ≤ k, a vertex zih ∈ V (G′) (a vertex zjh ∈ V (G′))
is not adjacent to a vertex r
(i,j)
s,t corresponding to the edge v
i
sv
j
t ∈ E(G) if and only if h = s (h = t,
respectively).
Observation 4.
(i) For every i ∈ [k], N(αix) = Z(i) = N(αiy).
2In fact, we will later show that G′ is a K-graph for some K ⊇ H.
4
(ii) For every 1 ≤ i < j ≤ k, N(α(i,j)x ) = R(i, j) = N(α(i,j)y ).
(iii) A is an independent set in G′ of size 2k + 2 · (k2).
(iv) For i ∈ [k], Z(i) induces a clique in G′ and for 1 ≤ i < j ≤ k, R(i, j) induces a clique in G′.
We are now ready to prove the correctness of the reduction. In particular we will show that G
has a multicolored clique if and only if G′ has an induced forest of size k′ ..= 3k + 3
(
k
2
)
+ 1.
Claim 5. If G has a multicolored clique on vertex set
{
v1h1 , . . . , v
k
hk
}
, then G′ has an induced forest
of size k′ = 3k + 3 · (k2)+ 1.
Proof. Using Observation 3, one can easily verify that the set
I ..=
{
z1h1 , . . . , z
k
hk
}
∪
{
r
(i,j)
hi,hj
| 1 ≤ i < j ≤ k
}
(1)
is an independent set in G′. By Observation 4(iii) and the construction given above, we can conclude
that F ..= I ∪A ∪ {β} induces a forest in G′: I and A are both independent sets and A ∪ I induces
a disjoint union of paths on three vertices, the middle vertices of which are contained in I. The only
additional edges that are introduced are between β and vertices in I, so F induces a tree. Clearly,
|F | = |I|+ |A|+ |{β}| = k + (k2)+ 2k + 2 · (k2)+ 1 = k′, proving the claim. y
We now prove the backward direction of the correctness of the reduction. This will be done by a
series of claims and observations narrowing down the shape of any induced forest on k′ vertices in
G′. Eventually, we will be able conclude that any such induced forest contains an independent set
of size k +
(
k
2
)
of the shape (1). We can then conclude that G contains a multicolored clique by
Observation 3.
The following is a direct consequence of Observation 4(iv).
Observation 6. Let F be an induced forest in G′. Then, V (F ) contains
(i) at most 2 vertices from Z(i), where i ∈ [k] and
(ii) at most 2 vertices from R(i, j), where 1 ≤ i < j ≤ k.
Next, we investigate the interaction of any induced forest with the sets Z+α(i) and R+α(i, j).
Claim 7. Let F be an induced forest in G′. If V (F ) contains two vertices from Z(i), where i ∈ [k]
(from R(i, j), where 1 ≤ i < j ≤ k), then V (F ) cannot contain a vertex from {αix, αiy} (from
{α(i,j)x , α(i,j)y }, respectively).
Proof. Suppose V (F ) contains two vertices a, b ∈ Z(i). We prove the claim for αix and note that
the same holds for αiy. By Observation 4(iv), a and b are adjacent and α
i
x is adjacent to both a and
b by Observation 4(i). Hence, {αix, a, b} induces a 3-cycle in G′.
An analogous argument can be given for the second statement. y
In the light of Observation 6 and Claim 7, we make
Observation 8. Let F be an induced forest in G′. If V (F ) contains three vertices from Z+α(i) for
some i ∈ [k] (three vertices from R+α(i, j), respectively), then this set of three vertices must include
αix and α
i
y (resp., α
(i,j)
x and α
(i,j)
y ).
5
The previous observation implies that in G′, any induced forest on k′ = 3k + 3 · (k2)+ 1 has the
following form.
(I) For each i ∈ [k], V (F ) ∩ Z+α(i) = {αix, αiy, zis}, for some s ∈ [p].
(II) For each 1 ≤ i < j ≤ k, V (F ) ∩R+α(i, j) = {α(i,j)x , α(i,j)y , r(i,j)t,t′ }, for some t, t′ ∈ [p].
(III) β ∈ V (F ).
To conclude the proof, we argue that any such induced forest F includes an independent set of size
k +
(
k
2
)
of the form (1). In particular, we use the following claim to establish the correctness of the
reduction.
Claim 9. Let F be an induced forest in G′ on k′ vertices, 1 ≤ i < j ≤ k and si, sj , ti, tj ∈ [p]. If
zisi , r
(i,j)
ti,tj
, zjsj ∈ V (F ), then si = ti and sj = tj .
Proof. Suppose not and assume wlog. that si 6= ti. Then,
{
β, zisi , r
(i,j)
st,ti
}
induces a 3-cycle in G′: We
have that β ∈ V (F ) by (III), and by construction β is adjacent to all vertices in Z(i) and R(i, j).
By Observation 3 and the assumption that si 6= ti, we have that zisir
(i,j)
ti,tj
∈ E(G′). y
Since by (I) and (II), any induced forest on k′ vertices contains precisely one vertex from each
Z(i) (for i ∈ [k]) and R(i, j) (for 1 ≤ i < j ≤ k), we can conclude together with Claim 9 that V (F )
contains an independent set {
z1s1 , . . . , z
k
sk
}
∪
{
r(i,j)si,sj | 1 ≤ i < j ≤ k
}
which by Observation 3 implies that G has a clique on vertex set
{
v1s1 , . . . , v
k
sk
}
.
Since a graph on n vertices has an induced forest of size k if and only if it has a feedback vertex
set of size n− k, we have the following consequence of Theorem 1.
Corollary 10. Feedback Vertex Set is W[1]-hard parameterized by linear mim-width, even if a
linear branch decomposition of bounded mim-width is given.
We now show additionally that the above reduction can easily be modified to prove W[1]-hardness
for Maximum Induced Forest and Feedback Vertex Set on H-graphs when the parameter
includes ||H||. In particular, we show the following (using the notation from the proof of Theorem 1.)
Proposition 11. The graph G′ is a K-graph for some K ⊇ H with |K| = 3 · |H| and ||K|| =
||H||+ 2 · |H|.
Proof. The graph K is obtained from H in the following way and is shown in Figure 3.
1. For each i ∈ [k], add to H two neighbors pixi and piyi of ui.
2. For each 1 ≤ i < j ≤ k, add to H two neighbors pix(i,j) and piy(i,j) of w(i,j).
6
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Figure 3: Illustration of the graph K for k = 3.
We let Π ..=
⋃
i∈[k]{pixi , piyi } ∪
⋃
1≤i<j≤k{pix(i,j), piy(i,j)}. The subdivision K ′ of K is obtained from
subdividing each each edge of K[V (K) \Π] p times. (Note that this is the same subdivision done
by Fomin et al. [2].) The graph G′ is now constructed similarly to the construction given in the
previous proof, except that we do not have the vertices x·0+, y·0+, x·p+ and y·p+ in K and hence in
the models of the K-representation. For i ∈ [k], the model of vertex αix becomes {pixi } and the model
of αiy becomes {piyi }. For 1 ≤ i < j ≤ k, the model of α(i,j)x becomes {pix(i,j)} and the model for α
(i,j)
y
becomes {piy(i,j)}. Furthermore, the model of each vertex zis includes {pixi , piyi } and the model of each
r
(i,j)
s,t includes the nodes pi
x
(i,j) and pi
y
(i,j). We can now represent the vertex β with model V (K) \Π.
It is straightforward to verify that this procedure gives a K-representation of G′.
By Proposition 11 we have the following consequence of the proof of Theorem 1.
Corollary 12. Maximum Induced Forest on H-graphs is W[1]-hard when parameterized by
k + ||H|| and Feedback Vertex Set on H-graphs is W[1]-hard when parameterized by ||H||. In
both cases, the hardness even holds when an H-representation of the input graph is given.
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