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ABSTRACT 
We introduce a discrete-time fibre channel model that provides an accurate analytical description of signal-
signal and signal-noise interference with memory defined by the interplay of nonlinearity and dispersion. Also 
the conditional pdf of signal distortion, which captures non-circular complex multivariate symbol interactions, is 
derived providing the necessary platform for the analysis of channel statistics and capacity estimations in fibre 
optic links. 
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1. INTRODUCTION 
Accurate description of fibre channel models is critically important for information theory analysis, coding, and 
digital signal processing techniques in future high capacity transmission systems [1]. Existing channel models 
[2–5] are based on averaging signal distortions via an infinite memory approximation [6] of the signal 
interactions, where they are considered to be nonlinear noise. As averaging leads to information loss about the 
signal interference, it results in a degraded lower bound of the system capacity in the highly nonlinear regime. 
More accurate channel capacity estimations will require accurate modelling approaches that take into account 
the finite response of the nonlinear channel [7-8]. These can be also used for other applications such as coding 
[6] or pre/post-distortion [9-10] compensation, and suggest system designs that can improve significantly the 
transmission capacity [11-12].  
Here we developed a perturbative discrete-time channel model with finite memory based on the nonlinearity 
compensation technique proposed in [10] and experimentally demonstrated in [11-12]. The resulted multivariate 
channel model allows us to describe memory effects analytically, including both signal-signal and signal-noise 
effects. Its accuracy has been compared against numerical simulations and the traditional Gaussian noise model 
approach, showing high accuracy in every operating regime of the transmission system. Finally, we derive an 
analytical expression of the conditional pdf that describes signal-interference in fiber-optic channels.. 
2. MODEL 
The propagation of a signal via an optical fiber is governed by the nonlinear Schrodinger equation (NLSE): 
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where the deterministic distortions are described by the fiber loss parameter 𝛼, the second-order dispersion 
parameter  𝛽2, and the nonlinearity coefficient 𝛾, whereas the random variable 𝜂(𝑡, 𝑧)  represents the amplified 
spontaneous emitted noise by the optical amplifiers along the transmission link. 
Given the expansion of the signal over pulses (i.e. 𝑈(𝑡, 0) = ∑ 𝑥𝑘 𝑓(𝑡 − 𝑘𝑇)), after the matched filter the 
continuous-time signal U(t,L) undergoes dispersion compensation and sampling. This results in a discrete-time 
channel model representation with normalized coordinate 𝜉 = 𝑧/𝐿𝑑 (here 𝐿𝑑 is dispersion length and L is the 
transmission length: 
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where the AWGN noise term 𝜂𝑘 is characterised by the correlation < 𝜂𝑘(𝜉), 𝜂𝑘′
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Figure 1. Coupling matrix for various transmission distances a) L = 100 km, b) L =500 km, c) L = 1000 km and 
the corresponding received constellation diagrams below (for input power 6dBm). It is seen that coupling 
matrix reflects the number and strength of symbol interaction and its effect on signal distortion. 
matrix ?̃?𝑚𝑛  defines the memory behaviour (within a memory window M) of the transmission channel and 
depends on its physical properties and the signal pulse shape: 
         ?̃?𝑚𝑛 = 𝑖 ∭ 𝑑𝜔𝑑𝜔
′𝑑𝜔′′  𝑒−𝑖𝜔
′𝜔′′𝛽2𝐿𝑑𝜉−𝑖𝜔
′𝑚𝑇−𝑖𝜔′′𝑛𝑇𝑓∗(𝜔)𝑓(𝜔 + 𝜔′)𝑓(𝜔 + 𝜔′′)𝑓∗(𝜔 + 𝜔′ + 𝜔′′)      (3) 
 
The proposed channel model generalizes a number of previous results. Namely, the class of infinite-memory 
Gaussian noise models ( [2, 5] and references therein) can be received from Eq. 2 after averaging the nonlinear 
interference term, whereas the finite memory model developed in [6] can be received by averaging of the 
coupling matrix while keeping the information about interfering symbols. 
3. NUMERICAL VALIDATION 
The coupling matrix governs the signal-signal interactions 𝐶𝑚𝑛 = ∫ 𝑑𝑧 𝛹𝑠 (𝑧) ?̃?𝑚𝑛  which are responsible for 
the non-circular distribution of the distortion. Also, it describes the impact of different pulse shapes, which is 
not captured by any of the previous models. Each element of the coupling matrix represents the weight of the 
interference between symbols in their corresponding time slots. To demonstrate this effect we considered the 
transmission of a single-channel in a dispersion unmanaged fiber link. For simplicity we used Gaussian pulses 
of 10 ps full width at half maximum duration and 28GBaud. The link parameters were 𝛼 = 0.2
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 , 𝐿𝑠 = 100𝑘𝑚. Figures 1a)-c) reveal that the strength of the interference between 
symbols decays exponentially with their time difference (denoted by the symbol slot parameters m and n). At 
low distances it has a non-uniform shape due to the dominance of the phase distortion (see constellation 
diagrams below). As the distance increases, the memory increases and as more symbols interact, the resulting 
distortion at each constellation point becomes more circular, see figures 1b) and 1c). Since the channel matrix 
can accurately capture the inter-symbol interaction, it can be used as a tool for cancelling the nonlinear 
distortion at the transceiver/reciever side. This cannot be achieved with the conventional approaches that assume 
averaging of the signal statistics. 
In Figure 2 one can see the achieved agreement between the results of the analytical model (in blue) with 
those derived from the numerical simulation of the NLSE (in red), as well as, the constellations after the use of 
the model for pre/post distortion compensation. These have been taken for 16- and 64- QAM signals at power 
levels of 10 and 12 dBm, respectively. In all cases the model is able to provide an accurate description of the 
signal distortions in the optical fiber. It is also noticed that the distortions cannot be described as circular 
Gaussian noise, which suggests that such approximation may yield significantly lower estimations of the 
capacity. 
Finally, in Figure 3 we compare achievable data rates (here we used a transmission length of 1000 km) for 
nonlinear distortion uncompensated transmission: the existing GN-based prediction [2,5] is compared with 
estimations based on calculating the variance of nonlinear distortions given the proposed model. One can see 
that GN predictions are in accordance with the proposed model and the numerical simulations for large 
transmission distances. For short distances the deviation from the Gaussian circularity makes the GN approach      
 
 
Figure 2. Comparison of numerical (in red) with analytical results (in blue) for 16- (a and b) and 64-QAM (c 
and d) signals for 10 dBm and 20 dBm input powers. The right side panels show constellations after 
compensating the transmission distortion. Only deterministic distortions are considered. 
 
 
 
Figure 3. Here we analyze different lower bounds on capacity: a) for uncompensated signal-signal (S-S) 
distortions, here one can compare estimations based on the existing GN model (red), proposed channel model 
(green) and numerical simulations (blue). The GN model works well for large transmission distances, however 
deviates for shorter lengths. This is because GN model does not capture phase and amplitude distributions, 
which are accurately described by the proposed model as plotted in panel b). 
 
too pessimistic, whereas our developed model gives accurate description in all cases. This is further illustrated 
in Figure 3b) where phase, amplitude and total power are plotted.  It can be seen that our approach is in a good 
agreement with the numerical simulations and accuracy describes signal distortions in every power level and 
transmission distance. 
4. CONDITIONAL PDF AND CAPACITY LOWER BOUNDS 
    In the previous estimation of the lower bound Gaussian distribution as input pdf, which is optimum only for 
linear channels. However, optimizing the input distribution for an accurate conditional pdf, that contains full 
information about signal interference, can provide more accurate lower bound estimations and, thus, higher 
transmission rates. To derive tighter bounds one needs to optimize the mutual information functional over input 
pdf. For that, one must calculate the multivariate conditional pdf that takes into account the memory effects, as it 
is defined by Eq. 2. Next, we derive this conditional pdf for the transmitted symbols. The channel model 
represents a mixing of signal and noise components as a result of the inter-symbol interference. A linear 
combination of univariate independent and identically distributed normal vectors can be represented as a 
complex normal distribution:  
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where ∗ means the complex conjugate, T means transposition, and H means transposition and complex 
conjugate. The covariance matrix 𝚪 (complex, non-negative definite and Hermitian) and relation matrix 𝚼 
(complex and symmetric) are given as: 
               𝚪 = E[(𝒀 − 𝑿)(𝒀 − 𝑿)𝐻], 𝚼 =  E[(𝒀 − 𝑿)(𝒀 − 𝑿)𝑇], 𝑷 = 𝚪∗ − 𝚼𝐻𝚪−1𝚼                         (5) 
 
Which is related to the channel model as:  
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and are described via the following signal-noise coupling matrix: 𝐾𝑚𝑛 = ∫ dz √Ψ𝑛 (𝑧)Ψ𝑠 (𝑧) C̃mn. The received 
conditional pdf is the main result of the paper: this is the first result of conditional pdf derived for discrete-time 
fiber-optic channel with memory accurately defined by nonlinear properties of the channel. It allows to model 
non-circular behaviour of signal distortions and contains precise information about inter-symbol and signal-
noise interference. 
 
5. CONCLUSIONS 
We proposed a general finite memory multivariate channel model for describing nonlinear inter-symbol 
interfering effects in fibre optic communication channels. The model predicts an exponential decay of the 
interference with the inter-symbol distance enabling high accuracy for different modulation formats even in 
highly nonlinear regime. Moreover, we derived the first analytical expression of the conditional pdf that 
describes signal-interference in fiber-optic channels. Our approach can be used as an information-theoretic tool 
for estimating the capacity limits of fibre channels, as well as, for the design of efficient compensation 
algorithms and coding schemes tailored by the nonlinearity. 
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