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PRESHEAVES OVER A JOIN RESTRICTION CATEGORY
DANIEL LIN
Abstract. Just as the presheaf category is the free cocompletion of
any small category, there is an analogous notion of free cocompletion
for any small restriction category. In this paper, we extend the work on
restriction presheaves to presheaves over join restriction categories, and
show that the join restriction category of join restriction presheaves is
equivalent to some partial map category of sheaves. We then use this to
show that the Yoneda embedding exhibits the category of join restriction
presheaves as the free cocompletion of any small join restriction category.
1. Introduction
The notion of a restriction category as a means of generalising partial
map categories was formally introduced in [1], although the idea came much
earlier from [4]. In both papers, the partiality of a map was expressed in
terms of an idempotent on its domain of definition, and this assignment of
maps to their corresponding idempotents is known as the restriction struc-
ture on a category [1]. It turns out that these restriction categories are the
objects of a 2-category called rCat, and share many similarities with ordin-
ary categories. Therefore, one might expect these restriction categories to
have some notion of colimits and limits.
In [3], the authors gave a definition of cocomplete restriction category, and
introduced the notion of a restriction presheaf over a restriction category.
They also showed that there was an analogue of free cocompletion in the
restriction setting via the restriction category of restriction presheaves. The
aim of this paper will be to extend the work done in [3] to join restriction
categories; namely restriction categories whose partially ordered hom-sets
have joins if their elements are compatible.
We begin with a review of restriction categories [1], join restriction cat-
egories [5] andM-categories in section 2. In the same section, we character-
ise thoseM-categories whose category of partial maps has a join restriction
structure, and define geometricM-categories. In section 3, we see that every
geometric M-category may be given a subcanonical topology, and that the
M-category of sheaves on this site is also geometric. It turns out that the
M-category of sheaves is the free cocompletion of any geometricM-category.
Using this fact, we give the free cocompletion of any join restriction category
in section 4. Finally, in section 5, we show that the partial map category
of sheaves is equivalent to some join restriction category of join restriction
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presheaves. The idea being that a compatible family of elements should
correspond to some matching family for a covering sieve, and that the join
of any such compatible family should correspond to an amalgamation. A
consequence of this result is the analogue of free cocompletion for any join
restriction category.
Finally, in this paper, unless otherwise stated, we shall assume that our
categories are locally small.
2. Join restriction categories and geometric M-categories
Restriction categories were introduced in [4] as a way to represent the
partiality of maps by an idempotent on its domain of definition, known as
a restriction idempotent. Many examples of restriction categories exist and
are listed in [1]. For example, Setp (the category of sets and partial func-
tions) is a restriction category whose restriction idempotents are precisely
the partial identity maps. In Setp, we may consider hom-sets of partial
functions which agree on their domains of definition, and these form what
is called a compatible family. It is not hard to see that for any family of
compatible maps S in Setp, we may define a new partial function whose do-
main of definition is the union of the domains of definition of the individual
partial functions in S. Indeed, this idea is captured via the notion of a join
restriction category [4]. Examples of join restriction categories include Setp
as well as Topp, the category of topological spaces and partial continuous
functions.
In [1], the authors proved that the 2-categories of split restriction categor-
ies and M-categories were 2-equivalent. The goal of this section will be to
prove that this 2-equivalence restricts back to a 2-equivalence between the
2-category of split join restriction categories and the 2-category of geomet-
ric M-categories. Let us begin by recalling the definition of a restriction
category.
Definition 1 (Cockett-Lack). A restriction category is a category X to-
gether with assignations
X(A,B)→ X(A,A), f 7→ f¯
with f¯ satisfying the following conditions:
(R1) f ◦ f¯ = f ;
(R2) g¯ ◦ f¯ = f¯ ◦ g¯;
(R3) g ◦ f¯ = g¯ ◦ f¯ ;
(R4) h¯ ◦ f = f ◦ h ◦ f ,
for suitable maps g and h. We call f¯ the restriction of f .
A map f ∈ X is called a restriction idempotent if f = f¯ , and is total
if f¯ = 1. Observe that each hom-set X(A,B) has a partial order given by
f ≤ g if and only if f = gf¯ . If X and Y are restriction categories, then
a restriction functor F : X → Y is a functor which preserves the restric-
tion structure on X. If F,G : X → Y are restriction functors, a restriction
transformation α : F ⇒ G is a natural transformation whose components
are total. Restriction categories, restriction functors and restriction trans-
formations form a 2-category rCat [1].
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In the restriction category Setp, the restriction idempotent on a partial
function f : A ⇀ B is given by the identity map on the domain of definition
of f . Now suppose g : A ⇀ B is a partial function satisfying the condition
gf¯ = f g¯; in other words, f and g agree where their domains of definition
intersect. More generally, in any restriction category, there is a notion of
such “agreements” between maps from the same hom-set.
Definition 2 (Guo). LetX be a restriction category, and let f, g ∈ X(A,B).
We say that f and g are compatible if f g¯ = gf¯ , and denote this by f ⌣ g.
For any set S ⊂ X(A,B), we say that S itself is compatible if maps in S are
pairwise compatible.
The following are a direct consequence of the definition of compatibility.
Lemma 3 (Guo). Let X be restriction category and suppose f, g ∈ X(A,B).
Then
(1) if f ≤ g, then f ⌣ g, and
(2) if f ⌣ g and f¯ = g¯, then f = g.
Proof. If f ≤ g, then f = gf¯ which implies f g¯ = (gf¯ )g¯ = gg¯f¯ = gf¯ , or
f ⌣ g.
If f ⌣ g and f¯ = g¯, then f = f f¯ = f g¯ = gf¯ = gg¯ = g. 
We noted in Setp that if two partial functions f, g : A ⇀ B satisfied the
condition gf¯ = f g¯, then f and g agreed on the intersection of their domains
of definition. From this, we can define a new partial function called the join
of f and g, f ∨ g : A ⇀ B, whose domain of definition is the union of the
domains of definition of f and g. More generally, in any join restriction
category, if a family of maps from the same hom-set are compatible, then its
join exists and satisfies the conditions below.
Definition 4 (Guo). A join restriction category X is a restriction category
such that for each A,B ∈ X and compatible set S ⊂ X(A,B), the join∨
s∈S s exists with respect to the partial ordering on X(A,B), and further-
more, satisfies the following conditions:
(J1)
∨
s∈S s =
∨
s∈S s¯;
(J2)
(∨
s∈S s
)
◦ g =
∨
s∈S(s ◦ g)
for suitable maps f and g.
Proposition 5 (Guo, Lemma 3.18). Let X be a join restriction category,
and let S ⊂ X(A,B) be a compatible set. Then for any map f : B → C,
f ◦
(∨
s∈S
s
)
=
∨
s∈S
(f ◦ s).
If X and Y are join restriction categories, then a join restriction functor
F : X→ Y is a functor which preserves the joins in X. There is a 2-category
jrCat of join restriction categories, join restriction functors and restriction
transformations. Note jrCat is a full sub-2-category of rCat.
Earlier in this section, we mentioned that one of the reasons for introdu-
cing restriction categories was to capture the notion of partiality of maps
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through idempotents. This suggests there is some relation between restric-
tion categories and categories of partial maps. Indeed, this is the case, but
only if we consider categories with a particular family of monomorphisms.
Definition 6 (Cockett-Lack). AnM-category (C,M) consists of an under-
lying category C, together with a family of monics M in C satisfying the
following three conditions:
(1) M contains all isomorphisms in C;
(2) M is closed under composition; and
(3) If m : C → B is in M and f : A→ B is any map, then the pullback of
m along f exists and is also in M. This is called an M-pullback.
A family of monics satisfying the above three conditions is called a stable
system of monics [1]. Ifm : C → B is inM, we refer tom as anM-subobject
of B. More specifically, an M-subobject of C is an equivalence class of M-
maps m : B → C, where m ∼ n if and only if there exists an isomorphism
ϕ such that m = nϕ. There is a natural order on these M-subobjects; that
is, for m : B → C and n : D → C, we say m ≤ n if there is a (unique) map
f : B → C such that m = nf .
Definition 7 (Garner-Lin). An M-category (C,M) is locally small if C is
locally small, and the M-subobjects of any C ∈ C form a partially ordered
set, which we denote by SubM(C).
For the rest of this paper, ourM-categories will be assumed to be locally
small unless otherwise stated. Clearly SubM(C) has a greatest element,
namely 1C , and has binary meets (and hence finite meets) given by pullback.
If (C,MC) and (D,MD) are M-categories, then a functor F between
them is called anM-functor if Fm ∈ MD whenever m ∈MC, and if F pre-
serves M-pullbacks. Also, given M-functors F and G, a natural transform-
ation is called M-cartesian if the naturality squares are pullback squares.
These M-categories, M-functors and M-cartesian natural tranformations
form a 2-category called MCat [1].
Given anyM-category (C,M), we may form its category of partial maps
Par(C,M), whose objects are objects of C, whose morphisms are spans
(m, f) (with m ∈ M) and where composition is by pullback. It turns out
that for any M-category (C,M), its category of partial maps Par(C,M)
has a restriction structure, where the restriction of any map (m, f) is given
by (m,m). Further, Par(C,M) has the property that all of its restriction
idempotents split.
There is a 2-functor Par : MCat → rCats from the 2-category of M-
categories to the sub-2-category of restriction categories whose idempotents
split, and also a 2-functor MTotal : rCats → MCat; in fact, these 2-
functors are 2-equivalences [1].
Given that Par(C,M) is a restriction category for anyM-category (C,M),
it is natural to ask what conditions (C,M) must satisfy for Par(C,M) to
be a join restriction category.
Definition 8. AnM-category (C,M) is called geometric if Par(C,M) is a
join restriction category. An M-functor F : (C,MC) → (D,MD) between
geometricM-categories is also called geometric if Par(F ) is a join restriction
functor.
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There is a 2-category gMCat of geometric M-categories, geometric M-
functors andM-cartesian natural transformations. With the previous defin-
ition, the 2-equivalence between rCats and MCat restricts back to a 2-
equivalence between the 2-category of split join restriction categories jrCats
and the 2-category of geometric M-categories:
rCats MCat.≃
//
jrCats
 _

gMCat
≃ //
 _

In [5, Theorems 3.3.3, 3.3.5], the author gave a characterisation of these
geometric M-categories. However, we will give a different characterisation
using only elementary notions of pullbacks and colimits. In proving this
theorem, we shall first define the matching diagram for any family of M-
subobjects in C, and also use a restatement of [5, Lemma 1.6.20].
Definition 9. Let (C,M) be an M-category, and let M = {mi : Ai →
A}i∈I be a family of M-subobjects of A. Denote the pullback of mi along
mj as in the following diagram:
Aj A.mj
//
AiAj
mij

Ai
mji //
mi

We define the matching diagram for M as a diagram in C on the objects
{Ai | i ∈ I}∪{AiAj | i 6= j}, and with morphisms the family {mij | i, j ∈ I}.
Observe that in any M-category (C,M), any family of M-subobjects in
C forms a cocone to its matching diagram.
Lemma 10 (Guo). Suppose (m, f), (n, g) : A → B are two morphisms in
the partial map category Par(C,M), with m : C → A and n : D → A. Then
(m, f) ≤ (n, g) if and only if there exists a (unique) arrow ϕ : C → D such
that nϕ = m and gϕ = f .
Theorem 11. An M-category (C,M) is geometric if and only if:
(1) for any family of M-subobjects {mi : Ai → A}i∈I , the colimit
⋃
i∈I Ai
of its matching diagram exists,
(2) the induced map
∨
i∈I mi :
⋃
i∈I Ai → A is in M, and
(3) the colimit from (1),
⋃
i∈I Ai, is stable under pullback.
Proof. We begin by proving the if direction. Suppose {(mi, fi)}i∈I is a com-
patible family of maps from A to B in Par(C,M), and so there is a unique
map µ =
∨
i∈I mi :
⋃
i∈I Ai → A in M. Now compatibility of {(mi, fi)}i∈I
means that the family {fi}i∈I is a cocone to the matching diagram for
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{mi}i∈I [5, Lemma 3.1.4]. This induces a unique map γ :
⋃
i∈I Ai → B.
Aj Amj //
AiAj
mij

Ai
mji //
mi

⋃
i∈I Ai
aj
99rrrrrrr
ai
☞☞
☞☞
☞☞
☞☞
☞
µ

B.
fi

fj
11
γ
❯ ▲
❄

✮
★
We claim that (µ, γ) =
∨
i∈I(mi, fi). To see this, first observe that
(mi, fi) ≤ (µ, γ) for all i ∈ I by applying Lemma 10, since µai = mi
and γai = fi by construction. Now suppose for each i ∈ I, we have
(mi, fi) ≤ (u, v), where u : D → A is a map in C. This means that for
each i, there is a unique βi : Ci → D such that mi = uβi and fi = vβi.
Since mimji = mjmij by construction, this implies that βimji = βjmij (as
u is monic). In other words, the family {βi}i∈I is a cocone to the matching
diagram for {mi}i∈I . Therefore, there exists a unique map δ :
⋃
i∈I Ai → D
such that βi = δai, for all i ∈ I.
Since mi = uβi = (uδ)ai and fi = vβi = (vδ)ai, by uniqueness, we must
have µ = uδ and γ = vδ (as µ and γ are the only maps satisfying the
conditions µai = mi and γai = fi). Hence, (µ, γ) ≤ (u, v) by Lemma 10.
To see that our definition of (µ, γ) satisfies (J1), note that by construction,
(µ, µ) =
∨
i∈I(mi,mi), which means∨
i∈I
(mi, fi) = (µ, γ) = (µ, µ) =
∨
i∈I
(mi,mi) =
∨
i∈I
(mi, fi).
It remains to show that (µ, γ) also satisfies (J2). So let (x, y) : X → A be
a map in Par(C,M). We need to show
∨
i∈I [(mi, fi)(x, y)] = (µ, γ)(x, y),
or alternatively,
∨
i∈I [(mi, fi)(1, y)] = (µ, γ)(1, y) and
∨
i∈I [(mi, fi)(x, 1)] =
(µ, γ)(x, 1) since (x, y) = (1, y)(x, 1). Now as composition in Par(C,M) is
the same as pulling back inC, the statement
∨
i∈I [(mi, fi)(1, y)] = (µ, γ)(1, y)
is equivalent to y∗(
∨
i∈I mi) =
∨
i∈I y
∗(mi), which is true as colimits are
stable under pullback by assumption. To show
∨
i∈I [(mi, fi)(x, 1)] = (µ, γ)(x, 1),
simply note that the family {xmi}i∈I gives rise to the same matching dia-
gram as for {mi}i∈I .
In the only if direction, let {mi : Ai → A}i∈I be a family ofM-subobjects
ofA. As Par(C,M) is a join restriction category, denote (µ, µ) =
∨
i∈I(mi,mi),
where µ :
⋃
i∈I Ai → A. Note that µ ∈ M by definition. Also, since
(mi,mi) ≤ (µ, µ) for all i ∈ I, there exists a unique ai : Ai →
⋃
i∈I Ai
(for each i ∈ I) such that mi = µai. Observe that each ai ∈ M as ai is a
pullback of mi along µ. We now show that the family {ai}i∈I is a colimit to
the matching diagram for {mi}i∈I .
Clearly {ai}i∈I is a cocone to the matching diagram. Now let {bi : Ai →
B}i∈I be a cocone to the same matching diagram; that is, bimji = bjmij
for each pair i, j ∈ I. But as this implies that the family {(mi, bi)}i∈I is
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compatible, we may take their join, which we denote by (s, t) =
∨
i∈I(mi, bi).
By join restriction axioms,
(s, s) = (s, t) =
∨
i∈I
(mi, bi) =
∨
i∈I
(mi,mi) = (µ, µ),
which means s = µ (up to isomorphism). But because (mi, bi) ≤ (s, t) =
(µ, t), there exists an αi such that mi = µαi and bi = tαi (for every i ∈ I).
However, ai is the only map such that mi = µai. Therefore, we must have
αi = ai, which in turn implies that bi = tai for all i ∈ I. We need to show
that t is in fact the unique map with this property.
So suppose t′ also satisfies the condition bi = t
′ai. Then (mi, bi) ≤ (µ, t
′)
for all i ∈ I, which means (µ, t) =
∨
i∈I(mi, bi) ≤ (mu, t
′). Therefore, t = t′
and so {ai}i∈I is indeed the required colimit to the matching diagram for
{mi}i∈I .
Observe that by the previous argument, the family {mi}i∈I will be a
colimit to its matching diagram if and only if
∨
i∈I(mi,mi) = (1, 1) if and
only if µ = 1. With this observation, it is easy to show that the colimit⋃
i∈I Ai is stable under pullback by noting that pullbacks in C are the same
as composition in Par(C,M) and applying join restriction axioms. 
Remark 12. Substituting I to be the empty set in the above theorem tells
us that if (C,M) is a geometric M-category, then C must have a strict
initial object 0, and that maps 0→ A are in M (for all A ∈ C).
Example 13. Every Grothendieck topos together with all monos is a geo-
metric M-category. This follows from a generalisation of [6, Proposition
1.4.3]. In particular, for every category C and site (C, J), theM-categories
(PSh(C),M) and (Sh(C),M) are geometric, where M denotes all monos in
the respective categories.
The following result follows immediately from Theorem 11.
Proposition 14. An M-functor F : (C,MC)→ (D,MD) between geomet-
ricM-categories is geometric if and only if F preserves colimits of matching
diagrams.
By Theorem 11, if (C,M) is a geometric M-category, then any family
of M-subobjects {mi : Ai → A}i∈I has a join given by the induced map∨
i∈I mi :
⋃
i∈I Ai → A. In fact:
Proposition 15. If (C,M) is a geometric M-category, then for all C ∈
C, SubM(C) is a complete Heyting algebra and for each f : D → C, the
function f∗ : SubM(C)→ SubM(D) preserves joins.
Proof. Let {mi : Ai → C}i∈I be a family of M-subobjects of C and define
the join of the family of M-subobjects to be the induced map
⋃
i∈I Ai → C.
As the colimit
⋃
i∈I Ai is stable under pullback, it follows that f
∗ : SubM(C)→
SubM(D) preserves all joins. Furthermore, since SubM(C) has all joins,
it also has all meets, and so it remains to show that joins distribute over
meets.
So letm : B → C be anyM-subobject. Thenm∗ : SubM(C)→ SubM(B)
has a left adjoint given by m ◦ (−) : SubM(B) → SubM(C). But their
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composite is m∗ ◦
(
m ◦ (−)
)
= m ∧ (−), and both maps preserve joins.
Therefore joins distribute over meets, and SubM(C) is a complete Heyting
algebra. 
3. Free cocompletion of geometric M-categories
In this section, we continue our discussion of geometricM-categories. The
goal of this section will be to show that every small geometric M-category
may be freely completed to a cocomplete geometric M-category. Recall
that an M-category (C,M) is called cocomplete if C is cocomplete and the
inclusion C →֒ Par(C,M) preserves colimits [3]. The way we will show this
is as follows.
First, we show that for every small geometric M-category (C,M), its
underlying category C may be given a Grothendieck topology J . This al-
lows us to form an M-category of sheaves (Sh(C),MSh(C)) on this site
(C, J), for some class of monics MSh(C) in Sh(C). We then show that this
M-category (Sh(C),MSh(C)) is the free cocompletion of any geometric M-
category (C,M).
Let us begin with the following proposition.
Proposition 16. Let (C,M) is a geometric M-category and let C ∈ C.
Then there is a Grothendieck topology on C whose basic covers of C ∈ C are
given by families of the following form:
{ai : Ci → C | ai ∈ M,
∨
i∈I
ai = 1 in SubM(C)}i∈I
Equivalently, by Theorem 11, {ai}i∈I is a basic cover of C if C is the colimit
of a matching diagram for some family of M-subobjects.
Proof. Clearly {1C : C → C} is a basic cover of C as 1C ∈ M. If {a
′
i : Ci×C
D → D}i∈I is the pullback of {ai}i∈I along f : D → C, then {a
′
i}i∈I is also
a basic cover of D as colimits are stable under pullback.
Finally, for each i ∈ I and Ci, suppose {bij}j∈Ji is a basic cover of Ci. We
need to show that {ai◦bij}i∈I,j∈Ji is a cover of C. First note that ai◦bij ∈ M
for each i ∈ I, j ∈ Ji as M is closed under composition. Then since
∨
i∈I,j∈Ji
aibij =
∨
i∈I
ai ◦

∨
j∈Ji
bij

 =∨
i∈I
ai = 1,
the family {ai : Ci → C}i∈I above describes a basic cover of C for each
C ∈ C. 
Lemma 17. Suppose (C,M) is a small geometric M-category and let J be
the topology generated by the basis described in Proposition 16. Then J is
subcanonical.
Proof. We need to show all representable presheaves on C are sheaves on
the site (C, J). So let D ∈ C and consider the representable yD. By
Proposition 1 in [7, p.123], yD is a sheaf if and only if for any basic cover
R = {ai : Ci → C}i∈I , any matching family {xi ∈ (yD)(Ci)}i∈I for R has
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a unique amalgamation. Consider the following pullback square (for some
i, j ∈ I):
Ci C.ai
//
Ci ×C Cj
mji

Cj
mij //
aj

Let {xi ∈ (yD)(Ci)}i∈I be a matching family for R. By definition, this
implies that xi ◦mji = xj ◦mij , or that {xi}i∈I is a cocone to the diagram
for which {ai}i∈I is a colimit. This means there exists a unique x : C → D
such that x ◦ ai = xi for all i ∈ I. In other words, this x is the unique
amalgamation of {xi}i∈I . Hence, the representable yD is a sheaf, and J is
subcanonical. 
3.1. Partial map category of sheaves. Recall from [1] that if (C,M) is
anM-category, then there is anM-category PShM(C), or (PSh(C),MPSh(C)),
where µ : P ⇒ Q is inMPSh(C) if for every α : R⇒ Q, there is anm : A→ B
in M making the following a pullback square:
yB Q.
α
//
yA
ym

P//
µ

We now consider the M-category of sheaves on C.
Definition 18. Suppose (C,M) is a small geometric M-category. Then
there is an M-category ShM(C), or (Sh(C),MSh(C)), where µ : P ⇒ Q is
in MSh(C) if and only if for every map α : ayD ⇒ Q in Sh(C), there is a
map m : C → D in M making the following a pullback square:
ayD Q,
α
//
ayC
aym

P//
µ

where a : PSh(C)→ Sh(C) is the associated sheaf functor.
Note that MSh(C) =MPSh(C) ∩ Sh(C).
Recall the geometric M-categories (Sh(C),M) and (PSh(C),M), where
Sh(C) is the category of sheaves on some small site (C, J) and M repres-
ents all monics in Sh(C) and PSh(C). Then the associated sheaf functor
a : PSh(C) → Sh(C) is also a geometric M-functor from (PSh(C),M) to
(Sh(C),M), as it not only preserves all colimits, but also all finite limits.
Lemma 19. Suppose (C,M) is a small geometric M-category. Then the
M-functor ay : (C,M)→ (Sh(C),M) is geometric.
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Proof. Let {Ci → D}i∈I be a family ofM-subobjects ofD inC, and consider
the basic cover {Ci →
⋃
i∈I Ci}i∈I . The associated covering sieve (as a
subfunctor) is given by
(3.1)
⋃
i∈I
yCi → y
(⋃
i∈I
Ci
)
in PSh(C), and the associated sheaf functor a takes this map to an iso-
morphism in Sh(C). Hence, as a is a left adjoint, we have ay
(⋃
i∈I Ci
)
∼=⋃
i∈I ayCi. 
Theorem 20. If (C,M) is a small geometric M-category, then ShM(C) is
also geometric.
Proof. First note that MSh(C) is a subset of M (all monics in Sh(C)). So to
show that (Sh(C),MSh(C)) is geometric, if suffices to prove that if {αi : Pi →
Q}i∈I areMSh(C)-subobjects ofQ, then the induced monic
∨
i∈I αi :
⋃
i∈I Pi →
Q is also in MSh(C).
Denote the pullback of each αi along γ : ayD → Q by aymi, withmi ∈ M:
ayD Q.
γ
//
ayCi
aymi

Pi//
αi

Since (Sh(C),M) is geometric, by stability, the pullback of
∨
i∈I αi along the
same γ is
∨
i∈I aymi:
ayD Q.
γ
//
⋃
i∈I ayCi
∨
i∈I aymi

⋃
i∈I Pi
//
∨
i∈I αi

But observe that the following diagram commutes by Lemma 19:
⋃
i∈I ayCi
ayD.
∨
i∈I aymi
❄
❄❄
❄❄
❄❄
❄❄
❄❄
ay
(⋃
i∈I Ci
)∼= //
ay(
∨
i∈I mi)⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
Hence, the pullback of
∨
i∈I αi along γ is ay
(∨
i∈I mi
)
, and so ShM(C) is
geometric. 
We have shown that (Sh(C),MSh(C)) is geometric if (C,M) is small geo-
metric. In the same way that Sh(C) is a cocomplete category, we would like
to show (Sh(C),MSh(C)) is cocomplete as an M-category. Recall the fol-
lowing definition of a cocomplete M-category and cocontinuous M-functor.
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Definition 21 (Garner-Lin). An M-category (C,M) is cocomplete if the
underlying category C is cocomplete, and the inclusion i : C →֒ Par(C,M)
preserves colimits. An M-functor between M-categories is cocontinuous if
it is cocontinuous as a functor between the underlying categories.
Observe that if F : (C,MC) → (D,MD) is a cocontinuous M-functor
between geometric M-categories, then it is also geometric.
Definition 22. A cocomplete geometric M-category is one which is both
cocomplete and geometric. This gives the 2-category gMCocomp of cocom-
plete geometric M-categories, cocontinuous M-functors and M-cartesian
natural transformations.
If (C,M) is an M-category with a terminal object 1, there is a notion of
a generic M-subobject, or an M-subobject classifier.
Definition 23. Let (C,M) be an M-category with a terminal object 1.
An M-subobject classifier consists of an object Σ ∈ C and a map τ : 1→ Σ
in M, such that for any m ∈ M, there exists a unique map m˜ making the
following square a pullback:
B Σ.
m˜
//
A
m

1//
τ

Proposition 24. Let (C,M) be a small geometric M-category. Then
(Sh(C),MSh(C)) is cocomplete as an M-category.
Proof. Recall that as Sh(C) is locally cartesian closed, if ShM(C) were to
have anM-subobject classifier Σ, then the pullback functor τ∗ : Sh(C)/Σ→
Sh(C) will have a right adjoint. This will imply that Sh(C) has a partial
map classifier for every P ∈ Sh(C) [6], and in turn, will mean that the
inclusion Sh(C) →֒ ShM(C) has a right adjoint [2]. Therefore, it suffices to
show that ShM(C) has an M-subobject classifier.
From [3, Example 3.7], PShM(C) has an M-subobject classifier Σ taking
objects C ∈ C to SubM(C), and morphisms f to f
∗ (by pullback along
f). There was also a map τ : 1 ⇒ Σ in MPSh(C). We will show that this
Σ is a sheaf, and then because MSh(C) = MPSh(C) ∩ Sh(C), it follows that
τ : 1⇒ Σ is an M-subobject classifier in ShM(C).
We begin by showing that Σ is a separated presheaf. Let R = {ai : Ai →
C}i∈I be a basic cover of C ∈ C, and letM = {mi : Bi → Ai}i∈I be a match-
ing family for R. Now suppose x, y ∈ SubM(C) are two amalgamations for
M . Then pulling either x or y back along ai gives mi (for all i ∈ I). That is,
a∗i (x) = a
∗
i (y), and so post-composing both sides by ai yields ai ∧x = ai ∧ y.
The families {ai ∧x}i∈I and {ai ∧ y}i∈I are families of monics, so we may
take joins over all i ∈ I, giving
∨
i∈I(ai ∧ x) =
∨
i∈I(ai ∧ y). However, since
SubM(C) is a Heyting algebra, we get
x ∧
∨
i∈I
ai = y ∧
∨
i∈I
ai
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by distributivity, and so x = y as
∨
i∈I ai = 1 by definition. Therefore, Σ
is a separated presheaf. It remains to show that any matching family for R
has an amalgamation.
Again, let R be a basic cover of C and M a matching family for R as
above, and consider the following diagram:
BjAi AiAjnj // Aiaji //
AjBi Bi
bi //
ni

mi

Bj Ajmj
// C.
aj
//
bj

aij

ai

The above squares are all pullback squares. To say that mi and mj belong
to the same matching family is to say that ni and nj represent the sameM-
subobject, or equivalently a∗ji(mi) = a
∗
ij(mj) for all i ∈ I. Since ajaij = aiaji
by construction, post-composing both sides of the above equation by ajaij =
aiaji gives (aiaji)a
∗
ji(mi) = (ajaij)a
∗
ij(mj), or ai ◦ (aji∧mi) = aj ◦ (aij ∧mj)
(using the fact aij ◦ a
∗
ij(mj) = aij ∧mj). But we can also rewrite the above
equation as aimibi = ajmjbj , or
(3.2) aj ∧ aimi = ai ∧ ajmj
by writing compositions as intersections (as all squares are pullbacks). So if
mi,mj come from a matching family for R, then they must satisfy (3.2).
We claim that the (unique) amalgamation for M is
∨
i∈I aimi. In other
words, we need to show that a∗j
(∨
i∈I aimi
)
= mj for all j ∈ I. However,
since aj is monic for all j ∈ I, the previous equality holds if and only if
aj ◦ a
∗
j
(∨
i∈I aimi
)
= aj ◦mj, which is true if and only if
aj ∧
(∨
i∈I
aimi
)
= aj ◦mj, ∀j ∈ I.
Examining the left hand side, we have (by the distributive law),
aj ∧
(∨
i∈I
aimi
)
=
∨
i∈I
(aj ∧ aimi) = (aj ∧ ajmj) ∨

∨
i 6=j
aj ∧ aimi


= ajmj ∨

∨
i 6=j
ai ∧ ajmj


using (3.2) and the fact ajmj ≤ aj (as an M-subobject). But for all i 6= j,
ai ∧ ajmj ≤ ajmj (since there is an arrow bj from the domain of ai ∧ ajmj
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to ajmj). Therefore, this means that
(∨
i 6=j ai ∧ ajmj
)
≤ ajmj. Hence,
aj ∧
(∨
i∈I
aimi
)
= ajmj
as required.
So every matching family for R has an amalgamation, implying that
Σ is indeed a sheaf. Therefore, when (C,M) is a geometric M-category,
(Sh(C),MSh(C)) is cocomplete as an M-category. 
We have established that if (C,M) is a geometric M-category, then
(Sh(C),MSh(C)) is a geometric and cocomplete M-category. We now show
that (Sh(C),MSh(C)) is the free geometric cocompletion of any small geo-
metric M-category (C,M). The following lemmas will be useful.
Lemma 25 (Kelly, Theorem 5.56). Let F : C→ D be a functor, where C is
a small site and D is cocomplete. Denote the left Kan extension of F along
y : C→ PSh(C) by F˜ : PSh(C)→ D. Suppose the right adjoint to F˜ factors
through the inclusion i : Sh(C) → PSh(C). Denote the category of such
functors F : C → D by Cati(C,D). Then the following is an equivalence
of categories:
(−) ◦ ay : Cocomp(Sh(C),D)→ Cati(C,D),
with pseudo-inverse given by left Kan extension along ay.
Lemma 26. Let F : C→ D and F˜ : PSh(C)→ D be functors as above, and
denote the right adjoint to F˜ by G : D → PSh(C). Then for each D ∈ D,
G(D) is a sheaf if and only if for all C ∈ C, F˜ takes covering sieves S֌ yC
in PSh(C) to isomorphisms in D.
Proof. By definition, S is a covering sieve if and only if for all D ∈ D
and S → G(D), there exists a unique extension yC → G(D) making the
following diagram commute:
S G(D)//
yC

i

??
∃!
⑧
⑧
⑧
⑧
⑧
⑧
In other words, if and only if there is an isomorphism
PSh(C)(i,G(D)) : PSh(C)(S,G(D)) → PSh(C)(yC,G(D)).
As F˜ ⊣ G, the above is an isomorphism if and only if D(F˜ i,D) is invertible
for all D ∈ D, and this in turn is true if and only if F˜ i is invertible. 
Lemma 27 (Garner-Lin). If F : (C,MC) → (D,MD) is an M-functor
with (D,MD) cocomplete, then F˜ = LanyF is an M-functor.
Lemma 28. Let (C,MC) and (D,MD) be geometric M-categories, with
(C,MC) small and (D,MD) cocomplete. Let F : (C,MC) → (D,MD) be
an M-functor. Then F preserves unions of M-subobjects if and only if for
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all C ∈ C, F˜ takes covering sieves S ֌ yC in PSh(C) to isomorphisms in
D.
Proof. By the previous lemma, F˜ is a cocontinuous M-functor. This means
that for any covering sieve S → yC, and in particular, the covering sieve⋃
i∈I yCi → y
(⋃
i∈I Ci
)
from (3.1), we have
F˜
(⋃
i∈I
yCi
)
∼=
⋃
i∈I
F˜yCi ∼=
⋃
i∈I
FCi,
and so F˜µ :
⋃
i∈I FCi → F
(⋃
i∈I Ci
)
is an isomorphism if and only if F
preserves unions of M-subobjects. 
Theorem 29. Let (C,MC) and (D,MD) be geometric M-categories, with
(D,MD) cocomplete. Then the following is an equivalence of categories:
(−)◦ay : gMCocomp(ShM(C), (D,MD))→ gMCat((C,MC), (D,MD))
Proof. We first show that (−) ◦ay is essentially surjective on objects. From
[3], we know that the following is an equivalence of categories:
(−) ◦ y : MCocomp(PShM(C), (D,MD))→MCat((C,MC), (D,MD))
So for every F : (C,MC)→ (D,MD), there is a cocontinuous F˜ : PShM(C)→
(D,MD). But applying Lemmas 28, 26 and 25 in succession gives a cocon-
tinuous functor F˜ i : Sh(C) → D such that F˜ iay ∼= F , since F is geometric.
Now F˜ ◦ i is the composite of M-functors, and so (−) ◦ ay is essentially
surjective on objects. The fact (−) ◦ay is fully faithful follows from Lemma
25, and therefore (−) ◦ ay is an equivalence of categories. 
4. Free cocompletion of join restriction categories
In light of the 2-equivalence between gMCat and jrCats, we may now
use the previous result to give the free cocompletion of any join restriction
category. Indeed, this is what we will do in this section. But let us begin
with the definitions of a cocomplete restriction category, and cocomplete
join restriction category.
Definition 30 (Garner-Lin). A restriction category X is cocomplete if it is
split, its subcategory of total maps Total(X) is cocomplete, and the inclusion
Total(X) →֒ X preserves colimits. Also, a restriction functor F : X → Y is
called cocontinuous if the underlying functor Total(F ) : Total(X)→ Total(Y )
is cocontinuous. There is a 2-category rCocomp of cocomplete restriction
categories, cocontinuous restriction functors and restriction transformations.
Definition 31. A join restriction categoryX is cocomplete if it is cocomplete
as a restriction category. Also, a join restriction functor between join restric-
tion categories F : X→ Y is called cocontinuous if Total(F ) is cocontinuous.
There is a 2-category jrCocomp of cocomplete join restriction categories,
cocontinuous restriction functors and restriction transformations.
Observe that we have omitted the term “join” in describing the 1-cells
of jrCocomp. The reason for this is as follows. As Par and MTotal are
2-equivalences, every split join restriction category X may be rewritten as
X ∼= Par(Total(X),MX), whereMX are the restriction monics inX [1]. So if
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F : X→ Y is a cocontinuous restriction functor between split join restriction
categories, then MTotal(F ) from (Total(X),MX) to (Total(Y),MY) is a
cocontinuous M-functor. But since cocontinuous M-functors preserve joins
of M-subobjects, it follows that F ∼= Par(MTotal(F )) is a join restriction
functor by Proposition 14.
We now describe the free cocompletion of any join restriction restriction
category. Recall from [1] that the inclusion rCats →֒ rCat has a left biad-
joint Kr, and the unit of this biadjoint J at X is a restriction functor from
X to Kr(X). It is easy to check that if X is a join restriction category, then
so is Kr(X). Also, the fact jrCocomp and gMCocomp are 2-equivalent
follows from their definitions. So consider the following solid diagram:
jrCat jrCats
Kr //
_?
oo ⊥ gMCat
MTotal //
Par
oo ≃
gMCocomp.
ShM
✤
✤
✤
✤
✤
V
OO
jrCocomp
MTotal //
Par
oo ≃
✤
✤
✤
✤
✤
U
OO
Now let X be a small join restriction category. By Theorem 29, the forget-
ful 2-functor V has a left biadjoint at any small geometricM-category, as in-
dicated by the dotted arrow above. It follows that U also has a left biadjoint
at any small join restriction category X given by Par(ShM(MTotal(X))).
Therefore, the following exhibits the codomain as the free join restriction
cocompletion of X:
(4.1)
ηX : X
J
−→ Kr(X)
∼=
−→ Par(MTotal(Kr(X)))
Par(ay)
−−−−→ Par(ShM(MTotal(Kr(X)))),
in the sense that the following is an equivalence of categories:
(4.2)
(−) ◦ ηX : jrCocomp(Par(ShM(MTotal(Kr(X)))), E) → jrCat(X, E).
However, as we shall see in the next section, we may express the free cocom-
pletion of any join restriction category in a simpler form via the notion of
join restriction presheaves.
5. Equivalence between sheaves and join restriction presheaves
We saw in the previous section that the free cocompletion of any join
restriction category may be given by the partial map category of sheaves on
some site. The aim of this section will be to present an equivalent category
which is also the free cocompletion of any join restriction category. In order
to do this, we need objects in this category to correspond with sheaves on
Total(Kr(X)). In particular, we need a corresponding notion of a matching
family, and also that of amalgamation.
[3] showed that the free cocompletion of a restriction category can be
described in terms of restriction presheaves, the definition of which is given
below (Definition 32). As it turns out, the corresponding object we need is
a presheaf over a join restriction category (Definition 36), which is equipped
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with its own notion of compatibility and join. The corresponding notions
of matching families and amalgamation in a join restriction presheaf may
then be described as follows. Instead of a matching family for a covering
sieve, we have a compatible family of elements of the restriction presheaf,
and instead of a unique amalgamation of such a matching family, we have
a join of compatible families. These join restriction presheaves form a join
restriction category, and we will show that this category is equivalent to
some partial map category of sheaves, and hence show that it is indeed the
free cocompletion of any join restriction category.
Let us recall the definition of a restriction presheaf.
Definition 32 (Garner-Lin). Let X be a restriction category. A restriction
presheaf over X is a presheaf P : Xop → Set equipped with a family of maps
{FA}A∈X
FA : PA→ X(A,A), x 7→ x¯
with each x¯ being a restriction idempotent satisfying the following condi-
tions:
(RP1) x · x¯ = x;
(RP2) x · f¯ = x¯ ◦ f¯ ;
(RP3) x¯ ◦ g = g ◦ x · g.
For any restriction category X, there is a restriction category called
PShr(X), the objects of which are restriction presheaves on X, and the
morphisms are natural transformations. In fact, PShr(X) is a restriction
category where the restriction on α : P ⇒ Q is defined componentwise at
A ∈ X by αA(x) = x · αA(x).
Recall that any presheaf P over an ordinary category C may be regarded
as a profunctor from the terminal category 1 toC, or as a bifunctor P : Cop×
1→ Set. Further recall that the collage of this P : Cop× 1→ Set, denoted
here by P˜ , is a category whose objects are the disjoint union of the objects
of C and ⋆, where ⋆ is the only object in 1 [8]. Its hom-sets are defined as
follows:
P˜ (⋆, ⋆) = 1(⋆, ⋆) = 1⋆;
P˜ (A,B) = C(A,B);
P˜ (A, ⋆) = P (A, ⋆);
P˜ (⋆,A) = ∅.
If P : Xop → Set is a restriction presheaf, then its collage maybe given a
canonical restriction structure. Conversely, if the collage of P : Xop → Set
is a restriction category, then P may also be given a restriction structure,
making it a restriction presheaf. Therefore, the following two results from
[3] follow automatically from their analogues in [1].
Lemma 33. If X is a restriction category, and P is a restriction presheaf
on X, then for all A ∈ X, x ∈ PA and maps g : B → A, we have
g¯ ◦ x · g = x · g
and
x¯ ◦ g = x · g.
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Note that for all A ∈ X, the set PA also has a partial ordering given by
x ≤ y if and only if x = y · x¯. As in the case of join restriction categories,
we may define compatibility between elements of the same set PA.
Definition 34. Let X be a restriction category and P be a restriction
presheaf over X. For any A ∈ X, we say that x, y ∈ PA are compatible if
x · y¯ = y · x¯, and denote this by x ⌣ y.
We now present two analogous lemmas (see Lemma 3) which follow from
the definition of compatibility.
Lemma 35. Let X be a restriction category and P a restriction presheaf
over X. Let A ∈ X and x, y ∈ PA. Then
(1) x ≤ y implies x ⌣ y, and
(2) x ⌣ y and x¯ = y¯ implies x = y.
The proof is essentially the same as for Lemma 3. Again, it is the partial
ordering which allows us to define the notion of a join restriction presheaf
over a join restriction category.
Definition 36. Let X be a join restriction category. A join restriction
presheaf on X is a restriction presheaf P : Xop → Set such that for all
A ∈ X and all compatible subsets S ⊂ PA, the join
∨
s∈S s exists with
respect to the partial ordering on PA, and satisfies the following conditions:
(JRP1)
∨
s∈S s =
∨
s∈S s¯;
(JRP2)
(∨
s∈S s
)
· g =
∨
s∈S(s · g)
for all g : B → A and x ∈ PA. Denote by PShjr(X), the full subcategory of
PShr(X) with join restriction presheaves as its objects.
Again, as in the case of restriction presheaves, it is not difficult to see
that a presheaf P : Xop → Set is a join restriction presheaf if and only if
its collage is a join restriction category. Therefore, as with the case for join
restriction categories [5, Lemma 3.1.8], the following proposition holds.
Proposition 37. Let X be a join restriction category, and let P be a join
restriction presheaf. Then for all A ∈ X, x ∈ PA and compatible T ⊂
X(B,A),
x ·
(∨
t∈T
t
)
=
∨
t∈T
(x · t).
5.1. Join restriction category of join restriction presheaves. We
know that for any restriction categoryX, the category of restriction presheaves
on X, PShr(X), is a restriction category. Now suppose X is a join restric-
tion category. By definition, PShjr(X) is a restriction category. However,
we will show that PShjr(X) is in fact also a join restriction category.
Lemma 38. Let X be a join restriction category, and P,Q join restriction
presheaves on X. Let S be a compatible set of pairwise natural transform-
ations from P to Q. Then the natural transformation
∨
α∈S α defined as
follows: (∨
α∈S
α
)
A
(x) =
∨
α∈S
αA(x)
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is the join of S, and furthermore, satisfies conditions (J1) and (J2).
Proof. We first have to show that
∨
α∈S α is well-defined. That is, for all
α, β ∈ S, αA(x)βA(x) = βA(x)αA(x) (for all A ∈ X and x ∈ PA). But this
follows by definition of restriction in PShr(X) and the naturality of α and
β. It is also natural since for all g : B → A,[(∨
α∈S
α
)
A
(x)
]
·g =
(∨
α∈S
αA(x)
)
·g =
∨
α∈S
(αA(x) · g) =
∨
α∈S
αA(x·g) =
(∨
α∈S
α
)
A
(x·g)
using the fact Q is a join restriction presheaf, and the naturality of α ∈ S.
To show that
∨
α∈S α really is the join, we have to show α
′ ≤
∨
α∈S α for all
α′ ∈ S, or equivalently, α′A(x) =
(∨
α∈S α
)
A
(
α′A(x)
)
. But this is true as(∨
α∈S
α
)
A
(
α′A(x)
)
=
(∨
α∈S
α
)
A
(
x · α′A(x)
)
=
[(∨
α∈S
α
)
A
(x)
]
· α′A(x)
=
[∨
α∈S
αA(x)
]
· α′A(x) =
(
α′A(x) · α
′
A(x)
)
∨
∨
α6=α′
αA(x) · α′A(x)
= α′A(x) ∨
∨
α6=α′
α′A(x) · αA(x) = α
′
A(x)
by compatibility and the fact α′A(x) · αA(x) ≤ α
′
A(x). Also, if α ≤ β for all
α ∈ S, then
∨
α∈S α ≤ β since
βA
(∨
α∈S
α
A
(x)
)
= βA
(
x ·
∨
α∈S
αA(x)
)
= βA(x) ·
∨
α∈S
αA(x) =
∨
α∈S
βA(x) · αA(x)
=
∨
α∈S
αA(x) =
(∨
α∈S
α
)
A
(x).
Therefore, for any compatible set of natural transformations S = {α : P ⇒
Q},
∨
α∈S α as defined previously is the join of S.
To see that this join satisfies (J1), simply replace β above by the identity.
To see that (J2) is satisfied, let γ : R⇒ P be a natural transformation and
observe that(∨
α∈S
α
)
A
(γA(x)) =
∨
α∈S
αA(γA(x)) =
∨
α∈S
(αγ)A(x) =
(∨
α∈S
αγ
)
A
(x).
Therefore, the natural transformation
∨
α∈S α defined as above really is the
join of any compatible S ⊂ PShr(X)(P,Q), and furthermore, satisfies condi-
tions (J1) and (J2). 
The following proposition follows directly from Lemma 38.
Proposition 39 (Join restriction category of join restriction presheaves).
Let X be a join restriction category. Then PShjr(X) is a join restriction
category, with joins defined componentwise as in Lemma 38 for any compat-
ible subset S ⊂ PShjr(X)(P,Q).
The following are some properties of morphisms in PShjr(X).
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Proposition 40. Let X be a join restriction category, and let α : P ⇒ Q be
a morphism in PShjr(X). Let A ∈ X and S ⊂ PA be compatible. Then the
set αA(S) = {αA(x) | x ∈ PA} is also compatible. In addition, if x, y ∈ PA
with x ≤ y, then αA(x) ≤ αA(y).
Proof. Let x, y ∈ S, and observe that it is enough to show that αA(x) ·
αA(y) = αA(y · x¯) (by interchanging x and y and using the fact x ⌣ y).
Since αA(y) ≤ y¯ (as αA(y) = αA(y · y¯)), we have
αA(x) · αA(y) = αA
(
x · αA(y)
)
= αA
(
x ·
(
y¯ ◦ αA(y)
))
= αA
(
(y · x¯) · αA(y)
)
= αA (α¯A(y)) · x¯ = αA(y) · x¯ = αA(y · x¯).
Hence, αA(S) is compatible if S is compatible.
Now if x ≤ y, then
αA(x) = αA(x)·αA(x) = αA(y·x¯)·αA(x) = αA(y)·
(
αA(x) ◦ x¯
)
= αA(y)·αA(x)
since αA(x) ≤ x¯. Therefore, x ≤ y implies αA(x) ≤ αA(y). 
Proposition 41. Let α : P ⇒ Q be a morphism in PShjr(X). Let A ∈ X,
and let S ⊂ PA be compatible. Then
αA
(∨
x∈S
x
)
=
∨
x∈S
αA(x).
In other words, components of natural transformations preserve joins.
Proof. To prove equality, we will show they are compatible, and then show
that their restrictions are equal. Now by definition, x ≤
∨
x∈S x, which
means αA(x) ≤ αA
(∨
x∈S x
)
by Proposition 5.1. Therefore,
∨
x∈S αA(x) ≤
αA
(∨
x∈S x
)
, and hence
∨
x∈S αA(x)⌣ αA
(∨
x∈S x
)
.
To show that their restrictions are equal, we first show α¯A
(∨
x∈S x
)
=∨
x∈S α¯A(x). This is true since
α¯A
(∨
x∈S
x
)
=
(∨
x∈S
x
)
· αA

∨
y∈S
y

 = ∨
x∈S
x · αA

∨
y∈S
y

 = ∨
x∈S
x ·

αA

∨
y∈S
y

 ◦ x¯


=
∨
x∈S
x · αA

∨
y∈S
y

 · x¯ = ∨
x∈S
x · αA

∨
y∈S
y · x¯


=
∨
x∈S
x · αA

x · x¯ ∨ ∨
y 6=x
y · x¯

 = ∨
x∈S
x · αA

x ∨ ∨
y 6=x
x · y¯


=
∨
x∈S
x · αA(x) =
∨
x∈S
α¯A(x).
Observing that αA(x) = α¯A(x), we then have
αA
(∨
x∈S
x
)
= αA
(∨
x∈S
x
)
=
∨
x∈S
α¯A(x) =
∨
x∈S
αA(x),
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which means the restrictions of αA
(∨
x∈S x
)
and
∨
x∈S αA(x) are equal.
Therefore, as αA
(∨
x∈S x
)
and
∨
x∈S αA(x) are compatible, they must be
equal. 
Having introduced join restriction presheaves, our next goal is to show
that for any small geometricM-category (C,M), Par(ShM(C)) and PShjr(Par(C,M))
are equivalent as join restriction categories. Recall that for anyM-category
(C,M), there was an equivalence ofM-categories F : PShM(C)→MTotal(PShr(Par(C,M))),
which on objects, takes presheaves P on C to presheaves P˜ on Par(C,M),
with P˜ (X) = {(m, f) | m ∈ M, f ∈ P (domm)} for all X ∈ Par(C,M) [3].
By the fact that MCat and rCats are 2-equivalent, we then have an equi-
valence of restriction categories L : Par(PShM(C))→ PShr(Par(C,M)) (the
transpose of F ). Explicitly, L = Φ−1
PShr(Par(C,M))
◦Par(F ), where ΦPShr(Par(C,M))
is the unit of the 2-equivalence between MCat and rCats. We will show
that this equivalence L restricts back to an equivalence between join restric-
tion categories Par(ShM(C)) and PShjr(Par(C,M)).
However, let us first establish the following facts.
Lemma 42. Let (C,M) be a small geometricM-category. Then Par(Sh(C),MSh(C))
is a full subcategory of Par(PSh(C),MPSh(C)).
Proof. Let P and Q be sheaves on C, and consider a morphism iP
µ
←− R
τ
−→
iQ in Par(PShM(C)). We need to find a morphism P
µ′
←− R′
τ ′
−→ Q in
Par(ShM(C)) such that (iµ
′, iτ ′) = (µ, τ). However, as this will be true if
MPSh(C)-subobjects of sheaves are sheaves, this is what we will prove.
So let {ai : Ci → C}i∈I be a basic cover of C ∈ C, and let R be an
MPSh(C)-subobject of P , where P is a sheaf. Consider the subfunctor i : S ֌
yC, where S is the covering sieve generated by our basic cover, and let
α : S ⇒ R be any natural transformation. Since P is a sheaf, there exists
a unique extension γ : yC ⇒ P making the outer square of the following
diagram commute:
yC P.γ❴❴ //❴❴
yD

ym

Rβ //

µ′

S
α
''❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖
❄
❄
❄
❄
❄
❄
i
✴
✴✴
✴✴
✴✴
✴✴
✴✴
✴✴
✴✴
✴✴
✴✴
✴✴
Now pulling back µ′ : R֌ P along this unique extension γ induces a unique
map S ⇒ yD. But the fact S is the covering sieve generated by our basic
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cover means that the following diagram commutes for every i ∈ I:
Ci
C.
ai
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄
D// //
m
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
Since SubM(C) is a complete Heyting algebra, taking the join of {ai}i∈I
means we have 1 =
∨
i∈I ai ≤ m, or m = 1. In other words, the map ym
is invertible, and so for every natural transformation, S ⇒ R, there exists
an extension yC ⇒ R given by the composite β ◦ (ym)−1. However, as
R is a subobject of a sheaf, and therefore separated, this implies that this
extension is in fact unique. Hence, R is a sheaf and Par(ShM(C)) is a full
subcategory of Par(PShM(C)). 
Theorem 43. Let (C,M) be a small geometricM-category. Then Par(ShM(C))
and PShjr(Par(C,M)) are equivalent as join restriction categories.
Proof. Since Par(ShM(C)) is a full subcategory of Par(PShM(C)) for any
geometric M-category (C,M) (Lemma 42), let us consider the following
solid diagram:
Par(PShM(C)) PShr(Par(C,M)).
L
//
Par(ShM(C))
 _

PShjr(Par(C,M))
L′ //❴❴❴❴❴
 _

We wish to show L restricts to a functor L′ : Par(ShM(C))→ PShjr(Par(C,M))
making the above diagram commute, and that L′ is an equivalence of join
restriction categories. We will begin by showing that L′ is well-defined; that
is, given a sheaf P : Cop → Set, we have to show Par(F )(P ) = F (P ) =
P˜ : Par(C,M)op → Set is a join restriction presheaf.
So let X ∈ Par(C,M) and suppose {(mi, fi)}i∈I is a compatible family
of maps. That is, fi ·mji = fj ·mij for any pair i, j ∈ I, where mji is the
pullback of mj along mi. Since Par(C,M) is a join restriction category by
assumption, we may take the colimit {ai}i∈I of the matching diagram for
{mi}i∈I . Let µ be the induced map from this colimit.
Now the condition fi ·mji = fj ·mij for all i, j ∈ I implies that {fi}i∈I is
a matching family for the basic cover {ai}i∈I . But because P is a sheaf, this
implies the existence of a unique amalgamation γ such that γ ·mi = fi for
all i ∈ I. So define the join of {(mi, fi)}i∈I to be (µ, γ · µ). It is then easy
but tedious to check that the join restriction presheaf axioms hold, which
means that L′ is well-defined.
Since Par(ShM(C)) and PShjr(Par(C,M)) are both full subcategories, it
also follows that L′ makes the above diagram commute. In addition, as L is
an equivalence of categories, this makes L′ fully faithful, and so it remains
to show that L′ is essentially surjective on objects, and that L′ is a join
restriction functor.
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To show L′ is essentially surjective, recall from [3] that there is an equival-
ence G : PShr(Par(C,M)) → Par(PShM(C)) of restriction categories, with
FG ∼= 1. On objects, G maps restriction presheaves P : Par(C,M)op → Set
to presheaves P˙ : Cop → Set, with P˙ (X) = {x | x ∈ PX, x¯ = (1, 1)} and
P˙ (f) = P (1, f). So if we can show that G maps join restriction presheaves
to sheaves on C, then L′ will be essentially surjective on objects.
So let P be a join restriction presheaf on Par(C,M), and consider the
presheaf P˙ : Cop → Set. Let R = {ai : Ci → C}i∈I be a basic cover of C,
and let {fi ∈ P˙ (Ci)}i∈I be a matching family for R. That is, fi · πj = fj · πi
for all i, j ∈ I, where πi, πj are the pullbacks below:
Cj C.aj
//
CiCj
πi

Ci
πj //
ai

Note that πi, πj ∈ M. Now P˙ will be a sheaf if we can find a unique
x ∈ P˙ (C) such that x · ai = fi. We will show that x =
∨
i∈I fi · (ai, 1) is the
unique amalgamation of {fi}i∈I . However, first we must show that such a
join exists by showing fi · (ai, 1)⌣ fj · (aj, 1) for all i, j ∈ I. Now using the
fact fi · πj = fj · πi if and only if fi · (1, πj) = fj · (1, πi) and fi = (1, 1) for
all i ∈ I, we have
fi · (ai, 1) · fj · (aj , 1) = fi · (ai, 1) · fj ◦ (aj , 1) = fi · (ai, 1) · (aj, aj) = fi · (ajπi, πj)
= [fi · (1, πj)] · (ajπi, 1) = [fj · (1, πi)] · (ajπi, 1) = fj · (ajπi, πi)
= fj · (aiπj, πi) = fj · (aj , 1) · fi · (ai, 1).
So x =
∨
i∈I fi · (ai, 1) exists. To see that it is in P˙ (C), we have
x¯ =
∨
i∈I
fi · (ai, 1) =
∨
i∈I
fi ◦ (ai, 1) =
∨
i∈I
(ai, ai) = (1, 1).
We now check that x is an amalgation of {fi}i∈I . That is, x · aj = fj for
all j ∈ I, or equivalently, x · (1, aj) = fj. Now
x · (1, aj) =
[∨
i∈I
fi · (ai, 1)
]
· (1, aj) = fj · (aj , 1) · (1, aj) ∨
∨
i∈I−{j}
fi · (ai, 1) · (1, aj)
= fj ∨
∨
i∈I−{j}
fi · (πi, πj).
PRESHEAVES OVER A JOIN RESTRICTION CATEGORY 23
But
∨
i∈I−{j} fi · (πi, πj) ≤ fj since
fj ·
∨
i∈I−{j}
fi · (πi, πj) = fj ·
∨
i∈I−{j}
fi ◦ (πi, πj) = fj ·
∨
i∈I−{j}
(πi, πi)
= fj ·
∨
i∈I−{j}
(1, πi)(πi, 1) =
∨
i∈I−{j}
[fj · (1, πi)] · (πi, 1)
=
∨
i∈I−{j}
[fi · (1, πj)] · (πi, 1) =
∨
i∈I−{j}
fi · (πi, πj).
So x · (1, ai) = x · ai = fi for all i ∈ I, making x =
∨
i∈I fi · (ai, 1) an
amalgation of {fi}i∈I . It remains to show that such an x is unique.
So let y ∈ P˙ (C) satisfy the condition y · ai = y · (1, ai) = fi for all i ∈ I.
Then y ·(1, ai) = x ·(1, ai) implies
∨
i∈I y ·(1, ai)(ai, 1) =
∨
i∈I x ·(1, ai)(ai, 1),
which in turn implies x = y since
∨
i∈I(ai, ai) = (1, 1). Therefore, if P is
a join restriction presheaf on Par(C,M), then P˙ is a sheaf, and so L′ is
essentially surjective on objects.
Finally, to show that L′ is a join restriction functor, note that L′ is a re-
striction functor as L is a restriction functor. Furthermore, Total(L′) : Sh(C)→
Total(PShjr(Par(C,M))) is an equivalence of categories, with pseudo-inverse
given by Total(G) restricted back to Total(PShjr(Par(C,M))). Therefore, as
Total(L′) is cocontinuous, L′ must be a join restriction functor, and hence
Par(ShM(C)) and PShjr(Par(C,M)) are equivalent as join restriction cat-
egories. 
Corollary 44. For any small join restriction category X, the Yoneda embed-
ding yjr : X
op → PShjr(X) exhibits the category of join restriction presheaves
PShjr(X) as its free cocompletion, in the sense that the functor
(−) ◦ yjr : jrCocomp(PShjr(X), E)→ jrCat(X, E)
is an equivalence of categories for any cocomplete join restriction category
E.
Proof. The composite
X
J
−→ Kr(X)
∼=
−→ Par(MTotal(Kr(X)))
Par(ay)
−−−−→ Par(ShM(MTotal(Kr(X))))
≃
−→ PShjr(X)
from (4.1) is naturally isomorphic to yjr by the same argument as presented
in [3, Theorem 4.12]. Since precomposition with (4.2) is an equivalence of
categories, it follows that precomposition with yjr is also an equivalence of
categories. 
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