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RESUMO
Atualmente, muitas aplicac¸o˜es na Internet seguem a polı´tica de manter alguns dados acessı´veis
ao pu´blico. Para isso e´ necessa´rio desenvolver um portal que seja robusto o suﬁciente para ga-
rantir que todas as pessoas possam acessa´-lo. Pore´m, as requisic¸o˜es feitas para recuperar dados
pu´blicos nem sempre veˆm de um ser humano. Empresas especializadas em Big data possuem
um grande interesse em fontes de dados pu´blicos para poder fazer ana´lises e previso˜es a partir
de dados atuais. Com esse interesse, Web Crawlers sa˜o implementados. Eles sa˜o responsa´veis
por consultar fontes de dados milhares de vezes ao dia, fazendo diversas requisic¸o˜es a um web-
site. Tal website pode na˜o estar preparado para um volume de consultas ta˜o grande em um
perı´odo ta˜o curto de tempo. Com o intuito de impedir que sejam feitas consultas por programas
de computador, as instituic¸o˜es que manteˆm dados pu´blicos investem em ferramentas chama-
das CAPTCHA (teste de Turing pu´blico completamente automatizado, para diferenciac¸a˜o entre
computadores e humanos). Essas ferramentas geralmente se tratam de imagens contendo um
texto qualquer e o usua´rio deve digitar o que veˆ na imagem. O objetivo do trabalho proposto
e´ realizar o reconhecimento de texto em imagens de CAPTCHA atrave´s da aplicac¸a˜o de redes
neurais convolucionais.
ABSTRACT
Currently many applications on the Internet follow the policy of keeping some data accessible
to the public. In order to do this, it’s necessary to develop a portal that is robust enough to
ensure that all people can access this data. But the requests made to recover public data may not
always come from a human. Companies specializing in Big data have a great interest in data
from public sources in order to make analysis and forecasts from current data. With this interest,
Web Crawlers are implemented. They are responsible for querying data sources thousands
of times a day, making several requests to a website. This website may not be prepared for
such a great volume of inquiries in a short period of time. In order to prevent queries to be
made by computer programs, institutions that keep public data invest in tools called CAPTCHA
(Completely Automated Public Turing test to tell Computers and Humans Apart). These tools
usually deal with images containing text and the user must enter what he or she sees in the
image. The objective of the proposed work is to perform the text recognition in CAPTCHA
images through the application of convolutional neural networks.
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11 INTRODUC¸A˜O
Redes neurais artiﬁciais cla´ssicas existem desde os anos 60, como fo´rmulas matema´ticas
e algoritmos. Atualmente os programas de aprendizado de ma´quina contam com diferentes
tipos de redes neurais. Um tipo de rede neural muito utilizado para processamento de imagens
e´ a rede neural convolucional de profundidade. O trabalho em questa˜o tratara´ da utilizac¸a˜o e
conﬁgurac¸a˜o de uma rede neural convolucional de profundidade para reconhecimento de textos
em imagens especı´ﬁcas de CAPTCHAs.
1.1 PROBLEMA
Com o aumento constante na quantidade de informac¸o˜es geradas e computadas atualmente,
percebe-se o surgimento de uma necessidade de tornar alguns tipos de dados acessı´veis a um
pu´blico maior. A ﬁm de gerar conhecimento, muitas instituic¸o˜es desenvolvem portais de acesso
para consulta de dados relevantes a cada pessoa. Esses portais, em forma de aplicac¸o˜es na
Internet, precisam estar preparados para receber diversas requisic¸o˜es e em diferentes volumes
ao longo do tempo.
Devido a popularizac¸a˜o de ferramentas e aplicac¸o˜es especializadas em Big data, empresas
de tecnologia demonstram interesse em recuperar grandes volumes de dados de diferentes fontes
pu´blicas. Para a captura de tais dados, Web crawlers sa˜o geralmente implementados para a
realizac¸a˜o de va´rias consultas em aplicac¸o˜es que disponibilizam dados pu´blicos.
Para tentar manter a integridade da aplicac¸a˜o, as organizac¸o˜es que possuem estas informac¸o˜es
requisitadas investem em ferramentas chamadas CAPTCHA (teste de Turing pu´blico comple-
tamente automatizado para diferenciac¸a˜o entre computadores e humanos). Essas ferramentas
frequentemente se tratam de imagens contendo um texto qualquer e o usua´rio precisa digitar o
que veˆ na imagem.
O trabalho de conclusa˜o de curso proposto tem a intenc¸a˜o de retratar a ineﬁcieˆncia de
algumas ferramentas de CAPTCHA, mostrando como redes neurais convolucionais podem ser
2aplicadas em imagens a ﬁm de reconhecer o texto contido nestas imagens.
1.2 OBJETIVOS
1.2.1 OBJETIVO GERAL
Analisar o treinamento e aplicac¸a˜o de redes neurais convolucionais de profundidade para o
reconhecimento de texto em imagens de CAPTCHA.
1.2.2 OBJETIVOS ESPECI´FICOS
• Estudar trabalhos correlatos e analisar o estado da arte;
• Entender como funciona cada aspecto na conﬁgurac¸a˜o de uma rede neural convolucional;
• Realizar o treinamento e aplicac¸a˜o de uma rede neural artiﬁcial para reconhecimento de
CAPTCHAs.
1.3 ESCOPO DO TRABALHO
O escopo deste trabalho inclui o estudo e ana´lise de uma rede neural convolucional de
profundidade para reconhecimento de texto em imagens de um CAPTCHA especı´ﬁco.
Na˜o esta´ no escopo do trabalho:
• Analisar outras formas de inteligeˆncia no reconhecimento de texto.
• O estudo, ana´lise ou implementac¸a˜o da aplicac¸a˜o de redes neurais convolucionais para
outros tipos de problemas.
• O estudo, ana´lise ou implementac¸a˜o de softwares do tipo “crawler” ou qualquer pro-
grama automatizado para recuperar quaisquer informac¸o˜es de websites pu´blicos.
• A ana´lise e comparac¸a˜o de diferentes te´cnicas ou paraˆmetros para otimizac¸a˜o de redes
neurais.
31.4 METODOLOGIA
Para realizar o proposto, foram feitas pesquisas em base de dados tais como IEE Xplo-
rer e ACM Portal. Adquirindo assim maior conhecimento sobre o tema, estudando trabalhos
relacionados.
Com base no estudo do estado da arte, foram feitas pesquisas e estudos para indicar cami-
nhos possı´veis para desenvolvimento da proposta de trabalho.
1.5 ESTRUTURA DO TRABALHO
Para uma melhor compreensa˜o e separac¸a˜o dos conteu´dos, este trabalho esta´ organizado
em 6 capı´tulos. Sendo este o capı´tulo 1 cobrindo a introduc¸a˜o ao tema, citando os objetivos e
explicando a proposta.
O capı´tulo 2 apresenta a fundamentac¸a˜o teo´rica, com as deﬁnic¸o˜es das abordagens de de-
senvolvimento de aprendizado de ma´quina e redes neurais. Tambe´m sa˜o apresentados alguns
conceitos de tipos de redes neurais.
No capı´tulo 3 esta´ a proposta de experimento a ser realizado. Assim como uma breve ideia
dos resultados esperados e a forma de avaliac¸a˜o dos mesmos.
O capı´tulo 4 conte´m as informac¸o˜es do desenvolvimento do treinamento da rede neural para
reconhecimento de imagens de CAPTCHA.
No capı´tulo 5 sa˜o apresentados os testes do treinamento da rede neural para reconhecimento
de imagens de CAPTCHA. Este capı´tulo tambe´m conte´m a apresentac¸a˜o dos dados obtidos
atrave´s das metodologias escolhidas no capı´tulo 4.
Por ﬁm, no capı´tulo 6 esta˜o as concluso˜es obtidas atrave´s dos resultados deste trabalho,
as vulnerabilidades que podem comprometer o acesso a` dados pu´blicos disponbilizados e as
sugesto˜es para trabalhos futuros relacionados.
42 FUNDAMENTAC¸A˜O TEO´RICA
2.1 APRENDIZADO DE MA´QUINA
Aprendizado de ma´quina, ouMachine Learning, e´ uma a´rea da computac¸a˜o que emergiu de
estudos relacionados ao reconhecimento de padro˜es e inteligeˆncia artiﬁcial. Nesta a´rea e´ con-
templado o estudo e implementac¸a˜o de algoritmos que conseguem aprender e fazer previso˜es
baseadas em dados. Esses algoritmos funcionam atrave´s da construc¸a˜o de um modelo preditivo.
Este modelo tem como entrada um conjunto de treinamento que possui dados de observac¸o˜es
em geral. Estas observac¸o˜es podem estar relacionadas a qualquer evento ou objeto, fı´sico ou vir-
tual. Desse modo as previso˜es sa˜o feitas com orientac¸a˜o aos dados, e na˜o a partir de instruc¸o˜es
esta´ticas de um programa.
2.2 REDES NEURAIS
Diante das ferramentas disponı´veis que tratam de aprendizado de ma´quina, uma delas e´ a
rede neural artiﬁcial.
Redes neurais artiﬁciais sa˜o conjuntos de modelos inspirados por redes neurais biolo´gicas,
usados para aproximar func¸o˜es que dependem de um nu´mero muito grande de entradas. De
acordo com Mackay[2], redes neurais geralmente sa˜o especiﬁcadas utilizando 3 artefatos:
• Arquitetura: Especiﬁca quais varia´veis esta˜o envolvidas na rede e quais as relac¸o˜es
topolo´gicas. Por exemplo, as varia´veis envolvidas em uma rede neural podem ser os
pesos das conexo˜es entre os neuroˆnios.
• Regra de atividade: A maioria dos modelos de rede neural tem uma dinaˆmica de ativi-
dade com escala de tempo curta. Sa˜o regras locais que deﬁnem como as “atividades” de
neuroˆnios mudam em resposta aos outros. Geralmente a regra de atividade depende dos
paraˆmetros da rede.
5• Regra de aprendizado: Especiﬁca o modo com que os pesos da rede neural muda con-
forme o tempo. O aprendizado normalmente toma uma escala de tempo maior do que a
escala referente a dinaˆmica de atividade. Normalmente a regra de aprendizado dependera´
das “atividades” dos neuroˆnios. Tambe´m pode depender dos valores que sa˜o objetivos
deﬁnidos pelo usua´rio e valores iniciais dos pesos.
Tomando imagens como exemplo, uma rede neural para reconhecimento de texto pode ter
como entrada o conjunto de pixels1 da imagem. Depois de serem atribuı´dos os pesos para
cada item da entrada, os pro´ximos neuroˆnios sera˜o ativados mediante a func¸a˜o de atividade pre´-
deﬁnida. Os pesos sa˜o recalculados atrave´s da regra de aprendizado e todo processo e´ repetido
ate´ uma condic¸a˜o determinada pelo usua´rio.
2.3 REGRESSA˜O LOGI´STICA MULTINOMIAL
Regressa˜o logı´stica multinomial e´ um me´todo de classiﬁcac¸a˜o que consiste em um modelo.
Este modelo e´ usado para prever probabilidades de varia´veis associadas a uma determinada
classe. As previso˜es sa˜o baseadas em um conjunto de varia´veis independentes. Para construir
este modelo, esta sec¸a˜o descreve as tarefas e ca´lculos principais que sa˜o utilizadas nesse me´todo.
2.3.1 CLASSIFICAC¸A˜O SUPERVISIONADA
Classiﬁcac¸a˜o e´ uma tarefa central para o aprendizado de ma´quina, e consiste em receber
uma entrada, como a imagem da letra “A” por exemplo, e rotula´-la como “classe A”. Geralmente
ha´ muitos exemplos da entidade que se deseja classiﬁcar. Esses exemplos, ja´ mapeados com seu
respectivo ro´tulo, sa˜o chamados de conjunto de treinamento. Apo´s o treinamento, o objetivo e´
descobrir em qual classe um exemplo completamente novo se encaixa.
E´ dito que esse aprendizado e´ supervisionado[3], pois cada exemplo recebeu um ro´tulo
durante o treinamento. Ja´ o aprendizado na˜o supervisionado na˜o conhece os ro´tulos de cada
exemplo, mas tenta agrupar os exemplos que possuem semelhanc¸a baseado em propriedades
u´teis encontradas ao longo do treinamento.
1pixel e´ o menor ponto que forma uma imagem digital, sendo que o conjunto de milhares de pixels formam
a imagem inteira. Cada Pixel e´ composto por um conjunto de 3 valores: quantidade de verde, quantidade de
vermelho e quantidade de azul.
62.3.2 CLASSIFICADOR LOGI´STICO
Um classiﬁcador logı´stico (geralmente chamado de regressa˜o logı´stica[3]) recebe como
entrada uma informac¸a˜o, como por exemplo os pixels de uma imagem, e aplica uma func¸a˜o
linear a eles para gerar suas predic¸o˜es. Uma func¸a˜o linear e´ apenas uma grande multiplicac¸a˜o de
matriz. Recebe todas as entradas como um grande vetor que sera´ chamado de “X”, e multiplica
os valores desse vetor com uma matriz para gerar as predic¸o˜es. Cada predic¸a˜o e´ como uma
pontuac¸a˜o, que possui o valor que indica o quanto as entradas se encaixam em uma classe de
saı´da.
WX+b=Y (2.1)
Na equac¸a˜o 2.1, “X” e´ como chamaremos o vetor das entradas, “W” sera˜o pesos e o termo
tendencioso (bias) sera´ representado por “b”. “Y” corresponde ao vetor de pontuac¸a˜o para cada
classe. Os pesos da matriz e o bias e´ onde age o aprendizado de ma´quina, ou seja, e´ necessa´rio
tentar encontrar valores para os pesos e para o bias que tera˜o uma boa performance em fazer
predic¸o˜es para as entradas.
2.3.3 INICIALIZAC¸A˜O DE PESOS XAVIER
Uma tarefa crucial para o sucesso na construc¸a˜o de redes neurais e´ a inicializac¸a˜o da matriz
de pesos. Geralmente os pesos sa˜o inicializados de maneira aleato´ria. No caso do trabalho
proposto, os valores sera˜o inicializados de forma aleato´ria seguindo uma regra de distribuic¸a˜o,
utilizando a inicializac¸a˜o de Xavier[4].
Se os pesos forem inicializados com um valor muito baixo, existe a possibilidade das
ativac¸o˜es da rede neural diminuı´rem ao passar por cada camada. Ja´ com uma inicializac¸a˜o
de valores muito altos para o peso, as ativac¸o˜es podem acabar crescendo demais ao longo das
camadas. A inicializac¸a˜o de Xavier garante que os pesos sera˜o inicializados na “medida certa”,
mantendo as ativac¸o˜es em uma variac¸a˜o razoa´vel de valores mediante va´rias camadas da rede
neural. A distribuic¸a˜o segue a seguinte fo´rmula:
Var(W) =
2
nin+nout
(2.2)
No qual W e´ a distribuic¸a˜o da inicializac¸a˜o para o peso em questa˜o, nin e´ o nu´mero de
neuroˆnios de entrada, e nout e´ o nu´mero de neuroˆnios de saı´da.
72.3.4 FUNC¸A˜O SOFTMAX
Como cada imagem pode ter um e somente um ro´tulo possı´vel, e´ necessa´rio transformar as
pontuac¸o˜es geradas pelo classiﬁcador logı´stico em probabilidades. E´ essencial que a probabili-
dade de ser a classe correta seja muito perto de 1.0 e a probabilidade para todas as outras classes
ﬁque perto de 0.0. Para transformar essas pontuac¸o˜es em probabilidades utiliza-se uma func¸a˜o
chamada Softmax[3]. Denotada na equac¸a˜o 2.3 por “S”.
S(yi) =
eyi
∑
j
ey j
(2.3)
O mais importante dessa fo´rmula e´ receber qualquer tipo de pontuac¸a˜o gerada por predic¸o˜es
e transforma´-la em probabilidades adequadas. Os valores dessas probabilidades sera˜o altos
quando a pontuac¸a˜o da classe for alta, e baixos quando a pontuac¸a˜o da classe for baixa. A soma
das probabilidades ﬁca igual a 1.
Ao ﬁnal do processo de aplicac¸a˜o da func¸a˜o linear e da func¸a˜o Softmax temos um vetor de
tamanho igual ao nu´mero de classes possı´veis. Em cada posic¸a˜o do vetor temos a probabilidade
para a classe referente a essa especı´ﬁca posic¸a˜o do vetor.
2.3.5 ONE-HOT ENCODING
Para facilitar o treinamento e´ preciso representar de forma matema´tica os ro´tulos de cada
exemplo que iremos alimentar a` rede neural. Cada ro´tulo sera´ representado por um vetor de
tamanho igual ao nu´mero de classes possı´veis, assim como o vetor de probabilidades. No
caso dos ro´tulos, sera´ atribuı´do o valor de 1.0 para a posic¸a˜o referente a classe correta daquele
exemplo e 0.0 para todas as outras posic¸o˜es. Essa tarefa e´ simples e geralmente chamada de
One-Hot Encoding. Com isso e´ possı´vel medir a eﬁcieˆncia do treinamento apenas comparando
dois vetores.
2.3.6 CROSS ENTROPY
O jeito mais comum em redes neurais de profundidade para medir a distaˆncia entre o vetor
de probabilidades e o vetor correspondente ao ro´tulo se chama cross entropy [3].
D(S,L) =−∑
i
Lilog(Si) (2.4)
8Na equac¸a˜o 2.4, o cross entropy e´ representado por “D” que e´ a distaˆncia. “S” e´ o vetor
de probabilidades vindo da func¸a˜o Softmax e “L” e´ o vetor referente ao ro´tulo do exemplo em
questa˜o.
2.3.7 TREINAMENTO
Com todas as tarefas e ca´lculos disponı´veis, resta descobrir os valores dos pesos e biases
mais adequados ao modelo de regressa˜o.
PERDA
Para cada valor aleato´rio de peso e bias, e´ possı´vel medir a distaˆncia me´dia para todas as
entradas do conjunto completo de treinamento e todos ro´tulos que esta˜o disponı´veis. Esse valor
e´ chamado de perda[3] do treinamento. Esta perda, que e´ a me´dia de cross entropy de todo
treinamento, e´ uma func¸a˜o grande e custosa.
L=
1
N
∑
i
D(S(WXi+b),Li) (2.5)
Na equac¸a˜o 2.5, cada exemplo no conjunto de treinamento e´ multiplicado por uma grande
matriz “W”, e em seguida todos os valores sa˜o somados.
O objetivo e´ que as distaˆncias sejam minimizadas, o que signiﬁca que a classiﬁcac¸a˜o esta´
funcionando para todos os exemplos dos dados de treinamento. A perda nada mais e´ que uma
func¸a˜o em relac¸a˜o aos pesos e biases. Assim e´ necessa´rio tentar minimizar essa func¸a˜o, tor-
nando um problema de aprendizado de ma´quina em um problema de otimizac¸a˜o nume´rica.
2.3.8 OVERFITTING
Segundo Goodfellow[3], no aprendizado de ma´quina ha´ dois desaﬁos centrais para os pes-
quisadores: underfitting e overfitting.
Underfitting acontece quando o modelo na˜o esta´ apto para obter um valor de perda suﬁci-
entemente baixo com o conjunto de dados de treinamento. Isso varia de acordo com o problema
que se esta´ querendo resolver.
Ja´ o overfitting ocorre quando a diferenc¸a e´ muito grande entre o valor de perda para o
conjunto de treinamento e o valor de perda para o conjunto de teste. E´ possı´vel controlar se um
modelo ﬁca mais propenso ao overfit ou ao underfit alterando sua capacidade. Informalmente, a
9capacidade de um modelo e´ sua habilidade de se encaixar em uma grande variedade de func¸o˜es.
Modelos com baixa capacidade tera˜o mais trabalho para se encaixar em um conjunto de dados,
enquanto modelos com alta capacidade podem se encaixar muito bem e acabar memorizando
propriedades do conjunto de treinamento que na˜o servem para o conjunto de teste.
2.3.9 ME´TODO DO GRADIENTE
O jeito mais simples de otimizac¸a˜o nume´rica e´ alcanc¸ado utilizando o me´todo do gradiente
(ou Gradient Descent em ingleˆs) [3].
w← w−α∆wL (2.6)
b← b−α∆bL (2.7)
De acordo com as equac¸o˜es 2.6 e 2.7, este me´todo calcula a derivada da func¸a˜o de perda em
relac¸a˜o a cada peso(w) e cada bias(b), assim computando um novo valor para essas varia´veis e
indo na direc¸a˜o oposta a` derivada.
Para o treinamento funcionar esse processo sera´ executado dezenas ou centenas de vezes
ate´ encontrar os valores ideais de pesos e biases.
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Figura 1: Utilizac¸a˜o do me´todo do gradiente mediante a func¸a˜o de perda.
Na ﬁgura 1, os cı´rculos da imagem representam a func¸a˜o de perda quando ha´ apenas dois
paraˆmetros de peso como exemplo, a func¸a˜o sera´ maior em algumas a´reas e menor em outras.
Tentaremos encontrar os pesos que fazem com que a perda seja reduzida. Portanto o me´todo do
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Gradiente ira´ calcular a derivada da perda em relac¸a˜o aos paraˆmetros de peso e dar um passo na
direc¸a˜o oposta (x0,x1, ...,xn), que signiﬁca calcular novos pesos para minimizar a perda.
2.4 APRENDIZADO EM PROFUNDIDADE
O aprendizado em profundidade permite que modelos computacionais compostos por mu´ltiplas
camadas de processamento possam aprender representac¸o˜es de dados com mu´ltiplos nı´veis de
abstrac¸a˜o[5]. Essa te´cnica de aprendizado comec¸ou a ﬁcar mais famosa depois de dois adventos
especı´ﬁcos da computac¸a˜o: a gerac¸a˜o de enormes volumes de dados e a utilizac¸a˜o de Graphic
Processing Units (GPUs) para propo´sitos gerais (GPGPU).
A soluc¸a˜o de Deep learning permite que computadores aprendam a partir de experieˆncias e
entendam o mundo em termos de uma hierarquia de conceitos, com cada conceito deﬁnido por
sua relac¸a˜o com conceitos mais simples. Juntando conhecimento de experieˆncia, essa aborda-
gem evita a necessidade de ter operadores humanos especiﬁcando formalmente todo o conheci-
mento que o computador precisa. A hierarquia de conceitos permite que o computador aprenda
conceitos complexos construindo-os a partir de conceitos mais simples. Ao desenhar um gra´ﬁco
que mostra como esses conceitos sa˜o construı´dos em cima de outros, o gra´ﬁco ﬁca profundo,
com muitas camadas. Por esta raza˜o, essa abordagem para IA e´ chamada de Aprendizado em
profundidade[3].
2.4.1 OTIMIZAC¸A˜O COM SGD
O algoritmo SGD (do ingleˆs, Stochastic Gradient Descent)[3] e´ uma pec¸a chave de Deep
learning. Praticamente todo o aprendizado em profundidade e´ alimentado por esse algoritmo.
O problema do me´todo do Gradiente visto anteriormente esta´ na diﬁculdade de escalabilidade
do mesmo. Para cada vez que e´ calculada a perda do modelo, um computador pode levar em
torno de 3 vezes esse tempo para calcular o gradiente.
Como foi dito anteriormente, um ponto crucial do aprendizado em profundidade e´ a utilizac¸a˜o
de uma grande quantidade de dados. Visto o tempo e a ineﬁcieˆncia do me´todo do Gradiente, no
algoritmo SGD e´ feita uma adaptac¸a˜o para realizar o treinamento sobre um conjunto de dados
maior. Ao inve´s de calcular a perda, sera´ calculada uma estimativa dessa perda. Esta estimativa
sera´ feita baseada na perda calculada para uma pequena parte do conjunto de dados do treina-
mento. Essa pequena frac¸a˜o tera´ entre 1 e 1000 exemplos dos dados e precisa ser escolhida
aleatoriamente do conjunto de treinamento. Utilizando este me´todo, a perda pode aumentar em
alguns momentos, mas isto sera´ compensado pois sera´ possı´vel executar esse processo muito
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mais vezes do que com o me´todo do Gradiente comum. Ao longo do tempo, executar esses
procedimentos por milhares ou milho˜es de vezes e´ muito mais eﬁciente do que utilizar somente
o me´todo do Gradiente.
2.4.2 MOMENTUM
Em cada iterac¸a˜o do processo de treinamento, sera´ tomado um passo bem pequeno em
uma direc¸a˜o aleato´ria que seria a mais indicada para diminuir a perda. Ao agregar todos esses
passos chegamos na func¸a˜o com perda mı´nima. E´ possı´vel tomar vantagem do conhecimento
acumulado de passos anteriores para saber qual direc¸a˜o tomar. Um jeito barato de fazer isto e´
manter uma me´dia mo´vel2 de todos os gradientes e usar essa me´dia mo´vel ao inve´s da direc¸a˜o
do atual conjunto de dados. Essa te´cnica e´ chamada de momentum [3] e geralmente leva a uma
convergeˆncia melhor.
2.4.3 DECLI´NIO DA TAXA DE APRENDIZADO
Como foi dito anteriormente, em cada etapa do processo de treinamento e´ tomado um pe-
queno passo em direc¸a˜o a minimizac¸a˜o da perda. A taxa de aprendizado e´ o paraˆmetro que
diz o qua˜o pequeno e´ esse passo. Existe uma a´rea inteira de pesquisa sobre essa taxa, e os
melhores resultados indicam que e´ mais apropriado decair a taxa de aprendizado ao longo do
treinamento. Neste trabalho sera´ aplicado um declı´nio exponencial a` taxa de aprendizado[6].
2.4.4 RELU
Modelos lineares sa˜o simples e esta´veis numericamente, mas podem se tornar ineﬁcientes
ao longo do tempo. Portanto, para adicionar mais camadas ao modelo sera´ necessa´rio introdu-
zir alguns ca´lculos na˜o lineares entre camadas. Em arquiteturas de profundidade, as func¸o˜es
de ativac¸a˜o dos neuroˆnios se chamam Rectified Linear Units (ReLUs)[3], e sa˜o capazes de in-
troduzir os ca´lculos necessa´rios aos modelos que possuem mais de uma camada. Essas sa˜o as
func¸o˜es na˜o lineares mais simples que existem. Elas sa˜o lineares (y = x) se x e´ maior que 0,
sena˜o ﬁcam iguais a 0 (y = 0). Isso simpliﬁca o uso de backpropagation e evita problemas de
saturac¸a˜o, fazendo o aprendizado ﬁcar muito mais ra´pido.
2Me´dia mo´vel e´ um ca´lculo que analisa pontos de dados criando se´ries de me´dias de diferentes subconjuntos
de um conjunto completo de dados.
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Figura 2: Comparac¸a˜o de func¸o˜es de ativac¸a˜o.
CAMADA OCULTA
Como as unidades ReLU na˜o precisam de paraˆmetros e na˜o sa˜o observa´veis fora da rede,
a introduc¸a˜o dessas unidades entre camadas do modelo e´ chamada de camada oculta e pode
possuir quantas unidades forem necessa´rias para uma melhor performance.
2.4.5 BACKPROPAGATION
Backpropagation[3] e´ um me´todo que faz o ca´lculo de derivadas de func¸o˜es complexas
eﬁcientemente, contanto que estas func¸o˜es sejam feitas de func¸o˜es menores que possuem deri-
vadas simples.
REGRA DA CADEIA
Um motivo de construir uma rede juntando operac¸o˜es simples e´ que torna a matema´tica
muito mais simples. Com a regra da cadeia e´ possı´vel concluir que para calcular a derivada de
func¸o˜es compostas, precisamos apenas calcular o produto das derivadas dos componentes.
Utilizando o me´todo da cadeia, a maioria dos frameworks de aprendizado de ma´quina im-
plementa o conceito de backpropagation automaticamente para o usua´rio. Assim e´ possı´vel
reutilizar dados pre´-calculados e potencializar a eﬁcieˆncia do processo de treinamento.
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2.4.6 REGULARIZAC¸A˜O
Regularizar signiﬁca aplicar restric¸o˜es artiﬁciais em sua rede que fazem com que o nu´mero
de paraˆmetros livres reduza e isso na˜o aumente a diﬁculade para otimizar. Essa e´ uma das
formas de previnir o overfitting no modelo, pois e´ adicionado um fator externo que torna a rede
mais ﬂexı´vel.
REGULARIZAC¸A˜O COM L2
A ideia e´ adicionar um termo a mais a` perda, o que gera uma penalidade em pesos maiores.
Essa regularizac¸a˜o e´ atingida adicionando a norma L2 [3] dos pesos a perda, multiplicada por
uma constante (β ) de valor baixo. Esta constante sera´ mais um paraˆmetro que sera´ necessa´rio
fornecer ao modelo para o treinamento.
L′ = L+β
1
2
‖W‖22 (2.8)
2.4.7 DROPOUT
Outra forma de regularizac¸a˜o que previne o overfitting e´ o dropout[7]. Supondo que temos
uma camada conectada a` outra em uma rede neural, os valores que va˜o de uma camada para
a pro´xima podem se chamar de ativac¸o˜es. No dropout, sa˜o coletadas todas as ativac¸o˜es e
aleatoriamente, para cada exemplo treinado, e´ atribuı´do o valor 0 para metade desses valores.
Basicamente metade dos dados que esta˜o ﬂuindo pela rede neural e´ destruı´da aleatoriamente.
Figura 3: Exemplo da tarefa realizada por uma camada de dropout.
A ﬁgura 3 tenta dar um exemplo em que metade dos pesos sa˜o excluı´dos. A te´cnica de
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dropout faz com que a rede nunca dependa de nenhuma ativac¸a˜o estar presente, pois ela pode ser
destruı´da a qualquer momento. Por ﬁm a rede neural e´ obrigada a aprender uma representac¸a˜o
redundante de tudo para ter certeza que pelo menos alguma informac¸a˜o permanec¸a. Algumas
ativac¸o˜es sera˜o removidas, mas sempre havera´ uma ou mais ativac¸o˜es que fazem o mesmo
trabalho e na˜o sera˜o removidas.
2.5 REDES NEURAIS CONVOLUCIONAIS DE PROFUNDIDADE
Redes neurais convolucionais de profundidade (CNNs) sa˜o a primeira abordagem verdadei-
ramente bem sucedida de aprendizado em profundidade onde muitas camadas de uma hierarquia
sa˜o treinadas com sucesso de uma maneira robusta. Uma CNN e´ uma escolha de topologia ou
arquitetura que se aproveita de relac¸o˜es espaciais para reduzir o nu´mero de paraˆmetros que
devem ser aprendidos, e assim melhora o treinamento diante de uma rede com feed-forward
backpropagation[8].
A grande vantagem na abordagem de CNNs para reconhecimento e´ que na˜o e´ necessa´rio
um extrator de caracterı´sticas desenvolvido por um ser humano. Nas soluc¸o˜es de Krizhevsky[7]
e Goodfellow[9] e´ possı´vel perceber que foram usadas diversas camadas para o aprendizado das
caracterı´sticas.
Redes neurais convolucionais sa˜o muito similares a redes neurais comuns. De acordo com
Karpathy[10]:
“Arquiteturas de redes convolucionais assumem explicitamente que as entradas
sa˜o imagens, o que nos permite cifrar algumas propriedades dentro da arquite-
tura. Essas enta˜o fazem a func¸a˜o de ativac¸a˜o mais eﬁciente de implementar e
reduz drasticamente a quantidade de paraˆmetros na rede.” (KARPATHY, 2015,
traduc¸a˜o nossa).
Portanto para o caso de reconhecimento de texto em imagens, as redes neurais convolu-
cionais se encaixam perfeitamente. Ao combinar o aprendizado em profundidade com redes
convolucionais conseguimos tratar problemas muito mais complexos de classiﬁcac¸a˜o em ima-
gens. Assim problemas mais simples, como o reconhecimento de textos, podem ser resolvidos
cada vez mais ra´pido e facilmente.
2.5.1 CAMADA CONVOLUCIONAL
A camada de uma rede neural convolucional e´ uma rede que compartilha os seus paraˆmetros
por toda camada. No caso de imagens, cada exemplo possui uma largura, uma altura e uma pro-
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fundidade que e´ representada pelos canais de cor (vermelho, verde e azul). Uma convoluc¸a˜o
consiste em coletar um trecho da imagem de exemplo e aplicar uma pequena rede neural que
teria uma quantidade qualquer de saı´das (K). Isso e´ feito deslizando essa pequena rede neural
pela imagem sem alterar os pesos e montando as saı´das verticalmente em uma coluna de profun-
didade K. No ﬁnal sera´ montada uma nova imagem de largura, altura e profundidade diferente.
Essa imagem e´ um conjunto demapas de caracterı´sticas da imagem original. Como exemplo,
transforma-se 3 mapas de carcterı´sticas (canais de cores) para uma quantidade K de mapas de
caracterı´sticas.
Ao inve´s de apenas vermelho, verde e azul, agora foi gerada uma saı´da que possui va´rios
canais de cor. O trecho de imagem e´ chamado de Kernel, e se for do tamanho da imagem
inteira essa seria igual uma camada comum de uma rede neural. Mas como so´ e´ levado em
considerac¸a˜o este pequeno fragmento, ha´ bem menos pesos e eles sa˜o todos compartilhados
pelo espac¸o da imagem.
Figura 4: Exemplo de camadas convolucionais.
Para cada convoluc¸a˜o da ﬁgura 4, e´ criada uma nova imagem que possui uma nova largura
(width em ingleˆs), altura (height em ingleˆs) e profundidade (depth em ingleˆs).
Uma rede convolucional[1] sera´ basicamente uma rede neural de profundidade. Ao inve´s
de empilhar camadas de multiplicac¸a˜o de matrizes, empilha-se convoluc¸o˜es. No comec¸o havera´
uma imagem grande que possui apenas os valores de pixel como informac¸a˜o. Em seguida sa˜o
aplicadas convoluc¸o˜es que ira˜o “espremer” as dimenso˜es espaciais e aumentar a profundidade.
No ﬁnal e´ possivel conectar o classiﬁcador e ainda lidar apenas com paraˆmetros que mapeiam
o conteu´do da imagem.
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STRIDE
Quando e´ realizada uma convoluc¸a˜o desliza-se uma janela com o tamanho do Kernel pela
imagem. Esta janela possui um paraˆmetro chamado stride[1], que indica quantos pixels de
espac¸amento havera´ entre um fragmento da imagem e outro. Por exemplo, um stride igual
a “um” signiﬁca que a imagem de saı´da pode ter a mesma largura e altura que a imagem de
entrada. Um valor igual a “dois” signiﬁca que a imagem de saı´da pode ter metade do tamanho.
PADDING
O paraˆmetro de padding[1] deﬁne o que se faz nas bordas das imagens de saı´da. Uma
possibilidade e´ na˜o deslizar o Kernel ate´ as bordas da imagem, isso e´ chamado de valid padding.
Outra possibilidade e´ deslizar o seu Kernel ate´ as bordas da imagem e completar com 0, essa
te´cnica e´ chamada de same padding.
Figura 5: Aplicac¸a˜o de uma convoluc¸a˜o sobre uma imagem.[1]
No exemplo da ﬁgura 5 ha´ uma imagem representada por uma matriz 5x5 e esta´ sendo
aplicado um kernel de tamanho 3x3, com o stride igual a 2 e um same padding, completando as
bordas com 0. Isso gera uma nova imagem 3x3 por consequeˆncia dos paraˆmetros escolhidos.
2.5.2 POOLING
Reduzir as dimenso˜es espaciais da rede neural e´ primordial para uma arquitetura eﬁcaz do
modelo. No entanto utilizar uma convoluc¸a˜o com stride igual a 2 para essa tarefa e´ uma forma
agressiva e arriscada para isso, pois e´ possı´vel perder bastante informac¸a˜o no processo. Ao
inve´s disso, sa˜o realizadas convoluc¸o˜es com stride igual a 1, sem perder nenhuma informac¸a˜o
da imagem original.
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MAX POOLING
Apo´s a camada convolucional adiciona-se uma camada de pooling que ira´ receber todas as
convoluc¸o˜es e combina´-las da seguinte forma[1]. Para cada ponto nos mapas de caracterı´sticas
a execuc¸a˜o desta camada olha para uma pequena vizinhanc¸a ao redor deste ponto. Com esses
valores em ma˜os e´ possı´vel calcular o valor ma´ximo dessa vizinhanc¸a.
Esta te´cnica geralmente leva a modelos mais eﬁcazes. Pore´m a computac¸a˜o das convoluc¸o˜es
com stride menor pode se tornar mais lenta. Ale´m disso, agora sera´ necessa´rio trabalhar com
mais paraˆmetros para a rede neural, o tamanho de regia˜o de pooling e o paraˆmetro de stride
para o pooling.
2.5.3 CAMADA COMPLETAMENTE CONECTADA
De acordo com Krizhevsky[7], uma camada completamente conectada tem conexo˜es com
todas as ativac¸o˜es das camadas anteriores, assim como em redes neurais comuns. Suas ativac¸o˜es
podem ser calculadas atrave´s de uma multiplicac¸a˜o de matrizes seguida da adic¸a˜o do fator bias.
Devido a quantidade de componentes presentes na estrutura de redes neurais e´ aparente a
complexidade quanto ao entendimento do funcionamento geral. A ﬁgura 6 tenta explicar como
esses componentes se conectam e em qual sequeˆncia. Os valores sa˜o completamente ﬁctı´cios e
na˜o condizem com um ca´lculo real.
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Figura 6: Exemplo da composic¸a˜o de todos os componentes presentes em redes neurais convo-
lucionais de profundidade.
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3 PROPOSTA DE EXPERIMENTO
Para realizar o experimento sera´ necessa´rio treinar ummodelo de rede neural que seja capaz,
ou esteja pro´ximo, de decifrar um CAPTCHA. Para isso sera˜o efetuadas treˆs etapas ba´sicas e
comuns quando se trabalha com redes neurais. Primeiro sera´ coletado o maior nu´mero possı´vel
de imagens de CAPTCHA. Em seguida sera´ gerado um dataset com as caracterı´sticas dessas
imagens junto com a classe em que pertence. A partir daı´ e´ possı´vel realizar a conﬁgurac¸a˜o e
treinamento da rede neural. E por ﬁm sera´ calculada a acura´cia, mediante imagens de teste, do
modelo que teve a melhor performance no treinamento.
3.1 COLETA DE IMAGENS
Como o escopo do trabalho na˜o contempla a automatizac¸a˜o da recuperac¸a˜o de informac¸o˜es
de websites pu´blicos, foi disponibilizado um reposito´rio com as imagens necessa´rias. Esse
reposito´rio possui 206.564 imagens e foi disponibilizado pela empresa Neoway. As imagens
se tratam de um CAPTCHA publicado pelo site do SINTEGRA de Santa catarina (http://
sistemas3.sef.sc.gov.br/sintegra/consulta_empresa_pesquisa.aspx).
Figura 7: Um exemplo do CAPTCHA utilizado pelo sistema de consulta do SINTEGRA de
Santa Catarina.
3.1.1 FONTE PU´BLICA
Para demonstrar a ineﬁcieˆncia de certas imagens de CAPTCHA foi escolhido um software
Web. Este software do SINTEGRA, fornece dados pu´blicos de contribuintes mediante consulta
via website. O SINTEGRA e´ o Sistema Integrado de Informac¸o˜es sobre Operac¸o˜es Interesta-
duais com Mercadorias e Servic¸os. Esta fonte pu´blica possui dados fornecidos pelos pro´prios
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contribuintes na hora do cadastro. Os comerciantes ou proﬁssionais autoˆnomos fazem seu ca-
dastro para facilitar o come´rcio de produtos e prestac¸a˜o de servic¸os. O cadastro contempla
inscric¸a˜o da pessoa fı´sica ou jurı´dica, enderec¸o e informac¸o˜es complementares referentes ao
ﬁsco estadual.
3.2 GERAC¸A˜O DO CONJUNTO DE DADOS
O conjunto de dados (ou “dataset”) que alimenta a rede neural e´ gerado em tempo de
execuc¸a˜o do treinamento. Cada imagem e´ lida de seu direto´rio em disco e carregada na memo´ria
como uma matriz de valores de pixel. Ao ﬁnal deste processo ha´ um vetor em memo´ria com
todas imagens existentes ja´ pre´-processadas. Isso e´ feito para o dataset de treinamento e de
teste. O dataset de treinamento tera´ a maioria das imagens, que signiﬁca 180 mil imagens para
o contexto do trabalho.
3.2.1 PRE´-PROCESSAMENTO
A fase de pre´-processamento das imagens e´ mı´nima e e´ feita junto com a gerac¸a˜o do con-
junto de dados.
• Escala de cinza
Ao gerar um array representativo da imagem, apenas e´ considerado um valor de escala
de cinza da imagem, assim padronizando os valores de intensidade de pixels entre 0 e 1.
• Redimensionamento
Ao gerar o array que representa a imagem, e´ feito um ca´lculo para diminuir a imagem
com base em uma escala. Essa escala sera´ conﬁgurada a` partir de um valor padra˜o para a
largura e altura das imagens.
3.2.2 CONJUNTO DE DADOS DE TESTE
Para o treinamento sera´ necessa´rio um conjunto separado para teste que na˜o possui ne-
nhuma imagem presente no conjunto de treinamento. O dataset de testes tera´ uma amostra bem
menor que o conjunto de treinamento, portanto tera´ 8 mil imagens.
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3.3 TREINAMENTO
Apo´s gerado o conjunto de dados, e´ possı´vel trabalhar no treinamento do modelo da rede
neural. Para isso sera´ usado o framework TensorFlow[11] destinado a` Deep Learning. Tambe´m
sera´ desenvolvido um script em Python que fara´ uso das func¸o˜es disponibilizadas pela biblioteca
do TensorFlow. Assim realizando o treinamento ate´ atingir um valor aceita´vel de acerto no
conjunto de teste. O resultado do treinamento sera´ um arquivo bina´rio representando o modelo
que sera´ utilizado para avaliac¸a˜o posteriormente.
3.3.1 INFRAESTRUTURA
Com o intuito de acelerar o processo, foi utilizada uma ma´quina com GPU para o treina-
mento. A ma´quina foi adquirida em uma Cloud privada virtual da AWS[12]. A GPU utilizada
se trata de uma NVIDIA K80 com 2.496 cores e 12GB de memo´ria de vı´deo. Como processador
a ma´quina possui um Intel Xeon E5-2686v4 (Broadwell) com 4 cores, e ainda possui 61GB de
memo´ria RAM.
3.3.2 BIBLIOTECAS UTILIZADAS
Todo o co´digo foi implementado utilizando a linguagem de programac¸a˜o Python, e as se-
guintes bibliotecas foram utilizadas:
• TensorFlow[11]: Um framework implementado em Python destinado a` Deep Learning.
Proporciona a criac¸a˜o da arquitetura e automatizac¸a˜o do processo de treinamento de redes
neurais com backpropagation.
• NumPy[13]: Uma biblioteca em Python criada para computac¸a˜o cientı´ﬁca. Possui um
objeto de array com va´rias dimenso˜es e va´rias func¸o˜es soﬁsticadas para ca´lculos com
algebra linear.
• OpenCV[14]: Uma biblioteca, implementada em C/C++, destinada a` computac¸a˜o visual.
Utilizada para ler imagens em disco e realizar o pre´-processamento nas mesmas.
3.4 AVALIAC¸A˜O DE ACURA´CIA
Para a avaliac¸a˜o, uma nova amostra de imagens sera´ coletada do mesmo modo que foram
coletadas as imagens para treinamento. Essa amostra tera´ uma quantidade maior de imagens do
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que o conjunto de teste.
Com essa amostra de imagens, sera´ feita a execuc¸a˜o do teste do modelo contra cada uma
das imagens, assim armazenando uma informac¸a˜o de erro ou acerto do modelo. Ao ﬁnal da
execuc¸a˜o sera´ contabilizado o nu´mero de acertos e comparado com o nu´mero total da amostra
de imagens para avaliac¸a˜o. Resultando assim em uma porcentagem que representa a acura´cia
do modelo gerado.
23
4 DESENVOLVIMENTO
Este capı´tulo descreve o desenvolvimento do projeto proposto. Para a construc¸a˜o e treina-
mento da rede neural foi implementado um script em Python que possui toda a arquitetura da
rede descrita de forma procedural. O framework TensorFlow chama a arquitetura dos modelos
de Graph (ou grafo, em portugueˆs) e o treinamento da rede neural e´ feito em uma Session.
O projeto e´ composto por 5 tarefas de implementac¸a˜o:
• Desenvolvimento do leitor e processador do conjunto de dados.
• Desenvolvimento da func¸a˜o que monta a rede neural.
• Conﬁgurac¸a˜o da rede neural para otimizac¸a˜o dos resultados.
• Desenvolvimento da etapa de treinamento da rede neural.
• Desenvolvimento da etapa de teste e acura´cia do modelo da rede neural.
No inı´cio foi utilizado como base um co´digo ja´ existente destinado ao reconhecimento de
dı´gitos em imagens. A partir daı´ foi construı´do o reconhecedor textos do trabalho.
4.1 CO´DIGO FONTE UTILIZADO COMO BASE
Como base da implementac¸a˜o deste trabalho, foram utilizados exemplos de co´digo aberto
disponı´veis no reposito´rio de co´digos do TensorFlow[15]. No reposito´rio ha´ diversos tutoriais e
exemplos que incentivam o auto aprendizado dos usua´rios. Um dos exemplos mais conhecido
entre a comunidade e´ o reconhecedor de dı´gitos da base de dados MNIST[16].
O reconhecedor utilizado como base funciona apenas para dı´gitos isolados em imagens se-
paradas. Para o caso do trabalho em questa˜o foi necessa´rio adapta´-lo para reconhecer conjuntos
com 5 dı´gitos ou letras em uma mesma imagem sem passar por um processo de segmentac¸a˜o
antes do treinamento.
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4.2 LEITURA E PRE´-PROCESSAMENTO DO CONJUNTO DE DADOS
Para a leitura das imagens e pre´-processamento do conjunto de dados, foi implementada
uma classe chamada OCR data. Esta classe utiliza a memo´ria RAM para armazenar o conjunto
de dados enquanto e´ processado pelo treinamento. Para inicializac¸a˜o da classe, sa˜o necessa´rios
alguns paraˆmetros:
• Nu´mero de imagens que deve ser lido do disco.
• Direto´rio onde as imagens esta˜o disponı´veis.
• Nu´mero de classes que um caractere pode ter. Para o caso do trabalho esse nu´mero e´
igual a 36 pois cada caractere do CAPTCHA utilizado como exemplo pode ser somente
uma letra minu´scula sem acentos de “a” a “z” (26 letras) ou um dı´gito de “0” a “9” (10
dı´gitos).
• Tamanho da frac¸a˜o dos dado para cada iterac¸a˜o com treinamento.
• Tamanho da palavra contida no CAPTCHA. 5 para nosso caso.
• Altura da imagem. Nu´mero ﬁxo em 60 para as imagens disponı´veis.
• Largura da imagem. Nu´mero ﬁxo em 180 para as imagens disponı´veis.
• Altura deﬁnida para redimensionamento da imagem.
• Largura deﬁnida para redimensionamento da imagem.
• A quantidade de canais de cor.
4.2.1 LEITURA DAS IMAGENS
As imagens sa˜o carregadas utilizando OpenCV[14] com o me´todo imread. Apo´s a leitura e´
preciso ﬁxar o seu ro´tulo para a utilizac¸a˜o no treinamento. Como as imagens ja´ esta˜o nomeadas
com o respectivo conteu´do da sua imagem, so´ o que e´ preciso fazer e´ gerar um vetor utiliza´vel
desse texto.
Primeiro e´ transformado cada caractere em um nu´mero de 0 a 35. Isso e´ feito recuperando
o co´digo ASCII de cada caractere e normalizando a sequeˆncia. Portanto, para os dı´gitos (0 a
9) que possuem co´digos indo de 48 a 57, e´ subtraı´do 48. E para as letras (a a z) que possuem
co´digos indo de 97 a 122, e´ subtraı´do 87 e assim resultando em nu´meros de 10 a 35.
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Depois de traduzido o caractere para um nu´mero, e´ preciso criar o vetor do ro´tulo atrave´s
do algoritmo de One-hot encoding. Para isso sa˜o criados 5 vetores, um para cada caractere
da imagem, e cada vetor possui 36 posic¸o˜es. Todas as posic¸o˜es sa˜o completadas com 0 e em
seguida e´ atribuı´do o nu´mero 1 para a posic¸a˜o referente ao caractere. A posic¸a˜o do caractere foi
determinada pelo passo anterior, sendo igual ao nu´mero correspondente ao caractere.
FRAC¸A˜O DOS DADOS PARA TREINAMENTO
Como em cada iterac¸a˜o do treinamento sera´ recuperado apenas uma frac¸a˜o dos dados, foi
criado um me´todo next batch na classe OCR data. Outra motivac¸a˜o para este me´todo e´ a ne-
cessidade de recuperar uma amostra aleato´ria dos dados em cada iterac¸a˜o.
Portanto ha´ uma varia´vel global na classe OCR data que mante´m o estado da posic¸a˜o que
se encontra o conjunto de dados. Apo´s passar por todo o conjunto de dados, o me´todo comec¸a a
fazer uma permutac¸a˜o aleato´ria para garantir que as posic¸o˜es recuperadas do conjunto de dados
sejam completamente escolhidas ao acaso.
4.2.2 PRE´-PROCESSAMENTO DAS IMAGENS
Como foi dito anteriormente, a fase de pre´-processamento e´ mı´nima e requer apenas al-
guns paraˆmetros. Essa etapa e´ necessa´ria para garantir uma velocidade maior no treinamento e
tambe´m garantir uma eﬁcieˆncia maior como sera´ visto a seguir.
QUANTIDADE DE CANAIS DE COR
No contexto do trabalho, a cor de um caractere da imagem na˜o importa. Uma letra “A”
pode ser vermelha, azul ou verde mas ainda tera´ que ser reconhecido como letra “A”. Com isso
em mente e´ possı´vel reduzir a quantidade de informac¸o˜es que o modelo precisa aprender. E´
reduzida tambe´m a complexidade dos ca´lculos feitos pelo modelo. Quando e´ feita a leitura da
imagem com a biblioteca OpenCV, indica-se um paraˆmetro que diz que a imagem deve ser lida
em escala de cinza (IMREAD GRAYSCALE). A escala de cinza de uma imagem representa para
cada valor de pixel uma me´dia dos valores de cor RGB da imagem. Para cada pixel e´ somado
o valor de vermelho com os valores de verde e azul e dividido por 3. Com isso e´ possı´vel
normalizar os dados de entrada para um valor entre 0 e 1, onde 0 seria um ponto completamente
preto e 1 seria branco.
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TAMANHO DA IMAGEM
Outro modo de reduzir informac¸o˜es desnecessa´rias e´ redimensionando a imagem. Com
a biblioteca OpenCV isso e´ feito invocando a func¸a˜o resize. Nessa func¸a˜o e´ passado como
paraˆmetro a largura e altura alvos, assim como o algoritmo que deve ser usado para a interpolac¸a˜o1.
Foi escolhido o tamanho de 88 de largura por 24 de altura, pois esses valores correspondem a
mais ou menos metade da imagem. Na sec¸a˜o de arquitetura da rede, tambe´m sera´ visto que esses
valores se encaixara˜o mais naturalmente no modelo. Como algoritmo de interpolac¸a˜o foi esco-
lhido a reamostragem utilzando a relac¸a˜o da a´rea de pixel (opc¸a˜o INTER AREA do OpenCV).
Este algoritmo e´ o indicado pela pro´pria biblioteca para reduzir imagens. Agora com menos
dados a ser processados o treinamento tera´ uma velocidade maior.
Ao ﬁnal da gerac¸a˜o de conjunto de dados sa˜o criados dois arraysmultidimensionais com a
bibliotecaNumPy. Um array e´ das imagens e tera´ a forma quantidade de imagens x 88 x 24 x 1,
sendo a quantidade fornecida como paraˆmetro, 88 x 24 a largura e altura da imagem, e 1 e´ a
quantidade de canais de cor (ou profundidade). O outro array e´ para os ro´tulos e tera´ a forma
quantidade de imagens x 180, sendo a quantidade fornecida como paraˆmetro e 180 o tamanho
do vetor do ro´tulo pois se trata de 36 classes possı´veis multiplicado por 5 caracteres.
4.3 ARQUITETURA DA REDE NEURAL
O desenvolvimento da arquitetura da rede neural foi realizado criando a func¸a˜o ocr net,
que e´ responsa´vel por especiﬁcar o grafo da rede neural. Essa func¸a˜o ira´ receber as imagens de
entrada, a quantidade de pesos em cada camada e a quantidade de biases para cada camada.
A arquitetura implementada comec¸a com uma camada de entrada, possui 4 camadas con-
volucionais, 1 camada completamente conectada e mais uma camada completamente conectada
de saı´da com 5 saı´das, uma para cada caractere da imagem. Entre uma e outra camada convolu-
cional ha´ uma camada de ativac¸a˜o (ReLu) e uma camada de pooling. Ao ﬁnal da u´ltima camada
convolucional e antes da camada de saı´da ha´ uma camada de dropout, resultando em um total
de 14 camadas sendo 11 visı´veis e 3 ocultas.
1Interpolac¸a˜o se trata do algoritmo utilizado para redimensionar a imagem. Esse algoritmo ira´ interpolar cada
valor de pixel da imagem para obter uma nova imagem redimensionada.
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Figura 8: Arquitetura geral do modelo de rede neural treinado.
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4.3.1 ENTRADAS
O grafo da arquitetura comec¸a com dois paraˆmetros de entrada, as imagens de entrada e os
ro´tulos correspondentes. Para esses paraˆmetros sa˜o criados placeholders disponibilizados pelo
framework. Esses placeholders inicialmente precisam saber qual tipo dos dados sera˜o inseridos
e o formato ﬁnal. O tipo dos dados sa˜o os valores normalizados dos pixels das imagens, por-
tanto sera˜o pontos ﬂutuantes. O formato e´ o que foi deﬁnido na classe do conjunto dos dados
(quantidade de imagens x 88 x 24 x 1 para as imagens e quantidade de imagens x 180 para os
ro´tulos).
4.3.2 CAMADAS
Para melhor visualizac¸a˜o e compreensa˜o da arquitetura sera´ descrita cada camada utilizada
por ordem de sequeˆncia da entrada ate´ a saı´da.
1. Camada de entrada: um arraymultidimensional de formato 88x24x1 que sera´ alimentado
com os valores da imagem.
2. 1ª Camada convolucional: tem como entrada a imagem carregada na camada de entrada
com 1 de profundidade. Executa convoluc¸o˜es aplicadas a` imagem com um kernel de
formato 5x5 e 64 valores de profundidade. Seu valor de stride e´ igual a 1 e utiliza same
padding. Por ﬁm e´ adicionado um bias de 64 valores a` convoluc¸a˜o. O formato do array
multidimensional desta camada e´ 88x24x64.
3. 1ª Camada oculta: utilizaReLU como func¸a˜o de ativac¸a˜o e na˜o recebe nenhum paraˆmetro.
Tem como entrada a camada convolucional anterior.
4. 1ª Camada de pooling: executa a operac¸a˜o de max pooling com um kernel de formato 2x2
e stride igual a 2. Essa operac¸a˜o tem como entrada a imagem gerada pelas convoluc¸o˜es
apo´s passar pela func¸a˜o de ativac¸a˜o. Isso ira´ reduzir o tamanho desta imagem pela metade.
O formato do array multidimensional desta camada e´ 44x12x64.
5. 2ª Camada convolucional: tem como entrada a imagem gerada nas camadas anteriores
com 64 de profundidade. Executa convoluc¸o˜es aplicadas a` imagem com um kernel de
formato 5x5 e 128 valores de profundidade. Seu valor de stride e´ igual a 1 e utiliza same
padding. Por ﬁm e´ adicionado um bias de 128 valores a` convoluc¸a˜o. O formato do array
multidimensional desta camada e´ 44x12x128.
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6. 2ª Camada oculta: utilizaReLU como func¸a˜o de ativac¸a˜o e na˜o recebe nenhum paraˆmetro.
Tem como entrada a camada convolucional anterior.
7. 2ª Camada de pooling: executa a operac¸a˜o de max pooling com um kernel de formato 2x2
e stride igual a 2. Essa operac¸a˜o tem como entrada a imagem gerada pelas convoluc¸o˜es
apo´s passar pela func¸a˜o de ativac¸a˜o. Isso ira´ reduzir o tamanho desta imagem pela metade.
O formato do array multidimensional desta camada e´ 22x6x128.
8. 3ª Camada convolucional: tem como entrada a imagem gerada nas camadas anteriores
com 128 de profundidade. Executa convoluc¸o˜es aplicadas a` imagem com um kernel de
formato 5x5 e 256 valores de profundidade. Seu valor de stride e´ igual a 1 e utiliza same
padding. Por ﬁm e´ adicionado um bias de 256 valores a` convoluc¸a˜o. O formato do array
multidimensional desta camada e´ 22x6x256.
9. 3ª Camada oculta: utilizaReLU como func¸a˜o de ativac¸a˜o e na˜o recebe nenhum paraˆmetro.
Tem como entrada a camada convolucional anterior.
10. 3ª Camada de pooling: executa a operac¸a˜o de max pooling com um kernel de formato 2x2
e stride igual a 2. Essa operac¸a˜o tem como entrada a imagem gerada pelas convoluc¸o˜es
apo´s passar pela func¸a˜o de ativac¸a˜o. Isso ira´ reduzir o tamanho desta imagem pela metade.
O formato do array multidimensional desta camada e´ 11x3x256.
11. 4ª Camada convolucional: tem como entrada a imagem gerada nas camadas anteriores
com 256 de profundidade. Executa convoluc¸o˜es aplicadas a` imagem com um kernel de
formato 3x3 e 512 valores de profundidade. Seu valor de stride e´ igual a 1 e utiliza same
padding. Por ﬁm e´ adicionado um bias de 512 valores a` convoluc¸a˜o. O formato do array
multidimensional desta camada e´ 11x3x512.
12. Camada de dropout: tem como entrada a camada convolucional anterior e possui um
formato 11x3x512. Recebe como paraˆmetro um valor de probabilidade de manter cada
peso da rede neural.
13. Camada completamente conectada: tem como entrada todas as ativac¸o˜es das camadas
anteriores. Para habilitar a camada completamente conectada e´ preciso realizar uma
reformatac¸a˜o na matriz de entrada. Como a u´ltima camada possui um formato de 11x3x512,
multiplica-se esses valores para que ao inve´s de ter uma matriz, tenha-se um vetor de
tamanho 16896 como entrada. Assim a camada completamente conectada tera´ 16896
ativac¸o˜es de entrada e 4096 ativac¸o˜es de saı´da.
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14. Camadas completamente conectadas de saı´da: cada camada tera´ como entrada as 4096
ativac¸o˜es da camada anterior. E cada saı´da sera´ um vetor de 36 posic¸o˜es que corres-
ponde a`s probabilidades de classe para cada caractere. No total sera˜o 5 camadas paralelas
agregadas em uma.
4.4 CONFIGURAC¸A˜O DA REDE NEURAL
Paraˆmetros fornecidos para a conﬁgurac¸a˜o do treinamento da rede neural sa˜o chamados de
hiperparaˆmetros. Dependendo da arquitetura utilizada, uma rede neural pode ter uma quanti-
dade diferente de hiperparaˆmetros. A maioria dos hiperparaˆmetros utilizados no trabalho foram
indicados em artigos citados ao longo da sessa˜o, ou vieram dos exemplos e tutoriais citados na
sec¸a˜o 4.1. Alguns paraˆmetros foram modiﬁcados ao longo dos testes.
4.4.1 QUANTIDADE DE ATIVAC¸O˜ES
Os nu´meros de ativac¸o˜es 64, 128, 256, 512 e 4096 nas saı´das das camadas foram utilizados
com base em estudos anteriores feitos sobre redes convolucionais[7].
4.4.2 TAMANHO DO KERNEL
Baseado em estudos anteriores[9], foi escolhido um formato de 5x5 para o tamanho do
kernel para a maioria das camadas. Para a u´ltima camada convolucional foi escolhido o tamanho
de 3x3 pois o kernel na˜o pode ter uma dimensa˜o maior que a imagem de entrada. Como na
u´ltima camada e´ recebida uma imagem no formato 11x3, na˜o e´ possivel aplicar convoluc¸o˜es de
tamanho 5x5.
4.4.3 PARAˆMETROS DO DECLI´NIO EXPONENCIAL DA TAXA DE APRENDIZADO
Ao utilizar uma taxa de aprendizado decadente no otimizador, sa˜o fornecidos alguns paraˆmetros
relativos ao processo de decadeˆncia da taxa. Os valores fornecidos tem como base um dos trei-
namentos de rede neural disponı´vel em exemplos e tutoriais mencionados[15].
• taxa de aprendizado inicial (initial learning rate): e´ fornecido um valor de 0,01 para a
taxa de aprendizado no inı´cio do treinamento.
• passos para decair (decay steps): valor que indica a cada quantos passos a taxa de apren-
dizado deve diminuir. Esse valor e´ de 1.000 passos para o caso do trabalho.
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• taxa de decadeˆncia (decay rate): valor referente ao quanto a taxa de aprendizado deve
decair. Foi escolhido 0,9 para o caso do trabalho, portanto a taxa de aprendizado vai cair
10% a cada 1.000 passos do treinamento.
4.4.4 MOMENTUM
A estrate´gia de momentum do treinamento precisa de uma varia´vel que sera´ o fator determi-
nante para o ca´lculo do gradiente. O valor dessa varia´vel recomendado pela maioria dos estudos
e exemplos e´ igual a 0,9 e e´ o valor utilizado no treinamento proposto.
4.4.5 REGULARIZAC¸A˜O COM L2
Como foi dito no capı´tulo de fundamentac¸a˜o teo´rica, um paraˆmetro de regularizac¸a˜o pode
ser adicionado a perda do treinamento. Ale´m da norma L2 calculada baseada nos pesos, esse
valor e´ multiplicado por uma varia´vel β que tem valor igual a 0,0003 para o treinamento feito
neste trabalho.
4.4.6 PROBABILIDADE DO DROPOUT
Cada valor das ativac¸o˜es tera´ uma probabilidade de ser mantido ou na˜o. Como ja´ foi con-
templado na explicac¸a˜o do dropout, cada ativac¸a˜o pode ser removida entre uma camada e outra.
Para os treinamentos realizados, foram utilizados dois valores como tentativa. O primeiro valor
foi de 0,75 e o segundo foi 0,5, isso da´ 75% e 50% das ativac¸o˜es mantidas respectivamente. O
segundo valor foi empregado na tentativa de minimizar o problema de overfitting.
4.4.7 TAMANHO DA CARGA EM CADA PASSO
Na otimizac¸a˜o com SGD e´ fornecido um pedac¸o do conjunto de dados total em cada passo
que calcula-se o me´todo do gradiente. Este pedac¸o dos dados sera´ chamado de “carga” (ou
batch em ingleˆs) para o presente contexto. Baseado em exemplos anteriores, foi escolhido um
valor de 64 imagens para o tamanho de carga.
4.4.8 NU´MERO DE ITERAC¸O˜ES
O nu´mero de iterac¸o˜es consiste basicamente na quantidade de exemplos que sera´ calcu-
lado o gradiente. Este nu´mero leva em considerac¸a˜o o tamanho da carga e da´ o resultado do
nu´mero de passos que sera˜o executados no treinamento. Para os treinamentos realizados neste
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trabalho foram escolhidos dois valores, um com 200 mil iterac¸o˜es outro com 500 mil iterac¸o˜es.
Portanto para um treinamento havera´ 3.125 (200.000/64) passos e para os outros havera´ 7.812
(500.000/64) passos.
4.5 FASE DE TREINAMENTO
A fase de treinamento e´ o momento onde se juntam todas as pec¸as da arquitetura e conﬁgurac¸a˜o
da rede neural. Na implementac¸a˜o foi criada uma func¸a˜o train que e´ responsa´vel por montar de
fato o grafo para a rede e utilizar o objeto Session do TensorFlow para o treinamento.
4.5.1 CRIAC¸A˜O DA SESSA˜O DE TREINAMENTO
O desenvolvimento comec¸a com a abertura da sessa˜o de treinamento. Esta sessa˜o sera´
destruı´da ao ﬁnal das iterac¸o˜es para limpar todas as varia´veis de treinamento carregadas em
memo´ria. Apo´s a abertura da sessa˜o e´ chamada a func¸a˜o ocr net para que seja instanciada
a arquitetura da rede neural. Todas as varia´veis instanciadas ate´ o momento de execuc¸a˜o da
sessa˜o sa˜o apenas espac¸os reservados, assim como os placeholders criados para os dados de
entrada do modelo. Com a arquitetura em ma˜os sera´ calculada a perda, realizando uma soma
das perdas para cada caractere de saı´da da rede neural. Em seguida e´ instanciado o otimizador
(MomentumOptimizer) e por ﬁnal as predic¸o˜es sa˜o agregadas em uma matriz transposta para
que ﬁquem com o formato 5x36 (5 caracte´res por 36 classes).
4.5.2 INICIALIZAC¸A˜O DA SESSA˜O DE TREINAMENTO
Para inicializar a sessa˜o de treinamento e´ invocado o me´todo initialize all variables para
popular os espac¸os reservados das varia´veis. Com isso e´ possı´vel executar a sessa˜o pela primeira
vez invocando session.run passando como paraˆmetro o retorno de initialize all variables.
4.5.3 EXECUC¸A˜O DA SESSA˜O DE TREINAMENTO
Para manter o controle do treinamento e´ criada uma varia´vel step que ira´ manter o estado
da quantidade de passos executados em cada execuc¸a˜o da sessa˜o. Para cada passo e´ invocado
o me´todo next batch da instaˆncia da classe OCR data referente ao treinamento. Tambe´m sera´
invocado session.run passando como paraˆmetro o otimizador e carga de dados atrave´s de um
diciona´rio chamado feed dict. Esse diciona´rio recebera´ o retorno do me´todo next batch e com
isso e´ possı´vel popular os placeholders da carga de imagens e de seus respectivos ro´tulos.
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Em cada passo executado e´ calculada a perda para o treinamento. E a cada 100 passos e´
calculada a acura´cia para a sessa˜o de treinamento. A execuc¸a˜o do treinamento ﬁca em ciclos
ate´ que o nu´mero de passos multiplicado pela quantidade de carga (64) seja igual ao nu´mero de
iterac¸o˜es (200 mil ou 500 mil). Ao ﬁnal de todas as iterac¸o˜es e´ instanciado um Saver, o qual
fara´ a escrita das varia´veis de nosso modelo em um arquivo. Este arquivo sera´ utilizado para a
avaliac¸a˜o da acura´cia em situac¸o˜es reais.
4.6 FASE DE TESTE
A implementac¸a˜o da fase de teste consiste na execuc¸a˜o de apenas um passo da sessa˜o aberta
na sec¸a˜o 4.5. Ao ﬁnal da otimizac¸a˜o do modelo, e´ carregado o conjunto de imagens para teste,
assim como os respectivos ro´tulos. A carga e´ feita utilizando o me´todo next batch da instaˆncia
da classe OCR data referente ao teste. Com isso e´ possı´vel popular o diciona´rio feed dict da
sessa˜o de teste e executar session.run com este paraˆmetro. Ao ﬁnal teremos o valor da acura´cia
e da perda para o conjunto de dados do teste.
4.6.1 ACURA´CIA
O ca´lculo da acura´cia para o modelo e´ o mesmo tanto para a fase de treinamento quanto para
fase de teste. A func¸a˜o de acura´cia recebe como paraˆmetro a matriz de predic¸o˜es gerada pelo
modelo e a matriz de ro´tulos fornecida pela carga dos dados. O ca´lculo e´ feito armazenando
o maior valor de cada array da matriz de predic¸o˜es e comparando as posic¸o˜es desses valores
com as posic¸o˜s da matriz de ro´tulos. A acura´cia sobe para cada letra certa em uma imagem de
CAPTCHA, sem levar em considerac¸a˜o se todas as letras esta˜o certas ou na˜o.
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5 TESTES
Neste capı´tulo sa˜o apresentados os testes realizados no sistema proposto com a arquitetura
de rede neural deﬁnida no capı´tulo anterior. Todos os treinamentos foram realizados na infraes-
trutura citada no capı´tulo 3. Os resultados foram satisfato´rios para o contexto do trabalho. Para
produzir os gra´ﬁcos foi utilizada uma ferramenta chamada TensorBoard, que vem junto com a
instalac¸a˜o do TensorFlow.
5.1 TREINAMENTO COM 200 MIL ITERAC¸O˜ES
Inicialmente e´ realizado um treinamento com 200 mil iterac¸o˜es, portanto 3.125 passos com
uma carga de 64 imagens. A fase de treinamento completa levou 1 hora 23 minutos e 54 se-
gundos para completar. Deve-se salientar que para o primeiro treinamento ha´ uma espera maior
devido ao caching dos dados. Isso e´ feito pelo sistema operacional para otimizar a memo´ria da
GPU e do sistema em geral quando os dados sa˜o carregados para a memo´ria vola´til.
Como e´ possı´vel observar nos gra´ﬁcos o valor da perda para este treinamento oscila entre
17,02 e 17,93 ate´ o passo nu´mero 2.050 (iterac¸a˜o 131.200) onde a perda comec¸a a decair. O
mesmo acontece com a acura´cia, ﬁcando em torno de 5% ate´ o passo 2.050 quando comec¸a a
subir. Ao ﬁnal do treinamento foi alcanc¸ado um valor ma´ximo de acura´cia igual a 84,38% no
conjunto de treinamento, 79,6% no conjunto de teste e um valor mı´nimo de perda igual a 2,50
para o conjunto de treinamento, 2,91 para o conjunto de teste.
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Figura 9: Gra´ﬁco da acura´cia em relac¸a˜o ao nu´mero de passos para o treinamento da rede com
200 mil iterac¸o˜es.
Figura 10: Gra´ﬁco da perda em relac¸a˜o ao nu´mero de passos para o treinamento da rede com
200 mil iterac¸o˜es.
Mesmo com o bom resultado nos testes, foi notado uma falta de estabilidade nos gra´ﬁcos
gerados. Analisando os gra´ﬁcos de desvio padra˜o dos valores de pesos e biases das u´ltimas
camadas convolucionais, percebe-se que alguns valores poderiam continuar alterando se o trei-
namento continuasse por mais iterac¸o˜es.
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Figura 11: Desvio padra˜o dos pesos e biases em relac¸a˜o ao nu´mero de passos para o treinamento
da rede com 200 mil iterac¸o˜es.
5.2 TREINAMENTO COM 500 MIL ITERAC¸O˜ES
Visto a instabilidade nos valores de gra´ﬁcos no treinamento anterior, a tentativa seguinte
foi aumentar o nu´mero de iterac¸o˜es para 500 mil, portanto 7.812 passos. O tempo total de
treinamento foi de 1 hora 18 minutos e 23 segundos.
Analisando os gra´ﬁcos gerados com este treinamento, novamente o valor da perda oscila
entre 16,87 e 17,51 ate´ um certo ponto. Dessa vez e´ no passo nu´mero 2.922 (iterac¸a˜o 187.008)
onde a perda comec¸a a decair. O mesmo acontece com a acura´cia, ﬁcando em torno de 6% ate´
o passo 2.977 (iterac¸a˜o 190.528) quando comec¸a a subir. Ao ﬁnal do treinamento foi alcanc¸ado
o valor ma´ximo de acura´cia igual a 98,75% no conjunto de treinamento, 81,37% no conjunto
de teste e um valor mı´nimo de perda igual a 0,36 para o conjunto de treinamento, 13,52 para o
conjunto de teste.
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Figura 12: Gra´ﬁco da acura´cia em relac¸a˜o ao nu´mero de passos para o treinamento da rede com
500 mil iterac¸o˜es.
Figura 13: Gra´ﬁco da perda em relac¸a˜o ao nu´mero de passos para o treinamento da rede com
500 mil iterac¸o˜es.
Analisando os resultados, e´ possı´vel observar que o valor da perda para o conjunto de
treinamento e´ muito diferente do valor da perda para o conjunto de teste. Tambe´m nota-se
que a acura´cia no conjunto de treinamento chegou bem perto de 100%. De acordo com a
fundamentac¸a˜o teo´rica, esses dois fatores podem ter sido causados pelo overfitting do modelo
ao conjunto de dados do treinamento.
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5.3 TREINAMENTO COM 500 MIL ITERAC¸O˜ES E DROPOUT DE 50%
Na tentativa de minimizar os problemas encontrados anteriormente, foi realizado um ter-
ceiro treinamento. Foi visto que uma das te´cnicas de regularizac¸a˜o para minimizar o overfitting
e´ adicionando uma camada de dropout ao modelo. Nossa arquitetura ja´ previa uma camada de
dropout, no entanto o paraˆmetro de probabilidade de mantimento das ativac¸o˜es estava conﬁgu-
rado para 75% (0,75). Para o terceiro treinamento foi conﬁgurada a probabilidade do dropout
para 50% (0,5) e assim analisados os resultados. O tempo total de treinamento foi de 1 hora 18
minutos e 53 segundos.
Figura 14: Gra´ﬁco da acura´cia em relac¸a˜o ao nu´mero de passos para o treinamento da rede com
500 mil iterac¸o˜es e probabilidade de dropout igual a 50%.
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Figura 15: Gra´ﬁco da perda em relac¸a˜o ao nu´mero de passos para o treinamento da rede com
500 mil iterac¸o˜es e probabilidade de dropout igual a 50%.
Ao ﬁnal do treinamento foi alcanc¸ado o valor ma´ximo de acura´cia igual a 95,31% no con-
junto de treinamento, 92,87% no conjunto de teste e um valor mı´nimo de perda igual a 0,93
para o conjunto de treinamento, 1,15 para o conjunto de teste.
5.4 AVALIAC¸A˜O DA ACURA´CIA EM CASOS NOVOS
Como dito anteriormente na sec¸a˜o 4.6, o ca´lculo feito para determinar a acura´cia nos casos
de teste na˜o contemplam um acerto completo de todas as letras em uma imagem de CAPTCHA.
Por conta desse fator e tambe´m para testar o modelo em imagens novas, foi desenvolvido um
script para carregar o modelo treinado. Esse script executa uma sessa˜o do modelo da mesma
forma em que foi feito o treinamento na sec¸a˜o 4.5. A execuc¸a˜o do teste foi mediante 18.000
imagens novas para obter um resultado ﬁel a uma situac¸a˜o real de reconhecimento de CAPT-
CHAs.
O ca´lculo ﬁnal e´ simples, para cada imagem em que o modelo decifra corretamente o texto,
e´ incrementada uma varia´vel acertos. Ao ﬁnal da execuc¸a˜o do teste para cada imagem, e´ di-
vidido o nu´mero de acertos pelo total de imagens fornecidas. A taxa de acura´cia alcanc¸ada ao
executar a avaliac¸a˜o foi de 79,65%, ou seja 14.337 imagens reconhecidas completa e correta-
mente.
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5.5 RESULTADOS
De acordo com os testes realizados, a conﬁgurac¸a˜o de alguns paraˆmetros no treinamento
foram essenciais para eﬁca´cia do sistema proposto.
200k it. 500k it. 500k it. e
50% dropout
Acura´cia
(teste)
79,6% 81,37% 92,87%
Acura´cia
(treinamento)
84,38% 98,75% 95,31%
Perda (teste) 2,91 13,52 1,15
Perda (treina-
mento)
2,50 0,36 0,93
Tabela 1: Desempenho geral do sistema.
Avaliac¸a˜o do modelo de
500k it. e 50% dropout
Acura´cia 79,65%
Imagens corretamente classi-
ﬁcadas
14.337
Total de imagens 18.000
Tabela 2: Avaliac¸a˜o em casos novos do modelo treinado com 500 mil iterac¸o˜es e 50% de
dropout.
Com a execuc¸a˜o do script de acura´cia citado na sec¸a˜o 5.4, foram identiﬁcados diversos
casos complexos em que o modelo teve eˆxito no reconhecimento do texto completo.
Figura 16: Exemplos de casos complexos.
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Para os casos complexos demonstrados na ﬁgura 16, o reconhecedor acertou o texto com-
pleto da imagem. Na primeira imagem e´ possı´vel observar a semelhanc¸a entre uma letra “g” e
o dı´gito “8”. Diante da proximidade entre as letras da segunda imagem, o modelo poderia ter
classiﬁcado a penu´ltima letra como um “q” ao inve´s do “c” que foi a letra correta. Novamente e´
perceptı´vel a proximidade entre as letras na terceira imagem. Abaixo das imagens se encontram
os textos reconhecidos pelo modelo em cada caso respectivamente.
Contudo tambe´m foram observados casos em que o modelo na˜o teve sucesso no reconhe-
cimento do texto completo. Devido a semelhanc¸a de alguns caracte´res, o modelo reconheceu
parcialmente o texto de algumas imagens apresentadas.
Figura 17: Exemplos de casos complexos em que o reconhecedor acertou parcialmente o texto
da imagem.
Na primeira imagem da ﬁgura 17 e´ possı´vel observar que o modelo confundiu a letra “T”
maiu´scula com um dı´gito “4”. Na segunda imagem, mesmo com a sobreposic¸a˜o dos caracte´res
“Q” e “r” no meio da imagem, esses caracte´res foram reconhecidos corretamente. Enquanto
o primeiro carctere “t” no inı´cio da imagem foi erroneamente reconhecido como uma letra
“i”. Na terceira imagem a letra “N” maiu´scula foi reconhecida erroneamente como uma letra
“x”. Abaixo das imagens se encontram os textos reconhecidos pelo modelo em cada caso
respectivamente.
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6 CONCLUSO˜ES
Para desenvolver o projeto foi escolhido o software que ate´ a presente data e´ o mais reco-
mendado para tarefas de aprendizado de ma´quina. Um reconhecedor de texto em imagens de
CAPTCHA foi desenvolvido ao longo do trabalho. Este reconhecedor conta com um alto nı´vel
de robustez diante dos testes realizados.
Os testes realizados em todos os casos mostraram ser possı´vel atingir um resultado razoa´vel
na tarefa de reconhecimento de textos em imagens, isso com poucos ajustes a` conﬁgurac¸a˜o de
treinamento de redes neurais. Atualmente a quantidade de exemplos e tutoriais disponı´veis para
tarefas de aprendizado de ma´quina e´ imenso. Fica claro que e´ possı´vel implementar classiﬁca-
dores mesmo com poucos recursos.
6.1 VULNERABILIDADE DE FONTES PU´BLICAS
Diante do objetivo alcanc¸ado pelo trabalho, ﬁca aparente que fontes pu´blicas de dados po-
dem estar vulnera´veis. Consultas automatizadas realizadas porWeb crawlers podem na˜o afetar
diretamente a seguranc¸a das informac¸o˜es, isso porque as informac¸o˜es ja´ esta˜o sendo disponi-
bilizadas publicamente. Entretanto a disponibilidade de tais fontes pode ser afetada quando o
ambiente de um website na˜o esta´ preparado para um volume muito grande de consultas.
6.1.1 EFICA´CIA DE CAPTCHAS
Enquanto e´ possı´vel discutir a eﬁca´cia dessas imagens de CAPTCHA e como gerar imagens
mais difı´ceis de se reconhecer, tambe´m cabe uma discussa˜o sobre a necessidade de imagens na
tentativa de bloquear consultas automatizadas. Imagens usadas como CAPTCHA geralmente
sa˜o frustrantes para usua´rios humanos de sistemas de consulta. Ao tentar diﬁcultar o reco-
nhecimento de imagens por ma´quinas, tambe´m se diﬁculta o acesso de um usua´rio comum
a`s informac¸o˜es. Portanto e´ possı´vel abrir espac¸o para estudos que buscam outras formas de
bloqueio deWeb crawlers.
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Outra alternativa, inclusive mais interessante, seria disponibilizar outros tipos de consulta
especı´ﬁcos para sistemas de terceiros que desejam utilizar dados pu´blicos. Assim um website de
fonte pu´blica de dados poderia continuar a servir usua´rios humanos com robustez e ao mesmo
tempo servir usua´rios sisteˆmicos com um formato mais adequado.
6.2 TRABALHOS FUTUROS
Como possı´veis trabalhos futuros, cita-se:
• Fazer um melhor uso das informac¸o˜es geradas pelo processo de treinamento para gerar
heurı´sticas mais inteligentes. Um exemplo seria utilizar outros tipos de otimizadores para
a func¸a˜o da perda.
• Estender o sistema para realizar o reconhecimento de outros tipos de CAPTCHAs.
• Estender o sistema para realizar o reconhecimento de tipos de CAPTCHAs que possuem
um tamanho de texto varia´vel.
• Realizar um estudo sobre Web crawlers em fontes pu´blicas que utilizam CAPTCHA,
executando o sistema proposto neste trabalho.
• Implementar um sistema de reconhecimento de CAPTCHAs mais avanc¸ados que solici-
tam a classiﬁcac¸a˜o de uma cena completa ou identiﬁcac¸a˜o de objetos em imagens.
• Estudar um artifı´cio mais efetivo para o bloqueio de consultas automatizadas em websites.
Considera-se de extrema importaˆncia a implementac¸a˜o de projetos desse tipo pois o mesmo
auxilia na compreensa˜o e aplicac¸a˜o de Inteligencia Artiﬁcial em casos especı´ﬁcos.
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7 ANEXO A – CO´DIGO FONTE DESENVOLVIDO AO LONGO DO
PROJETO.
Este anexo conte´m o co´digo fonte de todo o software desenvolvido como experimento ao
longo do projeto. para o conjunto de dados
7.1 IMPLEMENTAC¸A˜O DO LEITOR E PROCESSADOR DAS IMAGENS,
ARQUIVO CAPTCHA DATA.PY.
1
2 import glob , os
3 import numpy as np
4 import cv2
5 import random
6
7 c l a s s OCR data ( ob j e c t ) :
8 def i n i t ( s e l f , num , d a t a d i r , n um c l a s s e s , b a t c h s i z e =50 , l e n c o d e
=5 , h e i g h t =60 , wid th =180 , r e s i z e h e i g h t =24 , r e s i z e w i d t h =88 ,
num channe l s =1) :
9 s e l f . num = num
10 s e l f . d a t a d i r = d a t a d i r
11 s e l f . n um c l a s s e s = n um c l a s s e s
12 s e l f . b a t c h s i z e = b a t c h s i z e
13 s e l f . l e n c o d e = l e n c o d e
14 s e l f . h e i g h t = h e i g h t
15 s e l f . w id th = wid th
16 s e l f . r e s i z e h e i g h t = r e s i z e h e i g h t
17 s e l f . r e s i z e w i d t h = r e s i z e w i d t h
18 s e l f . num channe l s = num channe l s
19 s e l f . i n d e x i n e p o c h = 0
20 s e l f . imgs = [ ]
21 s e l f . l a b e l s = [ ]
22 f o r pa thAndFi lename in g lob . i g l o b ( os . p a t h . j o i n ( d a t a d i r , ’*.png’ ) ) :
23 img , l a b e l = s e l f . c r e a t e c a p t c h a ( pa thAndFi lename )
45
24 s e l f . imgs . append ( img )
25 s e l f . l a b e l s . append ( l a b e l )
26 s e l f . imgs = np . a r r a y ( s e l f . imgs ) . r e s h a p e ((−1 , r e s i z e h e i g h t ,
r e s i z e w i d t h , num channe l s ) ) . a s t y p e ( np . f l o a t 3 2 )
27 s e l f . l a b e l s = np . a r r a y ( s e l f . l a b e l s )
28
29 def c r e a t e c a p t c h a ( s e l f , p a thAndFi lename ) :
30 img = cv2 . imread ( pa thAndFi lename , cv2 . IMREAD GRAYSCALE)
31 img = cv2 . r e s i z e ( img , ( s e l f . r e s i z e w i d t h , s e l f . r e s i z e h e i g h t ) ,
i n t e r p o l a t i o n =cv2 . INTER AREA)
32 f i l e n ame , e x t = os . p a t h . s p l i t e x t ( os . p a t h . basename ( pa thAndFi l ename ) )
33 l a b e l = s e l f . c r e a t e l a b e l ( f i l e n ame )
34 re turn ( img , l a b e l )
35
36 def c r e a t e l a b e l ( s e l f , f i l e n ame ) :
37 l a b e l = [ ]
38 f o r c in f i l e n ame :
39 a s c i i c o d e = ord ( c )
40 i f a s c i i c o d e < 58 :
41 c h a r v a l u e = a s c i i c o d e − 48
42 e l s e :
43 c h a r v a l u e = a s c i i c o d e − 87
44 l a b e l . append ( c h a r v a l u e )
45 re turn s e l f . d e n s e t o o n e h o t ( l a b e l , s e l f . n um c l a s s e s )
46
47 def d e n s e t o o n e h o t ( s e l f , l a b e l s d e n s e , n um c l a s s e s ) :
48 n um l a b e l s = l en ( l a b e l s d e n s e )
49 i n d e x o f f e s t = np . a r ang e ( n um l a b e l s ) * n um c l a s s e s
50 l a b e l s o n e h o t = np . z e r o s ( ( num lab e l s , n um c l a s s e s ) )
51 l a b e l s o n e h o t . f l a t [ i n d e x o f f e s t + l a b e l s d e n s e ] = 1
52 l a b e l s o n e h o t = l a b e l s o n e h o t . r e s h a p e ( n um l a b e l s * n um c l a s s e s )
53 re turn l a b e l s o n e h o t
54
55 def n e x t b a t c h ( s e l f , b a t c h s i z e ) :
56 s t a r t = s e l f . i n d e x i n e p o c h
57 s e l f . i n d e x i n e p o c h += b a t c h s i z e
58 i f s e l f . i n d e x i n e p o c h > s e l f . num :
59 perm = np . a r ang e ( s e l f . num)
60 np . random . s h u f f l e ( perm )
61 s e l f . imgs = s e l f . imgs [ perm ]
62 s e l f . l a b e l s = s e l f . l a b e l s [ perm ]
63 s t a r t = 0
64 s e l f . i n d e x i n e p o c h = b a t c h s i z e
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65 a s s e r t b a t c h s i z e <= s e l f . num
66 end = s e l f . i n d e x i n e p o c h
67 re turn s e l f . imgs [ s t a r t : end ] , s e l f . l a b e l s [ s t a r t : end ]
7.2 IMPLEMENTAC¸A˜ODA FUNC¸A˜OQUEMONTA, CONFIGURA, TREINA
ETESTAAREDENEURALDESENVOLVIDA, ARQUIVOCAPTCHA -
TRAIN.PY.
1
2 import t e n s o r f l ow as t f
3 import t ime
4 import numpy as np
5 from c a p t c h a d a t a import OCR data
6 # Parame te rs
7 i n i t i a l l e a r n i n g r a t e = 0 . 01
8 d e c a y s t e p s = 1000
9 d e c a y r a t e = 0 . 9
10 momentum = 0 . 9
11 l 2 b e t a p a r am = 3e−4
12 d r o p o u t k e e p p r o b = 0 . 5
13 t r a i n i n g i t e r s = 500000
14 b a t c h s i z e = 64
15 d i s p l a y s t e p = 100
16 s umma r i e s d i r = ’logs’
17
18 # Network Parame te rs
19 r e s i z e w i d t h = 88
20 r e s i z e h e i g h t = 24
21 c o l o r c h a n n e l s = 1
22 n c h a r s = 5
23 n c l a s s e s = 36 # 10+26
24 n t r a i n i n g s am p l e s = 180000
25 n t e s t s amp l e s = 8000
26 f c n um ou t p u t s = 4096
27
28 # Ca l c u l a t e E lapsed t ime
29 s t a r t t i m e = t ime . t ime ( )
30
31 d a t a t r a i n = OCR data ( n t r a i n i n g s amp l e s , ’./images/train’ , n c l a s s e s )
32 d a t a t e s t = OCR data ( n t e s t s amp l e s , ’./images/test’ , n c l a s s e s )
33
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34 # t f Graph i n p u t
35 x = t f . p l a c e h o l d e r ( t f . f l o a t 3 2 , [ None , r e s i z e h e i g h t , r e s i z e w i d t h ,
c o l o r c h a n n e l s ] )
36 y = t f . p l a c e h o l d e r ( t f . f l o a t 3 2 , [ None , n c h a r s * n c l a s s e s ] )
37
38 def p r i n t a c t i v a t i o n s ( t ) :
39 pr i n t ( t . op . name , t . g e t s h a p e ( ) . a s l i s t ( ) )
40
41 def we i g h t v a r i a b l e ( name , shape ) :
42 re turn t f . g e t v a r i a b l e ( name , shape , i n i t i a l i z e r = t f . c o n t r i b . l a y e r s .
x a v i e r i n i t i a l i z e r ( ) )
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44 def b i a s v a r i a b l e ( shape ) :
45 i n i t i a l = t f . c o n s t a n t ( 0 . 0 , shape=shape )
46 re turn t f . V a r i a b l e ( i n i t i a l , t r a i n a b l e =True )
47
48 def max pool ( x , k , name ) :
49 re turn t f . nn . max pool ( x , k s i z e =[1 , k , k , 1 ] , s t r i d e s =[1 , k , k , 1 ] ,
padd ing=’SAME’ , name=name )
50
51 def v a r i a b l e s umma r i e s ( var , name ) :
52 ”””A t t a c h a l o t o f summaries t o a Tensor . ”””
53 wi th t f . name scope ( ’summaries’ ) :
54 mean = t f . r educe mean ( v a r )
55 t f . s c a l a r summary ( ’mean/’ + name , mean )
56 wi th t f . name scope ( ’stddev’ ) :
57 s t d d e v = t f . s q r t ( t f . r educe mean ( t f . s q u a r e ( v a r −
mean ) ) )
58 t f . s c a l a r summary ( ’stddev/’ + name , s t d d e v )
59 t f . s c a l a r summary ( ’max/’ + name , t f . reduce max ( v a r ) )
60 t f . s c a l a r summary ( ’min/’ + name , t f . r e du ce m in ( v a r ) )
61 t f . h i s tog ram summary ( name , v a r )
62
63 def conv2d ( x , W, B , name ) :
64 wi th t f . name scope ( name ) as scope :
65 wi th t f . name scope ( ’weights’ ) :
66 v a r i a b l e s umma r i e s (W, name + ’/weights’ )
67 wi th t f . name scope ( ’biases’ ) :
68 v a r i a b l e s umma r i e s (B , name + ’/biases’ )
69 conv = t f . nn . conv2d ( x , W, s t r i d e s =[1 , 1 , 1 , 1 ] , padd ing=’
SAME’ )
70 b i a s = t f . nn . b i a s a d d ( conv , B)
71 wi th t f . name scope ( ’Wx_plus_b’ ) :
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72 t f . h i s tog ram summary ( name + ’/pre_activations’ ,
b i a s )
73 conv = t f . nn . r e l u ( b i a s , name=scope )
74 t f . h i s tog ram summary ( name + ’/activations’ , conv )
75 re turn conv
76
77
78 def o c r n e t ( x , we igh t s , b i a s e s , k e ep p r ob ) :
79 x = t f . r e s h a p e ( x , shape =[−1 , r e s i z e h e i g h t , r e s i z e w i d t h ,
c o l o r c h a n n e l s ] )
80 t f . image summary ( ’input’ , x , 10 )
81
82 conv1 = conv2d ( x , we i g h t s [ ’wc1’ ] , b i a s e s [ ’bc1’ ] , ’conv1’ )
83 p r i n t a c t i v a t i o n s ( conv1 )
84 l r n 1 = t f . nn . l o c a l r e s p o n s e n o r m a l i z a t i o n ( conv1 )
85 poo l1 = max pool ( l r n 1 , k =2 , name=’pool1’ )
86 # poo l1 = max pool ( conv1 , k=2 , name=’ poo l1 ’ )
87 p r i n t a c t i v a t i o n s ( poo l1 )
88
89 conv2 = conv2d ( pool1 , we i g h t s [ ’wc2’ ] , b i a s e s [ ’bc2’ ] , ’conv2’ )
90 p r i n t a c t i v a t i o n s ( conv2 )
91 l r n 2 = t f . nn . l o c a l r e s p o n s e n o r m a l i z a t i o n ( conv2 )
92 poo l2 = max pool ( l r n 2 , k =2 , name=’pool2’ )
93 # poo l2 = max pool ( conv2 , k=2 , name=’ poo l2 ’ )
94 p r i n t a c t i v a t i o n s ( poo l2 )
95
96 conv3 = conv2d ( pool2 , we i g h t s [ ’wc3’ ] , b i a s e s [ ’bc3’ ] , ’conv3’ )
97 p r i n t a c t i v a t i o n s ( conv3 )
98 l r n 3 = t f . nn . l o c a l r e s p o n s e n o r m a l i z a t i o n ( conv3 )
99 poo l3 = max pool ( l r n 3 , k =2 , name=’pool3’ )
100 # poo l3 = max pool ( conv3 , k=2 , name=’ poo l3 ’ )
101 p r i n t a c t i v a t i o n s ( poo l3 )
102
103 conv4 = conv2d ( pool3 , we i g h t s [ ’wc4’ ] , b i a s e s [ ’bc4’ ] , ’conv4’ )
104 p r i n t a c t i v a t i o n s ( conv4 )
105
106 d ropou t = t f . nn . d r opou t ( conv4 , k e ep p r ob )
107
108 shape = d ropou t . g e t s h a p e ( ) . a s l i s t ( )
109 r e sh ap ed = t f . r e s h a p e ( d ropou t , [−1 , we i g h t s [ ’wd1’ ] . g e t s h a p e ( ) .
a s l i s t ( ) [ 0 ] ] )
110
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111 f c 1 = t f . nn . r e l u ( t f . matmul ( r e shaped , we i g h t s [ ’wd1’ ] ) + b i a s e s [ ’
bd1’ ] , name=’fc1’ )
112 p r i n t a c t i v a t i o n s ( f c1 )
113
114 f c21 = t f . nn . r e l u ( t f . matmul ( fc1 , we i g h t s [ ’out1’ ] ) + b i a s e s [ ’out1’
] , name=’fc21’ )
115 p r i n t a c t i v a t i o n s ( f c21 )
116
117 f c22 = t f . nn . r e l u ( t f . matmul ( fc1 , we i g h t s [ ’out2’ ] ) + b i a s e s [ ’out2’
] , name=’fc22’ )
118 p r i n t a c t i v a t i o n s ( f c22 )
119
120 f c23 = t f . nn . r e l u ( t f . matmul ( fc1 , we i g h t s [ ’out3’ ] ) + b i a s e s [ ’out3’
] , name=’fc23’ )
121 p r i n t a c t i v a t i o n s ( f c23 )
122
123 f c24 = t f . nn . r e l u ( t f . matmul ( fc1 , we i g h t s [ ’out4’ ] ) + b i a s e s [ ’out4’
] , name=’fc24’ )
124 p r i n t a c t i v a t i o n s ( f c24 )
125
126 f c25 = t f . nn . r e l u ( t f . matmul ( fc1 , we i g h t s [ ’out5’ ] ) + b i a s e s [ ’out5’
] , name=’fc25’ )
127 p r i n t a c t i v a t i o n s ( f c25 )
128
129 re turn [ fc21 , fc22 , fc23 , fc24 , f c25 ]
130
131 def a c c u r a c y f u n c ( p r e d i c t i o n s , l a b e l s ) :
132 wi th t f . name scope ( ’accuracy’ ) :
133 y = t f . r e s h a p e ( l a b e l s , shape =[−1 , n ch a r s , n c l a s s e s ] )
134 wi th t f . name scope ( ’prediction’ ) :
135 p red = t f . r e s h a p e ( p r e d i c t i o n s , shape =[−1 , n ch a r s ,
n c l a s s e s ] )
136 wi th t f . name scope ( ’correct_prediction’ ) :
137 c o r r e c t p r e d = t f . e q u a l ( t f . argmax ( pred , 2 ) , t f .
argmax ( y , 2 ) )
138 wi th t f . name scope ( ’accuracy’ ) :
139 a c c u r a c y = t f . r educe mean ( t f . c a s t ( c o r r e c t p r e d , t f .
f l o a t 3 2 ) )
140 t f . s c a l a r summary ( ’accuracy’ , a c c u r a c y )
141 re turn a c c u r a c y * 100 .0
142
143 def s o f t m a x j o i n e r ( l o g i t s ) :
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144 re turn t f . t r a n s p o s e ( t f . pack ( [ t f . nn . so f tmax ( l o g i t s [ 0 ] ) , t f . nn .
so f tmax ( l o g i t s [ 1 ] ) , \
145 t f . nn . so f tmax ( l o g i t s [ 2 ] ) , t f . nn .
so f tmax ( l o g i t s [ 3 ] ) , \
146 t f . nn . so f tmax ( l o g i t s [ 4 ] ) ] ) , perm =
[ 1 , 0 , 2 ] )
147
148 we igh t s = {
149 ’wc1’ : w e i g h t v a r i a b l e ( ’wc1’ , [ 5 , 5 , c o l o r c h a n n e l s , 6 4 ] ) ,
150 ’wc2’ : w e i g h t v a r i a b l e ( ’wc2’ , [ 5 , 5 , 64 , 1 2 8 ] ) ,
151 ’wc3’ : w e i g h t v a r i a b l e ( ’wc3’ , [ 5 , 5 , 128 , 2 5 6 ] ) ,
152 ’wc4’ : w e i g h t v a r i a b l e ( ’wc4’ , [ 3 , 3 , 256 , 5 1 2 ] ) ,
153 ’wd1’ : w e i g h t v a r i a b l e ( ’wd1’ , [ ( r e s i z e h e i g h t / 8 ) * ( r e s i z e w i d t h / 8 )
*512 , f c n um ou t p u t s ] ) ,
154 ’out1’ : w e i g h t v a r i a b l e ( ’out1’ , [ f c num ou tpu t s , n c l a s s e s ] ) ,
155 ’out2’ : w e i g h t v a r i a b l e ( ’out2’ , [ f c num ou tpu t s , n c l a s s e s ] ) ,
156 ’out3’ : w e i g h t v a r i a b l e ( ’out3’ , [ f c num ou tpu t s , n c l a s s e s ] ) ,
157 ’out4’ : w e i g h t v a r i a b l e ( ’out4’ , [ f c num ou tpu t s , n c l a s s e s ] ) ,
158 ’out5’ : w e i g h t v a r i a b l e ( ’out5’ , [ f c num ou tpu t s , n c l a s s e s ] )
159 }
160
161 b i a s e s = {
162 ’bc1’ : b i a s v a r i a b l e ( [ 6 4 ] ) ,
163 ’bc2’ : b i a s v a r i a b l e ( [ 1 2 8 ] ) ,
164 ’bc3’ : b i a s v a r i a b l e ( [ 2 5 6 ] ) ,
165 ’bc4’ : b i a s v a r i a b l e ( [ 5 1 2 ] ) ,
166 ’bd1’ : b i a s v a r i a b l e ( [ f c n um ou t p u t s ] ) ,
167 ’out1’ : b i a s v a r i a b l e ( [ n c l a s s e s ] ) ,
168 ’out2’ : b i a s v a r i a b l e ( [ n c l a s s e s ] ) ,
169 ’out3’ : b i a s v a r i a b l e ( [ n c l a s s e s ] ) ,
170 ’out4’ : b i a s v a r i a b l e ( [ n c l a s s e s ] ) ,
171 ’out5’ : b i a s v a r i a b l e ( [ n c l a s s e s ] )
172 }
173
174 def t r a i n ( ) :
175 wi th t f . S e s s i o n ( ) a s s e s s :
176 s a v e r = t f . t r a i n . Save r ( )
177
178 l o g i t s = o c r n e t ( x , we igh t s , b i a s e s , d r o p o u t k e e p p r o b )
179
180 wi th t f . name scope ( ’loss’ ) :
181 l o s s = t f . r educe mean ( t f . nn .
s o f t m a x c r o s s e n t r o p y w i t h l o g i t s ( l o g i t s [ 0 ] , y
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[ : , 0 : 3 6 ] ) ) +\
182 t f . r educe mean ( t f . nn .
s o f t m a x c r o s s e n t r o p y w i t h l o g i t s ( l o g i t s
[ 1 ] , y [ : , 3 6 : 7 2 ] ) ) +\
183 t f . r educe mean ( t f . nn .
s o f t m a x c r o s s e n t r o p y w i t h l o g i t s ( l o g i t s
[ 2 ] , y [ : , 7 2 : 1 0 8 ] ) ) +\
184 t f . r educe mean ( t f . nn .
s o f t m a x c r o s s e n t r o p y w i t h l o g i t s ( l o g i t s
[ 3 ] , y [ : , 1 0 8 : 1 4 4 ] ) ) +\
185 t f . r educe mean ( t f . nn .
s o f t m a x c r o s s e n t r o p y w i t h l o g i t s ( l o g i t s
[ 4 ] , y [ : , 1 4 4 : 1 8 0 ] ) )
186
187 # add ing r e g u l a r i z e r s
188 r e g u l a r i z e r s = ( t f . nn . l 2 l o s s ( we igh t s [ ’wc1’ ] ) + t f .
nn . l 2 l o s s ( b i a s e s [ ’bc1’ ] ) +
189 t f . nn . l 2 l o s s ( we igh t s [ ’wc2’ ] ) + t f .
nn . l 2 l o s s ( b i a s e s [ ’bc2’ ] ) +
190 t f . nn . l 2 l o s s ( we igh t s [ ’wc3’ ] ) + t f .
nn . l 2 l o s s ( b i a s e s [ ’bc3’ ] ) +
191 t f . nn . l 2 l o s s ( we igh t s [ ’wc4’ ] ) + t f .
nn . l 2 l o s s ( b i a s e s [ ’bc4’ ] )
192 )
193 # Add t h e r e g u l a r i z a t i o n term t o t h e l o s s .
194 l o s s += l 2 b e t a p a r am * r e g u l a r i z e r s
195 t f . s c a l a r summary ( ’loss’ , l o s s )
196
197 g l o b a l s t e p = t f . V a r i a b l e ( 0 )
198 wi th t f . name scope ( ’learning_rate’ ) :
199 l e a r n i n g r a t e = t f . t r a i n . e x p o n e n t i a l d e c a y (
i n i t i a l l e a r n i n g r a t e , g l o b a l s t e p , d e c a y s t e p s ,
d e c a y r a t e )
200 t f . s c a l a r summary ( ’learning_rate’ , l e a r n i n g r a t e )
201 wi th t f . name scope ( ’train’ ) :
202 o p t im i z e r = t f . t r a i n . MomentumOptimizer (
l e a r n i n g r a t e , momentum ) . min imize ( l o s s ,
g l o b a l s t e p = g l o b a l s t e p )
203 p red = s o f tm a x j o i n e r ( l o g i t s )
204 a c c u r a c y = a c c u r a c y f u n c ( pred , y )
205
206 i n i t = t f . i n i t i a l i z e a l l v a r i a b l e s ( )
207 merged = t f . m e r g e a l l s umma r i e s ( )
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208 t r a i n w r i t e r = t f . t r a i n . SummaryWriter ( s umma r i e s d i r + ’/
train’ , s e s s . g r aph )
209
210 s e s s . r un ( i n i t )
211 s t e p = 1# Keep t r a i n i n g u n t i l reach max i t e r a t i o n s
212 whi le s t e p * b a t c h s i z e < t r a i n i n g i t e r s :
213 b a t c h = d a t a t r a i n . n e x t b a t c h ( b a t c h s i z e )
214 b a t c h l a b e l s = b a t c h [ 1 ]
215 # F i t t r a i n i n g u s i n g ba t ch da ta
216 smry , , l = s e s s . r un ( [ merged , o p t im i z e r , l o s s ] ,
f e e d d i c t ={x : b a t c h [ 0 ] , y : b a t c h l a b e l s } )
217 i f s t e p % d i s p l a y s t e p == 0 :
218 # Ca l c u l a t e ba t ch accuracy
219 r u n o p t i o n s = t f . RunOpt ions ( t r a c e l e v e l = t f .
RunOpt ions . FULL TRACE)
220 r u n me t a d a t a = t f . RunMetadata ( )
221 summary , acc = s e s s . r un ( [ merged , a c c u r a c y ] ,
222 f e e d d i c t ={x : b a t c h
[ 0 ] , y : b a t c h
[ 1 ] } ,
223 o p t i o n s = r u n o p t i o n s
,
224 r u n me t a d a t a =
r u n me t a d a t a )
225 t r a i n w r i t e r . a d d r u n me t a d a t a ( r un me t ad a t a ,
’step%03d’ % s t e p )
226 t r a i n w r i t e r . add summary ( summary , s t e p )
227 pr i n t "Iter " + s t r ( s t e p * b a t c h s i z e ) + ",
Minibatch Loss= " + "{:.6f}" . format ( l ) +
", Training Accuracy= " + "{:.2f}%" .
format ( acc )
228 e l s e :
229 t r a i n w r i t e r . add summary ( smry , s t e p )
230 s t e p += 1
231 pr i n t "Optimization Finished!"
232 t r a i n w r i t e r . c l o s e ( )
233 e l a p s e d t im e = t ime . t ime ( ) − s t a r t t i m e
234 hou r s = e l a p s e d t im e / 3600
235 minu t e s = ( e l a p s e d t im e % 3600) / 60
236 s e cond s = ( e l a p s e d t im e % 3600) % 60
237 pr i n t "Total time was: " + "{:.0f}h" . format ( h ou r s ) + ",
{:.0f}m" . format ( m inu t e s ) + ", {:.0f}s" . format ( s e cond s )
238 # Save t h e v a r i a b l e s t o d i s k .
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239 s a v e p a t h = s a v e r . save ( s e s s , "models/sintegra_sc_model.ckpt
" )
240 pr i n t ( "Model saved in file: %s" % sa v e p a t h )
241
242 t e s t w r i t e r = t f . t r a i n . SummaryWriter ( s umma r i e s d i r + ’/test
’ )
243 t e s t b a t c h = d a t a t e s t . n e x t b a t c h ( n t e s t s am p l e s )
244 summ , acc = s e s s . r un ( [ merged , a c c u r a c y ] , f e e d d i c t ={x :
t e s t b a t c h [ 0 ] , y : t e s t b a t c h [ 1 ] } )
245 pr i n t "Testing Accuracy: " + "{:.2f}%" . format ( acc )
246 t e s t w r i t e r . add summary ( summ , s t e p )
247
248 i f t f . g f i l e . E x i s t s ( s umma r i e s d i r ) :
249 t f . g f i l e . D e l e t eR e c u r s i v e l y ( s umma r i e s d i r )
250 t f . g f i l e . MakeDirs ( s umma r i e s d i r )
251 i f not t f . g f i l e . E x i s t s ( ’models’ ) :
252 t f . g f i l e . MakeDirs ( ’models’ )
253 t r a i n ( )
7.3 IMPLEMENTAC¸A˜O DA FUNC¸A˜O QUE EXECUTA O RECONHECI-
MENTO DE UMA IMAGEM DE CAPTCHA, ARQUIVO CAPTCHA -
RECOGNIZER.PY.
1
2 import t e n s o r f l ow as t f
3 import glob , os
4 import numpy as np
5 import cv2
6 import random
7
8 c l a s s OCR recogn ize r ( ob j e c t ) :
9 def i n i t ( s e l f , mode l f i l e n ame , n um c l a s s e s =36 , num channe l s =1 ,
num cha r s =5 , r e s i z e h e i g h t =24 , r e s i z e w i d t h =88) :
10 s e l f . mode l f i l e n ame = mode l f i l e n ame
11 s e l f . n um c l a s s e s = n um c l a s s e s
12 s e l f . num channe l s = num channe l s
13 s e l f . num cha r s = num char s
14 s e l f . r e s i z e h e i g h t = r e s i z e h e i g h t
15 s e l f . r e s i z e w i d t h = r e s i z e w i d t h
16 # t f Graph i n p u t
17 f c n um ou t p u t s = 4096
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18 s e l f . l 2 b e t a p a r am = 3e−4
19 s e l f . i n i t i a l l e a r n i n g r a t e = 0 . 01
20 s e l f . d e c a y s t e p s = 1000
21 s e l f . d e c a y r a t e = 0 . 9
22 s e l f . momentum = 0 . 9
23 s e l f . d r o p o u t k e e p p r o b = 0 . 5
24 s e l f . x = t f . p l a c e h o l d e r ( t f . f l o a t 3 2 , [ None , r e s i z e h e i g h t ,
r e s i z e w i d t h , num channe l s ] )
25 s e l f . y = t f . p l a c e h o l d e r ( t f . f l o a t 3 2 , [ None , num cha r s * n um c l a s s e s ] )
26 s e l f . we igh t s = {
27 ’wc1’ : s e l f . w e i g h t v a r i a b l e ( ’wc1’ , [ 5 , 5 , num channels , 6 4 ] ) ,
28 ’wc2’ : s e l f . w e i g h t v a r i a b l e ( ’wc2’ , [ 5 , 5 , 64 , 1 2 8 ] ) ,
29 ’wc3’ : s e l f . w e i g h t v a r i a b l e ( ’wc3’ , [ 5 , 5 , 128 , 2 5 6 ] ) ,
30 ’wc4’ : s e l f . w e i g h t v a r i a b l e ( ’wc4’ , [ 3 , 3 , 256 , 5 1 2 ] ) ,
31 ’wd1’ : s e l f . w e i g h t v a r i a b l e ( ’wd1’ , [ ( r e s i z e h e i g h t / 8 ) * (
r e s i z e w i d t h / 8 ) *512 , f c n um ou t p u t s ] ) ,
32 ’out1’ : s e l f . w e i g h t v a r i a b l e ( ’out1’ , [ f c num ou tpu t s ,
n um c l a s s e s ] ) ,
33 ’out2’ : s e l f . w e i g h t v a r i a b l e ( ’out2’ , [ f c num ou tpu t s ,
n um c l a s s e s ] ) ,
34 ’out3’ : s e l f . w e i g h t v a r i a b l e ( ’out3’ , [ f c num ou tpu t s ,
n um c l a s s e s ] ) ,
35 ’out4’ : s e l f . w e i g h t v a r i a b l e ( ’out4’ , [ f c num ou tpu t s ,
n um c l a s s e s ] ) ,
36 ’out5’ : s e l f . w e i g h t v a r i a b l e ( ’out5’ , [ f c num ou tpu t s ,
n um c l a s s e s ] )
37 }
38 s e l f . b i a s e s = {
39 ’bc1’ : s e l f . b i a s v a r i a b l e ( [ 6 4 ] ) ,
40 ’bc2’ : s e l f . b i a s v a r i a b l e ( [ 1 2 8 ] ) ,
41 ’bc3’ : s e l f . b i a s v a r i a b l e ( [ 2 5 6 ] ) ,
42 ’bc4’ : s e l f . b i a s v a r i a b l e ( [ 5 1 2 ] ) ,
43 ’bd1’ : s e l f . b i a s v a r i a b l e ( [ f c n um ou t p u t s ] ) ,
44 ’out1’ : s e l f . b i a s v a r i a b l e ( [ n um c l a s s e s ] ) ,
45 ’out2’ : s e l f . b i a s v a r i a b l e ( [ n um c l a s s e s ] ) ,
46 ’out3’ : s e l f . b i a s v a r i a b l e ( [ n um c l a s s e s ] ) ,
47 ’out4’ : s e l f . b i a s v a r i a b l e ( [ n um c l a s s e s ] ) ,
48 ’out5’ : s e l f . b i a s v a r i a b l e ( [ n um c l a s s e s ] )
49 }
50 s e l f . l o g i t s = s e l f . o c r n e t ( s e l f . x , s e l f . we igh t s , s e l f . b i a s e s , s e l f .
d r o p o u t k e e p p r o b )
51 s e l f . d e f i n e g r a p h ( )
52
55
53 def e n t e r ( s e l f ) :
54 re turn s e l f
55
56 def e x i t ( s e l f , * e r r ) :
57 t f . r e s e t d e f a u l t g r a p h ( )
58
59 def c r e a t e c a p t c h a ( s e l f , p a thAndFi lename ) :
60 img = cv2 . imread ( pa thAndFi lename , cv2 . IMREAD GRAYSCALE)
61 img = cv2 . r e s i z e ( img , ( s e l f . r e s i z e w i d t h , s e l f . r e s i z e h e i g h t ) ,
i n t e r p o l a t i o n =cv2 . INTER AREA)
62 f i l e n ame , e x t = os . p a t h . s p l i t e x t ( os . p a t h . basename ( pa thAndFi l ename ) )
63 l a b e l = s e l f . c r e a t e l a b e l ( f i l e n ame )
64 re turn ( img , l a b e l )
65
66 def c r e a t e l a b e l ( s e l f , f i l e n ame ) :
67 l a b e l = [ ]
68 f o r c in f i l e n ame :
69 a s c i i c o d e = ord ( c )
70 i f a s c i i c o d e < 58 :
71 c h a r v a l u e = a s c i i c o d e − 48
72 e l s e :
73 c h a r v a l u e = a s c i i c o d e − 87
74 l a b e l . append ( c h a r v a l u e )
75 re turn s e l f . d e n s e t o o n e h o t ( l a b e l )
76
77 def d e n s e t o o n e h o t ( s e l f , l a b e l s d e n s e ) :
78 n um l a b e l s = l en ( l a b e l s d e n s e )
79 i n d e x o f f e s t = np . a r ang e ( n um l a b e l s ) * s e l f . n um c l a s s e s
80 l a b e l s o n e h o t = np . z e r o s ( ( num lab e l s , s e l f . n um c l a s s e s ) )
81 l a b e l s o n e h o t . f l a t [ i n d e x o f f e s t + l a b e l s d e n s e ] = 1
82 l a b e l s o n e h o t = l a b e l s o n e h o t . r e s h a p e ( n um l a b e l s * s e l f . n um c l a s s e s
)
83 re turn l a b e l s o n e h o t
84
85 def g e t p r e d i c t i o n s t r i n g ( s e l f , o n e h o t p r e d i c t i o n s ) :
86 r e sh ap ed = o n e h o t p r e d i c t i o n s . r e s h a p e ( s e l f . num chars , s e l f .
n um c l a s s e s )
87 c o r r e c t p r e d = np . argmax ( r e shaped , 1 )
88 f i n a l s t r i n g = ""
89 f o r c h a r v a l u e in c o r r e c t p r e d :
90 i f c h a r v a l u e > 9 :
91 f i n a l s t r i n g += chr ( c h a r v a l u e + 87 )
92 e l s e :
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93 f i n a l s t r i n g += chr ( c h a r v a l u e + 48 )
94 re turn f i n a l s t r i n g
95
96 def im a g e t o b a t c h ( s e l f , image pa t h ) :
97 img , l a b e l = s e l f . c r e a t e c a p t c h a ( image pa t h )
98 imgs = [ ]
99 l a b e l s = [ ]
100 imgs . append ( img )
101 l a b e l s . append ( l a b e l )
102 imgs = np . a r r a y ( imgs ) . r e s h a p e ((−1 , s e l f . r e s i z e h e i g h t , s e l f .
r e s i z e w i d t h , s e l f . num channe l s ) ) . a s t y p e ( np . f l o a t 3 2 )
103 l a b e l s = np . a r r a y ( l a b e l s )
104 re turn imgs [ 0 : 1 ] , l a b e l s [ 0 : 1 ]
105
106 def we i g h t v a r i a b l e ( s e l f , name , shape ) :
107 re turn t f . g e t v a r i a b l e ( name , shape , i n i t i a l i z e r = t f . c o n t r i b . l a y e r s .
x a v i e r i n i t i a l i z e r ( ) )
108
109 def b i a s v a r i a b l e ( s e l f , shape ) :
110 i n i t i a l = t f . c o n s t a n t ( 0 . 0 , shape=shape )
111 re turn t f . V a r i a b l e ( i n i t i a l , t r a i n a b l e =True )
112
113 def max pool ( s e l f , x , k , name ) :
114 re turn t f . nn . max pool ( x , k s i z e =[1 , k , k , 1 ] , s t r i d e s =[1 , k , k , 1 ] ,
padd ing=’SAME’ , name=name )
115
116 def conv2d ( s e l f , x , W, B , name ) :
117 conv = t f . nn . conv2d ( x , W, s t r i d e s =[1 , 1 , 1 , 1 ] , padd ing=’SAME’ )
118 b i a s = t f . nn . b i a s a d d ( conv , B)
119 conv = t f . nn . r e l u ( b i a s , name=name )
120 re turn conv
121
122 def o c r n e t ( s e l f , x , we igh t s , b i a s e s , k e ep p r ob ) :
123 x = t f . r e s h a p e ( x , shape =[−1 , s e l f . r e s i z e h e i g h t , s e l f .
r e s i z e w i d t h , s e l f . num channe l s ] )
124
125 conv1 = s e l f . conv2d ( x , we i g h t s [ ’wc1’ ] , b i a s e s [ ’bc1’ ] , ’conv1’ )
126 l r n 1 = t f . nn . l o c a l r e s p o n s e n o r m a l i z a t i o n ( conv1 )
127 poo l1 = s e l f . max pool ( l r n 1 , k =2 , name=’pool1’ )
128
129 conv2 = s e l f . conv2d ( pool1 , we i g h t s [ ’wc2’ ] , b i a s e s [ ’bc2’ ] , ’conv2’
)
130 l r n 2 = t f . nn . l o c a l r e s p o n s e n o r m a l i z a t i o n ( conv2 )
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131 poo l2 = s e l f . max pool ( l r n 2 , k =2 , name=’pool2’ )
132
133 conv3 = s e l f . conv2d ( pool2 , we i g h t s [ ’wc3’ ] , b i a s e s [ ’bc3’ ] , ’conv3’
)
134 l r n 3 = t f . nn . l o c a l r e s p o n s e n o r m a l i z a t i o n ( conv3 )
135 poo l3 = s e l f . max pool ( l r n 3 , k =2 , name=’pool3’ )
136
137 conv4 = s e l f . conv2d ( pool3 , we i g h t s [ ’wc4’ ] , b i a s e s [ ’bc4’ ] , ’conv4’
)
138
139 d ropou t = t f . nn . d r opou t ( conv4 , k e ep p r ob )
140
141 shape = d ropou t . g e t s h a p e ( ) . a s l i s t ( )
142 r e sh ap ed = t f . r e s h a p e ( d ropou t , [−1 , we i g h t s [ ’wd1’ ] . g e t s h a p e ( ) .
a s l i s t ( ) [ 0 ] ] )
143
144 f c 1 = t f . nn . r e l u ( t f . matmul ( r e shaped , we i g h t s [ ’wd1’ ] ) + b i a s e s [ ’
bd1’ ] , name=’fc1’ )
145
146 f c21 = t f . nn . r e l u ( t f . matmul ( fc1 , we i g h t s [ ’out1’ ] ) + b i a s e s [ ’out1’
] , name=’fc21’ )
147
148 f c22 = t f . nn . r e l u ( t f . matmul ( fc1 , we i g h t s [ ’out2’ ] ) + b i a s e s [ ’out2’
] , name=’fc22’ )
149
150 f c23 = t f . nn . r e l u ( t f . matmul ( fc1 , we i g h t s [ ’out3’ ] ) + b i a s e s [ ’out3’
] , name=’fc23’ )
151
152 f c24 = t f . nn . r e l u ( t f . matmul ( fc1 , we i g h t s [ ’out4’ ] ) + b i a s e s [ ’out4’
] , name=’fc24’ )
153
154 f c25 = t f . nn . r e l u ( t f . matmul ( fc1 , we i g h t s [ ’out5’ ] ) + b i a s e s [ ’out5’
] , name=’fc25’ )
155
156 re turn [ fc21 , fc22 , fc23 , fc24 , f c25 ]
157
158 def s o f t m a x j o i n e r ( s e l f , l o g i t s ) :
159 re turn t f . t r a n s p o s e ( t f . pack ( [ t f . nn . so f tmax ( l o g i t s [ 0 ] ) , t f . nn .
so f tmax ( l o g i t s [ 1 ] ) , \
160 t f . nn . so f tmax ( l o g i t s [ 2 ] ) , t f . nn .
so f tmax ( l o g i t s [ 3 ] ) , \
161 t f . nn . so f tmax ( l o g i t s [ 4 ] ) ] ) , perm =
[ 1 , 0 , 2 ] )
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162
163 def d e f i n e g r a p h ( s e l f ) :
164 s e l f . s a v e r = t f . t r a i n . Save r ( )
165 l o s s = t f . r educe mean ( t f . nn . s o f t m a x c r o s s e n t r o p y w i t h l o g i t s ( s e l f .
l o g i t s [ 0 ] , s e l f . y [ : , 0 : 3 6 ] ) ) +\
166 t f . r educe mean ( t f . nn . s o f t m a x c r o s s e n t r o p y w i t h l o g i t s ( s e l f .
l o g i t s [ 1 ] , s e l f . y [ : , 3 6 : 7 2 ] ) ) +\
167 t f . r educe mean ( t f . nn . s o f t m a x c r o s s e n t r o p y w i t h l o g i t s ( s e l f .
l o g i t s [ 2 ] , s e l f . y [ : , 7 2 : 1 0 8 ] ) ) +\
168 t f . r educe mean ( t f . nn . s o f t m a x c r o s s e n t r o p y w i t h l o g i t s ( s e l f .
l o g i t s [ 3 ] , s e l f . y [ : , 1 0 8 : 1 4 4 ] ) ) +\
169 t f . r educe mean ( t f . nn . s o f t m a x c r o s s e n t r o p y w i t h l o g i t s ( s e l f .
l o g i t s [ 4 ] , s e l f . y [ : , 1 4 4 : 1 8 0 ] ) )
170
171 # add ing r e g u l a r i z e r s
172 r e g u l a r i z e r s = ( t f . nn . l 2 l o s s ( s e l f . we igh t s [ ’wc1’ ] ) + t f . nn . l 2 l o s s (
s e l f . b i a s e s [ ’bc1’ ] ) +
173 t f . nn . l 2 l o s s ( s e l f . we igh t s [ ’wc2’ ] ) + t f . nn . l 2 l o s s (
s e l f . b i a s e s [ ’bc2’ ] ) +
174 t f . nn . l 2 l o s s ( s e l f . we igh t s [ ’wc3’ ] ) + t f . nn . l 2 l o s s (
s e l f . b i a s e s [ ’bc3’ ] ) +
175 t f . nn . l 2 l o s s ( s e l f . we igh t s [ ’wc4’ ] ) + t f . nn . l 2 l o s s (
s e l f . b i a s e s [ ’bc4’ ] ) )
176 # Add t h e r e g u l a r i z a t i o n term t o t h e l o s s .
177 s e l f . l o s s = l o s s + s e l f . l 2 b e t a p a r am * r e g u l a r i z e r s
178
179 g l o b a l s t e p = t f . V a r i a b l e ( 0 )
180 l e a r n i n g r a t e = t f . t r a i n . e x p o n e n t i a l d e c a y ( s e l f .
i n i t i a l l e a r n i n g r a t e , g l o b a l s t e p , s e l f . d e c a y s t e p s , s e l f .
d e c a y r a t e )
181
182 s e l f . o p t im i z e r = t f . t r a i n . MomentumOptimizer ( l e a r n i n g r a t e , s e l f .
momentum ) . min imize ( l o s s , g l o b a l s t e p = g l o b a l s t e p )
183 s e l f . p r ed = s e l f . s o f t m a x j o i n e r ( s e l f . l o g i t s )
184
185 def r e c o g n i z e ( s e l f , image pa t h ) :
186 wi th t f . S e s s i o n ( ) a s s e s s :
187 i n i t = t f . i n i t i a l i z e a l l v a r i a b l e s ( )
188 s e s s . r un ( i n i t )
189 s e l f . s a v e r . r e s t o r e ( s e s s , s e l f . mode l f i l e n ame )
190
191 b a t c h = s e l f . im a g e t o b a t c h ( image pa t h )
192 # F i t t r a i n i n g u s i n g ba t ch da ta
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193 , p r e d i c t i o n s , l = s e s s . r un ( [ s e l f . o p t im i z e r , s e l f . p red , s e l f .
l o s s ] , f e e d d i c t ={ s e l f . x : b a t c h [ 0 ] , s e l f . y : b a t c h [ 1 ] } )
194 re turn s e l f . g e t p r e d i c t i o n s t r i n g ( p r e d i c t i o n s )
7.4 IMPLEMENTAC¸A˜O DA FUNC¸A˜O QUE CALCULA A ACURA´CIA
DOMODELODEREDENEURAL, ARQUIVOCAPTCHA ACCURACY.PY.
1
2 import glob , os
3 from c a p t c h a r e c o g n i z e r import OCR recogn ize r
4
5 r e c o g n i z e r = OCR recogn ize r ( ’models/sintegra_sc_model.ckpt’ )
6
7 def c a l c u l a t e a c c u r a c y ( dir , p a t t e r n ) :
8 c o r r e c t s = 0
9 t o t a l = 0
10 f o r pa thAndFi lename in g lob . i g l o b ( os . p a t h . j o i n ( dir , p a t t e r n ) ) :
11 l a b e l , e x t = os . p a t h . s p l i t e x t ( os . p a t h . basename ( pa thAndFi lename ) )
12 p r e d i c t i o n = r e c o g n i z e r . r e c o g n i z e ( pa thAndFi l ename )
13 i f p r e d i c t i o n == l a b e l :
14 c o r r e c t s += 1
15 t o t a l += 1
16 pr i n t "Prediction: " + p r e d i c t i o n
17 pr i n t "Label: " + l a b e l
18 a c c u r a c y = ( f l o a t ( c o r r e c t s ) / f l o a t ( t o t a l ) ) * 100
19 pr i n t "The total accuracy was: " + "{:.2f}%" . format ( a c c u r a c y )
20 re turn a c c u r a c y
21
22 c a l c u l a t e a c c u r a c y ( r’./images/accuracy’ , r’*.png’ )
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Abstract. Currently many applications on the Internet follow the policy of ke-
eping some data accessible to the public. In order to do this, it’s necessary to
develop a portal that is robust enough to ensure that all people can access this
data. But the requests made to recover public data may not always come from
a human. Companies specializing in Big data have a great interest in data from
public sources in order to make analysis and forecasts from current data. With
this interest, Web Crawlers are implemented. They are responsible for querying
data sources thousands of times a day, making several requests to a website.
This website may not be prepared for such a great volume of inquiries in a short
period of time. In order to prevent queries to be made by computer programs,
institutions that keep public data invest in tools called CAPTCHA (Completely
Automated Public Turing test to tell Computers and Humans Apart). These to-
ols usually deal with images containing text and the user must enter what he
or she sees in the image. The objective of the proposed work is to perform the
text recognition in CAPTCHA images through the application of convolutional
neural networks.
Resumo. Atualmente, muitas aplicac¸o˜es na Internet seguem a polı´tica de man-
ter alguns dados acessı´veis ao pu´blico. Para isso e´ necessa´rio desenvolver um
portal que seja robusto o suficiente para garantir que todas as pessoas pos-
sam acessa´-lo. Pore´m, as requisic¸o˜es feitas para recuperar dados pu´blicos nem
sempre veˆm de um ser humano. Empresas especializadas em Big data possuem
um grande interesse em fontes de dados pu´blicos para poder fazer ana´lises e
previso˜es a partir de dados atuais. Com esse interesse, Web Crawlers sa˜o im-
plementados. Eles sa˜o responsa´veis por consultar fontes de dados milhares
de vezes ao dia, fazendo diversas requisic¸o˜es a um website. Tal website pode
na˜o estar preparado para um volume de consultas ta˜o grande em um perı´odo
ta˜o curto de tempo. Com o intuito de impedir que sejam feitas consultas por
programas de computador, as instituic¸o˜es que manteˆm dados pu´blicos investem
em ferramentas chamadas CAPTCHA (teste de Turing pu´blico completamente
automatizado, para diferenciac¸a˜o entre computadores e humanos). Essas ferra-
mentas geralmente se tratam de imagens contendo um texto qualquer e o usua´rio
deve digitar o que veˆ na imagem. O objetivo do trabalho proposto e´ realizar o
reconhecimento de texto em imagens de CAPTCHA atrave´s da aplicac¸a˜o de
redes neurais convolucionais.
Introduc¸a˜o
Com o aumento constante na quantidade de informac¸o˜es geradas e computadas atual-
mente, percebe-se o surgimento de uma necessidade de tornar alguns tipos de dados
acessı´veis a um pu´blico maior. A fim de gerar conhecimento, muitas instituic¸o˜es de-
senvolvem portais de acesso para consulta de dados relevantes a cada pessoa. Esses por-
tais, em forma de aplicac¸o˜es na Internet, precisam estar preparados para receber diversas
requisic¸o˜es e em diferentes volumes ao longo do tempo.
Devido a popularizac¸a˜o de ferramentas e aplicac¸o˜es especializadas em Big data,
empresas de tecnologia demonstram interesse em recuperar grandes volumes de dados
de diferentes fontes pu´blicas. Para a captura de tais dados, Web crawlers sa˜o geralmente
implementados para a realizac¸a˜o de va´rias consultas em aplicac¸o˜es que disponibilizam
dados pu´blicos.
Para tentar manter a integridade da aplicac¸a˜o, as organizac¸o˜es que possuem estas
informac¸o˜es requisitadas investem em ferramentas chamadas CAPTCHA (teste de Turing
pu´blico completamente automatizado para diferenciac¸a˜o entre computadores e humanos).
Essas ferramentas frequentemente se tratam de imagens contendo um texto qualquer e o
usua´rio precisa digitar o que veˆ na imagem.
Objetivo
O objetivo geral do artigo e´ analisar o treinamento e aplicac¸a˜o de redes neurais convoluci-
onais de profundidade para o reconhecimento de texto em imagens de CAPTCHA. Com
isso sera´ retratada a ineficieˆncia de algumas ferramentas de CAPTCHA, mostrando como
redes neurais convolucionais podem ser aplicadas em imagens a fim de reconhecer o texto
contido nestas imagens.
Conceitos teo´ricos
Classificador Logı´stico
Um classificador logı´stico (geralmente chamado de regressa˜o
logı´stica[Bengio and Courville 2016]) recebe como entrada uma informac¸a˜o, como
por exemplo os pixels de uma imagem, e aplica uma func¸a˜o linear a eles para gerar suas
predic¸o˜es. Uma func¸a˜o linear e´ apenas uma grande multiplicac¸a˜o de matriz. Recebe
todas as entradas como um grande vetor que sera´ chamado de “X”, e multiplica os
valores desse vetor com uma matriz para gerar as predic¸o˜es. Cada predic¸a˜o e´ como uma
pontuac¸a˜o, que possui o valor que indica o quanto as entradas se encaixam em uma
classe de saı´da.
WX + b = Y (1)
Na equac¸a˜o 1, “X” e´ como chamaremos o vetor das entradas, “W” sera˜o pesos
e o termo tendencioso (bias) sera´ representado por “b”. “Y” corresponde ao vetor de
pontuac¸a˜o para cada classe. Os pesos da matriz e o bias e´ onde age o aprendizado de
ma´quina, ou seja, e´ necessa´rio tentar encontrar valores para os pesos e para o bias que
tera˜o uma boa performance em fazer predic¸o˜es para as entradas.
Func¸a˜o Softmax
Como cada imagem pode ter um e somente um ro´tulo possı´vel, e´ necessa´rio transformar
as pontuac¸o˜es geradas pelo classificador logı´stico em probabilidades. E´ essencial que a
probabilidade de ser a classe correta seja muito perto de 1.0 e a probabilidade para todas
as outras classes fique perto de 0.0. Para transformar essas pontuac¸o˜es em probabilidades
utiliza-se uma func¸a˜o chamada Softmax[Bengio and Courville 2016].
One-Hot Encoding
Para facilitar o treinamento e´ preciso representar de forma matema´tica os ro´tulos de cada
exemplo que iremos alimentar a` rede neural. Cada ro´tulo sera´ representado por um vetor
de tamanho igual ao nu´mero de classes possı´veis, assim como o vetor de probabilidades.
No caso dos ro´tulos, sera´ atribuı´do o valor de 1.0 para a posic¸a˜o referente a classe correta
daquele exemplo e 0.0 para todas as outras posic¸o˜es. Essa tarefa e´ simples e geralmente
chamada de One-Hot Encoding. Com isso e´ possı´vel medir a eficieˆncia do treinamento
apenas comparando dois vetores.
Camada convolucional
A camada de uma rede neural convolucional e´ uma rede que compartilha os seus
paraˆmetros por toda camada. No caso de imagens, cada exemplo possui uma largura,
uma altura e uma profundidade que e´ representada pelos canais de cor (vermelho, verde
e azul). Uma convoluc¸a˜o consiste em coletar um trecho da imagem de exemplo e apli-
car uma pequena rede neural que teria uma quantidade qualquer de saı´das (K). Isso e´
feito deslizando essa pequena rede neural pela imagem sem alterar os pesos e montando
as saı´das verticalmente em uma coluna de profundidade K. No final sera´ montada uma
nova imagem de largura, altura e profundidade diferente. Essa imagem e´ um conjunto de
mapas de caracterı´sticas da imagem original. Como exemplo, transforma-se 3 mapas
de carcterı´sticas (canais de cores) para uma quantidadeK de mapas de caracterı´sticas.
Uma rede convolucional[Dumoulin et al. 2016] sera´ basicamente uma rede neural
de profundidade. Ao inve´s de empilhar camadas de multiplicac¸a˜o de matrizes, empilha-
se convoluc¸o˜es. No comec¸o havera´ uma imagem grande que possui apenas os valores de
pixel como informac¸a˜o. Em seguida sa˜o aplicadas convoluc¸o˜es que ira˜o “espremer” as di-
menso˜es espaciais e aumentar a profundidade. No final e´ possivel conectar o classificador
e ainda lidar apenas com paraˆmetros que mapeiam o conteu´do da imagem.
ReLU
Modelos lineares sa˜o simples e esta´veis numericamente, mas podem se tornar inefi-
cientes ao longo do tempo. Portanto, para adicionar mais camadas ao modelo sera´
necessa´rio introduzir alguns ca´lculos na˜o lineares entre camadas. Em arquiteturas de
profundidade, as func¸o˜es de ativac¸a˜o dos neuroˆnios se chamam Rectified Linear Units
(ReLUs)[Bengio and Courville 2016], e sa˜o capazes de introduzir os ca´lculos necessa´rios
aos modelos que possuem mais de uma camada. Essas sa˜o as func¸o˜es na˜o lineares mais
simples que existem. Elas sa˜o lineares (y = x) se x e´ maior que 0, sena˜o ficam iguais
a 0 (y = 0). Isso simplifica o uso de backpropagation e evita problemas de saturac¸a˜o,
fazendo o aprendizado ficar muito mais ra´pido.
Max pooling
Apo´s a camada convolucional adiciona-se uma camada de pooling que ira´ receber todas
as convoluc¸o˜es e combina´-las da seguinte forma[Dumoulin et al. 2016]. Para cada ponto
nos mapas de caracterı´sticas a execuc¸a˜o desta camada olha para uma pequena vizinhanc¸a
ao redor deste ponto. Com esses valores em ma˜os e´ possı´vel calcular o valor ma´ximo
dessa vizinhanc¸a.
Dropout
Uma forma de regularizac¸a˜o que previne o overfitting1 e´ o dropout[Krizhevsky et al. ].
Supondo que temos uma camada conectada a` outra em uma rede neural, os valores que
va˜o de uma camada para a pro´xima podem se chamar de ativac¸o˜es. No dropout, sa˜o
coletadas todas as ativac¸o˜es e aleatoriamente, para cada exemplo treinado, e´ atribuı´do o
valor 0 para metade desses valores. Basicamente metade dos dados que esta˜o fluindo pela
rede neural e´ destruı´da aleatoriamente.
Camada completamente conectada
De acordo com Krizhevsky[Krizhevsky et al. ], uma camada completamente conectada
tem conexo˜es com todas as ativac¸o˜es das camadas anteriores, assim como em redes neu-
rais comuns. Suas ativac¸o˜es podem ser calculadas atrave´s de uma multiplicac¸a˜o de matri-
zes seguida da adic¸a˜o do fator bias.
Devido a quantidade de componentes presentes na estrutura de redes neurais e´
aparente a complexidade quanto ao entendimento do funcionamento geral. A figura 1
tenta explicar como esses componentes se conectam e em qual sequeˆncia. Os valores sa˜o
completamente fictı´cios e na˜o condizem com um ca´lculo real.
1O overfitting ocorre quando um modelo de rede neural se encaixa muito bem em um conjunto de dados
e acaba memorizando propriedades do conjunto de treinamento que na˜o servem para o conjunto de teste.
Figura 1. Exemplo da composic¸a˜o de todos os componentes presentes em redes
neurais convolucionais de profundidade.
Experimento
Gerac¸a˜o do Conjunto de dados
O conjunto de dados (ou “dataset”) que alimenta a rede neural e´ gerado em tempo de
execuc¸a˜o do treinamento. Cada imagem e´ lida de seu direto´rio em disco e carregada na
memo´ria como uma matriz de valores de pixel. Ao final deste processo ha´ um vetor em
memo´ria com todas imagens existentes ja´ pre´-processadas. Isso e´ feito para o dataset de
treinamento e de teste. Para o treinamento tambe´m sera´ necessa´rio um conjunto separado
para teste que na˜o possui nenhuma imagem presente no conjunto de treinamento. O
dataset de treinamento tera´ cerca de 96% das imagens, e o dataset de testes tera´ 4% das
imagens.
Junto com a gerac¸a˜o do conjunto de dados, ocorre o pre´-processamento das ima-
gens. Durante o pre´-processamento as imagens sa˜o transformadas para uma representac¸a˜o
em escala de cinza. Por fim as imagens sa˜o redimensionadas para um tamanho menor, tor-
nando os ca´lculos mais eficientes durante o treinamento da rede neural.
Treinamento
Apo´s gerado o conjunto de dados, e´ possı´vel trabalhar no treinamento do modelo da rede
neural. Para isso sera´ usado o framework TensorFlow[TensorFlow ] destinado a` Deep
Learning. Tambe´m sera´ desenvolvido um script em Python que fara´ uso das func¸o˜es dis-
ponibilizadas pela biblioteca do TensorFlow. Assim realizando o treinamento ate´ atingir
um valor aceita´vel de acerto no conjunto de teste. O resultado do treinamento sera´ um
arquivo bina´rio representando o modelo que sera´ utilizado para avaliac¸a˜o posteriormente.
Avaliac¸a˜o de acura´cia
Com uma nova amostra de imagens, sera´ feita a execuc¸a˜o do teste do modelo que obteve
melhor performance durante o treinamento. Ao final da execuc¸a˜o sera´ contabilizado o
nu´mero de acertos e comparado com o nu´mero total da amostra de imagens para avaliac¸a˜o.
Resultando assim em uma porcentagem que representa a acura´cia do modelo gerado.
Desenvolvimento
Para a construc¸a˜o e treinamento da rede neural foi implementado um script em Python que
possui toda a arquitetura da rede descrita de forma procedural. O framework TensorFlow
chama a arquitetura dos modelos de Graph (ou grafo, em portugueˆs) e o treinamento da
rede neural e´ feito em uma Session.
O projeto e´ composto por 5 tarefas de implementac¸a˜o:
• Desenvolvimento do leitor e processador do conjunto de dados.
• Desenvolvimento da func¸a˜o que monta a rede neural.
• Configurac¸a˜o da rede neural para otimizac¸a˜o dos resultados.
• Desenvolvimento da etapa de treinamento da rede neural.
• Desenvolvimento da etapa de teste e acura´cia do modelo da rede neural.
Testes
Treinamento com 200 mil iterac¸o˜es
Inicialmente e´ realizado um treinamento com 200 mil iterac¸o˜es. A fase de treinamento
completa levou 1 hora 23 minutos e 54 segundos para completar. Deve-se salientar que
para o primeiro treinamento ha´ uma espera maior devido ao caching dos dados. Isso e´
feito pelo sistema operacional para otimizar a memo´ria da GPU e do sistema em geral
quando os dados sa˜o carregados para a memo´ria vola´til.
Como e´ possı´vel observar nos gra´ficos o valor da acura´cia fica em torno de 5%
ate´ um momento que comec¸a a subir. Ao final do treinamento foi alcanc¸ado um valor
ma´ximo de acura´cia igual a 84,38% no conjunto de treinamento, 79,6% no conjunto de
teste.
Figura 2. Gra´fico da acura´cia em relac¸a˜o ao nu´mero de passos para o treina-
mento da rede com 200 mil iterac¸o˜es.
Treinamento com 500 mil iterac¸o˜es
Visto a instabilidade nos valores de gra´ficos no treinamento anterior, a tentativa seguinte
foi aumentar o nu´mero de iterac¸o˜es para 500 mil. O tempo total de treinamento foi de 1
hora 18 minutos e 23 segundos.
Ao final do treinamento foi alcanc¸ado o valor ma´ximo de acura´cia igual a 98,75%
no conjunto de treinamento, 81,37% no conjunto de teste.
Figura 3. Gra´fico da acura´cia em relac¸a˜o ao nu´mero de passos para o treina-
mento da rede com 500 mil iterac¸o˜es.
Treinamento com 500 mil iterac¸o˜es e Dropout de 50%
Na tentativa de minimizar os problemas encontrados anteriormente, foi realizado um ter-
ceiro treinamento. Foi visto que uma das te´cnicas de regularizac¸a˜o para minimizar o
overfitting e´ adicionando uma camada de dropout ao modelo. Nossa arquitetura ja´ pre-
via uma camada de dropout, no entanto o paraˆmetro de probabilidade de mantimento das
ativac¸o˜es estava configurado para 75% (0,75). Para o terceiro treinamento foi configurada
a probabilidade do dropout para 50% (0,5) e assim analisados os resultados. O tempo
total de treinamento foi de 1 hora 18 minutos e 53 segundos.
Figura 4. Gra´fico da acura´cia em relac¸a˜o ao nu´mero de passos para o treina-
mento da rede com 500 mil iterac¸o˜es e probabilidade de dropout igual a 50%.
Ao final do treinamento foi alcanc¸ado o valor ma´ximo de acura´cia igual a 95,31%
no conjunto de treinamento, 92,87% no conjunto de teste.
Conclusa˜o
Os testes realizados em todos os casos mostraram ser possı´vel atingir um resultado
razoa´vel na tarefa de reconhecimento de textos em imagens, isso com poucos ajustes a`
configurac¸a˜o de treinamento de redes neurais. Atualmente a quantidade de exemplos e
tutoriais disponı´veis para tarefas de aprendizado de ma´quina e´ imenso. Fica claro que e´
possı´vel implementar classificadores mesmo com poucos recursos.
Diante do objetivo alcanc¸ado pelo trabalho, fica aparente que fontes pu´blicas de
dados podem estar vulnera´veis.
Trabalhos futuros
Como possı´veis trabalhos futuros, cita-se:
• Fazer um melhor uso das informac¸o˜es geradas pelo processo de treinamento para
gerar heurı´sticas mais inteligentes. Um exemplo seria utilizar outros tipos de oti-
mizadores para a func¸a˜o da perda.
• Estender o sistema para realizar o reconhecimento de outros tipos de CAPTCHAs.
• Estender o sistema para realizar o reconhecimento de tipos de CAPTCHAs que
possuem um tamanho de texto varia´vel.
• Realizar um estudo sobre Web crawlers em fontes pu´blicas que utilizam CAPT-
CHA, executando o sistema proposto neste trabalho.
• Implementar um sistema de reconhecimento de CAPTCHAs mais avanc¸ados que
solicitam a classificac¸a˜o de uma cena completa ou identificac¸a˜o de objetos em
imagens.
• Estudar um artifı´cio mais efetivo para o bloqueio de consultas automatizadas em
websites.
Considera-se de extrema importaˆncia a implementac¸a˜o de projetos desse tipo pois
o mesmo auxilia na compreensa˜o e aplicac¸a˜o de Inteligencia Artificial em casos es-
pecı´ficos.
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