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Abstract
In this work, a new class of set-valued variational inclusions involving T -accretive operators in Banach spaces
is introduced and studied. And a new iterative algorithm for this class of set-valued variational inclusions and its
convergence result are established.
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1. Introduction
Variational inequality theory provides us with a simple, natural, general and unified framework for
studying a wide class of unrelated problems arising in mechanics, physics, optimization and control,
nonlinear programming, economics and transportation equilibrium, and engineering sciences. In recent
years, variational inequalities have been extended and generalized in different directions. A useful and
important generalization of the variational inequality is called the variational inclusion.
Suppose that E is a real Banach space, T, S : E −→ E are two single-valued operators and
M : E −→ 2E is a T -accretive multivalued operator. Recently, Fang and Huang [1] introduced and
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studied a class of important variational inclusions which is finding u ∈ H such that
0 ∈ S(u) + M(u). (1.1)
Inspired and motivated by the results in [1], in this work we intend to introduce and study a new class
of set-valued variational inclusions involving T -accretive operators in Banach spaces, and then construct
a new iterative algorithm for this new class of set-valued variational inclusions by applying a resolvent
operator technique. We prove the convergence result for iterative sequences generated by the algorithm.
Our results extend and improve on the results of Fang and Huang [1] in several respects.
2. Preliminaries
Throughout this work we suppose that E is a real Banach space with dual space, norm and inner
product denoted by E∗, ‖ · ‖ and 〈·, ·〉, respectively, 2E is the family of all of the nonempty subsets of E ,
C B(E) is the family of all nonempty closed bounded subsets of E , and the generalized duality mapping
Jq : E → 2E∗ is defined by
Jq(x) = { f ∗ ∈ E∗ : 〈x, f ∗〉 = ‖ f ∗‖ · ‖x‖, ‖ f ∗‖ = ‖x‖q−1}, ∀x ∈ E ,
where q > 1 is a constant. In particular, J2 is the usual normalized duality mapping. It is known that, in
general, Jq(x) = ‖x‖2 J2(x), for all x = 0, and Jq is single-valued if E∗ is strictly convex.
The modulus of smoothness of E is the function ρE : [0,∞) → [0,∞) defined by
ρE(t) = sup
{
1
2
(‖x + y‖ + ‖x − y‖) − 1 : ‖x‖ ≤ 1, ‖y‖ ≤ t
}
.
A Banach space E is called uniformly smooth if
lim
t→0
ρE(t)
t
= 0.
E is called q-uniformly smooth if there exists a constant c > 0 such that
ρE(t) ≤ ctq, q > 1.
Note that Jq is single-valued if E is uniformly smooth. Xu and Roach [2] proved the following result.
Lemma 2.1. Let E be a real uniformly smooth Banach space. Then, E is q-uniformly smooth if and only
if there exists a constant cq > 0 such that, for all x, y ∈ E,
‖x + y‖q ≤ ‖x‖q + q〈y, Jq(x)〉 + cq‖y‖q .
Fang and Huang [1] introduced a new definition as follows.
Definition 2.1. Let T : E −→ E be a single-valued operator and M : E −→ 2E be a multivalued
operator. M is said to be T -accretive if M is accretive and (T + ρM)(E) = E holds for all ρ > 0.
Remark 2.1. (1) From [1], it is easily established that if T = I (the identity map on E ), then the
definition of I -accretive operators is that of m-accretive operators.
(2) The Example 2.1 in [1] shows that an m-accretive operator need not to be T -accretive for some T .
Let T : E −→ E , N : E × E −→ E be two single-valued mappings and V, G : E −→ C B(E) be
two multivalued mappings. Let M : E −→ 2E be a T -accretive operator. For any given f ∈ H , λ > 0,
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we consider the problem of finding u ∈ H , w ∈ V (u), y ∈ G(u), such that
f ∈ N (w, y) + λM(g(u)). (2.1)
Below are some special cases of problem (2.1).
(i) If g = I , then problem (2.1) reduces to the problem of finding u ∈ E , w ∈ V (u), y ∈ G(u) such
that
f ∈ N (w, y) + λM(u). (2.2)
Both problems (2.1) and (2.2) are called set-valued variational inclusion problems with T -accretive
operators in Banach spaces.
(ii) Let T = I ; by Remark 2.1, it is easy to establish that M : E −→ 2E is an m-accretive mapping,
and problem (2.1) is equivalent to finding u ∈ E , w ∈ V (u), y ∈ G(u), such that
f ∈ N (w, y) + λM(g(u)). (2.3)
This problem is called a set-valued variational inclusion problem in Banach spaces which was
introduced and studied by Chang, Cho, Lee and Jung [3], Chang [4], Chang, Jim and Kim [5].
(iii) If E is replaced by a Hilbert space H and M : H −→ H is a single-valued maximal monotone
mapping, V, G : H −→ C(H) are two multivalued mappings, where C(H) is a family of nonempty
compact subsets of H , f = 0 and λ = 1, then the problem (2.1) reduces to the problem of finding
u ∈ H , w ∈ V (u), y ∈ G(u) such that
0 = N (w, y) + M(g(u)). (2.4)
This problem is called the generalized set-valued variational inclusion problem in Hilbert space
which was introduced and studied by Noor [6] and Noor, Noor and Rassias [7].
(iv) If N (u, v) = S(u) − R(v),∀u, v ∈ E , where S, R : E → E are two nonlinear single-valued
mappings, then the problem (2.4) reduces to the problem of finding u ∈ E , w ∈ V (u), y ∈ G(u)
such that
0 ∈ S(ω) − R(y) + M(g(u)). (2.5)
This problem is called a completely general set-valued variational inclusion which was introduced
and studied by Huang [8].
(v) If N (u, v) = S(u),∀u, v ∈ E , where S : E → E is a single-valued mapping, g = I , f = 0 and
λ = 1, then the problem (2.1) reduces to the problem of finding u ∈ E and ω ∈ V (u) such that
0 ∈ S(ω) + M(u). (2.6)
(vi) If V = I then problem (2.6) reduces to finding u ∈ E such that
0 ∈ S(u) + M(u). (2.7)
This problem is called the variational inclusion with T -accretive operators, which was introduced
and studied by Fang and Huang [1].
For appropriate choices of the mappings T, V, G, N , M , it is easy to see that the problem (2.1)
includes a number of variational inclusions and nonlinear variational inequalities as special cases; for
more details, see [1,3–10] and the references therein.
We recall some definitions needed later.
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Definition 2.2. Let E be a real uniformly smooth Banach space, and T, g : E −→ E be two single-
valued operators. T is said to be:
(i) accretive if
〈T x − T y, Jq(x − y)〉 ≥ 0,∀x, y ∈ E ,
or, equivalently,
〈T x − T y, J2(x − y)〉 ≥ 0,∀x, y ∈ E;
(ii) strictly accretive if T is accretive and
〈T x − T y, Jq(x − y)〉 = 0 if and only if x = y;
(iii) strongly accretive if there exists a constant r > 0 such that
〈T x − T y, Jq(x − y)〉 ≥ r‖x − y‖q,∀x, y ∈ E ,
or, equivalently,
〈T x − T y, J2(x − y)〉 ≥ r‖x − y‖2,∀x, y ∈ E;
(iv) Lipschitz continuous if there exists a constant s > 0 such that
‖T (x) − T (y)‖ ≤ s‖x − y‖,∀x, y ∈ E;
(v) strongly accretive with respect to g if there exists a constant γ > 0 such that
〈T x − T y, Jq(g(x) − g(y))〉 ≥ γ ‖g(x) − g(y)‖q,∀x, y ∈ E ,
or, equivalently,
〈T x − T y, J2(g(x) − g(y))〉 ≥ γ ‖g(x) − g(y)‖2,∀x, y ∈ E .
Remark 2.2. (1) It is worth noting that (v) of Definition 2.2 is a variant of (iv) of Definition 2.2 in [1].
(2) Example 1.1 in [1] also shows that the strong accretivity with respect to g of T is a generalization of
the strong accretivity of T .
Let H˜(·, ·) denote the Hausdorff metric on C B(E) defined by
H˜(A, B) = max
{
sup
a∈A
d(a, B), sup
b∈B
d(A, b)
}
, ∀A, B ∈ C B(H),
where d(a, B) = infb∈B ‖a − b‖, d(A, b) = infa∈A ‖a − b‖.
Definition 2.3. Let E be a real uniformly smooth Banach space, and V : E −→ C B(E) be a set-valued
mapping, g : E −→ E and N : E × E −→ E be two single-valued mappings.
(i) V is said to be H˜ -Lipschitz continuous if there exists a constant ξ > 0 such that
H˜(V (u), V (v)) ≤ ξ‖u − v‖,∀u, v ∈ E;
(ii) N (·, ·) is said to be η-Lipschitz continuous in the first argument if there exists a constant η > 0 such
that
‖N (u, ·) − N (v, ·)‖ ≤ η‖u − v‖,∀u, v ∈ E;
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(iii) N (·, ·) is said to be accretive with respect to V in the first argument if
〈N (w1, ·) − N (w2, ·), Jq (u − v)〉 ≥ 0,∀u, v ∈ E , w1 ∈ V (u),w2 ∈ V (v),
or, equivalently,
〈N (w1, ·) − N (w2, ·), J2(u − v)〉 ≥ 0,∀u, v ∈ E , w1 ∈ V (u),w2 ∈ V (v).
We introduce some new definitions as follows.
Definition 2.4. Let E , V : E −→ C B(E), g : E −→ E and N : E × E −→ E be same as those in
Definition 2.3.
(i) N (·, ·) is said to be strongly accretive with respect to V in the first argument if there exists a constant
α > 0 such that
〈N (w1, ·) − N (w2, ·), Jq (u − v)〉 ≥ α‖u − v‖q ,∀u, v ∈ E , w1 ∈ V (u),w2 ∈ V (v),
or, equivalently,
〈N (w1, ·) − N (w2, ·), J2(u − v)〉 ≥ α‖u − v‖2,∀u, v ∈ E , w1 ∈ V (u),w2 ∈ V (v).
(ii) N (·, ·) is said to be accretive with respect to V and g in the first argument if
〈N (w1, ·) − N (w2, ·), Jq (g(u) − g(v))〉 ≥ 0,∀u, v ∈ E , w1 ∈ V (u),w2 ∈ V (v),
or, equivalently,
〈N (w1, ·) − N (w2, ·), J2(g(u) − g(v))〉 ≥ 0,∀u, v ∈ E , w1 ∈ V (u),w2 ∈ V (v).
(iii) N (·, ·) is said to be strongly accretive with respect to V and g in the first argument if there exists a
constant β > 0 such that
〈N (w1, ·) − N (w2, ·), Jq (g(u) − g(v))〉 ≥ β‖g(u) − g(v)‖q ,
∀u, v ∈ E , w1 ∈ V (u),w2 ∈ V (v),
or, equivalently,
〈N (w1, ·) − N (w2, ·), J2(g(u) − g(v))〉 ≥ β‖g(u) − g(v)‖2,
∀u, v ∈ E , w1 ∈ V (u),w2 ∈ V (v).
In a similar way, we can define the Lipschitz continuity and the strong accretivity (accretivity) of
N (·, ·) with respect to V (V and g) in the second argument.
Remark 2.3. If N (x, y) ≡ T (x),∀x, y ∈ H and V ≡ I , then the accretivity and strong accretivity of
N with respect to V and g in the first argument reduce to the accretivity and strong accretivity of T with
respect to g, respectively.
The following example shows that strong accretivity of N (·, ·) with respect to V and g in the first
argument is a generalization of strong accretivity of N (·, ·) with respect to V in the first argument.
Example 2.1. Let E = (−∞,+∞), and let V : E → 2E be defined respectively as
V (x) =
−1 − x if x > 0,[−1, 1] if x = 0,1 − x if x < 0.
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And let N (·, ·) : E × E → E , g : E → E be defined respectively as g(x) = −x,∀x ∈ E ;
N (x, y) = 12 x + 12 y,∀x, y ∈ E . Then it is easy to verify that N (·, ·) is strongly accretive with respect
to V and g in the first argument. However, N (·, ·) is not strongly accretive with respect to V in the first
argument.
Let T : E −→ E be a strictly monotone operator and M : E −→ 2E be a T -accretive operator. Fang
and Huang [1] defined the resolvent operator J M,ρT : E −→ E associated with H , M and ρ as follows:
J M,ρT (v) = (T + ρM)−1(v),∀v ∈ E .
By Theorem 2.2 in [1], we know that if T : E → E is a strictly accretive operator and M : E → 2E
is a T -accretive operator, then the operator J M,ρT : E −→ E is single-valued. From the proof of
Theorem 2.3 in [1], it is easy to obtain the following result.
Lemma 2.2. Let T : E −→ E be a strongly accretive operator with constant γ > 0 and M : E −→ 2E
be a T -accretive operator. Then the operator J M,ρT : E −→ E is Lipschitz continuous with constant 1γ ,
i.e.,
‖J M,ρT (x) − J M,ρT (y)‖ ≤
1
γ
‖x − y‖,∀x, y ∈ E .
Lemma 2.3. Let a and b be two nonnegative real numbers. Then
(a + b)q ≤ 2q(aq + bq).
Proof. (a + b)q ≤ (2 · max{a, b})q = 2q(max{a, b})q ≤ 2q(aq + bq). 
3. Iterative algorithm
In this section, we use the resolvent operator to establish an equivalence result for the set-valued
variational inclusion (2.1). And then we present a new iterative algorithm for problem (2.1).
Lemma 3.1. Let T : E −→ E be a strictly accretive operator and M : E −→ 2E be a T -accretive
operator in the first argument. Then (u, w, y) is a solution of the problem (2.1) if and only if
g(u) = J M,ρλT (ρ f + T (g(u)) − ρN (ω, y)).
where J M,ρλT = (T + ρλM)−1, and ρ > 0 is a constant.
Proof. u ∈ E , ω ∈ V (u), y ∈ G(u) is a solution of (2.1):
⇐⇒ f ∈ N (ω, y) + λM(g(u))
⇐⇒ ρ f ∈ ρN (ω, y) + ρλM(g(u))
⇐⇒ ρ f ∈ −[T (g(u)) − ρN (ω, y)] + (T + ρλM)(g(u))
⇐⇒ g(u) = J M,ρλT (ρ f + T (g(u)) − ρN (ω, y)). 
For any given u0 ∈ E , take w0 ∈ V (u0) and y0 ∈ G(u0). It follows from Lemma 3.1 that there exists
u1 ∈ E such that
g(u1) = J M,ρλT [ρ f + T (g(u0)) − ρN (w0, y0)].
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Since w0 ∈ V (u0) and y0 ∈ G(u0), by Nadler’s Theorem [11], there exist w1 ∈ V (u1), y1 ∈ G(u1),
such that
‖w1 − w0‖ ≤ (1 + 1)H˜(V (u1), V (u0)),
‖y1 − y0‖ ≤ (1 + 1)H˜(G(u1), G(u0)).
It follows from Lemma 3.1 that there exists u2 ∈ E such that
g(u2) = J M,ρλT [ρ f + T (g(u1)) − ρN (w1, y1)].
Again by Nadler’s Theorem, there exist w2 ∈ V (u2), y2 ∈ G(u2), such that
‖w2 − w1‖ ≤
(
1 + 1
2
)
H˜(V (u2), V (u1)),
‖y2 − y1‖ ≤
(
1 + 1
2
)
H˜(G(u2), G(u1)).
By induction, we can obtain the iterative algorithm for solving the problem (2.1) as follows.
Algorithm 3.1. For any given u0 ∈ E , we can compute the sequences {un}, {wn} and {yn} from iterative
schemes such that
g(un+1) = J M,ρλT [ρ f + T (g(un)) − ρN (wn, yn)], (3.1)
ωn ∈ V (un), ‖wn+1 − wn‖ ≤
(
1 + 1
1 + n
)
H˜(V (un+1), V (un)), (3.2)
yn ∈ G(un), ‖yn+1 − yn‖ ≤
(
1 + 1
n + 1
)
H˜(G(un+1), G(un)), (3.3)
for all n = 0, 1, 2, . . ..
4. Convergence results
In this section, we study those conditions under which the approximate solution sequences {un}, {wn}
and {yn} obtained from Algorithm 3.1 converge to u ∈ E , w ∈ V (u) and y ∈ G(u), which is the exact
solution of problem (2.1).
Theorem 4.1. Let E be a q-uniformly smooth Banach space and T : E −→ E be strongly accretive
and Lipschitz continuous with constant γ and δ, respectively. Let g : E −→ E be a strongly accretive
and Lipschitz continuous with constant r and s, respectively. Let V, G be H˜-Lipschitz continuous with
constant η > 0 and σ > 0, respectively. Let N : E × E −→ E be strongly accretive with respect to V
and g1 in the first and second arguments with constant α > 0 and β > 0, respectively, where g1 : E → E
is defined by g1(u) = T ◦ g(u) = T (g(u)),∀u ∈ E. Assume that N be Lipschitz continuous in the first
and second arguments with constant ξ and τ , respectively. Let M : E −→ 2E be a T -accretive operator.
If there exists some constant ρ > 0 such that δ ≥ γ , s ≥ r and
δqsq − qργ qrq(α + β) + 2qρqcq(ξqηq + τ qσ q) ≤ γ qrq . (4.1)
Then there exist u ∈ E, w ∈ V (u) and y ∈ G(u) which are solutions of the problem (2.1). Moreover,
un → u, wn → w, yn → y, n → ∞,
where sequences {un}, {wn}, {yn} are defined in Algorithm 3.1.
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Proof. By the strong accretivity of g with constant r , we have
‖g(un+1) − g(un)‖ · ‖un+1 − un‖q−1 = ‖g(un+1) − g(un)‖ · ‖Jq (un+1 − un)‖
≥ 〈g(un+1) − g(un), Jq (un+1 − un)〉 ≥ r‖un+1 − un‖q . (4.2)
By (4.2), we get
‖un+1 − un‖ ≤ 1
r
‖g(un+1) − g(un)‖. (4.3)
That is,
‖g(un+1) − g(un)‖ ≥ r‖un+1 − un‖. (4.4)
Similarly, by the strong accretivity of T with constant γ , we have
‖T (g(un+1)) − T (g(un))‖ ≥ γ ‖g(un+1) − g(un)‖. (4.5)
By Algorithm 3.1 and Lemma 2.2, we have
‖g(un+1) − g(un)‖
= ‖J M,ρλT [ρ f + T (g(un)) − ρN (wn, yn)] − J M,ρλT [ρ f + T (g(un−1)) − ρN (wn−1, yn−1)]‖
≤ 1
γ
‖T (g(un)) − ρN (wn, yn) − [T (g(un−1)) − ρN (wn−1, yn−1)]‖. (4.6)
Since N : H × H −→ H is strongly accretive with respect to V and g1 in the first and second arguments
with constant α and β, respectively, from (4.4) and (4.5), we get
〈N (wn, yn) − N (wn, yn−1), Jq (T (g(un)) − T (g(un−1)))〉 ≥ β‖T (g(un)) − T (g(un−1))‖q
≥ βγ q‖g(un) − g(un−1)‖q ≥ βγ qrq‖un − un−1‖q . (4.7)
〈N (wn, yn−1) − N (wn−1, yn−1), Jq(T (g(un)) − T (g(un−1)))〉 ≥ αγ qrq‖un − un−1‖q . (4.8)
By the Lipschitz continuity of N , the H˜ -Lipschitz continuity of V and G, (3.2) and (3.3), we have
‖N (wn, yn) − N (wn, yn−1)‖ ≤ τ‖yn − yn−1‖
≤ τ
(
1 + 1
n
)
H˜(G(un), G(un−1)) ≤ τσ
(
1 + 1
n
)
‖un − un−1‖. (4.9)
‖N (wn, yn−1) − N (wn−1, yn−1)‖ ≤ ξ‖wn − wn−1‖
≤ ξ
(
1 + 1
n
)
H˜(G(un), G(un−1)) ≤ ξη
(
1 + 1
n
)
‖un − un−1‖. (4.10)
By (4.7)–(4.10), the Lipschitz continuity of T , g, Lemmas 2.1 and 2.3, we have
‖T (g(un)) − ρN (wn, yn) − (T (g(un−1)) − ρN (wn−1, yn−1))‖q
= ‖T (g(un)) − T (g(un−1))‖q − qρ〈N (wn, yn) − N (wn−1, yn−1),
× Jq(T (g(un)) − T (g(un−1)))〉 + ρqcq(‖N (wn, yn) − N (wn−1, yn−1)‖q)
≤ ‖T (g(un)) − T (g(un−1))‖q − qρ〈N (wn, yn) − N (wn−1, yn−1),
× Jq(T (g(un)) − T (g(un−1)))〉
+ρq cq(‖N (wn, yn) − N (wn, yn−1)‖ + ‖N (wn, yn−1) − N (wn−1, yn−1)‖)q
≤ ‖T (g(un)) − T (g(un−1))‖q − qρ〈N (wn, yn) − N (wn, yn−1), T (g(un)) − T (g(un−1))〉
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− qρ〈N (wn, yn−1) − N (wn−1, yn−1), T (g(un)) − T (g(un−1))〉
+ 2qρqcq(‖N (wn, yn) − N (wn, yn−1)‖q + ‖N (wn, yn−1) − N (wn−1, yn−1)‖q)
≤ δq‖g(un) − g(un−1)‖q − qργ qrq(α + β)‖un − un−1‖q + 2qρqcq(ξqηq + τ qσ q)
×
(
1 + 1
n + 1
)q
‖un − un−1‖q
≤ δqsq‖un − un−1‖q − qργ qrq(α + β)‖un − un−1‖q + 2qρqcq(ξqηq + τ qσ q)
×
(
1 + 1
n + 1
)q
‖un − un−1‖q
= δqsq − qργ qrq(α + β) + 2qρqcq(ξqηq + τ qσ q)
(
1 + 1
n + 1
)q
‖un − un−1‖q . (4.11)
From (4.3), (4.6) and (4.11), it follows that
‖un+1 − un‖ ≤ θn‖un − un−1‖, (4.12)
where
θn = 1
γ r
q
√
δqsq − qργ qrq(α + β) + 2qρqcq(ξqηq + τ qσ q)
(
1 + 1
n + 1
)q
.
Letting
θ = 1
γ r
q
√
δqsq − qργ qrq(α + β) + 2qρqcq(ξqηq + τ qσ q),
we know that θn → θ . It follows from (4.1) that 0 ≤ θ < 1. Hence 0 ≤ θn < 1 for n sufficiently large.
Therefore, (4.12) implies that {un} is a Cauchy sequence in E and we can suppose that un → u ∈ E . By
the H˜ -Lipschitz continuity of V and G, we have
‖wn − wn−1‖ ≤
(
1 + 1
n
)
η‖un − un−1‖,
‖yn − yn−1‖ ≤
(
1 + 1
n
)
σ‖un − un−1‖,
which imply that the sequences {wn} and {yn} are all Cauchy sequences in E , so there exists a w, y ∈ E
such that wn −→ w and yn −→ y. Now by using the continuity of the operators T , N , J M,ρλT and
Algorithm 3.1, we have
g(u) = J M,ρλT [T (g(u)) − ρN (w, y)].
It remains to show that w ∈ V (u), y ∈ G(u). In fact,
d(y, G(u)) ≤ ‖y − yn‖ + d(yn, G(u)) ≤ ‖y − yn‖ + H˜(G(un), G(u))
≤ ‖y − yn‖ + σ‖un − u‖ −→ 0.
Hence y ∈ G(u). Similarly, we have w ∈ V (u). This completes the proof.
Remark 4.1. If E is 2-uniformly smooth and there exists ρ > 0 such that∣∣∣∣ρ − qγ 2r2(α + β)8c2(ξ2η2 + τ 2σ 2)
∣∣∣∣ <
√[qγ 2r2(α + β)]2 − 16c2(δ2s2 − γ 2r2)(ξ2η2 + τ 2σ 2)
8c2(ξ2η2 + τ 2σ 2) ,
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and qγ 2r2(α + β) > √16c2(δ2s2 − γ 2r2)(ξ2η2 + τ 2σ 2), then (4.1) holds. It is worth noting that the
Hilbert space and L p (or l p) spaces (2 ≤ q ≤ ∞) are 2-uniformly smooth.
Remark 4.2. Theorem 4.1 improves on and extends Theorem 3.1 in [1] in several respects.
Remark 4.3. By the results in Sections 3 and 4, it is easy to obtain the iterative algorithms for the special
cases of problem (2.1) with T -monotone operators. We omit them here.
Remark 4.4. The results obtained in this work can be further generalized to the case of A-accretivity
based on the references [12,13].
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