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ABSTRACT 
This work dealt with the problem of predicting contact, gap 
and joint conductances between conforming rough surfaces. The main 
purpose of the work was to investigate the effect of surface micro-
hardness variation upon the prediction of thermal interface 
conductances under the first load cycle. A survey of the literature 
revealed that the title problem has received very little attention 
in the past three decades, especially from the thermal viewpoint. 
An investigation of surface micro-hardness variation was carried 
out. The investigation revealed that most engineering surfaces 
exhibit micro-hardness variation which depends upon the material 
type and the machining process. These findings were confirmed by 
a series of Vickers micro-hardness measurements for several 
engineering materials. A semi-general micro-hardness variation for 
these materials has been proposed which should be useful to thermal 
analysts. 
The theoretical thermal conductance models used in this work 
are those of Yovanovich and his co-workers. These models were 
reviewed and a mechanical model was proposed to estimate the approp-
riate contact hardness value required for accurate thermal predic-
tions. The mechanical model was applicable for practical engineering 
joints and is a function of the surface parameters and the micro-
(iv) 
hardness variation of a particular joint. 
An extensive experimental program was carried out employing 
different materials to verify the theoretical models over a broad 
range of surface roughnesses, thermophysical properties, micro-
hardness variations and contact pressures. More than 400 contact 
conductance data points for Nickel 200, Stainless Steel 304, 
Zircolay-4 and Zirconium-2.5wt%Nb joints confirmed the validity 
the mechanical and contact conductance models. Also, experimental 
data for stainless steel joints in Nitrogen and Helium environments 
were obtained. The agreement between the measured and predicted 
joint conductances was excellent for Nitrogen data but seemed to 
break down for Helium. The deviations between some of the experi-
mental data and the theoretical predictions were discussed. The 
discussion has emphasized the importance of the joints' geometric 
and thermophysical parameters which affected the predictions in 
vacuum or gaseous environments. 
The present work explained the apparent contradictory results 
obtained by various investigators for similar materials. It showed 
also that accurate thermal predictions depended more than had been 
realized upon the appropriate micro-hardness value which must be 
determined from the micro-hardness variation. The present work 
confirmed the validity of the investigated models. 
(v) 
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CHAPTER 1 
INTRODUCTION 
1.1 Definition of Joint Conductance 
When two conforming rough surfaces are brought in contact under 
load in a gaseous environment, the heat transfer between them is 
impeded by the interface resistance. This results in a temperature 
drop across the interface for a given heat flow through the inter-
face. The thermal resistance caused by the interface is called 
the thermal joint resistance, 
R. = 11T / Q 
J 
R.' J 
and is defined as follows: 
where Q is the steady-state heat flow normal to the interface. 
(1.1) 
The temperature drop 11T is obtained by extrapolating to the inter-
face the steady-state temperature profiles far from each side of the 
interface. 
The thermal joint conductance, h.' J is defined as the reciprocal 
of the product of the thermal joint resistance and the apparent area 
and is given by: 
h. = 1 / R. A 
J J a 
where A is the apparent area of contact. 
a 
1 
(1.2) 
•• 2 
In general, there are three principle contributions to the heat 
flow across the interface, Figure 1.1: 
a - conduction through the micro-contact spots 
b - conduction through the gaseous fluid 
c - thermal radiation across the gaps. 
The contact resistance R, the resistance due to the gaseous 
C 
fluid present in the gaps R, and the radiation resistance R are g r 
assumed to be thermally connected in parallel, Figure 1.2, and the 
joint resistance can be expressed approximately by: 
1 = ..1. + ..1. + ..1. R. R R R (1.3) J C g r 
and in terms of the thermal conductances as: 
h. = h + h + h J C g r (1.4) 
Thus, the problem of determining the thermal joint conductance 
reduces to separate estimations of its components. If the last two 
components of heat transfer are absent, i.e., the contact occurs 
in vacuum with negligible radiation, then the joint conductance is 
called the contact conductance. 
•• 3 
SURFACE I 
SURFACE 2 
Figure 1.1: Heat Flow Across Contacting Rough Surfaces 
R. 
J 
Figure 1.2: Thermal Resistance Circuit of Contacting Rough Surfaces 
•• 4 
1.2 Literature Review 
The problem of predicting contact and gap conductances has been 
the subject of numerous research studies during the past three 
decades, which indicates the degree of importance attached to this 
subject. This is quite natural, if one considers the special need 
for more reliable equipment in aerospace, nuclear reactors and 
the electronics industry, as well as in many other heat transfer 
systems. 
Several comprehensive reviews on the research topic are 
available [1-9]. The theoretical base of the subject is fairly 
well established and significant progress has been made in our 
understanding and ability to predict the thermal conductances [10-22]. 
The experimental studies have yielded valuable data which provide 
insights into the complexity of the problem and, in turn, led many 
investigators to develop simplified models or correlations for 
predicting contact and gap conductances [ll,14,16,17,20,30-31]. 
However, a striking feature of the published models and experimental 
results of several investigators has been the very wide discrepancies 
of these results using nominally similar materials. Also, each of 
the simplified models that has been advanced generally can be applied 
only to the experimental results of the investigator. 
•• 5 
Although the literature on the subject now amounts to several 
hundred papers, only a relatively small fraction of the material deals 
with the influence of surface hardness variation upon the prediction 
of thermal conductances. Boeschoten and Ven der Held [32], in one 
of the earlier experimental and analytical studies on thermal joint 
conductance between aluminum and other metals, reported that the micro-
hardness measurements of aluminum rods gave a value seven times larger 
than the hardness value found in the literature. They attributed this 
to the drawing of the rods. In their analysis they used the larger 
value. 
Laming [33] considered the effect of hardness variation in his 
thermal model. From his conductance measurements, and following 
Mott's [34] analysis, he was able to determine the form of the hardness 
variation for his specimens. He claimed that the hardness value is 
very important in correlating thermal conductance data. 
Henry [15] made micro-hardness measurements on lapped stainless 
steel type 416 specimens using Vickers and Knoop micro-hardness testers. 
Henry concluded that a considerable scatter is indicated, but a 
definite trend is observed, i.e., the micro-hardness decreases with 
increasing indentation size. In his model, a micro-hardness value 
corresponding to an indentation area equal to the average contact size 
observed during his experiments was employed. 
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Clausing and Chao [16] measured micro-hardness variations in 
several metal alloys, such as magnesium, brass, aluminum, and stainless 
steel, which were used in their experimental program. They reported 
these hardness values but did not attempt to incorporate them in their 
model. However, they recommended using the micro-hardness value in 
microscopic contact area calculations. 
Shlykov and Ganin [23] developed a model for predicting thermal 
conductances between two rough surfaces. In their study, they pointed 
out that the effect of work-hardening due to machining processes should 
be taken into consideration by increasing the macro-hardness value. 
They did not, however, present any analysis or method to show how this 
effect might be incorporated in their model. 
Tsukizoe and Hiskado [51-54] investigated theoretically and 
experimentally the mechanism of contact between nominally flat rough 
surfaces and developed a model for predicting thermal joint resistance 
across such contacts. A number of materials such as aluminum, copper 
and low carbon steel were employed in their experimental studies. 
For these metals, they observed a considerable amount of work-hardening 
on the surface of the test specimens after finishing. To account for 
this effect they used different Vickers micro-hardness values: 
measured under 0.098N load [53], 0.245N load [52], and the mean 
of two values obtained using 0.098N and 0.98N indenter load, for 
the same material. They gave no explanation at all for choosin~ 
these values. 
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One of the first published studies dealing directly with the 
effect of micro-hardness variation upon the prediction of thermal 
conductances was performed by Yovanovich, Hegazy and DeVaal [35]. 
They proposed four models to handle the effect of micro-hardness 
variation. These models use contact, gap, and joint conductance 
correlations developed by Yovanovich [31]. They concluded that the 
conventional mechanical model (assuming a uniform hardness equal to 
the bulk value) yields the upper bound on the conductances. Also, 
they showed that the bulk hardness model [31], with the appropriate 
micro-hardness value, predicts contact conductance in good agreement 
with some limited experimental results. 
Schankula, Patterson and Yovanovich [36] performed a theoretical 
and experimental investigation into the effect of oxide films on the 
thermal resistance bewteen contacting Zircaloy surfaces. In their 
analysis they considered the effect of surface micro-hardness variation 
observed in Ref.[35]. Using one of the models suggested in this 
reference, very good agreement between the experiments and the 
theoretical predictions was observed for non-oxidized Zircaloy 
surfaces. 
Yovanovich, Hegazy and Antonetti [37] verified the contact 
conductance models-proposed in Ref.[35] using experimental data for 
Nickel 200 contacts. The experimental data covered a wide range of 
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geometric characteristics but a limited range of contact pressure. 
This study showed that the bulk hardness model predictions exceeded 
the experimental measurements by approximately 55 to 96 percent 
depending upon the specimen's surface parameters. It was recommended 
that the simple Direct Approximate Model (DAM), which employs 
information about the specimen's micro-hardness, surface parameters, 
and mean contact pressure, should be used to predict contact conductance 
for conforming, rough surfaces. 
Yovanovich and Hegazy [38] presented 45 experimental contact 
conductance data points for Nickel 200, Stainless Steel 304, and 
Zircaloy conforming rough surfaces [36,37] obtained by three groups 
of researchers in two countries employing nominally similar test 
equipments and procedures. When the experimental data are 
nondimensionalized and plotted against the contact pressure which is 
also normalized with respect to the Effective Surface Micro-Hardness 
(ESMH), excellent agreement between the theoretical predictions and 
the experiments was observed. They concluded that the contact 
conductance correlation of Yovanovich [31], in conjuntion with the 
DAM of determining the ESMH, is an accurate, universal contact 
conductance correlation for conforming, rough surfaces. 
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1.3 Problem Statement 
At present in the thermal literature, many investigators have 
reported attempts to correlate the thermal conductance data. Most 
of those correlations are inadequate for realistic thermal 
conductance predictions. One obvious reason is the difficulty to 
specify correctly the micro-hardness values that exist in engineering 
surfaces. This difficulty is often circumvented by going to well-
defined micro-hardness values, i.e., experimental measurements. 
However, even for this simplified method the majority of thermal 
researchers have failed to predict accurately all the important micro-
hardness variation because of the shortcomings in the assumed models. 
In addition, the existing models do not recognize and, in turn, do 
not adequately describe the influence of micro-hardness variation on 
the prediction of thermal conductances. It is believed that the 
failure of these investigators to realize the presence and importance 
of micro-hardness variation gives their models limited value. 
While a large amount of literature exists on the general topic 
of thermal conductance, there is very little information to clarify 
the effect of hardness variation on the prediciton of thermal 
conductances. In addition, the relatively small amount of experimental 
data which is reported in some detail in a number of studies on 
interfaces in vacuum or gaseous environments, does not show any 
promise for successful use. Unfortunately, most of this data does 
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not include information on surface parameters or hardness variation 
and often the test details are incomplete. Also, in many cases the 
experimental program was carried out over a narrow range of surface 
parameters and contact pressures as well as for one or two different 
materials. It is not possible to use such incomplete information in 
developing or verifying a model dealing with the problem at hand. 
Thus, the objectives of the present work are: 
1. To investigate experimentally the micro-hardness variation 
of selected engineering materials and derive a general 
expression for the resultant data which will be suitable 
for thermal analysts. 
2. To develop a mechanical model for predicting the contact 
micro-hardness of a machined surface incorporating the 
micro-hardness variation and the surface parameters (cr,m). 
3. To modify the theoretical thermal conductance models 
proposed in Refs.[31,38,55] to include the effect of 
micro-hardness variation. 
4. To verify experimentally the mechanical and thermal 
conductance models in different environments over a wide 
range of surface parameters, hardness variations and 
contact pressures for these selected materials. 
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5. To compare the experimental results with the theoretical 
predictions as well as with the available models in the 
literature. 
Chapter 2 deals with the hardness investigation and consists 
of two parts. The first part includes a brief discussion of the 
micro-hardness load dependence and the contradictions found in the 
thermal literature with respect to hardness. The second part 
contains correlations for the micro-hardness variations of selected 
materials and a semi-general expression for these variations. 
Other empirical evidence is given to support this view. 
The theoretical analysis of the problem, including the 
mechanical model for determining the appropriate contact hardness 
for thermal predictions, is presented in Chapter 3. Also, the 
thermal conductance models of Yovanovich et al [31,55] are reviewed. 
Chapter 4 presents a description of the experimental apparatus 
and test procedure. Emphasis is placed on specimen preparation and 
the estimation of surface parameters. The comparison between the 
experimentally measured and theoretically predicted thermal 
conductances is presented in Chapter 5. Chapter 6 is devoted to 
a comparison between the present thermal models and the available 
models in the literature. 
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The conclusions drawn from this work, as well as the recommen-
dations for future work, are given in Chapter 7. 
CHAPTER 2 
HARDNESS INVESTIGATION 
2.1 Introduction 
The hardness quality of materials is an important property 
from the standpoint of contact phenomena such as the formation of 
contact area, friction and wear. However, hardness as a term has 
a different meaning to different researchers and, therefore, 
different definitions and measurement methods exist. Hardness 
definitions and tests are adequately presented in various standard 
textbooks [34,39-41] on hardness and metallography which should be 
consulted for full details. The wide variety of hardness tests has 
been classified into groups the most common of which is the static 
indentation group. Static indentation tests have the advantage of 
providing a very simple non-destructive means for assessing the 
resistance of material to plastic deformation. For this reason they 
are used extensively in contact problem investigations. 
In a static indentation test, a steady load is applied to an 
indenter which may be a ball, cone or pyramid and the hardness is 
calculated from the area or depth of indentation produced. 
Depending upon the type of test, the applied load may range from 
thirty kilonewtons down to 0.05 newtons. For more details the 
reader is referred to Appendix A. This wide load range and its 
13 
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effect on indentation size has led many investigators to suggest 
three ranges of load. According to O'Neill [40], the most widely 
accepted suggestion was put forward in 1952 by Buckle who reviewed 
it later [42]. From Buckle's study [42], the following three load 
ranges can be distinguished: 
1. "Micro-hardness" 0.05N - 2.0N 
2. "Low-load hardness" 2N - 30N 
3. "Macro-hardness" > 30N 
As pointed out by Buckle [42], the first two load regions sometimes 
overlap because their limits depend, not only on load, but also on 
the material being tested. 
Micro-hardness and low-load hardness tests are often carried out 
with a Vickers indenter, which is a square-based diamond pyramid 
having an apex angle of 136°. In general, it is agreed that the 
macro-hardness value is independent of load; but for laods less than 
lON it is observed that the hardness value increases with decreasing 
load. The subject has been extensively reviewed by Mott [34] and 
others [42]. Since the indentations produced by the Vickers indenter 
are geometrically similar for all sizes, the variation in hardness 
values with load must be real, which has been confirmed by numerous 
investigations. Several possible suggestions have been put forward 
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to explain this phenomenon. Mott [34] suggested that the slip 
mechanism for small indentations is different from that for large 
ones. Bowden and Tabor [43] attributed this phenomenon to the work-
hardening of the testing surfaces during mechanical preparation. 
This suggestion is in line with Mott's results and those of others. 
In a very recent study, Pethica et al [44] attributed this increase 
in micro-hardness to a real increase in the plastic yield stress of 
the metal near the free surface as a result of a local extreme work-
hardening. Another possible suggestion, due to Gane and Cox [45], 
is that this increase in micro-hardness is caused by some surface 
strengthening mechanism, either by absorbed surface films interfering 
with dislocation movement, or by the diffusion of some impurity from 
the bulk. Generally, the increase in micro-hardness with smaller 
loads and, therefore, smaller indentation size, has been called by 
Shaw [46] and others [42,44,45] the "Size Effect". 
A search of the literature shows that the study of the contact 
area of a single asperity is fundamental to the development of any 
model for predicting thermal joint conductance, especially the contact 
conductance. In other words, the models require knowledge of the 
plastic flow pressure of the softer of the contacting surfaces to 
calculate the contact area of a single asperity. It is generally 
recognized and understood that the plastic flow pressure of the softer 
surface can be related to the pressure under the indenter in a static 
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indentation test. However, the approximate nature of these models 
has led the majority of the investigators to assign the macro-hardness 
value to the plastic flow pressure, disregarding the size effect. A 
few authors [14,16,17,20-22] have recognized the importance of the 
size effect and stated clearly that the micro-hardness must be employed 
in their models, although they have not said which micro-hardness test 
or what load conditions should be used. This is obviously due to the 
shortcomings in the proposed models. However, an example exists in 
the work of Tsukizoe and Kisakado [51,54]. They reported both the 
load and the micro-hardness test used (Vickers), but assigned 
different micro-hardness values for the same material without any 
reasonable explanation. Generally, this confusion about the hardness 
has resulted in serious discrepancies between the proposed models and 
the thermal results of nominally similar materials. 
A number of researchres [23,25,29,47,84] have assumed a fixed 
contact size in the range of 30 µm to 40 µm, though they used the 
macro-hardness as an equivalent to the plastic flow pressure for this 
size. Henry [15], however, used a micro-hardness value corresponding 
to an indentation area equal to the average contact size observed 
during his experimental work. The observed contact size in his study 
was approximately 14 µm. 
The previous discussion has brought to light a very important 
point which has been ignored over the past three decades. If the 
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measured or assumed contact size is, in general, less than 40 µm, 
then the macro-hardness which is determined from large indentations 
of the order of 1 mm is totally inadequate and emphasis must be 
placed on the determination of the appropriate value. This is in 
line with Greenwood (48] who stated, "For the present discussion 
the origin of this extra hardness, whether due to an abnormal state 
of work-hardening, or to frictional restraint, or to a strengthening 
effect due to a surface film blocking the movement of dislocations, 
is irrelevant: the impo~tant thing is that the use of the bulk 
hardness is wrong, and quite badly so."~ This micro-hardness 
variation, due to size effect for whatever reasons, does not permit 
us to neglect its influence upon the determination of the suitable 
micro-hardness value for thermal predictions. It is the purpose 
of this chapter to investigate the behaviour of micro-hardness 
variation in a number of materials which will be used in the thermal 
investigation. The measured micro-hardness variations will be 
employed to estimate the appropriate micro-hardness values for the 
thermal predictions. 
2.2 Hardness Measurements 
In order to investigate the effect of hardness variation upon 
the prediction of thermal joint conductance, four different materials 
with very different properties (Nickel 200, Stainless Steel 304, 
•• 18 
Zr-2.5wt%Nb and Zircolay-4) . . dt were investigate • They were selected 
for their popularity in spacecraft applications, the electronics 
industry and in nuclear reactor technology. The tested surfaces were 
prepared on the faces of 25 mm long, 25 mm diameter cylinders. 
These cylinders were fabricated from commercial bars and prepared 
using the same machining processes. Each specimen was first turned 
to the required dimensions, then the two flat surfaces were ground 
and finally lapped. After the lapping process, the specimens were 
mechanically polished to a good metallographic finish. 
Hardness measurements were made on the cylinder's flat surfaces 
at room temperature. First, on one of the flat surfaces, Vickers 
micro-hardness measurements were made using a Leitz Durimet bench 
type micro-hardness tester with different indenter loads. Typical 
load values were: 0.147, 0.245, 0.98, 1.96, 2.94 and 4.91 N. 
Five indentation tests were randomly performed in different locations 
to reflect any hardness variation, if present, over the surface, 
i.e., a softer area. It is assumed that by taking five indentations 
under each load, the average value should be reasonably representative 
of the micro-hardness behaviour of that surface. On the other flat 
t At the beginning of this research, the Zirconium specimens were 
supplied by Whiteshell Nuclear Research Establishment - AECL, while 
the Ni200 specimen was supplied by V. Antonetti (IBM Corp.) who was 
investigating the use of metallic coatings to enhance thermal 
contact conductance. 
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surface, the macro-hardness values were determined using Brinell and 
Rockwell standard testers! Both testers were employed to produce 
two indentations using the Brinell indenter and three indentations 
by means of the Rockwell indenter. 
Figure 2.1 shows the semi-logarithmic plots of the average 
hardness values versus the indentation depths. The depth of 
indentation was employed for presentation convenience. These curves 
consist of two parts. One corresponds to the macro-hardness, Rockwell 
and Brinell, where there is no variation in the measured hardness 
values. The second part represents the Vickers micro-hardness 
variations. Here the micro-hardness increases with decreasing 
indentation depth or alternatively with decreasing indentation size; 
for the Vickers indenter d /t=7. It is clear that as the indentation 
V 
depth (size) increases the micro-hardness values gradually approach 
those values obtained from the macro- hardness measurements. 
Furthermore, as the macro-hardness values of these materials increase 
the amount of micro-hardness variation decreases. 
For determining the relation between Vickers micro-hardness and 
the indentation size, the micro-hardness measurements, H, were V 
t Brinell Test: 10 mm diameter steel ball with 29.43kN load. 
Rockwell Test: 1.59 mm diameter steel ball with 981N load 
(Rockwell B). 
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plotted as a function of the indentation diagonal, d ' V on a log-log 
scale as shown in Figure 2.2. It was observed that the micro-
hardness measurements of SS304, Ni200, Zr-2.5wt%Nb and Zr-4 
could be represented by four straight lines. Therefore, they could 
be described by a power law in the form: 
where 
H 
V 
d 
V 
cl 
H = 
V 
is Vickers micro-hardness Gpa 
is Vickers indentation diagonal 
is Vickers micro-hardness when 
µm 
d = 1 µm 
c2 is a negative exponent which will be denoted as 
the "size index". 
The above equation could be deduced from the following analysis. 
(2.1) 
Generally, the Vickers hardness is defined as the load divided 
by the indentation surface area produced by a square-based pyramid 
having an angle of 136° between the opposite faces and 148° between 
the edges. Therefore, for a given indentation of diagonal 
produced under the action of applied load L, we have 
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Vickers hardness 2L sin(68°)/i 
V 
(2.2) = 
or 
H = 1.85441 / dz 
V V (2 .3) 
In micro-hardness tests, very small diamond pyramids are usually 
used to produce very small indentations. The applied load is usually 
less than lON (a typical range is 0.147-4.91N) and the resultant 
indentation diagonals are measured by a microscope in µm. Thus, 
Eq.(2.3) becomes: 
H = 1854.41 / i 
V V 
GPa (2.4) 
where d is the Vickers indentation diagonal in µm. Eq.(2.4) 
V 
shows that the Vickers micro-hardness is a function of the applied 
load and the indentation diagonal. It is assumed that the relation 
between the applied load and the resulting diagonal is given by: 
(2.5) 
which has the form of Meyer's law where a and n are constants. 
Then, by combining Eqs.(2.4) and (2.5), the following relationship 
could be obtained for Vickers micro-hardness: 
H = 1854.4 a dn-Z (2.6) 
V V 
or alternatively, 
H = 
V 
which is obviously Eq.(2.1). 
2.3 Hardness Measurement Correlations 
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A least squares fit of the Vickers micro-hardness measurements 
for the previously mentioned materials, using Eq.(2.1), gives the 
following correlations: 
1. Zr-4 H = 5.677 d-0.278 GPa (2. 7) 
V V 
2. Zr-2.5wt%Nb H = 5.884 d-0 •267 GPa (2.8) 
V V 
3. Ni200 H = 6.304 d-0 •264 GPa (2. 9) 
V V 
4. SS304 H = 6.271 d-0.229 GPa (2.10) 
V V 
The above correlations show that the micro-hardness value is 
inversely proportional to the power of the diagonal so that the 
micro-hardness increases with decreasing indentation size. A summary 
of the correlation coefficients and along with both the 
maximum and RMS percent differences between the measured and 
predicted values, is given in Table 2.1. Figure 2.2 shows a 
comparison between the predictions based upon the correlations and 
the experimental measurements. Only the maximum and minimum values 
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Table 2.1: Vickers Micro-Hardness Correlations, 
c2 
H = C d 
V 1 V 
Material H ,GPa cl c2 Max % Diff. RMS % Diff. m 
Zr-4 1.913 5.677 -0.278 3.4 1. 7 
Zr-2.5wt%Nb 1. 727 5.884 -0.267 10.2 2.7 
Ni200 1.668 6.304 -0.264 4.8 1.8 
SS304 1.472 6.271 -0.229 4.2 1.4 
Average of C = n = -0.26 2 
Table 2.2: Vickers Micro-Hardness Correlations using Average 
Size Index, H =~d n 
V V 
Material H ,GPa 
m ~ n Max % Diff. RMS % Diff. 
Zr-4 1.913 5.367 -0.26 3.9 1.8 
Zr-2.5wt%Nb 1. 727 5.75 -0.26 9.7 2.7 
Ni200 1.668 6.217 -0.26 5.2 1.8 
SS304 1.472 6.906 -0.26 5.9 2.4 
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resulting from each load are shown in the Figure. It is interesting 
to note that for the different types of steel the reported values 
[39] for the constant are around -0.25. For nickel ranges 
from -0.5 (annealed) to -0.14 (rolled). 
As seen from Table 2.1, there is no immediately recognizable 
inter-relation between the coefficient from the different 
correlations and the macro-hardness for these materials. But, as is 
shown in Figures 2.1 and 2.2, one may expect that the c1 
coefficient will decrease as the material becomes harder. Since 
the same general correlation form and approximately the same slope 
are obtained, it is concluded that these differences in the size 
index values may be affected by the values of the c1 coefficients. 
Therefore, an average value n is considered for the size index 
allowing a direct comparison between the resulting s coefficients 
(c1=s when c 2=n) and the macro-hardness values of the materials. 
Using an average value for the size index (n=-0.26) the 
corresponding s coefficients are computed and given in Table 2.2 
along with the maximum and RMS percent difference between the 
micro-hardness measurements and the predictions. 
It is clear from Table 2.2 that for an average size index, 
n = -0.26, the s coefficient increases with decreasing macro-
hardness value. Furthermore, using n = -0.26 the excellent 
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agreement between the predictions and the micro-hardness measurements 
still exists and is confirmed by the values of the RMS% differences. 
To demonstrate further the excellent agreement between the predictions 
and the experimental data, the average micro-hardness H at each 
V 
load divided by the ~ coefficient is plotted against the average 
indentation diagonal 
The theoretical curve 
d 
V 
for all the materials shown in Figure 2.3. 
ii / ~ 
V 
= 
a:-0.260 
V 
(2 .11) 
is seen to be an excellent representation for all the data points. 
Also, the tabulated values for the predictions, using Eq.(2.11), 
and the measurements are given in Tables 2.3 through 2.6. 
Generally, it can be seen that the agreement between the measured and 
predicted values is excellent. In addition, the overall RMS% 
difference between the predictions and ii h V The values is 1.6. 
parameter ii/~ may be interpreted as the dimensionless micro-hardness 
V 
which is normalized with respect to the micro-hardness resulting from 
an indentation diagonal equal to 1 µm. 
In light of the above results, it was decided to use a more 
direct simple method which would allow the prediction of micro-hardness 
variation based upon the known or easily measured macro-hardness. 
Obviously, this suggests a certain kind of relationship between the 
coefficient ~ and the macro-hardness. To establish this 
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Table 2.3: Comparison Between the Average Micro-Hardness 
Values of Zr-4 and the Predictions from Eq.(2.11) 
d ']..lill H ,GPa ii / r; d -0. 26 % Diff. V V V V 
53.33 1.919 0.358 0.356 -0.6 
42.51 2.013 0.375 0.377 0.5 
28.76 2.200 0.410 0.418 2.0 
19.20 2.468 0.460 0.464 0.9 
12.88 2.742 0.511 0.515 0.8 
9.38 3.102 0.578 0.559 -3.3 
RMS% Difference = 1. 7 
Table 2.4: Comparison Between the Average Micro-Hardness 
Values of Zr-2.5wt%Nb and the Predictions 
from Eq. (2 .11) 
d ']..lill H ,GPa ii / r; d -0. 26 % Diff. V V V V 
69.19 1.900 0.333 0.332 0.6 
51.67 2.043 0.355 0.359 1.1 
40.89 2.177 0.379 0.381 0.5 
27.30 2.441 0.425 0.423 -0.5 
18.14 2.767 0.482 0.471 -2.3 
12.45 2.941 0.511 0.519 1.6 
9.13 3.274 0.569 0.563 -1.1 
RMS% Difference = 1.3 
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Table 2.5: Comparison Between the Average Micro-Hardness 
Values of Ni200 and the Predictions from Eq.(2.11) 
- ii / r,, d -0.26 d ,µm H ,GPa % Diff. 
V V V V 
66.26 2.073 0.334 0.336 0.6 
49.05 2.268 0.365 0.363 -0.6 
38.85 2.419 0.389 0.386 -0.8 
26.47 2.597 0.418 0.427 2.2 
17.43 2.995 0.482 0.476 -1.2 
11. 79 3.272 0.526 0.527 0.2 
8.76 3.555 0.572 0.569 -0.5 
RMS% Difference = 1.1 
Table 2.6: Comparison Between the Average Micro-Hardness 
Values of SS304 and the Predictions from Eq.(2.11) 
d ,µm H ,GPa ii /r,, d-0.26 % Diff. 
V V V V 
61.38 2.414 0.350 0.343 -2.0 
46.00 2.579 0.374 0.370 -1.1 
36.32 2.758 0.399 0.393 -1.5 
24.40 3.056 0.443 0.436 -1.6 
16.54 3.325 0.481 0.482 0.2 
11.23 3.607 0.522 0.533 2.1 
8.47 3.804 0.551 0.574 4.2 
RMS% Difference = 2.1 
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relationship, the , coefficient was plotted as a function of the 
macro-hardness H as shown in Figure 2.4. This gave a linear 
m 
relationship in the following form: 
' = 
12.04 - 3.49 H 
m 
(2.12) 
A comparison between the actual , coefficients and the predictions 
from Eq.(2.12) is given in Table 2.7. 
Table 2.7: 
Material 
Zr-4 
Comparison Between the Actual, Values and 
the Predictions from Eq.(2.12) 
H ,GPa Eq. (2 .12) % Diff. 
m 
1.913 5.367 5.364 -0.06 
Zr-2.5wt%Nb 1. 727 5.750 6.013 4.60 
Ni200 1.668 6.217 6.219 0.03 
SS304 1.472 6.906 6.903 -0.04 
RMS% Difference = 2.3 
By combining Eqs.(2.11) and (2.12), the following semi-general 
micro-hardness correlation is obtained for these metals: 
H = 
V 
d- -0.26 (12.04 - 3.49 H) 
m V 
(2 .13) 
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A correlation such as this can be useful to the thermal design 
engineer making it possible to determine a reasonable micro-hardness 
variation for any metal from this group knowing the macro-hardness 
value. In this case, the micro-hardness variation is accurate to 
within a maximum error of 2.2% for Ni200 up to 6.1% for 
Zr-2.5wt%Nb as seen in Tables 2.8 through 2.11. 
2.4 Discussion and Conclusions 
In order to eliminate any doubts due to instrumental errors or 
measurement errors and to check the validity of our micro-hardness 
measurements, it was decided to test a standard material such as 
Armco iron which has a well known composition as well as mechanical, 
electrical and thermal properties. A specimen was prepared in the 
same manner and tested using the equipment and procedure described 
earlier. It was observed that the micro-hardness increased with 
decreasing indentation size as it had in the other materials. However, 
both size index n and the amount of micro-hardness variation are 
less, as shown in Figure 2.5. In Figure 2.5, the average 
measured hardness for each load is shown by the black circles while 
the solid line represents the prediction from the following 
correlation: 
H = 3.327 d-O.l9l GPa (2.14) 
V V 
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Table 2.8: Comparison Between the Average Micro-Hardness 
Values of Zr-4 and the Predictions from Eq.(2.13) 
d v'µm H ,GPa Eq. (2.13) % Diff. V 
53.33 1.919 1.907 -0.6 
42.51 2.013 2.023 0.5 
28.76 2.200 2.240 1.8 
19.20 2.468 2.488 0.8 
12.88 2.742 2.760 0.7 
9.38 3.102 2.997 -3.4 
RMS% Difference= 1. 7 
Table 2.9: Comparison Between the Average Micro-Hardness 
Values of Zr-2.5wt%Nb and the Predictions 
from Eq. (2 .13) 
d ,µm H ,GPa Eq.(2.13) % Diff, 
V V 
69.19 1.900 1.998 5.2 
51.67 2.043 2.156 5.5 
40.89 2.177 2.291 5.2 
27.30 2.441 2.545 4.3 
18.40 2.767 2.820 1.9 
12.45 2.941 3.121 6.1 
9.13 3.274 3.383 3.3 
RMS% Difference= 4.7 
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Table 2.10: Comparison Between the Average Micro-Hardness 
Values of Ni200 and the Predictions from Eq.(2.13) 
d ,µm 
V 
H ,GPa 
V 
Eq. (2.13) % Di££. 
66.26 2.073 2.090 0.8 
49.05 2.268 2.260 -0.4 
38.85 2.419 2.401 -0.7 
26.47 2.597 2.653 2.2 
17.43 2.995 2.958 -1.2 
11. 79 3.272 3.274 0.1 
8.76 3.555 3.537 -0.5 
RMS% Difference= 1.1 
Table 2.11: Comparison Between the Average Micro-Hardness 
Values of SS304 and the Predictions from Eq.(2.13) 
d ,µm H ,GPa Eq.(2.13) % Di££. 
V V 
61.38 2.414 2.367 -1.9 
46.00 2.579 2.551 -1.1 
36.32 2.758 2. 713 -1.6 
24.40 3.056 3.008 -1.6 
16.54 3.325 3.328 0.1 
11.23 3.607 3.681 2.1 
8.47 3.804 3.961 4.1 
RMS% Difference= 2.1 
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There is a maximum percent difference of 5.9 and RMS% difference 
equal to 2.5 between the measured and predicted values. 
A search of the literature shows that a similar study was made 
by Longard [49]. Longard presented numerous sets of Vickers micro-
hardness data as hardness versus indentation diagonal on logarithmic 
scale and showed also that the experimental data was well represented 
by Eq.(2.1). The micro-hardness data was reported for 99.5% 
Aluminum, Duraluminum, Steel and Armco iron. Also, the 
measurements were performed on two groups of specimens. The first 
group was mechanically polished while the second group was electro-
polished. For the same material and under the same load, Longard 
found that the micro-hardness value for an electropolished specimen 
is smaller than the value of the mechanically polished one. This 
difference was attributed to the removal of the work-hardened layer 
through electropolishing. The reported size index n for the 
mechanically polished Armco iron was equal to -0.18 (-0.17 for the 
electropolished specimen) which is in agreement with our findings. 
However, Longard's Armco iron micro-hardness measurements and, 
consequently, his predictions are lower, as is shown in Figure 2.5 
A particular feature of the curves shown in Figure 2.5 is 
that the curve from the present study has very similar slope to 
the curve from Longard's study, but its position has been displaced 
to higher values of micro-hardness. Since the material composition 
is accurately known, it can be said roughly that the difference 
betweenthemeasured micro-hardness values in the two studies may 
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be attributed to the difference in the machining processes used in 
preparing the test specimens. In other words, the results suggest 
that for Armco iron the micro-hardness values are influenced by 
the machining process while the size index n is almost independent 
of it. Also, the results show clearly that the increase in micro-
hardness found in Armco iron, and in the other materials, is a real 
effect and cannot be ascribed to instrumental errors or dimensional 
measurement errors. 
In light of the foregoing discussion, it becomes necessary to 
examine the effect of surface preparation upon the micro-hardness 
profile of a certain material. Thus, a SS304 specimen from the 
same barstock was prepared by turning, grinding and finally hand-
lapping. After lapping the specimen was cleaned to remove the lapping 
compound and then tested. The results are shown in Figure 2.6; 
only the maximum and the minimum values are plotted. The measurements 
of the mechanically-lapped specimen are also included for the purpose 
of comparison. From Figure 2.6, it is clear that the two sets of 
measurements have almost the same slope. However, the hand-lapped 
specimen has lower micro-hardness values due to less degree of surface 
work-hardening. This conclusion is in line with Longard's observation 
[49] and others [34,39,41]. A least squares curve fit to the 
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hardness measurements, gives the following correlation: 
H = 4.922 d-0. 233 
V V GPa (2.15) 
Note, that this equation contains an exponent, c2 , very similar 
to that found in Eq.(2.10) but a different value for 
Reference has been made previously to the micro-hardness 
variation reported by Henry [15] for Stainless Steel 416 (SS416) 
specimens which were prepared in a similar manner to the specimens 
in the present study. Thus, the validity of the semi-general 
correlation, Eq.(2.13), in predicting Vickers micro-hardness 
variation of other materials from the macro-hardness value was 
explored. A typical Vickers micro-hardness-indentation area curve, 
taken from the work of Henry, is shown in Figure 2.7. A replot of 
his experimental data on H -d 
V V 
curve is also shown in Figure 2.8. 
A least squares fit to the experimental measurements, resulted in 
the following correlation: 
H = 5.176 d-O.l9l GPa 
V V 
with maximum % difference and RMS% difference of 11.6 and 
5.1, respectively. For SS416 the macro-hardness value, as 
reported in Metals Handbook [50] is equal to 1.53 GPa. Using 
(2.16) 
this value in the semi-general micro-hardness correlation, Eq.(2.13), 
resulted in the following correlation: 
-
Cl) 
0. 
-
:c 
600000.--------------------
Ref. l 151 
o VICKERS TEST 
500000 0 
0 
0 
0 
400000 0 
0 0 0 
0 0 0 Q) 0 
0 
I I I I I I I I II I 
0.04 0.1 1.0 10.0 
INDENTATION AREA (MIL 2 ) . . 
.i::-
..... 
Figure 2.7: Vickers Micro-Hardness Variation of SS416 - Ref.[15] 
•• 42 
~ IOr---------------------. 
<.!) 
~ 
~ 
w 
z 
C 
a:: 
<[ 
:::c 
I 
0 
a:: 
u 
-
:E 
CJ) 
a:: 
w 
:x:: 
u 
-> 
Ref. (151 
X 55 416 
- - - - E q. ( 2. I 6) 
-- Eq. (2.17) 
'~_.,_--':------'-----L---'---L-L--.1..-J......J....J 
7 10 100 
INDENTATION DIAGON.ALdy µm 
Figure 2.8: Comparison Between Micro-Hardness Measurements of SS416 
and the Predictions 
.• 43 
H = 6.7 d-0. 26 
V V GPa (2.17) 
The predicted values from the above correlation match the measurements 
with maximum % difference of 14.8 and RMS% difference equal to 
7.3, as shown in Table 2.12. Keeping in mind that Henry's 
measurements were performed in a random fashion with arbitrary loads, 
we concluded that there is a fairly good agreement between the 
predictions by the semi-general correlation and the Henry data as 
shown in Figure 2.8. 
In conclusion, the results recorded in the previous sections, as 
well as the above discussion, show clearly that the semi-general 
micro-hardness correlation, Eq.(2.13), may be used by a thermal 
design engineer as a satisfactory description of micro-hardness 
variation in relation to the macro-hardness for this family of 
materials. However, as shown in Table 2.1, it is quite obvious 
that the size index for each material is different, so Eq.(2.13) 
may be unsatisfactory. Also, as is demonstrated, the machining 
process plays a major role in the creation of this hardness variation, 
so that Eq.(2.13) will be unsuitable for those who want to know the 
exact micro-hardness variation of a certain material in this family 
processed in a different manner. Hence, we cannot proclaim Eq.(2.13) 
to be a general micro-hardness correlation for these materials. 
It is recommended, however, that further work be done to clarify the 
applicability of the semi-general micro-hardness correlation to 
other materials machined in the same manner. 
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Table 2.12: Comparison Between Ref.[15] Micro-Hardness Measurements 
of SS416 and the Predictions from Eq.(2.17) 
106 Area, . 2 10-5 H ,psif d ,µm H ,GPa Eq. (2.13) % Diff. in 
V V V 
0 .. 07 4.80 9.57 3.311 3. 724 12.5 
0.12 4.56 12.39 3.142 3.483 10.9 
0.13 4.98 13.15 3.434 3.429 - 0.1 
0.25 4.32 18.07 2.978 3.157 6.0 
0.56 3. 77 26.78 2.598 2.850 9.7 
0.60 3.57 27. 71 2.460 2.825 14.8 
1.06 4.00 36.98 2.759 2.621 - 5.0 
1.23 3.61 39.85 2.491 2.570 3.2 
1.31 3.87 41.16 2.669 2.549 - 4.50 
1.68 3.53 46.57 2.435 2.468 1.4 
1. 78 3.74 47.92 2.579 2.450 - 5.0 
1.84 3.40 48.66 2.344 2.440 4.1 
2.94 3.52 61.63 2.429 2.295 - 5.5 
3.00 3.30 62.22 2.279 2.289 - 0.4 
3.19 3.52 64.18 2.428 2.271 - 6.5 
RMS% Difference= 7.3 
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Finally, based upon the good agreement between the micro-hardness 
measurements and the predictions for these materials, the next problem 
is in the determination of a suitable micro-hardness value for the 
thermal predictions from the measured micro-hardness variation. The 
answer to this problem will be discussed in the next chapter. 
CHAPTER 3 
THEORETICAL ANALYSIS 
3.1 Introduction 
During the last three decades a considerable amount of research 
and study has been devoted to the problem of predicting thermal joint 
conductance between metallic contacts. The publications on the 
subject now amount to several hundred papers which not only emphasize 
the importance of this research topic, but also indicate that the 
development of a general predictive model has proven to be a 
difficult task. This is natural if one considers the large number of 
inter-related factors which can influence the prediction. Some of 
these factors are: mechanical and thermal properties of the 
contacting surfaces, the presence of an interstitial fluid as well as 
its thermal and physical properties, surface roughness or waviness, 
similar or dissimilar materials, the presence of an oxide layer, 
contaminant film or metallic coating on the surfaces, etc. For clean, 
bare metallic joints free of oxide film, the most troublesome of the 
mechanical factors is the one concerning the micro-hardness variation 
of the contacting surfaces. Of course, an appropriate hardness value 
is necessary to calculate the real area of contact. This aspect has 
been overlooked in the past, as pointed out earlier, but emphasis 
will be placed on it in this analysis. Also, the analysis is 
46 
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confined to contact between similar, non-wavy, flat, isotropically 
rough surfaces in a vacuum or gaseous environment. Since it has been 
concluded by a number of investigators [9,16] that radiation heat 
transfer can be neglected for temperatures up to 700K, radiation 
conductance will be considered negligible throughout this work. For 
further details the reader is referred to Appendix D. 
In this chapter the prediction of the thermal joint conductance 
is divided into two separate components, the contact conductance and 
the gap conductance. The contact conductance section consists of 
three parts. The first part deals with the contact resistance analysis 
while the second part relates the number of contacts as well as the 
mean contact spot radius to the surface parameters. The mechanical 
analysis will be carried out in the third part to develop a model for 
predicting the appropriate contact hardness, employing information 
about the surface parameters as well as the micro-hardness variation 
of the contacting surfaces. Next, the statistical gap conductance 
model proposed by Yovanovich et al [55] for estimating the contribution 
of the gas to the joint conductance is reviewed. This model is 
considered because it provides the most satisfactory approach to this 
aspect of the problem, although some refinements will be introduced. 
The contact and gap conductance models considered here are based 
upon the following assumptions (31,55]: 
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1. Contacting surfaces are clean, free of oxides, films, etc. 
2. Contacting surfaces are microscopically rough but macro-
scopically conforming. 
I 
3. Contacting surfaces have isotropic Gaussian surface height 
distributions. 
4. The real contact area is uniformly distributed over the 
apparent area. 
5. When the contacting surfaces are pressed together, the 
asperities of the softer surface deform plastically while 
the asperities of the harder surface are embedded in the 
other surface. 
6. The average flow pressure between the contacting surfaces 
is equal to the contact micro-hardness of the softer 
surface. 
7. The contact micro-hardness is a function of the micro-
hardness variation of the softer surface and the effective 
surface parameters. 
8. The contact spots, and adjacent surfaces not in contact, 
are isothermal, each having the temperature extrapolated 
from the body of the solids. 
•• 49 
9. The total heat flow rate can be separated into two 
independent heat flows through the contact and through the 
gap. 
10. The variable gap thickness will influence the gap conductance 
and must, therefore, be taken into account. 
11. The effective gap thickness is dependent upon the surface 
roughness and the applied contact pressure. 
12. Noncontinuum gas effects must be taken into account. 
13. Radiative heat transfer 1s negligible. 
3.2 Thermal Contact Conductance 
3.2.1 Thermal Analysis 
When two conforming rough surfaces are brought into contact 
under a static load, intimate contact occurs only at a discrete 
number of micro-contact spots whose total area is a small fraction 
of the apparent contact area. The gaps between the contacting surfaces 
may be filled with a gaseous fluid or may be evacuated. Under vacuum 
conditions with negligible radiation, heat transfer across the interface 
takes place by conduction through the micro-contacts. Figure 3.1 shows 
a representative view of the heat flow lines across an interface. 
In the regions "far" from the interface, the heat flow lines are 
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uniform, parallel to each other, and perpendicular to the interface. 
As they approach the interface region they converge to the micro-
contact areas and spread out on the other side. This convergence and 
spreading of the flow lines at a single micro-contact area causes a 
resistance to the heat flow and is denoted as the thermal constriction 
resistance. In general, the thermal constriction resistance of a 
single micro-contact is a function of the thermal conductivities of 
the contacting surfaces, some characteristic dimension of the micro-
contact area, and the constriction parameter that depends upon the 
shape of the micro-contact and the boundary conditions over the micro-
contact area. When all the constriction resistances are added in 
parallel, the sum is defined as the thermal contact resistance. 
In order to predict thermal contact resistance analytically, certain 
assumptions are normally made. It is assumed that there are N 
isothermal flat micro-contacts randomly distributed over the apparent 
area and each micro-contact has a circular geometry of radius a .• 
l. 
An equivalent circular flux tube of radius b, 
l. 
l.S associated with 
each micro-contact that is centrally placed in the flux tube as shown 
in Figure 3.1. Also, the total area of these flux tubes is equal to 
the interface apparent area. 
The overall thermal contact resistance, R ' C is determined by 
dividing the temperature drop across the interface, ~T, by the 
total heat flow, Q: 
R = b.T / Q 
C 
The above equation can be expressed in terms of the constriction 
resistance of the individual heat flux tube, 
1 
R 
C 
= 
N l _l 
. 1 R . 1.= C 1. 
= 
R • ' Cl. as: 
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(3 .1) 
(3.2) 
where R. 
Cl.l 
and R. 
Cl.2 
are the respective constriction resistances 
of the semi-heat flux tube. Therefore, the problem of predicting the 
thermal contact resistance reduces to the simpler problem of a semi-
cylindrical heat flux tube with heat flux specified over part of the 
contact boundary while the remainder is isothermal. This mixed 
boundary value problem has not been solved analytically, although 
various approximate solutions have been presented by a number of 
investigators. 
If it is assumed that the micro-contact, or the contact spot 
radius, is very small compared with the distance separating it from 
the neighbouring contacts, the constriction resistance is obtained 
from the classical solution by Holm [11] for a circular disc of 
radius a on a half space with thermal conducitivity k: 
R 1 (3 .3) 
= 4ka 
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which forms the basis of many of the existing contact conductance 
· models. As the micro-contacts grow in size and increase in number, 
a constriction parameter ~(s) must be introduced in Eq.(3.3) 
to allow for the interference between the heat flux tubes. 
Roess [56] analytically determined the constriction parameter 
for the heat flow through a right circular cylinder of radius b, 
which has an isothermal concentric contact spot of radius a. To 
overcome the mixed boundary value problem, he replaced the temperature 
boundary condition by a heat flux distribution proportional to 
[1-(r/a) 2]-0. 5 over the contact spot (O<r<a) but is adiabatic outside 
the contact (a<r<b). This distribution was found to be nearly 
representative of an isothermal contact spot for small values of 
relative contact spot radius s(=a/b<0.3). Roess presented his results 
in the form of an infinite series expression given by: 
~(s) = 1 - 1.4093s + 0.2959E2 + 0.05254s5 + (3.4) 
Mikic [18] examined the isothermal contact case using the above 
heat flux distribution to replace the prescribed temperature boundary 
condition. He obtained a different infinite series expression for 
the constriction parameter. Later, this expression was simplified 
(Cooper et al [20]) by the following approximate relation: 
~(E) = (1-E)l. 5 (3 .5) 
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Yovanovich [57] obtained a general expression for the constriction 
parameter with the heat flux distribution over the contact spot 
proportional to [1- (r/a) 2 ]µ for three values of µ:-1/2,0,1/2. 
For µ = -1/2, he found that the contact spot is isothermal provided 
that E < 0.3. For this case, the following approximate expressions 
were proposed: 
°ljJ(E) = 1 - 1.4197E E < 0.1 
"ljJ(E) = E < 0.3 
Eq.(3.7) is identical to Eq.(3.5), however, it quite 
accurately approximates the analytical solution in the specified 
range of E. 
(3.6) 
(3. 7) 
Gibson [58] solved the same problem by reducing the mixed 
boundary value problem to a Fredholm integral equation. This integral 
equation was solved with the help of tabulated integrals available 
in the literature. He also expressed his results as an infinite 
series, that is, 
3 5 
= 1 - 1.4097£ + 0.3380E + 0.0679E + ••• 
which is remarkably similar to that of Roess, Eq.(3.4). 
(3.8) 
For the very important range of E < 0. 3, it is interesting to 
note that the results from the various expressions for the constriction 
parameter agree remarkably well although they are expressed in 
different algebraic forms. Therefore, we can conclude that the 
constriction parameter ~(s) can be expressed accurately by the 
following simple expression: 
~(£) = (1-£)1.5 
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(3. 9) 
Now, the thermal constriction resistance for a semi-heat flux 
tube can be written as: 
R ~(£) 
= 4ka (3 .10) 
and the total constriction resistance for the ith heat flux tube 
as: 
R. = (3 .11) 
Cl. 
Substituting Eq.(3.11) into Eq.(3.2) yields: 
1 N l 
i=l 
(3.12) R = 
C 
where R is the total contact resistance of N circular contact 
C 
spots. 
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Because of geometric symmetry about the contact plane, we can 
put 
,Ii = 
'I'• (l-E:.)1.5 ]. 
provided O<e:. <0.3. 
]. 
]. 
Introducing the harmonic mean thermal conductivity as: 
1 1 
~l + ~ k = 2 kl k2 s 
allows us to write Eq.(3.12) as: 
1 N a. 2k l ]. R = ~ s C i=l ]. 
Since the contact conductance is defined by: 
h 
C 
= 
1 
R A 
C a 
therefore, Eq.(3.15) becomes 
2k N a. 
h = ~s l l. 
c A • l ~ a i= i 
For most engineering applications where E: < 0 .1 and 
(3.13) 
(3.14) 
(3.15) 
(3. 16) 
(3 .17) 
0. 85 < t/1. < 1, 
- ]. -
the specific constriction parameter t/J. ]. appropriate 
to each contact spot can be replaced by the mean value of the 
constriction parameter based upon the total set of contacts [31]. 
Therefore, Eq.(3.13) can be written as: 
where 
ljJ. = ljJ = (1- E:) 1.5 
1 
E = I A /A = a/b 
r a 
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(3.18) 
(3.19) 
a and b are the mean contact spot and associated flux tube radii 
respectively, determined from the total real and apparent areas. 
Substituting Eq.(3.18) into Eq.(3.17) and replacing the 
individual contact spot radius 
h 
C 
= 
2k n a 
s 
(1-E:) 1.5 
a. by the mean value a yields: 
1 
where n is the contact spot density defined by: 
n = N/A 
a 
(3 .20) 
(3. 21) 
At this stage, the prediction of contact conductance requires 
knowledge of the mean contact spot radius a as well as the 
contact spot density n. These two important parameters can be 
related to the surface characteristics and to the mean separation 
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between the contacting surfaces. This problem will be considered in 
the next section. 
3.2.2 Surface Analysis 
The contact parameters, a and n, required for the prediction 
of the thermal contact conductance, can be determined using one of 
the available contact models in the literature. These models require 
information about the surface characteristics, a and m, which can 
be obtained from the profilometer traces of the contacting surfaces 
before the joint is made. 
Greenwood and Williamson [59], among many others [60,61], have 
shown that the profile heights of many engineering surfaces have a 
nearly Gaussian distribution; an assumption which is made in most 
contact models to describe the surface topography. However, their 
significant contribution was the theoretical treatment of the contact 
problem which was based upon the application of the probability 
theory. In other words, they showed that the contact between two 
Gaussian rough surfaces is equivalent to that between an ideal smooth 
flat surface and a single Gaussian rough surface having the RMS 
roughness of the two real surfaces, Figure 3.2. Also, the probability 
of making contact at any given asperity having height Y above the 
surface mean plane is: 
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Figure 3.2: Equivalent Contact of Two Gaussian Conforming Rough Surfaces 
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Prob(y>Y) = J: <P(y) dy (3 .22) 
where <j)(y) is the probability function defined by: 
(3 .23) 
and a is the combined or the effective RMS roughness of the two 
surfaces which is given by: 
(3. 24) 
Tsukizoe and Kisakado [51,52) proposed a statistical contact 
model for predicting the contact spot size and density for an isotropic 
Gaussian rough surface in contact with an ideal smooth flat surface. 
In their analysis, it was assumed that the surface asperities have 
a conical shape of equal base angle which depends on the surface mean 
absolute slope. On the basis of this assumption and neglecting the 
asperity interactions, they obtained the following expressions for 
the contact parameters a and n: 
a = (3 .25) 
n (3 .26) 
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where x = Y/2 cr and Y is the separation between the surface mean 
planes as shown in Figure 3.2. m is the effective mean absolute 
slope of the contacting surfaces and is given by: 
Therefore, the product na can be written as: 
na = -
1
- (~) exp (-x2) 
412:rr cr 
(3.27) 
(3.28) 
A different approach, based upon the level-crossing theory, was 
adopted by Cooper et al [20] in the development of a contact model 
during their theoretical treatment of the thermal contact conductance 
problem. Assuming hemispherical asperities whose heights have a 
Gaussian distribution as well as surface slopes, they showed that 
the density of the contact spots and the sum of all contact radii can 
be respectively expressed as functions of the surface parameters: 
n 
La. 
1. 
1 
= 16 
p;- = 
a 
2 
exp(-2x) 
erfc(x) (3.29) 
(3.30) 
Eq.(3.30) can be written in terms of the mean contact radius as: 
na = ~1~ (~) exp(-x2) 
4v'2TI cr 
Therefore, from Eqs.(3.29) and (3.31), the mean contact spot 
radius, a, can be expressed as: 
a 
2 
exp(x) erfc(x) = 
Also, they showed that the ratio between the real area of contact 
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(3.31) 
(3.32) 
and the apparent area, at any given separation between the contacting 
surface mean planes, can be related to the probability function by: 
:: = I: ~(y) dy 
which upon integration yields: 
A 
r A = 
a 
1 
,2 erfc(x) 
(3.33) 
(3.34) 
Later the above analysis was extended by Mikic [21] who 
considered the effect of previous loading on the contact parameters 
and the thermal contact conductance for two conforming rough 
surfaces. For first loading condition, he obtained the following 
expression for the mean radius of curvature, P, of a hemispherical 
asperity: 
p = 
2 
x exp(x) erfc(x) 
~ exp(-x2) ~ C - z/rr erfc(x~ 
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(3.35) 
Kimura [62] studied statistically the more general case in 
which an anisotropic rough surface, having asperities of arbitrary 
shape, contacts an ideal flat surface. The analysis was carried out 
for "two-dimensional" contact. Again, it was assumed that the 
asperity heights, as well as slopes, had a Gaussian distribution. 
Under fully plastic deformation, the following relationships for the 
micro-contact density, n, and the mean micro-contact area, s, 
were obtained: 
1 tx?] 2 exp(-Zx) n = 4TIA erfc(x) 
Zrr>.. [m::J 2 2 s = [erfc(x)] exp(Zx) 
where m and m are the surface mean absolute slopes along x 
X y 
(3.36) 
(3.37) 
and y directions and >.. is the micro-contact area shape factor 
defined by >.. = s/ C:ib). a and b are the mean lengths of the 
micro-contact area along the principle directions. For rectangular 
shape, >.. is equal to unity while for a circular shape >.. = 4/TI. 
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Assuming an isotropic rough surface, i.e.,m=m 
X y' and 
circular micro-contacts of radius 2 i. e • , s = 7T a and A = 4 /TI, a, 
then the contact parameters a, n and na can be written as: 
a (3.38) 2 exp(x) erfc(x) 
1 [~)2 2 exp(-2x) n = 16 erfc(x) (3.39) 
1 [mJ 2 na = ~~ - exp(-x)
4v"ZTI cr 
(3 .40) 
which are similar to the expressions arrived at by Cooper et al [20]. 
Careful examination of Kimur's results reveals that the contact 
size is characterized by the square root of the micro-contact area. 
For the thermal problem in hand, this conclusion was justified by 
Yovanovich et al [63]. Also, this conclusion is inherent in the 
thermal analysis through the parameter £ which is actually the square 
root ratio of the contact spot area to the area of the flux tube 
associated with it. This result, which apparently was not previously 
realized, has a significant bearing on the determination of the 
appropriate contact hardness for the thermal prediction. This will 
be demonstrated further in the mechanical analysis. 
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Equally important, the product of the contact parameters a and 
n from the previous models is identical regardless of the physical 
geometry and the theoretical treatment employed in formulating the 
contact model. Consequently, the thermal contact conductance, 
Eq.(3.20), can be written with confidence as: 
C 
C 
= 
crh 
C 
mk 
s 
= 
2 
exp(-x) 
which is a function of the mean plane separation and the square 
(3.41) 
root ratio of the real to the apparent area. The problem of relating 
these two parameters to the contact pressure will be addressed in the 
following section. 
3.2.3 Mechanical Analysis 
When a flat hard smooth surface is placed in contact with a 
flat soft rough surface under a static load, the hard surface will 
be supported by the summits of the softer surface's deformed 
asperities. For the first loading condition, these asperities will 
deform plastically, and a load balance on the r~al and apparent 
areas gives: 
p A 
a = 
where Pf is the asperity flow pressure. The flow pressure 
(3.42) 
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concept was introduced by Holm (11] to explain the proportionality 
between the area of contact and the applied load pressure in electric 
contact problems. It is well established that the flow pressure is 
related to the pressure under a blunt indenter in a static hardness 
indentation test (11,39,64,65]. Since there is a little difference 
between the hardness values obtained from the conventional static 
indentation test and the material flow pressure, it has become 
customary to assign the hardness value to the flow pressure. However, 
it has been shown by Bowden and Tabor (43] that the Vickers hardness 
value is almost equal to the flow pressure. 
If a flat soft smooth surface is pressed against a flat hard 
rough surface, the hard asperities will penetrate the soft surface 
in a way similar to the manner of an indenter in hardness indentation 
tests. Similar concepts apply and, consequently, we can replace the 
flow pressure by the hardness. Therefore, Eq.(3.42) becomes: 
= 
2 
E: = 
1 
2 erfc(x) (3.43) 
Eq.(3.43) relates the ratio of the real to the apparent area, 
2 
E:, as well as the relative mean plane separation, Y/cr, to the 
applied contact pressure and the hardness of the softer material. 
With x = erfc-1 (2P/H) and E: = v'PlH, Yovanovich [31] correlated the 
contact conductance exact expression, Eq.(3.41), by the following 
simple expression: 
C 
C 
= = 1. 25 (P /H) O. gs 
which agrees with the exact expression to within ±1.5% for 
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(3.44) 
1 * 10-6 .:SP /H .:S 2. 3 * 10-2 • Also, he proposed the following approximate 
expressions for the relative separation and the mean contact spot 
radius: 
Y/a = 1.184[- £n(3.132 P/H)]0. 547 (3.45) 
a = 0.99(cr/m)[- £n(3.132 P/H)]-o. 547 (3 .46) 
In the analysis so far it has been assumed that the hardness 
of the softer surface is known beforehand. Based upon the conclusions 
made in the previous chapter, the appropriate hardness value for the 
thermal prediction has to be determined as a function of the surface 
micro-hardness variation and the contact size. In seeking this 
hardness value, it is necessary to state the idea behind the following 
analysis. The analysis considers a hard rough surface in contact with 
a soft smooth surface under a given static load. The basic idea is 
that each asperity can be modelled as a micro-hardness indenter and, 
through the mechanical and the geometrical characteristics of the 
asperity, it will be possible to determine the appropriate micro-
hardness value under such contact conditions. 
•• 68 
It is well known [66] that the asperities of most practical 
engineering surfaces have rounded summits so that the individual 
asperity contact can be visualized as a large sphere of radius p 
indenting a flat smooth surface and the resulting indentation has a 
circular geometry of radius a. In general, spherical indenters are 
characterized by the following: 
i) the sphere hardness is almost equal to the flow pressure; 
ii) if a sphere of radius pl produces an indentation of 
radius al' the hardness will be the same as that obtained 
with a sphere of radius p2 producing an indentation of 
radius 
similar. 
provided the indentations are geometrically 
In other words, if the ratio a/p for both spherical indenters 
is constant, the hardness will be constant regardless of the 
indentation size and the load used in producing the indentation. 
On this basis, it is important to examine the ratio of a/p over 
the important range of the relative contact pressure, i.e., 
10-4 ~ P/H~ 10-2 • The radius of the asperity indentation, or the 
mean contact spot, a, and the asperity tip radius, p, are given 
by: 
a = 
8 In 2 exp (x ) erfc (x) (3.32) 
Hence, the 
p 
a 
p 
= 
ratio 
= 
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(;) 1.5 2 cr x exp(x) erfc(x) 
2 r 2 J m exp(-x) x - 2/rr erfc(x) (3. 35) 
a/p can be written as: 
TI 1 exp(-x) C 2 j m - 2/rr x erfc(x) (3.47) 
which is a function of the relative separation or the relative contact 
pressure for a given set of contact conditions (applied load, surface 
roughness, etc.). The ratio (a/p), as well as the mean contact 
radius and the contact density, are computed for selected values of 
relative contact pressure in the range 10-4 :: P/H:: 10-2 and the 
results are given in Table 3.1. 
Examination of Table 3.1 reveals that the mean contact spot 
radius a increases by a factor of 1.5 for a hundred fold increase 
in the relative contact pressure, however, the ratio a/p increases 
by only 9.5%. The significance of this result is that the ratio a/p 
remains relatively constant over this wide range of the relative 
contact pressure and, therefore, the hardness can be assumed 
approximately constant according to the principle of the geometric 
similarity. This implies that a unique hardness value, denoted by 
the Contact Hardness, H , 
C 
can be employed with negligible error in 
predicting the contact conductance and the relative separation over 
the specified range of relative contact pressure. 
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Table 3.1: Contact Parameters a,n and a/pat Different 
Values of Relative Contact Pressure 
10-4 P/H Y/cr 4 10 (cr/m)a 4 2 10 (0/m) n (a/ p) /m 
1 3. 719 3216 3.08 1.47 
2 3.540 3360 5.64 1.46 
3 3.432 3453 8.01 1.45 
4 3.353 3524 10.25 1.45 
5 3.291 3582 12.40 1.44 
6 3.239 3632 14.48 1.44 
7 3.195 3675 16.50 1.44 
8 3.156 3714 18.46 1.44 
9 3.121 3749 20.38 1.43 
10 3.090 3781 22.26 1.43 
20 2.878 4016 39.46 1.41 
30 2.748 4175 54.79 1.40 
40 2.652 4299 68.90 1.39 
50 2.576 4403 82.11 1.38 
60 2.512 4493 94.61 1.37 
70 2.457 4574 106.5 1.36 
80 2.409 4647 117 .9 1.35 
90 2.366 4714 128.9 1.35 
100 2.326 4777 139.5 1.34 
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It should be remembered that the surface micro-hardness variation 
is a weak function of the indentation size as seen from the semi-
general micro-hardness correlation, Eq.(2.13). By means of simple 
calculations, it can be deduced that an increase by 50% in the 
indentation size will result in only an 11% decrease in the micro-
hardness value. In the remainder of this work the "contact 
hardness, H" will replace the "hardness, 
C 
H" in all equations 
and definitions. 
In many practical applications of thermal contact conductance, 
the relative contact pressure lies around P/H = 10-3 
C 
and the surface 
parameters cr and m are average values. Hence, to minimize the 
11% decrease in the hardness over this wide range of relative contact 
pressure, it seems reasonable to assume that the contact hardness can 
be determined corresponding to an average contact spot radius, denoted 
by the contact radius a ' C 
that the contact radius, 
calculated at P /H = 10-3 • 
C 
This means 
a, will be assumed constant over the 
C 
specified range of relative contact pressure while the number of 
contacts increases significantly, as shown in Table 3.1, with 
increasing contact pressure. The above assumption is partially 
justified by: 
1) The fact that, as the applied load increases, the existing 
contacts grow in size which results in a lower hardness 
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value. However, the addition of new, but smaller, contacts 
having.higher hardness values may result in an average 
hardness value which remains relatively constant and equal 
to the contact hardness. 
2) The work of Yovanovich and his co-workers [35-38], over a 
narrow range of contact pressures and limited experimental 
data, tended to support this idea. 
However, one of the objectives of the experimental program is to 
verify this assumption for different materials having different micro-
hardness variations over a wide range of contact pressures and surface 
parameters. On the basis of the previous assumption, the contact 
radius is given by (Table 3.1): 
a = 0.38 (cr/m) 
C 
(3.48) 
but it has to be determined as a function of the surface parameters 
regardless of the value of P/H. 
C 
For a set of contact conditions, the determination of the 
appropriate contact hardness H corresponding to the contact radius 
C 
a, requires knowledge of the surface micro-hardness variation 
C 
obtained by means of a spherical indenter. Unfortunately, to the 
writer's knowledge, such results do not exist. The only choice 
available is to use Vickers micro-hardness variation. Reti [67] 
•• 73 
reported micro-hardness values obtained with triangular and square-
based pyramid (Vickers) indenters. The tests were made on different 
materials, such as steel, beryllium, aluminum alloys and rocksalt, 
using different loads in the range of 0.05-4.91N. The results 
showed micro-hardness variation for these materials. However, good 
agreement between the two hardness values was obtained under the same 
load for the same material, despite the fact that the two indenters 
were different in shape and, therefore, gave dissimilar indentation 
geometries. This finding was also confirmed independently by 
Williams [68] and Mulhearn [65] for Vickers and spherical indenters. 
Mulhearn [65] explained this agreement between the hardness values for 
these indenters by the fact that the deformation patterns for blunt 
indenters, whose semi-angles are equal to or greater than 68°, are 
all very similar irrespective of the indenter shape. 
In view of the above, one can determine the contact hardness 
for a set of micro-contacts on the basis of equal indentation areas. 
In other words, the contact hardness value can be estimated from 
Vickers micro-hardness variation as a function of the contact radius 
a • 
C 
The relation between Vickers diagonal 
ac, based upon equal areas, is given by: 
d = l2'rr a 
V C 
or 
d and the contact radius 
V 
(3.49) 
d = 0.95 (a/m) 
V 
Since the Vickers micro-hardness variation can be expressed by: 
H = 
V 
substituting Eq.(3.50) into Eq.(2.1) results in 
H 
C 
= 
c2 
c 1 (0. 95 a/m) 
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(3.50) 
(2.1) 
(3.51) 
where a is in µm and c1 and c2 are the Vickers micro-hardness 
correlation coefficients. These coefficients must be determined from 
the micro-hardness measurements of the softer surface. 
From the thermal design viewpoint, a simple expression for 
predicting the contact hardness of the previously mentioned materials 
would be valuable. Therefore, substituting Eq.(3.50) into the 
semi-general micro-hardness correlation, Eq.(2.13), yields: 
H = (12.2-3.54 H )(a/m)-0 •26 
C m 
(3.52) 
where H and H are the macro and contact hardnesses respectively. 
m C 
in GPa. a is the effective RMS roughness in µm while m is 
the effective surface mean absolute slope. 
Strictly speaking, Eq.(3.52) is only an approximate expression 
and should not be used if facilities to measure the actual surface 
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micro-hardness variation are available. However, it may be useful 
for the thermal analyst who requires an engineering estimate of 
the contact hardness. In other words, an engineering estimate of 
the contact hardness will give a better estimate of the thermal 
joint conductance than will the macro-hardness. 
3.3 Thermal Gap Conductance 
The purpose of this section is to review briefly the model 
proposed by Yovanovich et al [55] for predicting the contribution 
of heat conduction through a gas filling the gaps between two 
conforming rough surfaces in contact. Similar to other proposed 
gas conductance models, this new model incorporates the two parallel 
isothermal smooth surface gas conductance model and considers the 
effect of joint surface roughness and gas thermal properties. How-
ever, this new model accounts for the statistical local variation 
in the gap thickness due to the joint roughness and applied contact 
pressure. 
3.3.1 Thermal Resistance Between Two Parallel Isothermal Surfaces 
Conduction heat transfer through a gas layer bounded by two 
parallel isothermal smooth surfaces can take place in different flow 
regimes. These flow regimes are characterized by the ratio of the 
gas molecular mean free path, A, to the distance separating the two 
surfaces, t, i.e., Knudsen number K. 
n 
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When the gas molecular mean free path is orders of magnitude 
smaller than the distance separating the two surfaces (K < 0.01), 
n 
the gas can be treated as a continuum. Thus, continuum concepts 
can be applied to Fourier's equation and the continuum gas resis-
tance is given by: 
R = t/k A g,c g g (3.53) 
When the gas molecular mean free path is one order of magnitude 
smaller than the distance separating the two surfaces (0.1 < K < 0.01), 
n 
the temperature of the gas molecules next to the surface becomes 
slightly different from the surface temperature. This is due to 
the slip of the gas molecules at the surface (temperature jump 
phenomenon). In this slip flow regime, Kennard (69] showed that 
Fourier's equation can be applied by increasing the gap thickness 
at each surface by an additional distance to maintain a linear 
temperature gradient normal to the two surfaces. This additional 
distance is called the temperature jump distance, g, and may be 
expressed by the following equation (69]: 
g = (2-a) ....h fL. a y+l Pr 
Therefore, the slip gas resistance is given by: 
(3.54) 
R = (t+M)/(k A) g,s g g 
where Mis the effective temperature jump distance for the two 
surfaces defined as: 
M = s1 + s2 = a SA 
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(3.55) 
(3.56) 
For pure gases, the acconunodation parameter, a, is given by [31]: 
a = 
(2-a1) (2-a2) 
---+---
al a2 
(3.57) 
and the gas parameter Sis defined as: 
s = 2y 1 (y+l) Pr (3.58) 
The gas mean free path must be determined corresponding to the 
gas pressure and the joint absolute mean temperature using the 
following relation: 
A = A (T/T) (P /P) o. o go g (3.59) 
The mean free paths of pure gases, A, are conunonly reported 
0 
in the literature at normal pressures, Pgo' and absolute temperatures, 
T . 
0 
The magnitude of the effective temperature jump distance 
depends upon a number of factors such as: 
1. Gas type and pressure; 
2. Gas molecular mean free path; 
3. Temperature level of the two surfaces; 
4. Surface material and roughness: 
5. Presence of oxide or contaminant layers; 
6. Presence of adsorbed gases on the surface. 
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When the gas mean free path is large compared to the distance 
separating the two surfaces (K > 10), the collisions between the 
n 
gas molecules can be considered negligible. In this free molecule 
regime, heat is transferred by each molecule from the hot surface 
to the cold one. Therefore, the resistance to heat conduction in 
this regime can be written as [55]: 
R = M/(k A) g,f g g (3.60) 
Sherman [91] demonstrated by means of a large number of experi-
mental data that the following simple but accurate relation: 
= (3.61) 
can be used in predicting the heat flow by conduction between the 
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two surfaces in the transition flow regime. In this regime, the 
gas molecular mean free path is comparable in size to the distance 
separating the two surfaces (0.1 < K < 10). 
n 
Since the thermal resistance is defined as: 
R = t::,.T/Q (3.62) 
equation (3.61) can be written in terms of the thermal resistance 
of each regime, after rearranging, as: 
R g,t = R + R f g,c g, (3.63) 
Substituting Eqs. (3.53) and (3.60) into Eq. (3.63), the transition 
thermal resistance across the gas layer can be expressed by: 
R = (t+M)/(k A·) g,t g g (3.64) 
which is exactly the slip flow regime thermal resistance expression, 
Eq. (3.55). 
Careful examination of Eqs. (3.53), (3.55) and (3.60) indicates 
that Eq. (3.55) can be considered the general form of which the other 
two equations are special cases. In other words, Eq. (3.55) satis-
fies the conditions that as the gas mean free path becomes very 
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small, the effective temperature jump distance, M, can be considered 
negligible and Eq. (3.55) reduces to Eq. (3.53). On the other hand, 
when the gas mean free path becomes very large, the gap thickness, 
t, can be assumed negligible relative to the effective temperature 
jump distance and, therefore, Eq. (3.55) gives the thermal resis-
tance in the free molecule regime. 
More significant is the fact that the conduction modes, across 
the gap between two parallel isothermal smooth surfaces, are 
characterized by the ratio of the gap thickness, t, to the effective 
temperature jump distance, M. This ratio will be denoted by the 
gap-temperature jump parameter, YH, and defined as: 
YH = t/M (3.65) 
The gap-temperature jump parameter will be used to indicate the 
predominant mode of conduction between conforming rough surfaces 
in contact. In this case, the gap thickness twill be considered 
equal to the separation between the mean planes Y. 
3.3.2 Application of Parallel Smooth Surface Model to Conforming 
Rough Surfaces 
The gap conductance expression for conforming rough surfaces 
was developed by: 
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1. Assuming the variation of the surface temperature due to 
the surface roughness is negligible; 
2. Dividing the gap area into a number of individual flux 
tubes of equal areas but of different thickness; 
3. Determining the resistance of all the flux tubes having 
a given thickness, corresponding to a certain fraction of 
the gap area, using Eq. (3.55); 
4. Adding this resistance in parallel with the resistance of 
other gap areas. 
The resultant expression from this summation process was 
expressed by the following integral expression [55]: 
1 
R g 
A g 
= k r g 
0 
dA g 
(t+M) (3.66) 
By assuming the two contacting surfaces have a Gaussian height 
distribution, an expression for the fraction of the projected gap 
area, dA, was obtained and is presented directly here as: g 
Aa exp[-(Y/o-t/0)2/2] d(t/o) 
/2TI 
(3.67) 
where tis the local gap thickness variation. For more detail the 
reader is referred to Ref. [55]. 
By combining Eqs. (3.66) and (3.67) the following integral 
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expression for the gap resistance between conforming rough surfaces 
was developed: 
1 
R g 
k A 00 
= g a J 
av'Z'rr o 
2 
exp[-(Y/a-t/a) /2] d(t/a) 
(t/a+M/a) (3.68) 
Therefore, the dimensionless gap conductance can be expressed as: 
C g = 
K 1
00 
exp[-(Y/a-t/a) 2/2] d(t/a) 
1~2 (t/a+M/a) mv 1T o 
where the dimensionless parameters C and Kare given by: g 
and 
C = ah /mk g g s 
K = k /k g s 
(3.69) 
(3.70) 
(3.71) 
By setting u2 = t/a, the following transformed expression of 
Eq. (3.69) was recommended by Zwart (70]: 
C = g J
oo 2 2 
!S_ exp[-(Y/cr- u ) /2] u du 
m 2 0 (u +M/cr) 
Also. he suggested the following approximation: 
C = ;1 K J03 exp[-(Y/cr- u2)2 /2] u du 
g m (u2 +M/cr) 
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(3. 72) 
(3.73) 
for numerical computational purposes because the area under the curve 
becomes negligible for u > 2.5. 
3.4 Engineering Approximation for the Gap Conductance Model 
Inspection of the gap conductance model, Eq. (3.69), reveals 
that the theoretical prediction is a function of the relative mean 
plane separation, Y/cr, and the ratio of the effective temperature 
jump distance to the joint roughness, M/cr. Unfortunately, a closed 
form expression for the gap conductance model is not available to 
permit a direct examination of the effect of these two parameters 
upon the theoretical predictions. The simple gap conductance model 
proposed by Yovanovich [31], however, has this advantage as well as 
it can be considered as a good engineering approximation for the 
proposed gap conductance model. It is the purpose of this section 
to explore these two advantages. 
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Yovanovich [31] assumed that the gap heat transfer between two 
conforming rough surfaces can be modelled as heat transfer between 
two parallel isothermal flat plates which are separated by an 
effective gap thickness t • 
e 
He considered the effective gap 
thickness is equal to the separation between the joint mean planes, 
Y, and the effective temperature jump distance, M. Thus, the gap 
conductance can be expressed as [31]: 
k 
h = g 
g y + M 
and in dimensionless form as: 
C g = 
K/m 
Y/cr + M/cr 
If we define the gap-temperature jump parameter, YR, as: 
YR = (Y/cr)/(M/cr) 
then Eq. (3.75) can be written as: 
C g = 
K/m 
Y/cr(l + 1/YH) 
A graphical comparison between the proposed gap model, 
(3.74) 
(3.75) 
(3.76) 
(3. 77) 
Eq. (3.69), and the Yovanovich model, Eq. (3.77), in terms of the 
gap-temperature jump parameter, is shown in Figure 3.3 in the 
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Figure 3.3: Comparison of Different Predictions: The Proposed Gap Conductance Model vs. the 
Yovanovich Model 
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range of 2.34,:Y/cr_::4.26 or, alternatively, in the range of 
10-2 > P/R > 10-S. 
- c-
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Figure 3. 3 shows that the two gap models predict essentially 
the same conductance value in the range of 10-2 <YR< 1 for any 
particular value of Y/cr. Also, the prediction is approximately 
proportional to the parameter YR. In other words, the gap 
conductance is fully dependent upon the effective temperature Jump 
distance since the latter is, in general, much greater than the 
separation between the mean planes in the above range of YR. 
In the range of 1 _::YR< 10, Figure 3. 3 shows that the 
Yovanovich gap conductance model slightly underpredicts the gap 
conductance relative to the proposed gap model. However, the 
Yovanovich model can be considered as an accurate approximation for 
the present model because the deviation between the two models ranges 
from approximately 5% at Y/cr=4.26 up to 17% at Y/cr=2.34. 
Also, Figure 3.3 demonstrates clearly that the gap conductance 
prediction equally depends upon the mean plane separation and the 
effective temperature jump distance in this range of YR. 
It is evident from Figure 3.3 that the predicted gap 
conductance by either of the two models is a weak function of the 
parameter YR in the range of 10 < YR < 100 for any particular 
value of Y/cr. In this range of YR it can be said that the gap 
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conductance prediction depends strongly upon the relative separation 
between the mean planes, Y/cr, and is a weak function of the 
parameter M/a. This can be explained by the fact that the relative 
mean plane separation, Y/cr, is orders of magnitude greater than 
the ratio of the effective temperature jump distance to the joint 
roughness, M/a; this is the continuum flow regime. 
On the other hand, Figure 3.3 shows that the Yovanovich gap 
conductance model underpredicts the gap conductance relative to the 
proposed model in the same range of YH. The deviation between the 
two models varies from 6% at Y/cr = 4 .26 up to 15% at Y/cr = 3 .09 
and increases to 28% at Y/cr = 2 .34. Keeping in mind that in the 
range of 2.34 < Y/a < 3.09 (10-2 > P/H > 10-3) the contact conductance 
- C 
dominates the prediction of the joint conductance, it can be concluded 
that the Yovanovich gap model still can be considered as a good 
approximation for the proposed gap conductance model. From the above 
discussion the following important conclusions can be drawn: 
1. The Yovanovich gap conductance model, Eq. (3.77), is an 
accurate, simple engineering approximation for the proposed 
gap conductance model in the range of 10-2 < YH < 102 • 
2. The gap-temperature jump parameter YH successfully 
characterizes the gap conduction mode between conforming 
rough surfaces for either of the two models. 
3. In the range of YR < 1 the gap conductance is fully 
dependent upon the effective temperature jump distance 
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and the prediction is a strong function of the gas thermal 
properties. 
4. In the range of 1 <YR< 10 the predicted gap conductance 
is equally dependent upon the joint mean plane separation 
and the effective temperature jump distance. 
5. In the range of YR > 10 the prediction of the gap 
conductance is fully dependent upon the relative mean 
plane separation. This strengthens the importance of the 
appropriate contact hardness value for determining the 
relative mean plane separation which is essential for the 
prediction of the gap conductance in this range of YR. 
Finally, it should be mentioned that one of the objectives of 
the experimental program is to verify the validity of the gap 
conductance model over these three different ranges of the parameter 
YR. 
3.5 Summary of the Formulas 
The thermal joint conductance for conforming rough surfaces 
can be expressed, approximately, as: 
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C. = C + C J C g (3.78) 
where C and C are the dimensionless contact and gap thermal 
C g 
conductances, respectively. 
The dimensionless contact conductance is given by: 
C 
C 
= 
(J h 
C 
ink" 
s 
= 1.25 (P/H ) O' 95 
C 
(3 .44) 
where h is the contact conductance, cr and m are the effective 
C 
surface parameters, k 
s 
is the harmonic mean thermal conductivity, 
p is the applied contact pressure and H 
C 
is the contact hardness. 
The contact hardness requires knowledge of: 
1. the softer surface Vickers micro-hardness variation which 
2. 
can be correlated by: 
where 
H 
V 
d 
V 
= 
is the indentation diagonal, 
the correlation coefficients; 
and 
the contact radius which is a function of the 
(2 .1) 
are 
effective surface parameters, cr and m, and is equal 
to: 
a = 0.38(a/m) 
C 
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(3.48) 
3. the relation between contact radius a and the Vickers 
C 
indentation diagonal 
can be expressed by: 
or 
d = v12ir a 
V C 
d = 0.95(a/m) 
V 
d based upon equal areas, which 
V 
Therefore, the contact hardness can be expressed by: 
H 
C 
= 
The dimensionless gap conductance is given by 
ah 
(3.49) 
(3.50) 
(3. 51) 
C g 
= _J = 
mk 
K exp[-(Y/a- t/a) /2] d(t/a) fooo 2 (3.69) s m /21r (t/a + M/a) 
where K is the ratio of the gas conductivity to the harmonic mean 
thermal conductivity, t/a is the relative local gap thickness, 
Y/a is the relative mean plane separation and M is the effective 
temperature jump distance. 
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The transformed approximate version of the above expression for 
computational purposes is: 
C = 2 K J3 exp[-(Y/a-u2) 2/2] 
g ,/ 'IT in O (u2 + M/a) u du 
where 2 u = t/a. 
The mean plane separation Y/a is related to the relative 
contact pressure by the following relation: 
p 
H 
C 
A 
r 
= A = 
a 
1 
2 erfc(Y/ffcr) 
The approximate expressions for the relative mean plane 
separation, Y/a, and the mean contact spot radius, a, are: 
Y/a = 
a = 
1.184 [-tn(3.132 P/H )]0. 547 
C 
0.99(0/m) [-in(3.132 P/H )]-o. 547 
C 
(3.73) 
(3.43) 
(3 .45) 
(3.46) 
CHAPTER 4 
EXPERIMENTAL APPARATUS AND TEST PROCEDURE 
4.1 Experimental Apparatus 
The experimental tests were carried out in a modified vacuum 
system consisting of: a) test chamber, b) loading mechanism, 
c) environment control system, and d) measurement system. A general 
view of the test apparatus components is shown in Figure 4.1. 
4.1.1 Test Chamber 
The test chamber consisted of a base plate and a pyrex bell 
jar enclosing a 25mm diameter test column. The test column 
consisted of, from top to bottom: the heater block, the upper heat 
meter, the test specimen pair, the lower heat meter, the heat sink 
and the load cell. An external view of the test column is shown in 
Figure 4.2 with a representative sketch shown in Figure 4.3. 
Generally, two cylindrical specimens, 25mm in diameter by 
45mm long, were held coaxially between the upper and lower Armco 
iron heat flux-meters having the same nominal dimensions. The upper 
heat meter was fitted into a 25mm diameter recess in a cylindrical 
brass heating block containing two 100 Watt pencil-type electrical 
heaters. An aluminum cold plate heat sink, having a 25mm diameter 
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Figure 4.1: General View of Test Apparatus 
. 
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Figure 4.2: General View of Test Column 
APPLIED LOAD 
LOADING SHAFT-----
ALIGNMENT COLLAR--
TOP PLATE ___ ____::::::::::a:i ' 
STEEL BALL------;;:;:===f:::I---
PENC IL HEATER~--~f::~r= = =j 
HEATERS BLOCK --_.;.--c...--,-____;~,--.....1 
UPPER HEAT ______ .._ 
FLUX METER 
UPPER TEST------~ 
SPECIMEN 
TEST INTERFACE------+--+---1 
LOWER TEST------f-4 
SPECIMEN 
LOWER HEAT------1--4 
FLUX METER 
COLD PLATE----+-
LOAD CELL------+--
S TEEL BALL ------=:::::e:::i::__ 
BOTTOM PLATE----~-------+------~ 
BELL JAR _ __,._ 
BASE PLATE 
Figure 4.3: Schematic of Test Column 
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recess, supported and located the lower heat meter coaxially with the 
column axis. 
The main heater was energized by a power supply built in the 
datalogger and automatically regulated in steps. The voltage supplied 
to the secondary heater could be adjusted independently via an auto-
transformer connected to a separate main. By means of these elements 
the desired input power level between zero and 200 Watts was 
obtained. 
When tests were conducted in a gaseous environment, the upper 
Armco iron heat meter was removed to reduce the test column resistance 
and, consequently, the heat loss. The test specimens were used as 
heat-flux meters and the heat flux was determined from the temperature 
gradient along the test specimens and the previously determined thermal 
conductivities using Fourier's equation. In general, the heat loss 
from the test column, as determined by the heat meters, was less than 
5% under vacuum conditions and less than 10% in the presence of a 
gaseous medium. 
Cooling was accomplished by using a closed loop water chiller 
system which maintained the cooling water temperature constant and 
equal to 288K. Flexible bellows were incorporated in the cooling 
water flow lines inside the test chamber to facilitate the movement 
of the cold plate under loading. The cold plate was concentrically 
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mounted on the load cell in order to eliminate the load measurement 
error due to high working temperatures or a large temperature 
gradient across the load cell. 
Services, such as cooling water lines, heater power lines, 
load cell cable and thermocouple leads, were introduced into the 
test chamber through the base plate by means of feedthroughs. 
Feedthroughs had also been provided for the loading arm, controlled 
leak and the pressure gauge. 
4.1.2 Loading Mechanism 
A continuous range of axial loads between 90 and 4460N 
could be applied to the test column via a lever system having a 
mechanical advantage approximately 2. The lever system was 
activated by means of a diaphragm-type air cylinder located outside 
the test chamber which avoids complications due to an accidental 
air leak. The loading road feedthrough was sealed by a flexible 
diaphragm in order to facilitate the movement of the loading arm 
during loading. The contact pressure could be imposed by 
pressurizing the air cylinder from a large reservoir connected to a 
827 kPa air line via a solenoid valve and a regulating valve. 
For a particular run, the required load level was applied 
automatically with the aid of a microcomputer which: 
a) opened the solenoid valve to pressurize the air reservoir 
and, in turn, the air cylinder; 
b) monitored the load cell reading during loading until the 
required laod level was achieved; then, 
c) closed the solenoid valve. 
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The regulating valve opening was adjusted in a separate experiment 
in order to avoid second loading effect at any load level; the latter 
being applied incrementally in 23 steps for each specimen pair. 
By means of these elements a stable contact load was applied to 
the test column via a 5mm ball inserted between two spherical 
seatings on the loading shaft and the heater block. The contact load 
was transmitted to an adjustable spherical seating located on the 
bottom plate through a 13mm ball installed in a load button which 
was inserted in the centre of the load cell base. Particular attention 
was paid to the test column alignment in order to ensure that the 
contact load would be applied centrally and uniformly over the test 
column interfaces. 
4.1.3 Environment Control System 
The environment control system consisted of mechanical and 
oil diffusion pumps, regulated nitrogen and helium supplies, 
adjustable leak and related valves and piping. For measurements 
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in vacuum, a vacuum better than 10-5 torr was maintained in the 
test chamber using the mechanical pump in series with the diffusion 
pump. 
The gaseous fluid was introduced into the test chamber by 
means of the controlled leak feedthrough. The Nitrogen or Helium 
gas pressure was controlled successfully over a long period of time 
by: 
a) regulating the gas supply; 
b) throttling the mechanical pump; 
c) equalizing the adjustable leak. 
4.1.4 Measurement System 
The measurement system consisted of a load cell, a pressure 
gauge, thermocouples, a datalogger connected to a microcomputer, and 
related circuits and wiring. 
The applied contact load was measured by means of a calibrated 
load cell, in conjunction with a lOV DC power supply, built into 
the datalogger. The contact load was determined by monitoring both 
the sense and output voltages, which eliminated load measurement 
error due to power supply fluctuation. The sense voltage was measured 
in microvolts across a 10 ohm resistance in series with a 5600 ohm 
resistance, both connected in the sense measuring circuit. The load 
measurement system, as a whole, was calibrated in a separate 
experiment, thus, the load was never in error. 
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A metal diaphragm-type pressure gauge was employed in measuring 
the test chamber pressure. The pressure gauge is a self-contained 
unit with the sensor, associated electronics, and power supply mounted 
in a dust-proof box. The pressure gauge VDC output signal was 
measured in microvolts by incorporating 3900 ohm, 33 ohm, and 
10 ohm resisters, connected in series, in the pressure gauge measuring 
circuit. The voltage drop across the 33 ohm resistance was used in 
determining the test chamber pressure in the range of 0.5 to 180 
torr. The range between 180 and 760 torr was covered by measuring 
the voltage drop across the 10 ohm resistance. 
In a separate test, the gauge zero was adjusted after the 
measuring circuit had been electrically screened and calibrated. 
The gauge zero adjustment was also checked out before conducting any 
thermal test-. The error of this instrument for pressure measurements 
was ±0.05% full scale, i.e., ±0.5 torr. 
All temperature measurements were made with 30 gauge type 'T' 
copper-constantan thermocouples. Copper-constantan quick change 
connectors were employed to: 
a) facilitate specimen change; and 
b) eliminate possible error due to the introduction of 
additional junctions. 
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Thermocouple extension leads, 24 gauge, led out of the test chamber 
through their feedthrough to a terminal strip box. The thermoelectric 
voltages were measured with a resolution of O.lµV. Terminal strip 
temperature compensation was estimated with the aid of a temperature 
transducer housed in the box. Absolute temperatures were determined 
from the thermocouple emf after compensation using an eighth order 
calibration polynomial. 
All measuring circuits were screened and calibrated electrically. 
The voltage signals could be measured accurately to O.lµV with the 
datalogger linked to the microcomputer. The software required for 
the measurement and for the data acquisition were written by the 
author. The data acquisition program assisted in reading the voltage 
signals and in processing the data. Another part of the code consisted 
of a number of subroutines which assisted in controlling the experiment. 
The vacuum tests were conducted in automatic mode for the 23 load 
level, while a semi-automatic mode was employed during the gas tests. 
Generally, the experiment duration for the 23 load level was 5 
days for a single environment test and 18 days for a multi-
environment test. A schematic representation of the measurement 
and control system is shown in Figure 4.4. 
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Figure 4.4: Schematic Diagram of Measurement and Control System . 
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4.2 Preparation of Test Specimens 
Contact surfaces were prepared on the faces of 25mm diameter 
by 45mm long cylindrical specimens. The Stainless Steel 304 and 
Nickel 200 specimens were fabricated from commercial bars taken 
from stock, while the Zr-2.5wt%Nb and Zr-4 test specimens were 
cut from bars supplied by the Whiteshell Nuclear Research 
Establishment, AECL. 
Each specimen was first machined on a lathe and then finely 
ground to the required dimensions. Following this, six holes, of 
0.64mm diameter and 2.5mm deep, were radially drilled for the 
thermocouples. The first hole was located 10mm from the contact 
surface and the remainder were accurately located 5mm apart. 
Next, all the contact surfaces were mechanically lapped. 
Most of the surfaces prepared by mechanical lapping were found 
to be non-parallel and approximately spherical. Therefore, these 
surfaces were lightly re-ground and checked out for parallelism and 
squareness. Next, the specimens were carefully hand-lapped smooth 
and ultrasonically cleaned. Specimen cleaning was accomplished 
through the use of an ultrasonic cleaning bath containing, 
successively, alkaline detergent, acetone, and distilled water. 
This procedure ensured the removal of: 
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a) the residue from the lapping compound; 
b) the oily surface films; and 
c) the debris from the thermocouple holes. 
The specimens were then dried in a stream of warm air. 
Finally, the flatness deviation of the contact surface of each 
specimen was checked out using Krypton 86 monochromatic light 
source and optical flat. In general, the departure from flatness 
was estimated to be less than lµm; typically between one or three 
fringes of light (one fringe is equal to 0.3µm for Krypton 86). 
After inspection, the specimens were cleaned again, kept in groups, 
and stored in vacuum to prevent oxidation until they were used in 
the thermal tests. 
Before testing any material, the cylinders chosen as the upper 
specimens in the test column were bead-blasted with different grades 
of glass beads using a device designed by the author. After this 
process, the roughened specimens were cleaned using the same 
cleaning procedure. The remaining specimens were used as lapped in 
the thermal tests. One of these specimens was selected randomly to 
determine the Vickers micro-hardness variation for this group. 
Surface characteristics of each contact surface were estimated 
by means of a Taylsurf5 profilometer measuring system. Surface 
parameters were determined along ten different radial directions 
using: 
a) the maximum permissible higher magnification; 
b) different "cut-off" lengths; 
c) "filtered" and "unfiltered" profiles; and 
d) high resolution pick-up. 
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The surface parameters were estimated to be accurate to within ±10% 
employing the information obtained using this technique in 
conjunction with the methodology outlined in Appendix B. Based 
upon the texture measurements of the roughened surfaces, as well as 
their appearance as shown in Figure 4.5, these surfaces were 
judged to be nearly Gaussian without any directional properties. 
At this stage, the test specimens were cleaned and kept in pairs. 
Complete details of the bead-blasting technique, as well as the 
topographical parameters of each contact surface, are given in 
Appendix B. 
Prior to the thermal test, six copper-constantan thermocouples 
were inserted in the holes along the specimen, spot welded to the 
surface, and their relative locations were measured by means of a 
travelling microscope. The thermocouple leads were wrapped around 
the specimen to reduce temperature measurement error, and securely 
fastened to the specimen with small metallic straps. Several 
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Figure 4.5: Typical Set of Bead Blasted Surfaces 
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other thermocouple mounting techniques were tried first, but they were 
found unsatisfactory for high working temperature levels. Before 
installation in the test column, the thermocouple leads were hooked-
up in their connectors and the contact surfaces were cleaned using 
1,1,1 trichlorethane. 
4.3 Test Procedure 
The following test procedure was employed for all of the thermal 
experiments regardless of the environment type. The datalogger, 
computer, printer, and the water chiller were powered on. The computer 
code was loaded and executed, then the test data were entered. All 
test column interfaces were cleaned and greased with vacuum grease to 
eliminate contact resistance at these interfaces. Following this, 
the test specimens were positioned coaxially between the heat-flux 
meters, and the test column was aligned visually to ensure that the 
column interfaces remained parallel during testing. An initial load 
equal to llON was applied to the test column to assure that 
misalignment would not occur during evacuation of the bell jar. 
The mechanical pump was switched on and the connectors of the 
thermocouples, as well as the heaters, were plugged in to their 
respective circuits. The test column was heavily insulated with 
two layers of Quartz Wool, each 20mm thick. The column was then 
covered with an aluminum foil heat shield to minimize the heat loss. 
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The input power to the secondary heater was adjusted manually, the 
bell jar was carefully lowered, and the test chamber was initially 
evacuated using the mechanical pump. The diffusion pump was powered 
on and connected in series with the mechanical pump after 15 minutes. 
A vacuum pressure below 10-5 was achieved after about one hour. 
Immediately after lowering the bell jar, the main heater was 
energized and the initial load was adjusted again via the computer. 
A routine check for all the measuring circuits was then made and the 
test chamber was allowed to outgas for approximately three hours. 
During this period, intermediate temperature checks were made and 
the secondary heater input power was also adjusted. 
After three hours, the computer adjusted the first load level 
and started to scan the output signals every three minutes. During 
each scan the computer calculated and displayed all the experimental 
data such as thermocouple temperatures, contact pressure, test chamber 
pressure, joint resistance, etc. Also, the computer plotted the change 
of the joint resistance with time and the temperature gradient along 
the test pair. When the steady-state criteria were satisfied, the 
latest experimental data were stored on a disk and printed out. The 
steady-state criteria were: 
1. The joint must be held under these run conditions for at 
least four hours. 
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2. The percent difference between the input and output fluxes, 
determined from the heat meters, must be less than 5% 
under vacuum conditions, and less than 10% in a gaseous 
environment. 
3. The absolute percent difference between the present joint 
resistance and the previous one must be less than or equal 
to 1%. 
4. The absolute difference between a particular upper test 
specimen thermocouple current reading and the previous one 
must be less than O.lK. 
For vacuum test, the computer increased the contact load 
automatically to a new preselected level and after about four hours 
the steady-state was regained and another reading was obtained. 
This process was repeated for the 23 load levels. In general, 
the heater electrical power was kept constant and only the contact 
load was increased. If any subsequent adjustment to the heater power 
was needed, one hour was allowed before increasing the contact load. 
For a single gas test, the test pair was kept at vacuum 
-5 pressure (better than 10 torr) for three hours to ensure the gas 
purity. The heater power and the gas pressure were adjusted and the 
same procedure was employed. During this type of test, the gas 
pressure was adjusted from time to time. 
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For multi-environment tests, the joint was tested under vacuum, 
nitrogen, and helium conditions. When changing from nitrogen to 
helium, or vice versa, the test chamber was evacuated to better than 
10-5 torr for at least 20 minutes, filled with 500 torr of the 
second gas and then re-evacuated and refilled twice to ensure 
purity of the gas. The gas pressure was adjusted manually to some 
chosen value and held almost constant during the run. About one hour 
was allowed after changing the gas to increase the contact load 
slightly, then the computer started to scan the different signals. 
During this period, the heater power was also adjusted to maintain 
a reasonable interface temperature difference. After the system had 
attained the new steady-state condtions, another reading was taken. 
The contact load was either increased by a previously specified 
increment or held relatively constant while the test chamber 
environment was changed. 
4.4 Uncertainty Analysis 
An uncertainty analysis was performed to estimate the maximum 
uncertainty associated with the measured joint conductance under 
vacuum, and in Nitrogen and Helium environments. For vacuum tests, 
the largest uncertainty was found to be 8.1% at the maximum contact 
pressure for pair PNI0102. The average uncertainty values in the 
vacuum data were estimated to be: 5.3% for Ni200 pairs, 3.7% 
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for SS304 joints, 3.6% for Zr-2.5wt%Nb interfaces, and 3.8% 
for Zr-4 specimens. 
For gaseous tests, the largest uncertainty was estimated to be 
5.7% at the maximum contact pressure for both Nitrogen and Helium 
environments. The average uncertainty values in the gaseous tests 
were: 5.4% under Helium environment, 5.3% in the Nitrogen 
environment, and 2.7% under vacuum conditions. 
For additional details about the maximum uncertainty in the 
measured joint conductance of each test the reader is referred to 
Appendix E. Also, Appendix E includes a complete analysis of the 
estimated maximum uncertainty in the theoretical predictions. 
CHAPTER 5 
TEST RESULTS AND DISCUSSIONS 
5.1 Introduction 
An extensive experimental program was carried out under strictly 
controlled conditions employing carefully prepared and specified 
contact surfaces to provide accurate data: 
1. To verify the assumptions made in the theoretical analysis. 
2. To check the validity of the proposed models in vacuum 
(contact conductance model) and gaseous environments 
(gap conductance model). 
3. To compare other conductance models against the proposed 
models. 
The experimental investigation was restricted to contacts between 
similar bare metals where one of the contacting surfaces was nearly 
smooth and flat, and the other was isotropically rough. The roughness 
parameters of each surface tested, as well as the method of surface 
preparation, is presented in Table B.4, Appendix B. The materials 
employed in the test program were Nickel 200, Stainless Steel 304, 
Zirconium-2.5wt%Nb, and Zircaloy-4. These materials were selected 
for their wide use in modern technology applications. Also, these 
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materials possess quite different thermophysical and mechanical 
properties which allow for a fairly rigorous examination of the 
proposed models. 
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The experimental program consisted of two groups of experiments. 
The first group was performed under vacuum conditions using specimen 
pairs made of each of the aforementioned materials while the second 
group was conducted in nitrogen and helium using only Stainless 
Steel 304 pairs. The experimental data of the two groups are 
reported in detail in Appendix C. In the following sections the 
experimental results of each group will be discussed separately. 
5.2 Vacuum Tests 
Almost four hundred experimental data points have been obtained 
from four series of tests conducted using joints made from the 
previously mentioned materials. These series consist of 17 thermal 
tests, each of about five days duration. These tests covered a 
broad range of contact pressures, surface textures, and surface 
micro-hardness variations. In these 17 tests the following 
procedure was followed: 
1. The joint was formed between a rough specimen (odd 
number) in contact with a "lapped" smooth specimen 
(even number). 
2. Each pair of contacts was made of similar materials and 
designated by the specimens numbers. 
3. The applied contact pressure was automatically increasd 
by increments over the range of 0.4-8.8 MPa without 
breaking the vacuum conditions. 
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4. Contact conductance measurements were determined for the 
first load cycle under steady-state conditions. 
5. Heater electrical input power was maintained as constant, 
as far as possible, during any particular test. 
6, Test results were obtained in vacuum pressures better 
than -5 10 torr. 
5.2.1 Data Reduction 
Under a given set of contact conditions, the experimental 
thermal contact conductance value was determined from 
h 
C 
1 
= RA = 
a 
Q/A 
a 
/Jr 
2 
w/m K 
where Q/A is the heat flux through the joint and 6T is the 
a 
temperature drop across the joint. The temperature drop was 
(5.1) 
determined by the microcomputer which performed a linear least-squares 
fit of the test pair temperatures, extrapolated them to the interface, 
and computed the temperature difference between the extrapolated 
values. 
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Since the radial heat loss from the test column was less than 
5% under vacuum conditions, the heat flux across the joint was 
assumed to be the average value of the thermal fluxes through the 
Armco iron heat flux-meters. Each Armco iron heat flux was 
determined by means of Fourier's equation 
Q/A = - k dT/dz (5.2) 
where dT/dz is the temperature gradient along the heat flux-meter 
and k is the thermal conductivity computed at the mid-plane 
temperature using the following expression: 
k(W/m2K) = 74.6 - 6.9 x 10-2 T (°C) 
This expression was obtained by correlating the tabulated values 
of Ref.[71] in the range of 20 to 300°C and has a maximum 
error of 1.5% at 300°C. 
(5.3) 
The thermal conductivity of each materiql tested was determined 
by correlating the conductivity data generated from the material 
vacuum tests. For each thermal test run, the microcomputer determined 
the thermal conductivity of each specimen from the temperature 
gradient along it and the joint heat flux using Eq.(5.2). Each 
conductivity value was assigned to the specimen mean temperature. 
At the end of a particular test series a linear regression was 
performed on the thermal conductivity data as a function of the 
temperature data. The thermal conductivity expressions for these 
materials are: 
1. Nickel 200: 
k(W/mK) = 83.15 - 6.56 * 10-2 T (°C) 
which is accurate to within ±2.5% in the range of 
80 to 195°C. 
2. Stainless Steel 304: 
k(W/mK) = 17.02 + 1.52 * 10-2 T (°C) 
which is accurate to within ±3% in the range of 
60 to 250°C. 
3. Zirconium-2.5wt% Nb: 
4. 
k(W/mK) = 18.66 + 8.53 * 10-3 T (°C) 
which is accurate to within ±2% in the range of 
70 to 268°C. 
Zircaloy-4: 
k(W/mK) = 15.47 + 6.88 * 10-3 T (°C) 
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(5.4) 
(5.5) 
(5.6) 
(5. 7) 
which is accurate to within ±1% in the range of 
76 to 258°C. 
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These expressions were employed in nondimensionalizing the experimental 
contact conductance data. It should be mentioned that the Nickel 200 
and Stainless Steel 304 expressions yield higher values than those 
reported in the literature, however, these expressions were 
independently confirmed for the same bar stock specimens by another 
researcher [72]. The Zirconium-2.Swt%Nb expression is similar to 
the expression reported in Ref.[73] while the Zircaloy-4 expression 
is slightly different from the one reported in the same reference. 
The experiments, which will be discussed in the following 
sections, were performed using 25mm by 45mm cylinders, i.e., 
the apparent contact area was equal to 4.909*10-4m2 • The thermal 
contact conductance data of each series will be compared with the 
predictions and will be discussed individually in the same sequence 
in which the data were obtained. The first series of measurements 
was obtained for Nickel 200 while the second set of experimental 
data was generated using Stainless Steel 304 pairs. The third and the 
fourth series of thermal tests were performed using Zirconium alloy 
contacts. 
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5.2.2 Nickel 200 Results 
The first series of tests was performed using five pairs of 
Nickel 200 having a broad range of surface parameters as shown in 
Table 5.1. It can be seen that the joint RMS surface roughness 
varied from approximately 0.9µm up to 14µm while the corresponding 
mean absolute slope ranged from approximately 0.11 up to 0.23. 
Also, the critical surface parameter (o/m), which is essential for 
determining the contact hardness as well as for predicting the contact 
conductance, varied between 8.2µm and 59.8µm. 
As shown in Table 5.1, the contact radius varied considerably 
for Nickel 200 pairs. It ranged from as low as 3.lµm for the "very 
smooth" pair, PNI0102, up to 22.7µm for the "very rough" pair, 
PNI0910. The corresponding contact hardness ran from a high value 
of 3666MPa, for pair PNI0102, to a low value of 2170MPa, for 
pair PNI0910. 
The maximum and minimum measured contact conductances for these 
pairs are also given in Table 5.1. As might be expected, the highest 
contact conductance value was obtained for the smoothest pair at the 
maximum contact pressure of approximately 8830 kPa, while the 
lowest value was obtained for the roughest pair at the minimum contact 
pressure of approximately 473 kPa. Table 5.1 shows clearly that 
these tests were conducted over a fixed range of contact pressures 
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Table 5.1: Geometric, Mechanical and Thermal Parameters of Ni200 
Pairs 
PAIR PNI0102 I PNI0304 PNI0506 PNI0708 PNI0910 
' 
a µm 1 0,902 3.43 4.24 9.53 13.94 
m 0.110 0.190 0.188 0.228 0.233 
cr/m µm 8.20 18.05 22.55 41.80 59.83 
a µm 3.12 6.86 8.57 15.88 22.74 
C 
d µm 7.79 17.15 21.42 39. 71 56.84 
V 
H MPa 3666 2977 2807 2385 2170 
C 
H MPa 1010 1010 1010 1010 1010 
m 
p kPa 8830 8800 8886 8779 8792 
mx 
p kPa 495 477 493 461 473 
mn 
103 P/H 2.411 2.960 3.170 3.684 4.057 
c,mx 
103 P/H 0.135 0.160 0.176 0.193 0.218 
c,mn 
T oc 142.2 134.8 138.6 131.1 134.2 
m,mx 
T oc 101.8 97.8 101.6 103.6 99.1 
m,mn 
~T oc 20.8 36.8 48.7 61.0 84.0 
mx 
~T oc 2.6 4.7 4.6 4.5 8.0 
mn 
h W/m2K 35957 19091 14901 10716 7895 
c,mx 
h W/m2K 3183 1750 1303 994 670 
c,mn 
H (d) MPa 6303.8 d-0 · 264 
V V V 
k(T) W/mk 83.15 - 6.56 * 10-2 T (°C) 
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having a factor of approximately 19 between its minimum and 
maximum values. However, the experimental contact conductance data 
for this series covered a range of relative contact pressures, P/H, 
C 
having a factor of approximately 30 between its limits. This 
results from the use of different contact hardness values in 
normalizing the contact pressure. 
Since the starting heater input power for this series was 
maintained constant, the resultant temperature drop across the inter-
face range from a value of approximately 21°C for the "very smooth" 
pair up to s4°c for the "very rough" pair. This, of course, 
illustrates the effect of the joint roughness upon the measured contact 
conductance. Also shown in Table 5.1 are both of the interface mean 
temperature and temperature difference maximum and minimum values for 
the Nickel 200 pairs. The test results of this series are reported in 
detail in Tables C.1-C.5, while the comparison between the experiments 
and the predictions is given in Tables C6-C.10 in Appendix C. 
The graphical comparison between the experimental and theoretical 
dimensionless contact conductance values, as a function of the relative 
contact pressure, P/H, 
C 
are presented in Figures 5.1-5.5. The 
contact pressure in each figure was normalized with respect to the 
contact hardness of each pair as reported in Table 5.1. Figure 5.1 
shows that the experimental conductance for pair PNI0102, the smoothest 
pair, is slightly higher than the theoretical value for the first few 
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light load points. However, as the load increases, the measured 
conductance approaches continually towards the theoretical line up 
to a relative contact pressure of 5*10-4 • As can be seen from the 
figure the agreement between the experimental and theoretical values 
is excellent beyond P/H =5*10-4 • 
C 
The RMS precent difference for 
this pair is only 11.3% and is equal to 6% excluding the first 
five load points. 
The pertinent test results of pair PNI0304 are shown in 
Figure 5.2. It can be seen that the experimental values are slightly 
below the predictions with the exception of the first few light load 
points. Also, the experimental data follow the same trend observed 
in the previous test. The overall RMS% difference for all the 
data points is 11.8% and for the last 18 load points is only 
7.7%. 
The next test was performed on pair PNI0506. As is shown in 
Figure 5.3, the measured conductance is slightly higher than the 
prediction for the first three points, equals that predicted by the 
model at relative contact pressure, 
increasing contact pressure up to 
P/H =3*10-3 
C ' 
P/H = 5*10-4 
C ' 
decreases with 
and then follows 
the theoretical line with a percent difference of approximately 
-12%. The reason for this deviation may be attributed to an under-
estimation of the surface parameters cr and m. As already 
mentioned, the surface parameters cr and m are estimated 
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accurately to within ±10% and according to the uncertainty analysis 
any experimental data within ±13% of the predictions should be 
considered satisfactory. Therefore, it is concluded that there is 
a good agreement between the experiments and the predictions with RMS% 
difference of 12.3%. These results, however, demonstrate clearly 
how important the accurate estimation of the surface parameters is 
in obtaining adequate predictions. 
Figure 5.4 shows a comparison between the measured and predicted 
contact conductances of pair PNI0708. Generally, the experimental 
values are below the predicted values by approximately 6% for all 
relative contact pressures greater than the RMS% difference 
is 5.1%. However, the overall RMS% difference between the 
experiments and the predictions is 13.5%. Once again, the light load 
data show essentially the same behaviour observed in the previous 
tests, although the difference between the first data point and the 
theory was even higher than observed with the other pairs. 
The experimental results of pair PNI0910, which has the 
greatest roughness, are compared with the theoretical predictions in 
Figure 5.5. As can be seen from the figure, the very light load 
experimental data exceed the theoretical values while the higher load 
data points are below the theoretical values. However, the agreement 
between the experiment and the theory is very good because the RMS% 
difference is 10%. 
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To demonstrate how important the appropriate contact hardness 
value is for accurate thermal predictions, the dimensionless 
experimental data for the two limiting pairs, i.e., PNI0102 and 
PNI0910, are plotted against the contact pressure in Figure 5.6. 
The solid lines represent the predictions from the proposed model 
incorporating the appropriate contact hardness values while the 
broken line represents the predictions assuming the macro-hardness 
value of these specimens. It is clear from Figure 5.6 that the 
theoretical predictions based upon the macro-hardness value are in 
very poor agreement with the experimental data from these two limiting 
pairs. Therefore, it can be concluded that, if the macro-hardness 
value was employed instead of the appropriate contact hardness 
values, the theoretical predictions would be in error by a factor of 
3.4 for the smoothest pair and by a factor of 2.1 for the very 
rough pair. 
Finally, the overall RMS% difference between the measured and 
predicted conductances for this series of tests is 11.8% which 
illustrates clearly the importance of the contact hardness in 
correlating the experimental results as well as the validity of the 
proposed model. The difference between the light load data and the 
theory is interesting, but it is too early to draw any conclusion 
in this regard. This point will be discussed in detail later. It 
should also be mentioned, that neither the thermal conductivity 
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nor the macro-hardness of these specimens agree with the values 
reported in Ref.[50]. This interesting observation, as well as the 
test results of this series, demonstrate how critical the thermal 
and mechanical properties and the appropriate surface parameters 
are in obtaining consistent results. 
5.2.3 Stainless Steel 304 Results 
In contrast to Nickel 200 specimens, Stainless Steel 304 
cylinders have a much lower thermal conductivity value but a higher 
macro-hardness value. At room temperature, the ratio between the 
Ni200 and the SS304 thermal conductivities is 4.7, while the ratio 
between their macro-hardness values is 0.7. This large difference 
in properties provides a useful means of investigating the validity 
of the proposed contact conductance model. 
This series consists of four tests performed on SS304 contacts. 
The raw data from these tests is reported in Tables C.ll-C.14 in 
Appendix C. The comparisons between the experimental and theoretical 
dimensionless contact conductances are given in Tables C.15 through 
C.18. 
The range of geometric, mechanical and thermal parameters of 
this series of tests are summarized in Table 5.2. It can be seen 
that the surface parameters of the tested joint varied considerably. 
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Table 5.2: Geometric, Mechanical and Thermal Parameters of SS304 
Pairs 
PAIR PSS0102 PSS0304 PSS0506 PSS0708 
cr µm 0.478 2. 71 5.88 10.95 
m 0.072 0.116 0.146 0.19 
cr/m µm 6.64 23.36 40.27 57.63 
a µm 2.52 8.88 15.30 21.90 
C 
d µm 6.31 22.19 38.27 54.75 
V 
H MPa 4113 3084 2722 2507 
C 
H MPa 1472 1472 1472 1472 
m 
p kPa 8820 8824 8819 8775 
mx 
p kPa 446 431 409 445 
mn 
103 P/H 2.146 2.865 3.243 3.503 
c,mx 
103 P/H 0.109 0.140 0.150 0.178 
c,mn 
T QC 164.5 156.0 147.7 141.4 
m,mx 
T QC 128.2 123.7 110.2 108.8 
m,mn 
t.:.T QC 47.8 94.5 103.9 114.9 
mx 
t.:.T QC 3.9 9.0 11.2 14.0 
mn 
h W/m2K 11321 3638 2543 1964 
c,mx 
h W/m2K 
c,mn 
706 300 241 185 
H (d) MPa 6271 d-0.229 
V V V 
k(T) W/mK 17 .02 + 1.52 * 10-2 T (QC) 
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The effective RMS roughness ranged from approximately 0.5µm to 
llµm, the effective surface mean absolute slope ranged from 0.072 
to 0.19, and the critical surface parameter (0/m) varied from 
6.64µm up to 57.63µm, The corresponding contact radius, a ' C 
varied from 2.52µm up to 21.90µm while the contact hardness 
ranged from a high value of 4113MPa down to a low value of 
2507MPa. 
From Tables 5.1 and 5.2, in conjunction with Table B.5, 
it is interesting to note that the resultant surface textures of 
SS304 specimens are less than the corresponding Ni200 specimens 
roughened by the same grade of glass beads and blast pressure. This 
demonstrates clearly the effect of the material macro-hardness or, 
in general, the material mechanical properties upon the resultant 
surface characteristics. A second interesting observation from these 
tables is that the critical surface parameter (0/m) is almost 
identical for Ni200 and SS304 surfaces roughened by the same grade 
of glass beads despite the differences in the individual values of 
a and m. This observation is in line with the data reported by 
Henry [15] for SS416. 
A third interesting observation from Tables 5.1 and 5.2 is 
that the SS304 specimens possess a lower micro-hardness variation 
than those of Ni200 even though the SS304 specimens have the higher 
macro-hardness value. 
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The last ten lines in Table 5.2 show the maximum and minimum 
values of the test data pertaining to this series. The contact 
pressure ranged from 409 kPa up to 8824 kPa, similar to the 
previous series. The relative contact pressure, 
approximately from up to 3.5*10-3 • 
P/H, varied 
C 
The mean interface 
temperature in the four tests were observed to be in the range 
165 < T < 109°C. The maximum temperature drop across the interface 
m 
at the lightest load was between 47.8 and 114.9°C while the 
minimum value observed during the course of this series was 
approximately 4°C. As might be expected, the measured contact 
conductances for SS304 joints were lower than those of Ni200. The 
lowest value of 185 W/m2K was observed for the roughest pair 
PSS0708 at a contact pressure of 445 kPa, while the highest value 
of 11321 W/m2K was observed for the smoothest pair at a contact 
pressure of 8820 kPa. 
Figure 5.7 shows that the experimental dimensionless 
conductances of pair PSS0102, the smoothest joint, slightly exceed 
the theoretical values up to a relative contact pressure of 3.9*10-4 
with a percent different between 13% and 8%. However, the rest of 
the data points are in excellent agreement with the theoretical 
predictions. The RMS% difference for the 23 data points is only 
8.8%. 
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Figure 5.8 pertains to the second pair, PSS0304. It can be 
seen that the very light load experimental data exceed the predictions, 
while the higher load data points are below the theoretical values 
by approximately 9%. Again, the agreement between the experiment and 
the theory is very good because the RMS% difference is 11%. 
Figure 5.9 corresponds to the test performed on pair, PSS0506. 
Clearly, it can be seen that the agreement between the experiment and 
the theory is not good at light loads. The measured conductance is 
consideably higher than the predictions for the first few light load 
points, but tends towards the theoretical line at moderate contact 
pressure, and is in excellent agreement with the predicted values at 
higher contact pressure. The RMS% difference for: 
a) the first eight data points is 34.8%; 
b) the next eight data points is 6.9%; and 
c) the last seven data points is 3.4%. 
However, the overall RMS% difference for this test is 21%. 
Generally, there is no single reason for this unusual behaviour. A 
number of explanations regarding this phenomenon are presented in 
Section 5.2.5. 
Figure 5.10 shows a comparison between the measured conductances 
of the roughest pair, PSS0708, and the predicted values. As with 
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pair PSS0506 the experimental data exceed the theoretical values 
for all contact pressures, however, the agreement is excellent for 
relative contact pressures higher than 5*10-4 • Also, it can be 
seen that the deviation between the first data point and the theory 
is significantly higher, although this deviation decreases rapidly 
with increasing applied load. The overall RMS% difference between 
the experiment and the theory for this joint is 20.2%, while the 
RMS% difference for the last 18 data points is only 8.1%. 
As is shown in Figure 5.11, neglecting the effect of surface 
micro-hardness variation can result in a very poor agreement between 
the test data and the thermal predictions assuming the macro-
hardness value. The error ranges from approximately 72% for the 
roughest pair up to approximately 175% for the smoothest pair. 
In summary, the experimental data for this series of tests 
follow the general trend of the Ni200 series. The deviation 
between the test results and the theoretical values at light loads 
is more pronounced but appears, however, to increase with 
increasing surface roughness. At the time, it was thought that 
the flatness of Ni200 and SS304 rough surfaces had been altered 
by the bead blasting process since these surfaces were bead 
blasted twice. This technique was employed to ensure that the 
resultant surface is random and isotropically rough. However, 
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this technique was modified for the last two series of tests to 
reduce the scatter of the light load data points. In general, 
the overall RMS% difference between the experimental and 
theoretical values for this series of tests is 16.2% and for 
the last 18 data points of each test is only 7.5%. 
5.2.4 Zirconium-2.5wt%Nb Results 
Zirconium alloys were included in the experimental program 
for their wide use in the nuclear reactor industry. These alloys 
possess thermal conductivity values much closer to that of SS304, 
however, their macro-hardness values are higher than those of 
Ni200 and SS304. 
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The ranges of geometric, mechanical and thermal parameters of 
Zr-2.5wt%Nb pairs employed in this series of tests are given in 
Table 5.3. As can be seen, the surface characteristics of the 
tested pairs did not vary as much as those of Ni200 and SS304. 
Actually, two main problems were encountered during the bead 
blasting process. First, a tremendous number of sparks from the 
surface were noticed when a high blast pressure was used and, 
second, the roughened surface was covered with a visible oxide 
film. To overcome these problems it was necessary to use a smaller 
quantity of glass beads as well as a low blast pressure. 
Table 5.3: Geometric, Mechanical and Thermal Parameters of 
Zr-2.5wt%Nb Pairs 
PAIR PZN0102 PZN0304 PZN0506 
a µm 0.922 2.50 5.99 
m 0.083 0.162 0.184 
aim µm 11.11 15.43 32.55 
a µm 4.22 5.86 12.37 
C 
d µm 10.55 14.66 30.92 
V 
H MPa 3137 2873 2354 
C 
H MPa 1727 1727 1727 
m 
p kPa 8749 8738 8785 
mx 
p kPa 484 462 409 
mn 
103 P/H 2.792 3.046 3.736 
c,mx 
103 P/H 0.154 0.161 0.174 
c,mn 
T oc 158.0 169.4 165.4 
m,mx 
T oc 107.4 147.9 153.3 
m,mn 
b.T oc 35.1 58.4 102.4 
mx 
b.T oc 5.2 7.1 11. 7 
mn 
h W/m2K 
c,mx 
8931 7007 3943 
h W/m2K 858 656 327 
c,mn 
H (d) MPa 5884 d-0 •267 
V V V 
k(T) W/mK 18.66 + 8.53 * 10-3 T (°C) 
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PZN0708 
8.81 
0.20 
44.05 
16.74 
41.85 
2171 
1727 
8851 
429 
4.081 
0.198 
172.9 
146.6 
122.1 
13.6 
3248 
265 
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Therefore, the range of the surface parameters was relatively 
narrow. 
Table 5.3 shows very clearly that the thermal conductivity 
of Zr-2.5wt%Nb is a weak function of the temperature and slightly 
higher than that of SS304. Also from Tables 5.2 and 5.3, it is 
interesting to note that the micro-hardness variation of Zr-2.5wt%Nb 
specimens is lower than the micro-hardness variation of SS304 
specimens even though the Zr-2.5wt%Nb material has the highest 
macro-hardness of all the materials tested. 
The test results from this series are tabulated in Tables C.19 
to C.22 in Appendix C. The comparisons between the experiments 
and the predictions are reported in Tables C.23 through C.26 
and presented in Figures 5.12 through 5.15. Figure 5.12 shows 
the measured and predicted dimensionless contact conductances 
plotted against the relative contact pressure for pair PZN0102. 
A contact hardness value of 3137 MPa is used in normalizing the 
contact pressure over the whole load range. As can be seen from 
Figure 5.12, there is excellent agreement between the experiment 
and the theory for relative contact pressures higher than 5*10-4 ; 
the RMS% difference is only 5.9%. However, the deviation between 
the experiments and the predictions is significantly larger below 
this relative contact pressure. The RMS% difference for all the 
data points is 23.1%. 
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Since this joint was formed between two lapped surfaces, the 
bead blasting process could not have caused this significant deviation 
of the light load data. This ruled out the possibility that the 
surface out-of-flatness was increased by the bead blasting process. 
However, it is interesting to note that these test data show a 
relatively wider scatter than do the results from Ni200 pair PNI0102 
and SS304 pair PSS0102. This suggests two other factors which may 
contribute to this deviation. These two factors are: 
a) the original out-of-flatness of the contacting surfaces; 
and 
b) the material type or the material properties, in general. 
These factors will be discussed in detail in Section 5.2.6. 
The dimensionless contact conductance data of pair PZN0304 
is compared with the theoretical values predicted by the proposed 
model in Figure 5.13. It can be seen that the experiment and the 
theory are in excellent agreement similar to the previous test for 
relative contact pressures higher than 5*10-4 ; the RMS% difference 
is 6.7%. However, the total RMS% difference for the test is 
21.1% due to the deviation of the light load data points. 
The pertinent test results for pair PZN0506 are shown in 
Figure 5.14. As with the previous two pairs, the agreement between 
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the experimental and theoretical values is excellent for 
P/H >5*10-4 with RMS% difference of 5.5%. Due to the deviation 
C 
between the experiments and the predictions at light loads, the 
RMS% difference for all of the test data points is 17.5%. 
Figure 5.15 shows very clearly that the experimental values 
of pair PZN0708, the roughest pair in this series of tests, exceed 
the theoretical values for all contact pressures similar to the 
previous three pairs. Also, the agreement between the last 18 
points and the predictions is very good with a RMS% difference 
of 7.5%. However, the overall test RMS% difference is 16.4%. 
Figure 5.16 demonstrates clearly how important the appropriate 
contact hardness is for accurate thermal predictions. In this 
figure, the experimental data of pairs PZN0102 and PZN0708, as 
well as the predicted values from the proposed model, are compared 
with the theoretical predictions assuming the macro-hardness value 
of these specimens. As can be seen from the figure, if the macro-
hardness value is incorporated into the predictions, the proposed 
model will predict contact conductance values above the test results 
by a factor of approximately 1.2 for the very rough pair and by a 
factor of approximately 1.8 for the very smooth pair. 
Generally, it appears that the deviation between the light 
load data and the theoretical predictions is quite consistent 
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for this series of tests. However, the agreement between the 
experimental and theoretical values for relative contact pressures 
greater than 5*10-4 is excellent with an overall RMS% difference 
of 6.4%. 
5.2.5 Zircaloy-4 Results 
The last series of tests in vacuum was performed on specimens 
made of Zircaloy-4. The preparation of a satisfactory rough surface 
with desirable surface textures proved to be a very difficult task 
for this alloy. Therefore, these pairs have a relatively narrow 
range of surface parameters as is shown in Table 5.4. The critical 
surface parameter (cr/m) ran only from 12.43µm up to 38.26µm. 
The joint RMS surface roughness varied approximately from 0.61µm 
up to 7.92µm, while the corresponding mean absolute slope varied 
approximately from 0.05 up to 0.21. The geometrical, mechanical 
and thermal parameters for the various tests are also given in 
Table 5.4. 
From Table 5.4, it is interesting to note that the Zircaloy-4 
specimens possess the lowest micro-hardness and the weakest micro-
hardness variation although their macro-hardness value is higher 
than that of Ni200 and SS304. Consequently, the contact hardness 
ranged from 2321 MPa for the smoothest pair down to 1972 MPa 
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Table 5.4: Geometric, Mechanical and Thermal Parameters of Zr-4 Pairs 
PAIR PZ40102 PZ40304 PZ40506 PZ40708 
a µm 0.609 2.75 3.14 7.92 
m 0.049 0.148 0.129 0.207 
aim µm 12.43 18.58 24.34 38.26 
a µm 4. 72 7.06 9.25 14.54 
C 
d µm 11.81 17.65 23.12 36.35 
V 
H MPa 2321 2190 2105 1972 
C 
H MPa 1638 1638 1638 1638 
m 
p kPa 8816 8764 8775 8852 
IDX 
p kPa 419 436 415 442 
mn 
103 P/H 3.800 4.005 4.170 4.490 
C ,mx 
103 P/H 0.181 0.199 0.197 0.224 
c,mn 
T oc 178.6 175.1 167.4 167.6 
m,mx 
T oc 154.2 166.2 157.1 154.8 
m,mn 
!::..T oc 67.9 76.7 77 .2 99.6 
IDX 
11T oc 5.0 7.1 7.4 10.8 
mn 
h W/m2K 
C ,mx 
9144 6163 5419 3644 
2 517 450 432 303 h ,mn W/m K 
C 
H (d) MPa 3320 d-0 •145 
V V V 
k (T) W/mK 15.47 + 6.88 * 10-3 T (°C) 
for the roughest pair with a factor of only 1.18 between these 
two values. 
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The experimental data for this series of tests covered a range 
of relative contact pressures having a factor of 21 between the 
minimum (1.81*10-4) and the maximum (4.5*10-3) values. The 
maximum and minimum values of the contact conductance, as well as 
the interface mean temperature and temperature drop are reported in 
Table 5.4. For more details about the experimental data the reader 
is referred to Tables C.27 through C.30 in Appendix C. Also, 
the comparisons between the experimental and theoretical values are 
presented in Tables C.31 through C.34 and shown in Figures 5.17 
through 5.20. 
The pertinent test results of the smoothest pair PZ40102 are 
shown in Figure 5.17 where the dimensionless contact conductance 
is plotted against the relative contact pressure. From the figure, 
it can be seen that the agreement between the experimental and 
theoretical values is excellent over the whole load range. The 
RMS% difference between the experiments and the predictions is 
only 6.3%. Moreover, this pair exhibits a minimum deviation between 
the test data and the predictions at light load. Therefore, after 
the test was completed the contacting surfaces were checked out 
again for out-of-flatness which was found to be less than lµm 
similar to the other surfaces. This indicates that the material 
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type and properties may have a major role in the discrepancies 
observed at light loads. Further discussion will be devoted to this 
point in the next section. 
Figure 5.18 shows the test results for the next roughest pair 
of Zircaloy-4 and compares the results with the predictions in 
dimensionless form. With the exception of the first few light load 
points, the agreement between the data and the theory is very good. 
Also, it can be seen that the deviation between the experimental 
and theoretical values occurs at relative contact pressures less 
than 5*10-4 • 
The test results reported in Table C.28 illustrate an 
interesting phenomenon which occurred during this test. As can be 
seen from Figure 5.18, the data point of run 21 shows a marked 
increase in the measured conductance over its neighbours. Actually 
during this run, the test column was cooled down to 60°C due to a 
momentary power failure which disabled the microcomputer, as well 
as the datalogger. Therefore, the computer program was reloaded 
and the test continued without making any adjustement in the heater 
input power. However, when the steady-state was regained after six 
hours, the measured conductance was higher than the predicted value 
by 15.4% and above its neighbours by approximately 10%. 
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It should be stated that the momentary power failure did not 
affect the mechanical pump or the diffusion pump operation, so the 
vacuum pressure was always better than -5 10 torr. Also, it should 
be mentioned that a number of instantaneous power failures were 
experienced during runs 18 and 19. These failures disabled only 
the the datalogger, interrupting the main heater power for a period 
of three minutes until the microcomputer reinitialized the data-
logger. However, this disturbance resulted in conductance values 
higher than the expected values by approximately 3-4%. 
The measured and predicted contact conductances for pair 
PZ40506 are shown in Figure 5.19 and are tabulated in Table C.29. 
From this figure it is clear that the characteristics of the 
experimental data is quite similar to the previous pair, as well as 
many other tested pairs. However, these data points seem to be 
displaced above the theoretical line by approximately 15%. In 
light of the inherent uncertainty in the experimental data, this 
deviation can be considered insignificant, although the following 
may be a plausible explanation. 
As mentioned earlier, it was a very difficult task to prepare 
a satisfactory rough surface on the faces of the Zircaloy-4 
specimens. Always, the surfaces :roughened by glass beads numbers 
3 and 4, Table B.l, had a visible discolouration. This 
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discoloration was removed by using an acid mixture of 45mt Nitric 
acid, 45mt Lactic acid, and 3mt Hydroflouric acid. Several 
other cleaning solutions were tried first but found to be 
unsatisfactory. The contact surfaces of pair PZ40506 were cleaned 
with the acid mixture and distilled water immediately before the 
test. After the test was completed, the joint surface parameters 
were remeasured and it was discovered that the acid mixture severely 
altered the joint surface parameters as is shown in Table 5.4. 
Thus, this deviation can be attributed to a change in the 
measured micro-hardness variation as a result of etching the 
contacting surfaces with the acid cleaning mixture. The substantial 
difference in the measured surface parameters before and after the 
cleaning process lends support to this explanation. 
The last test in this series was performed on the roughest pair, 
PZ40708, which was also cleaned using the acid mixture. As expected, 
the experimental data shown in Figure 5.20 seem to be higher than 
the predictions by approximately 14% and exhibit the same 
characteristic behaviour of the previous pair. The test results 
are listed in Table C.30 in Appendix C, and the comparisons 
between the experimental and theoretical values is reported in 
Table C.34. From these tables and Figure 5.20, it can be seen 
that the measured conductance of run number 6 is higher than 
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expected by approximately 10%. This unexpected increase was due 
to a partial cooling of the test column as a result of a complete 
power failure caused by a thunderstorm. 
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Close examination of Tables C.29-C.30 and Tables C.33-C.34 
reveals that the experimental data of pairs PZ40506 and PZ40708 
are quite consistent with each other over the whole load range. 
This lends support to the previously offered explanation and emphasizes 
the importance of the appropriate hardness value for accurate thermal 
predictions. 
To demonstrate this point further, the dimensionless contact 
conductance data of pairs PZ40102 and PZ40708 are plotted against 
the contact pressure in Figure 5.21. For the purpose of comparison, 
the predictions from the proposed model assuming the macro-hardness 
value are also included in this figure. The experimental results 
of pair PZ40102 show very clearly that, when the appropriate 
hardness value was employed, very good agreement between the 
predictions and the experiments was obtained. However, if the macro-
hardness value was used, the predictions would exceed the measurements 
by approximately 38%. On the other hand, the experimental data of 
pair PZ40708 are in excellent agreement with the predictions 
assuming the macro-hardness value and only in fair agreement with 
the proposed model. This indicates that the estimated contact 
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hardness for this pair is inadequate and conclusively confirms that 
changes occurred in the contacting surfaces by the acid mixture. 
In light of the above discussion, the test data of pairs PZ40506 
and PZ40708 should not be considered as detrimental to the proposed 
contact conductance model. In fact, these data should be used as a 
good example for demonstrating the important role of the surface 
hardness in accurate prediction of the joint conductance between 
conforming rough surfaces. 
5.2.6 General Discussion of Vacuum Results 
The experimental results and their comparisons with the 
proposed model demonstrate clearly the importance of the surface 
micro-hardness variation for accurate thermal predictions. Also, 
the test results verify the contact conductance model, as well as 
the assumptions made over a broad range of geometric, mechanical 
and thermal parameters. The ranges of these parameters are: 
1. Effective surface RMS roughness from 0.478µm to 
13.94µm. 
2. Effective surface mean absolute slope from 0.049 to 
0.233. 
3. Critical surface parameter cr/m from 6.64µm to 
59.83µm. 
4. Contact pressure from 409 kEa to 8886. kPa. 
5. Surface macro-hardness from 1010 MPa to 1727 MPa. 
6. Contact hardness from 1972 MPa to 4113 MPa. 
7. Heat flux from 22 kW/m2 to 2 96 kW/m. 
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8. Interface temperature difference from 2.6°C to 122°C. 
9. Mean interface temperature from 98°C to 179°C. 
10. Thermal conductivity from 16 W/m°C to 77 W/m°C. 
Figure 5.22 shows a photograph of a typical smooth surface 
after the thermal test had been completed. As can be seen from the 
figure, the contacts were made through penetration of the smooth 
surface by the contacting asperities of the harder rough surface. 
Since the joint was formed between two similar materials possessing 
the same macro-hardness value, the following conclusions may be 
drawn: 
1. The asperities of the rough surface are harder than the 
top layer of the smooth surface due to the bead blasting 
process. 
2. The bead blasting process is similar to any machining 
process which leads to changes in the surface hardness 
within a thin layer from the machining surface. 
1mm 
Figure 5.22: Photograph of Smooth Surface After Testing 
- Magnification 20X 
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3. Surface micro-hardness is a real phenomenon. 
4. The asperities of the hard surface act like micro-hardness 
indenters. 
The experiments emphasize the important role of the surface 
parameters and show clearly how crucial their estimation is to 
accurate thermal predictions. It is our belief that the surface 
parameters have a significant impact upon the thermal predictions 
since they directly affect the evaluation of the contact hardness 
and the joint conductance. The consistency of the test results of 
each series indicates that the methodology used in estimating the 
surface parameters was satisfactory and yielded quite reasonable 
information. The overall good agreement between the experimental 
and theoretical values provides further support for the preceding 
conclusion. 
The test results of pairs PZ40304 and PZ40708 illustrate 
an important feature of the thermal contact conductance problem. 
As previously mentioned, a noticeable increase in the contact 
conductance value was observed when the thermal flux through the 
test column was disturbed for a period of time. This noticeable 
increase, of course, reflects a real change occurring within the 
contacting surfaces caused by decreasing and then increasing the 
interface mean temperature. In other words, the effect of 
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increasing the interface mean temperature from a low value to a high 
value may have resulted in an increase in the size and in the number 
of contacts due to thermal strain or some other factors. 
In general, it is very difficult at this stage to make any firm 
conclusions regarding the increase in the number or size of the 
contacts. However, there exists evidence and data showing a marked 
increase in the contact conductance as the interface mean temperature 
increases. The heat flux was held as steady as possible during any 
particular test, specifically to eliminate this effect. Also, it 
should be mentioned that the magnitude of this increase in conductance 
decreases with increasing applied contact pressure. The test results 
of pairs PSS1314 and PSS1516, as well as the data of Ref.[74], 
shows this phenomenon clearly. In light of this discussion, the 
deviation between the light load data and the contact conductance 
model could be partly attributed to this phenomenon since the first 
load contact was formed at room temperature. 
The deviation between the experiments and the predictions at 
light loads can also be attributed to several other factors. Close 
inspection of the Ni200 and SS304 results reveals that the light 
load deviations in the Ni200 data are smaller in magnitude than those 
of the SS304 in spite of the fact that these pairs are geometrically 
similar. Since these pairs were prepared identically and tested 
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using the same equipment and test procedure, a possible explanation 
for this observation may be based on the differences in the thermo-
physical properties of these two metals. The same magnitude of 
deviation observed at light loads for Zirconium alloys furnishes a 
good reason for this explanation since their thermal conductivity 
and macro-hardness values are quite close to those of SS304. 
As discussed in Section 5.2.3, it appears that the deviation 
at light loads increases with increasing surface roughness. Of course, 
this can be attributed to the increase in the flatness deviation due 
to the roughening process. However, there is insufficient data to 
support this line of reasoning. It should also be remembered that 
the interface temperature difference increased with increasing joint 
roughness since the input power for any particular series of tests 
was maintained relatively constant. On this basis, it would seem 
reasonable to conclude that thermal strain has a major role in this 
light load deviation. 
Further, the deviation between the experimental and theoretical 
values at light loads can be attributed to the specimens' original 
out-of-flatness. Obviously, this is true to some extent, since the 
model was developed for two ideal flat surfaces while all the tested 
surfaces exhibit flatness deviation of less then lµm. If this is 
the case, the very good agreement between the experiments and the 
predictions at moderate and high contact pressures suggests that as 
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the applied load increased the out-of-flatness effect becomes 
negligible. Therefore, it seems possible that the surface flatness 
deviation is important only at light loads while at moderate and 
high contact pressures the surface roughness is dominant and over-
whelms the out-of-flatness effect. 
In light of the above discussions and the experimental evidence, 
all the previously offered explanations are plausible. Therefore, 
no definite conclusion regarding the deviation between the experiments 
and the predictions at light loads can be made. However, further work 
is recommended to clarify this point. 
5.2.7 Correlation of Light Load Data 
As already mentioned, the deviation between the light load 
dataandthe predictions decreases with increasing applied load. 
However, a noteworthy feature in Figures 5.1 through 5.21 is 
that for relative contact pressure higher than approximately 6*10-4 
this deviation lies within the data uncertainty. Also, it can be 
seen that there is a progressive increase in the slope of the 
conductance data with increasing relative contact pressure up to a 
value of approximatly 6*10-4 • This phenomenon has been observed and 
reported in the literature by a number of investigators [87-90]. 
Therefore, a correlation for the light load data should be of special 
interest to thermal design engineers. 
In Figure 5.23, the light load dimensionless contact 
conductances are plotted against the relative contact pressure 
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in the range of 1*10-4 to 6*10-4 • In light of the discussion 
presented in Section 5.2.5, the experimental data of pairs PZ40506 
and PZ40708 are excluded from the figure. This results in a total 
of 117 data points which are correlated by the following 
expression: 
C 
C 
= 0.23 (P/H ) 0 •72 
C 
with an overall RMS% difference of 11.2%. 
(5.8) 
From Figure 5.34, it is interesting to observe that the 
experimental data are divided into two groups by the broken line 
which represents Eq.(5,8). The first group lies between the solid 
and the broken lines and includes the data of Ni200 and the very 
smooth pairs. The second group is above the broken line and includes 
the data of SS304 and Zirconium alloys. In other words, the 
classification of these two groups may be based on the behaviour of 
the joints, i.e., good or poor conductor joints. This classification, 
of course, takes into account the effect of the joint surface 
roughness and thermophysical properties. 
Since the main contribution to the data uncertainty is due to 
the uncertainty in the surface parameters, it is desirable to 
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compensate for this uncertainty. The compensation can be made by 
adjusting the experimental data of a particular test by the average 
percent difference observed at the last five data points, i.e., 
the high relative contact pressure test results. This is logical 
since the uncertainty in the relative contact pressure is minimum. 
A least-squares fit of the 117 data points after compensation 
resulted in the following correlation: 
C 
C 
= 0.22 (P/H )0.7l4 
C 
(5.9) 
with RMS% difference of 8.5%. The compensated test results, as 
well as the predictions from Eq.(5.9), are shown in Figure 5.24. 
It is interesting to note that the predictions from Eq.(5.8) or 
Eq.(5.9) are quite similar, with a maximum percent difference of 
1% occurring at P /H = 1*10-4 • 
C 
This indicates that the estimation 
of the surface parameters is quite accurate and the deviation at 
light loads does not depend upon the data uncertainty. 
Finally, it should be pointed out that the appearance of the 
experimental data in two distinct groups, as shown in Figures 5.23 
and 5.24, lends support to the previously offered explanations. 
Thus, we can conclude that the deviation between the experiments 
and the predictions at light loads depends upon the joint thermo-
physical properties, surface roughness, contact pressure, thermal 
flux, and/or local thermal gradient. 
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5.3 Gas Tests 
This group of experiments consists of four tests performed on 
joints made of SS304 and tested in Nitrogen and Helium. Although 
stainless steel is relatively hard and a poor conductor, this 
combination of test gases and material represents a reasonable 
set of extremes for verification of the gap model. Also, SS304 has 
the advantage that duplicate surfaces free of oxide may be easily 
prepared. 
The thermal properties of Helium and Nitrogen are collected 
from a number of texts, handbooks, and many other references, and 
are reported in Table 5.5 for convenience. The thermal 
Table 5.5: Nitrogen and Helium Properties 
Property Nitrogen Helium 
k W/mK 2.502 * 10-2 +5.844 * 10-5 T(°C) 14.543 * 10-2 +3.24 * 10-4 T (°C) g 
CL 0.9 0.425 - 2.3 * 10-4 T (K) 
y 1.405 1.667 
A run 63.0 186 
0 
Pr 0.691 0.667 
Note: A values are at 288K and 760 torr, and the gas purity is 
0 
99.7% for Nitrogen and 99.995% for Helium 
conductivity expressions for Nitrogen and Helium are obtained by 
correlating the data reported in Ref.[71] in the range of 
27°C < T < 400°C. These expressions are accurate to within ±1% 
in the above specified temperature range. 
Thermal accommodation coefficients for Helium and Nitrogen 
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have been measured experimentally for a number of different materials 
and reported in the literature. Most of these measurements are 
made on very smooth and atomically cle~n surfaces specially 
prepared for this purpose. Unfortunately, very little experimental 
data are available for engineering surfaces which are in contact 
and, therefore, the listed values in Table 5.5 are selected with 
care. 
The accommodation coefficient for Nitrogen is taken to be 
0.9 based upon the results of Dickins [75]. This value is quite 
consistent with the data reported in Ref.[76] for air on machined 
cast iron. For Helium, the accommodation coefficient expression, 
shown in Table 5.5, was determined by Ullman et al [77] for Helium 
on Stainless Steel 303. Since no attempt had been made to polish 
or clean the surface, this expression is felt to be reasonable for 
Helium on SS304 rough surfaces. Also, this expression is in 
agreement with very recent experimental data reported in Refs.[78-79] 
for Zircalloy-2 and Uranium Dioxide. 
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As can be seen from Table 5.5, Helium and Nitrogen possess 
quite different properties. At room temperature, for example, there 
is a factor of 5.8 between their thermal conductivities and a 
factor of approximately 0.39 between their accommodation 
coefficients, as well as a factor of approximately 3 between 
their mean free path values. 
This group of tests has been conducted as a function of the 
gas type, the surface parameters, and the contact pressure. The 
test procedure used in performing these experiments is fully discussed 
in Chapter 4. To reduce the readial heat loss from the test column, 
the upper Armco iron heat-flux meter was removed and the heat flux 
across the joint was assumed to be the mean of the thermal fluxes 
through the SS304 specimens. The heat flux through the test specimen 
was determined from the axial temperature gradient along it and the 
mid-plane thermal conductivity. The initial test plan for this group 
of tests was to prepare duplicate SS304 vacuum joints and test each 
pair only in Nitrogen or Helium. However, the test plan was modified 
in light of the experimental results of pair PSS1112. 
The range of geometric, mechanical and thermal parameters of 
the tested pairs are tabulated in Table 5.6. The test results and 
the comparison with the prediction for each pair are reported in 
detail in Appendix C. The experimental results of each pair will 
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Table 5.6: Geometric, Mechanical and Thermal Parameters of SS304 
Pairs - Gas Tests 
PAIR PSS0910 PSS1112 PSS1314 PSS1516 
cr µm 5.65 5.61 6.29 4.02 
m 0.153 0.151 0.195 0.168 
cr/m µm 36.93 37.15 32.26 23.93 
a 
C 
µm 14.03 14.12 12.26 9.09 
d µm 35.08 35.29 30.65 22.73 
V 
H MPa 2777 2773 2217 2377 
C 
H MPa 1472 1472 1472 1472 
m 
p kPa 8769 8829 4076 8769 
mx 
p kPa 459 470 461 430 
mn 
103 P/H 3.162 3.187 1.840 3.692 
c,mx 
103 P/H. 0.165 0.170 0.280 0.181 
c,mn 
T oc 166.8 222.5 230.6 230.9 
m,mx 
T oc 157.8 194.1 181.5 190.1 
m,mn 
6.T oc 19.3 27.3 148.2 124.1 
mx 
6.T oc 7.5 9.6 14.1 7.3 
mn 
2 6219 4979 10154 h. W/m K 7202 
J ,mx 
2 h. W/m K 
J ,mn 
2303 3016 245 366 
Environment N2 He,N2 ,Vac. Vac. ,N2 ,He Vac. ,N2 ,He 
H (d) 
V V 
MPa 6271 d-0.229 4922 d-
0
•
233 
V V 
k(T) W/mK 17 .02 + 1.52 * 10-2 T (°C) 
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be discussed separately and compared graphically with the predictions 
in the following sections. Then, a general discussion of the main 
features of these experiments will follow. Before discussing the 
experimental results, it should be mentioned that the gas properties 
were determined at the interface mean temperature. 
5.3.1 Pair PSS0910 
This pair was tested in Nitrogen over the whole load range. 
The test was run in automatic mode and the Nitrogen pressure was 
maintained as constant as possible between 564 and 574 torr. 
Pair PSS0910 was almost identical to pair PSS0506 which was 
tested under vacuum conditions. The effective surface roughness for 
pair PSS0910 was 5.6µm, while the effective surface mean absolute 
slope was 0.153. The range of the interface mean temperature was 
168-158°C, associated with a temperature drop of 19.3-7.5°C, and 
heat flux was approximately 
pair was 5 days. 
2 44.8 kW/m. The test duration for this 
The experimental results of pair PSS0910 are reported in 
Table C.35 in Appendix C, and compared with the predictions 
in Table C.36. Figure 5.25 shows a graphical comparison between 
the experimental and theoretical joint conductances. The theoretical 
predictions from the contact and gap models are also included in 
the figure for convenience. 
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As can be seen from Figure 5.25, the experimental joint 
conductance data points are slightly above the theoretical values 
for all relative contact pressures by approximately 12%. In light 
of the uncertainty analysis, Appendix E, this difference should be 
considered satisfactory. Hence, it can be concluded that the 
agreement between the experiments and the predictions is very good. 
The RMS% difference for the 23 data points is only 12.1%. 
Qualitatively, this pair was tested in the continuum flow 
regime because the gap-temperature jump parameter, YR, is in the 
range of 29.3 <YR< 38.5. 
5.3.2 Pair PSS1112 
Pair PSS1112 is a duplicate of pair PSS0910 and has 
identical surface textures, as is shown in Table 5.6. However, 
this pair was mainly tested in Helium. The thermal test consisted 
of two parts. The first part was conducted in Helium only up to 
load level 19 and run in automatic mode. The second part was 
performed in vacuum, Nitrogen and Helium up to the highest contact 
pressure using a semi-automatic mode. The Helium and Nitrogen 
pressures were kept constant in the range of 40 ± 1 torr, while 
h 1 b h 10- 5 torr. It should t e vacuum pressure was a ways etter tan 
be pointed out that the heat flux in the upper and lower specimens 
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Figure 5.25: Comparison Between Theory and Test Results for SS304, 
Pair PSS0910 - Gas tests 
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agreed poorly at Helium pressures greater than 40 torr. The test 
duration for this pair was one week. 
For the first part, the interface mean temperature ranged from 
approximately 202°C to 194°C, while the temperature drop across 
the interface ranged from 19.9 to ll.5°C. The heat flux input 
to the test column was maintained constant, equal to 2 60 kW/m. 
For the second part of the test, the interface mean temperature 
varied from 210°C up to 222°C depending upon the test environment, 
the heat flux, and the applied load. The interface temperature 
difference varied between 27 and 9.6°C, while the heat flux varied 
between 60 and 2 70 kW/m. The test data and the comparison between 
the experimental and theoretical joint conductances are tabulated in 
Tables C.38-C.39 and listed in the order of determination. 
Experimental and theoretical dimensionless joint conductance 
versus relative contact pressure is plotted in Figure 5.26. Also, 
the theoretical values predicted by the contact and gap models are 
shown in the figure. From Figure 5.26, it can be seen that the 
first 19 data points are significantly higher than the predictions. 
The error ranges from approximately 71% for the first data point 
down to approximately 46% for the nineteenth data point. 
At this stage of the test, the poor agreement between the 
experimental and the theoretical values were thought to be due 
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Figure 5.26: Comparison Between Theory and Test Results for SS304, 
Pair PSS1112 - Gas Tests 
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mainly to an inadequate estimation of the surface parameters. To 
eliminate any doubts, it was decided to continue the test up to the 
maximum permissible contact pressure and test the joint in vacuum 
and Nitrogen as well as in Helium. As can be seen from Figure 5.26, 
the measured joint conductances in vacuum and Nitrogen are in very 
good agreement with the predictions. Both the vacuum and Nitrogen 
data are slightly above the predictions by approximately 6.5% and 
10%, respectively. This good agreement indicates, essentially, 
that the surface parameters are accurate and this deviation is 
limited to the Helium measurements. 
It is interesting to note that the Helium experimental results 
of runs 1-19 are quite consistent although they are significantly 
higher than the predictions. More interesting are the results of 
runs 20-23, which are even higher and also consistent within 
themselves. Since this substantial increase in the last four data 
points was observed after admitting the Nitrogen into the test 
chamber, therefore this increase can be attributed to the presence 
of absorbed Nitrogen film on the joint surfaces. 
Table C.40, Appendix C, shows a comparison between the Heliu~ 
measurements and the predictions from the gap model. Helium 
experimental conductances for runs 1-19 are calculated by 
subtracting the theoretical contact conductances after multiplying 
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by a factor of 1.065 from the experimental joint conductances. 
This factor represents the average percent difference for the last 
four contact conductance data points. From the table, it is clear 
that the first 19 data points are higher than the prediction by 
approximately 83±6%. The percent difference for runs 20-23 
increases from 137% up to 156%. 
In light of the above results, and knowing that the Helium 
accommodation coefficient is very sensitive to the surface 
conditions, it is evident that the accommodation coefficient used 
in predicting the Helium conductance is inappropriate. In 
Table C.41, the gap model is used in predicting the Helium 
accommodation coefficient from the thermal results. As can be seen 
the predicted coefficient value is between 0.56 and 0.58 for 
runs 1-19, increases suddenly to 0.7 for run 20, then increases 
slowly up to 0.74 for run 23. This sudden increase in the Helium 
conductance, or the predicted accommodation coefficient value, 
supports the argument for the presence of Nitrogen absorbed film on 
the contacting surfaces. 
Table C.42 shows the range of the geometric and thermophysical 
dimensionless parameters for this pair. As can be seen from the 
table, the mean plane relative separation, Y/cr, varied from 
3.57 at the lightest load down to 2.73 at the maximum load. 
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The gas parameter, M/cr, was approximately constant around 
20 .5 ± 0 .5 for Helium, and around 1.5 for Nitrogen. The gap-
temperature jump parameter, YH, ranged from 0.178 to 0.127 
for Helium and from 1.94 to 1.83 for Nitrogen. Qualitatively, 
the joint was tested in the transition regime in Helium and in the 
slip regime in Nitrogen. 
5.3.3 Pair PSS1314 
This pair was tested under vacuum conditions up to load level 
5 and then tested in vacuum, Nitrogen, and Helium envrionments up 
to load level 14. The test was discontinued after this run due 
to severe air leaks. The joint was formed between a rough surface 
and a ground surface with surface micro-hardness variation as 
reported in Table 5.6. Also, Table 5.6 shows the range of 
mechanical and thermal parameters for this pair. 
The purpose of this experiment was to repeat the previous test 
in order to ensure that the disagreement between the Helium 
measurements and the predictions was not an isolated incident. The 
Helium or the Nitrogen pressure was kept almost constant in the 
range of 40 .S ± 0.5 torr. The contact conductance measurements 
were obtained in vacuum pressure better than 10-5 torr and the 
test duration was 11 days. 
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The experimental data of pair PSS1314 are reported in 
Table C.43 in Appendix C, and tabulated in the order of 
determination. Tables C.44 through C.46 contain the comparisons 
between the experimental joint conductances and the theoretical 
predictions of contact, Nitrogen, and Helium conductances, 
respectively. 
The experimental joint conductances in vacuum and Nitrogen 
are plotted against the relative contact pressure in Figure 5.27. 
It .can be seen that there is excellent agreement between the vacuum 
results and the predictions. The RMS% difference is 7.2%. The 
data of runs 7-9 show a noticeable increase in the conductance 
over the rest of the data points. This can be attributed to the 
thermal strains, as discussed previously in Section 5.2.6. 
Figure 5.27 also shows the excellent agreement between the Nitrogen 
joint conductances and the predictions; the RMS% difference is 
only 6.6%. The RMS% difference between the Nitrogen conductances 
and the predictions from the gap model, Table C.45, is 7.8%. 
From Table C.45 it is interesting to note that the noticeable 
increase in the contact conductance also affected the Nitrogen joint 
conductance. 
The dimensionless joint conductances measured in Helium are 
compared with the theoretical predictions in Figure 5.28. 
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Similar to the previous pair, it can be seen that the Helium 
experimental conductances agree poorly with the theoretical 
predictions. Also, Table C.46 shows that the Helium experimental 
conductances exceed the predictions from the gap model by 
approximately 100%; the RMS% difference is 99%. 
It is of interest to note that if the gap model is employed 1n 
predicting the Helium accommodation coefficient from the thermal 
measurements, this coefficient would be of the order of 0.61, as 
shown in Table C.47. Also, it is important to mention that after 
the test was completed visual inspection of the joint surfaces 
indicated some yellow discoloration on the smooth surface. 
Finally, this pair was tested in the transition flow regime 
under Helium conditions, and in the slip flow regime under Nitrogen 
conditions, as is shown in Table C.48. 
5.3.4 Pair PSS1516 
Similar to the previous pair, this pair was tested under 
vacuum conditions up to a contact pressure of 1330 kPa, and then 
tested in vacuum, Nitrogen and Helium up to the maximum contact 
pressure. However, this pair was relatively smoother than the 
previous pair. The surface characteristics, as well as the 
mechanical and thermal parameters, are given in Table 5.6. 
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The gas pressure inside the test chamber was in the range of 
40.7±0.25 torr, while the vacuum measurements were obtained at 
pressures better than 10-5 torr. The test duration of this pair 
was 18 days. 
The experimental data of pair PSS1516 are tabulated in 
Table C.49 in Appendix C, and listed iin order of determination. 
The comparison between the experiments and the predictions are 
reported in Table C.50. Table C.51 includes the comparison 
between the Nitrogen experimental conductances and the predictions 
from the gap model, while Table C.52 includes a similar 
comparison for the Helium data. 
Figure 5.29 shows a graphical comparison between the 
experimental and theoretical dimensionless joint conductances in 
Nitrogen and in a vacuum. It can be seen that the experimental 
contact conductances are above and below the theoretical values 
with RMS% difference of 7.3%. Also, the data of runs 1, 9-10 
show a marked increase in the contact conductances relative to the 
rest of the data. Figure 5.29 also shows the excellent agreement 
between the Nitrogen joint conductances and the predictions. The 
RMS% difference is only 4.6%. The RMS% difference between the 
Nitrogen conductances and the theoretical values predicted from the 
gap model is 9.9%. 
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The pertinent test results in Helium are shown in Figure 5.30, 
where the dimensionless joint conductance data is plotted against 
the relative contact pressure. From this figure, as well as from 
Table C.50, it can be seen that the experimental results are 
significantly higher than the predictions for all contact pressures. 
The difference ranges from approximately 77% at run 8 down to 
48% at run 23. However, Table C.52 shows that the difference 
between the Helium conductances and the predictions from the gap 
model varies from 130% at run 8 up to 213% at run 23. 
The corresponding Helium accommodation coefficient predicted from 
the conductance meansurements using the gap model ranges from 0.7 
to 0.8, Table C.53. These results demonstrate clearly how 
sensitive the prediction of the Helium conductance is to the 
accommodation coefficient value. This point will be discussed 
further in the next section. 
The geometrical and thermal dimensionless parameters reported 
in Table C.54 show that the Nitrogen results were obtained in 
the slip flow regime, while the Helium results were obtained in 
the transition as well as in the free molecule regimes. 
Finally, it should be mentioned that, after the test was 
completed, the joint was disassembled and the contacting surfaces 
were examined. Visual inspection indicated yellow discoloration 
on the smooth surface. 
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5.3.5 General Discussion of Gas Results 
Four tests were conducted in Nitrogen and Helium using 
Stainless Steel 304 joints to verify the proposed gap model. The 
experimentally measured Nitrogen conductances were found to be in 
excellent agreement with the predicted values. This excellent 
agreement holds over a wide range of contact pressure and for 
different surface textures as well as for two different gas 
pressures. 
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On the other hand, the Helium experimental results are 
significantly higher than the predictions and the agreement is poor. 
However, this difference highlights the importance of the light 
gas acconnnodation coefficient values, in general, for adequate 
thermal predictions. There appears to be a number of possible 
explanations for the observed disagreement which will be discussed 
later. 
As expected, for this type of test the presence of a gaseous 
fluid in the interface gap greatly increased the joint conductance. 
This increase is more pronounced at light loads, since at high 
contact pressures the contact conductance dominates. This point 
is fully illustrated by the test results of pair PSS0910 which 
was tested in Nitrogen. As can be seen from Table C.36 or 
Figure 5.25, the ratio between the gap conductance to the contact 
conductance ranges from approximately 12 at 
down to 4 at P/H = 5*10-4 • 
C 
P/H = l.6*10-4 
C 
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The excellent agreement between the measured and predicted 
Nitrogen joint conductances verifies the validity of the gap 
conductance model over two important and critical ranges of the 
parameter YH, as was discussed in Section 3.4. The test data 
of pair PSS0910, which cover the range of 29 < YH < 39, confirm 
the validity of the gap model in the range of 10 < YH < 100 and 
demonstrate clearly that the gap conductance predictions are fully 
dependent upon the relative mean plane separation in this range 
of YH. On the other hand, the test data of pairs PSS1314 and 
PSS1516, which cover the range of 1. 3 < YH < 2. 7 show that 
accurate knowledge of the mean plane separation and the effective 
temperature jump distance (or gas thermal parameters) is 
essential to accurate gap conductance predictions in the range 
of 1 < YH < 10. 
One of the reasons for examining the gap conductance model 
in Helium was to verify the gap conductance model in the range of 
10-2 < YH < 1 without strengthening the prediction dependence upon the 
contact conductance value especially at light loads. Theoretically, 
the parameter YH for the tested pairs was in the range of 
0. 09 < YH < 0 .18. Since in this range of YH the gap conductance 
is fully dependent upon the gas thermal parameters, it can be 
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concluded that the poor agreement in Helium is not attributable to 
uncertainties in the joint surface parameters or in the mechanical 
and thermal properties of the tested specimens or in the model 
which assumes that the contact and gap conductances can be added 
linearly to give the joint conductance. It is believed that the 
discrepancy in the Helium data is most possibly caused by over-
estimation of the effective temperature jump distance due to under-
estimation of the Helium accommodation coefficient for such types 
of joints. The excellent agreement between the measurements and 
the predictions for the same joints in vacuum and Nitrogen supports 
this argument as well as the following discussion. 
Tables C.38, C.43 and C.49, in Appendix C, show that the 
Helium measured conductances were obtained at a gas pressure of 
approximately 40 torr and a mean interface temperature of 
approximately 210°C. Since these two parameters were accurately 
measured, and the Helium thermal parameters are accurately known 
except the accommodation coefficient, as discussed earlier, it 
can be concluded that the measured Helium conductances were fully 
dependent upon the accommodation value and were also very sensitive 
to the uncertainties associated with the appropriateness of the 
expression used in determining this coefficient. 
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To demonstrate this point further, the theoretical Helium 
conductance is plotted in Figure 5.31 against the relative contact 
pressure for different accommodation coefficient values, The surface 
parameters and the contact hardness values used in plotting this 
figure are those of pair PSS1112. The interface mean temperature, 
Helium pressure, and the harmonic mean thermal conductivity are chosen 
to be 200°C, 40 torr, and 20 W/mK, respectively. As can be seen 
from Figure 5.31, the prediction of the Helium conductance is very 
sensitive to the value of the accommodation coefficient. This 
observation is true for any joint regardless of the gas type whenever 
the effective temperature jump distance is greater than the mean 
separation between the contacting surfaces. 
Generally speaking, the accommodation coefficient value of a 
particular gas depends strongly upon the nature of the gas, as well 
as the material and surface conditions. Most of the data reported 
in the literature has been obtained for very smooth and atomically 
clean surfaces. Thus, for engineering surfaces the accommodation 
coefficient is expected to be higher than those reported in the 
literature. Hartnett [80], among many others [81], has pointed out 
that, when a surface becomes contaminated with an absorbed gas layer, 
the Helium accommodation coefficient may increase by as much as a 
factor of 3. Since no attempt had been made to clean the tested 
surfaces of adsorbed gas layers, this may be a plausible explanation 
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for the observed disagreement in the Helium. The substantial increase 
in the Helium joint conductance observed after testing pair PSS1112 
in Nitrogen supports this explanation. 
For a rough surface, Roberts [82] has shown that, if the gas 
molecule strikes the surface in n different places before leaving 
it, the apparent accommodation coefficient, a 
app' for the rough 
surface is larger than the accommodation coefficient of the smooth 
surface, and they can be related to each other by the following 
expression: 
n 
a = 1 - (1-a.) 
app (5.10) 
The majority of the accommodation data reported in the literature 
are obtained for smooth, small wires or metal specimens (spheres or 
flat surfaces) to minimize the possibility of multiple collisions 
of the gas molecules with the surface. Hence, another plausible 
explanation and, perhaps the most important one for the poor 
agreement in Helium, can be based upon this fact as discussed 
hereafter. 
Figure 4.5 shows that the roughened surfaces consist of a 
large number of microscopic cavities of different sizes. Thus, the 
possibility of multiple collisions of the gas molecules within a 
single cavity is high and, therefore, account must be taken of 
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this possibility. However, the good agreement between the Nitrogen 
data and the predictions indicates that the effect of multiple 
collisions can be considered negligible for heavy gases. This fact 
is fully demonstrated in Table 5.7. 
In Table 5.7, the effect of multiple collisions upon the 
apparent accommodation coefficient value was determined using 
Eq.(5.10) for different accommodation values in the range of 0.1 
to 0.9. The first four lines represent the accommodation 
coefficient values observed for the light gases, such as Hydrogen 
and Helium, while the last two lines represent the range of the 
measured values for Argon and Nitrogen, i.e., heavy gases. As can 
be seen from Table 5.7, the effect of multiple collisions is more 
pronounced for light gases than for heavy gases. As an example, 
if a light gas has an accommodation coefficient equal to 0.1, the 
heat exchange between the gas molecule and the surface can be 
increased by 90% due to double collisions, or by 170% due to 
triple collisions. In contrast, the heat exchange between the heavy 
gas molecule, such as Nitrogen, and the surface can be increased 
only by 10% due to double collisions and, in this case, the 
energy will be completely exchanged. 
It is interesting to note that at 210°C the Helium 
accommodation coefficient expression, Table 5.5, gives a value 
approximately equal to 0.3. From Table 5.7, the apparent 
Table 5.7: Effect of Multiple Collisions Upon the Apparent 
Accommodation Coefficient Value 
n = 1 n = 2 n = 3 
CL aapp a a a a a l. app app 
0.1 0.1 38.0 0.19 19.1 0.27 12.8 
0.2 0.2 18.0 0.36 9.1 0.49 6.2 
0.3 0.3 11.3 0.51 5.8 0.66 4.1 
0.4 0.4 8.0 0.64 4.3 0.78 3.1 
0.5 0.5 6.0 0.75 3.3 0.87 2.6 
0.6 0.6 4.7 0.84 2.8 0.94 2.3 
0.7 0.7 3.7 0.91 2.4 0.97 2.1 
0.8 0.8 3.0 0.96 2.2 0.99 2.0 
0.9 0.9 2.4 0.99 2.0 1.0 2.0 
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apparent accommodation coefficient value corresponding to 0.3 is 
equal to 0.51 for double collisions and equal to 0.66 for 
triple collisions which is in agreement with the values predicted 
by the gap conductance model. In our opinion, this finding confirms 
the validity of the gap conductance model and, therefore, it is 
recommended that the gap conductance model be used for determining 
the apparent accommodation coefficient value of a light gas for this 
type of contacts or, in general, for engineering joints. 
A second interesting observation in Table 5.7 is that the 
accommodation parameter, a, of a particular combination of light 
gas and joint of similar materials is very sensitive to small changes 
in the accommodation coefficient value. This is in contrast to the 
accommodation parameters of heavy gases. Thus, it can be concluded 
that the gap conductance predictions will be very sensitive to the 
uncertainty in the accommodation coefficient value of any light gas. 
Actually, this sensitivity is overpowered by the accommodation 
parameter expression, Eq.(3.55). 
According to Eggleton and Tompkins [83], the accommodation 
coefficient value of a particular gas often increases during an 
experimental test due to the formation of foreign atom layers on 
the surface as a result of the gas impurity. This may explain the 
yellow discoloration found on the tested surfaces after the thermal 
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tests had been completed and supports the expected increase in the 
Helium accommodation coefficient. 
Finally, if any firm conclusion must be drawn on the basis of 
the above discussion, it would be that the prediction of the gas 
conductance critically depends upon the gas accommodation coefficient 
whenever the effective temperature jump distance is larger than the 
separation between the contacting surfaces. Therefore, the gap 
conductance becomes difficult to predict accurately due to the 
uncertainty associated with the accommodation coefficient value of 
a particular combination of gas and engineering joint. 
It is recommended that further work be done to explain the 
discrepancy between the experiments and the predictions in Helium. 
Also, it is recommended that further experimental data be obtained 
to verify the validity of the gap model over a broad range of gas 
pressure and surface roughness using different types of gases and 
materials. 
CHAPTER 6 
COMPARISON OF CONTACT AND GAP CONDUCTANCE MODELS 
WITH THE PRESENT MODELS 
6.1 Contact Conductance Models 
During the past three decades numerous researchers from 
several countries have proposed a number of models and correlations 
for predicting thermal contact conductance (TCC) between conforming 
rough surfaces. Some of these models have limited usefulness 
because either they are proposed for certain types of metallic 
contacts or they require information about certain contact 
parameters which must be determined graphically or experimentally. 
Therefore, these models will not be considered in the following 
comparison. 
The objectives of this section are: 
a) to review briefly the available general correlations in 
the open literature to show their similarities and 
differences, and 
b) to compare them graphically with the present contact 
conductance model. 
The comparison will be made possible by plotting the dimensionless 
contact conductance C against the contact pressure for some 
C 
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nominal values of surface parameters, contact hardness, macro-
hardness and contact pressure. The nominal values of these 
parameters are those of pairs PNI0102 and PSS0708 which 
represent two limiting cases. The first pair represents contact 
between two smooth, relatively soft, good conductivity materials, 
while the second pair represents contact between one rough and one 
smooth, relatively hard, poor conductivity materials. 
6.1.1 Cooper, Mikic and Yovanovich Correlation 
Based upon statistical analysis, a theoretical correlation 
for predicting TCC between rough surfaces was obtained by 
Cooper et al [20]. In the analysis, the distribution of both 
asperity heights and the asperities over the apparent area were 
assumed to be Gaussian. Assuming plastic deformation of the 
asperities, the following correlation was proposed: 
C = 1.45 (P/H)o.gas 
C 
(6.1) 
where H is the micro-hardness of the softer material. The authors 
claimed that a good agreement between the predictions and the 
limited experimental data, at that time, was evident in the 
following ranges of variables: 
3.6 * 10-4 < P/H < 1.0 * 10-2 
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1.0 µm < cr < 8.5 µm 
0.08 < m < 0.16 
Since the authors did not specify the type of micro-hardness 
test, nor under what load this micro-hardness was to be determined, 
it is impossible to make any direct comparison between this 
correlation and the present model. 
6.1.2 Tien Correlation 
A semi-empirical correlation for predicting TCC had been 
developed by Tien [27] in terms of three dimensionless groups. 
These groups are characterized, respectively, by the dimensionless 
contact conductance, relative contact pressure, and the surface 
parameters. A straightforward application of the Pi theorem led 
to the conclusion that the correlation could be logically expressed 
and related as: 
. 
(cr h /k) 
C S = 
f ~g (P/H)d (6.2) 
where m is the RMS slope; f, g, and d are constants to be 
determined from the experimental results. 
Tien plotted conductance data of various investigators in 
terms of (crh /k) and (P/H) on a log-log basis and determined 
C S 
the exponent d to be equal to 0.85. In light of the analysis 
of Ref[18], Tien assigned a value of 1.0 to the RMS slope 
exponent g. With these given values for g and d, as well as 
from the experimental results, the constant f was estimated to 
be 0.55. Thus, the proposed correlation is: 
cr h /k 
C S = 
0.55; (P/H)O.S5 
For Gaussian rough surfaces, the relationship between the RMS 
• 
slope m and the mean absolute slope m is given by: 
m = 
so that Eq.(6.3) becomes: 
cr h /k 
C S = 
0.69 m (P/H)O.S5 
Although the author realized the importance of the material 
micro-hardness in correlating the experimental results he stated 
that, "It may be conveniently represented by three times the 
tensile yield stress, 
be rewritten as: 
i.e., H = 3S ". y 
C 
C 
= 0.69 (P/3S ) 0 •85 y 
Therefore, 
Since the material macro-hardness is larger than 
Eq.(6.5) 
3S , y it can 
can 
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(6.3) 
(6 .4) 
(6.5) 
(6.5) 
easily be concluded that the predictions from the above correlation 
will be in very poor agreement with the present contact conductance 
model. 
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6.1.3 Veziroglu Correlation 
Based upon the early work of Cetinkale and Fishenden [10] 
and various experimental results reported by several investigators, 
Veziroglue [26] developed the following semi-empirical correlation 
for estimating the thermal joint conductance: 
where 
BC U = 1 + -----------
B = gap number 
C = constriction number 
K = conductivity number = 
u = conductance number = 
t = effective gap thickness 
e 
kf/ks 
h. t /kf J e 
Veziroglu also outlined the following procedure for predicting 
the joint conductance: 
1. Calculate the effective gap thickness 
t 
e 
= if 
t from: 
e 
(6.6) 
2. 
or 
t = 
e 
Calculate 
kf 
where 
= 
a 
st 
0 .528 (CLA1 + CLA2) if (CLA1 + CLA2) > 7 .5µm 
the effective fluid conductivity kf from: 
k 4t a E E 
T3 B + e st 1 2 
1 + M/t El+ E2 - ElE2 m e 
is the Stefan-Boltzman constant, and E. 
J. 
is the surface emissivity. 
3. Calculate the conductivity number K. 
4. Calculate the constriction number C = /p/1\i where l\i 
is the Mayer hardness. 
5. Calculate the gap number B using the results obtained 
in 1) and 4)' from the following expression: 
2.92t-0 •18 
B = 0.355 C 
where t is in µin. 
e 
e 
6. Calculate the conductance number from Eq.(6.6) using 
an iteration procedure since it is a transcendental 
equation. 
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The author claimed that the correlation was good for estimating the 
joint conductance for a large variety of metals and surface finishes 
as well as over a wide range of contact pressures and temperatures. 
Under vacuum conditions with negligible radiation, i.e., 
kf=O, Eq.(6.6) canbewrittenas: 
h = 
C 
k 
s 
t 
e 
BC 
-1 tan (1/C - 1) 
The comparison between the predicted C 
C 
values, using Eq. (6. 7) 
and the present model, can be made by plotting C 
C 
values versus 
(6.7) 
the contact pressure, as shown in Figure 6.1, for pairs PNI0102 
and PSS0708. As can be seen, the predicted C values, using 
C 
Eq. (6. 7), are below the predictions given by the present model 
for the smoother pair PNI0102. The error ranges from approximately 
60%, at a contact pressure of 0.4 MPa, down to 30% at a contact 
pressure of 10 MPa. In contrast, Eq.(6.7) overpredicts TCC 
values for the rougher pair, PSS0708, for all contact pressures. 
The error ranges from approximately 21% at a contact pressure of 
0 .4 MP a up to 85% at a contact pressure of 10 MPa. 
In light of this comparison, it can be concluded that the 
Veziroglu correlation fails to adequately predict TCC for 
reasonably smooth and very rough joints. However, the correlation 
confirms the fact that for nominal rough surfaces in contact 
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the TCC varies almost linearly with the contact pressure. Hence, 
it can be said that the Veziroglu correlation agrees with the present 
model in this one respect. 
6.1.4 Shlykov and Ganin Correlation 
Shlykov and Ganin [23] developed a semi-empirical correlation 
for TCC predictions between similar or dissimilar rough surfaces 
in contact. Experimentally, they found that the contact spot sizes 
for different materials, such as steel, copper, aluminum, nickel, 
uranium, etc., are approximately constant, independent of the applied 
load and the surface roughness. Following Boechoten and Van der Held 
[32], they assumed the average contact spot radius to be equal to 
30µm. Assuming plastic deformation of the contact spots and an 
asperity flow pressure equal to 
was proposed: 
3S , 
u 
the following correlation 
h 
C 
= 2.1 * 104 k (P/3S) s u (6.8) 
The authors pointed out that, for metals with a high degree of cold 
work such as copper, the asperity flow pressure should be equal to 
SS • No details, however, were given to incorporate this effect in 
u 
their correlation. 
Since the material macro-hardness is nearly equal to 
Eq.(6.8) can be written in dimensionless form as: 
3S [39], 
u 
C 
C 
2.1 * 104 (cr/m)(P/H) 
m 
Close inspection of Eq.(6.9) reveals that this correlation will 
be in agreement with the present model if the contacting surfaces 
are very rough and the softer surface contact hardness is close 
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(6.9) 
to the material macro-hardness. Otherwise, the Shlykov and Ganin 
correlation will be in very poor agreement with the present model. 
This fact is clearly demonstrated in Figure 6.2 for pairs PNI0102 
and PSS0708. 
6.1.5 Shlykov Correlation 
Shlykov [25] also assumed· a fixed average contact spot 
radius equal to 40µm in developing his correlation, independent 
of the surface roughness and applied contact pressure. Apart from 
the use of 3S for the asperity flow pressure, he considered the 
u 
effect of the average roughness heights separately. As he pointed 
out, a large volume of published experimental data for similar and 
dissimilar machined materials, such as aluminum, uranium, iron, 
magnox, steel, duralumin and niobium, was correlated to an accuracy 
of ±20 percent by the following correlation: 
h a/k 
C S 
= 0.32 (z P/3S )O.S6 
u 
where z is a constant which depends upon the average height of 
the surface roughness and is defined by: 
(6.10) 
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z = 1 when CLA1 + CLA2 > 30µm 
z = ~ 30 ~ 1/3 CLA1 + CLA2 when lOµm ~ CLA1 + CLA2 < 30µm 
15 
when CLA1 + CLA2 < lOµm z = CLA1 + CLA2 
The author claimed that the correlation is valid up to a 
relative contact pressure, (zP/3S ), of 2.5*10-2 and a 
u 
temperature in the contact zone not higher than 0.3 of the 
fusion point. 
If the parameter 3S 
u 
is considered to be equal to H 
m 
and normalizing Eq.(6.10), with respect to (cr/m), such that 
C 
C 
= 8.0 * 103 (cr/m)(z P/H) 
m 
then Eq.(6.12) can be used in predicting TCC for pairs 
PNI0102 and PSS0708. As shown in Figure 6.3, Eq.(6.12) 
overpredicts TCC for both pairs. The error ranges between 
300% to 200% for pair PNI0102 and between 97% to 48% 
for pair PSS0708. It is also evident from the figure that the 
disagreement between the two models decreases with increasing 
joint roughness, therefore, it can be concluded that the Shlykov 
correlation may be adequate for very rough joints or joints 
having negligible micro-hardness variation. 
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(6 .11) 
(6.12) 
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6.1.6 Mal'kov Correlation 
In the range of moderate contact pressures, Mal'kov [29] 
proposed a semi-empirical correlation for predicting TCC between 
engineering surfaces. His development was based upon Shlykov's 
analysis [25], and the average contact spot radius of 40µm was 
again considered to be the characteristic dimension. A least 
squares fit to 92 experimental data points of different materials 
prepared, using various machining processes such as turning, 
grinding and lapping, resulted in the following correlation: 
h a/k 
C S 
= 0.118 (z P/3S ) 0 · 66 
u 
in the range of relative contact pressure 
2 * 10-4 < (z P/3S) < 8 * 10-3 
u 
where z is a function of the surface roughness height and is 
defined by Eqs.(6.11). 
Obviously, the major difference between Eq.(6.13) and the 
Shlykov correlation (Eq.(6.10)) appears in the relative contact 
pressure exponent value. This unrealistic exponent, especially 
(6.13) 
for ground and lapped surfaces, may very well be attributed to the 
error associated with the determination of the temperature drop 
across the interface. As stated by Mal'kov, the first thermocouple 
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was located at 2mm from the interface, i.e., in the disturbance 
region, and only four thermocouples were employed to determine the 
temperature gradient along the specimen, 20mm high. The author 
also pointed out that the specimens were made from stainless steel 
and molybdenum and the temperature in the contact zone ranged from 
250°C to 520°C. For such poor conductivity materials, as well as 
these high working temperatures, attention must be paid to creep 
which increases the contact size and, in turn, TCC. This may be 
another possible explanation for such an unrealistic relative 
contact pressure exponent value. 
Finally, it can be concluded that the Mal'kov correlation 
is totally inadequate and unrealistic for predicting TCC between 
conforming rough surfaces. 
6.1.7 Bochorishvili and Ganin Correlations 
Bochorishvili and Ganin [84] proposed two expressions for 
the prediction of TCC between metallic rough surfaces. They also 
considered the average contact spot radius to be a fixed parameter, 
equal to 30µm regardless of the type of materials in contact 
and their surface roughnesses. Further, they used the term (3S) 
u 
for the softer material flow pressure. According to the authors, 
the prediction from the two correlations was found to be in 
satisfactory agreement with the experimental data. However, 
they suggested the following correlation: 
h 
C 
= 2.1 * 104 k (P/3S) 
s u 
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(6.14) 
to be employed when fairly rigid metallic materials are in contact 
provided that (P/3S ) « 1. 
u 
For contacts involving both hard and soft metallic surfaces 
or under heavy mechanical loads, such as (P/3S ) > 0.15, they 
u 
recommended the use of the following expression: 
h 
C 
= 6.67 * 104 (k /~)(P/3S) 
s u 
where ~ is the "form factor" given by: 
and E is defined by: 
E = (P/3S )0. 5 
u 
(6.15) 
(6.16) 
(6.17) 
Eq.(6.14) is identical to the Shlykov and Ganin correlation, 
Eq.(6.8), therefore, the comparison with the present model and 
the discussion presented in Section 6.1.4 hold for this 
equation. For the second expression, Eq.(6.15), its validity 
is beyond the scope of the present work, hence, no comparison or 
conclusion is possible regarding it. 
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6.1.8 Popov Correlation 
Following the method of Cooper et al [20], a semi-empirical 
correlation for predicting TCC between nominally flat rough 
surfaces was proposed by Popov [84]. Similar to Shlykov [25], 
the effect of the surface roughness height was considered separately 
and the average contact spot radius was assumed to be constant, 
equal to 30µm. Popov correlated a large number of experimental 
results of various engineering materials prepared using different 
machining process, and obtained the following correlation: 
h a/k 
C S = 
0.81 (z P/3S ) 0 •956 
u 
where 
12 
z =------
MRHl + MRH2 
for 
z = ~ 20 ~0.63 
MRHl + MRH2 
for 5µm ~ MRH1 + MRH2 < lOµm 
z = ~ 30 r 4 MRHl + MRH2 for lOµm < MRHl + MRH2 < 30µm 
and MRH. is the height of the highest peaks from the surface 
1 
mean line. 
(6.18) 
(6.19) 
•• 221 
Substituting 30µm for I a I and considering 3S equal to 
u 
H ' Eq.(6.18) can be written as: m 
h = 2.7 * 104 k (z P/H )0.956 (6.20) C s m 
or in terms of the dimensionless contact conductance C 
c' 
as: 
C = 2.7 * 104 (cr/m)(z P/H ) 0 •956 (6.21) 
C m 
A graphical comparison between the present model and the Popov 
correlation Eq.(6.21) is presented in Figure 6.4. Pair PZN0708 
. was employed in the comparison instead of pair PSS0708 since the 
latter possesses a maximum roughness height greater than 30µm. 
From Figure 6.4 it can be seen that Eq.(6.21) overpredicts TCC 
especially for the smoother pair. The error ranges from approximately 
135% for pair PNI0102 down to 20% for pair PZN0708. This 
suggests that Popov's correlation may be adequate for very rough 
or unworked surfaces, similar to the previous Russian correlations. 
6.1.9 Thomas and Probert Correlations 
Thomas and Probert [30] considered that the apparent contact 
area did not play a significant role in the variation of the TCC 
and they replaced it by the surface RMS roughness. Their 
dimensionless analysis yielded the following two groups: 
C* = 1/R cr k 
s 
and W* = W/cr2 H (6.22) 
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where W is the contact load, and H is the surface hardness. 
The experimental results of ten investigators for stainless steel 
and aluminum contacts were correlated into the following two 
expressions, respectively: 
C* = 9.5 (W*)o. 74 
C* = 1.9 (W*)O.]Z 
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(6.23) 
(6.24) 
The authors stated that, "Clearly, the dimensional analysis 
is incomplete" and "The fact that the data for two different 
materials falls into two well-defined groups indicates that the 
missing parameter or parameters must represent the intrinsic 
properties of the material". The authors, also, pointed out that 
the good agreement between the slopes of the correlations is 
evidence that the other variable involved is dimensionless and may 
be specific to a particular surface, i.e., another surface 
parameter. 
Since the authors did not specify what hardness value should 
be employed in their correlations, it is impossible to make any 
direct comparison between these correlations and the present model. 
However, it is evident, as the authors stated in their study, that 
these correlations are inadequate. 
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6.1.10 O'Callaghan and Probert Correlations 
Two empirical correlations for predicting TCC between 
flat smooth surfaces were developed by O'Callaghan and Probert [85]. 
Similar to Thomas and Probert [30], they correlated their 
experimental data as a function of the two dimensionless groups 
C* and W* and proposed the following correlation: 
C* = 3.91 (W*) 0 •67 
The authors combined the experimental data of Ref.[30] with their 
measurements and obtained the following correlation: 
C* = 3.73 (W*) 0 •66 
which they considered the best correlation since it covers a wide 
range of materials and possesses the least scatter. 
(6.25) 
(6.26) 
For the purpose of comparison, Eq.(6.26) can be written as: 
C 
C 
= 
3.73 
m 
(6. 27) 
where H is the Vickers micro-hardness. Since the authors did not 
state what load value or values should be used to determine the 
surface micro-hardness, the graphical comparison between Eq.(6.27) 
and the present model will be made as a function of the relative 
contact pressure P/H. 
Figure 6.5 shows the predicted dimensionless TCC values 
plotted against the relative contact pressure for pairs PNI0102 
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and PSS0708. As is evident from the figure, Eq.(6.27) remarkably 
underpredicts TCC for the smoother pair over the whole load range. 
This, in spite of the fact that Eq.(6.27), was primarily developed 
for smooth joints. On the other hand, Eq.(6.27) overpredicts 
for pair PSS0708 by approximately 28% at P/H = 10-4 , and 
underpredicts TCC by approximately 66% at P/H=lO-z. 
Based upon this comparison, it can be concluded that the 
O'Callaghan and Probert correlation is inappropriate for TCC 
predictions. It can be added that the low value of the relative 
contact pressure exponent indicates that the experimental data 
obtained and used for this correlation are improperly determined. 
TCC 
As pointed out by the authors, the greatest source of error arose 
from the temperature extrapolation procedure and the temperature drop 
across the contacts was, in general, small. 
6.2 Gap Conductance Models 
As pointed out in Chapter 3, the gap conductance between 
two smooth flat parallel surfaces separated by a distance t can 
be expressed, in general, as: 
h g = 
k g 
t + M 
(6.28) 
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where M is the effective temperature jump distance. This simple 
expression represents the basic idea for all the models proposed 
for predicting gap conductance between two rough surfaces in contact. 
In this case, however, account must be taken of the local variation 
in the gap thickness due to the surface roughness, as well as the 
effect of the applied contact pressure. Therefore, Eq.(6.28) can 
be written as: 
h = g 
k g 
t + M 
e 
where t is an effective thickness for the gap between the two 
e 
(6.29) 
surfaces and is a function of the surface roughness, as well as the 
applied load. 
Cetinkale and Fishenden [10], in one of the earlier analytical 
and experimental studies on joint conductance, conducted a number of 
experiments with steel, brass and aluminum surfaces ground to 
different degrees of surface finish, in air and other fluids. 
Based upon their experiments, they concluded that the effective gap 
thickness is independent of the applied contact pressure up to 
5.5 MPa and it can be assumed constant for higher load values 
since the contact conductance becomes predominant. From their 
measurements the authors proposed the following expression: 
t 
e 
= 
for the effective gap thickness. 
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(6.30) 
Based upon the analytical work of the previous study [10], and 
following the same procedure of data reduction, Veziroglu [26] 
compiled a large amount of experimental data taken from different 
references and developed the following correlations: 
if 
(6.31) 
if 
for the effective gap thickness. Obviously, the above expressions 
are independent of the contact pressure and similar to Eq.(6.30) 
but with different constants. 
Yovanovich [31] considered the effective gap thickness to be 
equivalent to the separation between the mean planes, Y, and, 
therefore, expressed the effective gap thickness as: 
t 
e 
= Y = 1.184 0[- in(3.132 P/H)]O.S47 (6.32) 
In contrast to the previous relationshipa this expression accounts 
for the effect of both surface roughness and contact pressure upon 
the gap conductance. 
A different approach exists in the literature which accounts 
for the variation in the local gap thickness due to the surface 
roughness only, by defining a "global gap thickness", o, such 
that 
h = k /o g g 
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(6.33) 
where o is some function of the surface roughness and the effective 
temperature jump distance. Therefore, this function can be determined 
either experimentally or theoretically. 
Rapier et al [13] investigated the thermal joint conductance 
of uranium dioxide and stainless steel contacts in vacuum and with 
different types of gases such as Helium, Argon and Neon. The gas 
pressure in these tests varied from 7 torr up to 1226 torr, 
while the contact pressure ranged from zero to 3.9 MPa. The mean 
roughness height of the tested surfaces was in the range of 0.14µm 
to 14.2µm. The authors correlated the experimentally determined 
gap conductances, obtained by subtracting the contact conductance 
from the joint conductance, to get the following semi-empirical 
expression: 
= (6.34) 
The parameters bt and X are defined by: 
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= (6.35) 
and 
(6.36) 
The authors claimed that Eq.(6.34) correlated their own measurements 
quite well, along with the experimental data available at that time. 
Also, it should be pointed out that the authors proposed four 
integral expressions which can be used to determine the global gap 
thickness, as well as the results for three idealized surface 
profiles. 
Shlykov [25] presented a theoretical expression for determining 
the global gap thickness of a particular joint using one of the 
integral expressions proposed in the previous work [13]. However, 
he incorporated the approximate "bearing-surface curve" expression 
proposed by Shvets and Dyban [24] to describe the variation of the 
local gap thickness. Shlykov's expression for the gap conductance 
takes the form: 
bt h g 
k g 
(6 .37) 
where bt and X are defined by Eqs.(6.35) and (6.36). 
Graphically, Shlykov showed that his expression was in good 
agreement with a large number of experimental data points obtained 
by different investigators for various types of metallic contacts 
in Helium, air and other gases. 
All mentioned models for predicting gap conductance between 
rough surfaces are summarized in comparable format in Table 6.1 
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to show their differences and similarities. The present gap 
conductance model proposed by Yovanovich et al [55] is also included 
in Table 6.1 for purposes of comparison. It is clear from the 
table that these models can be classified into two groups. The 
first group includes the models of Cetinkale and Fishenden, 
Rapier et al, Shlykov and Veziroglu, while the second group includes 
the Yovanovich and Yovanovich et al models. 
In the first group of models, the gap conductance was 
considered to be independent of the contact pressure and a function 
only of the sum of the arithmetic mean of the surface roughness of 
the joint members. This sum was also used in normalizing the gap 
conductance. The second group of models accounted for the variation 
of the gap thickness with contact pressure, and also, considered 
the effect of the surface roughness. However, in group two the 
RMS surface roughness is the characteristic dimension used to 
normalize the gap conductance. 
To facilitate the graphical comparison between this variety of 
models, we define a new dimensionless gap conductance parameter 
* C, as: g 
Table 6.1: 
Author(s) 
Cetinkale & Fishenden 
Rapier et al 
Shlykov 
Veziroglu 
Yovanovich 
Yovanovich et al 
Summary of Gap Conductance Models 
The Model 
b h l 
t g = ----..,,.. k 1 g o.305 + x 
O • 6 l + 0. 4 in ( 1 + 2X) 
l + 2X 
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bt hg = 10 + 10 +i._- 4[_!__+2..+IJ in (l+X) 
kg 3 x x2 x3 x2 x 
bt h 1 g 
= if b/2 > 7 .Sµm k 1 g o.264 + x 
b t h 1 g 
= if b/2 < 7 .Sµm k 1 g 1.78 + x 
(J h 1 
__J_ = 
k Y/a + M/a g 
(J h 1 
__J_ = --
k ;-g 21T J
oo 2 
exp[-(Y/cr - t/cr) /2] d(t/cr) 
0 [t/cr + M/a] 
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c: = [b:J [\:gJ = f(X) (6.38) 
Therefore, all the aforementioned models can be expressed as 
functions of the parameter X for comparison. Also, the ratio 
(bt/cr) will be assumed equal to 1.7, based upon the surface 
roughness measurements of the tested pairs. Further, the relative 
separation, Y/cr, between the mean planes will be considered equal 
to 3.09, i.e., P/H=l0-3 , since most of these models were 
developed to correlate several hundred data points obtained around 
this value of relative contact pressure. A summary of all the 
* 
models, in terms of the dimensionless parameters C and X after g 
employing the above values for (bt/cr) and (Y/cr), is presented 
in Table 6.2. The graphical comparison of these reduced 
expressions is shown in Figure 6.6 over the range of 10-2 i Xi 103• 
The Nitrogen and Helium experimental data of the tested pairs 
corresponding to the above specified (Y/cr) value are also included 
in the figure for comparison purposes. 
As is evident from Figure 6.6, the first four expressions listed 
in Table 6.2 predict very similar conductance values in the range 
of 1 i Xi 103 • However, these conductance values are in poor 
agreement with the Nitrogen data and with the predictions from the 
last three expressions in Table 6.2. Thus,it can be concluded that 
the Veziroglu expression for moderate rough surfaces (bt < 15µm) 
and the Yovanovich model are in agreement with the present model, 
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* Table 6.2: Summary of C Expressions for Comparisons g 
Author(s) 
Cetinkale & Fishenden 
Rapier at al 
Shlykov 
Veziroglu 
Yovanovich 
Yovanovich et al 
The Expression 
* 1 C = g 1 
o.305 + x 
* 0.6 C = + 0.4 .R.n (1 + 2X) g 1 
l + 2X 
C = - + - + - - 4 - + - + - .R.n (1 + X) * 10 10 4 [ 1 3 2] g 3 x x2 x3 x2 x 
* 
1 C = if b/2 > 7 .5µm g 1 
o.264 + x 
* 
1 b/2 < 7 .5µm C = if g 1 1. 78 + x 
* 
1 C = g 1 1.s16 + x 
* C = 0.678 g 
exp[-(Y/o - t/cr) /2] d(t/cr) f
(X) 2 
O [t/cr + 1.7/X] 
* O" u 10 
w I + He u 
:z 
i=! I X N2 
u 
::::> ~ 10° 
8 
a.. (3 
~ 10-1 
w 
.....I 
:z 
0 
-CJ) 
:z 
w 
:E 
cS -
·"-2 
I 4 
~~-~~-~;:;-..... =---- .,e:.q 
10- I 
I --- CETINKALE AND FISHENDEN 
2 ---- RAPIER etal 
3 •••••••••• SHLYKOV 
4 ----- VEZIROGLU (b1/2 > 7.5 µ.ml 
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as well as with the experimental results over this range of the 
parameter X. 
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On the other hand, Figure 6.6 shows that all the gap models, 
except that of Rapier et al, are in agreement with each other in 
-2 -1 the range of 10 ~ X ~ 10 • This can be explained by the fact 
that the effective temperature jump distance Mis greater than any 
local gap thickness and, in turn, the gap conductance is independent 
of the gap separation; this is the free molecule regime. In this 
regime the Rapier et al model overpredicts the gap conductance by 
1007. as a result of multiplying the gas parameter X by a factor of 2. 
As the authors stated, this factor was used to correlate the 
Hydrogen and Helium data in this range of the parameter X. The 
Helium accommodation coefficient value which was used in their 
investigation was around 0.3 similar to the value used in the present 
work. This explains why the Helium data, as shown in Figure 6.6, 
are in excellent agreement with their model. Also, this confirms 
that the Helium accommodation coefficient for the joints considered 
in the present work is around 0.55 as predicted by the gap conductance 
model. 
CHAPTER 7 
CONCLUSIONS AND RECOMMENDATIONS 
7.1 Conclusions 
Based upon the present experimental study, the following 
conclusions can be drawn: 
1. From the thermal viewpoint, very little attention has been 
given in the past three decades to understanding the 
effect of surface micro-hardness variation, in spite of 
its great importance to accurate thermal predictions. 
2. In general, none of the joint conductance models that have 
been proposed by previous investigators account for the 
effect of surface micro-hardness variation. 
3. Hardness investigation had demonstrated clearly that 
engineering surfaces exhibit micro-hardness variation 
which depends primarily upon the material type and 
secondarily upon the machining process. 
4. For the tested materials, a semi-general micro-hardness 
variation has been proposed as a function of the macro-
hardness value. This expression will prove extremely 
useful to thermal analysts. 
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5. A mechanical model for predicting the appropriate contact 
hardness value has been developed, incorporating the 
joint surface parameters and Vickers micro-hardness 
variation. This mechanical model is applicable for the 
majority of engineering systems which operate in the 
range of 10-4 < P/H < 10-z. 
- c-
6. The comparisons between the measured and predicted contact 
conductances justify the assumptions made in developing 
the mechanical model and affirm its applicability over 
the above specified range of relative contact pressures. 
7. For any particular joint, the experimental data indicates 
that the contact hardness value is independent of the 
applied load over the above specified range of relative 
contact pressures. However, the principles of the 
mechanical model may also be applied to a joint which 
operates beyond the specified range of relative contact 
pressure. 
8. The analysis and the experiments confirm that the contact 
spot area, not the shape of the contact, is important for 
both thermal and mechanical problems. This fact has been 
overlooked in the past. 
.• 239 
9. The excellent agreement between the measured and predicted 
contact conductances verifies the validity of the contact 
conductance model over a broad range of surface roughnesses 
and contact pressures for materials possessing a wide 
range of thermophysical properties. 
10. Also, the excellent agreement between the experimental and 
theoretical contact conductances demonstrates clearly 
that: 
a) the methodology used in estimating the surface 
parameters is satisfactory, yielding adequate 
information about the joint surface topography; 
b) for a particular joint, accurate estimation of the 
surface parameters is not only crucial for determining 
the appropriate contact hardness value, but is very 
important to the prediction of thermal conductance. 
11. The deviations between the light load contact conductance 
data and the theoretical predictions are not a result of 
uncertainty in the thermal measurements, surface parameters, 
thermal or mechanical properties of the tested joints. 
The experimental evidence shows, however, that the joint 
thermophysical properties, surface parameters, mean 
temperature, and contact pressure all contributed to the 
observed deviations. 
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12. For engineering joints operating in a gaseous environment, 
the theoretical analysis showed that the gap-temperature 
jump parameter, YR, is more appropriate than the inverse 
of the Knudsen number, 1/K, 
n 
for characterizing the gas 
conduction mode in the gap. This new gap parameter accounts 
for the gas properties, temperature, and pressure in the 
gap as well as the joint geometric and mechanical 
parameters. 
13. For the relatively limited range of parameters investigated, 
the Nitrogen conductance data agree extremely well with the 
predictions by the gap model. In contrast, the Helium data 
agree poorly with the predictions. 
14. The excellent agreement between the measured and predicted 
Nitrogen conductances, as well as the internal consistency 
of the Helium data, lend support to the investigated gap 
model of Yovanovich et al. 
15. The Nitrogen conductance data demonstrates that knowledge 
of the appropriate relative separation value is essential 
to accurate gap conductance predictions. This fact 
increases the importance of determining an adequate contact 
hardness value for any particular joint. 
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16. The observed apparent disagreement between the measured 
and predicted Helium conductances does not disprove the 
gap conductance model but highlights the importance of the 
light gas accommodation coefficient for accurate gap 
conductance predictions. In general, the gap conductance 
predictions will be very sensitive to the accommodation 
coefficient value whenever the gas effective temperature 
jump distance is larger than the separation between the 
contacting surfaces. 
17. Based upon the comparisons of the Nitrogen and Helium 
experimental data with the theoretical predictions, it can 
be said that joint surface conditions, such as roughness, 
cleanliness, presence of films, etc., exert first order 
effects on the value of the light gas accommodation 
coefficient and, in turn, on the predicted gap conductance. 
These conditions, by contrast, have little effect on the 
heavy gas accommodation coefficient and the predicted gap 
conductance. 
18. For engineering joints which operate in a light gas 
environment and under very light loads, a controlled 
amount of surface roughness can enhance the joint thermal 
conductance. 
•• 242 
19. The present work explains the apparent contradictory 
experimental results obtained by a number of investigators 
for nominally similar materials and raises doubts regarding 
the validity of other theoretical or empirical models 
which have been advanced as general models. 
7.2 Recommendations 
1. This work considered the case of bead blasted surfaces 
in contact with flat smooth surfaces. It is recommended, 
therefore, that further work be done to extend the validity 
of the investigated models to contacts between similar and 
dissimilar rough surfaces. 
2. Since most engineering joints have machined rough surfaces, 
it is recommended that these types of joints be examined to 
extend the applicability of these thermal conductance 
models. The experimental data from the smooth pair tests 
(lapped surfaces) strongly supports this extension. 
3. The light load experimental data indicated that several 
factors other than the joint out-of-flatness significantly 
influenced the thermal measurements. It is recommended, 
therefore, that theoretical and experimental studies be 
undertaken to investigate the significant enhancement 
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effects of these factors. Of course, these studies will 
provide an explanation for the increase in the measured 
conductance observed when the thermal flux across the 
joint was disturbed. 
4. A thorough experimental investigation over a broader range 
of surface roughness and gas pressures, employing different 
types of materials and gases is recommended to affirm the 
validity of the gap conductance model for different types 
of contacts. 
5. Based upon the experimental evidence, it is suggested 
that the Helium accommodation coefficient value is between 
0.55 and 0.65 for practical engineering joints. However, 
it is recommended that further work be done to determine 
more accurate and reliable accommodation coefficient data 
for different combinations of gases and engineering surfaces. 
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APPENDIX A: HARDNESS TESTS 
A.l Brinell Hardness Test 
A.1.1 Definition 
A hard ball of diameter D(mm) is pressed gently into a 
smooth flat metal surface under a known load L(N), and the diameter 
of the resulting indentation d(mm) is measured by means of a 
microscope. The Brinell hardness (BH) is expressed as the load 
L(N) divided by the curved area of the indentation in 
that 
BH = 21 ~~~~~~~MPa 
TID(D -V D2-d2) 
A.1.2 Indentation Size 
mm2 
' 
so 
(A. l) 
The indentation diameter d is determined from the mean of 
two diameter measurements made at right angles to each other and 
the indentation size should be such that d/D = 0.25 - 0.6. 
A.1.3 Loads and Loading Times 
The load must be applied without shock or vibration in a 
direction at right angles to the test specimen and the full load 
must be maintained for 30 sec. for steels and other materials 
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of similar hardness. For brasses, bronzes and other softer metals 
the full load must be maintained for at least 60 sec. The British 
Standards for Brinell ball tests on metals [B.S.240:Part 1:1962], 
as well as ASTME Specifications [ASTME ElO], specify the following 
loads and loading ratios (L/D2) for various metals: 
Specimen Loading Load (L/9.8l)N for Suggested Ratio 
Range of 
L/9.81D2 BH/9.81 D = 1mm D = 2mm D = 5mm D = 10mm 
over 100 30 30 120 750 3000 
30 - 200 10 10 40 250 1000 
15 - 100 5 5 20 125 500 
3 - 20 1 1 4 25 100 
Brinell hardness values for the various metals which were 
employed in this investigation were determined using a 10mm 
diameter steel ball and 29.43 kN load. 
A.1.4 Test Specimen 
Test specimen thickness should be not less than 10 times 
the indentation depth and no marking should appear on the side of 
the specimen apposite the indentation. Also, it is required that 
the centre of any indentation must be not less than 3 times the 
indentation diameter d from the free edge of the test specimen. 
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The distance between the centers of any adjacent indentations must 
be not less than 4 times the indentation diameter to prevent 
error due to interference between the strain-hardened zones around 
the indentations. The surface of the test specimen should be flat 
and reasonably well polished, otherwise difficulty will be 
experienced in making an accurate determination of the diameter 
of the indentation. 
Figure A.l: 
BH = 2L = 
'1'0(0-/02- d2 ) 
L 
1f' 0 t 
Deformation of a Flat Surface 
by a Brinell Ball Indenter 
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A.2 Rockwell Hardness Test 
A.2.1 Definition 
The Rockwell test is a static indentation test similar to 
the Brinell test. It differs in that it measures the permanent 
increase in the indentation depth from the depth reached under a 
minor load of 98.lN, due to the application of an additional load. 
Measurement is made after recovery which takes place following the 
removal of this additional load. The Rockwell hardness number is 
a direct reading (in units of 0.002mm) from the dial gauge attached 
to the Rockwell machine while the minor load is still imposed. 
A.2.2 Indenters 
According to the material being tested, the indenter may be a 
120° diamond cone with a blending spherical apex of 0.2mm radius 
or a steel ball indenter. The steel ball indenter is normally 
.l.588mm in diameter, but others of larger diameters such as 
3.175, 6.350, or 12.7 mm may be employed for soft materials. 
A.2.3 Loads and Scales 
Rockwell machines are constructed to apply a fixed minor load 
of 98.lN which is used to establish the measurement datum. This 
is followed by an additional load, within 2-8 sec., which may be 
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0.49, 0.88, or 1.37 kN. The combination of the three loads and 
five indenters gives fifteen conditions of test; each has its own 
hardness scale. These conditions and scales are standardized by 
the ASTM [ASTM El8]. 
There is no Rockwell hardness value designated by a number 
alone because it is necessary to indicate which indenter and load 
have been used in making the test. Therefore, a prefix letter is 
employed to designate the scale and test condition. Of these scales, 
B and C are the most widely used. For B scale, a 0.88 kN 
additional load with a 1.588mm diameter steel ball indenter is 
used, while a 1.37 kN and a diamond cone indenter are employed 
in scale C. Scale B was used in measuring the hardness of the 
materials employed in the present investigation. 
The Rockwell scales are divided into 100 divisions, each 
equivalent to 0.002mm of recovered indentation. Since the scales 
are reversed, the number is higher the harder the material, as shown 
by the following expressions which define the Rockwell B and C 
numbers: 
Rockwell B = RB 
and 
Rockwell C = RC 
= 130 _ depth of penetration (mm) 0.002 
= 100 _ depth of penetration (mm) 0.002 
(A.2) 
(A.3) 
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A.2.4 Test Specimen 
In general, the thickness of the test specimen must be such 
that no bulge or other marking appears on the surface of the specimen 
opposite the indentation, since in such cases, the depth of the 
indentation is noticeably affected by the supporting anvil. For 
very hard materials, the thickness may be as little as about 
0.254mm. For steels and other materials of similar hardness, the 
specimen thickness should be not less than 2mm. The distance 
between the centers of adjacent indentations or to the edge of the 
test specimen should be at least: 
a 1.6mm for 65 - 59 RC 
b 3.2mm for 55 - 20 RC, 100 - 80 RB 
C 4.8mm for 60 - 40 RB 
The surface of the test specimen, as well as the surface in 
contact with the anvil, must be smooth, flat and free from scale, 
oxide films, pits and foreign materials that might crush or flow 
under the test pressure and so affect the results. 
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A.3 Vickers Hardness Test 
A.3.1 Definition 
A polished pointed square-based right diamond pyramid is 
pressed into a smooth flat metal surface under a static load L(N) 
and the mean diagonal of the resultant indentation, d (mm), 
V 
is 
measured by means of a microscope. The Vickers hardness is equal 
to the applied load divided by the pyramid indentation area. Since 
the diamond pyramid has an angle of 136° between opposite faces 
and 148° between the opposite edges, the Vickers hardness is 
given by: 
w = 21 Sin 68 
d2 
V 
= 
A.3.2 Loads and Loading Times 
1.8544 L 
d2 
V 
MPa 
For macro-hardness tests, the loads usually range from 
98.lN to 1.18 kN in increments of 49.05N. However, a 98.lN 
load is commonly used and 294.3N load is seldom exceeded. For 
micro-hardness tests, the loads are commonly less than 9.81N. 
(A.4) 
Loads most frequently employed in Vickers micro-hardness measurements 
lie in the range 4.91N to 0.05N. The typical loads used in the 
present work were 4.905, 2.943, 1.962, 0.981, 0.491, 0.245, 
and 0.147N. 
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For steel and other materials of similar harness, the full 
load must be maintained for 10-15 sec. and then removed without 
distorting the indentation. For softer materials, a load duration 
between 15 sec. and 30 sec. is recommended. The velocity of 
load application must be between 0.003mm/sec. to 0.012mm/sec. 
A.3.3 Test Specimen 
The specimen thickness must be at least 1.5 times the 
indentation diagonal and the distance between the centre of the 
indentation and any edge of the test specimen or any other 
indentations must not be less than 2.5 times the indentation 
diagonal. The test surface must be polished to provide high 
reflectivity and the RMS surface roughness must not exceed 
O.lµm. Also, the selected spot for micro-hardness measurements 
must be free from scratches that interfere with the diagonal 
measurements. For further details the reader is referred to 
ASTM Specifications [ASTM E92] or the British Standards, [B.S.427: 
Part 1:1961]. 
( b) 
(c) 
dv =(d1 +d2)/2 ,dvlf =1 
Figure A.2: Vickers Indenter and Indentation Geometry 
a) Indenter, b) Indentation, 
c) Indentation Ge9metry. 
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Table A.l: Vickers Micro-Hardness Measurements 
Material H ,MPa 4.905 2.943 
V 
Max. 1924 1928 
Zr-4 Min. 1905 1907 
Ava. 1915 1919 
Max. 1956 2074 
Zr-2.5wt7.Nb Min. 1883 1976 
Ava. 1900 2043 
Max. 2114 2264 
Ni200 Min. 1973 2273 
Ava. 2073 2268 
Max. 2457 2630 
SS304 Min. 2397 2557 
Ava. 2414 2579 
Max. 1501 1526 
Armco iron Min. 1430 1448 
Ava. 1460 1506 
Max. 1794 1893 
Zr-4 Min. 1777 1817 
Ava. 1782 1858 
Indenter Load, N 
1.962 0.981 0.491 
2029 2232 2520 
1986 2171 2442 
2013 2200 2468 
2246 2477 2839 
2118 2406 2587 
2177 2441 2767 
2455 2620 3057 
2308 2542 2871 
2419 2597 2995 
2807 3158 3361 
2731 3031 3301 
2758 3056 3325 
1626 1717 1946 
1540 1645 1821 
1590 1678 1859 
1945 2042 2092 
1914 1988 2196 
1928 2023 2163 
0.245 
2776 
2691 
2742 
3185 
2691 
2941 
3294 
3266 
3272 
3658 
3530 
3607 
2134 
1943 
2018 
2256 
2193 
2227 
0.147 
3121 
3056 
3102 
3332 
3224 
3274 
3564 
3524 
3555 
3914 
3733 
3804 
2118 
1960 
2054 
2429 
2318 
2362 
. 
N 
°' l,.J 
APPENDIX B: CONTACT SURFACE PREPARATION AND PARAMETERS 
B.l Bead Blasting Device 
Preliminary thermal tests were carried out on surfaces 
roughened in a sandblasting machine charged with glass beads. 
Surface roughness was accomplished by directing normal to the 
surface, in random fashion, a blasting gun which produced a jet 
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of air containing glass beads. This technique dramatically altered 
the surface flatness and resulted in uneven temperature gradient 
along the test specimen. Moreover, the previous thermal results 
could not be repeated when the same pair was re-assembled. 
To overcome this problem, the device shown in Figure B.l 
was designed by the writer and used to prepare the roughened 
surfaces. The device consisted of a steel nozzle mounted in a 
stationary holder and connected to a bead chamber. The bead chamber 
was also connected to an 827 kPa air line by means of a regulating 
valve. An adjustable specimen holder was attached to the device 
base parallel to the nozzle so that the distance between the nozzle 
outlet and the specimen surface could be adjusted. By filling the 
bead chamber with the desired beads and pressurizing it a jet of 
high velocity glass beads could be projected normal to the specimen 
surface. 
Compressed air ts .. LL 
Bead chamber 
~ Blasting distance ~ 
Figure B.l: Schematic of Glass Bead Blasting Device 
Adjustable holder 
. 
N 
°' U1
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In general, this device was used inside the sandblasting machine 
cabinet to prevent the glass dust from contaminating the air. 
Different surface textures were obtained by: a) using different 
grades of glass beads, b) varying the blast pressure, and c) varying 
the distance between the nozzle holder and the specimen surface. 
Due to the different sizes and weights of the glass beads, as well 
as the specimen materials, it is very difficult to make firm 
recommendations about the quantity of beads, the blast pressure, 
or the distance between the specimen surface and the nozzle holder. 
However, some simple, but necessary experimentation is recommended 
for any particular material. The different grades of glass beads 
as well as their size ranges are shown in Table B.l. 
Table B.l: Glass Bead Grades 
Bead U.S. Sieve Glass Size Minimum 
Number Size Range,j.lIIl Sphere Count 
1 140 - 230 105 - 62 907. 
2 60 - 80 250 - 177 807. 
3 40 - 50 420 - 297 707. 
4 20 - 30 840 - 590 657. 
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B.2 Estimation of Surface Parameters 
For a particular joint, the prediction of the thermal conduc-
tance requires, among many other parameters, knowledge about the 
topographical parameters of the joint before assembly. This is 
usually obtained by means of a stylus profilometer. However, 
accurate measurement of surface parameters depends upon a number 
of factors. The most important one is the ability to specify the 
appropriate sampling length for the surface under consideration. 
Sampling length can be defined as the physical length of the 
surface over which the parameter is to be measured. It must be 
large enough to have statistical significance without being so long 
as to include irrelevant details. The profilometer built in 
sampling length is called the cut-off length. Usually, several 
measurements over consecutive cut-off lengths are made by the 
instrument and the length is called the assessment length. Generally, 
the assessment length is shorter than the stylus traverse length 
to allow the electrical and mechanical elements to attain steady 
operation before the measurement is taken. 
Many instruments offer a range of cut-off lengths so that it 
is necessary to select the appropriate one which suits the surface 
under examination. In other words, we will be able to measure a 
particular surface parameter if one of the instrument cut-off lengths 
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is equal to the surface sampling length. Practically speaking, this 
is a very difficult problem as it is impossible to specify or deter-
mine the appropriate cut-off length for a particular parameter in 
advance. 
From an extensive series of measurements on surfaces having 
different textures it was observed that the measurements of a 
particular parameter made with a progressive increase in the cut-off 
length would reach a value beyond which an increase in the cut-off 
length would lead to a slight increase in the value of this 
parameter. In light of this observation, as well as the definition 
of the surface physical sampling length, it was decided that a 
particular surface parameter could be estimated by averaging all the 
values which agreed within ±10%. This technique was used in 
estimating the joint topographical parameters for the thermal 
predictions. An actual illustration of this technique is given in 
Tables B.2 and B.3. 
Finally, it is desirable to call attention to the importance of 
instrument calibration and measurement procedures as recommended by 
the manufacturer. It is also recommended that some experimentation 
with "Roughness Comparison Specimens" may be useful, especially for 
a new operator. 
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Table B.2: Surface Parameters Estimation for Surface SS 02 
Cut-off 
Length, mm 0.08 0.25 0.80 2.50 8.00 
Traverse 
Length, mm 2.16 3.50 7.20 10.0 8.00 
a ' µm 0.157 0.181 1.181 0.180 0.232 
m 0.047 0.047 0.047 0.021 0.047 
Estimated values are: a = 0.181 µm, m = 0.047 
Table B.3: Surface Parameters Estimation for Surface SS 07 
Cut-off 
Length, mm 0.08 0.25 0.80 2.50 8.00 
Traverse 
Length, mm 2.16 3.50 7.20 10.0 8.00 
a ' µm 1.96 5.02 8.92 10.44 11.46 
m 0.158 0.180 0.183 0.148 0.190 
Estimated values are: a = 10.95 µm, m = 0.184 
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B.3 Surface Preparation and Parameters 
Table B.4 contains the necessary information about test surface 
preparation after turning, and the estimated surface characteristics. 
Throughout this table only, the following abbreviations are used 
for: 
BD = Blast Distance, cm 
BN = Bead Number, Table B.l 
BP = Blast Pressure 
G = Ground 
HL = Hand Lapped 
L = Mechanically Lapped 
•• 271 
Table B.4: Surface Preparation and Parameters 
BN/BP/BD (J 
103 m 
CLA MRH 
Surface Machining -/kPa/cm µm µm µm 
NI 01 G,L,G,HL 0.767 95 0.57 1.695 
NI 02 G,L,G,HL 0.474 55 0.338 1.097 
NI 03 G,L,G,HL 1/207/27 3.427 185 2.8 10.80 
NI 04 G,L,HL 0.202 45 0.136 0.50 
NI 05 G,L,G,HL 2/276/27 4.237 186 3.405 13.03 
NI 06 G,L,HL 0.23 26 0.148 0.35 
NI 07 G,L,G,HL 3/689/27 9.522 223 7.66 28.2 
NI 08 G,L,HL 0.225 48 0.144 0.473 
NI 09 G,L,G,HL 4/689/27 13.94 232 11.39 35.07 
NI 10 G,L,HL 0.23 26 0.146 0.348 
ss 01 G,L,G,HL 0.442 54 0.315 1.06 
ss 02 G,L,HL 0.181 47 0.127 0.633 
ss 03 G,L,G,HL 2/276/27 2.708 114 2.137 9.228 
ss 04 G,L,HL 0.18 21 0.125 0.314 
ss 05 G,L,G,HL 3/689/27 5.864 136 4. 715 17.81 
ss 06 G,L,G,HL 0.426 52 0.305 1.06 
ss 07 G,L,G,HL 4/689/27 10.95 184 8.88 30.0 
ss 08 G,L,HL 0.223 47 0.166 0.90 
ZN 01 G,L,G,HL 0.865 77 0.615 2.52 
ZN 02 G,L,HL 0.319 31 0.228 0.803 
Continued ••• 
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Table B.4 (continued •. ) 
BN/BP/BD 0 
103 m 
CLA MRH 
Surface Machining -/kPa/cm µm µm ].lm 
ZN 03 G,L,G,HL 2/276/27 2.447 154 1.958 8.26 
ZN 04 G,L,G,HL 0.533 50 0.416 1.18 
ZN 05 G,L,G,HL 3/413/27 5.959 177 4.81 17.73 
ZN 06 G,L,G,HL 0.598 51 0.425 1.61 
ZN 07 G,L,G,HL 4/413/27 8.781 193 7.057 24.11 
ZN 08 G,L,G,HL 0.692 53 0.513 1. 70 
Z4 01 G,L,G,HL 0.469 38 0.368 1.39 
Z4 02 G,L,G,HL 0.389 31 0.284 1.21 
Z4 03 G,L,G,HL 2/276/27 2.663 136 2.112 8.10 
Z4 04 G,L,G,HL 0.694 58 0.51 1. 76 
Z4 05 G,L,G,HL 3/413/27 3.076 119 2.484 9.03 
Z4 06 G,L,G,HL 0.642 50 0.463 1.65 
Z4 07 G,L,G,HL 4/276/20 7.892 203 6.347 19.62 
Z4 08 G,L,G,HL 0.679 40 0.519 1.65 
ss 09 G,L,G,HL 3/551/27 5.648 149 4.498 18.19 
ss 10 G,L,G,HL 0.252 36 0.191 0.76 
ss 11 G,L,G,HL 3/551/27 5.607 148 4.489 17.67 
ss 12 G,L,G,HL 0.186 28 0.138 0.51 
ss 13 G,HL 3/413/27 6.283 190 5.028 20.42 
ss 14 G,HL 0.23 42 0.168 0.55 
Continued •.• 
Table B.4 (continued ••• ) 
BN/BP/BD a CLA MRH 
Surface Machining -/kPa/cm µm 103 m µm µm 
ss 
ss 
15 G,HL 2/413/27 4.015 163 3.201 12.61 
16 G,HL 0.211 40 0.157 0.51 
CLA = arithmetic mean of roughness heights from the surface 
mean line 
MRH = height of the highest peaks from the surface mean line 
m = surface mean absolute slope 
a= RMS surface roughness 
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APPENDIX C 
THERMAL TEST RESULTS AND COMPARISONS 
Vacuum Results 278 
a) Ni200 278 
b) SS304 288 
c) Zr-2.5wt% Nb 296 
d) Zr-4 304 
Gas Results 312 
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Table C.l: Test Results of Pair PNI0102 
Run p Tm 6.T ks Q he 
No. kPa oc oc W/mK w W/m2 K 
1 495 115. 7 20.8 75.6 32.5 3183 
2 588 114.1 18.6 75.7 32.7 3583 
3 734 111.6 15.9 75.8 33.0 4229 
4 861 110.1 14.0 75.9 33.0 4785 
5 1008 109.7 12.7 76.0 33.0 5277 
6 1134 109.0 11.8 76.0 33.1 5691 
7 1355 107.9 10.3 76.1 33.0 6507 
8 1573 106.6 9.3 76.2 33.0 7256 
9 1803 105.9 8.3 76.2 33.1 8116 
10 2020 105.0 7.5 76.3 33.1 9037 
11 2251 104.3 6.9 76.3 33.1 9724 
12 2677 103.4 6.0 76.4 33.0 11228 
13 3138 102.3 5.3 76.4 32.9 12762 
14 3596 101.8 4.8 76.5 32.9 13941 
15 4085 142.2 5.7 73.8 46.6 16589 
16 4481 141.5 5.3 73.9 46.5 17918 
17 4916 140.6 4.8 73.9 46.4 19569 
18 5388 139.6 4.2 74.0 46.3 22316 
19 5802 138.8 4.0 74.0 46.2 23621 
20 6299 138.1 3.6 74.1 45.9 26062 
21 7176 137.2 3.2 74.1 45.8 29352 
22 8058 136.2 2.8 74.2 45.6 33175 
23 8830 135.6 2.6 74.3 45.5 35957 
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Table C.2: Test Results of Pair PNI0304 
Run p Tm 6.T ks Q he 
No. kPa oc oc W/mK w W/m2 K 
1 477 118.9 36.8 75.3 31. 7 1750 
2 591 116.8 33.7 75.5 31.8 1922 
3 732 114.3 28.7 75.6 32.1 2275 
4 865 112.5 25.6 75.8 32.2 2562 
5 998 110.9 23.4 75.9 32.2 2797 
6 1140 109.9 21.3 75.9 32.3 3085 
7 1361 108.2 18.8 76.0 32.4 3524 
8 1634 107.2 16.5 76.1 32.4 4000 
9 1814 106.6 15.2 76.2 32.6 4372 
10 2018 105.4 14.1 76.2 32.7 4720 
11 2260 104.5 12.7 76.3 32.7 5225 
12 2734 102.7 10.5 76.4 32.5 6283 
13 3150 101.8 9.3 76.5 32.6 7172 
14 3586 101.2 8.1 76.5 32.5 8163 
15 4069 100.6 7.2 76.6 32.5 9235 
16 4495 99.7 6.3 76.6 32.4 10457 
17 4929 98.9 5.9 76.7 32.4 11237 
18 5377 98.2 5.6 76.7 32.4 11814 
19 5837 98.0 5.0 76.7 32.4 13083 
20 6305 97.8 4.7 76.7 32.2 13999 
21 7252 134.8 5.8 74.3 44.9 15655 
22 8050 134.4 5.3 74.3 44.9 17149 
23 8800 134.4 4.8 74.3 44.9 19091 
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Table C.3: Test Results of Pair PNI0506 
Run p Tm l:,.T ks Q he 
No. kPa oc oc W/mK w W/m2 K 
1 493 124.4 48.7 75.0 31.1 1303 
2 586 123.2 44.8 75.0 31.4 1425 
3 723 119.8 38.6 75.3 31.8 1678 
4 870 118.0 33.8 75.4 31.8 1915 
5 1008 117 .5 30.3 75.4 31.9 2148 
6 1131 116.5 28.2 75.5 32.0 2317 
7 1350 113.8 24.5 75.7 32.3 2685 
8 1579 112.0 22.0 75.8 32.5 2999 
9 1808 110.6 20.0 75.9 32.5 3307 
10 2031 108.9 17.8 76.0 32.5 3729 
11 2346 108.1 15.3 76.1 32.2 4293 
12 2694 107.9 13.5 76.1 32.4 4881 
13 3124 106.2 11.6 76.2 32.5 5713 
14 3594 105.6 10.2 76.2 32.4 6451 
15 4021 104.1 9.1 76.3 32.6 7345 
16 4489 103.1 8.1 76.4 32.5 8153 
17 4940 102.6 7.5 76.4 32.6 8836 
18 5362 101.9 6.9 76.5 32.6 9655 
19 5832 101.6 6.4 76.5 32.5 10306 
20 6284 102.9 5.9 76.4 32.3 11114 
21 7165 102.1 5.2 76.5 32.3 12792 
22 8074 101.7 4.6 76.5 32.3 14375 
23 8886 138.6 6.2 74.2 45.1 14901 
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Table C.4: Test Results of Pair PNI0708 
Run p Tm b.T ks Q he 
No. kPa oc oc W/mK w W/m2 K 
1 461 131.1 61.0 74.5 29.7 994 
2 596 128.7 57.2 74.7 30.2 1075 
3 727 125.3 51.2 74.9 30.4 1209 
4 868 122.7 46.0 75.1 30.5 1351 
5 1000 120.2 42.2 75.2 30.8 1489 
6 1139 118.0 38.3 75.4 31.0 1646 
7 1368 116.0 33.2 75.5 31.1 1908 
8 1591 114.6 29.6 75.6 31.2 2148 
9 1827 113.5 26.9 75.7 31.4 2384 
10 2033 112.8 24.7 75.8 31.4 2592 
11 2248 110. 7 22.2 75.9 31. 7 2904 
12 2685 108.3 18.7 76.0 31.8 3469 
13 3138 107.2 16.0 76.1 31.8 4065 
14 3598 105.5 14.3 76.2 31.9 4548 
15 4053 104.5 12.9 76.3 31.9 5024 
16 4534 104.0 11.5 76.3 31.8 5629 
17 4929 103.6 10.7 76.4 31. 7 6051 
18 5389 109.5 10.6 76.0 31. 7 6473 
19 5836 109.4 9.8 76.0 33.9 7081 
20 6273 108.7 9.0 76.0 34.1 7716 
21 7164 107.6 8.1 76.1 34.1 8561 
22 8055 107.3 7.2 76.1 34.1 9672 
23 8779 106.0 4.5 76.2 34.0 10716 
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Table C.5: Test Results of Pair PNI0910 
Run p Tm /J.T ks Q he 
No. kPa oc oc W/mK w W/m2 K 
1 473 134.2 84.0 74.2 27.6 670 
2 592 133.6 80.9 74.3 28.0 703 
3 727 129.9 71.1 74.6 28.6 819 
4 859 125.8 63.1 74.8 29.0 937 
5 995 123.2 57.7 75.2 29.2 1029 
6 1133 120.9 52.5 75.2 29.4 1141 
7 1390 118.5 44.4 75.4 29.7 1362 
8 1590 116.6 40.3 75.5 29.9 1508 
9 1823 114.5 35.2 75.6 29.9 1730 
10 2031 114.1 32.7 75.6 30.2 1884 
11 2255 111.4 29.3 75.8 30.3 2112 
12 2716 109.4 24.7 76.0 30.5 2517 
13 3127 107.2 21.4 76.1 30.7 2922 
14 3592 105.5 19.0 76.2 30.8 3298 
15 4069 104.6 16.8 76.3 30.9 3751 
16 4509 103.5 15.0 76.4 30.7 4158 
17 4947 103.3 14.0 76.4 30.7 4458 
18 5412 102.3 12.7 76.4 30.8 4925 
19 5816 101.7 11.9 76.5 30.7 5243 
20 6280 100.9 11.1 76.5 30.7 5636 
21 7184 100.2 9.6 76.6 30.8 6498 
22 8083 99.6 8.6 76.6 30.7 7283 
23 8792 99.1 8.0 76.7 30.8 7895 
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Table C.6: Comparison B~tween Theory and Test Results of Pair PNI0102 
Run p 103 P/H 103 C 103 Cc C No. kPa C Test Theory % Diff. 
1 495 0.135 0.345 0.263 31.2 
2 588 0.161 0.388 0.311 24.8 
3 734 0.200 0.457 0.383 19.3 
4 861 0.235 0.517 0.446 15.9 
5 1008 0.275 0.570 0.518 10.0 
6 1134 0.310 0.614 0.580 5.9 
7 1355 0.370 0.701 0.687 2.0 
8 1573 0.429 0.781 0.790 - 1.1 
9 1803 0.492 0.873 0.900 - 3.0 
10 2020 0.552 0.972 1.004 - 3.2 
11 2251 0.615 1.045 1.113 - 6.1 
12 2677 0.731 1.206 1.311 - 8.0 
13 3138 0.857 1.369 1.525 -10.2 
14 3596 0.982 1.495 1.735 -13.8 
15 4085 1.115 1.843 1.958 - 5.9 
16 4481 1.223 1.989 2.138 - 7.0 
17 4916 1.342 2.171 2.335 - 7.0 
18 5388 1.471 2.473 2.548 - 2.9 
19 5802 1.584 2.618 2.733 - 4.2 
20 6299 1. 720 2.884 2.956 - 2.4 
21 7176 1.959 3.246 3.345 - 3.0 
22 8058 2.200 3.666 3.734 - 1.8 
23 8830 2.411 3 .971 4.074 - 2.5 
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Table C.7: Comparison Between Theory and Test Results of Pair PNI0304 
Run p 103 P/H 103 C 103 C C C No. kPa C Test Theory % Diff. 
1 477 0.160 0.420 0.310 35.5 
2 591 0.199 0.460 0.381 20.7 
3 732 0.246 0.543 0.466 16.5 
4 865 0.291 0.611 0.547 11. 7 
5 998 0.336 0.666 0.627 6.2 
6 1140 0.383 0.734 0.709 3.5 
7 1361 0.458 0.837 0.841 - 4.8 
8 1634 0.550 0.949 1.001 - 5.2 
9 1814 0.610 1.037 1.104 - 6.1 
10 2018 0.679 1.119 1.222 - 8.4 
11 2260 0.760 1.237 1.360 - 9.0 
12 2734 0.920 1.486 1.631 - 8.9 
13 3150 1.060 1.695 1.866 - 9.2 
14 3586 1.206 1.928 2.110 - 8.6 
15 4069 1.369 2.180 2.380 - 8.4 
16 4495 1.512 2.466 2.615 - 5.7 
17 4929 1.658 2.648 2.854 - 7.2 
18 5377 1.809 2.783 3.101 -10.3 
19 5837 1.963 3.081 3.351 - 8.1 
20 6305 2.121 3.296 3.607 - 8.6 
21 7252 2.439 3.807 4.119 - 7.6 
22 8050 2.708 4.169 4.549 - 8.4 
23 8800 2.960 4.641 4.950 - 6.2 
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Table C.8: Comparison Between Theory and Test Results of Pair PNI0506 
Run p 103 P/H 10
3 C 103 C C C 
No. kPa C Test Theory % Diff. 
1 493 0.176 0.392 0.339 15.6 
2 586 0.209 0.429 0.399 7.5 
3 723 0.258 0.503 0.487 3.3 
4 870 0.310 0.573 0.580 - 1.2 
5 1008 0.360 0.627 0.669 - 6.3 
6 1131 0.403 0.693 0.745 - 7.0 
7 1350 0.482 0.801 0.883 - 9.3 
8 1579 0.563 0.893 1.023 -12.7 
9 1808 0.645 0.983 1.164 -15.6 
10 2031 o. 724 1.107 1.299 -14.8 
11 2346 0.837 1.274 1.491 -14.6 
12 2694 0.961 1.448 1.700 -14.8 
13 3124 1.114 1.693 1.956 -13.4 
14 3594 1.282 1.910 2.236 -14.6 
15 4021 1.434 2.172 2.487 -12.7 
16 4489 1.601 2.409 2.761 -12.8 
17 4940 1. 762 2.610 3.024 -13.7 
18 5362 1.913 2.850 3.270 -12.8 
19 5832 2.080 3.041 3.541 -14.1 
20 6284 2.241 3.284 3.800 -13.6 
21 7165 2.556 3 .776 4.306 -12.3 
22 8074 2.880 4.242 4.823 -12.1 
23 8886 3.170 4.532 5.283 -14.2 
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Table C.9: Comparison Between Theory and Test Results of Pair PNI0708 
Run p 103 P/H 10
3 C 103 C C C 
No. kPa C Test Theory % Di££. 
1 461 0.193 0.557 0.370 50.5 
2 596 0.250 0.602 0.473 27.3 
3 727 0.305 0.674 0.571 18.0 
4 868 0.364 0.752 0.676 11.2 
5 1000 0.420 0.827 o. 774 6.9 
6 1139 0.478 0.912 0.876 4.1 
7 1368 0.574 1.055 1.042 1.3 
8 1591 0.668 1.187 1.204 - 1.4 
9 1827 0.767 1.316 1.372 - 4.1 
10 2033 0.853 1.429 1.518 - 5.9 
11 2248 0.943 1.599 1.670 - 4.3 
12 2685 1.127 1.906 1.978 - 3.6 
13 3138 1.317 2.231 2.294 - 2.8 
14 3598 1.510 2.493 2.612 - 4.6 
15 4053 1. 701 2.751 2.925 - 6.0 
16 4534 1.903 3.081 3.254 - 5.3 
17 4929 2.069 3.311 3.523 - 6.0 
18 5385 2.260 3.560 3.831 - 7.1 
19 5836 2.449 3.893 4.135 - 5.9 
20 6273 2.633 4.240 4.429 - 4.3 
21 7164 3.006 4.701 5.023 - 6.4 
22 8055 3.380 5.309 5.615 - 5.5 
23 8779 3.684 5.876 6.094 - 3.6 
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Table C.10: Comparison Between Theory and Test Results of Pair PNI0910 
Run p 103 P/H 10
3 Cc 103 Cc 
No. kPa C Test Theory % Diff. 
1 473 0.218 0.540 0.415 30.1 
2 592 0.273 0.566 0.514 10.1 
3 727 0.335 0.657 0.625 5.1 
4 859 0.396 0.749 0.732 2.3 
5 995 0.459 0.819 0.843 - 2.9 
6 1133 0.523 0.908 0.954 - 4.8 
7 1390 0.641 1.081 1.157 - 6.6 
8 1590 0.734 1.195 1.316 - 9.2 
9 1823 0.841 1.369 1.498 - 8.6 
10 2031 0.937 1.490 1.660 -10.2 
11 2255 1.040 1.666 1.833 - 9.1 
12 2716 1.253 1.982 2.188 - 9.4 
13 3127 1.443 2.297 2.502 - 8.2 
14 3592 1.657 2.589 2.853 - 9.3 
15 4069 1.877 2.942 3.211 - 8.4 
16 4509 2.080 3.258 3.541 - 8.0 
17 4947 2.283 3.492 3.868 - 9.7 
18 5412 2.497 3.855 4.212 - 8.5 
19 5816 2.684 4.102 4.511 - 9.1 
20 6280 2.898 4.407 4.852 - 9.2 
21 7184 3.315 5 .077 5.513 - 7.9 
22 8083 3.730 5.688 6.166 - 7.8 
23 8792 4.057 6.163 6.679 - 7.7 
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Table C.11: Test Results of Pair PSS0102 
Run p Tm !::.T ks Q he 
No. kPa oc oc W/mK w W/m2 K 
1 446 151.8 47.8 19.3 16.6 706 
2 592 148.3 36.5 19.3 17.1 954 
3 730 145.1 30.1 19.2 17.3 1171 
4 866 143.1 26.3 19.2 17.5 1356 
5 1008 141.2 23.0 19.2 17.4 1540 
6 1133 140.0 20.9 19.1 17.4 1695 
7 1362 137.8 18.0 19.1 17.3 1966 
8 1592 136.6 16.0 19.1 17.4 2221 
9 1859 136.0 14.4 19.1 17.5 2470 
10 2012 135.0 13.6 19.1 17.5 2620 
11 2250 134.3 12.3 19.l 17.4 2879 
12 2691 132.3 10.4 19.0 17.4 3415 
13 3148 131.5 8.9 19.0 17.4 3969 
14 3590 130.2 7.9 19.0 17.2 4457 
15 4050 129.7 6.7 19.0 17.3 5124 
16 4493 129.3 6.1 19.0 17.3 5736 
17 4931 128.6 5.7 19.0 17.2 6129 
18 5372 128.2 5.3 19.0 17.2 6591 
19 5741 164.3 5.8 19.5 21.9 7691 
20 6248 164.5 5.6 19.5 21.8 7973 
21 7153 163.5 4.9 19.5 21.8 9001 
22 8053 163.0 4.4 19.5 21.8 10125 
23 8820 162.5 3.9 19.5 21. 7 11321 
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Table C.12: Test Results of Pair PSS0304 
Run p Tm l>.T ks Q he 
No. kPa oc oc W/mK w W/m2 K 
1 431 156.0 94.5 19.4 13.9 300 
2 597 152.9 82.0 19.3 14.5 359 
3 738 150.1 72.8 19.3 14.8 413 
4 863 147.7 65.6 19.3 14.8 460 
5 1008 146.5 59.2 19.2 14.9 513 
6 1125 144.4 55.5 19.2 15.2 557 
7 1353 142.3 49.0 19.2 15.4 638 
8 1577 140.4 44.2 19.1 15.6 718 
9 1789 138.7 41.1 19.1 15.6 775 
10 2016 137.1 36.8 19.1 15.8 876 
11 2242 135.7 33.9 19.1 15.9 954 
12 2677 133.2 28.8 19.0 15.9 1122 
13 3153 131.8 24.7 19.0 16.0 1624 
14 3604 130.9 21. 7 19.0 15.9 1485 
15 4042 129.4 19.2 19.0 16 .1 1706 
16 4482 128.5 17.4 19.0 16.0 1866 
17 4929 127.6 16.0 19.0 16.0 2045 
18 5375 126.8 14.8 19.0 16.2 2227 
19 5855 125.8 13.6 18.9 16.1 2419 
20 6275 124.9 12.6 18.9 16.0 2595 
21 7187 124.6 11.2 18.9 16.0 2895 
22 8115 123.5 9.7 18.9 15.9 3339 
23 8824 123.7 9.0 18.9 16.0 3638 
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Table C.13: Test Results of Pair PSS0506 
Run p Tm fiT ks Q he 
No. kPa oc oc W/mK w W/m2 K 
1 409 147.7 103.9 19.2 12.3 241 
2 603 144.4 92.0 19.2 12.7 280 
3 727 141.4 83.7 19.1 13.0 316 
4 866 138.5 75.2 19.1 13.1 355 
5 1008 136.0 68.6 19.1 13.3 394 
6 1145 134.0 63.3 19.0 13.4 431 
7 1359 130.9 55.6 19.0 13.5 494 
8 1580 128.7 50.1 19.0 13.6 554 
9 1810 127.1 45.3 18.9 13.7 618 
10 2066 124.6 40.7 18.9 13.8 690 
11 2243 123.4 38.3 18.9 13.9 738 
12 2719 121.1 32.3 18.9 14.0 883 
13 3123 119.3 28.7 18.8 14.0 998 
14 3571 117 .6 25.1 18.8 14.0 1138 
15 4052 116.6 22.4 18.8 14.0 1270 
16 4536 115.5 20.4 18.8 14.0 1404 
17 4939 115.0 18.9 18.8 14.1 1514 
18 5363 114.3 17.6 18.8 14.1 1638 
19 5888 113.8 16.2 18.7 14.2 1785 
20 6287 112.9 15.4 18.7 14.1 1868 
21 7173 111. 7 13.5 18.7 14.0 2112 
22 8084 111.1 12.0 18.7 13.9 2365 
23 8819 110.2 11.2 18.7 13.9 2543-
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Table C.14: Test Results of Pair PSS0708 
Run p Tm l::.T ks Q he 
No. kPa oc oc W/mK w W/m2 K 
1 445 141.4 114.9 19.1 10.4 185 
2 584 138.5 106.4 19.1 10.7 205 
3 722 135.2 95.8 19.0 11.2 238 
4 844 133.3 86.7 19.0 11. 7 274 
5 1002 133.7 81.9 19.0 12.0 298 
6 1135 132.2 76.3 19.0 12.1 322 
7 1412 129.8 67.2 19.0 12.2 369 
8 1577 128.0 61.2 19.0 12.5 418 
9 1791 125.3 56.1 18.9 12.8 564 
10 2054 124.1 51.2 18.9 12.8 508 
11 2237 122.8 47.2 18.9 13.0 560 
12 2672 120.1 40.5 18.8 13.2 661 
13 3134 117 .8 35.1 18.8 13.2 766 
14 3642 116. 7 30.4 18.8 13.2 886 
15 4058 115.2 28.3 18.8 13.4 960 
16 4483 114.2 25.8 18.8 13.4 1059 
17 4921 113.6 23.8 18.7 13 .5 1151 
18 5363 112. 7 22.0 18.7 13.5 1248 
19 5841 112.2 20.2 18.7 13.5 1361 
20 6275 111.5 19.1 18.7 13.5 1439 
21 7182 110.3 16.8 18.7 13.4 1627 
22 8083 109.4 14.9 18.7 13.4 1837 
23 8775 108.8 14.0 18.7 13.5 1964 
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Table C.15: Comparison Between Theory and Test Results of Pair PSS0102 
Run p 103 P/H 103 C 103 C C C No. kPa C Test Theory % Diff. 
1 446 0.109 0.243 0.215 13.0 
2 592 0.144 0.329 0.280 17.5 
3 730 0.178 0.404 0.343 17.8 
4 886 0.211 0.469 0.403 16.4 
5 1008 0.245 0.534 0.464 15.1 
6 1133 0.276 0.588 0.520 13 .1 
7 1362 0.331 0.683 0.618 10.5 
8 1592 0.387 o. 772 o. 717 7.7 
9 1859 0.452 0.859 0.830 3.5 
10 2012 0.490 0.913 0.897 1.8 
11 2250 0.548 1.003 0.997 0.6 
12 2691 0.655 1.192 1.181 0.9 
13 3148 0.766 1.386 1.371 1.1 
14 3590 0.874 1.557 1.554 0.2 
15 4050 0.986 1.791 1.742 2.8 
16 4493 1.093 2.006 1.921 4.4 
17 4931 1.200 2.145 2.100 2.1 
18 5372 1.307 2.308 2.277 1.4 
19 5741 1.397 2.618 2.426 7.9 
20 6248 1.520 2. 713 2.628 3.2 
21 7153 1. 741 3.064 2.990 2.5 
22 8053 1.960 3.454 3.346 3.2 
23 8820 2.146 3.856 3.647 5.7 
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Table C.16: Comparison Between Theory and Test Results of Pair PSS0304 
Run p 103 P/H 10
3 Cc 103 Cc 
No. kPa C Test Theory % Diff. 
1 431 0.140 0.363 0.273 33.0 
2 597 0.194 0.434 0.372 16.7 
3 738 0.240 0.501 0.455 10.1 
4 863 0.280 0.559 0.527 6.1 
5 1008 0.327 0.624 0.611 2.1 
6 1125 0.365 0.678 0.678 o.o 
7 1353 0.439 o. 779 0.808 - 3.6 
8 1577 0.512 0.878 0.935 - 6.1 
9 1789 0.581 0.948 1.054 -10.1 
10 2016 0.655 1.073 1.181 - 9.1 
11 2242 o. 728 1.170 1.306 -10.4 
12 2677 0.869 1.379 1.545 -10.7 
13 3153 1.024 1.624 1.806 -10.1 
14 3604 1.170 1.829 2.050 -10.8 
15 4042 1.313 2.103 2.287 - 8.1 
16 4482 1.455 2.301 2.521 - 8.7 
17 4929 1.601 2.525 2.761 - 8.6 
18 5375 1.745 2.751 2.997 - 8.2 
19 5855 1.901 2.991 3.250 - 8.0 
20 6275 2.038 3.211 3.473 - 7.5 
21 7187 2.334 3.582 3.950 - 9.3 
22 8115 2.635 4.136 4.433 - 6.7 
23 8824 2.865 4.506 4.799 - 6.1 
•. 291 
Table C.17: Comparison Between Theory and Test Results of Pair PSS0506 
Run p 103 P/H 103 C 103 Cc C No. kPa C Test Theory % Diff. 
1 409 0.150 0.505 0.291 73.5 
2 603 0.222 0.588 0.423 39.0 
3 727 0.267 0.665 0.504 31.9 
4 866 0.318 0.748 0.595 25.7 
5 1008 0.371 0.832 0.688 20.9 
6 1145 0.421 0.912 o. 776 17.5 
7 1359 0.500 1.047 0.914 14.6 
8 1580 0.581 1.177 1.054 11. 7 
9 1810 0.666 1.314 1.200 9.5 
10 2066 0.760 1.470 1.360 8.1 
11 2243 0.825 1.573 1.471 6.9 
12 2719 1.000 1.886 1. 766 6.8 
13 3123 1.148 2.134 2.013 6.0 
14 3571 1.313 2.437 2.287 6.6 
15 4052 1.490 2. 722 2.579 5.5 
16 4536 1.668 3.012 2.871 4.9 
17 4939 1.816 3.250 3.112 4.4 
18 5363 1.972 3.518 3.366 4.5 
19 5888 2.165 3.835 3.678 4.3 
20 6287 2.312 4.016 3.915 2.6 
21 7173 2.638 4.545 4.437 2.4 
22 8084 2.973 5.093 4.971 2.5 
23 8819 3.243 5.479 5.399 1.5 
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Table C.18: Comparison Between Theory and Test Results of Pair PSS0708 
Run p 103 P/H 10
3 Cc 103 Cc 
No. kPa C Test Theory % Diff. 
1 445 0.178 0.558 0.343 62.7 
2 584 0.233 0.619 0.442 40.1 
3 722 0.288 o. 721 0.541 33.3 
4 844 0.337 0.831 0.628 32.3 
5 1002 0.400 0.903 0.739 22.2 
6 1135 0.453 0.977 0.832 17.4 
7 1412 0.564 1.121 1.025 9.4 
8 1577 0.630 1.272 1.138 11.8 
9 1791 o. 715 1.418 1.284 10.4 
10 2054 0.820 1.550 1.462 6.0 
11 2237 0.893 1.711 1.586 7.9 
12 2672 1.067 2.024 1.878 7.8 
13 3134 1.251 2.349 2.184 7.6 
14 3642 1.454 2. 718 2.520 7.9 
15 4058 1.620 2.950 2.792 5.7 
16 4483 1.790 3.256 3.070 6.1 
17 4921 1.964 3.541 3.353 5.6 
18 5363 2.141 3.841 3.639 5.6 
19 5841 2.332 4.192 3.947 6.2 
20 6275 2.505 4.434 4.225 5.0 
21 7182 2.867 5.019 4.802 4.5 
22 8083 3.227 5.670 5.374 5.5 
23 8775 3.503 6.065 5.809 4.4 
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Table C.19: Test Results of Pair PZN0102 
Run p Tm /:J.T ks Q he 
No. kPa oc oc W/mK w W/m2 K 
1 484 125.5 35.1 19.7 14.8 858 
2 588 124.8 31.2 19.7 15.0 982 
3 737 122.8 27.3 19.7 15.2 1132 
4 862 121.3 24.8 19.7 15.2 1247 
5 998 119.7 22.8 19.7 15.2 1361 
6 1138 118.6 20.8 19.7 15.3 1501 
7 1350 116 .8 18.7 19.6 15.4 1673 
8 1578 115.8 16.9 19.6 15.3 1849 
9 1821 115.0 15.1 19.6 15.3 2055 
10 2027 114. 7 14.0 19.6 15.2 2212 
11 2250 113.9 12.6 19.6 15.2 2450 
12 2692 112.5 11.0 19.6 15.2 2822 
13 3142 110.9 9.3 19.6 15.2 3325 
14 3583 110.4 8.3 19.6 15.1 3706 
15 4028 108.9 7.5 19.6 15.2 4096 
16 4510 108.1 6.9 19.6 15.1 4439 
17 4961 107.5 6.2 19.6 15.1 4929 
18 5379 107.4 5.9 19.6 15.1 5226 
19 5848 107.5 5.4 19.6 15.0 5643 
20 6187 158.0 7.1 20.0 23.0 6557 
21 7142 156.9 6.2 20.0 23.0 7523 
22 8033 156.8 5.7 20.0 23.0 8267 
23 8749 155.9 5.2 20.0 23.0 8931 
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Table C.20: Test Results of Pair PZN0304 
Run p Tm 6.T ks Q he 
No. kPa oc oc W/mK w W/m2 K 
1 462 158.9 58.4 20.0 18.8 656 
2 596 158.6 .52.4 20.0 19.3 749 
3 727 156.2 46.1 20.0 19.4 856 
4 861 155.2 42.0 20.0 19.5 944 
5 1000 153.5 38.4 20.0 19.6 1038 
6 1136 152.3 35.7 20.0 19.7 1124 
7 1366 150.5 31. 7 19.9 19.7 1262 
8 1578 149.1 28.5 19.9 19.6 1402 
9 1813 147.9 25.5 19.9 19.7 1571 
10 2076 148.8 22.9 19.9 20.1 1793 
11 2332 150.6 21.5 19.9 20.6 1949 
12 2666 165.4 20.3 20.1 23.2 2325 
13 3133 163.9 17.7 20.1 23.1 2659 
14 3632 163.3 15.6 20.1 23.1 3026 
15 4050 162.0 13.8 20.0 23.1 3410 
16 4457 169.4 13.1 20.1 24.3 3765 
17 4923 168.6 12.1 20.1 24.3 4088 
18 5401 167.7 11.3 20.1 24.3 4396 
19 5872 166.4 10.3 20.1 24.3 4795 
20 6287 165.5 9.6 20.1 24.3 5175 
21 7208 165.9 8.5 20.1 24.2 5799 
22 8059 166.5 7.7 20.1 24.3 6453 
23 8738 164.8 7.1 20.1 24.3 7007 
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Table C.21: Test Results of Pair PZN0506 
Run p Tm l:::,.T ks Q he 
No. kPa QC QC W/mk w W/m2 K 
1 409 165.4 102.4 20.1 16.5 327 
2 583 161.5 88.0 20.0 17.1 395 
3 739 158.2 77 .6 20.0 17.4 457 
4 857 155.6 69.9 20.0 17.5 511 
5 1003 153.6 63.2 20.0 17.7 572 
6 1153 152.0 57.8 20.0 17.8 628 
7 1370 151.6 51.4 20.0 18.0 714 
8 1574 149.5 46.3 19.9 18.3 803 
9 1873 149.5 40.6 19.9 18.3 917 
10 2021 149.5 37.9 19.9 18.3 982 
11 2262 145.1 35.1 19.9 18.5 1077 
12 2706 142.6 29.5 19.9 18.7 1287 
13 3067 158.7 28.9 20.0 21.1 1487 
14 3580 156.2 25.7 20.0 21.3 1687 
15 4073 154.9 22.8 20.0 21.4 1918 
16 4482 153.4 20.6 20.0 21.3 2105 
17 4966 153.6 18.8 20.0 21.4 2318 
18 5401 153.3 17.4 20.0 21.3 2492 
19 5910 160.4 17.0 20.0 22.5 2693 
20 6262 160.4 16.1 20.0 22.7 2881 
21 7163 159.5 14.3 20.0 22.9 3258 
22 8065 158.0 12.6 20.0 22.8 3678 
23 8785 157.3 11. 7 20.0 22.6 3943 
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Table C.22: Test Results of Pair PZN0708 
Run p Tm !::.T ks Q he 
No. kPa oc oc W/mK w W/m2 K 
1 429 172.9 122.1 20.1 15.9 265 
2 586 168.7 107.4 20.1 16.4 310 
3 738 166.0 96.7 20.1 16.9 357 
4 868 163.3 87.2 20.0 17.2 402 
5 999 160.8 78.9 20.0 17.4 450 
6 1146 158.7 72.1 20.0 17.7 499 
7 1373 156.9 63.2 20.0 18.0 580 
8 1581 155.8 57.2 20.0 18.4 656 
9 1795 152.9 52.2 20.0 18.5 724 
10 2013 157.8 49.6 20.0 19.5 802 
11 2252 156.2 45.6 20.0 19.5 873 
12 2728 154.6 38.3 20.0 19.9 1059 
13 3165 152.5 33.4 20.0 19.9 1216 
14 3581 151.8 29.8 20.0 20.0 1369 
15 4026 150.1 26.9 19.9 20.3 1541 
16 4518 148.7 24.5 19.9 20.2 1684 
17 4925 146.8 22.2 19.9 20.1 1841 
18 5429 146.6 20.3 19.9 20.2 2018 
19 5856 156.8 20.2 20.0 21. 7 2191 
20 6353 155.8 19.2 20.0 21.9 2325 
21 7151 154.2 16.8 20.0 21. 7 2623 
22 8102 154.5 14.9 20.0 21.8 2968 
23 8851 153.7 13.6 20.0 21. 7 3248 
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Table C.23: Comparison Between Theory and Test Results of Pair RZN0102 
Run p 103 P/H 10
3 C 103 C C C 
No. kPa C Test Theory % Di££. 
1 484 0.154 0.483 0.299 61.5 
2 588 0.188 0.553 0.361 53.2 
3 737 0.235 0.638 0.446 43.1 
4 862 0.275 0.703 0.518 35.7 
5 998 0.319 0.768 0.596 28.9 
6 1138 0.363 0.848 0.674 25.8 
7 1350 0.431 0.946 0.794 19.1 
8 1578 0.504 1.046 0.921 13.6 
9 1821 0.581 1.163 1.054 10.3 
10 2027 0.647 1.251 1.168 7.1 
11 2250 o. 718 1.386 1.289 7.5 
12 2692 0.859 1.599 1.528 4.7 
13 3142 1.003 1.884 1.771 6.4 
14 3583 1.144 2.100 2.006 4.7 
15 4028 1.286 2.324 2.242 3.7 
16 4510 1.439 2.518 2.495 0.9 
17 4961 1.583 2.798 2.732 2.4 
18 5379 1.717 2.966 2.951 0.5 
19 5848 1.867 3.203 3.195 0.3 
20 6187 1.975 3.640 3.371 8.0 
21 7142 2.280 4.180 3.863 8.2 
22 8033 2.564 4.594 4.319 6.4 
23 8749 2.792 4.963 4.683 6.0 
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Table C.24: Comparison Between Theory and Test Results of Pair PZN0304 
Run p 103 P/H 10
3 C 103 C C C 
No. kPa C Test Theory % Di££. 
1 462 0.161 0.507 0.311 63.0 
2 596 0.208 0.579 0.397 45.8 
3 727 0.253 0.662 0.478 38.5 
4 861 0.300 0.730 0.563 29.7 
5 1000 0.349 0.804 0.650 23.7 
6 1136 0.396 0.870 0.732 18.9 
7 1366 0.476 0.978 0.872 12.2 
8 1578 0.550 1.087 1.001 8.6 
9 1813 0.632 1.219 1.142 6.7 
10 2076 o. 724 1.391 1.299 7.1 
11 2332 0.813 1.511 1.450 4.2 
12 2666 0.929 1.791 1.646 8.8 
13 3133 1.092 2.050 1.920 6.8 
14 3632 1.266 2.333 2.209 5.6 
15 4050 1.412 2.630 2.450 7.4 
16 4457 1.554 2.895 2.684 7.9 
17 4923 1.716 3.145 2.949 6.7 
18 5401 1.883 3.382 3.221 5.0 
19 5872 2.047 3.693 3.487 5.9 
20 6287 2.192 3.986 3. 721 7.1 
21 7208 2.513 4.466 4.237 5.4 
22 8059 2.809 4.967 4. 710 5.5 
23 8738 3.046 5.399 5.087 6.1 
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Table C.25: Comparison Between Theory and Test Results of Pair PZN0506 
Run p 103 P/H 10
3 C 103 C C C 
No. kPa C Test Theory % Diff. 
1 409 0.174 0.531 0.335 58.5 
2 583 0.248 0.642 0.470 36.6 
3 739 0.314 o. 774 0.587 26.7 
4 857 0.364 0.832 0.676 23.1 
5 1003 , 0 .427 0.932 0.787 18.4 
6 1153 0.490 1.025 0.897 14.3 
7 1370 0.583 1.165 1.058 10 .1 
8 1574 0.669 1.311 1.205 8.8 
9 1873 0.797 1.498 1.423 5.3 
10 2021 0.860 1.604 1.530 4.8 
11 2262 0.962 1.762 1.702 3.5 
12 2706 1.151 2.108 2.018 4.5 
13 3067 1.304 2.420 2.272 6.5 
14 3580 1.523 2.747 2.648 3.7 
15 4073 1.732 3.125 2.975 5.0 
16 4482 1.906 3.433 3.259 5.3 
17 4966 2.112 3. 778 3.592 5.2 
18 5401 2.297 4.064 3.890 4.5 
19 5910 2.513 4.378 4.237 3.3 
20 6262 2.663 4.682 4.477 4.6 
21 7163 3.046 5.297 5.087 4.1 
22 8065 3.430 5.986 5.694 5.1 
23 8785 3.736 6.417 6.176 3.9 
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Table C.26: Comparison Between Theory and Test Results of Pair PZN0708 
Run p 103 P/H 
103 C 103 C C C 
No. kPa C Test Theory % Diff. 
1 429 0.198 0.580 0.379 53.0 
2 586 0.270 0.680 0.509 33.6 
3 738 0.340 0.783 0.634 23.5 
4 868 0.400 0.883 0.739 19.5 
5 999 0.461 0.990 0.846 17.0 
6 1146 0.528 1.098 0.963 14.0 
7 1373 0.633 1.277 1.144 11.6 
8 1581 o. 729 1.446 1.308 10.6 
9 1795 0.828 1.597 1.476 8.2 
10 2013 0.928 1.766 1.645 7.4 
11 2252 1.038 1.923 1.829 5.1 
12 2728 1.358 2.335 2.196 6.3 
13 3165 1.459 2.683 2.528 6.1 
14 3581 1.651 3.022 2.843 6.3 
15 4026 1.856 3.405 3.177 7.2 
16 4518 2.083 3. 723 3.545 5.0 
17 4925 2 .271 4.072 3.849 5.8 
18 5429 2.503 4.464 4.221 5.8 
19 5856 2.700 4.827 4.536 6.4 
20 6353 2.929 5.122 4.901 4.5 
21 7151 3.297 5.785 5.484 5.5 
22 8102 3.735 6.545 6.174 6.0 
23 8851 4.081 7.163 6. 716 6.7 
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Table C.27: Test Results of Pair PZ40102 
Run p Tm !).T ks Q he 
No. kPa oc oc W/mK w W/m2 K 
1 419 171.4 67.9 16.6 17.2 517 
2 594 168.4 53.7 16.6 18.0 682 
3 724 165.7 44.5 16.6 18.2 832 
4 893 164.5 37.8 16.6 18.4 989 
5 1007 163.6 33.6 16.6 18.5 1123 
6 1145 162.3 30.2 16.6 18.6 1253 
7 1359 161.9 25.6 16.6 18.8 1492 
8 1580 160.5 22.3 16.6 19.0 1729 
9 1826 159.4 20.0 16.6 19.1 1942 
10 2031 158.4 17.9 16.6 19.1 2176 
11 2286 158.0 16.2 16.6 19.1 2397 
12 2688 156.5 13.7 16.5 19.1 2831 
13 3171 157.0 12.0 16.5 19.2 3272 
14 3591 156.5 10.5 16.5 19.3 3735 
15 4026 155.1 9.3 16.5 19.3 4194 
16 4503 154.4 8.4 16.5 19.3 4682 
17 4964 154.2 7.5 16.5 19.2 5216 
18 5397 178.6 8.1 16.7 22.6 5669 
19 5801 176.7 7.6 16.7 22.5 6044 
20 6321 175.5 7.0 16.7 22.6 6542 
21 7169 175.6 6.1 16.7 22.5 7522 
22 8094 176.0 5.4 16.7 22.4 8411 
23 8816 174.6 5.0 16.7 22.3 9144 
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Table C.28: Test Results of Pair PZ40304 
Run p Tm /J.T ks Q he 
No. kPa oc oc W/mK w W/m2 K 
1 436 175.1 76.7 16.7 17.0 450 
2 598 172.1 62.0 16.7 17.6 577 
3 742 170.1 53.4 16.6 17.9 682 
4 877 167.4 47.1 16.6 18.0 778 
5 1007 166.2 42.3 16.6 18.1 870 
6 1097 170.5 40.9 16.6 18.8 938 
7 1356 168.7 35.2 16.6 19.1 1107 
8 1574 167.6 31.3 16.6 19.1 1241 
9 1790 166.1 28.0 16.6 19.2 1398 
10 2011 164.4 25.4 16.6 19.2 1546 
11 2243 177 .3 24.7 16.7 20.9 1722 
12 2674 175.7 21.1 16.7 21.0 2024 
13 3141 175.0 18.0 16.7 21.1 2391 
14 3590 173.0 16.2 16.7 21.1 2655 
15 4022 172.3 14.5 16.7 21.1 2957 
16 4536 171.9 13.0 16.7 21.2 3313 
17 4928 171.1 12.0 16.7 21.2 3614 
18 5361 170.9 10.9 16.7 21.3 3964 
19 5836 170.0 10.0 16.6 21.3 4346 
20 6275 170.1 9.6 16.6 21.3 4533 
21 7235 169.2 7.6 16.6 21.3 5679 
22 8112 168.4 7.5 16.6 21.3 5795 
23 8764 168.9 7.1 16.6 21.3 6163 
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Table C.29: Test Results of Pair PZ40506 
Run p Tm 6.T ks Q he 
No. kPa oc oc W/mK w W/m2 K 
1 415 167.4 77 .2 16.6 16.4 432 
2 602 166.4 65.3 16.6 16.9 526 
3 742 165.5 57.3 16.6 17.3 614 
4 882 162.4 50.2 16.6 17.2 699 
5 1002 162.6 45.8 16.6 17.6 783 
6 1138 161.6 41.8 16.6 17.7 862 
7 1362 161. 7 37.1 16.6 18.1 992 
8 1569 159.6 33.2 16.6 18.1 1112 
9 1813 159.2 29.7 16.6 18.4 1256 
10 1986 161.4 28.1 16.6 18.8 1359 
11 2245 161.1 25.6 16.6 18.9 1504 
12 2716 160.0 21.9 16.6 19.1 1775 
13 3153 158.0 19.1 16.6 18.9 2023 
14 3646 160.6 17.0 16.6 19.4 2323 
15 4015 161.3 15.7 16.6 19.7 2549 
16 4523 161.5 14.3 16.6 19.8 2822 
17 4949 160.6 13.1 16.6 19.8 3080 
18 5376 161.5 12.2 16.6 19.9 3337 
19 5794 160.3 11.2 16.6 20.0 3619 
20 6248 159.5 10.4 16.6 19.8 3893 
21 7256 160.4 9.2 16.6 20.0 4452 
22 8055 158.6 8.2 16.6 19.9 4958 
23 8775 157.1 7.5 16.6 19.8 5419 
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Table C.30: Test Results of Pair PZ40708 
Run p Tm /J.T ks Q he 
No. kPa oc oc W/mK w W/m2 K 
1 442 167.6 99.6 16.6 14.8 303 
2 606 165.2 88.5 16.6 15.3 352 
3 733 163.0 78.5 16.6 15.5 403 
4 871 161.1 70.4 16.6 15.9 461 
5 1014 160.3 64.2 16.6 16.1 510 
6 1206 165.8 55.9 16.6 17.4 634 
7 1367 166.4 53.4 16.6 17.6 673 
8 1574 165.9 48.6 16.6 17.8 746 
9 1786 164.3 43.7 16.6 18.0 839 
10 2017 162.6 39.6 16.6 19.1 934 
11 2214 162.8 36.9 16.6 18.5 1020 
12 2681 160.8 31.5 16.6 18.6 1205 
13 3116 159.4 27.5 16.6 18.7 1382 
14 3587 158.6 24.5 16.6 18.8 1565 
15 4079 159.9 22.2 16.6 19.1 1758 
16 4488 159.6 20.4 16.6 19.2 1912 
17 4960 158.8 18.7 16.6 19.2 2087 
18 5370 158.4 17.4 16.6 19.3 2257 
19 5861 157.6 16.1 16.6 19.4 2446 
20 6267 156.9 15.2 16.5 19.3 2590 
21 7150 155.5 13.3 16.5 19.3 2949 
22 8032 155.0 11.9 16.5 19.4 3326 
23 8852 154.8 10.8 16.5 19.3 3644 
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Table C.31: Comparison Between Theory and Test Results of Pair PZ40102 
Run p 103 P/H 10
3 Cc 103 Cc 
No. kPa C Test Theory % Diff. 
1 419 0.181 0.386 0.348 10.9 
2 594 0.256 0.510 0.484 5.4 
3 724 0.312 0.623 0.584 6.7 
4 893 0.385 0.740 o. 713 3.8 
5 1007 0.434 0.841 0.799 5.3 
6 1145 0.494 0.939 0.904 3.9 
7 1359 0.586 1.118 1.063 5.2 
8 1580 0.681 1.296 1.226 5.7 
9 1826 0.787 1.457 1.406 3.6 
10 2031 0.875 1.633 1.555 5.0 
11 2286 0.985 1. 799 1. 741 3.3 
12 2688 1.159 2.126 2.031 4.7 
13 3171 1.367 2.457 2.376 3.4 
14 3591 1.548 2.805 2.674 4.9 
15 4026 1.735 3.152 2.980 5.8 
16 4503 1.941 3.518 3.315 6.1 
17 4964 2.140 3.922 3.638 7.8 
18 5397 2.326 4.219 3.937 7.2 
19 5801 2.501 4.501 4.218 6.7 
20 6321 2.725 4.875 4.576 6.5 
21 7169 3.090 5.605 5.157 8.7 
22 8094 3.489 6.271 5.787 8.4 
23 8816 3.800 6.818 6.276 8.6 
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Table C.32: Comparison Between Theory and Test Results of Pair PZ40304 
Run p 103 P/H 103 C 
103 C C C 
No. kPa C Test Theory % Diff. 
1 436 0.199 0.502 0.381 31.8 
2 598 0.273 0.664 0.514 29.2 
3 742 0.339 0.762 0.632 20.6 
4 877 0.401 0.870 0.741 17.4 
5 1007 0.460 0.974 0.844 15.4 
6 1097 0.501 1.048 0.916 14.4 
7 1356 0.620 1.237 1.121 10.3 
8 1574 o. 719 1.388 1.291 7.5 
9 1790 0.818 1.565 1.459 7.3 
10 2011 0.919 1. 732 1.630 6.3 
11 2243 1.025 1.919 1.808 6.1 
12 2674 1.222 2.256 2.136 5.6 
13 3141 1.435 2.666 2.488 7.1 
14 3590 1.641 2.963 2.827 4.8 
15 4022 1.838 3.300 3.148 4.8 
16 4536 2.073 3.700 3.529 4.8 
17 4928 2.252 4.036 3.818 5.7 
18 5361 2.450 4.427 4.136 7.0 
19 5836 2.667 4.857 4.484 8.3 
20 6275 2.868 5.066 4.804 5.4 
21 7235 3.306 6.346 5.499 15.4 
22 8112 3.707 6.480 6.130 5.7 
23 8764 4.005 6.891 6.598 4.4 
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Table C.33: Comparison Between Theory and Test Results of Pair PZ40506 
Run p 103 P/H 103 Cc 103 Cc No. kPa C Test Theory % Diff. 
1 415 0.197 0.633 0.377 67.9 
2 602 0.286 o. 771 0.538 43.3 
3 742 0.353 0.900 0.657 37.0 
4 882 0.419 1.026 o. 773 32.7 
5 1002 0.476 1.150 0.872 31.9 
6 1138 0.541 1.266 0.985 28.5 
7 1362 0.647 1.456 1.168 24.7 
8 1569 0.746 1.635 1.337 22.3 
9 1813 0.862 1.846 1.533 20.4 
10 1986 0.944 1.996 1.672 19.4 
11 2245 1.067 2.209 1.878 17.6 
12 2716 1.291 2.609 2.251 15.9 
13 3153 1.498 2.975 2.592 14.8 
14 3646 1. 733 3.413 2.977 14.6 
15 4015 1.908 3.745 3.262 14.8 
16 4523 2.149 4.143 3.652 13.4 
17 4949 2.352 4.525 3.979 13.7 
18 5376 2.555 4.902 4.305 13.9 
19 5794 2.754 5.317 4.622 15.0 
20 6248 2.969 5. 722 4.965 15.3 
21 7256 3.448 6.540 5.723 14.3 
22 8055 3.828 7.292 6.320 15.4 
23 8775 4.170 7.975 6.856 16.3 
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Table C.34: Comparison Between Theory and Test Results of Pair PZ40708 
Run p 103 P/H 103 C 
103 C 
C C 
No. kPa C Test Theory % Diff. 
1 442 0.224 0.698 0.426 63.8 
2 606 0.307 0.811 0.575 41.0 
3 733 0.372 0.929 0.690 34.6 
4 871 0.442 1.064 0.813 30.9 
5 1014 0.515 1.177 0.940 25.2 
6 1206 0.612 1.461 1.107 32.0 
7 1367 0.694 1.550 1.248 24.2 
8 1574 0.799 1.719 1.423 20.8 
9 1786 0.906 1.933 1.608 20.2 
10 2017 1.023 2.154 1.804 19.4 
11 2214 1.123 2.353 1.971 19.4 
12 2681 1.360 2.781 2.365 17.6 
13 3116 1.581 3.192 2. 728 17.0 
14 3587 1.820 3.616 3.119 15.9 
15 4079 2.070 4.060 3.524 15.2 
16 4488 2.277 4.415 3.858 14.4 
17 4960 2.517 4.823 4.244 13 .6 
18 5370 2. 725 5.212 4.576 13.9 
19 5861 2.974 5.649 4.973 13.6 
20 6267 3.180 5.988 5.299 13.0 
21 7150 3.628 6.819 6.006 13.5 
22 8032 4.075 7.695 6.707 14.7 
23 8852 4.492 8.431 7.357 14.6 
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Table C.35: Test Results of Pair PSS0910 
Run p Tm 6.T ks Q Pg h· J 
No. kPa oc oc W/rnK w torr W/m2 K 
1 459 166.8 19.3 19.5 21.9 574 2303 
2 597 165.7 19.0 19.5 21.9 568 2346 
3 734 165.3 18.3 19.5 21.9 565 2427 
4 872 164.2 17.7 19.5 21.9 568· 2514 
5 1008 163.6 17.3 19.5 21.8 567 2565 
6 1142 163.0 16.8 19.5 21.9 567 2665 
7 1382 163.9 16.1 19.5 22.2 564 2802 
8 1581 163.2 15.6 19.5 22.2 562 2896 
9 1805 162.7 14.9 19.5 22.2 567 3034 
10 2021 161.5 14.4 19.5 22.1 568 3119 
11 2245 160.9 13.9 19.5 22.0 570 3238 
12 2688 160.2 12.9 19.4 22.0 568 3470 
13 3133 159.5 12.2 19.4 22.0 564 3687 
14 3587 159.2 11.5 19.4 22.0 565 3892 
15 4047 158.2 11.0 19.4 21.9 567 4072 
16 4472 157.8 10.4 19.4 21.9 567 4261 
17 4958 164.6 10.3 19.5 23.0 572 4568 
18 5368 164.6 9.9 19.5 23.1 569 4748 
19 5801 163.7 9.5 19.5 23.0 568 4915 
20 6262 163.7 9.1 19.5 23.0 567 5144 
21 7148 163.2 8.5 19.5 23.0 570 5501 
22 8039 162.9 8.0 19.5 23.0 570 5888 
23 8769 162.6 7.5 19.5 23.0 568 6219 
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Table C.36: Comparison Between Theory and Test Results of Pair PSS0910 
Run 103 P/H 103 C· 10
3 Cc 103 Cg 103 C· J J No. C Test Theory Theory Theory % Diff. 
1 0.165 4.353 0.320 3.491 3.810 14.2 
2 0.215 4.439 0.411 3.571 3.982 11.5 
3 0.265 4.592 0.500 3.641 4.140 10.9 
4 0.314 4.762 0.588 3.701 4.289 11.0 
5 0.364 4.861 0.675 3.753 4.428 9.8 
6 0.412 5.053 0.760 3.801 4.561 10.8 
7 0.498 5.307 0.911 3.882 4.793 10.7 
8 0.570 5.488 1.035 3.938 4.973 10.4 
9 0.651 5.753 1.174 3.998 5 .172 11.2 
10 o. 729 5.920 1.307 4.048 5.355 10.6 
11 0.809 6.149 1.444 4.098 5.542 11.0 
12 0.969 6.593 1. 714 4.188 5.902 11. 7 
13 1.130 7.009 1.983 4.267 6.250 12.1 
14 1.293 7.398 2.255 4.343 6.598 12.1 
15 1.459 7.749 2.528 4.412 6.940 11. 7 
16 1.612 8.112 2.780 4.473 7.253 11.8 
17 1.788 8.648 3.066 4.566 7.632 13.9 
18 1.936 8.989 3.307 4.618 7 .925 13.4 
19 2.091 9.314 3.559 4.668 8.227 13.2 
20 2.258 9.748 3.827 4. 721 8.549 14.0 
21 2.577 10.425 4.340 4.819 9.159 13.8 
22 2.898 11.164 4.853 4.908 9.761 14.4 
23 3.162 11. 792 5.270 4.975 10.245 15.1 
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Table C.37: Geometric and Thermophysical Parameters of Pair PSS0910 
Run 103 P/H Pg 2 No. C Y/cr torr 10 M/cr YR 
1 0.165 3.582 574 9.31 38.5 
2 0.215 3.513 568 9.39 37.4 
3 0.265 3.458 565 9.42 36.7 
4 0.314 3.412 568 9.35 36.5 
5 0.364 3.373 567 9.36 36.0 
6 0.412 3.339 567 9.34 35.7 
7 0.498 3.286 564 9.41 34.9 
8 0.570 3.248 562 9.43 34.4 
9 0.651 3.211 567 9.33 34.4 
10 o. 729 3.179 568 9.29 34.2 
11 0.809 3.149 570 9.25 34.0 
12 0.969 3.096 568 9.26 33.4 
13 1.130 3.051 564 9.32 32.7 
14 1.293 3.011 565 9.30 32.4 
15 1.459 2.975 567 9.25 32.2 
16 1.612 2.945 567 9.23 31.9 
17 1. 788 2.913 572 9.30 31.3 
18 1.936 2.888 569 9.34 30.9 
19 2.091 2.864 568 9.34 30.7 
20 2.258 2.840 567 9.36 30.4 
21 2.577 2.799 570 9.29 30.1 
22 2.898 2.761 570 9.29 29.7 
23 3.162 2.733 568 9.32 29.3 
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Table C.38: Test Results of Pair PSS1112 
Run p Tm 6T kg Q Pg h' J 
No. kPa oc oc W/mK w torr W/m2 K 
1H 470 201.6 19.9 20.1 29.5 41.3 3016 
e 
2H 593 200.6 19.7 20.1 29.4 41.3 3050 
e 
3H 743 200.3 19.7 20.1 29.4 39.8 3038 
e 
4H 869 200.2 19.0 20.1 29.4 40.8 3152 
e 
5H 1001 200.8 19.1 20.1 29.3 39.9 3133 
e 
6H 1113 199.2 18.4 20.0 29.4 40.7 3258 
e 
7H 1352 198.7 17.7 20.0 29.4 40.6 3375 
e 
8H 1585 198.7 17.4 20.0 29.4 40.1 3454 
e 
9H 1801 197.8 16.8 20.0 29.4 40.7 3556 
e 
lOH 2025 197.2 16.2 20.0 29.4 41.2 3684 
e 
llH 2243 196.7 15.9 20.0 29.4 41.3 3757 
e 
12H 2693 196.4 15.0 20.0 29.4 41.3 3990 
e 
13H 3150 196 .1 14.4 20.0 29.5 41.0 4183 
e 
14H 3590 196.6 14.1 20.0 29.5 39.7 4272 
e 
15H 4039 196.2 13.5 20.0 29.4 40.1 4460 
e 
16H 4479 196.1 13.1 20.0 29.4 39.5 4587 
e 
17H 4935 195.6 12.5 20.0 29.5 39.4 4790 
e 
18H 5415 194.9 12.1 20.0 29.4 39.5 
49.52 
e 
19H 5808 194.1 11.5 20.0 29.3 40.6 5175 
e 
19V 5879 210.8 27.3 20.2 29.2 2181 
(continued ••• ) 
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Table C.38: Test Results of Pair PSS1112 (continued ••• ) 
Run p Tm 6.T ks Q Pg h· J 
No. kPa oc oc W/mK w torr W/m2 K 
20V 6251 210.1 27.0 20.2 29.1 2195 
20N2 6315 210.2 15.3 
20.2 30.6 40.4 4074 
20H 6327 211.3 11.1 20.2 32.6 40.2 5981 
e 
21V 7181 207.3 23.6 20.2 29.1 2514 
21N2 7215 213.5 
14.4 20.3 31.3 40.5 4413 
21H 7219 209.7 10.3 20.2 32.3 40.5 6417 
e 
22V 8026 204.3 21.1 20.1 28.7 2780 
22N2 8009 221.3 
13.8 20.4 32.8 40.2 4829 
22H 8167 214.8 9.9 20.3 33.5 40.4 6882 
e 
23V 8805 222.5 20.5 20.4 31.8 3156 
23N2 8875 220.2 
12.9 20.4 32.8 40.4 5174 
23H 8829 216.0 9.6 20.3 33.8 40.2 7202 
e 
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Table C.39: Comparison Between Theory and Test Results of Pair PSS1112 
Run 103 P/H 103 C· 103 C 103 Cg 
103 Cj 
J C 
No. C Test Theory Theory Theory % Diff. 
lH 0.170 5.581 0.327 2.938 3.266 70.9 
e 
2H 0.214 5.648 0.408 2.952 3.361 68.1 
e 
3H 0.268 5.627 0.506 2.873 3.378 66.5 
e 
4H 0.314 5.839 0.587 2.939 3.526 65.6 
e 
SH 0.361 5.801 0.671 2.882 3.553 63.3 
e 
6H 0.402 6.040 0.742 2.945 3.687 63.8 
e 
7H 0.488 6.259 0.893 2.948 3.841 63.0 
e 
8H 0.572 6.405 1.039 2.922 3.960 61. 7 
e 
9H 0.650 6.597 1.173 2.972 4.145 59.2 
e 
lOH 0.731 6.839 1.311 3.007 4.318 58.4 
e 
llH 0.810 6.977 1.445 3.019 4.560 56.3 
e 
12H 0.972 7 .411 1. 719 3.032 4.751 56.0 
e 
13H 1.137 7. 773 1.995 3.016 5 .011 55.1 
e 
14H 1.296 7.936 2.258 2.935 5.194 52.8 
e 
15H 1.458 8.286 2.526 2.971 5.497 50.7 
e 
16H 1.617 8.523 2.787 2.934 5. 721 49.0 
e 
17H 1.781 8.903 3.056 2.933 5.989 48.7 
e 
18H 1.955 9.208 3.337 2.951 6.289 46.4 
e 
19H 2.097 9.629 3.568 3.029 6.597 46.0 
e 
19V 2.122 4.007 3.609 3.609 11.04 
(continued ••• ) 
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Table C. 39: Comparison Between Theory and Test Results of Pair PSS1112 
(continued ••• ) 
Run 103 P/H 10
3 C· 103 Cc 103 C 103 c· J g J 
No. C Test Theory Theory Theory % Diff. 
20V 2.257 4.036 3.825 3.825 5.5 
20N2 2.280 7.489 3.863 
3.005 6.868 9.0 
20H 2.284 10.986 3.869 2.912 6.782 62.0 
e 
21V 2.592 4.632 4.364 4.364 6.1 
21N2 2.604 8.093 
4.384 3.041 7.425 9.0 
21H 2.606 11.800 4.386 2.942 7.328 61.0 
e 
22V 2.897 5.134 4.851 4.851 5.8 
22N2 2.891 8.804 
4.841 3.058 7.899 11.5 
22H 2.948 12.607 4.932 2.910 7.842 60.8 
e 
23V 3.179 5.749 5.297 5.297 8.5 
23N2 3.161 9.440 
5.269 3.083 8.351 13.0 
23H 3.187 13.181 5.311 2.897 8.208 60.6 
e 
.• 317 
Table C.40: Comparison Between Helium Measured and Predicted 
Conductances of Pair PSS1112 
Run 103 P/H 103 C· 103 C 103 C 103 C J C g g No. C Test Test Test Theory % Diff. 
1 0.170 5.581 0.348 5.233 2.938 78.1 
2 0.214 5.648 0.435 5.213 2.952 76.6 
3 0.268 5.627 0.539 5.088 2.873 77 .1 
4 0.314 5.839 0.625 5.214 2.939 77 .4 
5 0.361 5.801 o. 715 5.086 2.882 76.5 
6 0.402 6.040 0.790 5.250 2.945 78.3 
7 0.488 6.259 0.951 5.308 2.948 80.1 
8 0.572 6.405 1.107 5.298 2.922 81.3 
9 0.650 6.597 1.249 5.348 2.972 80.0 
10 0.731 6.839 1.396 5.443 3.007 81.0 
11 0.810 6 .977 1.539 5.438 3.019 80.1 
12 0.972 7 .411 1.831 5.580 3.032 84.0 
13 1.137 7 .773 2.125 5.648 3.016 87.3 
14 1.296 7.936 2.405 5.531 2.935 88.4 
15 1.458 8.286 2.690 5.596 2.971 88.3 
16 1.617 8.523 2.968 5.555 2.934 89.3 
17 1.781 8.903 3.255 5.648 2.933 92.6 
18 1.955 9.208 3.554 5.654 2.951 91.6 
19 2.097 9.629 3.800 5.829 3.029 92.4 
20 2.284 10.986 4.082 6.904 2.912 137.1 
21 2.606 11.800 4.655 7.145 2.942 142.9 
22 2.948 12.607 5.220 7.387 2.910 153.8 
23 3.187 13.181 5.764 7.417 2.897 156.0 
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Table C.41: Predicted Helium Accommodation Coefficient Values for 
Pair PSS1112 
Run 103 Cg ks Tm Pg 
Y/cr W/mK oc a. No. Test torr l. 
1 5.233 3.575 20.1 201.6 41.3 0.56 
2 5.213 3.514 20.1 200.6 41.3 0.55 
3 5.088 3.455 20.1 200.3 39.8 0.55 
4 5.214 3.413 20.1 200.2 40.8 0.55 
5 5.086 3.374 20.1 200.8 39.9 0.55 
6 5.250 3.345 20.0 199.2 40.7 0.55 
7 5.308 3.292 20.0 198.7 40.6 0.56 
8 5.298 3.247 20.0 198.7 40.1 0.56 
9 5.348 3.211 20.0 197.8 40.7 0.56 
10 5.443 3.178 20.0 197.2 41.2 0.56 
11 5,438 3.148 20.0 196. 7 41.3 0.56 
12 5.580 3.095 20.0 196 .4 41.3 0.57 
13 5.648 3.049 20.0 196.1 41.0 0.58 
14 5,531 3.010 20.0 196.6 39.7 0.58 
15 5.596 2.975 20.0 196 .2 40.1 0.58 
16 5.555 2.944 20.0 196 .1 39.5 0.58 
17 5.648 2.914 20.0 195.6 39.4 0.59 
18 5.654 2.885 20.0 194.9 39.5 0.58 
19 5.829 2.864 20.0 194.1 40.6 0.59 
20 6.904 2.837 20.2 211.3 40.2 0.70 
21 7.145 2.795 20.2 209.7 40.5 o. 71 
22 7.387 2.756 20.3 214.8 40.4 0.73 
23 7.417 2.731 20.3 216.0 40.2 0.74 
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Table C.42: Geometric and Thermophysical Parameters of Pair PSS1112 
Run 103 P/H Pg No. C Y/cr torr M/a Y/H 
lH 0.170 3.575 41.3 20.1 0.18 
e 
2H 0.214 3.514 41.3 20.0 0.18 
e 
3H 0.268 3.455 39.8 20.7 0.17 
e 
4H 0.314 3.413 40.8 20.2 0.17 
e 
5H 0.361 3.374 39.9 20.7 0.16 
e 
6H 0.402 3.345 40.7 20.2 0.17 
e 
7H 0.488 3.292 40.6 20.2 0.16 
e 
8H 0.572 3.247 40.1 20.5 0.16 
e 
9H 0.650 3.211 40.7 20.1 0.16 
e 
lOH 0.731 3.178 41.2 19.9 0.16 
e 
llH 0.810 3.148 41.3 19.8 0.16 
e 
12H 0.972 3.095 41.3 19.7 0.16 
e 
13H 1.137 3.049 41.0 19.9 0.15 
e 
14H 1.296 3.010 39.7 20.6 0.15 
e 
15H 1.458 2.975 40.1 20.3 0.15 
e 
16H 1.617 2.944 39.5 20.6 0.14 
e 
17H 1. 781 2.914 39.4 20.7 0.14 
e 
18H 1.955 2.885 39.5 20.5 0.14 
e 
19H 2.097 2.864 40.6 19.9 0.14 
e 
19V 2.122 2.860 
(continued ••• ) 
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Table C.42: Geometric and Thermophysical Parameters of Pair PSS1112 
(continued ••• ) 
Run 103 P/H Pg No. C Y/cr torr M/a Y/H 
20V 2.257 2.841 
20N2 2.280 2.837 40.4 
1.5 1.93 
20H 2.284 2.837 40.2 21.2 0.13 
e 
21V 2.592 2.797 
21N2 2.604 2.795 40.5 
1.5 1.90 
21H 2.606 2.795 40.5 21.0 0.13 
e 
22V 2.897 2.761 
22N2 2.891 2.762 
40.2 1.5 1.84 
22H 2.948 2.756 40.4 21.3 0.13 
e 
23V 3.179 2.731 
23N2 3.161 2.733 
40.4 1.5 1.83 
23H 3.187 2.731 40.2 21.5 0.13 
e 
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Table C.43: Test Results of Pair PSS1314 
Run p Tm 6.T ks Q Pg h· J 
No. kPa oc oc W/mK w torr W/m2 K 
lV 461 202.2 148.2 20.0 17.8 245 
2V 577 199.4 129.2 20.0 18.8 296 
3V 715 192.8 106.8 19.9 19.6 374 
4V 853 188.9 93.6 19.9 20.0 436 
5V 1035 184.4 81.8 19.8 20.3 505 
6V 1146 182.4 76.0 19.8 20.5 548 
6N2 1164 187.4 26.1 19.9 
25.7 40.8 2013 
6H 1162 200.3 16.6 20.1 29.9 40.9 3655 
e 
7V 1365 189.7 59.5 19.9 23.0 787 
7N2 1366 195.7 24.7 
20.0 27.4 40.5 2260 
7H 1344 206.1 16.2 20.1 31.0 40.9 3897 
e 
8V 1577 185.0 50.0 19.8 23.1 943 
8N2 1572 193.5 
22.8 20.0 27.2 40.8 2428 
8H 1584 203.2 15.7 20.1 30.7 40.6 3984 
e 
9H 1790 203.2 15.7 20.1 30.6 40.6 3978 
e 
9N2 1843 192.0 
22.1 19.9 27.1 40.8 2497 
9V 1877 182.2 47.1 19.8 23.0 994 
lOV 2014 181.5 46.1 19.8 22.9 1011 
10N2 2014 192.5 
21.9 19.9 27.2 40.8 2524 
lOH 2094 208.5 15.5 20.2 31.6 40.8 4140 
e 
(continued ••• ) 
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Table C.43: Test Results of Pair PSS1314 (continued ••• ) 
Run p Tm h.T ks Q Pg h· J 
No. kPa oc oc W/rriK w torr W/m2 K 
llH 2239 208.4 15.4 20.2 31.6 41.0 4190 
e 
11N2 2340 198.2 21.8 
20.0 28.2 41.1 2636 
llV 2380 184.7 43.1 19.8 23.7 1122 
12V 2676 241.3 49.4 20.7 32.7 1349 
12N2 2701 201.6 20.5· 
20.1 28.9 40.9 2880 
12H 2722 204.5 14.1 20.1 31.2 40.8 4509 
e 
13V 3153 225.7 40.1 20.4 30.5 1548 
13N2 3181 219.9 20.7 
20.4 32.0 40.7 3138 
13H 3184 222.5 14.7 20.4 34.6 40.7 4786 
e 
14H 3584 223.7 14.2 20.3 34.8 40.6 4979 
e 
14N2 3660 219.1 19.2 
20.3 32.1 40.4 3399 
14V 3738 229.2 36.0 20.5 31. 7 1794 
15V 4076 230.6 33.8 20.5 32.1 1931 
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Table C.44: Comparison Between Theory and Test Restuls of Pair PSS1314 
Run 103 P/H 103 c. 103 C 103 Cg 103 C· Test] C J % Di££. No. C Theory Theory Theory 
lV 0.208 0.394 0.398 0.398 - 0.9 
2V 0.260 0.477 0.492 0.492 - 2.9 
3V 0.323 0.605 0.603 0.603 0.3 
4V 0.385 0.707 o. 713 o. 713 - 0.8 
5V 0.467 0.822 0.857 0.857 - 4.1 
6V 0.517 0.895 0.944 0.944 - 5.2 
6N2 0.525 3.267 0.958 2.180 3.137 4.1 
6H 0.525 5.874 0.957 2.530 3.486 68.5 
e 
7V 0.616 1.276 1.114 1.114 14.5 
7N2 0.617 3.645 1.115 2.201 3.316 9.9 
7H 0.607 6.237 1.098 2.511 3.609 72.8 
e 
8V o. 712 1.535 1.278 1.278 20.1 
8N2 0.709 3.922 1.274 2.229 3.503 12.0 
8H o. 715 6.389 1.283 2.514 3.798 68.2 
e 
9H 0.808 6.380 1.442 2.515 3.957 61.2 
e 
9N2 0.832 4.038 1.483 2.253 3.736 8.1 
9V 0.843 1.620 1.501 1.501 7.9 
lOV 0.909 1.649 1.612 1.612 2.3 
10N2 0.909 4.080 1.612 2.267 3.879 5.2 
lOH 0.925 6.613 1.640 2.506 4.145 59.5 
e 
(continued ••• ) 
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Table C.44: Comparison Between Theory and Test Results of Pair PSS1314 
(continued ••• ) 
Run 103 P/H 103 c. 103 C 103 C 103 C· J C g J No. C Test Theory Theory Theory % Diff. 
llH 1.010 6.693 1. 783 2.522 4.305 55.5 
e 
11N2 1.056 4.244 1.860 2.282 4.142 2.5 
llV 1.074 1.825 1.890 1.890 - 3.4 
12V 1.208 2.103 2 .112 2.112 - 0.4 
12N2 1.219 4.624 2.132 2.342 4.453 3.8 
12H 1.228 7.224 2.147 2.537 4.684 54.2 
e 
13V 1.423 2.441 2.469 2.469 - 1.1 
13N2 1.436 4.970 2.490 2.351 4.841 2.7 
13H 1.437 7.565 2.492 2.456 4.948 52.9 
e 
14H 1.618 7.863 2.788 2.445 5.233 50.2 
e 
14N2 1.652 5.386 2.844 2.369 5.214 3.3 
14V 1.687 2.822 2.902 2.902 - 2.8 
15V 1.840 3.034 3.151 3.151 - 3.7 
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Table C.45: Comparison Between Nitrogen Measured and Predicted 
Conductances of Pair PSS1314 
Run 103 P/H 103 C· 103 Cc 103 C 103 C J g g No. C Test Test Test Theory % Diff. 
6 0.525 3.267 0.908 2.359 2.180 8.2 
7 0.617 3.645 1.277 2.368 2.201 7.6 
8 0.709 3.922 1.530 2.392 2.229 7.3 
9 0.832 4.038 1.600 2,438 2.253 8.2 
10 0.909 4.080 1.649 2.431 2.267 7.2 
11 1.056 4.244 1.796 2.448 2.282 7.3 
12 1.219 4.624 2.123 2,501 2.342 6.8 
13 1.436 4.970 2.463 2.508 2.351 6.7 
14 1.652 5.386 2.765 2.621 2.369 10.6 
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Table C.46: Comparison Between Helium Measured and Predicted 
Conductances of Pair PSS1314 
Run 103 P/H 103 C· 
·103 C 103 C 103 C 
J C g g 
No. C Test Test Test Theory % Diff. 
6 0.525 5.874 0.907 4.967 2.530 96 .3 
7 0.607 6.237 1.257 4.980 2.511 98.3 
8 o. 715 6.389 1.540 4.849 2.514 92.9 
9 0.808 6.380 1.556 4.824 2.515 91.8 
10 0.925 6 .613 1.677 4.936 2.506 97.0 
11 1.010 6.693 1. 721 4.972 2.522 97.1 
12 1.228 7.224 2.138 5.086 2.537 100.5 
13 1.437 7.565 2.464 5.101 2.456 107.7 
14 1.618 7.863 2. 711 5.152 2.445 110 .7 
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Table C.47: Predicted Helium Accommodation Coefficient Values for 
Pair PSS1314 
Run 103 C ks Tm Pg g 
Y/cr W/mK oc 
a.. 
No. Test torr 1. 
6 4.967 3.271 20.1 200.3 40.9 0.61 
7 4.980 3.231 20.1 206.1 40.9 0.61 
8 4.849 3.184 20.l 203.2 40.6 0.60 
9 4.824 3.149 20.1 203.2 40.6 0.59 
10 4.936 3.110 20.2 208.5 40.8 0.61 
11 4.972 3.084 20.2 208.4 41.0 0.61 
12 5.086 3.026 20.1 204.5 40.8 0.62 
13 5.101 2.979 20.4 222.5 40.7 0.62 
14 5.152 2.943 20.3 223.7 40.6 0.63 
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Table C.48: Geometric and Thermophysical Parameters of Pair PSS1314 
Run 103 P/H Pg No. C Y/cr torr M/a YR 
lV 0.208 3.522 
2V 0.260 3.463 
3V 0.323 3.405 
4V 0.385 3.357 
5V 0.467 3.304 
6V 0.517 3.275 
6N2 0,525 3.271 40.8 1.2 2.65 
6H 0.525 3.271 40.9 18.0 0.18 
e 
7V 0.616 3.226 
7N2 0.617 3.226 40.5 1.3 2.55 
7H 0.607 3.231 40.9 18.3 0.18 
e 
8V o. 712 3.185 
8N2 0.709 3.186 40.8 1.2 2.55 
8H o. 715 3.184 40.6 18.3 0.17 
e 
9H 0.808 3.149 40.6 18.3 0.17 
e 
9N2 0.832 3.141 40.8 1.2 
2.50 
9V 0.843 3.137 
lOV 0.909 3.115 
lON2 0.909 3.115 40.8 1.2 
2.50 
lOH 0.925 3.110 40.8 18.5 0.17 
e 
(continued .•• ) 
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Table C.48: Geometric and Thermophysical Parameters of Pair PSS1314 
(continued ••• ) 
Run 103 P/H No. C Y/a 
Pg 
torr M/a YH 
llH 1.010 3.084 41.0 18.4 0.17 
e 
llN2 1.056 3.071 
41.1 1.3 2.40 
llV 1.074 3.066 
12V 1.208 3.031 
12N2 1.219 3.029 
40.9 1.3 2.39 
12H 1.228 3.026 40.8 18.2 0.17 
e 
13V 1.423 2.982 
13N2 1.436 
2.980 40.7 1.3 2.25 
13H 1.437 2.980 40.7 19.3 0.15 
e 
14H 1.618 2.943 40.6 19.4 0.15 
e 
14N2 1.652 2.937 
40.4 1.3 2.21 
14V 1.687 2.931 
15V 1.840 2.904 
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Table C.49: Test Results of Pair PSS1516 
Run p Tm l::,T ks Q Pg h• J 
No. kPa oc oc W/rriK w torr W/m2 K 
lV 430 221.7 124.1 20.3 22.3 366 
2V 602 215.5 105.8 20.3 22.9 462 
3V 727 208.2 90.4 20.2 23.1 519 
4V 862 204.7 79.7 20.1 23.5 600 
5V 1008 203.2 72.9 20.1 23.8 667 
6V 1206 199.1 65.2 20.0 23.9 747 
7V 1330 194.0 58.1 20.0 23.7 830 
av 1577 190.1 51.8 19.9 23.6 930 
8N2 1594 196. 7 19.0 20.0 28.1 40.6 3019 
8H 1623 202.1 13.1 20.1 30.8 40.9 4795 
e 
9V 1852 196. 7 41.2 20.0 25.7 1272 
9N2 1854 210.1 18.7 20.2 30.4 40.9 3317 
9H 1861 203.5 12.8 20.1 31.1 40.8 4947 
e 
lOV 2002 202.3 40.1 20.1 26.8 1362 
10N2 2036 205.2 18.0 20.1 29.8 40.7 3378 
lOH 2057 202.3 12.3 20.1 31.1 40.7 5141 
e 
llV 2231 215.6 40.7 20.3 29.5 1477 
11N2 2252 223.5 18.7 20.4 33.3 40.5 3632 
llH 2256 214.9 12.8 20.3 33.7 40.5 5346 
e 
12V 2678 210.3 36.5 20.2 29.0 1620 
(continued ••• ) 
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Table C.49: Test Results of Pair PSS1516 (continued ••• ) 
Run p Tm 6T ks Q Pg h· J 
No. kPa oc oc W/rr¥.. w torr W/m2 K 
19V 5826 206.4 18.3 20.2 30.1 3362 
19N2 5844 217.0 12.2 20.3 33.1 40.9 5524 
19H 5895 214.1 8.7 20.3 34.4 40.8 8015 
e 
20V 6251 202.7 17.3 20.1 29.7 3495 
20N2 6269 212.7 11.6 20.2 32.5 40.7 5692 
20H 6319 209.5 8.4 20.2 33.7 40.8 8138 
e 
21V 7155 200.2 14.9 20.1 29.5 4032 
21N2 7203 213.9 10.9 20.3 32.7 40.8 6085 
21H 7229 213.0 7.8 20.2 34.3 40.8 8900 
e 
22V 8031 212.0 14.3 20.2 31.5 4487 
22N2 8036 244.4 10.4 20.4 34.7 40.9 6811 
22H 8072 214.9 7.2 20.3 34.7 40.9 9756 
e 
23V 8725 230.9 14.2 20.5 34.9 5024 
23N2 8735 225.9 10.0 20.4 35.0 40.8 7160 
23H 8769 227.0 7.4 20.4 37.0 40.8 10154 
e 
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Table C.49: Test Results of Pair PSS1516 (continued ••• ) 
Run p Tm 6.T ks Q Pg h· J 
No. kPa oc oc W/mK w torr W/m2 K 
12N2 2681 220.0 17.9 20.4 32.8 40.6 3726 
12H 2685 214.4 12.3 20.3 33.7 40.7 5590 e 
13V 3103 210.5 32.0 20.2 29.4 1870 
13N2 3149 217.7 16.3 20.3 32.6 40.7 4064 
13H 3187 210.8 11.2 20.2 33.3 40.9 6063 
e 
14V 3559 219.2 30.3 20.3 30.9 2075 
14N2 3585 217.0 15.5 20.3 32.6 40.8 4275 
14H 3604 214.6 10.8 20.3 34.0 40.7 6398 
e 
15V 4003 206.3 25.8 20.1 29.1 2299 
15N2 4025 216.9 14.7 20.3 32.6 40.7 4516 
15H 4042 213.5 10.2 20.3 34.0 40.9 6759 
e 
16V 4496 207.7 23.2 20.2 29.9 2619 
16N2 4506 216.0 13.8 20.3 32.7 40.9 4821 
16H 4503 211. 7 9.9 20.2 33.8 40.9 6969 
e 
17V 4911 208.5 21.8 20.2 30.3 2826 
17N2 4931 219.0 13.3 20.3 33.3 40.9 5116 
17H 4934 210.4 9.6 20.2 33.5 40.9 7078 
e 
18V 5359 207.6 19.9 20.2 30.2 3078 
18N2 5366 214.8 12.6 20.3 32.6 40.8 5285 
18H 5459 216.1 9.3 20.3 34.5 40.9 7564 
e 
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Table C.50: Comparison Between Theory and Test Results of Pair PSS1516 
Run 103 P/H 10
3 C· 103 Cc 103 C 103 C· J g J No. C Test Theory Theory Theory % Diff. 
lV 0.181 0.431 0.348 0.348 23.8 
2V 0.253 0.521 0.479 0.479 8.8 
3V 0.306 0.617 0.574 0.574 7.5 
4V 0.363 o. 714 0.674 0.674 5.9 
5V 0.425 0.794 0.782 0.782 1.5 
6V 0.508 0.893 0.928 0.928 - 3.8 
7V 0.560 0.995 1.018 1.018 - 2.2 
8V 0.664 1.119 1.196 1.196 - 6.5 
8N2 0.671 3.612 1.209 2.184 3.393 6.4 
8H 0.683 5. 713 1.230 1.984 3.214 77. 7 
e 
9V 0.780 1.522 1.394 1.394 9.2 
9N2 0.781 3.928 1.396 2.206 3.602 9.1 
9H 0.784 5.888 1.401 1.976 3.377 74.4 
e 
lOV 0.843 1.623 1.501 1.501 8.1 
10N2 0.857 4.015 1.525 2.215 3.740 7.3 
lOH 0.866 6.125 1.540 1.979 3.519 74.0 
e 
llV 0.939 ,1. 742 1.664 1.664 4.7 
11N2 0.948 4.258 1.679 2.222 3.901 9.2 
llH 0.950 6.309 1.682 1.924 3.608 74.9 
e 
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Table C.50: Comparison Between Theory and Test Results of Pair PSS1516 
(continued ••• ) 
Run 103 P/H 103 C· 103 C 103 C 103 C· J C g J No. C Test Theory Theory Theory % Diff. 
12V 1.127 1.919 1.978 1.978 - 2.9 
12N2 1.129 4.380 1.981 2.248 4.230 3.6 
12H 1.130 6.599 1.984 1.937 3.921 68.3 
e 
13V 1.307 2.214 2.276 2.276 - 2.7 
13N2 1.326 4.786 2.308 2.272 4.580 4.5 
13H 1.342 7.176 2.335 1.961 4.296 67.1 
e 
14V 1.499 2.441 2.593 2.593 - 5.9 
14N2 1.510 5.037 2.611 2.294 4.905 2.7 
14H 1.518 7.552 2.625 1.941 4.566 65.4 
e 
15V 1.685 2.730 2.899 2.899 - 5.8 
15N2 1.695 5.322 2.915 2.309 5.223 1.9 
15H 1.702 7.985 2.927 1.955 4.892 63.2 
e 
16V 1.893 3.108 3.238 3.238 - 4.0 
16N2 1.897 5.685 3.245 2.330 5.574 2.0 
16H 1.896 8.243 3.242 1.966 5.208 58.3 
e 
17V 2.068 3.352 3.521 3.521 - 4.8 
17N2 2.076 6.019 3.535 2.342 5.876 2.4 
17H 2.077 8.381 3.536 1.969 5.505 52.2 
e 
18V 2.256 3.652 3.825 3.825 - 4.5 
(continued ••• ) 
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Table C.50: Comparison Between Theory and Test Results of Pair PSS1516 
(continued ••• ) 
Run 103 P/H 10
3 c· 103 Cc 103 C 103 C· J g J No. C Test Theory Theory Theory % Diff. 
18N2 2.259 6.238 3.830 2.355 6.185 0.8 
18H 2.299 8.918 3.893 1.952 5.845 52.6 
e 
19V 2.453 3.993 4.141 4.141 - 3.6 
19N2 2.461 6.508 4.154 2.389 6.522 - 0.2 
19H 2.482 9.464 4.188 1.956 6.143 54.0 
e 
20V 2.632 4.162 4.428 4.428 - 6.0 
20N2 2.640 6. 728 4.440 2.377 6.817 - 1.3 
20H 2.661 9.643 4.474 1.975 6.449 49.5 
e 
21V 3.013 4.811 5.034 5.034 - 4.4 
21N2 3.033 7.186 5.066 2.402 7.468 - 3.8 
21H 3.044 10.517 5.084 1.962 7.045 49.3 
e 
22V 3.382 5.306 5.618 5.618 - 5.6 
22N2 3.384 7.980 5.621 2.418 8.039 - 0.7 
22H 3.399 11.513 5.645 1.960 7.605 51.4 
e 
23V 3.674 5.859 6.078 6.078 - 3.6 
23N2 3.678 8.380 6.085 2.429 8.514 - 1.6 
23H 3.692 11.875 6.107 1.914 8.021 48.0 
e 
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Table C.51: Comparison Between Nitrogen Measured and Predicted 
Conductances of Pair PSS1516 
Run 103 P/H 103 C· 10
3 C 103 C 103 C J C g g No. C Test Test Test Theory % Diff. 
8 0.671 3.612 1.131 2.481 2.184 13.6 
9 0.781 3.928 1.524 2.404 2.206 9.0 
10 0.857 4.015 1.649 2.366 2.215 6.8 
11 0.948 4.258 1. 758 2.500 2.222 12.5 
12 1.129 4.380 1.923 2.457 2.248 9.3 
13 1.326 4.786 2.245 2.541 2.272 11.8 
14 1.510 5.037 2.457 2.580 2.294 12.5 
15 1.695 5.322 2.745 2.577 2.309 11.6 
16 1.897 5.685 3 .115 2.570 2.330 10.3 
17 2.076 6.019 3.365 2.654 2.342 13.3 
18 2.259 6.238 3.657 2.581 2.355 9.6 
19 2.461 6.508 4.006 2.502 2.389 4.7 
20 2.640 6. 728 4.174 2.554 2.377 7.4 
21 3.033 7.186 4.842 2.344 2.402 - 2.4 
22 3.384 7.980 5.309 2.671 2.418 10.5 
23 3.678 8.380 5.865 2.515 2.429 3.5 
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Table C.52: Comparison Between Helium Measured and Predicted 
Conductances of Pair PSS1516 
Run 103 P/H 103 C· 103 C 103 Cg 103 C J C g No. C Test Test Test Theory % Diff. 
8 0.683 5. 713 1.150 4.563 1.984 130.0 
9 0.784 5.888 1.529 4.359 1.976 120.6 
10 0.866 6.125 1.665 4.460 1.979 125.4 
11 0.950 6.309 1. 761 4.548 1.924 136.4 
12 1.130 6.599 1.926 4.673 1.937 141.2 
13 1.342 7.176 2.271 4.905 1.961 150.1 
14 1.518 7.552 2.470 5.082 1.941 161.8 
15 1.702 7.985 2.756 5.229 1.955 167.5 
16 1.897 8.243 3 .112 5.131 1.966 161.0 
17 2.077 8.381 3.366 5.015 1.969 154.7 
18 2.299 8.918 3. 717 5.201 1.952 166.4 
19 2.482 9.464 4.038 5.426 1.956 177 .4 
20 2.661 9.643 4.206 5.437 1.975 175.3 
21 3.044 10.517 4.859 5.658 1.962 188.4 
22 3.399 11.513 5.332 6.181 1.960 215.4 
23 3.692 11.875 5.887 5.988 1.914 212.8 
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Table C.53: Predicted Helium Accommodation Coefficient Values for 
Pair PSS1516 
Run 103 C ks Tm Pg g 
Y/cr W/mK oc CL No. Test torr l. 
8 4.563 3.197 20.1 202.1 40.9 0.67 
9 4.359 3.158 20.1 203.5 40.8 0.64 
10 4.460 3.129 20.1 202.3 40.7 0.66 
11 4.543 3.102 20.3 214.9 40.5 0.67 
12 4.673 3.051 20.3 214.4 40.7 0.68 
13 4.905 3.000 20.2 210.8 40.9 0. 71 
14 5.082 2.963 20.3 214.6 40.7 0.73 
15 5.229 2.928 20.3 213.5 40.9 0.74 
16 5.131 2.895 20.2 211. 7 40.9 0.73 
17 5.015 ·2 .866 20.2 210.4 40.9 0. 71 
18 5.201 2.835 20.3 216.1 40.9 0.74 
19 5.426 2.811 20.3 214.3 40.8 0.76 
20 5.438 2.788 20.2 209.5 40.8 0.76 
21 5.658 2.745 20.3 213.0 40.8 0.78 
22 6.181 2. 710 20.3 214.9 40.9 0.84 
23 5.988 2.682 20.4 227.0 40.8 0.82 
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Table C.54: Geometric and Thermophysical Parameters of Pair PSS1516 
Run 103 P/H pg No. C Y/o torr M/a YH 
lV 0.181 3.558 
2V 0.253 3.470 
3V 0.306 3.419 
4V 0.363 3.373 
5V 0.425 3.330 
6V 0.508 3.280 
7V 0.560 3.253 
8V 0.664 3.205 
8N2 0.671 3.202 40.6 2.0 1.62 
8H 
e 
0.683 3.197 40.9 28.3 0.11 
9V 0.780 3.159 
9N2 0.781 3.159 40.9 2.0 1.56 
9H 0.784 3.158 e 40.8 28.5 0.11 
lOV 0.843 3.137 
lON2 0.857 3.132 40.7 2.0 1.56 
lOH 0.866 3.129 40.7 28.5 0.11 
e 
llV 0.939 3.105 
11N2 0.948 3.103 40.5 2.1 1.50 
llH 0.950 3.102 40.5 29.7 0.10 
e 
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Table C.54: Geometric and Thermophysical Parameters of Pair PSS1516 
(continued ••• ) 
Run 103 P/H Pg No. C Y/cr torr M/cr YR 
12V 1.127 3.052 
12N2 1.129 3.051 40.6 2.1 1.50 
12H 1.130 3.051 40.7 29.5 0.10 
e 
13V 1.307 3.008 
13N2 1.326 3.004 40.7 2.1 1.46 
13H 1.342 3.000 40.9 29.1 0.10 
e 
14V 1.499 2.967 
14N2 1.510 2.964 40.8 2.1 1.44 
14H 1.518 2.963 40.7 29.5 0.10 
e 
15V 1.685 2.931 
15N2 1.695 2.929 40.7 2.1 1.43 
15H 1.702 2.928 40.9 29.3 0.10 
e 
16V 1.893 2.895 
16N2 1.897 2.895 40.9 2.0 1.42 
16H 1.896 2.895 40.9 29.1 0.10 
e 
17V 2.068 2.868 
17N2 2.076 2.867 40.9 2.1 1.39 
17H 2.077 2.866 40.9 29.0 0.10 
e 
18V 2.256 2.841 
18N2 2.259 2.840 40.8 2.0 1.39 
18H 2.299 2.835 40.9 29.5 0.10 
e 
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Table C.54: Geometric and Thermophysical Parameters of Pair PSS1516 
(continued ••• ) 
Run 103 P/H Pg No. C Y/cr torr M/a YR 
19V 2.453 2.814 
19N2 2.461 2.813 40.9 2.0 1.37 
19H 
e 
2.482 2.811 40.8 29.4 0.10 
20V 2.632 2. 792 
20N2 2.640 2.791 40.7 2.0 1.37 
20H 2.661 2.788 40.8 29.0 0.10 
e 
21V 3.013 2.749 
21N2 3.033 2.746 40.8 2.0 1.35 
21H 3.044 2.745 40.8 29.3 0.09 
e 
22V 3.382 2. 711 
22N2 3.384 2. 711 40.9 2.1 1.30 
22H 3.399 2. 710 40.9 29.4 0.09 
e 
23V 3.674 2.684 
23N2 3.678 2.684 40.8 2.1 1.29 
23H 3.692 2.682 40.8 30.5 0.09 
e 
APPENDIX D: THERMAL CONDUCTANCE DUE TO RADIATION 
If the contacting surfaces are considered as two parallel, 
gray, plane surfaces, the radiation heat exchange between the two 
surfaces Qr is: 
where a 
st 
= 
is Stefan-Boltzmann constant; are the 
extrapolated temperatures to the contact plane; and E1 and E2 
are the emissivities of the contacting surfaces. The radiative 
component of the joint conductance can be written as: 
If 
h 
r 
Q /A 
r a 
= = 
6.T 
is small, we can write approximately that: 
= 
where T is the joint mean temperature. Thus, Eq.(D.2) 
m 
becomes: 
h 
r 
= 
4cr T3 
st m 
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(D. l) 
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(D .3) 
(D.4) 
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Eq.(D.4) shows clearly that the radiation thermal conductance 
is a function of the joint mean temperature and the emissivities of 
the contacting surfaces. Assuming E1 = E2 = 0.2 and T = 414K m 
which corresponds to the lowest measured joint conductance value of 
2 185 W/m K, then, from Eq.(D.4), h is equal to 
r 
2 1. 79 W/m K. 
Since this value of h is less than 1% of the lowest measured 
r 
joint conductance, it can be concluded that radiation contribution 
to the joint conductance, at the temperature levels considered in 
this work, is negligible. 
APPENDIX E: UNCERTAINTY ANALYSIS 
E.l Introduction 
The following is a discussion of the analysis made to estimate 
the maximum uncertainty in the experimental measurements and the 
theoretical predictions of the joint conductance. It should be 
mentioned that the accuracy of the measuring system was discussed 
in detail in Chapter 4 while the procedure and estimation accuracy 
used for the surface parameters were discussed in Appendix B. 
Also, the following analysis is based on the procedure described 
in Ref.[86]. 
E.2 Uncertainty in the Measured Joint Conductance 
The experimental joint conductance, Eq.(2.1), of a particular 
joint was determined from the estimated heat flux and the temperature 
drop across the interface. As previously mentioned, the heat flux 
through the interface was considered to be the mean of the thermal 
fluxes through the heat meters. The heat loss was less than 5% 
under vacuum conditions and 10% in a gaseous environment. The 
estimated uncertainties in the heat flux are, therefore, ±2.5% 
and ±5% in the vacuum and gaseous tests, respectively. 
The uncertainty in the temperature drop across the interface 
is the result of the uncertainties associated with the thermocouple 
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readings and the extrapolated temperatures. The thermocouple readings 
were estimated to be accuracte to ±0.1°C based upon the calibration 
and the accuracy of the temperature measurement system. The estimated 
uncertainty in the interface temperature drop by extrapolation of the 
temperature gradients was approximately ±0.1°C. The overal 
uncertainty in the temperature drop across the joint is, therefore, 
±0.2°C. 
The observed maximum temperature drop was as large as 148°C 
while the minimum value was approximately 5°C. Thus, the fractional 
uncertainty in the temperature drop could be as small as 0.1% and 
as much as 4.0%. Using a simple differ~ntial error analysis, the 
estimated uncertainty in the measured joint conductance could be of 
the order of 4.7% under vacuum conditions, or approximately 6.4% 
in a gaseous environment. The maximum estimated uncertainty 
associated with the measurement of the joint conductance for each 
test is reported in Table E.l. 
E.3 Uncertainty in the Contact Conductance Predictions 
The uncertainty associated with the prediction of the contact 
conductance, h ' C is a function of the surface parameters a and 
m, contact pressure P, contact hardness H, and the material 
C 
thermal conductivity. For example, the estimated uncertainties in 
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the Ni200 series parameters are: effective surface roughness ±10%, 
effective mean absolute slope ±5%, contact hardness ±2.1%, 
contact pressure ±0.1%, and material thermal conductivity ±2.5%. 
Using simple differential analysis, the estimated maximum uncertainty 
in the prediction of the contact conductance is ±11.6%. The 
estimated maximum uncertainty for the other series of tests are: 
11.8% for SS304, 12.4% for Zr-2.5wt% Nb, and 11.4% for Zr-4. 
It is important to note that the main contribution to the uncertainty 
in the predictions is due to the uncertainties in the estimation of 
the surface parameters cr and m. This emphasizes how crucial the 
estimates of cr and m are to accurate thermal predictions. It 
must be pointed out also that the uncertainties in the surface 
parameters were less than the above specified maximum values for most 
of the pairs tested. 
The estimate of the maximum deviation between the experimental 
and the theoretical values (overall uncertainty for short) can be 
obtained from the square root of the sum of the squares of the 
maximum uncertainties in the measured and predicted contact 
conductance values. The estimated data uncertainty for each tested 
pair is reported in Table E.l. However, it must be remembered that 
the deviation between the experimental and the theoretical values 
should be considered unsatisfactory if it exceeds the overall 
uncertainty of a particular test. 
Table E.l: Summary of the Maximum Uncertainties Associated 
with the Measurements and Predictions of Joint 
Conductance Under Vacuum Conditions 
Pair Measurements Predictions Overall 
PNI 0102 8.1% 11.6% 14.1% 
PNI 0304 4.9% 11.6% 12.6% 
PNI 0506 5.0% 11.6% 12.6% 
PNI 0708 5.1% 11.6% 12.7% 
PNI 0910 3.5% 11.6% 12.1% 
PSS 0102 5.7% 11.8% 13.1% 
PSS 0304 3.3% 11.8% 12.2% 
PSS 0506 3.1% 11.8% 12.2% 
PSS 0708 2.9% 11.8% 12.1% 
PZN Ol02 4.5% 12.4% 13.2% 
PZN 0304 3.8% 12.4% 13.0% 
PZN 0506 3.0% 12.4% 12.7% 
PZN 0708 2.9% 12.4% 12.7% 
PZ4 0102 4.7% 11.4% 12.3% 
PZ4 0304 3.7% 11.4% 12.0% 
PZ4 0506 3.7% 11.4% 12.0% 
PZ4 0708 3.1% 11.4% 11.8% 
PSS 1112 2.7% 11.8% 12.1% 
PSS 1314 2.6% 11.8% 12.1% 
PSS 1516 2.9% 11.8% 12.1% 
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E.4 Uncertainty in the Gap Conductance Predictions 
The theoretical prediction of the gap conductance, hg, is a 
function of the effective temperature jump distance M, gas 
conductivity kg, and the mean plane separation between the surfaces. 
The gas properties employed in the prediction were compiled from a 
number of references and assumed to be accurate. However, an 
estimate of the uncertainty in the gas accommodation coefficient 
value would be of the order of ±3% since the reported data exhibit 
some discrepancies. Assuming the contacting surfaces are clean, 
free of oxides, and foreign films, the uncertainty in the parameter 
M is estimated to be ±3%, since the uncertainties in the gas 
pressure and mean temperature are negligible. 
For the gas thermal conductivity, the uncertainty is estimated 
to be ±1% for both Nitrogen and Helium based on the data 
reported in the literature. Since the uncertainty in the effective 
surface roughness a is significantly greater than the uncertainty 
in the relative contact pressure P/H, 
C 
the uncertainty in a 
dominates. Therefore, the estimated uncertainty in the mean plane 
separation is approximately ±10%. 
No explicit analytical function is available for the prediction 
of the gap conductance, therefore the uncertainty in h was g 
determined numerically. From the analysis, the uncertainty in the 
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prediction of the gap conductance is estimated to be ±10.5%. Thus, 
the uncertainty in the theoretical joint conductance when the gas is 
present in the gap is equal to the square root of the sum of the 
squares of the uncertainties in the predictions of the contact and 
gap conductances, respectively. For SS304 pairs tested in a 
gaseous environment, the uncertainty in the theoretical h. 
J 
is 
estimated to be 15.8% at most. The estimated overall uncertainty, 
i.e., deviation from the theory, for each pair tested in a gaseous 
environment is reported in Table E.2. 
Table E.2: 
Pair 
PSS 0910, 
PSS 1112, 
PSS 1314, 
PSS 1516, 
PSS 1112, 
PSS 1314, 
PSS 1516, 
Summary of the Maximum Uncertainties Associated 
with the Measurements and Predictions of Joint 
Conductance in Nitrogen and Helium Environments 
Measurements Predictions Overall 
N2 5.7% 15.8% 16.8% 
N2 5.2% 15.8% 16.6% 
N2 5.1% 15.8% 16.6% 
N2 5.4% 15.8% 16.7% 
H 5.4% 15.8% 16.7% 
e 
H 5.2% 15.8% 16.6% 
e 
H 5.7% 15.8% 16.8% 
e 
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