The quality of speech synthesis systems can be significantly deteriorated by the presence of background noise in the recordings. Despite the existence of speech enhancement techniques for effectively suppressing additive noise under low signal-tonoise (SNR) conditions, these techniques have been neither designed nor tested in speech synthesis tasks where background noise has relatively lower energy. In this paper, we propose a speech enhancement technique based on generative adversarial networks (GANs) which acts as a preprocessing step of speech synthesis. Motivated by the speech enhancement generative adversarial network (SEGAN) approach and recent advances in deep learning, we propose to use Wasserstein GAN (WGAN) with gradient penalty and gated activation functions to the autoencoder network of SEGAN. We studied the impact of the proposed method on a data set consisting of 28 speakers and different noise types with 3 different SNR level. The effectiveness of the proposed method in the context of speech synthesis is demonstrated through the training of WaveNet vocoder. We compare our method against SEGAN. Both subjective and objective metrics confirm that the proposed speech enhancement approach outperforms SEGAN in terms of speech synthesis quality.
Introduction
Speech enhancement techniques aim to improve the quality of speech by reducing background noise. They are crucial components, either explicitly or implicitly, in automatic speech recognition (ASR) systems. Their main target is to improve the intelligibility of speech and consequently increase the noise robustness of ASR. Besides the standard signal processing approaches such as spectral subtraction and Wiener filter [1, 2] , deep neural networks have been widely adopted to either directly reconstruct clean speech [3] or estimate masks [4] from the noisy signals. Different types of networks have also been investigated in the literature for enhancement, such as autoencoders [5] , convolution networks [6] and recurrent networks [7] . Motivated by these studies we present a neural networkbased speech enhancement technique to assist speech synthesis under noisy conditions. Typically, the recordings for speech synthesis are performed under controlled conditions with minimum distortions from reverberation or environmental noise. However, there are (at least) two scenarios where the environment cannot be controlled: (a) when recordings are performed using mobile phones and (b) when voices with no high-quality recordings are of interest but new recordings cannot be performed. Therefore, a speech enhancement (SE) method tailored for speech synthesis (SS) and speech adaptation in mid (15-30 dB) signal-to-noise (SNR) conditions is much needed.
The classic approaches like spectral subtraction or Wiener filtering methods work well in high (30-50 dB) SNR conditions. However, their success is limited in mid SNR values. Botinhao et al. [8] proposed recently an SE technique for noise robust speech synthesis based on recurrent networks. However, this technique operates in feature domain instead of waveform domain resulting in the implicit introduction of vocoding quality in the enhanced speech. Additionally, this technique was tested in low (0-15 dB) SNR conditions. In a different direction, the transition from feature domain to waveform domain triggered great improvements in tasks like speech synthesis and voice conversion with speech quality almost similar to natural recordings [9, 10, 11, 12] .
In [13] , authors proposed an SE method at the waveform domain with impressive results in adverse additive noise scenarios. They trained a neural network system using the generative adversarial networks (GANs) framework. The architecture of this method is an autoencoder neural network with skip connections trained on multiple speakers and multiple noise conditions. The speech enhancement using generative adversarial network (SEGAN) model is an end-to-end system without the need for hand-crafted feature extraction. However, it is designed for ASR purposes and when tested on conditions often occurring in SS tasks we observe either minimal or no improvement or even slight deterioration in speech quality. Henceforth, we propose a variation of SEGAN which is dedicated for SS applications. First, we keep the processing at the waveform level but we adopt a different loss function. The original SEGAN used a least-squares type of loss function. We propose to use Wasserstein distance with gradient penalty (WGAN) [14] which has shown to produce superior results. Second, we apply an activation function that is more suitable for speech signals. It has been shown [9] that a data-driven gated linear unit (GLU) activation function is capable of generating very good speech quality. Therefore, we propose GLUs as activation functions.
We additionally evaluate the benefit of WGAN and GLUs in SE. We show the impact on speech synthesis when background noise takes mid-range SNR values. In order to limit the confounding factors in our study, we use an existing WaveNet model trained on clean speech data to measure the effectiveness of the proposed enhancement method. To quantify the performance in SS, we first train a WGAN model to map simulated noisy speech to the original clean speech. Then, we measure the performance of the WaveNet model on noisy speech before and after enhancement by WGAN. Our experiments indicate that the proposed WGAN approach improves speech synthesis performance under these noise conditions. Using the voice bank corpus for training, we show on both objective metrics and subjective listening tests that both Wasserstein loss function with gradient penalty and gated activation function significantly improve the quality of speech for both SE and SS tasks under medium SNR conditions. The rest of this paper is organized as follows. In Section 2, we describe WGAN with GLUs and contrast it with SEGAN. The application of SE in SS tasks as well implementation details are explained in Section 3. In Section 4, results from objective and subjective evaluations are presented. Finally, the paper is concluded in Section 5.
Speech Enhancement using Wasserstein GAN
GANs are popular generative models that have been initially used in synthesis and enhancement of images. GANs consist of a pair of two neural networks: the generator (G) which generates output data given some source input and the discriminator (D) which discriminates between real and generated data. GANs have produced impressive results in terms of naturalness and they have been subsequently applied to other fields such as speech and video processing. In the context of SE, Pascual et al. [13] proposed a speech enhancement generative adversarial network (SEGAN) approach to enhancing speech at the waveform level. The generator network is inspired by the autoencoder architecture supplemented with skip connections that link the layers of the encoder to the layers of the decoder. The input noisy speech xn is passed through the encoder of G to get a bottleneck feature vector c, which is then concatenated with the noise latent vector z to fed the decoder of G. SEGAN uses waveforms with the long receptive field (16384 samples at 16 kHz) with pairs of clean xc and noisy speech xn and is trained to output clean speechxc. The loss function for training SEGAN is the least squares error for both generator and discriminator networks. An additional l1 similarity norm regularizes the training of G.
Wasserstein GAN with Gradient penalty
Wasserstein GAN (WGAN) has been already shown to improve the training in image processing [15] . In WGAN, the discriminator function is required to lie in the space of Lipschitz continuous functions with Lipschitz constant equals to 1. This property can be enforced either through weight clipping or with gradient penalty. Weight clipping has optimization issues, whereas, authors in [14] showed that gradient penalty gave more stable training. Hence, we used the improved WGAN with gradient penalty. The loss function for D with Wasserstein distance and gradient penalty is defined as follows:
wherex ∼ p d (x) is defined uniformly along straight lines between pairs of points samples from the data distribution p d (xc) and p d (xc). Parameter λ1 control the gradient term. Similarly, the loss function for G is given by:
where λ2 is a hyper-parameter which controls the similarity term in the loss function of G.
Gated activation function
We utilize strided convolutional neural networks (CNN) to construct both the discriminator and the generator networks. After each layer, either regular rectified linear units (ReLUs) or parametric ReLUs are used as non-linearities. However, we propose to use gated linear units (GLUs) activation function. GLUs have been reported to capture both long-and short-term dependencies which are present in speech [16] . The output of the l th hidden layer of a gated CNN is described as:
where σ is the sigmoid function and ⊗ represents element-wise product. W l and V l are parameters to be learned during training.
Comparison between WGAN and SEGAN
SEGAN enhances noisy signals when their SNR is low (0-15 dB). Since we are interested in speech synthesis application, the tested SNR values will be higher (15-30 dB). As a first demonstration, we plot in Figure 1 the spectrograms from clean, noisy, SEGAN-enhanced-, and WGAN-enhanced speech using one sentence taken from the Voice bank corpus [17] . The noisy signal is contaminated with additive noise of 20 dB SNR. The spectrogram visualization reveals that WGAN method is closer to the original speech compared to the signal enhanced using SEGAN. The proposed method suppresses background noise in most of the region. Furthermore, we perform a more systematic assessment of the performance of the WGAN approach relative to SEGAN. We measure the global SNR level after enhancing the noisy signals. The results of WGAN with gradient penalty and GLU activation function are shown in Table 1 . The SNR reported in the Table is an average of approximately 250 files. From the Table, we observe that SEGAN fails to enhance speech for SNR level of 20 and 25 dB, whereas, WGAN improves the SNR in all levels. It is also worth noting that we performed an ablation test where we replace the GLUs with parametric ReLUs. We observe that the global SNR for WGAN is decreased by 1 to 1.5 dB. In the next section, we will describe the integration of the proposed speech enhancement module as a pre-filtering algorithm in speech synthesis.
Speech Enhancement for Speech Synthesis
In order to evaluate the impact of SE in SS applications, we use the proposed speech enhancement method as a pre-filtering module. Figure 2 shows the integration of the proposed speech enhancement module in speech synthesis. This framework has two stages: firstly, pre-processing the noisy speech using WGAN ans secondly, WaveNet vocoder is trained to produce high quality speech synthesis. The first stage is the implementation of WGAN network. WGAN generator's encoder (Genc) consists of 11 layers of stride-2 convolution with growing depth, resulting in a feature vector c at the bottle-neck of 8 time-steps with depth 1024. This feature map is concatenated with latent vector z, sampled randomly from uniform noise distribution. The resultant concatenated vector is input to an 11-layer up-sampling decoder (G dec ), with skip connections from the corresponding input feature vector to preserve phase and alignment same as that of the original. The architecture of the discriminator network follows an architecture similar to that of generator's encoder. The only difference is that the discriminator takes two input (noisy and clean/enhanced speech) channels with 16384 samples in each batch.
The second stage consists of the neural-network vocoder based on WaveNet. In this work, a non-causal implementation of WaveNet vocoder is used. WaveNet uses a non-linear autoregressive (AR) model to predict the next signal sample from the past and future samples of signal and local conditioning each sample from the time-varying acoustic features. We have used Mel-filter banks computed from short-time Fourier transform as an acoustic feature. The vocoder architecture has three main modules: a dilated convolution network with increasing dilation factor, which gives long receptive field, a stack of residual-blocks, which acts as a feature extractor, and a post-processing module, which combines the information from residual blocks to predict the next speech sample.
Experimental set-up
To train WGAN, we used 30 speakers (15 male and 15 female speakers) from voice bank corpus [18] . Each speaker utters approximately 400 sentences. We used 28 speakers for training and 2 speakers for testing. The original utterances are sampled at 48kHz, which we down-sample to 16kHz for faster processing. We used noise signals from the BUTReverbDB database [19] to contaminate clean speech utterances. The noise files consist of recordings from silent office and conference rooms. The clean-noisy pairs are created with SNR levels of 15, 20 and 25 dB. Once the pairs have been created we train the SE models. Both WGAN and SEGAN are trained for 150 epochs with Adam optimizer. The learning rate used for WGAN's generator and discriminator network is 0.00005 and 0.000025, respectively. During training, waveform windows of 1 sec length (16384 samples) are feed to the networks. A shift of 0.5 sec is used. During testing, non-overlapping samples are fed to the generator network whose outputs are concatenated to obtain the enhanced utterance. The penalty terms λ1 and λ2 is set to 10 and 100, respectively. We experimented with several combinations of values for both hyper-parameters, however, we did not observe any significant change in the l1-norm of the generator's loss function.
In order to verify the impact of the enhancement techniques in speech synthesis, we trained four WaveNet vocoder systems using clean, noisy, SEGAN-enhanced, and WGAN-enhanced testing utterances. WaveNet training requires at least 1 hr (∼1000 utterances) of data to get good quality synthesis [20] . However, only 400 utterances for each speaker in the voice bank corpus are available. Hence, we used four additional speakers from CMU-ARCTIC database [17] ; SLT, BDL, CLB, and RMS for training the four WaveNet systems. From the two testing speakers of the voice bank corpus, we used 300 utterances for training and 50 sentences for validation while the remaining 50 sentences were used for testing. The selected WaveNet architecture is similar to the one mentioned in [20] with the addition of non-causality function. Acoustic features were extracted every 5ms after applying a window of 25ms. We used 45 Melfilter-bank features computed from standard short-time Fourier magnitude spectrum for local conditioning the WaveNet. All signals were up-sampled to the same sampling rate (16kHz).
Results and Discussion

Objective evaluation
To know the quality of the enhanced speech by WGAN method different objective metrics is computed. Perceptual evaluation of speech quality (PESQ) (from -0.5 to 4.5) is a wideband version recommended in ITU-T P.862.2 [21] is measured to know the quality of enhanced speech. The short-time objective intelligibility (STOI) that records the improvement in speech intelligibility [22] is computed. The gain in SNR through the enhancement processing is being evaluated by segmental SNR (SSNR) [23] . The composite measure for signal distortion (CSIG) predicts the mean opinion score of the signal (MOS) distortion (from -0.5 to 4.5). The composite measure for background interferences (CBAK) and the overall composite measure (COVL) (from 1 to 5) predicts the extent of background noise suppression in the speech and the overall effect, respectively [24] .
The objective metrics for SE task are evaluated on two testing speakers of voice bank corpus (1 male and 1 female speaker) with a total of 824 utterances. The results are shown as an average in Table 2 . The relative standard error is of order 10 −4 for all objective metrics. The objective performance gain of the proposed WGAN model can be observed when compared to SEGAN method. The PESQ score got increased by 0.2 while STOI with 0.02 factor. This indicates that the quality is being improved further without losing the intelligibility. The CSIG gain from 3.57 to 3.69 is a sign of clean speech restoration by the WGAN method compared to SEGAN. At the same time, noise suppression (CBAK) has been slightly better from 3.46 to 3.48 in the proposed method. Hence, the overall quality of the output speech (COVL) is got improved by 0.10. This is even more clear when we look into the segmental SNR gain through the processing. The SSNR has been increased around 1 dB by processing in WGAN comparison to the SEGAN method. This is a clear confirmation that the model with WGAN performed better for speech enhancement task in mid SNR conditions. 
Subjective evaluation
We conducted two listening experiments. The first experiment is to know the quality of the enhanced speech from the proposed WGAN based-SE method in mid SNR conditions. The second experiment is to know the impact of the presence of noise in the data used for training neural network-based vocoder. We evaluated the sound quality of the enhanced speech using a mean opinion score (MOS). The subjects rated the sound quality (naturalness) of the speech using a 5-point scale: "5" for perfect, "4" for very good, "3" for good, "2" for bad, and "1" for very bad. 20 non-native subjects participated in the listening experiment. Subjects have to listen to 10 sentences in each method and give their opinion score. WaveNet vocoder is given in the third column of Table 3 . It is clear that WaveNet vocoder results are degrading when training data having background noise. This is reflected in dropping MOS from 3.57 in the case of clean speech to 2.01 in case of noisy speech. Further, when we use the proposed WGAN based SE algorithm MOS increased to 2.86. This indicates that the proposed neural network-based SE algorithm using WGAN can be used as a pre-filtering algorithm to remove additive noise present in recording data and to improve overall synthesis quality. Examples of speech files from both SE and SS experiments can be found in 1 .
Conclusion
In this work, we proposed a WGAN-based speech enhancement method for medium SNR conditions. The proposed model uses gradient penalty to stabilize the training of WGAN and gated activation functions. Both features resulted in significant improvements in speech enhancement. The objective metrics confirm that the proposed WGAN model is advantageous for speech enhancement in medium SNR values. Furthermore, the added value of the proposed SE approach is shown in speech synthesis task. Using WaveNet vocoder, we showed that WGAN model can be used as a pre-filtering step in a speech synthesis system. The pre-processing of the recorded speech files will decrease the background noise. The enhanced files allowed us to produce good quality speech using WaveNet vocoder for both male and female speakers. The proposed WGAN approach was supported by objective metrics of intelligibility and sound quality as well as by subjective listening test results. Future work includes moving from a parallel data setup to a non-parallel set-up for speech enhancement in waveform domain.
