An infinite homogeneous d-dimensional medium initially is at zero temperature. A heat impulse is applied at the origin, raising the temperature there to a value greater than a constant value u 0 > 0. The temperature at the origin then decays, and when it reaches u 0 , another equal-sized heat impulse is applied at a normalized time 1 = 1. Subsequent equal-sized heat impulses are applied at the origin at the normalized times n , n = 2, 3, . . . , when the temperature there has decayed to u 0 . This sequence of normalized waiting times n can be defined recursively by a difference equation and its asymptotic behavior was known recently. This heat conduction problem was first studied in [J. Difference Equations Appl. 3 (1997) 89-91].
Introduction
Myshkis [4] studied the following heat conduction problem: let u(x, t) be the temperature at position x = (x 1 , x 2 , . . . , x d ) and time t of a homogeneous medium filling up the whole R d . Suppose u ≡ 0 at t = 0 and a heat impulse of size b is applied at x = 0. A heat impulse of the same size is applied again at x = 0 at time t 1 when u(0, t 1 ) = u 0 , i.e., when the temperature at x = 0 decreases to a given value u 0 > 0. This process is repeated indefinitely.
Denote by t 0 = 0, t 1 , t 2 , . . . the sequence of consecutive times that a heat impulse of size b is applied at x = 0. By solving the heat equation where a is the heat conduction coefficient of the medium and (x) the Dirac function at x = 0, it is not difficult to show that for n 0 and t n−1 < t t n , u(x, t) is given by
2)
The heating condition u(0, t n ) = u 0 then implies (1.
3)
The sequence { n } is thus recursively defined.
Computer simulation indicated that { n } increases regularly. In particular, n /n ≈ constant for d = 1. Myshkis [4] proposed as an open problem the asymptotic expression for n . By now we have the following:
The waiting-time sequence { n } given in (1.3) is increasing and satisfies
Note that (s) ≡ ∞ k=1 k −s is the Riemann-Zeta function. Theorem 1.1(i), (iii) had been shown in [2] and (ii) in [3] . 
Thus the conduction coefficient a can be determined without ever leaving the origin x = 0 if one knows the impulse size b, the threshold temperature u 0 and the heating times t 0 = 0, t 1 , t 2 , t 3 , . . .
Some natural subsequent questions are as follows:
Question 1. What happens if the problem is set in a finite region, say the interval (−l/2, l/2) in R 1 , with the temperature at both end points being kept at zero forever? One may imagine a heat reservoir at temperature 0 is set outside (−l/2, l/2).
Question 2.
What happens if the temperature is measured at a point different from the explosion point
Computer simulation indicates some regular patterns of the heating times when both questions above are set in the real line. The main purpose of this paper is to give a rigorous mathematical analysis for Question 1 above. We will verify in Section 2 that lim n t n /n exists and the limit can be solved from some complicated equation. This result is quite different from that of an infinite rod, where lim n t n /n 2 exists as stated in Corollary 1.2(i). A key step in the analysis is to show that the normalized waiting time sequence { n } is increasing. The proof is left to Section 4. Question 2 above is formulated mathematically in Section 3. We conjecture that Theorem 1.1(i), (ii) and thus Corollary 1.2(i), (ii) still hold in this case.
Q1 : the finite interval case
The solution to the following heat equation
Then u(0, t) = F (t). Because F (t) is a strictly decreasing function, the next heating time t 1 is uniquely determined by u 0 = u(0, t 1 ) = F (t 1 ).
Let t 0 = 0. By the Superposition Principle, the solution to
can be given as follows: for t n−1 < t t n ,
In particular,
The function on the right-hand side above is strictly decreasing in t. The next heating time t n is thus uniquely determined by
be the waiting time between two consecutive heating times t j −1 and t j . We have from above the following analog to (1.3):
This is the defining difference equation for { n } in the finite interval case. In principle, { n } can be recursively obtained from (2.4) . Though the function F (t) is related to the q-series, we do not know whether it has a closed form. Truncation method was adopted when evaluating the value of F (t). Computer simulation strongly suggested that the sequence { n } is increasing. What remains is to verify it analytically.
The lemma will be proved in Section 4. The asymptotic behavior of the heating-time sequence {t n } will then follow easily. That the waiting-time sequence { n } is increasing is also one of the key steps in the infinite rod case treated in [2] . However, the proof for the present finite rod case is more difficult technically.
Given Lemma 2.1 at hand, we have lim n = for some ∈ (0, ∞]. Hence,
By using the Bounded Convergence Theorem, it follows from (2.2) and (2.4) that
Hence < ∞. In view of (2.2), is uniquely determined by 
satisfies lim n t n /n = ∈ (0, ∞), where is uniquely determined by (2.5).
Physically speaking, the boundary condition u(±l/2, t) ≡ 0 means a heat reservoir at temperature 0 outside the homogeneous rod on (−l/2, l/2). Theorem 2.2 implies that the reservoir absorbs almost all the heat soon enough after it is generated by each explosion at the origin. Hence the waiting time between two consecutive heatings is roughly a constant which can be solved from (2.5). By the same reason, a similar result should hold when the problem is set in R d .
One may as well ask what will happen if the homogeneous rod on (−l/2, l/2) is thermally isolated from the outside. This question is not interesting as it has an easy answer. Without leaking of heat, the temperature in the finite rod will go up and becomes uniformly higher than the threshold temperature u 0 after a certain number of explosions at the origin. So t n = ∞ for some n.
As before, one can determine from (2.5) the conduction coefficient a of the rod without ever leaving the origin. However, (2.5) is a much complicated equation than the formula given in Corollary 1.2(i) for the one-dimensional infinite rod case.
Q2: a different temperature-measuring point
For convenience we suppose the temperature is measured at e 1 = (1, 0, 0, ..., 0) instead of the origin x = 0. Let t 0 = 0. It is clear from (1.2) that for n 0 and t n−1 < t t n , u(e 1 , t) is given by
The heating condition u(e 1 , t n ) = u 0 requires the next heating time t n satisfies the following:
.
Define h(t) = t −d/2 exp(−1/t). Eq. (3.1) can be rewritten as
This is the defining difference equation for the waiting-time sequence { j } in the present case. Compared with (1.3), each term on the right-hand side of (3.1) gets an extra exponential factor. It is this factor that makes the problem more difficult to analyze. Letting n = 1 in (3.2), 1 satisfies the following equation:
The function h(t) is the temperature function at x = e 1 after the first explosion at the origin x = 0 and time 0. Since h (t)
it is easy to see that as time t goes from zero to infinity, h(t) first increases from h(0
In order that (3.3) is feasible, we naturally requirẽ
Moreover, Eq. (3.3) has two solutions in t, say 1 and 1 , for eachũ 0 < (
is increasing at t = 1 and decreasing at t = 1 . Without loss of "energy", it is 1 that we should take as the next heating time. Hence 1 2/d. Because h( n ) appears in the sum on the right-hand side of (3.2), we require
Since h(t) is decreasing on [2/d, ∞), the sequence { n } is recursively well defined by (3.2) under assumptions (3.4) and (3.5) .
Following the same line of attack adopted in [2, 3] , we conjecture that (i) the sequence { n } is increasing for any d 1, (ii) lim n n /n exists and is positive for d = 1.
(iii) lim n n / log n exists and is positive for d = 2.
Computer simulation indicates that Conjectures (i)-(iii) could be valid. Assume temporarily that these hold. Let lim n n = for d 3. Then
By using the Bounded Convergence Theorem and (3.1), the limit is determined by
In particular, 0 < < ∞. Back to the heating-time sequence {t n }, we have lim n t n /n = /4a. The case d = 1 or 2 is more interesting. Let > 0 be the limit in (ii) or (iii) above. Then each factor exp −( n j =i j ) −1 in (3.1) is roughly exp 0 = 1. Hence (3.1) becomes
Except for a different scaling constant, (3.6) is the same as (1.3) , where the temperature is measured at x = 0. Then it is not hard to see that Corollary 1.2(i) and (ii) will hold as well in the present case. Note that the proof of Corollary 1.2(i) for d = 1 heavily relies on the following inequality:
Similarly, Corollary 1.2(ii) for d = 2 could be proved via the following:
though another method was adopted in [3] . One might be interesting to know that the sequence { n } in (1.3) is mathematically well defined for any d > 0. Chen and Chow [1] proved that for any 0 < d < 2,
, which is based on the following inequality: for any 0 < d < 2,
holds for n 1.
It is curious to know whether some similar inequalities will be discovered for Conjectures (ii) and (iii) above. We wish to be able to report on it in the near future.
Proof of Lemma 2.1.
By (2.2), 0 < q < 1 and thus the nonnegative function F (t) is strictly decreasing in t. By (2.4),
(4.1)
Let q n = q n for n 1. It is enough to show that the nonnegative sequence {q n } is decreasing. For x 0 and n 1 we define
Note that
In terms of {q n }, the difference equation (2.4) for { n } can be rewritten as
By (4.1),
Let n 2. Suppose
By mathematical induction we need only to show that q n > q n+1 . Obviously f k (x) is decreasing in x for each k 1. Since 1 > q n−1 > q n by the induction assumption (4.6), we get from (4.2) that
Under assumption (4.6) we claim that for any constant c 1,
= c has at most one solution for x ∈ (0, ∞). 1) 2 ) be the partial sum of the infinite series in (4.4). By (4.9) and (4.4), the difference above, we have in particular that
Now we are ready to prove q n+1 < q n by contradiction. If q n+1 q n , then we have from (4.3) and (4.4) that
which is a contradiction to (4.11). Therefore, q n+1 < q n . The lemma is proved by induction except that (4.8) remains to be verified. Suppose the contrary that (4.8) does not hold. Using (4.3), there exists some c 1 such that the following equation Owing to c > 1, the function (1 − c )/f n−2 (x) is negative and strictly decreasing for x 0. Because there are more than one solution for (4.13), f n−1 (x)/f n−2 (x) cannot be a strictly decreasing function over the set {x 0 : f n−1 (x)/f n−2 (x) ∈ [1, ∞)}. Therefore, there exists a constant 1 such that f n−1 (x) f n−2 (x) = has more than one solution for x ∈ (0, ∞).
Step by step we would obtain eventually that the following equation
= has more than one solution for some 1.
However, this is impossible as we know from (4.2) and (4.5) that
is strictly decreasing for x 0. This verifies claim (4.8) and thus completes the proof of the lemma.
