Etude du transfert du rayonnement polarisé dans l'atmosphère solaire by Stepan, Jiri
Polarized radiative transfer in solar atmosphere
Jiri Stepan
To cite this version:
Jiri Stepan. Polarized radiative transfer in solar atmosphere. Astrophysics [astro-ph]. Obser-
vatoire de Paris, 2008. English. <tel-00608761>
HAL Id: tel-00608761
https://tel.archives-ouvertes.fr/tel-00608761
Submitted on 14 Jul 2011
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de









Etude du transfert du rayonnement polarise´
dans l’atmosphe`re solaire
The`se en cotutelle internationale dirige´e par
Petr HEINZEL
Sylvie SAHAL-BRE´CHOT
Soutenue le 23 septembre 2008 a` l’Observatoire de Paris a` Meudon
devant la commission d’examen constitue´e par:
Mme Marianne FAUROBERT Pre´sident
M. Petr HEINZEL Directeur
Mme Sylvie SAHAL-BRE´CHOT Directeur
M. Egidio LANDI DEGL’INNOCENTI Rapporteur
M. Javier TRUJILLO BUENO Rapporteur
M. Jiˇr´ı HORA´CˇEK Examinateur
M. Marian KARLICKY´ Examinateur
M. Fre´de´ric PALETOU Examinateur

CHARLES UNIVERSITY IN PRAGUE
FACULTY OF MATHEMATICS AND PHYSICS
A dissertation presented in partial fulﬁllment of the requirements
for the degree of
DOCTOR OF PHILOSOPHY
in the subject of





Thesis in the frame of cotutelle supervised by
Petr HEINZEL
Sylvie SAHAL-BRE´CHOT
The defense held on September 23, 2008 at the Paris Observatory in Meudon
Committee:
Ms. Marianne FAUROBERT Committee chair
Mr. Petr HEINZEL Thesis co-supervisor
Ms. Sylvie SAHAL-BRE´CHOT Thesis co-supervisor
Mr. Egidio LANDI DEGL’INNOCENTI Referee
Mr. Javier TRUJILLO BUENO Referee
Mr. Jiˇr´ı HORA´CˇEK Examiner
Mr. Marian KARLICKY´ Examiner
Mr. Fre´de´ric PALETOU Examiner

c©2008 - Jiˇr´ı SˇTEˇPA´N
All rights reserved.

Dedicated to my parents,
Irena and Josef Sˇteˇpa´n.

This thesis has been prepared in the frame of cotutelle at the following laboratories:
Astronomical Institute




Laboratoire d’E´tude du Rayonnement et de la Matie`re en Astrophysique
Observatoire de Paris – Meudon
CNRS UMR 8112
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Etude du transfert du rayonnement polarise´ dans l’atmosphe`re solaire
Re´sume´
L’interpre´tation des spectres complique´s de l’atmosphe`re solaire magne´tise´e requiert des
mode`les the´oriques ade´quats de transfert radiatif hors ETL. Dans la premie`re partie, la the´orie
quantique de la polarisation est revue ainsi que celle du transfert radiatif hors ETL de 2e espe`ce.
Une notation ge´ne´rale est introduite pour traiter nume´riquement la matrice densite´ atomique.
Une technique de “lambda-operator splitting” est pre´sente´e et utilise´e pour de´velopper une
me´thode originale de pre´conditionnement analogue a` l’algorithme ite´ratif de Jacobi. De nom-
breux processus sont pris en compte: l’effet Zeeman, l’effet Paschen-Back, l’effet Hanle, la
polarisation atomique, les croisements de niveaux, le pompage optique, la (de´)polarisation par
collisions. Une technique multigrille non line´aire est de´veloppe´e dans le cadre du transfert de
rayonnement polarise´ et l’efficacite´ de la me´thode est discute´e. Les possibilite´s de ce nouveau
solveur sont de´montre´es sur l’exemple d’une raie optiquement e´paisse d’un atome multiterme
dans le re´gime de l’effet Paschen-Back. Dans la deuxie`me partie, la polarisation par impact de
la raie H-alpha de l’hydroge`ne est e´tudie´e. Les mode`les semi-empiriques de la chromosphe`re
e´ruptive sont utilise´s pour de´terminer les effets diffe´rentiels du faisceau de protons sur les profils
d’intensite´ et de polarisation. Il est montre´ qu’il est improbable que les faisceaux de protons
soient la source de la polarisation line´aire observe´e. Dans le dernier chapitre, il est montre´ que
les courants e´lectriques de retour sont un ingre´dient significatif de la formation des raies et ils
sont propose´s comme une source possible de la polarisation observe´e.
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Polarized radiative transfer in solar atmosphere
Abstract
The adequate theoretical models of the NLTE radiative transfer are needed for interpretation
of the complicated spectra emerging from the magnetized solar atmosphere. In the first part
of the thesis, the quantum theory of polarization is reviewed along with the problem of NLTE
radiative transfer of the 2nd kind. A general notation for a numerical treatment of the atomic
density matrix is introduced. A lambda-operator splitting technique is presented and used for
development of a novel preconditioning method analogous to the Jacobi iteration algorithm.
Number of processes is taken into account: atomic polarization, level-crossings, Paschen-Back
effect, Hanle and Zeeman effects, optical pumping, collisional (de)polarization. A nonlinear
multigrid technique is developed in the framework of polarized radiative transfer theory and
the efficiency of the method is discussed. The potential of this new solver is demonstrated
on an example of transfer of the optically thick line of a multiterm atom in the Paschen-Back
effect regime. In the second part of the thesis, the particular problem of impact polarization
of the hydrogen H-alpha line in solar flares is considered. The semi-empirical models of the
flaring chromosphere are used to find the differential effects of the proton beam on the line
intensity and linear polarization profiles. Proton beams are shown to be an unlikely source of
the observed linear polarization. In the last chapter, it is shown that the electric return currents
are significant ingredient of the line formation and they are proposed as being a possible source
of the observed linear polarization.
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The rapid progress in the instrumentation for solar spectropolarimetry rises new demands
for theoretical interpretation of the data. The complicated polarized spectra of different atoms
and ions in the solar atmosphere often result from multiple scattering of the photons. The lack of
tools suitable for NLTE modeling of the 2nd kind for a wide variety of multilevel atomic models
and magnetic field regimes makes it difficult to understand the physical conditions leading to
the observed polarization signature of the emergent radiation. The aim of the thesis is twofold:
Firstly, it concerns a problem of synthesis of the line Stokes profiles in the one-dimensional
optically thick magnetized atmospheres taking into account a number of ingredients of the
spectral line formation (atomic polarization, level crossing coherences, Paschen-Back effect,
Hanle and Zeeman effects, optical pumping, collisional (de)polarization). Secondly, the thesis
concerns the problem of impact polarization of the hydrogen Hα line in solar flares.
The outline of the thesis is as follows. In Chapter 2 the problem of interaction between
an atomic system and a bath of radiation and perturbers in external magnetic field is briefly
reviewed within the framework of non-relativistic quantum electrodynamics. The theory of
master equation for the density operator is recalled and a particular emphasis is paid on the
problems of different models of atomic levels (multilevel, multiterm, and multilevel picture with
hyperfine structure), level-crossing coherences, joint action of Hanle and Zeeman effects, and
the NLTE equations. The interaction of radiation and atoms is treated in the so-called complete
frequency redistribution approximation. Although a solution of the NLTE problem in a closed
form is not possible in general, an idealized two-level problem can be solved analytically to
a certain extent. A simple generalization of the so-called
√
ǫ-law to the case of non-thermal
collisional rates is presented in the end of Chapter 2. In Chapter 3, a unified notation for the
NLTE equations is established. This simple notation is useful for development of the numerical
solvers and is used throughout this thesis. Hereafter a modification of the so-called lambda-
operator splitting technique with the short-characteristics formal solver is used for construction
of the generalized accelerated lambda iteration (ALI) numerical scheme. An advanced non-
linear multigrid (MG) technique is introduced into the field of polarized radiative transfer (RT)
in Chapter 4. After a brief introduction of the philosophy of the method, the specific properties
of the MG strategy in the density matrix framework are pointed out. An implementation of the
so-called Standard MG and Nested MGmethods is described. The convergence properties of the
MG method are analyzed using an example of RT in the 3S–3P multiplet in a magnetized semi-
infinite model atmosphere. The second part of the thesis is based upon a particular application
of the methods described so far. The problem of interest is a modeling of the impact polarization
of chromospheric hydrogen in solar flares. There is an overview of the problem of proton beam
bombardment contained in Chapter 5. Proton beams are often considered as being responsible
for the linear polarization of Balmer lines observed from time to time close to the limb during
25
Chapter 1: Introduction and summary 26
the impulsive or gradual phase of the flares. The emergent linear polarization signal could be
used for diagnostics of the 100 keV proton beams. After a brief review of the recent works
on this subject, a closer reinvestigation of the beam propagation through the chromospheric
plasmas is made. The semi-empirical models of the flaring chromosphere are used to find the
differential effects of the proton beam on the line intensity and linear polarization profiles.
The detailed NLTE calculations using the three-principal-level plus continuum hydrogen model
shows that resonance scattering polarization dominates over the effect of impact polarization
in the emergent linear polarization profiles of the Hα line. This result contradicts some of the
recent theoretical investigations which did not take properly into account the deceleration effect
of the chromospheric plasmas, underestimated the effect of RT, and the depolarizing effect of
the background electrons and protons. In conclusion, proton beams are shown to be an unlikely
source of the observed linear polarization of the Hα line. Another phenomenon possibly leading
to the Balmer line impact polarization is discussed in Chapter 6. It is the effect of an electric
beam injected into the solar chromosphere and accompanied by a neutralizing return current
(RC) formed of the ambient electrons. The effect of RC on the first three Balmer line intensity
profiles is studied. Using a simple monoenergetic model of RC it is shown that RC plays an
important role in the line formation process. A discussion of the possible impact polarization
effect of RC is presented.
The numerical methods for solution of the NLTE problem of the 2nd kind described in this
thesis have been implemented in the code called Monopost. The architecture of the code and
some of the algorithms are described in Appendix A. Appendix B contains a brief review of the
representation of the irreducible spherical tensors for the atomic density matrix and radiation
field. Finally, the remaining appendices C to G contain some papers that have resulted from
my thesis.
Convention, notation, and units
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
 . (1.1)
Complex conjugation, adjoint, and transpose are, respectively, denoted by A∗, A†, and AT .
The trace operator is denoted by Tr, the partial trace over the subspace X is denoted by TrX .
The symbol “+” in superscript indicates the quantities calculated in the previous iteration
step.
I prefer the compact notation
[X] ≡ 2X + 1, [XY · · · ] ≡ (2X + 1)(2Y + 1) · · · . (1.2)
I often use the number of grid nodes, the number of independent density matrix elements
of a given atomic model, the number of transitions, the number of discrete frequencies, and the
number of discrete rays used in the numerical model. These quantities are denoted by N (Nℓ
in the case of grid Gℓ), N, Ntr, F, and NΩ. The volume density of the atoms is denoted by N .
Density matrix is denoted by ρ. The density matrix of radiation field is denoted by ρR.
Atomic density matrix is denoted by ρA or just by ρ if there is no risk of confusion. If the
density matrix is printed in the bold font (ρ) it refers to the formal vector composed of the
density matrix elements of the discretized atmosphere.
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Einstein coefficients for spontaneous emission, absorption, and stimulated emission are,
respectively, denoted by Au→ℓ, Bℓ→u, and Bu→ℓ. I use k for the wave vector and Ω for the unit
vector in the direction of wave propagation.
The operators in the interaction representation have a tilde above them (ρ˜).
The time variable is always denoted by t (or t′, t′′, etc.). The same symbol is sometimes also
used for an optical path which is usually denoted by τ . If there is no risk of misunderstanding
then the explicit time dependencies are often dropped.
The quantum theory of polarization used in this thesis has been recently developed in the
extensive monograph of Landi Degl’Innocenti & Landolfi (2004). I tried to follow the conven-
tions used in this book where possible. However, I decided to use slightly different convention
in some cases. For instance, I prefer to use the angular frequency ω instead of frequency ν. The
Planck constant ~ is used instead of h. The CGS system of the physical units is consistently
used throughout the thesis.
Chapter 2
Elements of NLTE polarized radiative
transfer
2.1 Introduction
In this chapter, I briefly review some of the most important physical ideas standing behind
the contemporary theory of multilevel polarized radiative transfer as they were developed in the
previous years. The discussion is made with a particular emphasis on the conceptual constraints
and numerical issues of the NLTE solutions.
The aim of this chapter is to briefly review the basic concepts of the radiative transfer theory
of the 2nd kind and to build a basis the subsequent chapters. All the calculations in this thesis
are based upon the non-relativistic limit of quantum electrodynamic (QED). The velocities of
particles are supposed to be small compared with the light speed c. Within this approximation,
particles (except photons) cannot be created nor destroyed.
Outline of this chapter is as follows. In Section 2.2, I recall the framework of the density ma-
trix formalism which is used throughout this thesis. Section 2.3 contains a quantum-mechanical
description of the atomic states affected by an external magnetic field. In that section, there
is a brief discussion of angular momenta coupling, Zeeman, and Paschen-Back effects. In the
subsequent Section 2.4, I review the definition of Stokes parameters, the common procedure of
quantization of free electromagnetic field, I mention the definition and properties of the density
operator for an incoherent ensembles of photons. After that, the master equation theory is
sketched in Section 2.5. I begin by formulation of a non-relativistic QED Hamiltonian. The
interaction of radiation and matter is then treated in the lowest order perturbation of the
interaction potential. As a result, the equations of statistical equilibrium and the radiative
transfer equations are derived in the so-called impact approximation. In the end, the effect
of collisions with particle perturbers is briefly recalled. The role of the so-called flat-spectrum
approximation on the resonance scattering problem is also addressed along with the discussion
of simplified models of atomic levels suitable for polarized radiative transfer studies. The re-
sults obtained in Section 2.5 are used in Section 2.6 where a closer attention is paid on the
formulation of the NLTE problem. In the last Section 2.7 an example of partial analytical
solution of a simple NLTE problem is shown.
With the small exception of Section 2.7, which contains a few original ideas, the chapter
is entirely an overview of well established physical concepts. It is partly based on the non-
relativistic quantum mechanics of atomic systems whose description is contained in the classical
books of Landau & Lifshitz (1977) and Messiah (1961). The density matrix theory is well
covered by Blum (1981). In the section on quantization of the electromagnetic field, the chapter
draws mainly from the texts of Mandl (1960), Greiner (1998b), and Cohen-Tannoudji et al.
28
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(1997). The section on the master equation theory follows the works of Cohen-Tannoudji
(1977), Bommier & Sahal-Bre´chot (1991), Bommier (1991), and Cohen-Tannoudji et al. (1998).
The work of Landi Degl’Innocenti (1983), in which the equations of statistical equilibrium and
the radiative transfer equation have been derived in a unified manner, influenced significantly
the later parts of the chapter which deal with phenomenological line profiles and the NLTE
equations in general. Most of the material contained in this chapter, though sometimes derived
using a slightly different approach or in a bit different notation, is covered in very much detail in
the monography of Landi Degl’Innocenti & Landolfi (2004). The amount of material addressed
in this chapter is enormous. It was thus impossible (and even not worth) to present all the
details that can be found in the literature. Most of the derivations – especially in Section 2.5
– are only outlined. The detailed discussion can be found in the works listed above.
2.2 Density matrix
Density matrix formalism originally introduced by von Neumann (1927) is a natural ingre-
dient of the astrophysical line-polarization problem. Density matrix approach can be advanta-
geously used for a description of the sate of weakly coupled incoherent ensembles of atoms and
photons; and it is the problem we meet in the physics of stellar atmospheres.
The approach used in this thesis is based on the works of Fano (1957), Cohen-Tannoudji
(1977), Omont (1977), and Blum (1981).
Deﬁnition and properties
An isolated quantum mechanical system in the Hilbert space H with the orthonormal basis




cm(t) |m〉 , (2.1)
where cm(t) are the time-dependent amplitudes. An equivalent description of such a pure state
is in terms of the pure-state density operator (or density matrix),





n(t) |m〉 〈n| =
∑
mn
ρmn(t) |m〉 〈n| . (2.2)
In the following, I will suppress the explicit time dependencies. The diagonal density matrix
elements, ρmm = cmc
∗
m, can be interpreted as being the probabilities of the system to be in the
pure state |m〉 or, in other words, populations of states |m〉. The off-diagonal elements (m 6= n)
are the so-called quantum coherences between the states |m〉 and |n〉. The distinction between
populations and coherences obviously depends on the particular choice of basis. For instance,
one can always choose {|m〉} to be eigenvectors of the density operator in which ρ is diagonal.
Let us now consider an incoherent ensemble of N particles of the same kind whose mutual
interaction can be neglected so that collective effects are negligible. A good example of such a
system is a statistical ensemble of atoms or photons in solar atmosphere where typical distances
among atoms are rather large compared to typical size of the atoms and the successive interac-
tions of photons can be supposed to be uncorrelated to a high degree of confidence. The density









ρmn |m〉 〈n| , (2.3)
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where






are the average density matrix elements. The important properties of the density matrix
following directly from its definition are Hermiticity,
ρ† = ρ , (2.5)




ρmm = 1 . (2.6)
Density matrices contain all the measurable information about the system. The expectation
value of any quantity with the associated operator G can be obtained from ρ as
〈G〉 = TrGρ , (2.7)







[H, ρ] , (2.8)
where H is a Hamiltonian of the system.
Density matrix of a subsystem
Let us consider a system that consists of two subsystems, X and Y . Let {|i〉} be the
orthonormal basis of X indexed by the Latin letters and let {|α〉} be the orthonormal basis of
Y indexed by the Greek letters. The orthonormal basis of the state space is {|i, α〉 ≡ |i〉 |α〉}.
If we are interested only in the variables of X then we can define the reduced density operator
of X as
ρX = TrY ρ , (2.9)
with the elements
〈i |ρX | j〉 =
∑
α
〈i, α |ρ| j, α〉 . (2.10)
The partial trace over the Y degrees of freedom, TrY , allows one to deal only with the X
variables: The expectation value of the quantity GX acting only on X variables is given by
〈GX〉 = TrX GXρX . (2.11)
For derivation of Eq. (2.11) see Cohen-Tannoudji (1977)
An important case to be investigated is if the systems X and Y can be decoupled, i.e., the
correlation between the systems is negligible. Then the total density matrix can be decoupled
as
ρ = ρX ⊗ ρY . (2.12)
If GX and GY are, respectively, the operators acting only on the variables of X and Y then
Eq. (2.12) implies
TrGXGY ρ = TrX GXρX TrY GY ρY , (2.13)
i.e., the expectation value of the product is equal to the product of the expectation values.
This condition obviously holds for any number of non-correlated subsystems and it has deep
consequences for the development of the NLTE equations.
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2.3 Atom in an external magnetic ﬁeld
Atomic electrons follow the laws of quantum mechanics. Depending on approximations
used in the description of the atomic state, possible presence of nuclear spin, and strength of
external magnetic fields, one can distinguish several models of atomic levels that require slightly
different treatment. This section deals with a set of models of increasing complexity which can
be usually encountered in solar atmospheric applications.
If external fields are switched off then the rotational invariance of the atomic system implies
that the common eigenvectors of the square of the total angular momentum operator, J2, of
its projection to the z-axis, Jz, and of the total Hamiltonian ,H, make up an orthogonal basis
of states. This basis can obviously be used even if the symmetry is broken by external fields.




We start by considering an atom with spinless electrons in an electrostatic potential field
of the spinless nucleus.1 Coulomb interaction among the atomic electrons and the nucleus is









V el.Coul.(|ri − rj|) +
∑
i
V nucl.Coul.(ri) , (2.14)
where pi is the momentum of i-th electron, and V
el.
Coul. is the mutual Coulomb potential of
electrons. The last term stands for the Coulomb potential of electrons in the nuclear field. The
electron mass is denoted by me.
In this model, the total angular momentum of electrons equals to the total orbital momen-
tum, L. The commuting operators are thus H0, L
2, and Lz, with a common set of eigenvectors
denoted by |αLML〉 and satisfying
H0 |αLML〉 = EαL |αLML〉 , (2.15)
L2 |αLML〉 = L(L+ 1) |αLML〉 , (2.16)
Lz |αLML〉 = ML |αLML〉 . (2.17)
From now on, α denotes a set of quantum numbers describing the electron configuration.
Spinless atom in a uniform magnetic ﬁeld
Let us turn a uniform magnetostatic field B on.2 In order to investigate the effect of the
field, one has to define a position operator, r =
∑
i ri, as a sum of the position operators of
atomic electrons. The total Hamiltonian is thus given by the expression
H = H0 + µ0B ·L+ e
2
2mec2
|B × r|2 , (2.18)
1The problem is formulated in the atomic rest frame and the nuclear mass is supposed to be inﬁnite compared
to the electron mass.
2We use the following gauge conditions for the scalar and vector potentials: ϕ(r, t) = 0 andA(r, t) = 1
2
B×r.
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≈ 9.27× 10−21 ergG−1 , (2.19)
is the so-called Bohr magneton. The quantity µ0L represents the operator of magnetic moment
related to the orbital motion of the electrons. The third term in Eq. (2.18) is called the
diamagnetic term. It is negligible when compared to the other terms in all the solar-physics
applications. In the following, it will always be neglected.
From now on, I will use the coordinate system with the z-axis oriented in the direction
of magnetic field. This choice, though physically arbitrary, makes many calculations more
effortless.
It is easy to find the energy spectrum of the spinless atom in magnetic field: It follows from
Eqs. (2.18) and (2.17) that
H |αLML〉 = (EαL + µ0BML) |αLML〉 . (2.20)
We see that the unperturbed (2L + 1)-fold degenerated levels EαL are equidistantly split by
magnetic field (the so-called Zeeman effect) as
EαLML = EαL + µ0BML . (2.21)
2.3.2 Fine structure of levels
Unperturbed Hamiltonian




= 2µes , (2.22)





= µ0 . (2.23)
Since electrons move in the electrostatic field, there is an additional interaction of their
spin magnetic momentum and the electrostatic field: the so-called spin-orbit interaction. The
precise form of the interaction can be deduced from the correspondence principle and, in general,
follows from the relativistic quantum mechanics. It can be shown that the interaction potential
is proportional to the operator L ·S, where S =∑i si is the total spin of atomic electrons. The
operator L ·S commutes with the total angular momentum, J = L+S, and with L2. However,
it does not commute with L. The same is true for H0+Hso. Thus the orbital momentum is no
longer conserved. A suitable basis of states is now |αJM〉 with M being a quantum number
associated with the Jz operator. We have
(H0 +Hso) |αJM〉 = EαJ |αJM〉 , (2.24)
J2 |αJM〉 = J(J + 1) |αJM〉 , (2.25)
Jz |αJM〉 = M |αJM〉 . (2.26)
3The more precise investigations lead to the expression µ = ge
e~
2mec
s with ge ≈ 2.0023, where ge is the
so-called g-factor of electron. In this work I will always use ge = 2.
Chapter 2: Elements of NLTE polarized radiative transfer 33
One can often approximate S and L as being good quantum numbers (the so-called Russel-
Saunders or LS coupling). In the LS-coupling scheme, the spin-orbit Hamiltonian is often given
by (Condon & Shortley 1935)
Hso = ζ(αLS)L · S , (2.27)
where ζ(αLS) has the dimension of energy and determines a degree of splitting of the αLS
term into the fine-structure levels with the angular momenta,
J = |L− S|, |L− S|+ 1, . . . , L+ S − 1, L+ S . (2.28)
The eigenvectors of H0 can be found in the |αLSJM〉 representation. Using the fact that




ζ(αLS) [J(J + 1)− L(L+ 1)− S(S + 1)] , (2.29)
whenever Eq. (2.27) holds. In some cases (such as in the case of helium atoms) this simple
relation cannot be applied. Even though the analysis described below can be applied with the
use of experimental values for EαLS(J).
Uniform magnetic ﬁeld
A new term 2µ0B · S has to be added into the atomic Hamiltonian to take into account
the interaction between the external magnetic field and atomic spin. The total Hamiltonian
becomes
H = H0 +Hso + µ0B · (L+ 2S) = H0 +Hso +HB . (2.30)
One can find a new energy spectrum by diagonalization of the operator Hso +HB. After some
algebra (for details see Landi Degl’Innocenti & Landolfi 2004) one arrives at
〈αLSJM |Hso +HB|α′L′S ′J ′M ′〉 =
δαα′δLL′δSS′δMM ′ 〈αLSJM |Hso +HB|αLSJ ′M〉 . (2.31)
The matrix to be diagonalized is block-diagonal with one square block per each degenerated
level (αLS,M). J is no longer a good quantum number.
2.3.3 Paschen-Back eﬀect
In the LS-coupling scheme, the only non-zero matrix elements we get from Eq. (2.31) are
the diagonal ones,
〈αLSJM |Hso +HB|αLSJM〉 = EαLS(J) + µ0BgLS(J)M , (2.32)
where
gLS(J) = 1 +
1
2
J(J + 1) + S(S + 1)− L(L+ 1)
J(J + 1)
, (2.33)
is the so-called Lande´ factor, and the off-diagonal ones,




(J + S + L+ 1)(J − S + L)(J + S − L)(−J + S + L+ 1)(J2 −M2)
(2J + 1)(2J − 1) . (2.34)
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CjJ(αLS,M) |αLSJM〉 , (2.35)
where transformation coefficients CjJ(αLS,M) are found by diagonalization of the Hso + HB
submatrices for every particular every degenerated level (αLS,M). Since the matrix with
elements (2.32) and (2.34) is tridiagonal, real, and symmetric, the CjJ(αLS,M) coefficients can
be chosen to be real. In a common notation, the energy eigenvalues of Hso +HB are denoted
by λj(αLS,M). Finally, we have
H |αLSjM〉 = [EαLS + λj(αLS,M)] |αLSjM〉 . (2.36)
If the magnetic field is so strong that the HB becomes comparable to Hso then we say that
the levels are in the so-called Paschen-Back effect regime. The ratio of magnetic and spin-orbit





The levels (αLS,M) are degenerated and in the presence magnetic field strength of about γ ≈ 1
some of them cross. This so-called level-crossing effect gives rise to an interesting phenomena in
a polarization state of scattered quasi-resonant radiation (Bommier 1980, see also Chapter 4).
2.3.4 Limiting case of weak and strong magnetic ﬁeld
The general case studied in the preceding subsection is rather complicated. This procedure
can be avoided in two extremal cases in which perturbation theory can be advantageously
applied:
Zeeman eﬀect regime
If the magnetic field is weak enough so that HB can be considered as perturbation to the
spin-orbit interaction, i.e., γ ≪ 1, (the so-called Zeeman effect regime) then
CjJ(αLS,M)→ δjJ , (2.38)
and the first-order correction to EαLS(J) is just
E
(1)
αLS(J) = µ0BgLS(J)M . (2.39)
In this approximation, the angular momentum eigenvectors |αLSJM〉 remain coincident with
the energy eigenvectors and no Hamiltonian diagonalization is necessary.
Complete Paschen-Back eﬀect regime
An opposite case to the preceding is the limit of strong magnetic field, γ ≫ 1. In that case,
orbital and spin momenta precess independently around the quantization axis (i.e., around the
magnetic field direction) since they are strongly coupled to the external magnetic field rather
than to each other. Both L and S are good quantum numbers and the suitable basis is the one
composed of the vectors |αLSMLMS〉, where MS denotes the projection of the spin moment.
The eigenvalues of the magnetic Hamiltonian spread linearly with the magnetic field intensity
as µ0B(ML + 2MS). This strong-field limit is called the complete Paschen-Back effect regime.
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2.3.5 Hyperﬁne structure of levels
Unperturbed Hamiltonian
If the nuclear spin, I, of a given isotope is non-zero then the interaction between magnetic
moment of the nucleus and the electron shell leads to the so-called hyperfine splitting of the
levels. Since the hyperfine interaction is some three orders of magnitude weaker than is the
fine structure energy, the hyperfine splitting is often directly unobservable in the astrophysical
lines whose width is dominated by the Doppler broadening. In spite of this fact, the existence
of hyperfine splitting has important consequences for formation of the line polarization.
The nuclear spin and the total electron angular momentum J get coupled and the total
angular momentum of the atom (including the nucleus) is usually denoted by F = J + I. The
fine-structure level J is now splitted into the hyperfine components with the angular momenta
F = |J − I|, |J − I|+ 1, . . . , J + I − 1, J + I . (2.40)
A suitable basis is composed of the common eigenvectors of total angular momentum and the
Hamiltonian, |αJIFf〉, where f denotes the quantum number associated with the Fz operator.
The most important role in the hyperfine interaction is played by the magnetic dipole and
electric quadrupole moments of the nucleus. Higher moments can usually be neglected because
the dimension of the nucleus is much smaller than is the dimension of electron cloud. The












K(K + 1)− 4
3




K = F (F + 1)− J(J + 1)− I(I + 1) . (2.43)
Experimental values for a(αJI) and b(αJI) can be found in tables.
Uniform magnetic ﬁeld
If the external magnetic field is turned on then one has to diagonalize the magnetic and
hyperfine-structure Hamiltonians in a way analogous to Subsection 2.3.3. The appropriate
replacements
L→ J, S → I, j → i, M → f ,
have to be done, where i denotes the quantum number of the states of the degenerated sub-
space corresponding to the level (αJI, f). The same approximations concerning a strength of
the magnetic field can be done as long as Zeeman splitting of the hyperfine levels is smaller
than is the fine-structure splitting of the levels. If this condition is not satisfied (as it is usu-
ally the case for atomic hydrogen) then more general picture is necessary (see for instance
Casini & Manso Sainz 2005).
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2.4 Radiation ﬁeld
2.4.1 Stokes parameters classically
Suppose we have a right-handed coordinate system and the monochromatic electromagnetic
wave with the angular frequency ω propagating in the direction of the unit vector Ω. We
can define two real orthonormal vectors, ea(Ω) and eb(Ω), for every direction Ω, which are
perpendicular to Ω. The vector ea is called the reference direction vector and eb is the so-called




[∓ea(Ω) + ieb(Ω)] . (2.44)
These vectors do satisfy the following relations:
eλ(Ω) · e∗λ′(Ω) = δλλ′ , where λ, λ′ ≡ ± ,
eλ(Ω) ·Ω = 0 ,
e∗±(Ω) = −e∓(Ω) ,
(2.45)
and since they have simple spherical components, they are preferably used in theoretical deriva-
tions.
It is shown in the classical theory of electromagnetism (Greiner 1998a) that the electric









where E is a complex amplitude of the wave. The trajectory of the tip of the electric vector
of the wave is, in general, elliptic. The so-called polarization ellipse can be described in terms
of “size”, shape, orientation, and the sense of the electric vector precession (Chandrasekhar
1960). An equivalent and more useful description is in terms of the so-called polarization
tensor (Stenflo 1994),
J = E∗E . (2.47)
One can relate J with the so-called Stokes parameters (Stokes 1852; Born & Wolf 1999) which,
in the basis {ea, eb}, read
I = b(Jaa + Jbb) ,
Q = b(Jaa − Jbb) ,
U = b(Jab + Jba) ,
V = ib(Jab − Jba) ,
(2.48)
or, equivalently, in the basis {e+, e−},
I = b(J++ + J−−) ,
Q = −b(J+− + J−+) ,
U = −ib(J+− − J−+) ,
V = b(J++ − J−−) .
(2.49)
The constant b is a dimensionality constant making Stokes parameters of dimension of specific
intensity. An elegant relation between the polarization tensor and Stokes parameters can be
4Magnetic component of the wave is, up to a convention concerning the pseudovector direction, uniquely
determined by the electric vector. However, magnetic interactions of electromagnetic waves will be ignored in
this work because of their little physical importance for the problems under consideration.
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found by use of the 2× 2 Pauli matrices (Stenflo 1994; Landi Degl’Innocenti & Landolfi 2004).


















This indexing notation is especially useful in the theory of polarized radiative transfer. The
convention for definition of Stokes parameters differs slightly from author to author. Here I
adopt the convention consistent with Landi Degl’Innocenti & Landolfi (2004).
Monochromatic waves are just a mathematical abstraction. Real electromagnetic beams
always consist of a superposition of different wave modes. In this work I only consider the
incoherent superposition of waves. For such a radiation, one can use the so-called addition
theorem for Stokes parameters which states that Stokes parameters of the incoherent beams
of radiation add together. This approximation seems to be well justified in the conditions
of solar atmosphere. A close relation of this approximation with the additivity of radiation
density matrices (cf. Section 2.2) will be pointed out in Subsection 2.4.3. In the case of quasi-
monochromatic beams, the quantities of interest in measurements are the time-average values
of Stokes parameters,
I → 〈I〉time . (2.51)
We say that radiation beam is polarized if (Q,U, V ) 6= (0, 0, 0). If the only nonzero Stokes
parameter is I then there is no mean coherence between different polarization modes of the
ensemble of electromagnetic waves and the beam is said to be unpolarized. If the radiation is
monochromatic, it is I2 = Q2 + U2 + V 2. From the quantum-mechanical point of view, this
situation arises for an ensemble of photons in a pure state. In a more realistic case of quasi-
monochromatic beam, one always has I2 > Q2+U2+ V 2 and usually even I2 ≫ Q2+U2+ V 2
because the so-called polarization degree,
p =
√
Q2 + U2 + V 2
I
, (2.52)
is typically small in the conditions of the solar atmosphere.
2.4.2 Quantization of the electromagnetic ﬁeld
One can easily construct the Hamiltonian of free electromagnetic field, HR, from the corre-










is the wave vector and λ is the given polarization state defined by Eq. (2.45). a(k, λ) and
a†(k, λ) denote, respectively, the annihilation and creation operators of the mode (k, λ). Note
that the vacuum energy, ~ω/2, has been removed from the definition of HR.








ik·r − a†(k, λ)e∗λ(Ω)e−ik·r
]
, (2.55)
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where V is the volume of normalization box (Cohen-Tannoudji et al. 1997). The quantum
counterpart of the polarization tensor (2.47) or, more precisely, of the quantity bJ , is the






a†(k, α)a(k, β) . (2.56)
The operators of Stokes parameters can be constructed in a way analogous to Eqs. (2.49). For
explicit expressions see, for instance, Landi Degl’Innocenti (1987).
2.4.3 Density matrix of radiation
One can describe the one-photon radiation field on the basis of state vectors for polarized
plane waves, |kλ〉 (Omont 1977). A statistical ensemble of partially polarized monochromatic




ρλλ′(k) |kλ〉 〈kλ′| , (2.57)
where ρλλ′(k) is the 2×2 monochromatic density matrix. This density matrix is easily general-
ized to the case of multi-wavelength field by summation over the different wave vectors k. This
density matrix will be denoted by ρR. Calculation of the expectation value of the operator GR
acting on the radiation field is calculated from
〈GR〉 = TrGRρR . (2.58)
The expectation value of the operator (2.56) is – up to the factor b – the classical polarization
matrix. In fact, there is a simple relation between the density matrix of radiation and the





Approximation concerning radiation ﬁeld
Radiation incoherency means that the expectation value of any quantity which is linear in
electric field is zero. One also expects that there is no correlation between states of different
occupying numbers with different energy. In the language of annihilation and creation operators
these conditions read (Landi Degl’Innocenti 1983):
Tr a(k, λ)ρR = Tr a
†(k, λ)ρR = Tr a(k, λ)a(k
′, λ′)ρR = Tr a
†(k, λ)a†(k′, λ′)ρR = 0. (2.60)
Also, there is no correlation between modes of different k. The only permitted correlation is





= 0, unless k = k′ . (2.61)
2.5 Master equation
Dynamics of the system of charged particles and electromagnetic field in the Coulomb gauge













si ·B(ri) + VCoul. +HR . (2.62)
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The first term represents the kinetic energy of the particles indexed by i. A is the vector
potential of electromagnetic field. The second term stands for the interaction of spins si with
the magnetic fieldB, and the third term is the potential energy due to longitudinal electrostatic
interaction (the Coulomb energy). qi and gi denote, respectively, the charge and the g-factor
of the particles (see the footnote on page 32). The last term is the free-field Hamiltonian.
2.5.1 Atom-photon interactions
For the purposes of the studies of the interaction among the atomic system in magnetic field,
radiation, and other perturbers, it is useful to reorganize the Hamiltonian (2.62) as follows
H = HA +HR +HAR +HP +HAP +HRP , (2.63)
where HA is the atomic Hamiltonian including the effect of magnetic field, is the Hamiltonian
of the atom of interest, HAR is the atom-radiation interaction potential, HP is the Hamiltonian
of the particle colliders (electrons, ions, . . . ), and HAP and HRP are, respectively, the atom-
perturbers and radiation-perturbers interaction potentials.
In this work, I do not take consistently into account the external degrees of freedom of
atoms. Only internal state is considered (see also Section 2.6). The interaction of the atom
with particle colliders will be discussed Subsection 2.5.7. The interaction term HRP will not
be discussed (it describes the effects like Thomson scattering or absorption by different atomic
species).
In solar-physics applications, one can suppose that the radiation field is weak. In other
words, the Rabi frequency is very small compared to the inverse of the life-time of the levels
(Blum 1981). Thus the perturbation theory is sufficient for description of the atom-radiation
interaction.
The state of the global system “atom + radiation” is described by the density matrix ρ(t).
Moreover, both radiation and atoms are supposed to be incoherent statistical ensembles as
stated above. We can express the problem in the interaction picture in which the operators
have the form







where ρ˜A(t) = TrR ρ˜(t) denotes the reduced density matrix of the atomic system A. Similarly
one can define ρ˜R(t) = TrA ρ˜(t) for the density matrix of the radiation R (cf. Eq. 2.9). The










In the forthcoming perturbative development, we will need a formal solution of Eq. (2.67),
which is given by
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Our aim in this section is to find the so-called master equation for dρA(t)/dt and dρR(t)/dt,
and, consequently, the NLTE equations of the polarized problem. In contrast to time evolution
















It is not driven by a Hamiltonian operator – there is, in general, no Hermitian operator equiv-
alent to H that would determine the evolution of ρA in a way analogous to Eq. (2.8). This fact





couples A to R, the evolution of A is basically a dissipative processes that makes the evolution
of A irreversible. The same conclusions can be made for evolution of R. To make the problem
trackable, we suppose the radiation field to be uncorrelated with the atomic state,
ρ˜(t) = ρ˜A(t)⊗ ρ˜R(t) , for t ≥ 0 . (2.71)
Since we want to study the interaction between the radiation field and matter, the decom-
position (2.71) is obviously somewhat inadequate. However, it is justified in the lowest-order
approximation. One can consider distinct time scales of the scattering process: The interaction
time, τc, with an incident wave whose spectral width ∆ω is sufficiently large is, due to the
Heisenberg uncertainty principle, of the order of ∆ω−1. This time is typically very short when
compared to the typical evolution time of the atom, T , which is comparable to the lifetime
of the level, Γ−1. If we are interested in the processes on the time scale τc ≪ ∆t ≪ T the
perturbations exerted by radiation on A (and vice versa) can be averaged over the time. The
system can be studied on the so-called coarse-grained time scale ∆t. It can be shown (see
Section IV.D.4 of Cohen-Tannoudji et al. 1998) that the relative error due to decomposition
(2.71) is of the order of τc/∆t. For ∆t≫ τc the approximation is well justified.
Interaction potential, dipolar approximation
In the dipolar approximation, the interaction potential HAR can be deduced from Eq. (2.62),
HAR = −D ·E , (2.72)
whereD = er is the operator of atomic electric dipolar moment, and E is the electric intensity
of the field (Eq. 2.55, or, more precisely a superposition of possible field modes) at the position
of the nucleus.
2.5.2 Evolution of the atomic system
State of the radiation
Let us focus our attention on evolution of the atomic system A. Since there are no coherences
between radiation modes of different k, the radiation density matrix commutes with HR and
we have
ρ˜R(t) = ρR(t) . (2.73)
Following Cohen-Tannoudji et al. (1998) we can consider A as being surrounded by the reservoir
of radiation R with a huge “heat capacity” so that there is no macroscopic modification of R
due to its interaction with A (this is the so-called no back-reaction approximation). We may
also assume that R is in a stationary state, dρR/dt = 0, hence
ρ˜R(t) = ρ˜R(0) = ρR , (2.74)
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and one can write
ρ˜(t) = ρ˜A(t)⊗ ρR . (2.75)




D˜µTr E˜µρ˜R = 0 . (2.76)
Coarse grained rate of evolution
Evolution on the coarse grained scale can be obtained from Eq. (2.69) by applying the























We have replaced ρ˜A(t
′′)→ ρ˜A(t) which allows us to get the lowest-order approximation to the
solution. Note that the first term on the r.h.s. of Eq. (2.69) vanished due to Eq. (2.76) and
only the second order term remained.
∆ρ˜A/∆t is the so-called coarse-grained rate of variation of ρ˜A. By averaging over the short
(τc) interactions during the coarse-grained time ∆t we lose the chance to study the history of the
system. The evolution of the state is, in this approximation, determined by the instantaneous
state ρ˜A(t) and not by the past evolution: We have the Markov process.
Atomic master equation
Without going into technical details,5 it is worth to note the following: The quantities that
appear in the commutators in Eq. (2.77) are bilinear in the electric field, i.e., either of the form
ρRE˜(t
′)E˜(t′′) or ρRE˜(t′′)E˜(t′). Traces of such quantities over the radiation degrees of freedom
leads naturally to the definition of the so-called two-time average functions g(τ) dependent only
on the time difference τ = t′ − t′′ and having a narrow peak about τ = 0. For |τ | > τc the
two-time average functions drop rapidly to zero due to destructive interferences of the complex













and the upper limits of the integration over τ can safely be extended to infinity. The lower
bound of the integration over t′ can be extended to t. In fact, the transition ∆t → ∞ must
be understood as follows: The condition ∆t ≫ τc allows to extend formally the integration
to infinity because there is always a negligible contribution to the integral from the (∆t,∞)
interval if ∆t≫ τc. In the same time, the condition ∆t≪ T has to be satisfied as stated above.
This condition allows us to approximate the coarse time derivatives by differences.
Let us now consider the basis {|a〉} of HA eigenstates, HA |a〉 = Ea |a〉. Expansion of the







5For the derivations and discussion of all the expressions see Cohen-Tannoudji et al. (1998).
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where γab←cd(t) is the double time integral of the combination of the two-time average functions
of τ and the bilinear terms in the atomic dipole operator D (cf. Eq. 2.72); all divided by ∆t.















= πδ(ωab − ωcd) + iP 1
ωab − ωcd , (2.81)




which cancels out with the difference ∆t in the denominator.
Replacement ∆/∆t → d/dt and transition from the interaction picture to the Schro¨dinger







where Rab←cd are the time-independent coefficients. The first term on r.h.s. of Eq. (2.82)
represents a free evolution of ρab. This term is responsible for modification of the coherences
due to magnetic field and gives rise to the so-called Hanle effect, i.e., modification of atomic
coherences and, consequently, modification of the polarization state of the emitted radiation
(Hanle 1924). Obviously, this term is zero if levels |a〉 and |b〉 have the same energy. The
coefficients Rab←cd describe the rates of electric dipolar transitions of the atom due to its
interaction with real and virtual photons. All the non-vanishing rates are proportional to a
square of the reduced dipolar moments, | 〈m ‖D‖n〉 |2, i.e., to the line strengths or Einstein
coefficients A, B. Magnitude of these rates is of the order of the inverse lifetime of the levels,
i.e., Γ ∼ T−1.
Some of the coefficients Rab←cd vanish due to the so-called secular approximation: Taking
into account a finite width of the levels (which cannot be directly revealed by the lowest-order
perturbation theory), coupling of the coherences ρab and ρcd with |ωab−ωcd| ≫ ∆t−1 disappears
in the integral over t′ due to the destructive coherence of the complex exponentials. Moreover,
if |ωab − ωcd| ≫ T−1, the coupling is also negligibly weak because |Rab←cd| ∼ T−1. Since
T ≫ ∆τ , the coupling will also vanish if |ωab−ωcd| ∼ ∆t−1. The secular approximation can be
understood as a consequence of the Heisenberg uncertainty relation between time and energy
as pointed out by Bommier & Sahal-Bre´chot (1991).
2.5.3 Equations of statistical equilibrium
It is useful to rewrite Eq. (2.82) in the form highlighting a physical content of the coefficients.
To this end, one usually introduces the rates TA, TE, TS and RA, RE, RS for coherence transfer
and coherence relaxation respectively (Landi Degl’Innocenti 1983). The indices A, E, and S
denote, in this order, absorption, emission, and stimulated emission processes. Dropping the

















′, n′′) +RS(a, b;n
′, n′′) +RE(a, b;n
′, n′′)] ρnn′ . (2.83)
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As indicated by the indices ℓ and u, the first and the second summation is performed only
over lower and upper levels respectively relative to ρab. On the other hand, in the relaxation
sums, the coherences ρnn′ and ρab pertain to the same manifold of levels with possibly non-
negligible coherences. The relaxation rates are themselves defined as a summation over the
optical transitions to the lower and upper levels relative to ρab (ρnn′). Eqs. (2.83) are the
so-called statistical equilibrium equations (ESE). The equations of statistical equilibrium have
been previously formulated by Bommier & Sahal-Bre´chot (1978) in order to study the Hanle
effect
Explicit expressions for TA,E,S and RA,E,S can be found in Landi Degl’Innocenti (1983). For
some particular cases they will be given and analyzed in the following chapter. Here we limit
our discussion to the qualitative analysis of their dependence on the radiation field.
The rates for spontaneous emission, TE and RE, do not depend on the incident radiation.
The rates for absorption and stimulated emission, on the other hand, are proportional to the






dω Iαβ(k)Φ(ω0 − ω) , (2.84)
where Φ(ω0 − ω) is a phenomenological complex profile introduced by Landi Degl’Innocenti
(1983) and used in the lowest-order theory instead of the profiles (2.81) in order to overcome
the impossibility of the theory to deal with the natural broadening of the levels. The real
part of the profiles is determined by the lifetime of the levels. The imaginary part contains an
information on the Lamb shifts of the levels. However, this information can be formally included
into the atomic Hamiltonian, HA. The frequency ω0 denotes a particular Bohr frequency of the
transition.
2.5.4 Flat-spectrum approximation
It is important to highlight the inconsistency of the 2nd order perturbation method de-
scribed so far. The problem of finite width of the levels can be solved by introduction of the
phenomenological profiles Φ(ω0 − ω). In fact, there are often different Bohr frequencies for
transitions between different coherences making up the upper and lower manifolds of a given
spectral line. These differences cannot be properly taken into account in our approximation
of the matter-radiation interaction if the radiation is not spectrally flat across the frequency
interval ∆ω much broader than the frequency separation of the levels in coherence. In such a
case the oscillations of atomic coherences known as quantum beats appear (Blum 1981). This
phenomenon cannot be correctly described by the present theory.
The flat-spectrum approximation states that the incident radiation has to be spectrally flat
across the frequency interval larger than the Bohr frequency between the non-degenerated levels
involved in a coherence. Moreover, it must be spectrally flat over the frequency interval much
larger than the natural width of the levels.
In the NLTE problem, one has to deal with subsequent scatterings of the photons in a given
spectral line. Since the medium is not optically thin, the line formation process itself leads to
a non-flat character of the spectrum. The flat-spectrum approximation can be fully satisfied
in the case that the upper and lower levels of the line are degenerated. In fact, this situation
is rarely met in the magnetized solar atmosphere. Another possibility is that there are no
coherences at all. Such a situation can be found in the problems with cylindrical symmetry (cf.
Chapter 5) and in the situations in which the magnetic field or collisional depolarization are
6The factor (ω0/ω)
2 in the integrand has been approximated by 1.
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strong enough to destroy the coherences. However, coherences between non-degenerated levels
often appear both for Zeeman sublevels of given J-level and for the crossing fine- and hyperfine
structure levels. Fortunately, the Doppler width of typical lines in the solar atmosphere is much
larger than their natural width, hence the thermal motion leads to redistribution of the line-
core photons and the spectrum can be often considered to be flat across the frequency interval
comparable to natural width of the line.
An important property arising out of Eqs. (2.83) is the fact that the larger is a separation
of the levels, the smaller is their mutual coherence. For example, if the magnetic field is so
strong that Zeeman splitting of the level is larger than its natural width – so that it could
be potentially comparable to the Doppler width – the Zeeman coherences vanish due to the
secular approximation. The same rule applies to the well separated fine structure levels. If the
coherence between the levels is negligible, the flat-spectrum approximation is automatically
satisfied. That is the reason why it is useful to define different approximations depending on
the complexity of the manifolds of the coherences (see Subsection 2.5.6). Attention must be
paid to case of “intermediate splitting” and to some special multiplets in which coherences play
a significant role despite a large separation of the levels (such as in the case of sodium).
The flat spectrum approximation is analogous to the complete frequency redistribution ap-
proximation (CRD) of the unpolarized radiative transfer theory. The present multilevel theory
cannot give correct results for the lines for which the effects of partial frequency redistribution
(PRD) are important. This can be especially the case of strong resonance lines with well de-
veloped wings. While the radiation is incoherently redistributed in the Doppler core, coherent
scattering may actually be important in the wings. There are attempts to incorporate the PRD
effects into the polarized radiative transfer theory. The models restricted to the case of two-level
atoms and based on the master equation theory have been developed in the past (Bommier
1997a,b). A heuristic approach to a multilevel solution of the PRD problem has been presented
by Landi Degl’Innocenti et al. (1997). There is also a multilevel approach based on the master
equation theory by Bommier (1999), but a consistent and useful framework is still missing.
2.5.5 Radiative transfer equation
The derivation of master equation for the density matrix of radiation or radiative transfer
equation (RTE) can be done in a way analogous to the derivation of ESE. In the case of RTE,
one considers a radiation mode R as a small system weakly coupled to an ensemble of atoms A.
Now the atoms play the role of a reservoir with huge heat capacity, unaffected by interaction
with R. The quantity of interest is indeed the operator Iαβ(k).
The density matrix of radiation is still supposed to have no coherences between the modes of
different energy, [ρR(t), HR] = 0, so that ρR(t) = ρ˜R(t). But now dρR(t)/dt 6= 0. On the other
hand, the atoms are now assumed to be in a stationary state, dρA(t)/dt = 0, hence ρA(t) = ρA.
The decoupling condition for the density matrices,
ρ(t) = ρA ⊗ ρR(t) , (2.85)
now holds.




(or, equivalently, the Stokes parameters) along the ray path parametrized by the geometrical
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The master equation for radiation, dρR(t)/dt, can be derived in a way similar to the derivation of
dρA(t)/dt. The first derivation of the general polarized RTE was presented by Landi Degl’Innocenti
(1983). A detailed derivation of the equations using the master equation formalism can be found
in Bommier (1991). We will not go into technical details and we only write down the resulting
transfer equation for polarization tensor expressed in the basis {e±} for a pencil of radiation








































As in ESE the delta-function profiles have been replaced by the the phenomenological complex
profiles Φ. The quantity N denotes the volume density of atoms and it appears in the equations
in order to take into account a number of atoms in the normalization box V of the radiation
field.
The physical meaning of the individual terms in Eq. (2.88) is as follows: The first term
represents an absorption of the photons by excitation from the coherence ρnn′ to the upper
level |m〉. The second term represents the process of stimulated emission from the coherence
ρm′m to the lower level |n〉. The last term represents the creation of photons due to spontaneous
emission.
The Bohr frequencies ωmn in Eqs. (2.89–2.91) are modified by the Zeeman effect. Shifts of
the individual profiles are especially important for development of the antisymmetric Stokes-V
signal. If the external magnetic field is weak enough so that Zeeman coherences can survive
(Hanle effect) and, in the same time, Zeeman splitting is strong enough for emergence of the
Stokes-V signal, we speak about the Hanle-Zeeman regime. It is worth to say that while Zeeman
effect leads to shifts of the transition profiles, Hanle effect is a dynamical mechanism related to
time evolution of the levels. The joint action of these two effects provides a very general tool
for analysis of the physical conditions in the solar atmosphere.
Eq. (2.88) can be easily transformed into the transfer equation for the set of Stokes parame-
ters (Landi Degl’Innocenti 1983). In such a form one can identify several physically important
phenomena that will be addressed in Section 2.6.
7Note that we consider only stationary models. In the general case, one would use d/dt→ ∂/∂t+ cd/ds.
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2.5.6 Particular models, spherical statistical tensors
An incoherent ensemble of identical atoms in solar plasmas can be described in terms of




ρAmn |m〉 〈n| , (2.92)
where |m〉 is the vector of a particular basis associated with a model of levels introduced above
(for example |αLSJM〉 in the case of multiterm atom in LS coupling). We say that atom
is polarized if there is an imbalance of population of the Zeeman sublevels and/or there are
coherences among them. It follows from Eqs. (2.83) and (2.88) that atomic polarization is
intimately related to the polarization of absorbed/emitted radiation.
The so-called standard representation of atomic density matrix in the dyadic basis of opera-
tors |αJM〉 〈αJ ′M ′| is usually replaced by the the so-called basis of spherical statistical tensors
or the basis of irreducible tensorial operators (ITO) (see Appendix B for details). In this basis,
the transformation rules under rotation are significantly simpler than in the standard basis,
and the physical interpretation of the density matrix components is more straightforward.
Following Landi Degl’Innocenti & Landolfi (2004), it is useful to define several models de-
pending on whether there are coherences between fine structure levels or not, whether there is
a hyperfine splitting of the levels, and depending on the intensity of external magnetic field:
1. Multilevel atom in the Zeeman effect regime. This model can be used if I = 0 and if all
the coherences between different J-levels can be neglected due to secular approximation.
Magnetic field is supposed to be weak, γ ≪ 1, so that the first-order perturbative Zeeman
splitting can be used. The effect of profiles separation can be often neglected. If there
is no illumination by circularly polarized light, such a model can be relatively easily
implemented for only the subset (I,Q, U) of Stokes parameters and be used for studies of
many lines in the Hanle effect regime. The natural basis for construction of the multilevel
density matrix is |αJM〉. The density matrix elements taken into account in the multilevel
model read in the standard representation
ρ(αJM,αJM ′) . (2.93)
The multipole moments of ρ are
ρKQ (αJ) . (2.94)
2. Multiterm atom. It is more complicated model than the multilevel one in which one takes
into account possible interferences between the different J-levels of the same term. Again,
I = 0. Any limitation on magnetic field intensity is removed8 and the atomic Hamiltonian
has to be diagonalized in order to find new energy spectrum and the transition coefficients
CjJ . Separation of the absorption/emission profiles is generally taken into account so that
this model is suitable for modeling of the joint action of Hanle and Zeeman effects in
the full set of Stokes parameters. The density matrix elements read in the standard
representation
ρ(αLSJM,αLSJ ′M ′) , (2.95)
and in the representation of spherical tensors,
ρKQ (αLSJ, αLSJ
′) . (2.96)
8However, diﬀerent atomic terms have to remain well separated.
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3. Multilevel atom with hyperfine structure. Coherences between different J-levels are negli-
gible but there is a nonzero nuclear spin, I 6= 0, leading to the hyperfine splitting of the
levels. The situation is formally analogous to the multiterm case. The role of the αLS
terms is now played by levels αJ , the role of total angular momentum, J = L + S, is
now played by F = J + I. Diagonalization of the Hamiltonian has to be performed in
order to take into account the effect of mixture of different hyperfine levels. The density
matrix elements taken into account in this picture read in the standard representation
ρ(αJIFf, αJIF ′f ′) . (2.97)
The multipole moments of ρ then read
ρKQ (αJIF, αJIF
′) . (2.98)
All the models listed above can be treated in a unified formalism that will be developed
in the following chapter. Even more general models can be considered (such as the multiterm
atom with hyperfine structure, see Casini & Manso Sainz 2005).
2.5.7 Collisions
So far, we have ignored the effect of collisions of the atom with other atmospheric particles
except photons. In fact, collisions with neutral or charged perturbers are known to play a
significant role in the formation of spectral lines. Moreover, in polarization studies, a new
problem of collisional (de)polarization arises. The theory of collisions and collisional broadening
is quite complex and here it is only possible to point out some of the most important results
for the line polarization.
We suppose that all collisions are very short in time in the sense that one can apply the im-
pact approximation. Hence collisions can be decoupled from the interactions with the radiation
field. The radiative and collisional rates can be simply added together in the equations of statis-
tical equilibrium. This approximation is usually well satisfied in the solar atmosphere (see the
discussion of Bommier & Sahal-Bre´chot 1991). Similarly, the profiles of transitions should be
modified in order to take take into account the shortened lifetime of the levels due to collisions.
However, more complicated line broadening effects (such as in the case of hydrogen) cannot
be correctly described within the impact approximation. We usually do not take into account
the effect of external magnetic fields on the collisional rates (Landi Degl’Innocenti & Landolfi
2004).
Collisional transitions do not obey as strong selection rules as the optical transitions do. One
often needs to take into account not only collisions with thermal electrons but also the collisions
with other complex species, especially with neutral hydrogen. On the other hand, there are
usually strong geometrical constraints limiting the collisional processes that make the problem
tractable: The velocity distribution of particles is often isotropic and can even be, to a high
degree of confidence, approximated by the Maxwell-Boltzmann distribution (Jefferies 1968;
Mihalas 1970). The rotational symmetry then imposes strong limitations on the collisional
rates between different multipoles of the atomic density matrix. A general rule states that
isotropic processes lead to decrease of atomic polarization. This indeed applies to the case of
isotropic collisions, hence the term collisional depolarization. However, there are also examples
of processes in stellar atmospheres in which anisotropic velocity distributions of colliders play
a role. Such anisotropic collisions can result in creation of atomic polarization (see below).
We can basically distinguish the two kinds of collisions:
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Inelastic collisions
which involve transfer of energy between the collider and the atom. Depending on whether
atom is left in a state with higher or lower energy after the collision, we can distinguish between
exciting and deexciting collisions respectively (or inelastic and superelastic collisions). Inelastic
collisions play a significant role in the NLTE line transfer since they couple the density matrix
to the local thermodynamical properties of the medium. The weaker the inelastic collisions
the stronger the NLTE effects. Physically this is due to reduction of the information transfer
through the medium by radiation: If the radiatively excited state is deexcited by a collision, the
information transfered from the non-local sources is dissipated into the local thermal energy of
the medium. On the other hand, if scattering terms are dominating, collisional destruction of
the photon is unlikely and the information can spread out through the extended regions of the
atmosphere giving rise to the NLTE effects. Departures from the Saha-Boltzmann equilibrium
populations can be rather significant. The main contribution to the collisional (de)excitation
rates in the solar atmosphere comes from collisions with the thermal electrons.
Elastic collisions
do not involve transfer of energy between the perturber and the atom and do not lead to
complete destruction of the information transferred from different parts of the atmosphere.
However, the state of the atom is modified by the elastic collision since it involves transfer
of coherences between different Zeeman sublevels. Elastic collisions are highly responsible for
collisional depolarization of the lines. In this sense, elastic collisions also couple the density
matrix to the local plasma conditions which leads to a reduction of the information transferred
by radiation from point to point. In some cases, elastic collisions can significantly affect pop-
ulations of the levels (see Section 10.7 of Landi Degl’Innocenti & Landolfi 2004) Typically, the
main contribution to the collisional depolarization rates comes from the collisions with atomic
hydrogen (in the case of the lines of the second solar spectrum) and with electrons and protons
(in the case of ion forbidden lines of the corona and hydrogen lines of solar prominences and
flares).
Particular case of hydrogen
Neutral hydrogen atom is the main constituent of the solar atmosphere. It has somewhat
exclusive status in the polarization studies, since its levels show high degree of accidental
(quasi)degeneration. The fine-structure levels of the given Bohr level n (i.e., the levels nlj and
nl′j′ in common notation) are very close to each other; not mentioning the hyperfine splitting.
A typical separation of the fine-structure levels is of the order of 10−7 to 10−5 eV for small n.
Radiative transition between such levels is of negligible importance but it can be shown that
collisional transitions induced by electrons and especially by protons play a significant role in
the depolarization process (Bommier et al. 1986). Since the thermal energy of the perturbers
is orders of magnitude above the transition threshold, the most efficient transitions are the
dipolar ones, nlj → n l± 1 j′. Strictly speaking, these transitions are inelastic but they have a
depolarizing effect in first place. As such, they are also called the depolarizing collisions.
Isotropic collisional rates
As for the radiative interactions, there are both coherence transfer and relaxation rates for
collisions that enter ESE. These rates can be derived using the master equation theory by con-
sidering an appropriate interaction potential HAP in Eq. (2.63). Example of such calculations
Chapter 2: Elements of NLTE polarized radiative transfer 49
in the semiclassical approximation can be found in Bommier et al. (1986); Sahal-Bre´chot et al.
(1996); Derouich et al. (2005).
Let us now assume the Maxwellian velocity distribution of multilevel atoms and colliders.
Ignoring the radiative transitions, one can write for the evolution of the atomic density matrix






































S denote, respectively, the inelastic and superelastic contributions to coher-
ence transfer from lower (αℓJℓ) and upper (αuJu) levels. Similarly, the rates C
(0)
I (αuJu ← αJ)
and C
(0)
S (αℓJℓ ← αJ) denote, respectively, the relaxation rates of the coherence ρKQ (αJ) to the
upper and lower levels. The coefficient D(K)(αJ) denotes the collisional depolarization rate of
ρKQ (αJ) due to elastic collisions. Obviously D
(0)(αJ) = 0.
The multipole expansion of the density operator has been used in Eq. (2.99) because the
collisional part of ESE has so extremely symmetric form independent of rotation of the reference
frame: Due to symmetry of the interaction, only the multipoles of the density matrix with the
same KQ are coupled by collisions and the same collisional rate applies to all the Q-coherences
of given rank K. The structure of collisional part of ESE is thus very simple.
There is a general relation connecting the inelastic and the inverse superelastic rates that
comes from very principle of detailed balance (Derouich et al. 2007),
C
(K)








I (αuJu ← αℓJℓ) . (2.100)
Calculation of the inelastic rates requires an integration of the cross-sections σ(αuJu ← αℓJℓ,v)
over the relative velocity distribution f(v) of the colliders and atoms (i.e., the Maxwell-
Boltzmann distribution in our case). The zero-rank multipole of the rate due to electron
collisions can be obtained as easily as
C
(0)
I (αuJu ← αℓJℓ) = Ne
∫
σ(αuJu ← αℓJℓ, v)vf(v) dv , (2.101)
where Ne is the electron volume density. Calculation of the rates of higher ranks is less straight-
forward. In some case, however, relatively simple estimates for C
(K)
I can be made (see Ap-
pendix 4 of Landi Degl’Innocenti & Landolfi 2004).
Anisotropic collisions and impact polarization
If the velocity distribution of particles is anisotropic, the symmetry of the interaction ap-
pearing in Eq. (2.99) is broken. Different ranks of levels can be coupled by collisions and
these interactions can even lead to creation of atomic polarization. This effect is known as the
so-called impact polarization.
The problem of impact polarization will be studied in more detail in Chapter 5 in the
particular case of impact polarization of hydrogen levels in solar flares. Here, we only point
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out that creation of level polarization by inelastic collision is simply due to velocity-vector
dependence of transition cross-sections σ(α′J ′M ′ ← αJM,v) leading to an uneven population
of the Zeeman sublevels.
In order to account for general velocity distributions, one has to introduce te more general




′J ′ ← αJ) , (2.102)
for both coherence transfer and relaxation.
2.6 NLTE problem of the 2nd kind
In the impact approximation, radiative and collisional rates can be simply added together.








Πab←pq = iδapδbqωabρab +Rab←pq + Cab←pq . (2.104)
is the total transition rate. The symbols Rab←pq and Cab←pq denote, respectively, the total
radiative and collisional rates of the ab← pq transition.
In this work, I only suppose the steady-state models. Thus the condition
d
dt
ρab = 0 , (2.105)
is satisfied and the system of differential equations (2.103) is reduced to the system of linear
algebraic equations, ∑
pq
Πab←pqρpq = 0 . (2.106)
Since detΠ = 0, one has to close the system by replacing one of the equations by the normal-
ization condition (2.6).
The radiative transfer equation for Stokes parameters can be deduced from Eq. (2.88) and
written in the compact form
d
ds
I(k) = J(k)−K(k)I(k) , (2.107)










is the formal vector of spontaneous emission, and
K =KA −KS , (2.109)
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is the so-called 4 × 4 propagation matrix. It consists of the absorption part, KA, and the




ηI ηQ ηU ηV
ηQ ηI ρV −ρU
ηU −ρV ηI ρQ
ηV ρU −ρQ ηI

 , (2.110)
where ηi = η
A
i − ηSi , ρi = ρAi − ρSi . Explicit expressions for ǫi, ηAi and ηSi can be deduced from
Eqs. (2.89–2.91) and can be found in Landi Degl’Innocenti (1983). Their form in the particular
models of atomic levels and magnetic field strength will be discussed in the following chapter.
One can identify several interesting features in the propagation matrix: (1) The coefficient
ηI is equivalent to the absorption coefficient of the standard theory of 1st kind, i.e., the NLTE
problem with polarization neglected. The diagonal part of K is thus referred to as the ab-
sorption matrix. (2) The part of K involving only first row and first column (excluding ηI
coefficient) is the so-called dichroism matrix. It is responsible for selective absorption of dif-
ferent polarization states. (3) The antisymmetric submatrix of ρ’s is the so-called dispersion
matrix and is responsible for dephasing of the different polarization states.
Eqs. (2.106) and (2.107) form a system of coupled equations defining, along with the bound-
ary conditions, the so-called NLTE problem of the 2nd kind (Landi Degl’Innocenti 1987), i.e.,
the NLTE problem including the line polarization phenomena. One has to find the atomic
density matrix throughout the atmosphere which is consistent with the solution of RTE and
given boundary conditions. The system is basically nonlinear and nonlocal (Trujillo Bueno
1999, 2003). The density matrix in every point is determined by the local radiation field
which itself is determined by the density matrix in every point of the medium through the
radiative transfer equation. One has to take into account proper collisional rates and the
magnetic field vector which is spatially dependent. It follows that one needs, in general, to
diagonalize the Hamiltonian in every point of the atmosphere and to take into account differ-
ent orientation of the magnetic field vector which complicates the choice of the local reference
frame (the effect of turbulent fields is not discussed in this work). Solution of such a sys-
tem is nontrivial task that requires advanced numerical techniques such as those developed
by Trujillo Bueno & Manso Sainz (1999); Manso Sainz & Trujillo Bueno (2003a). For a simple
analytical analysis see the next section. In realistic applications, one usually has to extend
the problem by taking into account the bound-free radiative and collisional transitions and the
effect of continuum opacity. These processes can be easily incorporated into the present theory
but they are left apart here to keep the formalism simple. The problem here was even more
reduced by ignoring all the magnetohydrodynamical contexts which define the atmospheric
model.
Doppler broadening
The radiative transfer coefficients and the coefficients of the radiative rates have been derived
in the rest frame of the atom. As indicated in Subsection 2.5.4, in real atmospheres there is
always a thermal motion of the atoms leading to redistribution of the radiation in the line
Doppler core. In general, one needs to take into account a dependency of the density matrix on
the atomic velocity (cf. Sahal-Bre´chot et al. 1998, and references therein). However, it is often
possible to suppose that the external and internal degrees of freedom of the atom are decoupled
in the way that one only needs to consider one density matrix for internal degrees of freedom
of the whole ensemble. Since we do not consider any macroscopic motions of the medium
and velocity distribution of the atoms is supposed to be Maxwellian, we have to replace the
Chapter 2: Elements of NLTE polarized radiative transfer 52
complex profiles Φ in Eqs. (2.107) by the convolution with the local Gaussian profile. Resulting
absorption/emission profile is thus the Voigt and Faraday-Voigt profile for real and imaginary




This short section is an extract of the paper by Sˇteˇpa´n & Bommier (2007), from now on
referred to as Paper I. The entire paper can be found in Appendix C. Here, I only point out
the key ideas that can demonstrate a partial analytical solution of a simple NLTE problem.
The NLTE problem can be solved analytically to some extent. The well-known
√
ǫ-law for
a two-level atom is one of the rare examples of such solution (Avrett & Hummer 1965; Mihalas
1970). It connects a surface value of the line source function, S = ǫ/η, to the common photon
destruction probability ǫ (Mihalas 1970). The law was generalized for the case of polarized
radiation by Ivanov (1990) who found a relation in a closed form between the destruction
probability and the surface value of the source function tensor. The model considered was the
non-magnetic, plan-parallel, semi-infinite, and homogenous atmosphere. The lower atomic level
with angular momentum j was supposed to be unpolarized and stimulated emission from the
upper level j′ was neglected. These approximations simplify the NLTE problem significantly.
In particular, the problem becomes linear. A further generalization of the
√
ǫ-law accounting
for a homogenous magnetic field was found by Landi Degl’Innocenti & Bommier (1994).
In our work, we have used the idea of unphysical terms (cf. Frisch 1999), ǫKQ , introduced








The unphysical collisional terms we add into ESE are analogous to the nonthermal collisional
rates in realistic situations. Note however that generalization to a realistic case would involve
collisional coupling of different multipoles of the upper level; such a problem would no longer
be linear. However, such a generalization can be, in addition to the academic interest, useful
for testing of the accuracy of the radiative transfer codes intended for solution of the NLTE
problems with the presence of non-thermal collisional processes (for instance in the impact
polarization studies of solar flares). The interest of our approach in contrast to the approach
of (Frisch 1999) is not only to provide the handy closed-form formulas but also to connect the
unphysical collisional terms to the realistic problems of impact polarization. An example of
application can be the nonthermal excitation of 1s–2p transition of hydrogen by anisotropic
electrons. In this case, elastic collisions are negligible and the collisional coupling of the level 2p
with the metastable level 2s can be formally treated as the depolarization term (for a motivation
see Vogt et al. 1997).
The numerical interest arises from fact that in the realistic atmosphere models, it is usually
|S00 | ≫ |SKQ |, while the unphysical terms can be used to amplify the higher-rank components of
the source tensor.
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where (CRj′j)
K
Q is the de-excitation rate of the upper multipole ρ
K
Q (j
′). In the case of thermal
collisional rates (ǫKQ = δK0δQ0), negligible depolarization (δ
(K) = 0), and zero magnetic field,
one recovers the
√













which is the result derived in different notation by Ivanov (1990). Here BP is the Planck









which is the common
√
ǫ-law of the unpolarized theory. A general result is expressed by Eq. (23)
of Paper I.
In the following, I will neglect the effect of magnetic field; it is not necessary, but the expres-
sions would become too complicated. In particular, let us assume an example corresponding
to the relative velocity distribution of particles axially symmetric with the axis of symmetry
parallel to the vertical of the atmosphere. The process can thus be described by only the first
two even multipole moments. Setting ǫ00 = ǫ
2









where W2 = [w
(2)
j′j ]
2 is the coefficient defined by Landi Degl’Innocenti (1984).
Chapter 3
Iterative methods for the NLTE
problems of the second kind
3.1 Introduction
This chapter deals with the iterative methods for a solution of the NLTE problems of the
2nd kind. The polarized NLTE models – being a generalization of the 1st kind problems –
share many characteristics with the standard unpolarized case: The problems rely on ESE and
RTE. The structure of equations is formally similar in both cases even though the polarized
equations are generally much more complicated. A computation complexity is certainly higher
in the polarized case but the convergence rate is driven by the same physical principles behind
the propagation of photons in optically thick media. In contrast to the unpolarized case, the
polarized NLTE equations usually contain complex quantities. Instead of just level populations,
a state of the polarized multilevel atoms has to be described in terms of quantum mechanical
density matrix. From a numerical point of view, lot of attention has to be paid to a particular
model of the atomic levels. Different equations are employed for different pictures of levels and
different strength of the external magnetic field. (Hyper)fine-structure interferences can play
a significant role along with the Zeeman coherences. The new degree of freedom of radiation
– polarization – gives rise to the vector RTE (2.107) for the set of four Stokes parameters.
Coupling of different Stokes parameters due to dichroism and dispersion requires a special
treatment in formal solvers.
This chapter extends the previous multilevel methods developed by Trujillo Bueno (1999)
and Manso Sainz & Trujillo Bueno (2003a) by inclusion of level-crossing coherences within a
quite general picture of atomic levels.
The aim of this chapter is to develop a simple notation for the 2nd kind problems suitable
for a derivation of the iterative scheme and useful for a numerical implementation in the same
time. In a later part of the chapter, I introduce a modification of the so-called operator-
splitting technique that can be used for the development of a general Jacobi iteration scheme
suitable for solution of the transfer problems involving atoms in the Paschen-Back effect regime.
The methods described in this chapter have been partially presented at the Solar Polarization
Workshop 5 (Sˇteˇpa´n 2008). The paper can also be found in Appendix D.
Outline of this chapter is as follows: Section 3.2 introduces some of the general aspects of
numerical iterative solution of the NLTE problems. The basics of the preconditioning strategy
of numerical linear algebra is recalled and it is connected to the radiative transfer problem in
the optically thick medium. Discretization of the continuous models and the question of choice
of a suitable reference frame is presented. In Section 3.2, I introduce the notation suitable for
a numerical solution of the NLTE problem of the 2nd kind disregarding a particular atomic
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picture. I expand the radiative rates of ESE in terms of the average profile tensors of radiation.
The radiative transfer coefficients of RTE are also decoupled with respect to atomic multipoles.
The definition of the “decoupling matrices” in Subsection 3.3.3 opens a convenient way for
efficient implementation of the formal solvers. The last Section 3.4 begins with a review of
the formal solver DELOPAR (Trujillo Bueno 2003) which is used for calculating the formal
solution of RTE. The section continues by an introduction of the new lambda-operator splitting
technique based on the simple analogy with the unpolarized radiative transfer solutions. In the
end of the section, a generalization of the iterative scheme is presented. This scheme can be
understood as a generalization of the present iterative schemes based on the Jacobi iteration
method.
3.2 Iterative approach to the NLTE problem
3.2.1 Discretization of the model
This work deals with the one-dimensional plan-parallel geometry of the medium. Variation
of the properties of the medium can thus be parametrized by a single spatial coordinate z. In
the radiation transfer theory, it is natural to define the so-called optical path in addition to the
usual geometrical path s. The optical path can be introduced by the differential relation
dτ(k) = ηI(k) ds . (3.1)
Optical path is a dimensionless quantity whose physical interpretation is the number of photon
mean free paths in a given direction and frequency. Moreover, one usually defines the optical
depth scale of the one-dimensional atmosphere by the relation dτ(z, ω) = −ηI(z, ω) dz, where
the absorption coefficient is measured in the direction of z axis (cf. §2-2 of Mihalas 1970).
The NLTE problem as it was formulated in the preceding chapter can be expressed in rather
general form
L[ρ(z)] = 0 , (3.2)
where L is a functional acting on the density matrix. The problem is well defined if the
boundary illumination conditions of the atmospheric slab are defined. Explicit expressions for
the nonlinear operator L can be found by expressing all the radiative rates in terms of integrals
over the density matrix multipoles of the medium.1 The resulting expressions would be quite
complicated and useless for practical purposes: It is not possible to find a full analytical solution
of the NLTE problem in a closed form even for the simplest models. Numerical solutions have
thus to be implemented.
The problem needs to be discretized on a grid G with N nodes. The atomic density matrices
in the individual grid nodes can be organized in the formal column vector with total number
of N× N complex elements. In the self-evident notation we can write
ρ = (ρ1(1), ρ2(1), · · · , ρN(1), ρ1(2), ρ2(2), · · · , ρN(2), · · · , ρ1(N), ρ2(N), · · · , ρN(N))T . (3.3)
The operator L can now be replaced by the block-diagonal matrix with Π-matrices on the
diagonal. As noticed in the preceding chapter, the normalization condition, Eq. (2.6), has to be
used to close the system. This is reflected by a nontrivial right-hand side f of the discretized
problem,
Lρ = f . (3.4)
1Note that in the problems of the 1st kind the density matrix can be replaced by only populations of the
levels.
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It is obvious that the problem is only quasi-linear and quasi-local: The non-linearity and non-
locality due to resonance scattering is hidden in the radiative rates. Next discretization concerns
the wave vector k.
Figure 3.1: A laboratory reference frame of the NLTE problem. For each ray direction Ω,
described by the polar angle θ and the azimuthal angle χ, the reference direction vector ea and
the associated vector eb are defined according to the figure: {ea, eb,Ω} make up a right-handed
coordinate system with ea lying in the meridian plane. Note that {−ea,−eb,Ω} basis leads to
the equivalent equations. The direction of the magnetic field B is described by the polar and
azimuthal angles, θB and χB respectively.
The integrations of the radiation field over the ray directions,
∮
dΩ/4π, become quadratures
in the discretized model. In the particular implementation described in Appendix A, I use the
Gaussian quadrature in the polar angle 0 ≤ θ ≤ π (i.e., −1 ≤ µ ≤ 1 for µ = cos θ) and the
trapezoidal rule for the azimuthal angle 0 ≤ χ < 2π.
After all, discretization in the radiation frequencies is implemented. In this work, I use the
trapezoidal rule for the integration over the spectral line frequencies.
Solution of the discrete problem is always affected by the so-called truncation error. Gen-
erally, the finer is the model discretization, the smaller is the truncation error. This problem
will be discussed in more detail in Chapter 4.
3.2.2 Preconditioning technique
There are basically two possible approaches to the solution of the NLTE problem: direct and
iterative. Since the direct methods involve inversions of large matrices and are only applicable
to the linear models, they are not very suitable for solution of the complex multilevel problems.
As in the modern numerical linear algebra, the method of choice is the iterative solution.
As indicated by Eq. (3.4), the iterative solutions of the multilevel NLTE problem of both 1st
and 2nd kind involves application of the methods of numerical linear algebra to the linearized
transfer problem. In this subsection I briefly review the basics of the preconditioning technique
which are essential for development of efficient NLTE solvers.
Chapter 3: Iterative methods for the NLTE problems of the second kind 57
Preconditioning of the linear system
Let us consider the system of linear algebraic equations,
Ax = b , (3.5)
where A is a square matrix, b is a known vector and x is an unknown vector. The number of
operations needed for a direct solution of Eq. (3.5) by inversion of the matrix A is proportional
to N3, where N denotes the dimension of A. It is thus difficult to find the solution for high N .
To overcome this difficulty one can use an iterative preconditioning method. The initial guess
of the solution x will be denoted by x(0). In the k-th iteration step we have an approximate
solution of the system denoted by x(k). By iterative solution of the system (3.5) one means the
process
x(0) → x(1) → · · · → x(k) → x(k+1) → · · · (3.6)
of successive approximations of the exact solution generated by the linear mapping
x(k+1) =Mx(k) +Nb , (3.7)
where M is the so-called iteration matrix which is constant during the iteration and N is a
constant matrix. The process is said to be convergent if limk→∞ ‖x− x(k)‖ = 0, where ‖ · ‖ is
an arbitrary norm.
One defines the so-called residual vector or residuum of the k-th iteration (Press et al. 1994;
Trujillo Bueno & Fabiani Bendicho 1995) by
r(k) = b−Ax(k) . (3.8)
Note that some authors define the residuum with an opposite sign (cf. Hackbush 1985). The
error vector is defined as a difference of the exact solution and its current estimation,
e(k) = x− x(k) . (3.9)
Using the previous definitions it becomes clear that
r(k) = A(x− x(k)) = Ae(k) , (3.10)
while for the error vector we get
e(k) = A−1r(k) . (3.11)
From Eq. (3.9) it follows that
x = x(k) +A−1r(k) . (3.12)
The second term on the right-hand side is as difficult to evaluate as the original problem (3.5).
On the other hand, Eq. (3.12) is a good point from which to start an iteration process: We can
replace the matrixA in Eq. (3.12) by an approximate matrix A∗ in order to get the approximate
error e∗(k). The iterative scheme then becomes
x(k+1) = x(k) +A∗−1r(k) = x(k) + e∗(k) . (3.13)
The form of the approximate matrix is not unique. From a practical point of view, A∗ has to
be efficiently invertible, i.e., it should be possible to find the inverse within O(N) operations.
The second condition concerns convergence properties of the iteration process. From Eq. (3.13)
we obtain for the new estimation of the solution:
x(k+1) = x(k) +A∗−1(b−Ax(k)) = Gx(k) +A∗−1b , (3.14)
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where
G = 1−A∗−1A (3.15)
is the so-called amplification matrix.
From the definition (3.9) one gets
e(k+1) = x− x(k+1) = x−Gx(k) −A∗−1b . (3.16)
Multiplying Eq. (3.9) from left by G and subtracting the result from Eq. (3.16) leads to the
important result
e(k+1) = Ge(k) . (3.17)
In other words, the error in the (k + 1)-th iteration is obtained from the one of the k-th
iteration by applying the amplification matrix. Let us suppose that the matrix G has a set of
N orthonormal eigenvectors {ui} with a set of associated eigenvalues {λi},
Gui = λiui . (3.18)
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It is thus clear that the convergence of the iterative process is achieved if all the eigenvalues of
the amplification matrix are (in absolute value) smaller than 1. Independently of a particular
definition of the norm, the iterative process is asymptotically governed by the largest eigenvalue,
‖e(k)‖ ∝
assympt.
max |λj|k . (3.22)
The number of iterations required to decrease the error by a given factor is proportional to
− 1/ log ̺ , (3.23)
where one usually defines the so-called spectral radius ̺ ≡ max |λj| of the amplification matrix.
From the definition of G it becomes clear that ̺ is small if A∗ is “close” to A in some sense.
A motivating example: Two-level unpolarized problem, Λ-iteration
Application of the iterative methods in the NLTE line transfer can be clearly demonstrated
on the example of the two-level unpolarized transfer in the spectral line with complete redis-
tribution in a homogenous isothermal atmosphere (Olson et al. 1986).
The formal solution (FS) of the NLTE problem can be expressed in the form of the so-called
Λ-operator (see §2-2 of Mihalas 1970). The angle- and profile-averaged radiation intensity in
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every point of the grid is given by a formal vector J (do not mismatch with the Stokes emission
vector). It can be expressed as a function of the source function vector, S (Mihalas 1970),2
J = Λ[S] , (3.24)
where Λ is the Λ-operator matrix. Since the selected problem is linear with respect to atomic
populations (or source function), the intensity is related to the source function by the simple
relation
S = (1− ǫ)J + ǫBP , (3.25)
where ǫ denotes the collisional destruction probability (cf. Section 2.7) and BP is the vector of
the Planck function. Combination of Eq. (3.24) and Eq. (3.25) leads to the equation
[1− (1− ǫ)Λ]S = ǫBP (3.26)
for the unknown vector S. Using the analogy with Eq. (3.5), one can identifyA = [1−(1−ǫ)Λ]
and b = ǫBP and use the approximate matrix Λ
∗ to define A∗ = [1− (1− ǫ)Λ∗]. The iterative
scheme then reads
S(k+1) = S(k) + [1− (1− ǫ)Λ∗]−1 {−[1− (1− ǫ)Λ]S(k) + ǫBP}
= S(k) + [1− (1− ǫ)Λ∗]−1[(1− ǫ)J (k) + ǫBP − S(k)] . (3.27)
It is worth to say that the Λ-matrix does not have to be constructed physically in the computer
memory. The intensities J (k) are obtained via FS of RTE from known S(k). On the other hand
the elements of the approximate operator [1 − (1 − ǫ)Λ∗] have to be found. However, it is
usually a straightforward task since Λ∗ can be chosen to have a rather simple form.
The well known Λ-iteration method (or Piccard iteration, see §5-3 of Mihalas 1970) is
recovered from Eq. (3.27) by setting Λ∗ = 0, i.e., A∗ = 1. The amplification matrix then
reads G = 1 −A and its spectral radius is ̺ ≈ (1 − ǫ)(1 − T−1), where T is the total profile-
integrated optical thickness of the slab (Olson et al. 1986). It is clear that ̺ ≈ 1 if T is large
and ǫ ≪ 1. That is the reason why Λ-iteration is useless in practical applications to optically
thick atmospheres where one typically has ǫ ≈ 10−4 or lower. Physically, this is due to a slow
propagation of information at large optical depths.
3.2.3 Accelerated lambda iteration
Cannon (1973) has introduced the idea of approximate lambda operators into the field of
radiative transfer. Different choices of Λ∗ were proposed by different authors (e.g. Scharmer
1984). It was pointed out by Olson et al. (1986) that a suitable choice of the approximate
Λ∗-operator is the diagonal part of Λ. This choice corresponds to a separation of local sources
of the radiation in a given grid node from the radiation transmitted from other parts of the
atmosphere. This technique is numerically analogous to the Jacobi iteration algorithm of linear
algebra and is now known as the so-called accelerated lambda iteration (ALI) technique. In
the following, this approach will be applied to the solution of a multilevel polarized radiative
transfer problem.
It is worth to say that different choices of Λ∗ can be made. The local operator can be replaced
by a finite-band operator leading to even better convergence properties with the cost of inversion
of matrices connecting the successive grid nodes. Trujillo Bueno & Fabiani Bendicho (1995)
introduced a set of quite efficient numerical techniques based on the Gauss-Seidel iteration (GS)
2I assume zero illumination at boundaries to keep the notation simple.
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and the successive overrelaxation (SOR). To achieve the same accuracy as the Jacobi method,
these techniques can be factor of 4 faster (in the GS case) or even need only O(N logN) iterations
in the case of optimal SOR (see also Trujillo Bueno & Fabiani Bendicho 1995; Paletou & Le´ger
2007). The Jacobi iteration is naturally a O(N2) algorithm and its usefulness decreases with
increasing number N of grid nodes. However, it is a useful method for numerical radiative
transfer especially in connection with the multigrid methods (cf. Chapter 4).
Although the first NLTE models of polarized radiative transfer were developed some decades
ago (for example Rees & Saliba 1982, and references therein), the progress in this field was
substantially slower in comparison to the models of the 1st kind. In the following paragraphs
I quickly go through the history of development of the NLTE techniques. However, the list of
the significant contributions is far from being complete.
Polarized linear problems
The simplest NLTE model of the 2nd kind is the two-level atom with unpolarized lower level.
The privilege status of this problem lies in the fact that it is linear and thus not as difficult as
the general case. The matrix L can be found as independent on ρ and, from a numerical point
of view, one recovers the linear problem formulated in the preceding subsection.
The direct methods of solution involving inversions of the large matrices can be used for so-
lution of both unpolarized and polarized linear problems (Mihalas et al. 1978; Faurobert-Scholl
1991; Bommier & Landi Degl’Innocenti 1991, 1996). However, the time required for construc-
tion of the Λ-matrix and especially the time demands on inversion of the matrices makes the
direct methods limited in practical use.
Thus the iterative methods for the linear problems of resonance polarization and Hanle
effect have been extensively developed in the previous decade (Faurobert-Scholl et al. 1997;
Nagendra et al. 1998; Trujillo Bueno & Manso Sainz 1999). For a generalization to the multidi-
mensional geometries and for a review of the iterative methods see Manso Sainz & Trujillo Bueno
(1999).
Unpolarized multilevel problems
The use of multilevel ALI models for unpolarized radiation transfer has been initiated by the
works of Werner (1986); Scharmer & Carlsson (1985) and further stimulated by Rybicki & Hummer
(1991, 1992, 1994) whose multilevel ALI (or MALI) technique attracted lot of attention and
has been used in both one- and multi-dimensional geometries (Heinzel 1995; Auer & Paletou
1994; Paletou 1995; Auer et al. 1994). This method uses the Λ-operator splitting technique for
derivation of the preconditioned ESE. The fact that the radiative rates depend on the atomic
populations through the RTE leads to a natural nonlinearity of the multilevel problem. The
equations need a straightforward linearization with respect to atomic populations. In contrast
to the linear problems, matrix L is no longer constant during the iterations. The successive
approximations of the preconditioned matrices L′(k) are found in each iteration step following
the scheme3
ρ(0) → L′(0) → ρ(1) → L′(1) → · · ·ρ(k) → L′(k) → · · · . (3.28)
The new populations (density matrices) are found in each iteration from the equation
L
′(k)ρ(k+1) = f . (3.29)
3Although the use of density matrix formalism is not necessary for the unpolarized problem, I prefer to keep
the formalism consistent.
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The MALI technique is not the only method available for solution of the multilevel transfer.
The complete linearization method of Auer & Mihalas (1969) is another possibility. For a de-
tailed comparison of the MALI and linearization methods see Socas-Navarro & Trujillo Bueno
(1997). Implementation of even more rapidly convergent GS and multigrid techniques was
done by Fabiani Bendicho et al. (1997) who extended the previous works on the two-level GS
technique (Trujillo Bueno & Fabiani Bendicho 1995) and the linear multigrid method (Steiner
1991) to the full multilevel NLTE problem.
Polarized nonlinear problems
The most general problem involves both nonlinearity and light polarization. Approximate
solutions based on the so-called field-free approximation (Rees 1969) and the polarization-free
approximation (Trujillo Bueno & Landi Degl’Innocenti 1996) have been developed to make the
problem trackable. For other approximate solutions see, for instance, Faurobert-Scholl (1996),
Sa´nchez Almeida & Trujillo Bueno (1999). However, a general self-consistent solution was
missing for a long time.
A generalization of the linear two-level problem to the non-linear two-level problem with a
polarized lower level was proposed by Trujillo Bueno (1999). Later on, a full multilevel solution
based on the ideas of the work just cited has been presented by Manso Sainz & Trujillo Bueno
(2003a). The authors presented a self-consistent solution of the transfer in the Ca II infrared
triplet in a weakly magnetized solar chromosphere. They generalized the standard Λ-operator













of the aligned upper level of a given line. Application of these operators leads to the averaged










2 . The authors successfully implemented
the iteration scheme based on the Λ′00-operator splitting and the DELOPAR formal solver of
Trujillo Bueno (2003). They used the method for a study of the Hanle effect and zero-field
dichroism in the transfer of Ca II infrared triplet (Manso Sainz & Trujillo Bueno 2003b).
3.2.4 Choice of the reference frame
In contrast to the problems of the 1st kind, geometry plays a much more important role
in the polarization scattering case. Both ESE and RTE have different coefficients in different
coordinate systems. The attention must be paid to the choice of the reference frame in which
the equations are formulated.
The reference frame fixed in the atmosphere (the xyz system in Figure 3.1) shall be called
the observer’s frame whereas the coordinate system in which ESE are expressed will be called
the atomic frame. In general, there are two possibilities for choice of the atomic frame: (1)
the observer’s frame is identical to the atomic frame, or (2) it is not. Each choice has its
advantages and disadvantages. In the first case, one has to formulate the equations in the
frame independently of orientation of the local magnetic field vector. The expressions are then
more complicated than in the case 2 in which one can choose quantization axis to be parallel
to B. The disadvantage of the case 2 is that one needs to transform the quantities from one
frame to another. The case 2 is implemented in Monopost (see Appendix A). In particular,
calculation of the radiation transfer is done in the observer’s frame whereas ESE are solved in
the atomic frame (see Appendix A for details). In general, the case 1 is a better choice. For
instance, one can easily incorporate the effect of other symmetry-breaking phenomena such as
the effect of external electric fields.
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3.3 Uniﬁed notation for the NLTE equations
3.3.1 Structure of the atomic manifolds
One may consider the atomic levels to be organized in the well separated manifolds Mα,
Mβ, etc. (see Fig. 3.2). Each manifold Mα consists of a group of the discrete levels |αm〉. I
use the Latin indices to denote the quantum numbers distinguishing the individual states of
the manifold. Quantum numbers distinguishing different manifolds are identified by the Greek
indices. We can always choose the |αm〉 states to be eigenvectors of the atomic Hamiltonian,
HA |αm〉 = Eαm |αm〉 , (3.30)
where Eαm is the energy of the given level. The levels of the manifold are supposed to be close
to each other in comparison to the separation of the different manifolds,
|Eαm − Eβn| ≫ |Eαp − Eαq| if α 6= β . (3.31)
On the other hand, a separation of the manifolds is supposed to be much larger than their
natural width,
|Eαm − Eβn| ≫ max(Γα,Γβ) if α 6= β . (3.32)
As a consequence of the secular approximation, quantum coherences between the manifolds can
be neglected. In the same time, separation of the manifold’s sublevels is supposed to be small
enough so that their natural width is comparable or smaller than their separation,
|Eαm − Eαn| . Γm, Γn , (3.33)
and the mutual coherences can be taken into account. The condition (3.33) can be weaken to
take into account the case |Eαm−Eαn| larger than Γm and Γn if the flat spectrum approximation
holds for the manifoldMα. The manifoldMα can represent a single quasi-degenerated J-level,
a LS-term, a group of hyperfine-structured levels, or even a more general group of close levels.
Figure 3.2: Manifolds of the atomic Hamiltonian HA. The horizontal lines represent differ-
ent sublevels of the manifolds. The radiative transitions (the solid vertical line) couple the
coherences of different manifolds whereas collisions (the dashed lines) couple between differ-
ent manifolds (inelastic collisions; the vertical line) and different levels of the same manifold
(depolarizing collisions; the curved lines).
The coherences taken into account in the atomic density matrix have thus the general form
ραm,βn = 〈αm |ρ| βn〉 = δαβ 〈αm |ρ|αn〉 . (3.34)
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In the following, I will systematically use the basis of ITO. This basis has several benefits over
the standard basis as summarized in Appendix B. In order to simply the expressions, I shall
use the notation
{ραm,αn}standard representation → {ρi}irreducible representation , (3.35)
i.e., there is only one Latin index for each coherence of the density matrix in the irreducible
representation. There is no risk of confusion between the standard representation and the ITO
basis since the number of indices clearly distinguishes these two representations. The manifold
index of a given coherence will still be indicated by a Greek index. In spite of the “one-index per
coherence” notation can make a direct physical interpretation of the equations more difficult, it
is especially useful for a numerical treatment of the problem.In the particular pictures described
in Subsection 2.5.6 one can construct the indices as in the Table 3.1.
It is useful to extend the notation and to define some relations among the coherences and
manifolds:
• αi denotes the manifold Mα that contains the multipole ρi
• Xi is any quantum number associated with the density matrix coherence i (for instance,
Jm would denote the total angular momentum of the multilevel atom). Similarly for Lα,
Jα, etc., if such quantities are well defined for given manifold.
• αβ denotes a multiplet between the manifolds Mα and Mβ (for instance, JKQ (αβ) is the
profile-averaged radiation multipole).
• Aα→β denotes the Einstein coefficient for spontaneous emission for given transition. Sim-
ilarly for other Einstein coefficients.
• m = n: multipoles m and n are identical.
• m ∼ n: m belongs to the same manifold as n.
• α ≻ β (α ≺ β): the manifold Mα has higher (lower) energy than Mβ (similarly for
m ≻ n, i ≻ α, etc.).
Picture Manifold Coherence ρi
Multilevel αJ ρ(αJ)KQ
Multiterm αLSJ αLSρKQ (J, J
′)
Multilevel with hyperfine splitting αJI αJIρKQ (F, F
′)
Table 3.1: Indexing notation for different atomic pictures. The second column contains a set
of quantum numbers defining a given manifold. The third column stands for a description of a
multipole i representing a particular atomic coherence.
For notational convenience it will be useful to use the single symbols representing transitions
between different Zeeman sublevels or between whole manifolds (depending on whether the
Zeeman splitting is negligible or not). In order to distinguish the transitions from other indices,
I shall use the Fraktur font face, t, etc. The transition’s lower and upper levels description differ
for different pictures. These are summarized in Table 3.2 (cf. Landi Degl’Innocenti & Landolfi
2004).
The density matrix elements driving the convergence of the NLTE problem are popula-
tions, i.e., the density matrix multipoles of zero rank (see Trujillo Bueno & Manso Sainz 1999;
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Manso Sainz & Trujillo Bueno 1999). These elements require a special treatment in the itera-
tive solvers, hence they need to be clearly distinguished from the higher-rank components. I
use the notation of i to indicate that ρi is a population multipole.
Picture Lower – upper level of the transition t
Multilevel αℓJℓ – αuJu
Multiterm αℓLℓSℓjℓMℓ – αuLuSujuMu
Multilevel with hyperfine splitting αℓJℓIℓiℓfℓ – αuJuIuiufu
Table 3.2: Indexing notation for the transition index t in different pictures. The multilevel
picture is only considered in the Hanle effect regime in which Zeeman splitting of the profiles
can be neglected.
3.3.2 Equations of statistical equilibrium
Eq. (2.106) reads, in the notation introduced in the previous subsection,∑
j
Πijρj = 0 , (3.36)
with the additional normalization condition which, in the basis of ITO, reads∑
m
√
[Jm]ρm = 1 , (3.37)
where Jm denotes the total angular momentum of given level (Landi Degl’Innocenti 1984).
The total number of independent atomic multipoles taken into account in the particular
model will be donoted by N throughout the rest of this thesis. The density matrix obeys
the conjugation relations reducing the number of independent quantities required for the full
description of the state. Obviously the rate matrix Π also obeys some symmetries. There is a
discussion of possible reduction of ESE in Appendix A.
Let us now ignore the collisional part of Π. For reasons that will become clear later it
is advantageous to express the elements of Π as a linear combination of the mean radiation
field tensors.Due to the flat-spectrum approximation, the precise position of the profiles is not
crucial for the rates if ESE and only one line profile can be for calculation of the line mean
radiation tensor which, in the ITO basis, can be defined as
JKQ (αβ) =
∫
dω JKQ (ω)ϕ(ωαβ − ω) , (3.38)
where ϕ(ωαβ − ω) is the real part of the line absorption/emission profile centered at the line
frequency ωαβ. The monochromatic multipole components J
K
Q (ω) can be calculated from the
Stokes parameters via Eq. (B.8). Note that, in the CRD approximation, one has JKQ (αβ) =
JKQ (βα). The Π-matrix elements can be expanded as follows:





Q (ααi) + s
E
ij , (3.39)
where Nij is the magnetic kernel (cf. Landi Degl’Innocenti 1985) and the coefficients sij(αKQ)
and sEij arise from a particular model of the levels. In general, Nij only couples coherences
within a given manifold and it is uniquely determined by the external magnetic field. Its
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explicit expression is given below. The coefficients sij(αKQ) describe the transition rates
due to absorption and stimulated emission of radiation. Finally, sEij denotes the spontaneous
emission rates.
The important property of sij(αKQ) and s
E
ij is that they do not depend on local physical
conditions of the atmosphere and they can be pre-calculated only once in the model and used
in every point and every iteration of the model. The time demands of such approach are thus
negligible. On the other hand, the magnetic kernel has to be calculated and stored in every
point of the atmosphere.
The most difficult coefficient in Eq. (3.39) is sij(αKQ). It must be, in general, calculated
not only for every combination of atomic coherences but also for every multipole of radiation
field. In fact, most of these coefficients vanish due to selection rules. The explicit expressions
for this and the other coefficients can be derived from the expressions for TA,E,S and RA,E,S used
in Eq. (2.83). In order to follow the compact notation, replacements like TA(a, b; ℓ, ℓ
′) → TAij
(and analogously for the other rates) have to be performed. The coherence ρab is replaced by
ρi and ρℓℓ′ by ρj. Matrix element of the system (2.83) can thus be rewritten in the form
Πij = −i(j ∼ i)Nij + (j ≺ i)TAij + (j ≻ i)(T Sij + TEij )
−(j ∼ i)(RAij +RSij +REij) , (3.40)
where
(j ∼ i) = δαjαi , (3.41)
(j ≺ i) =
{
1 if j ≺ i
0 otherwise
. (3.42)



































where the coefficients tA,E,Sij and r
A,E,S
ij are to be derived for each particular picture of levels.
4
It follows from a comparison of Eq. (3.39) and Eqs. (3.43–3.48) that
sij(αKQ) = (j ≺ i)δααj tAij(KQ) + (j ≻ i)δααj tSij(KQ)
−(j ∼ i) [rAij(αKQ) + rSij(αKQ)] , (3.49)
sEij = (j ≻ i)tEij − (j ∼ i)rEij . (3.50)
Explicit expressions for the t, r, and N in the particular level models can be extracted from ex-
pressions for T , R, and N given by Landi Degl’Innocenti & Landolfi (2004). These coefficients
read:
4Do not confuse the symbols tA,E,Sij and r
A,E,S
ij with the quantities tA,E,S and rA,E,S of
Landi Degl’Innocenti & Landolﬁ (2004) deﬁned by their Eqs. (7.20a)–(7.20f).
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tSij(KQ) = [Lj]Bαj→αi
√




























tEij = δKiKjδQiQj [Lj]Aαj→αi
√





















































































































































Multilevel atom with hyperﬁne structure
The coefficients for a multilevel atom with hyperfine splitting are formally identical to the
multiterm case with substitutions
L→ J, S → I, J → F . (3.67)
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3.3.3 Radiative transfer equation
The slowest part of the numerical calculation of the NLTE model is typically the formal
solution of the radiative transfer equation Eq. (2.107). In a general model, it is necessary to
solve the equation for every discrete frequency ω and every direction Ω of the ray. I will denote
the total number of the discrete frequencies of radiation by F, and a number of the discrete ray
directions by NΩ.
The transfer coefficients ǫp, ηp, and ρp for the individual Stokes components p (p = 0, . . . , 3)
can be expressed in terms of atomic density matrix elements (Landi Degl’Innocenti & Landolfi
2004). Their form which is very general and very useful for iterative solvers at the same time,
is












ρAp (k) = η
A
p (k){Re → Im } , (3.70)
ρSp (k) = η
S




ηSp (k) , (3.72)
where “{Re → Im }” denotes a replacement of “Re” by “Im” in the last expression.
In the discrete model, coefficients ai(p,k) and bi(p,k) become F×N matrices. When applied
to a formal N-vector of atomic multipoles, ρ, it results in formal vector of transfer coefficients
(ηA,Sp , ρ
A,S
p , or ǫp) with one frequency per row. In the matrix notation, this can be expressed
by
ηAp (Ω) = Re [a(p,Ω)ρ] , (3.73)
ηSp (Ω) = Re [b(p,Ω)ρ] , (3.74)
ρAp (Ω) = η
A
p (Ω){Re → Im } , (3.75)
ρSp (Ω) = η
S




ηSp (Ω) . (3.77)
It is worth to say that the matrices a and b have to be calculated in every point and every
direction Ω of the ray. In the following, I will call them the decoupling matrices. Memory
demands of using the decoupling matrices are negligible even for complex atomic models: Only
one instance of the matrices has to be created and it is used over and over again during the
formal solution.
Calculation of the decoupling matrices
Calculation of the transfer coefficients can be rather time consuming. Number of transitions
necessary to take explicitly into account increases significantly if Zeeman splitting of the levels
cannot be neglected in the emission and absorption profiles. A further complication arises in the
Paschen-Back effect regime in which one needs to take into account a coupling of different J-
or F -levels. The symmetry of the equations is thus lost and one has to deal with an enormous
number of terms.
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In general, the absorption profiles between separate Zeeman levels |αJM〉, |αLSjM〉, etc.,
have to be explicitly taken into account. The Bohr frequencies between the the shifted levels
can be calculated from Eq. (2.39), Eq. (2.36), etc. The individual transitions t and profiles
can be indexed according to Table 3.2. In the following, the expression ℓt (ut) denotes the
lower (upper) manifold of the given transition t. Similarly, Mℓt denotes the magnetic quantum
number associated with the lower level of t, and analogously for another quantum numbers.
The total number of transition profiles to be taken into account in the model will be denoted
by Ntr.
It is worth to find an efficient way of calculation of the decoupling matrices. In the NLTE
models, it is necessary to take into account a non-homogenous magnetic field across the medium
and the fact that transfer coefficients in every point have to be calculated repeatedly (typically
thousand-times in every point: 100 directions, 10 iterations). A suitable decomposition of
the decoupling matrices elements is thus desirable. The computational time demands can
be preferred above the memory demands in the contemporary computers. It is thus possible
to calculate all the spatially-dependent parts of the a and b matrices and store them in the
computer memory. This approach can lead to an increase of the calculation speed of the transfer
coefficients by orders of magnitude in comparison to the straightforward calculation directly
from the definition. The cost is an increase of memory demands but still easily tractable
by contemporary workstations. A more detailed discussion of the optimal implementation of
pre-calculations can be found in Appendix A. Here, I only give a general recipe.
The local part of the decoupling matrices is to be stored in a suitable grid. Taking into
account the general structure of transfer coefficients, we can decompose the complex matrices












T KQ (p,Ω)Φt(ω)χit(p,K,Q) , (3.79)
where T KQ (p,Ω) is the geometrical tensor defined in Table B.1, Φt(ω) ≡ Φt(ωt−ω) is the profile
of transition t, and ξ and χ are the coefficients depending on a given picture and transition.
Note that the index ω in aωi and bωi denotes a given discrete frequency. The coefficients ξ and
χ are calculated from the Einstein coefficients for absorption and stimulated and spontaneous
emission, and, eventually, from the Hamiltonian diagonalizing coefficients CjJ .
It is important to point out that the summation over the transitions t only involves those
with ρi in the lower (upper) manifold. This fact is reflected by the definition of ξ and χ
coefficients including corresponding Kronecker δ’s: δαiℓt (δαiut). The N× Ntr matrices ξ and χ
obviously contain a large number of zero elements. In a practical implementation it is thus not
useful (and practical with respect to memory demands – note that ξ and χ data have to be
stored separately for each grid node) to store the whole matrices. The better idea is to generate
a list of transitions for each atomic multipole (see Figure A.3).
The decomposition (3.78–3.79) into the geometrical part (T KQ ), the frequency part (Φt), and
the “atomic part” has to be slightly modified if one considers the systematic motions in the
atmospheric plasmas by taking the Ω-dependence of the profiles into account.
The explicit expressions for ξit(p,K,Q) and χit(p,K,Q) are as follows:
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J ′ℓ Ji S
}
(3.83)
Multilevel atom with hyperﬁne structure
The coefficients for a multilevel atom with hyperfine splitting are formally identical to the
ones of the multiterm case if one uses the following substitutions for the quantum numbers:
L→ J, S → I, J → F, j → i . (3.84)
3.4 The iterative scheme
3.4.1 Formal solution
Let us recall a formal solution (FS) of the radiative transfer equation along the ray in the
direction Ω. Rewriting RTE using the optical path (3.1) it is easy to verify (Rees et al. 1989)





dt [S(t)−K ′(t)I(t)] e−(τ2−t) , (3.85)
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where we assume τ2 > τ1. K










is the formal source function vector. The symbol 1 represents the 4×4 identity matrix. Consider
three successive points of the grid, M , O, and P . Then Eq. (3.85) becomes
I(O) = I(M)e−∆τMO +
∫ τO
τM
dτ [S(τ)−K ′(τ)I(τ)] e−(τO−τ) , (3.88)
where ∆τMO = τO−τM . FS in the discretized atmosphere can be calculated by different numer-
ical methods. In this work, I adopt the approach based on the so-called short characteristics
method (Olson & Kunasz 1987). In this method, one integrates FS over the range of few suc-
cessive grid nodes between which the integrand in Eq. (3.85) is interpolated by polynomials.
Rees et al. (1989) generalized the method for a treatment of the full Stokes vector transfer using
the linear interpolation of the integrand. Their DELO method has been further improved by
Trujillo Bueno (2003) in his DELOPAR technique with a parabolic interpolation of the source
vector among the pointsMOP whereas theK ′(τ)I(τ) term is interpolated by a linear function
between M and O. This approach leads to a method of higher accuracy with only little com-
putational time penalty. The DELOPAR formal solver is the method of choice in the present
work.
The interpolation coefficients are easily obtained from the grid spacing, Ω, and the absorp-
tion coefficients. After the integration, one has for the Stokes vector at point O:
I(O) = I(M)e−∆τMO + ψMS(M) + ψOS(O) + ψPS(P )
−ψ′MK ′(M)I(M)− ψ′OK ′(O)I(O) , (3.89)
where ψM,O,P and ψ
′
M,O are, respectively, the quadratic and linear interpolation coefficients. To
extract I(O) from Eq. (3.89) one can define the matrix
κ = [1+ ψ′OK
′(O)]−1 , (3.90)
and finally get (cf. Trujillo Bueno 2003)




1e−∆τMO − ψ′MK ′(M)
]
I(M) . (3.92)
Since the formal solution proceeds along the ray starting at the boundary of the integration
domain (where the illumination is known a priori), the Stokes vector in each successive node is
computed from the current guess of the source function and the fraction of radiation transmitted
from the preceding point.
The coefficients ψM,O,P and ψ
′
MO can be found in Olson et al. (1986)
ψM = e0 +









∆τOP (∆τMO +∆τOP )
, (3.95)
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and









e0 = 1− e−∆τMO , (3.98)
e1 = ∆τMO − e0 , (3.99)
e2 = ∆τ
2
MO − 2e1 . (3.100)
3.4.2 Operator splitting
In order to find the approximate solution of the polarized NLTE problem we need to re-
formulate the operator splitting technique and find a suitable preconditioning strategy in the
formalism of atomic density matrix. In this subsection, I use an analogy with the unpolarized
ALI solution to build a new iterative scheme for the polarized problem (see also Paper II in
Appendix D).
Unpolarized operator splitting
If polarization of radiation can be neglected then only the specific intensity component, I,
needs to be taken into account. The vector equation (2.107) is reduced to the scalar equation
with K reduced to ηI . Obviously K





dt S(t)e−(τ2−t) . (3.101)
This can be expressed in the compact form






is the monochromatic lambda operator (cf. Rybicki & Hummer 1991) and
T (τ2, τ1) = I(τ1)e
−(τ2−τ1) , (3.104)
is the fraction of radiation transmitted from τ1 to τ2.
The operator (3.103) can be rewritten as (dropping the τ1,2 dependencies for the sake of
notational convenience)
Λ = Λ∗ + (Λ− Λ∗) , (3.105)
where Λ∗ is the approximate monochromatic lambda operator. As stated in Section 3.2, Λ∗ can
be constructed as the diagonal of Λ. The iterative scheme can thus be developed as
Λ[S] = Λ∗[S] + (Λ− Λ∗)[S]
→ Λ∗[S] + (Λ− Λ∗)[S+] = Λ[S+] + Λ∗[S − S+] , (3.106)
where “+” denotes the quantities calculated in the previous iteration, i.e., the known quan-
tities (the terms “old” and “new” will be also occasionally used). Note that the Λ-operator
(and Λ∗) is always calculated using old level populations. Substitution of the scheme (3.106)
into ESE and linearization of the equations with respect to atomic populations leads to the
standard ALI iteration scheme. For a detailed discussion see Rybicki & Hummer (1992) and
Socas-Navarro & Trujillo Bueno (1997).
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Polarized operator splitting
In a general polarized model, the upper manifold of the transition consist of number of
coherences of multiple levels whose decay contributes to the line emission. In analogy with the
unpolarized transfer of overlapping lines (Rybicki & Hummer 1992) one expects that the desired
iterative scheme will require an additional summation over the levels of the upper manifold.
We begin by rewriting the formal solution (3.85) using the common lambda operator defined
by Eq. (3.103)
I(τ2) = Λ(τ2, τ1) [S(t)]− Λ(τ2, τ1) [K ′(t)I(t)] + T (τ2, τ1) . (3.107)
Radiative transfer in the dispersive and dichroic medium leads to a coupling of the different
Stokes parameters (the second term in Eq. (3.107)). To avoid the complications caused by this
coupling, we apply the operator splitting procedure (3.106) only in the first term of Eq. (3.107),
i.e.,
Λ[S]→ Λ[S+] + Λ∗[S − S+] . (3.108)
From this we get a new guess for the Stokes vector,







−Λ(τ2, τ1) [K ′(t)I(t)] + T (τ2, τ1) . (3.109)
To complete the iterative scheme, I use the substitutions
K ′ →K ′+ , I → I+ , T → T+ , (3.110)
in the last two terms of Eq. (3.107) to get











+ T (τ2, τ1)
+ . (3.111)
We see that the first, third, and fourth term in the right-hand side make up the Stokes vector
calculated in the previous iteration. Thus we arrive at
I(τ2) = I(τ2)
+ + Λ∗(τ2, τ1)
[
S(t)− S(t)+] . (3.112)
This iterative scheme is analogous to the one of the unpolarized theory. The unpolarized limit
is easily obtained by ignoring the Q, U , and V components of I.
In the discrete grid model, taking into account that Λ∗ is the local operator, Eq. (3.112) is
simplified to
I(m) = I(m)+ + Λ∗(m,m)
[
S(m)− S(m)+] , (3.113)
where m identifies a given grid node of interest and Λ∗(m,m) denotes the diagonal element
of the N × N matrix Λ∗. In the following, the index m will be ignored without any risk of
confusion.
Preconditioning of L
The spherical components of the radiation tensor can be calculated from the Stokes param-
eters using Eq. (B.8). From Eq. (3.113) it follows that










T KQ (p,Ω)Λ∗(k)[Sp(k)− Sp(k)+]
}
, (3.114)
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where all the quantities correspond to the same node of the grid. The explicit dependence of
Λ∗ on k needs to be emphasized in the integrations. Radiation field enters ESE through the
averaged line radiation tensors JKQ (αβ) defined by Eq. (3.38). Substitution of the iteration
scheme (3.114) into Eq. (3.38) leads to











T KQ (p,Ω)Λ∗(k)[Sp(k)− Sp(k)+] , (3.115)
where I have used ϕαβ(ω) ≡ ϕ(ωαβ − ω).
For the use in the preconditioning of ESE, it is worth to express the source function vector in
terms of the density matrix multipoles of the upper manifold of the given line. This procedure
is analogous to the one of Rybicki & Hummer (1992) intended for their unpolarized MALI












The absorption coefficient ηI is always calculated using the old density matrix. It is an essential
property of the technique that only the density matrix elements contributing to emission (i.e.,
those of the upper manifold) are explicitly used in the preconditioning scheme because the emis-
sion vector is a linear combination of these elements. The nonlinear dependence on the lower
manifold elements is advantageously hidden by the formal solver. Note that Rybicki & Hummer
(1992) use the name Ψ instead of Λ for their analogous operator. An expansion of S in terms












Substitution of this expression into Eq. (3.115) gives




















bi(p,k)(ρi − ρ+i )
]
. (3.119)
Following Rybicki & Hummer (1991, 1992) and the polarized generalization of Trujillo Bueno
(1999) and Manso Sainz & Trujillo Bueno (2003a), we can apply the operator splitting only to
the mean intensity component of radiation J00 that is a convergence-driving component (see also
the discussion of Trujillo Bueno & Manso Sainz 1999). Furthermore, only the real population
multipoles, ρi, shall be preconditioned. After all, one arrives at






Lαβi(ρi − ρ+i ) , (3.120)
JKQ (αβ) = J
K
Q (αβ)
+ if K > 0 . (3.121)
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Note that ρi are populations of the upper levels of the αβ transition. Using the fact that












Re [bi(0,k)] . (3.122)
Putting (3.120) and (3.121) into the radiative rates (3.39) of L, one obtains a nonlinear
system of equations since the quantities bilinear with respect to the density matrix appear,






Lαβi(ρiρj − ρ+i ρj) , (3.123)
where ρj is a lower multipole of the αβ transition. The term ρiρj is a source of nonlinearity.
Following Rybicki & Hummer (1992) and Trujillo Bueno (1999), we can linearize the equations
by setting ρiρj → ρiρ+j . The desired iterative scheme thus reads








j − ρ+i ρj) , (3.124)
JKQ (αβ)ρj = J
K
Q (αβ)
+ρj if K > 0 . (3.125)
This scheme leads to a new guess for the density matrix multipoles from the old ones in rather
general picture of atomic levels. The coefficients Lαβi can be easily calculated from the known
Λ∗-operator. The integrands of Eq. (3.122) are accumulated and integrated along the way
of the formal solution for different k’s. It is worth to say that the iterative scheme (3.124)–
(3.125) is, in the limiting case of weak magnetic fields and in the multilevel picture of levels,
numerically equivalent to the technique of Manso Sainz & Trujillo Bueno (2003a). In the case of
negligible polarization it is equivalent to the full-preconditioning strategy of Rybicki & Hummer
(1992) which is more general than the method for non-overlapping transitions discussed in
Rybicki & Hummer (1991). Our scheme is more general than the previous works in the sense
that it can also be used in the case of overlapping lines (such as in the case of fine structure of
hydrogen) and for more general pictures of atomic levels (multiterm, multilevel with hyperfine
splitting, or more general ones).
Calculation of Λ∗(k)
The advantage of using the diagonal approximate operator is that ESE remain local and
it is easy to evaluate the expressions for Lαβi. This approach is especially advantageous for
the multidimensional problems. Although other choices of Λ∗ (such as a tridiagonal operator)
can lead to improvement of the convergence rate, the use of multigrid methods makes these
differences of secondary interest (Chapter 4).
The Λ-matrix elements can be obtained during the formal solution of RTE. Since the Λ-
operator used in our development is exactly the one used in the 1st kind theory, we can just use
the expressions of Olson & Kunasz (1987) for Λ∗(m,m) = Λ(m,m) which is the only element
explicitly required in the solution. In our notation for FS at the point O, the diagonal element
reads
Λ∗(m,m) = ψMe
−∆τMO + ψO . (3.126)
Chapter 4
Nonlinear multigrid techniques for
radiative transfer
4.1 Introduction
The Jacobi iteration developed in the preceding chapter is quite useful since it overcomes the
main disadvantage of the lambda iteration algorithm, i.e., extremely slow propagation of the
information throughout the optically thick atmosphere. However, efficiency of this approach
declines rapidly with the increasing number of grid nodes. This problem becomes especially
weighty in multi-dimensional applications but it is also of interest to study the more advanced
techniques in the one-dimensional case (especially in the complicated models of the 2nd kind).
This chapter describes a significant improvement of the convergence time by the use of the
so-called multigrid methods (MG). This approach was applied in the previous decades in a wide
range of applications of numerical linear algebra. Since it is straightforwardly applicable to
the nonlinear problems it is also of great importance for the radiative transfer modeling. The
numerical polarized radiative transfer in spectral lines achieved a great progress in recent years
Steiner (1991); Auer et al. (1994); Fabiani Bendicho et al. (1997). However, the superior MG
methods have not yet been systematically used in solar physics research. This chapter contains
an extension of the unpolarized MG techniques developed in the past years to the general NLTE
problem of the 2nd kind that was discussed in the previous chapter. This work has been partly
published in Sˇteˇpa´n (2006) (from now on referred to as Paper III). This paper can also be found
in Appendix E.
Outline of this chapter is as follows: In Section 4.2, I define a reference model problem
which is used in the subsequent sections for the convergence analysis and demonstration of the
NLTE effects on the emergent radiation. I recall a definition of the Euclidean norm that is
used for measurement of the length of the formal vectors constructed from the density matrix
components. The suitable quantities for an analysis of the error of the approximate solutions
are then defined. It is demonstrated quantitatively that the Jacobi iteration process slows
down significantly if the grid refinement increases. In the subsequent Section 4.3 a philosophy
of the MG approach is presented along with a review of the existing applications in the field
of unpolarized RT. A general description of the essential element of every MG method, the
so-called coarse-grid correction, is presented in the later part of the section. Finally, the so-
called restriction and prolongation operators are introduced into the density matrix framework.
In Section 4.4, I describe a robust MG algorithm called Standard MG method. Furthermore,
there is Section 4.5 containing a description of a superior MG method, the so-called Nested
MG, saving approximately a half of the CPU time when compared to Standard MG. In the last
Section 4.6, examples of the particular solutions of the NLTE problem are shown.
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4.2 Measurement of convergence
4.2.1 The reference problem
For the studies of the convergence properties of the iterative methods, it is useful to introduce
a reference problem. In this work, I consider a simple model of the two-term atom devoid
of hyperfine structure (see Chapter 2). In the same time, this problem is complex enough
for demonstration of interesting physical phenomena and requires implementation of all the
numerical methods developed in this thesis. The lower atomic term will be 3S and the upper
term will be 3P. Thus the lower term consists of one level with total angular momentum
Jℓ = 1 and the upper term consists of the three fine-structure levels with the respective angular
momenta Ju = 0, 1, and 2. Let us suppose that the fine structure of the upper term obeys
the Lande´ interval rule with ζu defined in Eq. (2.27). The total number of density matrix
multipoles is 90 (taking into account the Zeeman and level-crossing coherences). Both lower
and upper terms can be polarized. The fine-structure splitting of the upper term can be
related to the natural width of the levels by a dimensionless quantity (cf. Eq. (10.142) of





where Au→ℓ is an Einstein coefficient for spontaneous emission from the upper to the lower
term. In the particular model used in this chapter it is x = 0.5. This means that fine-structure
splitting of the upper term is comparable to the level widths.
The flat-spectrum approximation (see Subsection 2.5.4) is satisfied in all the following cal-






is set to be approximately 300-times the natural level width. Even in the case of maximum
Zeeman splitting considered in this chapter, γ = 6 (cf. Eq. 2.37), the flat-spectrum approx-
imation holds. In the present numerical solution, I only assume Doppler broadening of the
line – natural broadening is ignored. The range of the magnetic field strength is chosen so
that the upper term is mostly in the incomplete Paschen-Back effect regime. Magnetic field is
supposed to be uniform in the atmosphere and horizontal, i.e., θB = 90
◦ (see Figure 3.1). Even
though the lower-level Hanle effect is naturally taken into account, the field strength is always
strong enough to destroy the lower-level coherences in the examples below. In the assumed
range of field strengths (γ = 0.01 to 6) the lower-level coherences are well relaxed since the
lower-level relaxation time is much longer due to weak irradiation (see below). However, there
is non-negligible amount of polarization contained in the lower term due to imbalance of the
Zeeman sublevel populations (in the atomic frame; cf. the effect of depopulation pumping,
Trujillo Bueno 2001).
The plan-parallel atmosphere considered in the reference problem is semi-infinite with zero
illumination on the surface. The atmosphere is isothermal and the photon destruction proba-




S (Jℓ ← Ju)
Au→ℓ
= 10−4 . (4.3)
This value is constant for the whole atmosphere. No depolarization collisions are assumed.
Density of the atmosphere increases exponentially with z.
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Radiation in the atmosphere is very weak. In the deep parts of the atmosphere the av-
erage number of photons per mode at the line central frequency (cf. definition (10.62) of
Landi Degl’Innocenti & Landolfi 2004) is of the order of 10−4. In the parts of the atmosphere
close to the surface it is still smaller. Even though the stimulated emission effects are negligible,
they are incorporated in the NLTE equations.
There is no background continuum radiation assumed in the reference problem.
4.2.2 Numerical errors
The norm
In order to measure the convergence properties of the method, one has to define a norm
of the approximate solutions. The norm can be used for a quantitative measurement of the
differences between the complex formal (N × N)-vectors in the solution space. In this work, I






normalized with respect to the number of grid nodes, N.
This norm has its advantages and disadvantages for the NLTE polarized problems. The
advantage is that it can be easily evaluated and it is unique for the density matrix as a whole.
On the other hand, the last property is also a disadvantage since it is clear that the norm ‖ρ‖
will be dominated by populations mostly from the regions close to the local thermodynamical
equilibrium which are not particularly interesting (at least in the reference problem under
consideration). These populations have usually much larger values than the coherences and
populations close to the surface. However, this is not a big constraint for the purposes of
measuring convergence errors, i.e., the differences between two approximate solutions ‖ρ− ρ′‖:
The equilibrium populations in the deep layers do not change between iterations hence do not
contribute to the error. A similar conclusion can be made concerning the so-called truncation
residual vector introduced below.
Measuring the convergence
From now on, grids with different finesse will be used. The individual grids will be identified
by a lower index (Gℓ). Similarly for other quantities related to a given grid: Nℓ, ρ
(k)
ℓ , ρℓ etc.
There are three quantities usually used for an analysis of the convergence properties of
the iterative solver (cf. Auer et al. 1994; Trujillo Bueno & Fabiani Bendicho 1995). These are
relative change
∥∥∥ρ(k)ℓ − ρ(k−1)ℓ ∥∥∥, convergence error ∥∥∥ρ(k)ℓ − ρ(∞)ℓ ∥∥∥, and true error ∥∥∥ρ(k)ℓ − ρ(∞)∞ ∥∥∥.
These quantities are related to a given iteration k and the grid Gℓ. They express, respectively,
the difference between two successive iterations, the difference between the iteration k and the
fully converged solution, and the difference between the iteration k and the exact solution on
the grid with infinitely small spacing of grid nodes. In practice, one usually deals with following
relative quantities:relative change
Rc(k, ℓ) =
∥∥∥ρ(k)ℓ − ρ(k−1)ℓ ∥∥∥∥∥∥ρ(k)ℓ ∥∥∥ , (4.5)
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relative convergence error
Ce(k, ℓ) =
∥∥∥ρ(k)ℓ − ρ(∞)ℓ ∥∥∥∥∥∥ρ(∞)ℓ ∥∥∥ , (4.6)
and relative true error
Te(k, ℓ) =
∥∥∥ρ(k)ℓ − ρ(∞)∞ ∥∥∥∥∥∥ρ(∞)∞ ∥∥∥ . (4.7)
Since the exact solution ρ
(∞)
∞ is not known, it will be approximated by the solution calculated
using the grid with very fine refinement of 23.4 points per decade (PPD). In the following, I
will also use the notation ρℓ ≡ ρ(∞)ℓ for the fully converged solutions.
Worth to say that different definitions can be used for norm (4.4) and the quantities (4.5)–
















and analogously for the other quantities (see for instance Auer et al. 1994; Fabiani Bendicho et al.
1997). Such quantities, especially if α =∞, provide a good information on actual error of the
individual components of the solution. In the models of the 1st kind, all the level populations
are larger than zero. In contrast, it is common in the models of the 2nd kind that several ele-
ments of the density matrix are zero; either identically across the medium (due to a particular
symmetry of the problem) or accidentally. It is always possible to determine the identically
vanishing atomic multipoles and remove them from the model. For example, all ρ1q components
would identically vanish in a cylindrically symmetric atmosphere in the Hanle effect regime
if it is not illuminated by a circularly polarized radiation (cf. Manso Sainz & Trujillo Bueno
2003a). On the other hand, such removal can be more complicated if the element vanishes
(or nearly vanishes) only in several nodes or in several iterations. This problem may arise in
the large optical depths where the radiation becomes more or less isotropic and consequently
the coherences become extremely small. Also in the regions where a density matrix multipole
changes its sign the value of |ρi| may become extremely small and the quantities |∆ρi|/|ρi|
behave unpredictably due to numerical perturbations. The definitions (4.4)–(4.7) guarantee
a smooth variation of the relative change and the relative errors. A demonstration of typical
convergence behavior of the ALI technique is shown in Figure 4.2.
Taking into account the asymptotic behavior of the iterative process discussed in Subsec-
tion 3.2.2 and the definitions (4.5) and (4.6), one can show (cf. Auer et al. 1994) that, in
the asymptotic limit, the convergence error and the relative change are closely related by the
expression
Ce ≈ Rc ̺
1− ̺ . (4.9)



















hence the spectral radius of the method can be estimated even from the slope of Rc during the
iterative process. It is important to note that these expressions are applicable regardless the
particular definition of the norm and the errors (4.5)–(4.7).
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Figure 4.1: Variation of the relative true error with the iteration number of the surface value
of the upper term invariants ρ0(J = 1, J ′ = 1) (solid line), ρ2(J = 1, J ′ = 1) (dashed line), and
ρ3(J = 1, J ′ = 2) (dotted line). From up to bottom, the panels show the error variation on
the grids with 3, 5.9, and 11.7 PPD (see Subection 4.3.1). The plateaus in the later iterations
indicate that the truncation error is reached. The convergence is slower for the grids with
smaller meshes. The error of solution in the finest grid is about 0.1% and it is almost the same
for both population and coherence multipoles. As an initialization of the model, I always use
the LTE populations of the levels.
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Figure 4.2: A comparison of different quantities describing the convergence process in the grid
with 11.7 points per decade. The thin lines show the relative change of populations (solid line)
and coherences (dashed line) of the atmosphere calculated using the Euclidean norm applied to
the |∆ρi|/|ρi| quantities (see text for details). The lower cut-off for coherences has been set to
10−4 multiple of the smallest population multipole to avoid divergencies. The thick lines show
true relative error calculated using Eq. (4.7): The dash-dotted line corresponds to population
multipoles, the dotted line corresponds to the multipoles of higher rank, and the solid line
corresponds to the error of all multipoles.
4.3 Introduction to multigrid methods
4.3.1 Multiple grids
As it is clear from FS of RTE (3.85), radiative coupling of different points in the atmosphere
decreases exponentially with their optical distance. In large optical depths of the atmosphere,
the optical distance between two successive grid nodes is typically much higher than 1. The
Λ-matrix becomes strongly diagonally dominated in these regions and the convergence of the
simple lambda-iteration process is quite bad. The use of approximate local operator Λ∗ in the
Jacobi method does analytically eliminate the dominating local photon scatterings and lets
the wing photons to transfer the information effectively. Convergence of the Jacobi method
in such nodes is very good. On the other hand, in the optically thin regions close to the
surface, the off-diagonal elements of Λ become more important. The local scatterings become
less crucial and the convergence deteriorates. The smaller is the grid spacing the stronger
is the effect of the neighboring nodes and the slower is the convergence. This is the reason
why Jacobi iteration convergence decreases significantly with increasing N. In fact, Jacobi
iteration acts as a smoothing procedure: It mostly averages the error among the neighboring
points (see Figure 4.4), i.e., the high-frequency errors. On the other hand, reduction of the low-
frequency errors is poor (Briggs et al. 2000). The observation that Jacobi iteration is efficient
in smoothing the errors is advantageously applied in the MG technique below.
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Figure 4.3: Evolution of Rc (dotted line), Ce (dashed line), and Te (solid line) in the Ja-
cobi iteration on the same grids as in Figure 4.1. The convergence radius of these models is,
respectively, ̺3PPD = 0.78, and ̺5.9PPD = 0.90, ̺11.7PPD = 0.95.
Progress in the multigrid techniques
The MG approach is based on using the coarse grids to reduce the low frequencies and
the fine grids to smooth the high-frequency components (see Figure 4.5). Such a process can
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Figure 4.4: Jacobi error smoothing process. High-frequency error components are usually
reduced quite effectively (a). On the other hand, the low frequencies survive quite well (b). It
is shown in the numerical linear algebra that Jacobi acts more or less like an error averaging
process in which the error ei of solution in grid node i is smoothed to
1
2
(ei−1 + ei+1) in the
successive iteration (Briggs et al. 2000). The terms “low frequency” and “high frequency” is
always relative to the mesh of a given grid.
lead to the asymptotically optimal CPU time demands of O(N) in the number of grid nodes.
The MG methods have been originally developed in order to get an efficient solver for the
elliptic boundary value problems (Brandt 1977). Later the MG strategy has been used for a
solution of the Fredholm integral equations of the second kind. The strong points of the MG
methods are their generality and the possibility of solving nonlinear problems in the so-called full
approximation storage (see the extensive monograph of Hackbush 1985). The first application
of MG to the RT problems has been presented by the pioneering work of Steiner (1991) who
used the MG strategy to solve the two-level unpolarized problem and showed the potential of
this approach. This potential was used by implementation of these methods into the massively
parallel three-dimensional two-level atom code of Va¨th (1994). The use of multiple grids (but
not a MG method) in the so-called grid-doubling strategy has been applied to the nonlinear
multilevel problems by Auer et al. (1994). This method has been further extended to the full
MG technique by Fabiani Bendicho et al. (1997), who used the GS iteration as the smoothing
method because it is more efficient than Jacobi (see Trujillo Bueno & Fabiani Bendicho 1995).
These methods have been recently implemented in the models for studies of solar prominences
by Le´ger et al. (2007). An extension to the case of one-dimensional polarized multilevel transfer
in hydrogen lines of the non-magnetic atmosphere has been presented in Paper III.
Although the MG algorithms are of particular interest for multidimensional problems in
which, typically, N & 104, an improvement of the convergence rate thanks to multigrid’s O(N)
behavior is not only important in the asymptotic limit N → ∞. It also leads to a significant
improvement of the solution time in one-dimensional problems with only N ∼ 100.
Multigrid for the one-dimensional RT
As indicated above, the MG methods are built on the advantageous use of the differently
coarsened grids. In this work, I use the grids G1, G2, . . . , GM, where M denotes the index
of the finest grid whereas G1 denotes the coarsest grid. The associated mesh sizes are h1, h2,
. . . , hM. The node spacing is constant for each grid and it is always hℓ+1 = hℓ/2.
1 Since the
density of the atmosphere increases exponentially with z, the spacing of the nodes in optical
depth scale also increases exponentially with depth. In the problem under consideration, the
line-center optical depth τ varies between 10−4 and 107, i.e., in the range of 11 decades of log10 τ .
1These conditions are not necessary. However, they are useful in most cases and straightforwardly generalized
if necessary.
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Figure 4.5: Philosophy of the MG technique. The picture of Josef Lada can be used for
illustration of the effect of a different mesh size. A big brush can be used for efficient painting
of large areas of a same color (panel 1). Corrections to this coarse painting can be done using
smaller brushes until the desired accuracy is achieved (panels 2 to 4). The use of big brushes
(coarse grids) is most efficient for finding the low-freqencies of the solution whereas the tinny
brushes (fine grids) are used to find the small-scale corrections. (Note that the analogy is not
perfect: In the MG methods one always uses the coarse grids to correct the solution in the
fine-grid. That would correspond to repainting the detailed picture by a big brush. . . )
This number of grid nodes, Nℓ, should vary from the lowest physically relevant approximation
(typically 3 PPD) to a number leading to sufficiently precise predictions (typically 10 PPD).
In the reference problem of this chapter, I usually use 3 grids with N1 = 33 (3 PPD) and
N3 = 129 (11.7 PPD). The coarsest grid that has been considered in tests has 17 grid nodes
(i.e., 1.5 PPD what is on the physical limits of the radiative transfer models). On the other
hand, an extremely fine grid with N = 257 (i.e., 23 PPD) has been used for estimation of the
truncation error of the coarser grids and calculation of the Stokes profiles/Hanle diagrams in
Section 4.6.
For discretization of the spatial directionsΩ I used 22 directions for the polar angle θ ∈ [0, π]
and 28 directions in the azimuthal angle χ ∈ [0, 2π). The total number of ray directions
considered in the model is thus 616 (see Subsection 3.2.1).
The wavelength quadrature of in the line profile Φ is always such that the constant spacing
of the discrete wavelengths is 0.2∆λD.
4.3.2 Coarse grid correction
The more or less intuitive principles discussed in the previous subsection can be formulated
in a more rigorous way (see also Hackbush 1985; Fabiani Bendicho et al. 1997). The discrete
NLTE problem (3.4) can be formulated on each grid Gℓ. Let us call Gℓ the fine grid for the
moment. Since only estimates L
(k)






ℓ = fℓ , (4.11)
where L
(k)
ℓ is the matrix calculated from the density matrix ρ
(k)
ℓ obtained in the previous
iteration k (cf. Eq. 3.28). Using the approximate lambda operator technique from the previous





ℓ = fℓ , (4.12)
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from which one gets a new guess for the density matrix, ρ
(k+1)
ℓ .
A suitable measure of quality of a given approximation can be expressed in the form of
residuum (cf. Eq. 3.8)







is the desired correct solution on Gℓ. Residuum is the quantity of crucial importance since it
contains an information about the error of solution. Note that since the problem is nonlinear,
we cannot determine the exact value of residuum, fℓ − Lℓρ(k)ℓ , only the estimate given by
Eq. (4.13) is available in every iteration. However, it is a good approximation if ρ
(k)
ℓ is close to
ρℓ.
Figure 4.6: The effect of coarse grid correction. High-frequency components of the error are
reduced by a few presmoothing Jacobi iterations. CGC reduces significantly the low-frequency
error components but introduces a further noise into the fine-grid solution due to the interpo-
lation process. This noise is swept out by the additional postsmoothing ALI iterations.
As stated above, Jacobi iteration smoothes effectively the high-frequency errors. In the
following, the procedure of successive application of several Jacobi iterations will be symbolically
represented by the smoothing (or sweeping) operator S acting on the formal density matrix
vector ρ
(k)
ℓ . At this stage of solution, one uses ν1 (ν1 = 1, 2, 3, . . . ) of the so-called presmoothing
iterations. This process can be represented by action of the Sν1 operator. Due to action of this
operator the residuum becomes smooth, i.e., there are no high-frequecy Fourier components
of the residuum in Gℓ. The remaining low-frequency components can also be reduced via the
coarser grids: The problem (4.13) can be transfered to the coarse grid Gℓ−1 without loss of
accuracy,
Lℓ−1ρℓ−1 −L(k)ℓ−1R[ρ(k)ℓ ] = R[r(k)ℓ ] , (4.15)
where R is the so-called restriction operator mapping the vectors from the fine grid to the
coarse grid,
R : xℓ 7→ xℓ−1 . (4.16)
The matrix L
(k)
ℓ−1 has to be determined from R[ρ
(k)
ℓ ] using an additional FS of in Gℓ−1 (see
Algorithm 4.1). Eq. (4.15) is the so-called coarse grid equation (CGE, cf. Hackbush 1985) that
can be used for estimation of the fine-grid error e
(k)
ℓ . Eq. (4.15) can be rewritten in the standard
form of the (quasi)linear equation
Lℓ−1ρℓ−1 = fℓ−1 . (4.17)
Solution of this equation is equivalent to the solution of the NLTE problem on Gℓ−1 with a
modified right-hand side fℓ−1. For this reason it is important to keep in mind that ρℓ−1 is not
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equivalent to the normal NLTE solution formulated on Gℓ−1. From Eq. (4.17) the vector ρℓ−1
can be found and the correction
∆ρℓ−1 = ρℓ−1 −R[ρ(k)ℓ−1] (4.18)
can be projected onto the fine grid by the so-called prolongation operator,
P : xℓ 7→ xℓ+1 . (4.19)





ℓ ≈ P[∆ρℓ−1] , (4.20)





ℓ +P[∆ρℓ−1] . (4.21)
Finally, the high frequency corrections must be found by use of the so-called postsmoothing
Sν2 in the fine grid. This is because the interpolation process introduced an additional noise
into the fine-grid solution. The number of postsmoothing iterations will be denoted by ν2. The
process of solution of the NLTE problem by correcting the long-wavelength errors by the coarse
grid is usually called the coarse grid correction (CGC, see Figure 4.6) or full approximation




ℓ by ν1 Jacobi iterations, Sν1 → ρ(k)ℓ
calculate one more FS to get L
(k)





ℓ := fℓ −L(k)ℓ ρ(k)ℓ
restrict r
(k)
ℓ to Gℓ−1 → R[r(k)ℓ ]
restrict ρ
(k)
ℓ to Gℓ−1 → R[ρ(k)ℓ ]
restrict fℓ to Gℓ−1 → R[fℓ]
calculate FS in Gℓ−1 consistent with R[ρ
(k)
ℓ ] → L(k)ℓ−1
get fℓ−1 and τℓ−1 form Eq. (4.22)
solve CGE → ρℓ−1
calculate ∆ρℓ−1 from Eq. (4.18)
project these corrections onto Gℓ → ρ(k+1)ℓ
perform ν2 postsmoothing iterations, Sν2 → ρ(k+1+ν2)ℓ
‖τℓ‖ := 13 ‖τℓ−1‖
calculate the residuum rℓ := fℓ −L(k+ν2−1)ℓ ρ(k+ν2−1)ℓ
until ‖rℓ‖ < ‖τℓ‖
Algorithm 4.1: Coarse grid correction.
From Eqs. (4.13), (4.15), and (4.17) one obtains for the right-hand side of CGE,




ℓ ]−R[L(k)ℓ ρ(k)ℓ ] = R[fℓ] + τℓ−1 . (4.22)
τℓ−1 has a direct numerical interpretation. It is the so-called relative truncation error (or relative
truncation residual) of Gℓ−1 with respect to Gℓ (Press et al. 1994). As already mentioned in
Section 3.2, solution of the problem on a given grid is always affected by a truncation error. The
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presence of τℓ−1 guarantees that the solution on the coarse grid will have the same precision as
the fine-grid solution.2 In terms of the analogy in Figure 4.5 one would say that τℓ−1 guarantees
that colors in the coarser paintings correspond to the averaged colors of the fine-brush painting.
If the truncation error is ignored then it would lead to systematically darker/brighter colors of
the coarse spots. Such a ground-color would be useless since it would need to be completely
repainted by the fine brush in the same way the low-frequency errors would need to be corrected
in the fine grids.3 Algorithm 4.1 summarizes the CGC process.
A crucial observation is now the following: Time required to solve the RT problem on the
fine grid is constant, i.e., there are only few ν1+ν2 sweeps necessary to reduce the high-frequency
errors. The CPU time required is thus proportional to the size Nℓ of the problem. Evidently,
the time required for solution of CGE can be significant but it will turn out in Section 4.4 that
the conclusion on O(Nℓ) behavior of MG does not have to be modified if clever approach is
used.
Restriction and prolongation operators
Mapping of the solution formal vectors between the fine and coarse grids is done by use
of the restriction and prolongation operators. For the applications in the numerical radiative
transfer a suitable choice of these operators is as follows.
The most straightforward type of the restriction operator is a direct injection of the density
matrix from the fine-grid nodes to the corresponding coarse-grid nodes. A better and more
accurate choice for R is the adjoint to the linear interpolation operator. This operator is used
in our implementation. For a discussion of this restriction operator see (Press et al. 1994).
The lowest-order prolongation operator would use a linear interpolation of the coarse grid to
the fine grid. Again, it is more accurate to use a higher order projection in the RT applications.
A common choice is the cubic centered interpolation operator (see Press et al. 1994; Hackbush
1985, for detals).
Application of the R and P operators is rather efficient. It requires O(NℓN) operations
and it is much faster than solution of ESE which is a O(NℓN
3) process.
Consistency of density matrix
Processing R and P involves construction of the linear combinations of density matrices.
Let, in the notation of Eq. (2.4), ρmn(i) be the density matrix coherence in the grid node i.
Both R and P are supposed to be linear operators mixing the density matrices of different





It is easy to show that both normalization, Tr ρ˜ = 1, and the Hermiticity, ρ˜∗mn = ρ˜nm, are
satisfied if
∑
i ci = 1 and ci’s are real. Both conditions are satisfied by the operators described
above. The MG process thus does not violate the consistency of the solution.
2In the sense that a value of the density matrix elements in both grids will be approximately the same. The
coarse grid can describe the same solution as the ﬁne grid with exception of the highest frequencies due to the
Nyquist theorem.
3However, the analogy is not perfect. The coarse grids can be advantageously used for ﬁnding an initial
guess of the ﬁne-grid the solution. See Section 4.5 for details.
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Stopping criterion
It is pointless to iterate the model anymore if the error of solution is dominated by the
truncation error. A suitable measure of the error is the residuum vector: It is only worth to
iterate until
‖rℓ‖ < ‖τℓ‖ . (4.24)
It is difficult to estimate the truncation error in the common ALI models with one grid only.
However, if multiple grids are used, the relative truncation error of the coarse grid, τℓ−1, can
be used for estimation of the fine-grid truncation error. It can be shown (Press et al. 1994)
that for the method of second order and for the mesh-size relation hℓ = 2hℓ+1 the fine-grid




(cf. also Fabiani Bendicho et al. 1997). This general criterion should be used for verification
of the CGC after performing the postsmoothing iterations. If the criterion is not satisfied one
should run another CGC for the finest grid. For a different criterion based on an estimation of
the relative truncation error Te see Auer et al. (1994).
4.4 Standard multigrid method
There is a number of approaches to the MG philosophy. The so-called Standard MG is a
natural generalization of the CGC described in the preceding section.
One easily realizes that the coarse-grid equation can be solved recursively: A solution of
Eq. (4.17) can also be found using CGC with Gℓ−2 and so forth. Since the presmothing and
postsmoothing Jacobi iterations always cost a constant CPU time, the whole process remains
O(Nℓ). The Jacobi sweeps are only used to find a solution in the coarsest grid G1. Since there
is only small number of grid nodes in this grid, the time to find this solution is quite small.
Figure 4.7: Standard MG iterations. The V-cycles are drawn for the case of 4 grids. As
mentioned in the text, S , R, and P denote, respectively, the Jacobi smoothing procedure,
restriction, and prolongation operators. In the lowest grid, the coarse grid equation must always
be solved with a sufficient accuracy.
It is not necessary to find an exact solution on each grid within just one Standard MG
iteration from GM to G1 and back. Instead, few of these so-called V-cycles (see Figure 4.7)
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can be employed to find the successive approximations to the solution on GM. The solution
on a given grid Gℓ can also be obtained by a few CGC iterations before the corrections are
projected onto Gℓ+1. In this way, one can develop the more complicated iterative shemes (V-
cycles, W-cycles, etc.; see Hackbush 1985; Fabiani Bendicho et al. 1997). In this work I only
consider the V-cycle scheme. The extension of CGC to the Standard MG scheme is described
in Algorithm 4.2.
initialize LTE populations on GM
repeat
if ℓ = 1 then





ℓ by ν1 Jacobi iterations, Sν1 → ρ(k)ℓ
calculate one more FS to get L
(k)





ℓ := fℓ −L(k)ℓ ρ(k)ℓ
restrict r
(k)
ℓ to Gℓ−1 → R[r(k)ℓ ]
restrict ρ
(k)
ℓ to Gℓ−1 → R[ρ(k)ℓ ]
restrict fℓ to Gℓ−1 → R[fℓ]
calculate FS in Gℓ−1 consistent with R[ρ
(k)
ℓ ] → L(k)ℓ−1
get fℓ−1 and τℓ−1 form Eq. (4.22)
call recursively this algorithm for Gℓ−1
calculate ∆ρℓ−1 from Eq. (4.18)
project these corrections onto Gℓ → ρ(k+1)ℓ
perform ν2 postsmoothing iterations, Sν2 → ρ(k+1+ν2)ℓ
if ℓ =M then
‖τℓ‖ := 13 ‖τℓ−1‖





until ‖rℓ‖ < ‖τℓ‖
Algorithm 4.2: Standard MG scheme.
The convergence properties of the Standard MG method are shown in Figure 4.8. A compar-
ison with the convergence behavior of the ALI technique (the bottom panel of Figure 4.3) shows
that the iteration to the level of the truncation error is not only faster in the Standard MG
case but also that the relative convergence error Ce is always smaller than the relative change
of density matrix corresponding to the same iteration (cf. Fabiani Bendicho et al. 1997). Rc is
thus a sufficient estimate of the upper limit of Ce. From Eq. (4.10) one obtains the spectral
radius of the problem of about ̺ ≈ 0.015 which is rather small. If follows from Eq. (3.23) that
number of iterations required to minimize the error is quite small. Typically only two or three
MG iterations are sufficient to reach the convergence.
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Figure 4.8: Evolution of Rc (dotted line), Ce (dashed line), and Te (solid line) in the Standard
MG scheme with 4 grids. The finest grid was the one with 11.7 PPD. The numbers ν1 = 4
and ν2 = 5 of the pre/postsmoothing iterations have been used. CGE was solved by Jacobi
iteration which was stopped once the maximum relative change of populations was below 10−4.
The finest grid with 11.7 PPD has been considered. It follows from Eq. (4.9) that the spectral
radius is ̺ = 0.015. Since ̺ ≪ 1 it is also Ce ≪ Rc in contrast to the ALI method. The full
convergence is reached after very few MG iterations and within a significantly shorter CPU
time.
CPU time demands
It follows from Algorithm 4.2 that number of Jacobi iterations performed in each grid is
(ν1 + ν1 + 1). Let tM the CPU time required for one Jacobi iteration on the finest grid GM
and let tCGE be the time of solution of CGE. Since the time spent on one Jacobi iteration is
proportional to Nℓ, one gets for the Standard MG V-cycle with M grids a total computation
time4 of













We see that the computation time only slowly increases with the number of grids. In fact, it
saturates at the limit tCGE+2(ν1+ν1+1)tM. Since tM ∝ NM, we see that the the computational
time scales linearly with Nℓ if tCGE ≪ tℓ.
The effectivity of the MGmethods is even better in the multidimensional geometry. Not only
that the solution time scales linearly with NM but also the number
1
2





in the two and three dimensions respectively.
Worth to say that the smoothing ability of the Jacobi iteration is not quite optimal (see also
Trujillo Bueno & Fabiani Bendicho 1995). The use of Gauss-Seidel iteration in S can lead to a
decrease of (ν1+ν2+1) by factor of 2 or 3 with virtually same tM. For a very detailed convergence
analysis of the MG technique with a Gauss-Seidel smoother see Fabiani Bendicho et al. (1997).
4Note that the time demands of restrictions and prolongations have been neglected.
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4.5 Nested multigrid method
Another approach to the MG technique is possible. In the so-called Nested MG method one
starts in the coarsest grid G1 and successively interpolates the approximate solutions onto the
finer grids by P. The Standard MG iteration is then applied in each grid to find the correct
solution. The process can be visualized as in Figure 4.9.
Figure 4.9: Nested MG iteration for an example of 4 grids.
initialize LTE populations on G1
solve CGE by S
project the solution onto G2: ρ2 := P[ρ1]
for ℓ from 2 to M do
solve for ρℓ by Algorithm 4.2 in which M→ ℓ
if ℓ <M then project the solution onto Gℓ+1: ρℓ+1 := P[ρℓ]
end
Algorithm 4.3: Nested MG scheme.
This approach is generally more efficient than Standard MG since one starts the iteration
in the fine grid using a more accurate guess for solution provided by the coarse grid (and
contaminated by the relative truncation error, of course). From Figure 4.10 it becomes clear
that the Nested MG method has rather fast convergence towards the correct solution. It is
about a factor 2 faster than the Standard MG method. In the typical applications, one only
needs one nested iteration cycle to reach the convergence.
4.6 Examples of solution
In addition to the convergence analysis, it is worth to illustrate the model by a particular
solution. In this section, two figures are presented to demonstrate the properties of the emergent
radiation of the 3S–3P triplet.
There are the so-called Hanle (or polarization) diagrams in Figure 4.11. They show a
fractional linear polarization of Q/I and U/I of in the line core. These diagrams are plotted for
three different polar angles of observation and reflect the effect of magnetic field on the linear
polarization state. Typical signatures of level-crossings in the incomplete Paschen-Back effect
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Figure 4.10: Comparison of the convergence behavior of Standard MG (solid line) and Nested
MG (dashed line). There is the true relative error Te of the solution in the vertical axis plotted
against the CPU time in the horizontal axis. The circles on the Nested MG line indicate the
value of Te after a postsmoothing iteration on a given grid, which itself is indicated by the
number 1 to 4 for grids G1 to G4.
Figure 4.11: Hanle diagrams for the line centre of the 3S – 3P triplet observed at µ = 0.085 (left
panel), 0.56 (central panel), and 0.89 (right panel) and horizontal magnetic field. Thick line in
each diagram corresponds to a fixed line-of-sight azimuth with respect to magnetic field vector:
χ− χB = 0◦ (left branch), and χ− χB = 180◦ (right branch). Thin lines correspond to a fixed
magnetic field strength of γ = 0.01, 0.3, 1.2, and 6.0. Solid parts of the curves correspond to
0◦ ≤ χ− χB ≤ 180◦, dotted lines correspond to the case 180◦ ≤ χ− χB ≤ 360◦. As expected,
polarization degree decreases towards the disk centre. However, a non-negligible amount of
linear polarization is present even in the disk centre. Note the various scaling of the axes.
regime of the upper term are found: The closed loops are due to evolution of the coherence
between the crossing Zeeman sublevels with ∆M = ±2 (Bommier 1980).
Figure 4.12 contains the synthetic emergent line Stokes profiles for several strengths of the
magnetic field and for different inclinations of the line of sight (LOS). The LOS is always
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such that χ − χB = 0◦. Both Hanle and Zeeman effects are taken consistently into account.
By comparison of the linear polarization profiles at B = 0G with the results of the 1S–1P
singlet line transfer (Rees & Saliba 1982; Trujillo Bueno 1999) the depolarizing effect of the
fine structure is well exhibited (cf. Section 10.16 of Landi Degl’Innocenti & Landolfi 2004).
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Figure 4.12: Stokes profiles of the 3S – 3P triplet observed at azimuth χ − χB = 0◦. The
observation is made close to the limb (µ = 0.085, left column), at µ = 0.56 (central column),
and close to the disk centre (µ = 0.89, right column). The profiles have been synthesized for four
different magnetic field strengths: γ = 0.01 (dotted line), 0.3 (dashed line), 1.2 (dash-dotted
line), and 6.0 (solid line). The intensity profiles are not significantly modified by the Zeeman
splitting of the strength considered. The Stokes-V profiles are not perfectly antisymmetric
since there is a small contribution of symmetric component due to the alignment-to-orientation
mechanism (Landi Degl’Innocenti & Landolfi 2004). However it is only small contribution in
the present configuration. Note that negative Q corresponds to the linear polarization parallel
with the limb.
Chapter 5
Hydrogen Hα impact polarization in
solar ﬂares
This chapter deals with the problem of impact atomic polarization of the hydrogen Hα
line in the flaring solar chromosphere due to bombardment by the directive proton beams. The
detailed results of the theoretical modeling of this process can be found in Sˇteˇpa´n et al. (2007a)
(from now on referred to as Paper IV, see also Appendix F). This chapter is just a very brief
summary of this work. For more reviews see also Sˇteˇpa´n et al. (2006) and Sˇteˇpa´n (2007).
The observations of the solar flares in the hard X-ray band indicate a bremsstrahlung
radiation of the electron beams with energies of the order of 10-100 keV or even more. These
beams are injected into the matter of the chromosphere from a coronal magnetic reconnection
site. However, the superthermal electron beams are not a satisfactory explanation of all flare
observations (e.g. Doschek et al. 1996). Furthermore, different accelerating mechanisms can
also lead to acceleration of protons (Orrall & Zirker 1976). In contrast to electrons, it is difficult
to detect the bremsstrahlung radiation of the proton beams at the energies below 1 MeV because
they do not radiate with enough efficiency (Brown et al. 1990).
Different techniques have to be used in order to detect the low-energy proton beams: One
of the candidates for such a measurement is the Stokes polarimetry of the hydrogen lines. As
explained in Subsection 2.5.7, anisotropic bombardment by charged particles can lead to impact
atomic polarization and consequently to emission of linearly polarized radiation (He´noux et al.
1990). In the case of vertical beams, the maximum degree of linear polarization is expected
close to the solar limb.
In fact, there are observations indicating the existence of linear polarization of the Hα line
in solar flares. The degree of such polarization is often of the order of 5% or higher and is
usually interpreted as due to the impact polarization by proton beams (He´noux & Chambe
1990; Vogt & He´noux 1996; Xu et al. 2005). The preferential orientation of the polarization is
towards the disk center (radial) or parallel to the limb (tangential) in some cases.
There are also observations of other authors which indicate no linear polarization in an
extensive group of flares (Bianda et al. 2003, 2005). These authors argue for isotropization
of the proton beam in the relevant atmospheric depths where the hydrogen Balmer line core
is formed. Another crucial effect that has to be taken into account is an increase of density
of the background electrons and protons due to higher degree of plasma ionization. Con-
sequently, the collisions can lead to a significant depolarization effect (Bommier et al. 1986;
Sahal-Bre´chot et al. 1996).
The first quantitative models taking into account the effect of collisional depolarization
have been considered by Vogt et al. (1997) and Vogt et al. (2001). Basically, these models
consisted of the two parts: (1) A self-consistent unpolarized NLTE radiative transfer model of
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the chromosphere affected by the proton beam. This model provided the hydrogen ionization
degree and the average radiation intensity at the Hα line optical depth equal to 1. To this
end, several semiempirical models of the chromosphere have been considered by the authors:
the quiet atmosphere model VAL C, the hotter plage model VAL F (Vernazza et al. 1981),
and the flaring atmosphere model F1 (Machado et al. 1980). The effect of proton beam was
taken into account in the calculation following the approach of He´noux et al. (1990). (2) The
equations of statistical equilibrium and the radiation transfer equations have been decoupled
and the Hα line has been assumed to be optically thin. The proton beam energy distribution
at the injection site has been taken to be similar to the one deduced for the electron beams,
i.e., the power law
F (E) =
{
κE−δ for E ≥ Ec
0 for E < Ec
(5.1)
where Ec is the lower energy cut-off, κ is the normalization constant, and δ is the spectral
index. The lower energy cut-off is usually considered between 100 to 200 keV. This energy
approximately corresponds to the energy necessary for the proton to reach the Hα line-forming
layers. The authors used the assumptions that the power-law distribution retains its shape
as the beam propagates in the upper chromospheric plasmas. Taking into account the effect
of depolarizing collisions, the rates of anisotropic excitation by the proton beam, and the
anisotropy of radiation (in Vogt et al. 2001), the authors calculated the polarization degree
ǫQ/ǫI of the radiation emitted at the unit optical depth. Depending on the atmosphere model
and the particular beam properties (the spectral index δ = 3, 4, 5, the energy cut-off, the total
energy flux E) they found the polarization degree of Hα up to 4.5 %, i.e., consistent with the
reported measurements.
It is worthwhile to calculate the line profiles self-consistently to verify whether the emergent
linear polarization is significantly affected by radiation transfer. The aim of this chapter is
thus to show a self-consistent solution of the problem taking into account the NLTE radiative
transfer of the 2nd kind. The goal is to clarify whether the proton beams are likely to be a
source of the observed linear polarization.
Description of the atomic model
We use a one-dimensional static atmosphere model with a fixed temperature structure and
we solve the NLTE radiative transfer model to find the differential effects of the proton beam on
the line Stokes profiles. The initial properties of the atmosphere are given by the semiempirical
models F1 and VAL F. The atomic model is restricted to the three Bohr levels n = 1, 2, 3
plus the continuum. In the range of electron and proton densities in our model, the adequate
description of the hydrogen state is in terms of the fine structure levels (see Sahal-Bre´chot et al.
1996, for the discussion of this approximation). Hyperfine splitting is neglected. The magnetic
field in the chromosphere is supposed to be vertical. We neglect the Zeeman splitting of the
levels. This approximation seems to be adequate for typical fields in the chromospheric flares
which are well below ≈ 1 kG for which the Zeeman sublevels of a given term overlap (Vogt et al.
1997). For symmetry reasons, there are no Zeeman coherences (Q 6= 0) in the atomic density
matrix once the quantization axis is set to be vertical. The only non-vanishing density matrix
multipoles of the levels are populations, ρ00, and alignments, ρ
2
0. Due to cylindrical symmetry of
the problem, the only non-vanishing Stokes parameters are I and Q, i.e., the linear polarization
is either radial or tangential.
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Beam propagation
We suppose that the proton beam penetrates the chromosphere vertically. A horizontal
motion of the protons is neglected in order to keep the calculation simple and also to maxi-
mize the effect of impact polarization (He´noux et al. 1993). We adopt the power-law energy
distribution of the beam number flux given by Eq. (5.1). In a partially ionized medium, the
superthermal proton beam is decelerated by the collisions with the background electrons, ions
and by the (in)elastic collisions with neutral atoms (Emslie 1978). The injection energy of the
protons necessary to reach the Hα line-core formation region is of the order of 100 keV. A
typical example of the shape of the differential energy distributions of the beam at different
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Figure 5.1: Energy distribution F (E,N) of the proton beam with δ = 4 and Ec = 150 keV
in two different column depths N of the chromosphere: The upper curve represents the initial
distribution at the injection site whereas the lower curve is the typical distribution of protons in
the Hα formation layer. The vertical axis of the plot is in arbitrary units. See Canfield & Chang
(1985) for details.
Collisional rates
For the purpose of calculation of the superthermal proton-hydrogen excitation rates of the




we use the close-coupling cross-sections of Balanc¸a & Feautrier (1998). It can be shown (Vogt et al.
2001) that the other nonthermal rates are negligible. The impact polarization of the n = 3
level is most efficient for collision energies below 10 keV and the emitted light has the radial
direction of polarization for the collision energies below approximately 200 keV (He´noux et al.
1990). The cross-sections of depolarizing dipolar transitions nlj → n l ± 1 j′ induced by the
background electrons and protons are calculated via the semiclassical perturbation method of
Sahal-Bre´chot et al. (1996). The other collisional rates are calculated from the data of Atomic
and Molecular Data Information System (http://www-amdis.iaea.org). For more details see
Paper IV.
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Results and conclusions
We found that the approximation of the energy distribution of the proton beam used in the
previous works is inadequate. The initial power-law distribution is dramatically modified in
the Hα formation layers (cf. Figure 5.1). The use of the power-law distribution at this layer
(Vogt et al. 1997, 2001) leads to an overestimation of the number of low-energy (. 10 keV) pro-
tons which are most efficient in creation of the atomic alignment. Consequently, a polarization
degree of the emitted radiation is overestimated.
Figure 5.2: Electron density of the VAL F chromosphere affected by the nonthermal proton
beams with δ = 4 and Ec = 150 keV. The thermal case is plotted by the solid line. The models
including the beam are calculated for the total energy fluxes of 108 (dotted line), 109 (dashed
line), 1010 (dash-dotted line), and 1011 erg cm−2 s−1 (the line with three dots per dash).
The unpolarized NLTE model of Vogt et al. (1997, 2001) was based on the lambda iteration
method. We have verified that these models did not provide a fully converged solution. The
ionization degree of the chromosphere predicted by these models was underestimated. Con-
sequently, the rates of collisional depolarization by the thermal electrons and protons were
also underestimated. Even in the cooler model VAL F, the fully converged solution leads to a
significant increase of the electron density (see Figure 5.2).
Even though the excitation collisions at energies below approximately 200 keV lead to
emission of polarization with radial direction, the typical line polarization obtained from our
models is not only very small but also tangential. This orientation is due to the resonance
scattering polarization. A typical synthetic Q/I profile of Hα is plotted in Figure 5.3. In the
VAL F model,1 the degree of fractional polarization is about 0.3% and only a small contribution
of impact polarization is seen. In the F1 flare model the degree of linear polarization is of the
order of 0.01% since the depolarizing collisions are strong (see Appendix F). In all our models
the effect of the proton beam on the Q/I profile is practically negligible and the polarization
degree is well below the value of 5% suggested by the observations of He´noux and collaborators.
Our conclusion is that the proton beams are very unlikely to be a source of the observed
linear polarization of the Hα line as long as the approximations introduced above are applicable.
1This cooler model seems to be more reliable than F1 since the linear polarization of Hα is mostly found out
of the brightest footpoints of the ﬂares (Xu et al. 2005).
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Figure 5.3: A fractional linear polarization profile of the emergent Hα line close to the limb
(µ = 0.11). The semiempirical model VAL F has been used and the effect of nonthermal proton
beam has been included. The individual profiles represent the same beam fluxes as in Figure 5.2.
Note that in the current definition, the positive-Q sign means tangential polarization. The
polarization signal is mainly due to resonance scattering of the photons. The effect of the proton
beams is small and it cannot be distinguished from the effect of collisional depolarization in
these profiles. Note that there is always a change of the optical depth scale of the atmosphere
due to nonthermal bombardment resulting in modification of the polarization profile.
However, the joint effect of the beam, of the magnetic fields, and of the dynamics of the flare
event is quite complicated. The same applies to the complicated measurements of the emergent
linear polarization in flares. It is thus possible that a stationary one-dimensional model like
ours is not sufficient for drawing definitive conclusions about this issue.
Chapter 6
Hydrogen Balmer line formation
aﬀected by electric return currens
There is another promising mechanism that could be possibly responsible for creation of the
Hα linear polarization in solar flares. The electron beams propagating in the solar chromosphere
can be accompanied by the so-called electric return currents (RC). The importance of RC in for-
mation of the spectral lines in solar flares has been recently pointed out by Karlicky´ & He´noux
(2002) and Karlicky´ et al. (2004). These authors suggested that the role of the neutralizing
RC can be at least as important as the role of the primary beam itself. This results from the
fact that RC’s are expected to have typical energies of few deca-eV, i.e., the range of energies
for which the excitation cross-sections of hydrogen are high. Moreover, a number density flux
of the return-current electrons is enough to neutralize the electric flux of the primary beam.
These two facts make the RC problem of interest for the line formation studies.
In this chapter, I briefly recall some of the results of the recent modeling of the Balmer
line formation under the conditions of flaring atmosphere affected by the primary electron
beam and the associated RC formed by the so-called runaway electrons (Rowland & Vlahos
1985; van den Oord 1990; Norman & Smith 1978). These preliminary calculations do not take
into account the polarization state of radiation. Only the intensity component of the Stokes
vector is considered. However, qualitative conclusions concerning polarization of the emergent
radiation can be made and this work can be considered as a first step towards modeling of the
linear polarization signal. Since the matter contained in this chapter is discussed in detail in
Sˇteˇpa´n et al. (2007b) (from now on referred to as Paper V, see also Appendix G), only a brief
review of motivations and results is presented here.
The models of the RC formation
The electron beam injected into the cold chromosphere evolves under the influence of several
processes (e.g., Karlicky´ (1997), Paper V): (a) the beam generates RC that decelerates the
beam in the RC electric field, (b) the beam generates the plasma waves causing the quasi-linear
relaxation of the beam, and (c) the beam electrons are decelerated and scattered due to collisions
with the background plasma particles. In our model, the plasma waves are neglected and RC
is supposed to be formed by the runaway electrons. The RC losses are thus strongly reduced
(Rowland & Vlahos 1985; Karlicky´ et al. 2004) and only the collisional losses are responsible
for deceleration of the electron beam (Emslie 1978).
The physics of RC formation in the chromospheric conditions is quite complicated and it is
not yet fully understood. However, one can use several approximations. Our model of the RC
formation is the following. For the reasons of simplicity, we approximate the power-law energy
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distribution of the electron beam by a monoenergetic beam. Taking high-energy electrons into
account (i.e. releasing the monoenergetic approximation) would lead to modification of the line
wings (cf. Kasˇparova´ & Heinzel 2002). However, the importance of RC in the lower layers of
the chromosphere is supposed to be of secondary importance.
Let Φ = nBvB be the number density flux of the beam, where nB is the number density of
the beam electrons, and vB is its velocity. We suppose that the beam is propagating vertically
along the magnetic field lines. According to Norman & Smith (1978) and Karlicky´ et al. (2004),
a fraction of background thermal electrons, α = nR/ne, forms the current that moves in the
opposite direction in order to neutralize the electric current eΦ associated with the primary
beam. Thus we have the condition
enRvR = eΦ . (6.1)
In this equation nR is the number density of the the RC electrons and vR is their velocity. Like
in the case of the primary beam, we assume that all the RC electrons move with the same
superthermal velocity.


















where E/ED = nBvB/nevTe is the ratio of the electric field generated by the electron beam and
the so-called the Dreicer electric field (see Karlicky´ et al. 2004; Xu et al. 2005), and vTe denotes
the thermal velocity of the background electrons. In the second model, we have assumed that
RC is formed by a fixed fraction of the background electrons everywhere in the relevant layers





In our approach, α has been obtained by averaging the values from the previous model in the
Balmer line formation layers. The value of α depends on the total flux of the beam. In the
range of fluxes we have considered in our solution (i.e., 4× 1011 to 1.0× 1012 erg cm−2 s−1), the
typical value of α is of the order of 0.1 (see Paper V, for details).
The model inputs and outputs
For the purposes of this work, we have used the 5-Bohr-level plus continuum model of
hydrogen atom. The atmosphere has been approximated by the plane-parallel F1 model with
a fixed temperature structure (see the preceding chapter). The initial energy of the beam
electrons at the injection site has been set to 10 keV. This energy is typical for the electron
distribution cut-offs considered in the previous models (e.g. Kasˇparova´ & Heinzel 2002). We
have calculated the differential effect of the beam and RC on the profiles of the hydrogen Hα,
Hβ, and Hγ line.
Results and conclusions
The excitation and ionization cross-sections of the low-energy return-current electrons are
larger than those for the fast beam electrons. Along with the fact that the collisional rates
of the beam and RC are both proportional to Φ, the return-current effects on line formation
become important.
The synthesized Balmer line profiles can be found in Figure 6.1. The approach to the calcu-
lations with RC neglected is analogous to that of Fang et al. (1993) and Kasˇparova´ & Heinzel
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Figure 6.1: Hydrogen Balmer line profiles affected by 10 keV electron beams (left panels) and
by the beam associated with RC (right panels). From upper to lower panel: Hα, Hβ, and Hγ
disk-center line profiles for E = 0 (dotted line / black), 4×1011 (thick solid line / blue), 6×1011
(thick dash-dotted line / green), 8 × 1011 (thin solid line / red), and 1.0 × 1012 erg cm−2 s−1
(thin dash-dotted line / violet). Note that the nonthermal profiles in the “beam-only solution”
almost overlap because the range of the beam fluxes is small. In contrast, the spectral line
response to the RC effects is more sensitive.
(2002). Taking RC into account by means of the theory of Norman & Smith (1978) (Eq. 6.2)
leads to the new line profiles shown in the right-hand side of the figure. One can see that
RC leads to a significant increase of emission in the line center of all the Balmer lines. Our
calculations indicate that, in the layers of Balmer line formation, α remains approximately
independent of depth. Similar profiles are thus obtained for the approximation of α given by
Eq. (6.3) (see Figure 3 of Paper V).
In the region of Balmer line formation the energy of RC is comparable to the excitation
threshold of the n ≥ 3 levels. Since the RC energy and density are sensitive to the beam flux,
the resulting variation of the nonthermal collisional rates leads to a significant variation of the
line profiles. For both models under consideration, a maximum emission is found for the beam
flux of 6×1011 erg cm−2 s−1. The reason that the higher beam fluxes lead to a lower emission in
the lines is that the energy of the return current is not sufficient to excite the hydrogen atoms.
The excitation threshold effects seem to play an important role for higher fluxes, but they are
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very likely only a consequence of the monoenergetic approximation we have used.
Outlook
Recent numerical simulations of Karlicky´ (2008) indicate that the electron velocity distri-
bution in the chromospheric plasmas can be dramatically modified by the presence of the beam
and RC: It is no longer possible to distinguish the beam, RC, and the thermal component of the
velocity distribution. Instead, one has to take into account a complicated distribution function
with a significant anisotropy in the vertical direction. Such a distribution is to be considered
in the Balmer line impact polarization studies. The resulting impact linear polarization can be
high since a huge number of anisotropic electrons has the energies in the interval of 10 – 100 eV.
The linear polarization observed in flares by Hn´oux and collaborators is predominantly radial.
That is consistent with this range of energies since the electron impacts imply the polarization
direction parallel to the direction of the velocity anisotropy for energies . 200 eV. A detailed
study of the effect of RC on the Balmer line polarization is now in progress.
Chapter 7
Conclusions and future prospects
The methods developed in chapters 2 to 4 and implemented in the computer code described
in Appendix A allow to solve the NLTE problems of the 2nd kind for a wide variety of spectral
lines and the one-dimensional plane-parallel geometry of the medium. The basic properties of
the solver can be summarized as follows:
• The density matrix formalism for description of the atomic state.
• Representation of the irreducible tensorial operators.
• A unified notation for the NLTE equations useful for a general iterative scheme based on
the Jacobi method.
• Short-characteristics formal solver for RTE.
• The solution can be performed for the problems formulated in terms of atomic mani-
folds satisfying the flat-spectrum approximation (the explicit expressions for multilevel,
multiterm, and multilevel picture with hyperfine splitting were given).
• Multigrid method: Implementation of the nonlinear multigrid methods (Standard MG,
Nested MG) leads to a significant decrease of the time required for solution of the problem.
• As a result, the problems involving a joint action of both Hanle and Zeeman effect can
be solved. All the basic radiative and collisional processes are taken into account.
In Chapter 5 it was shown by solution of the NLTE radiative transfer in hydrogen lines of
solar chromosphere that proton beams are the unlikely explanation of the linear polarization
of the Hα line. The study of the effect of electric return currents in Chapter 6 shows that
return currents can affect significantly the line profiles of the hydrogen Hα, Hβ, and Hγ lines.
A future work should reveal whether the electron beams accompanied by return currents can
also lead to a significant modification of the emergent linear polarization.
Extension of the NLTE code to the multi-dimensional geometries would allow to model the
realistic optically thick structures of outer solar atmosphere. These regions are known to be
highly structured and the approximation of one-dimensional geometry is not adequate in most
cases. Diagnostics of the magnetic fields in such a regions is a non-trivial task. The use of
the forward NLTE modeling of the emergent spectra in optically thick lines (such as those of





Monopost (for modeler of the non-LTE polarized structures) is the computer code imple-
menting the numerical techniques described in the preceding chapters. The code has been
developed in the C++ language and it is based upon the object-oriented design. This ap-
pendix contains few remarks to the algorithms and design of the code.
Monopost structure
The code consists of several components (see Figure A.1). The parser interprets a list of
commands stored in a text file (the model script). The scripts are written using a simple high-
level language and providing a functionality of the core. The core encapsulates all the classes
used in the numerical calculations. The data describing the model (description of the levels,
collisional rates, magnetic fields, structure of the atmosphere, . . . ) are stored in the data files.
These data are accessed by the core via the data input layer. The results of a particular model
(as specified in the model script) are provided by the core through the output layer.
Figure A.1: Monopost code design.
The Monopost system can be used for the studies of a wide variety of the radiation-matter
interactions from modeling of a single resonance scattering event to the complex NLTEmultigrid
models of realistic atmospheres. The system provides a set of advanced data types for the
density matrices, radiation tensors, and model grids. These high-level structures make the use
of the scripting language quite straightforward a efficient.
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An example: Internal representation of the atomic density matrix
The atomic structure is read from a data file. An appropriate classes are used by the core
to represent the atomic model taking into account any eventual symmetries of the problem and
the magnetic field regime (see Figure A.2).
Figure A.2: Inheritance of the density matrix structure classes. The generic class CDMS provides
the basic data structures for a data storage and manipulation with the atomic multipoles
(preconditioning, solution of ESE, calculation of residuals, etc.). The inherited layer of classes
provide an additional functionality specific for a particular picture of levels (such as reading
of the atomic data, generation of the lists of sij(αKQ) and s
E
ij coefficients, treatment of the
magnetic kernels, etc.). The third layer can be used if more specific constrains can be applied.
For example, CDMSMultilevelHanle is a class providing only the atomic population a alignment
components that can be used for an efficient solution of the problems in which the Zeeman
splitting is negligible, circular polarization is neglected, and only Hanle effect takes place (in
fact, this model corresponds to the multilevel picture considered in Table 3.2). An extreme
case is the model taking into account only the populations of levels.
The classes for the density matrix data ρi are derived from the generic class CDM. One
instance of such an object is allocated in every grid node. The reference frame for ρi is selected
in every point of the atmosphere so that the quantization axis is parallel to the magnetic field.
Construction of sij(αKQ) and s
E
ij coeﬃcients
The coefficients sij(αKQ) and s
E
ij are generated once the atomic model is loaded. A list
of the non-vanishing coefficients is generated for each of these quantities. The radiation part
of ESE is then always generated from these lists and from the local radiation field tensors
JKQ (αβ). In the NLTE model, the equations are then modified according to the precondition
strategy by the use of the coefficients Lαβi¯ defined in Eq. (3.122). The use of the lists makes
the construction of ESE optimal since it reduces the numerical work to a minimum possible
number of operations (note that radiation field changes between iterations).
Collisional rates are added into ESE as well as the magnetic kernels which need to be
precalculated and stored in every grid node.
Solution of ESE
Atomic density matrix obeys the conjugation relation (B.6). It follows that each multipole
ρi has its unique counterpart ρi˜ such that
ρ∗i = Ziρi˜ , (A.1)
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where Zi = Zi˜ is either +1 or −1. Each pair of multipoles {ρi, ρi˜} is fully described by the two
real numbers. If ρi is identically real then i ≡ i˜. In conclusion, the number of real numbers
needed for a full description of the state of the ensemble is the same as the total number of
complex multipoles ρi. This number is denoted by N in this thesis. In the following, I will
adopt the notation ρ¯i = Re ρi and ρˆi = Im ρi.
The use of the real arithmetics leads to an improvement of the ESE solution time approxi-
mately by a factor of 4.
The ESE matrix has obviously to satisfy certain conjugation relations in order to lead to the
solution of the form given by Eq. (B.6). The algorithm transforming the complex ESE matrix

























Kab = Πab + ZaΠa˜b , (A.5)
Lab = Πab − ZaΠa˜b , (A.6)















We can formally split the summation over the independent multipoles ρb and the associated

























Lab˜ = −ZbL∗ab , (A.12)
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(ρ¯bLˆab + ρˆbL¯ab) , (A.16)
what is the desired recipe for the construction of the real ESE. Note that summations over the
ρ¯b and ρˆb are still restricted to the independent components and the equations are restricted to
the independent components of ρa.
Generation of a and b matrices
Efficient calculation of the a and b matrices (see Subsection 3.3.3) is a crucial point of the
solution since the formal solution of RTE is usually a “bottleneck” of the code.
Figure A.3: Indexing of the ξ-coefficients. A list of the transition indices itj is constructed
for each lower-level multipole ρℓk . Only exciting transitions from the manifold containing ρℓk
are taken into account for each multipole. At first, the list of the relevant transition indices is
constructed (left). Then the coefficients ξtj are calculated by the summation over the quantum
numbers as described in Subsection 3.3.3 (right).
In every iteration, these matrices (or the blocks from which they are composed of) have to be
calculated in every point of the grid and for every characteristic direction. To this end it is useful
to precalculate and store the coefficients ξ and χ defined in Eqs. (3.78) and (3.79) in every grid
node. These coefficients depend, in general, on the local magnetic field and they are calculated
by the diagonalization coefficients CjJ (cf. Subsection 2.3.3). Precalculation of the ξ and χ
coefficients before the iteration process starts can be performed quite efficiently. Note that the
calculation of the decoupling matrices a and b (in other words, the calculation of the transfer
coefficients of RTE) directly from the definition would lead to unbearable time demands. To
save the memory and to maximize the efficiency, Monopost uses the data structures described
in Figure A.3 for the storage of the ξ coefficients (and analogously for χ).
Note that there are 19 non-trivial tensors T KQ (p,Ω) (including the negative-Q tensors; see
Table B.1). The ξit(p,K,Q) and χit(p,K,Q) coefficients have to be stored for each of these
tensors.
Calculation of the a(Ω) matrix proceeds following the Algorithm A.1. An analogous algo-
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rithm can be used for calculation of the b(Ω) matrix.
input : direction of propagation Ω, Stokes parameter index p, profiles Φt
output: complex (N× F)-matrix a(Ω)
initialize the a(Ω) matrix
forall Stokes parameters p and KQ multipoles for which (T KQ (p,Ω) 6= 0) do
get geometrical tensor T KQ (Ω)
forall lower-level multipoles ρi do
forall absorption transitions t from ρi do
get ξit(p,K,Q)-matrix value
forall frequencies ω involved in t do





Algorithm A.1: Calculation of the aiω matrix. Note that several optimizations can be made
in the algorithm to avoid the repetitive calculations. The present version of the algorithm is
just to demonstrate the approach to the generation of the matrix.
Note that ξ and χ coefficients depend on the reference frame. In Monopost, they are calcu-
lated in the atomic frame (see Subsection 3.2.4). For calculations of FS in the observer’s frame
it is necessary to transform the absorption (ηQ, ηU , ρQ, ρU) and emission (ǫQ, ǫU) coefficients
of the linear polarization components. The remaining coefficients are invariant under rotation
(see Section 5.5 of Landi Degl’Innocenti & Landolfi 2004). The time penalty of this approach
is small when compared to the total time needed for FS of RTE.
Appendix B
Representation of the irreducible
spherical tensors
Irreducible components of the atomic density matrix





[|αJM ′〉]oldDJM ′M(R) , (B.1)
where R is the rotation that brings the old reference frame into the new one, and DJMM ′(R) is
the associated rotation matrix (Fano & Racah 1959). The density matrix elements expressed
in the standard basis thus transform according to the rule (Brink & Satchler 1962)








µ′M ′(R) . (B.2)










J J ′ K
M −M ′ −Q
)
ραJM,α′J ′M ′ , (B.3)
where
|J − J ′| ≤ K ≤ J + J ′ and −K ≤ Q ≤ K . (B.4)









which is obviously simpler than Eq. (B.2). It is more convenient for use in the numerical codes
because only one matrix multiplication is necessary for calculation of the rotation. Moreover,
only the multipoles of the same rank K are coupled by the rotation.
Since the density matrix ραJM,α′J ′M ′ is self-adjoint, we deduce from Eq. (B.3) that
ρKQ (αJ, α
′J ′)∗ = (−1)J−J ′−QρK−Q(α′J ′, αJ) . (B.6)
The number of complex elements representing a state of the isolated J-level is [J ]2. Thanks to
the relation (B.6) the number of independent real numbers required for representation of this
level is the same. If the level-crossing coherences are taken into account (αJ 6= α′J ′) then the
110
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number of required elements increases but the conjugation relation still guarantees that the
total number of complex and independent real elements is the same.
A physical interpretation of the multipoles (B.3) is more intuitive than is the interpretation





and they are invariant under rotation of the reference frame. The ρK0 (K > 0) multipoles
express an imbalance of populations of the Zeeman sublevels. The Q 6= 0 multipoles stand for
the quantum coherences in a given basis. The elements of an even rank (K = 2, 4, . . . ) are
called the alignment components. They represent an imbalance of populations of the Zeeman
sublevels of different |M |, i.e., an alignment of the atomic angular momentum. The elements
with odd rank (K = 1, 3, . . . ) are called the orientation components are they represent an
imbalance of populations of the Zeeman sublevels |αJM〉 and |αJ −M〉.
Irreducible representation of the radiation ﬁeld tensors
The radiation enters ESE through the angle-averadged Stokes parameters. One can intro-







T KQ (p,Ω)Ip(k) , (B.8)
where Ip(k) are the Stokes parameters and T KQ (p,Ω) is the geometrical tensor whose compo-
nents in a given reference frame are obtained from the components of the rotation matrix D .
The explicit expressions for T KQ (p,Ω) are given in Table B.1.
The important property of the irreducible radiation tensor of the zeroth rank follows directly





I0(k) = J(ω) , (B.9)
where J(ω) is the mean radiation intensity.
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p = 0 p = 1
T 00 (0,Ω) = 1 T 00 (1,Ω) = 0
T 10 (0,Ω) = 0 T 10 (1,Ω) = 0
T 11 (0,Ω) = 0 T 11 (1,Ω) = 0
T 20 (0,Ω) = 12√2(3 cos2 θ − 1) T 20 (1,Ω) = − 32√2 cos 2γ sin2 θ








(cos 2γ cos θ + i sin 2γ) sin θeiχ








[cos 2γ(1 + cos2 γ) + 2i sin 2γ cos θ] e2iχ
p = 3 p = 2
T 00 (3,Ω) = 0 T 00 (2,Ω) = 0




cos θ T 10 (2,Ω) = 0




sin θeiχ T 11 (2,Ω) = 0
T 20 (3,Ω) = 0 T 20 (2,Ω) = 32√2 sin 2γ sin2 θ




(sin 2γ cos θ − i cos 2γ) sin θeiχ




[sin 2γ(1 + cos2 θ)− 2i cos 2γ cos θ] e2iχ
Table B.1: Components of the irreducible spherical tensors T KQ (p,Ω)
(Landi Degl’Innocenti & Landolfi 2004). For the definition of the angles θ and χ see
Figure 3.1. The angle γ defines the orientation of the reference polarization vector ea with
respect to the meridian (see Figure 5.14 of Landi Degl’Innocenti & Landolfi 2004). In our
definition it is always γ = 0 with the exception of Chapter 5 where γ = π/2. The negative-Q
components of the tensors are given by the relation T K−Q(p,Ω) = (−1)QT KQ (p,Ω)∗.
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ABSTRACT
Context. A derivation of a generalized √ǫ-law for nonthermal collisional rates of excitation by charged perturbers is presented.
Aims. Aim of this paper is to find a more general analytical expression for a surface value of the source function which can be used
as an additional tool for verification of the non-LTE radiative transfer codes.
Methods. Under the impact approximation hypothesis, static, one-dimensional, plane-parallel atmosphere, constant magnetic field of
arbitrary strength and direction, two-level atom model with unpolarized lower level and stimulated emission neglected, we introduce
the unphysical terms into the equations of statistical equilibrium and solve the appropriate non-LTE integral equations.
Results. We derive a new analytical condition for the surface values of the source function components expressed on the basis of
irreducible spherical tensors.
Key words. line: formation – polarization – radiative transfer
1. Introduction
In the series of papers of Landi Degl’Innocenti et al. (1991a,b),
Landi Degl’Innocenti & Bommier (1994) (from now on refer-
enced as Paper I), the general formalism of resonance line po-
larization scattering for a two-level atom has been developed.
The non-LTE problem of the 2nd kind for an arbitrary magnetic
field, three-dimensional geometry of the medium and arbitrary
irradiation by external sources has been discussed. The eﬀect of
inelastic collisions with charged perturbers has been considered
for the particular case of a relative Maxwellian velocity distribu-
tion.
Paper I analysed the analytical properties of the solutions in
the particular case of a one-dimensional, semi-infinite, static at-
mosphere with a constant magnetic field of arbitrary strength
and direction and assuming zero external irradiation of the at-
mosphere. They derived a generalization of the well known
√
ǫ-
law (e.g. Avrett & Hummer 1965; Mihalas 1970; Hubený 1987)
for the case of polarized radiation and extended the previous re-
sults of Ivanov (1990) who studied scattering in a non-magnetic
regime.
In most cases of practical interest the polarization degree is
rather small. The purpose of this paper is to find a new analytical
solution of the non-LTE problem in unphysical conditions in or-
der to better verify the accuracy of the polarized radiation trans-
fer codes. This is done by introduction of an unphysical source
term in the polarization into the equations of statistical equilib-
rium. Such a generalization can be useful in testing the accuracy
of the radiative transfer codes whose purpose is to deal with the
non-thermal collisional processes (for instance in the impact po-
larization studies of solar flares).
Following the approach of the papers quoted above, we adopt
the formalism of density matrix in the representation of irre-
ducible tensorial operators (e.g. Fano 1957). We consider the
lower level with total angular momentum j to be unpolarized.
This level is completely described by the overall population
which is set to 1 for normalization reasons. The upper level with
angular momentum j′ is described by the multipole components
of the statistical tensor ρKQ. Coherences between diﬀerent levels
j and j′ are neglected but coherences between Zeeman sublevels
of level j′ are in general taken into account. The calculation is
performed in the Wien limit of line frequency whose assump-
tion makes it possible to neglect stimulated emission eﬀect, and
to preserve the linearity of the non-LTE problem.
2. Equations of statistical equilibrium
The suitable coordinate system Σ0 for atomic state description
is the one with the z-axis directed along the magnetic field (see
Fig. 1).
Radiative rate contributions to the evolution of statistical op-
erator ρKQ are given by (Landi Degl’Innocenti 1985)dρKQdt

RAD








In this equation A j′ j (B j j′) is the Einstein coeﬃcient of spon-
taneous emission (absorption) from level j′ ( j) to level j ( j′).
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Γ = 2πg j′νL/A j′ j with g j′ being the Landé factor of the level
j′ and νL is the Larmor frequency. The transition-dependent nu-
merical factor w(K)j′ j has been defined by Landi Degl’Innocenti
(1984) as have the irreducible components of the mean radiation
tensor JKQ. Besides the radiative rates, collisional rates have to
be considered in the statistical equilibrium, because the source
of radiation in a semi-infinite atmosphere is the collisional exci-
tation followed by radiative de-excitation. Thus, the source term
of the radiative transfer equation originates in the inelastic col-
lision eﬀect. As the purpose of the present paper is to consider
unphysical source terms in the non-zero ranks (K, Q) of the ir-
reducible tensorial operator basis T KQ , we will introduce an un-
physical (K, Q)-dependence to the inelastic collisional rates of
the statistical equilibrium equation below. The purpose here is
not to thus describe anisotropic collisions, which would require
a proper formalism that is out of the scope of the present pa-
per (see, for instance, Landi Degl’Innocenti & Landolfi 2004,
for a two-level atom, and Derouich 2006, for polarization trans-
fer rates in a multi-level atom due to isotropic collisions). We
introduce as usual the depolarizing rate due to isotropic elastic
collisions. Thus, the contribution of collisional rates readsdρKQdt

COLL
= (C j j′)KQ − (CRj′ j)KQρKQ − D(K)ρKQ. (2)
The terms (C j j′)KQ and (CRj′ j)KQ on the right-hand side of Eq. (2)
are the multipole components of collisional rates of excitation
and relaxation respectively. D(K) is the depolarization rate due to
elastic collisions1.
The radiative and collisional rates can be added under the
impact approximation hypothesis (Bommier & Sahal-Bréchot
1991) dρKQ/dt = [dρKQ/dt]RAD + [dρKQ/dt]COLL. Using Eqs. (1),
(2), and the condition for static atmosphere, dρKQ/dt = 0, we ob-
tain the equations of statistical equilibrium[







2 j′ + 1
B j j′J
K
−Q + (C j j′ )KQ.
By applying the relation between Einstein coeﬃcients for spon-
taneous emission and absorption,
B j j′ =
2 j′ + 1
2 j + 1
c2
2hν30
A j′ j, (4)
and dividing formula (4) by A j′ j, we obtain the equation
(
1 + ǫKQ + δ
(K) + iΓQ
)




2 j′ + 1














1 This process cannot change a total population of the level.
Therefore it is always D(0) = 0. We take formally into account only
the depolarization rate D(K) to use a formalism coherent with the previ-
ous papers. A general treatment of physically more relevant transfer of
multipole components of the upper level is out of scope of this paper.
Fig. 1. The reference frame Σ1 has its Z-axis oriented vertically with
respect to the atmosphere, while the z-axis of the reference frame Σ0 is
parallel to the direction of magnetic field B. The axes X and x lie in the
same plane defined by Z-axis and B; the axes Y and y are defined to
complement the right-handed orthogonal coordinate systems.










2 j + 1√




It is easy to show (see below) that in the particular case of a
Maxwellian velocity distribution of colliders the relation B(00) =
BP is satisfied, where BP is the Planck function in the Wien limit
at given temperature. Using the definition of irreducible compo-




2 j + 1√
2 j′ + 1
ρKQ, (9)
we obtain the statistical equilibrium equations in the compact
form(
1 + ǫKQ + δ
(K) + iΓQ
)








3. Solution of the Wiener-Hopf equations
From now on we reduce our analysis to the case of semi-infinite,
plane-parallel geometry with constant magnetic field along the
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atmosphere. The velocity distribution and volume density of col-
liders is also constant along the atmosphere but it is in general
non-thermal. The only position coordinate is the common line
optical depth τ.
Following the procedure of Paper I a formal solution of ra-
diative transfer equation is substituted into the definition of ten-
sor JKQ; after that we obtain a set of integral Wiener-Hopf equa-
tions of the 2nd kind,




K˜KQ,K′Q′ (τ, τ′)S K′Q′ (τ′)dτ′ + ǫKQ B(KQ), (11)
which describe coupling of the tensors ρKQ(τ) at diﬀerent opti-
cal depths via radiation. Several important properties of kernels
K˜KQ,K′Q′ (τ, τ′) have been discussed by Landi Degl’Innocenti
et al. (1990) and in Paper I. Using their indexing notation one






Ki j(|τ − τ′|)S j(τ′)dτ′ + bi, (12)
with
ai = 1 + ǫKQ + δ
(K) + iΓQ, (13)
bi = ǫKQ B(KQ). (14)
The index i in these expressions runs between the limits 1 and
N, where N is the number of KQ-multipoles. In the following
we briefly repeat the derivation performed by Frisch & Frisch
(1975) emphasizing the diﬀerences due to presence of bi terms.
Calculation of the derivative of (12) with respect to τ, split-
ting the integral on the right-hand side into two parts, multiplica-
tion of the equation by S i(τ), summation over index i, and finally





















dτ′Ki j(|τ′ − τ|)
dS j(τ′)
dτ′ · (15)







S i(∞)2 − S i(0)2
]
. (16)
The first term on the right-hand side of (15) is evaluated using
the kernels symmetry Ki j(t) = K ji(t) and Eq. (12), so that we
obtain∑
i
S i(0) [aiS i(0) − bi] , (17)












bi [S i(∞) − S i(0)] . (18)






Calculation of the limit τ → ∞ of both sides of Eq. (12) leads
to the set of linear algebraic equations for the components of









S j(∞) = bi. (20)
We can solve these equations and write
S(∞) = L−1b, (21)
where S is the formal vector of S i components, b is the formal
vector of bi components, and the elements of matrix L are de-
fined by relation




Establishing a new matrix ℓ = L−1 and substituting (21) into (19)







bib jℓi j. (23)
4. Particular solutions
Setting the special conditions for magnetic field and collisional
rates, one recovers the less general but more common and ex-
plicit formulations of the
√
ǫ-law than the one given by (23).
In the following sections we will verify this result in the limit-
ing conditions assumed in recent papers and we will analyse the
simple examples of non-thermal collisional excitation.
4.1. Maxwellian velocity distribution of colliders
In the case of Maxwellian velocity distribution of colliders, re-
laxation rates of all multipole components ρKQ are the same:
(CRj′ j)KQ = CRj′ j, (24)
where CRj′ j is the usual relaxation rate for collisional deexcitation
from j′ to j. For excitation rates one has
(C j j′ )KQ =
C j j′√
2 j′ + 1
δK0δQ0, (25)
where the factor (2 j′ + 1)−1/2 has been introduced to make a
connection with the usual collisional rate C j j′ of standard unpo-
larized theory. In this isotropic case, there is no collisional exci-
tation of higher ranks of density matrix. From the assumption of




2 j′ + 1
2 j + 1 e
−hν0/kBT , (26)
where kB stands for the Boltzmann constant and T for a tem-
perature of the atmosphere. From (24) and (7) it is evident that
ǫKQ = ǫ for all possible K and Q, where ǫ is the common photon
destruction probability. Further
B(KQ) = BPδK0δQ0. (27)
Substituting the rates (24) and (25) into formula (22) and em-
ploying the general identity
∫ ∞
−∞ Ki1(t)dt = δi1 (see Paper I)
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together with bi = δi1, we recover form (23) the formula (16)
of the previously cited paper:∑
KQ
(1 + ǫ + δ(K) + iΓQ)[S KQ(0)]2 = ǫB2P. (28)
Assuming that there is zero magnetic field, i.e. Γ = 0, the source
function tensor reduces due to symmetry reasons to the two non-
vanishing components S 00 and S
2
0 in the reference frame Σ1. This
reference frame is suitable for descriptions of the atomic system
under these conditions, so that we may identify Σ0 ≡ Σ1, with X
and Y axes oriented arbitrary in the plane parallel to atmospheric
surface. Further, assuming that there is no depolarization of the














which is the same result derived in diﬀerent notation by Ivanov
(1990). For simplicity the common alternative to the photon de-
struction probability has been introduced: ǫ′ = ǫ/(1 + ǫ).
If depolarization of the upper level is high enough to destroy
atomic level polarization (δ(K) → ∞ for K > 0), or the upper
level is unpolarizable, the common
√









4.2. Anisotropic alignment (de)excitation
The relation ǫKQ = ǫ is not in general satisfied for all the mul-
tipoles because the relaxation of the ρKQ state depends on the
velocity distribution of colliders. In the following text we will
neglect the eﬀects of magnetic field.
Let us assume an example of a relative velocity distribution
of particles that is axially symmetric with the axis of symmetry
parallel to the vertical of the atmosphere (so that it is as in the
former case Σ0 ≡ Σ1) and that the collisional interaction can be
fully described by only the first two even multipole components
of this distribution. Thanks to these assumptions the only non-
vanishing excitation collisional rates are (C j j′)00 and (C j j′)20, the
relaxation rates (CRj′ j)00 and (CRj′ j)20 and for the same reasons the
only non-zero source function components are S 00 and S
2
0.
An explicit evaluation of the integrals of kernels∫ ∞
−∞ K˜KQ,K′Q′ (τ, τ′)dτ′ under these conditions shows that
the only non-zero ones are given by (A5) and (A12) of Landi
Degl’Innocenti et al. (1991b). In our notation they read∫ ∞
−∞
K˜00,00(τ, τ′)dτ′ = 1, (31)∫ ∞
−∞
K˜20,20(τ, τ′)dτ′ = 710W2, (32)



















1 + ǫ20 − 710 W2
· (33)
To check the validity of polarized radiative transfer codes, it is
advantageous if one can verify that the transfer of higher ranks of
the radiation tensor is accurate enough. In the realistic scattering
polarization models the polarization degree does not exceed a
few percent so that |S 00(0)| ≫ |S KQ(0)|. By setting arbitrary (even
unphysical) collisional rates it is possible to verify transfer codes
in conditions with |S 00| ≪ |S KQ |.
To privilege transfer in higher ranks of the radiation tensor
one can artificially suppress the excitation rate (C j j′ )00. In the
extremal case one can set (C j j′ )00 → 0. The easiest way to do
this is the formal interchange of the role of excitation rates of
population and alignment, i.e. (C j j′)00 ↔ (C j j′ )20 of the original
Maxwellian velocity distribution:
(C j j′ )00 = 0, (C j j′)20 =
C j j′√
2 j′ + 1
(34)
(no collisional excitation to upper level population) and the re-
laxation rates set to the Maxwellian ones
(CRj′ j)00 = (CRj′ j)20 = CRj′ j. (35)
In this case we have




0 = ǫ. (37)
Substituting this into (33) we find out the √ǫ-law in the form√
[S 00(0)]2 + [S 20(0)]2 =
ǫ′√
1 − 710 W2(1 − ǫ′)
BP. (38)
The particular collisional rates (34) are in fact arbitrary and
have been chosen to obtain a formula similar to the one of the
Maxwellian distribution case.
This relation is useful to test polarized radiative transfer
codes, because in this unphysical case S 20(0) is the largest term,
unlike the physical case where the largest term is S 00(0) and S 20(0)
is only a few percent of it. By applying Eq. (38) the test is much
more sensitive to the polarization, and the polarization is better
tested. We have thus successfully tested a multilevel non-LTE
radiative transfer code that we are developing, but this code and
its results are the subjects of a forthcoming paper.
5. Conclusions
We have derived a more general formulation of the so-called√
ǫ-law of radiation transfer. This analytical condition couples
the value of source function tensor of a two-level atom with
other physical properties of the atmosphere. The simplest re-
sult obtained in conditions of a non-magnetic, isothermal, plane-
parallel, semi-infinite atmosphere with thermal velocity distri-
bution of particles and unpolarized atomic levels (e.g. Mihalas
1970) has been generalized by Ivanov (1990) to account for scat-
tering of polarized radiation and polarized upper atomic level.
Further generalizations done in Paper I, which account for a
magnetic field of arbitrary strength and direction, has been ex-
tended in the present paper to account for non-thermal colli-
sional interactions. It was done by introducing the tensor of
the photon destruction probability ǫKQ and by defining the func-
tion B(KQ).
The resulting formula (23) reduces to the cases mentioned
above if the physical conditions become more symmetric. On
Appendix C: Paper I: A generalized
√
ǫ-law 118
J. Šteˇpán and V. Bommier: A generalized √ǫ-law (RN) 801
the other hand, situations with a high degree of perturbers ve-
locity distribution anisotropy and especially ones with unphysi-
cal collisional rates result in a wide range of models which can
be calculated both numerically and analytically. Thus they of-
fer new possibilities for verification of the non-LTE radiation
transfer codes.
References
Avrett, E. H., & Hummer, D. G. 1965, MNRAS, 130, 295
Bommier, V., & Sahal-Bréchot, S. 1991, Ann. Phys. Fr., 16, 555
Derouich, M. 2006, A&A, 449, 1
Fano, U. 1957, Rev. Mod. Phys., 29, 74
Frisch, U., & Frisch, H. 1975, MNRAS, 173, 167
Hubený, I. 1987, A&A, 185, 332
Ivanov, V. V. 1990, Soviet Astron., 34, 621
Landi Degl’Innocenti, E. 1984, Sol. Phys., 91, 1
Landi Degl’Innocenti, E. 1985, Sol. Phys., 102, 1
Landi Degl’Innocenti, E., & Bommier, V. 1994, A&A, 284, 865
Landi Degl’Innocenti, E., & Landolfi, M. 2004, Polarization in Spectral Lines
(Kluwer Acad. Publ.)
Landi Degl’Innocenti, E., Bommier, V., & Sahal-Bréchot, S. 1990, A&A, 235,
459
Landi Degl’Innocenti, E., Bommier, V., & Sahal-Bréchot, S. 1991a, A&A, 244,
391
Landi Degl’Innocenti, E., Bommier, V., & Sahal-Bréchot, S. 1991b, A&A, 244,
401
Mihalas, D. 1970, Stellar Atmospheres (W. H. Freeman and Company)
Appendix D
Paper II: NLTE eﬀects in the formation
of polarized lines of multiterm atoms
119
Appendix D: Paper II: NLTE effects in the formation of polarized lines of multiterm atoms120
NLTE effects in the transfer of polarized lines of
multiterm atoms
J. Sˇteˇpa´n
Astronomical Institute, Academy of Sciences of the Czech Republic,
v.v.i., Fricˇova 298, 25165 Ondrˇejov, Czech Republic,
LERMA, Observatoire de Paris – Meudon, CNRS UMR 8112, 5 place
Jules Janssen, 92195 Meudon Cedex, France
Abstract. The formation of spectral lines in a magnetized atmosphere is a
complex issue both from the conceptual and computational point of view. The
NLTE effects have been shown to play a significant role in many astrophysical
situations both for unpolarized and polarized cases. We present a code for the
NLTE radiative transfer calculations in a plane-parallel magnetized atmosphere
for the so-called multiterm picture of atomic levels. We discuss the effects of
NLTE radiative transfer on the polarization state of emergent radiation.
1. Introduction
We have developed a numerical code for the self-consistent NLTE modeling of
polarized radiative transfer in spectral lines. Here we present a brief overview of
the capabilities of the code. We also show a solution of a simple 1D model. We
adopted the so-called multiterm picture of atomic levels in the Paschen-Back
effect regime. Coherences between different J-levels of the same term are taken
into account (Landi Degl’Innocenti & Landolfi 2004). The main attributes of
the code are summarized below.
1. Density matrix description of the atomic state. Density matrix is expressed
within the spherical tensors representation.
2. LS coupling. Quantum interferences between fine structure levels pertain-
ing to the same term are allowed. Density matrix elements have the form
δLSρKQ (J, J
′).
3. Incomplete Paschen-Back effect regime. Atomic Hamiltonian is diagonal-
ized at each point of the atmosphere.
4. Collisional effects can be added within the impact approximation.
5. Flat-spectrum approximation. Spectrum of the radiation must be flat over
the frequency interval larger than separation of the J-levels pertaining to
the same term and than their width (cf. Landi Degl’Innocenti & Landolfi
2004)
6. Formal solution of the radiative transfer equation is calculated using the
parabolic version of the short characteristics method (DELOPAR, Trujillo
Bueno 2003). The full Stokes vector I = (I,Q, U, V ) is treated.
1
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7. Efficient self-consistent NLTE. Multigrid technique (MG) with modified
accelerated lambda iteration method as a smoother is implemented. Linear
convergence rate in the number of grid nodes is guaranteed.
2. Iterative scheme
We follow the operator-splitting ideas of Rybicki & Hummer (1992) (unpolarized
multilevel radiative transfer of overlapping lines) and Trujillo Bueno (1999) (first
formulation of the multilevel preconditioning strategy for the polarized case). We
use a rather general lambda-operator splitting that leads to the preconditioning
of the equations of statistical equilibrium (ESE) of the multiterm atom. A
kind of accelerated lambda iteration (ALI) or Jacobi technique is obtained after
linearization of the equations. We use these ALI iterations as a smoothing
procedure in our implementation of the multigrid method (Sˇteˇpa´n 2006). Below,
we give a brief overview of several aspects of the ALI method.
The formal solution of the radiative transfer equation
dI
ds
= J −KI (1)
can be expressed in the form
I = ΛS − ΛK ′I + T , (2)
where T is the transmitted part of radiation from the surface, Λ is the com-
mon Λ-operator of the radiative transfer theory, S = J/ηI is the formal source
function vector, and K ′ = K/ηI − 1 is the modified propagation matrix (Rees
et al. 1989). Expressing S as a linear combination of unknown density matrix
elements of the upper term, splitting the first Λ-operator in the r.h.s. of Eq. (2)
into its diagonal and off-diagonal parts (Λ→ Λ∗ + (Λ− Λ∗)), one arrives, after
several steps, at the preconditioning scheme












JKQ (αβ)ρj → J
K
Q (αβ)
+ρj , (K > 0) . (4)
Here index j is the abbreviation of density matrix multipole (i.e., j ≡ δLSJJ ′KQ).
k is the index of the population multipoles of the density matrix, i.e. the ρ00 ele-
ments of the upper term. The α and β indices identify the lower and upper term
of the transition respectively. JKQ (αβ) is the mean radiation field tensor of the
α–β line. The exlicit form of the coefficient Lαβk will be given elsewhere. It can
be calculated at each point of the atmosphere quite efficiently along with the
formal solution. The superscript “+” means a guess of the quantities calculated
in the previous iteration step.
It is worth to say that the method of Manso Sainz & Trujillo Bueno (2003)
for the multilevel atoms in the Zeeman effect regime is obtained as a limiting
case of the present scheme for low magnetic fields and multilevel picture of the
levels.
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The ALI scheme plotted above is used as an error-smoother in the efficient
MG technique. A detailed description of the implementation of the method is
out of scope of this work and it will be given in a forthcoming paper. For a brief
review of the subject see also Sˇteˇpa´n (2006).
3. Toy model
In this section, we show a simple demonstration of the NLTE solution. We
consider the transfer in the multiplet 3S–3P. Both lower and upper terms can
be polarized, stimulated emission is taken into account. The ratio of the fine-
structure levels splitting of the upper term and their natural width is set to
x = 0.5 (see Eq. (10.142) of Landi Degl’Innocenti & Landolfi (2004) for the
exact definition of x). We assume pure radiation scattering. All collisional
effects, both inelastic and elastic, have been neglected.
Worth to emphasize that the method can only be used if the flat-spectrum
approximation holds (cf. point 5 in the Section 1). That is not true in general for
the fine-structure splitting. However, we suppose that both natural width and
frequency separation of the J-levels are much smaller than the Doppler width
of the line, hence the spectrum is well smoothed out by the Doppler motions.
A geometry scenario of the model is showed in Fig. 1. The optical thickness
of the homogeneous slab has been varied to discover the radiation transfer effects
on the linear polarization state of the emergent radiation (we ignore the Stokes
V parameter in this work).
Figure 1. Infinite slab with the line-center optical thickness T is irradiated
by the unpolarized anisotropic radiation from solar surface. Anisotropy factor
of the incident radiation is w = 0.1. The magnetic field is perpendicular to the
slab and the line-of-sight is perpendicular to the solar radius (the prominence
case). Number of incoming photons per mode at the line frequency is n = 0.03.
Polarization diagrams for three optical thicknesses of the slab are plotted
in Fig. 2. As expected (cf. Landi Degl’Innocenti et al. 1987) the polarization
direction is rotated with respect to the limb even in the zero magnetic field case.
It is a pure radiation transfer effect. Linear polarization degree is obviously
decreased due to transfer. The Hanle effect demonstrates itself in the diagrams
as a rotation of the linear polarization direction and by modification of the
polarization degree. Increased magnetic field leads to transition from the Zeeman
to Paschen-Back effect regime. One can see the signatures of the level-crossing
coherences in the 3P term as the closed loops in the plots (see Bommier (1980)
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for details). The symmetry of the Hanle diagram (the fundamental ambiguity)








-0.04 -0.02  0  0.02  0.04
Q/I
U/I
Figure 2. Hanle diagram of the emergent radiation observed at β = 37◦
(right branch) and β = 143◦ (left branch; see Figure 1). Solution for three
different line-center optical thicknesses of the slab are plotted: T = 0 (solid
line), T = 1 (dashed line), and T = 3 (dash-dotted line). The integral frac-
tional linear polarization in Q/I and U/I are calculated for the magnetic field
intensity varying between γ = 0 (pointed by the arrows) to γ = 2.8 in all plots
(see Eq. (3.63) of Landi Degl’Innocenti & Landolfi (2004) for the definition
of γ).
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Abstract. A new iterative method for non-LTE multilevel polarized radiative
transfer in hydrogen lines is presented. Iterative methods (such as the Jacobi
method) tend to damp out high-frequency components of the error fast, but
converges poorly due to slow reduction of low-frequency components. The idea is
to use a set of differently coarsed grids to reduce both the short- and long-period
errors. This leads to the so-called multigrid (MG) methods. For the grid of N
spatial points, the number of iterations required to solve a non-LTE transfer
problem is of the order of O(N). This fact could be of great importance for
problems with ﬁne structure and for multi-dimensional models. The efficiency of
the so-called standard MG iteration in comparison to Jacobi iteration is shown.
The formalism of density matrix is applied to the demonstrative example of 1D,
semi-inﬁnite, non-magnetic, 3-principal level hydrogen atmospheric model. The
effect of depolarizing collisions with thermal electrons is taken into account as
well as general treatment of overlapping proﬁles.
1. Formulation of the Problem
In this paper we briefly discuss the usage of multigrid (MG) iteration schemes to
solve the non-LTE problem of the 2nd kind as defined by Landi Degl’Innocenti
(1987). The era of extensive development of MG methods started in 1970’s by
the work of Brandt (1977). Several steps in using MG methods applied to radia-
tive transfer were made by Steiner (1991), Va¨th (1994), and Fabiani Bendicho,
Trujillo Bueno, & Auer (1997). These authors showed that this technique leads
to a great improvement of the convergence rate. This paper demonstrates how
to apply these methods to a more general solution of polarized radiative transfer
with realistic multilevel atomic models and complicated structure of overlapping
lines. The effects of depolarizing collisions is taken into account.
For the description of the atomic state, we adopt the density-matrix formal-
ism and the representation in the basis of irreducible tensorial operators (e.g.,
Fano 1957). The elements of atomic density matrix have the usual form1 ρkq (αj),
where αj is the energy level of total angular momentum j, and (k, q) are the
multipolar components of the level (k = 0, . . . , 2j, q = −k, . . . , k). In stationary
1We suppose that all coherences between different energy levels vanish due to further assump-
tions.
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q (αj) = 0 . (1)
The structure of the Π-matrix has been extensively discussed by Sahal-Bre´chot
(1977), Bommier (1978), and Bommier (1980). We assume that this matrix has
the form Π = R + C, where R is the matrix of radiative rates, and C is the
matrix of collisional rates (impact approximation).
The radiative transfer equation for the set of four Stokes parameters S ≡
(I,Q,U, V )T has the usual form
dS
ds
= J − (K−Ks)S ,
where J is the emission vector of the local sources, K is the absorption matrix,
and Ks is the matrix of stimulated emission. All these quantities are dependent
on radiation frequency, ν, position vector, x, and direction of propagation de-
termined by the unit vector Ω. Finally, s is the parametrization of the radiation
path along the Ω direction.
2. Standard Multigrid Method
Most of the existing non-LTE solvers use the methods based on Λ-operator
splitting similar to the one of Rybicki & Hummer (1991, 1992). Depending on
organization, these schemes are numerically equivalent to the Jacobi or Gauss-
Seidel smoothing procedures (for details, see Paletou & Le´ger 2005). These
smoothing procedures do reduce high frequencies of the solution fast, but poor
convergence is achieved for low frequencies. (With “high frequencies” we mean
those which are comparable to the spatial frequency of grid points approximating
the continuous scale.) The principles of MG schemes are based on the idea of
using coarse grids to reduce the low frequencies, and fine grids to smooth their
high-frequency components. It can be showed that such a process may lead to
the optimal CPU time demands of O(N), N being the number of points per
decade of optical scale. For comparison, the Jacobi and Gauss-Seidel methods
scales approximately as O(N 2). We have applied the non-linear version of the
standard multigrid scheme based on the coarse grid correction (CGC) technique
(for details, see Hackbush 1985).
CGC is the process of correction of the fine-grid approximation of the solution
using the solutions on the coarse grids. Schematically, it can be described in
the following way: the defect (or residuum) of the fine-grid approximation is
computed by several calls of the sweeping procedure (Jacobi, etc.); then both
defect and the initial guess of the solution are restricted to the coarse grid, and
a new solution on the coarse grid is obtained using these data. This coarse-grid
solution is interpolated to the fine grid, and the density-matrix components are
corrected. This process can be repeated recursively for every grid in order of
increasing grid steps. This recursive process leads to the so-called V, W, or
more complicated diagrams, depending on the way in which the recursion is
implemented (Hackbush 1985).
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In our code we use the parabolic short-characteristics technique of Kunasz &
Auer (1988), and as a smoothing algorithm we use the Jacobi iteration, similar
to the one of Manso Sainz & Trujillo Bueno (2003), with modifications to include
the effects of line overlapping.
3. Detailed Model Parameters
For demonstrating the possibilities of this technique, we chose the model of a
semi-infinite, plane-parallel, H i atmosphere. The atmosphere is isothermal (T =
5300K), with constant volume density of neutral hydrogen, NH = 10
12 cm−3,
thermal electrons, Ne = 10
10 cm−3, and protons, Np = Ne. No magnetic field is
taken into account. The scattering of radiation is supposed to fulfill the condi-
tions of complete frequency redistribution, and the U and V Stokes parameters
vanish due to the symmetries of the problem.
We adopted a hydrogen atomic model with 9 fine-structure energy levels (1 s1/2
to 3 d5/2) and all the non-vanishing multipole components ρk0(nlj) of density
matrix. All the coherence elements (q != 0) are identically zero due to the
model’s symmetries. The coherences between different energy levels have been
neglected due to the small natural widths of the levels in comparison to their
separations, and due to the selection rules for dipole radiative transitions.
Collisional rates with thermal electrons and protons for fine structure transi-
tions, Ck→k
′
nlj→n′l′j′ , were computed in part using the semiclassical theory of Sahal-
Bre´chot et al. (1996), for transitions within the same shell, and in part using the
data of collisional cross-sections from the Atomic and Molecular Data Informa-
tion System (AMDIS; http://www-amdis.iaea.org/), for transitions between
different shells.
The number of logarithmically spaced nodes in the fine grid is N5 = 257 and
5 grids were used in total. The number of nodes in the “G− 1” grid is equal to
NG−1 = (NG−1)/2+1. The initial guess for the atomic density-matrix elements
is given by the LTE populations determined in the unpolarized case.
4. Convergence Properties and Conclusions
Figure 1 shows a comparison between the convergence rates of the Jacobi and
the MG methods. The effect of coarse-grid solutions is reflected by the dramatic
evolution of the maximum relative change of the populations. The coarser the
grid the shorter the evaluation time, and the higher the rate of approaching to
the truncation error of the grid. The maximum relative error dominated by the
long-period components is strongly reduced by the recursive CGC during the
V-cycles.
The time saving of the MG method in this particular model is about a factor
4 compared to the Jacobi method. It must be noticed that the efficiency of MG
increases as fast as the efficiency of the smoothing procedure. The most impor-
tant benefit from MG’s is the asymptotical O(N) behavior, which designates
the method for use in solutions of problems that necessitate strong refinements.
Moreover the presented 1D geometry is the slowest case as pointed out by Steiner
(1991) and Fabiani Bendicho et al. (1997).
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Figure 1. Convergence of the MG method with Jacobi smoothing procedure
compared to the Jacobi method. The maximum relative change Rc of atomic
populations, ρ0
0
, in the MG case (solid line) is compared to the Jacobi solution
(dashed line). The maximum relative error Te (with respect to the fully
converged solution) for MG case (dotted line) and Jacobi case (dot-dashed
line) is showed as well. The norm used is ‖· · ·‖∞ (see Fabiani Bendicho et
al. 1997). The graph shows the effect of 11 V-cycles with 2 pre- and 15
post-smoothing Jacobi iterations.
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Theoretical investigation of atomic polarization by proton beams considering
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ABSTRACT
Context. We present a theoretical review of the eﬀect of impact polarization of a hydrogen Hα line due to an expected proton beam
bombardment in solar flares.
Aims. Several observations indicate the presence of the linear polarization of the hydrogen Hα line observed near the solar limb
above 5% and preferentially in the radial direction. We theoretically review the problem of deceleration of the beam originating in the
coronal reconnection site due to its interaction with the chromospheric plasma, and describe the formalism of the density matrix used
in our description of the atomic processes and the treatment of collisional rates.
Methods. We solve the self-consistent NLTE radiation transfer problem for the particular semiempirical chromosphere models for
both intensity and linear polarization components of the radiation field.
Results. In contrast to recent calculations, our results show that the energy distribution of the proton beam at Hα formation levels
and depolarizing collisions by background electrons and protons cause a significant reduction of the eﬀect below 0.1%. The radiation
transfer solution shows that tangential resonance-scattering polarization dominates over the impact polarization eﬀect in all considered
models.
Conclusions. In the models studied, proton beams are unlikely to be a satisfying explanation for the observed linear polarization of
the Hα line.
Key words. Sun: flares – polarization – atomic processes – radiative transfer – line: formation
1. Introduction
Observations of solar flares in the hard X-ray spectral region
indicate a non-thermal origin of this radiation (Frost 1969).
There are several mechanisms that can be identified as a pos-
sible source of this emission (Korchak 1967). Presently, there is
wide consensus among solar physicists that the most likely ex-
planation is the bremsstrahlung radiation of electron beams with
energies of the order 10−100 keV, which are injected into denser
layers of the solar atmosphere from a coronal reconnection site.
The diﬀerential energy spectrum of these beams at the injection
site is usually assumed to have a power-law distribution ∼E−δ
with δ between 3 and 5 (Brown 1971).
Although there is also observational evidence of high en-
ergetic protons (above 10 MeV) in the γ-ray spectrum, radia-
tion induced by protons at energies below 1 MeV is difficult to
detect because they do not radiate efficiently at such energies.
Several processes that lead to electron acceleration at the recon-
nection site can also lead to acceleration of protons (see Orrall
& Zirker 1976, and references therein) The existence of low
energy proton beams in solar flares is still uncertain, but it is be-
lieved that they may also play a significant role in flare physics.
Furthermore, energetic electron beams cannot be used as a satis-
factory explanation for all flare observations (e.g., Doschek et al.
1996). For a comparison of the effects of electron and proton
beams see Brown et al. (1990).
There are several techniques that can be used to detect low
energy proton beams. The emission peak in the Hα core due
to proton beam bombardment was proposed by Hénoux et al.
(1993). It has been recently shown by Xu et al. (2005a) that this
effect does not exist. Another technique is based on measure-
ments of the red-shifted emission in line wings, especially in the
hydrogen Lyα line, which is a consequence of the charge ex-
change effect (Orrall & Zirker 1976; Canfield & Chang 1985;
Brosius et al. 1995; Fang et al. 1995; Zhao et al. 1998; Brosius
& Woodgate 1999). A different approach is based on the fact that
anisotropic excitation of the chromosphere atoms by a directed
proton (or electron) beam induces a preferential population of
particular Zeeman sublevels, i.e., the impact atomic polarization
and, consequently, an emission of linearly polarized radiation
(Hénoux et al. 1990).
Some observations indicate the existence of linear polar-
ization of the Hα line in solar flares above 5% or even as
high as 10% (Hénoux & Chambe 1990; Vogt & Hénoux 1996;
Xu et al. 2005b) and preferentially oriented towards the disk
center (it will be denoted as radial in this paper) and also par-
allel to the limb (i.e., tangential). This effect is usually inter-
preted as a consequence of the impact polarization by a verti-
cal proton beam with energy below 200 keV in the Hα core
forming layers. Contrary to these measurements, there are ob-
servations that indicate no linear polarization in a wide range
of flares (Bianda et al. 2005) and argue for isotropization of
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the beam at crucial atmospheric depths. Studies of Hα polar-
ization in solar prominences show that transitions between fine
structure levels within the shell n = 3 of hydrogen caused by
collisions with background electrons and protons lead to a sig-
nificant depolarizing eﬀect (Bommier et al. 1986b) even at den-
sities of the order of 1010 cm−3. The electron (proton) density
in a flaring solar chromosphere at the Hα formation levels is
above 1012 cm−3, therefore this eﬀect could significantly reduce
measurable polarization.
In recent years, a first quantitative estimation of the hydro-
gen impact polarization under the flare conditions has been done
by Vogt et al. (1997) and Vogt et al. (2001). In these calcula-
tions, a self-consistent radiative transfer code for unpolarized
radiation has been used to find the hydrogen ionization degree
and the radiation intensity at unit optical depth of Hα for sev-
eral semiempirical atmospheric models and under the eﬀect of
proton beams having several parameters. In these calculations,
the following approximation has been used: The equations of
statistical equilibrium and the radiation transfer equations have
been decoupled and the Hα line has been assumed to be opti-
cally thin. The proton beam energy distribution at an injection
site has been assumed to be similar to the one deduced for elec-
tron beams, i.e., a power law. The lower energy cut-oﬀ Ec is
usually set between 100 to 200 keV. This energy approximately
corresponds to the energy necessary for a proton to reach the
Hα line-forming layers. Using an assumption that the power-law
distribution preserves its character while the beam propagates to
the upper chromosphere, these authors calculated the polariza-
tion degree of emitted radiation. Depolarization by collisions
with electrons and protons of the ambient medium have also
been taken into account. Depending on the atmosphere model
and beam parameters, the predicted polarization degree has been
up to 4.5%. However, a complete solution of the coupling of
the polarized radiative transfer to the atomic equilibrium has not
been tackled.
The aim of this paper is to present a theoretical analysis
of the proton impact polarization phenomenon in the hydrogen
Hα line based on NLTE polarized radiative transfer. Our goal
is to verify the assumption that the measured linear polarization
can be interpreted as due to this mechanism. In particular, we
have focused our attention to a limiting case of unidirectional
non-deflecting beams, which are supposed to generate highest
polarization due to their extremal anisotropy. For simplicity we
use a static 1D model of the flaring chromosphere.
In the second section, the deceleration eﬀect of the chromo-
sphere on proton beams is reviewed and some conclusions are
made about the low-energy beam fluxes in Hα-forming layers.
These are compared with the assumptions made in the previ-
ous works. The third section describes our NLTE solution of the
unpolarized transfer in an atmosphere aﬀected by non-thermal
excitation and ionization by proton beam. This solution is simi-
lar to that of Kašparová & Heinzel (2002), which has been per-
formed for electron beams. We use the same approach to cal-
culate the volume densities of thermal electrons and protons in
the chromosphere. These densities are then used in our polar-
ized transfer code. After that we describe the framework of the
quantum density matrix and equations of atomic statistical equi-
librium on the basis of irreducible tensorial operators. The fifth
section is dedicated to the problem of collisional rates for all
transitions used in our modeling. Section 6 contains a compar-
ison of results obtained by Vogt et al. (2001) with our calcula-
tions in the last scattering approximation. A brief description of
polarized transfer solution and the method used in our calcula-
tions can be found in Sect. 7. The results and their discussion are
summarized in Sect. 8. In the last section our conclusions are
made and the main consequences for the interpretation of obser-
vations are pointed out. All expressions in this paper are written
using the CGS system of units.
2. Solar atmosphere models and beam propagation
2.1. Proton beam propagation
Let us briefly review the interaction of a proton beam with the
solar chromosphere. We assume a beam in the coronal reconnec-
tion site, which vertically penetrates the chromosphere. A hori-
zontal motion of the protons is neglected to obtain as anisotropic
a velocity distribution as possible. The energy of protons neces-
sary to reach the Hα formation levels is of the order of 100 keV
at the top of the chromosphere (see below). Protons of such
high energy do not lose a lot of energy in the interaction with
extremely hot coronal plasma (Hénoux et al. 1993), hence we
may neglect any interaction with the coronal mass in this paper.
In all our calculations, the energy of the superthermal protons
(>1 keV) of the beam is high above the average energy of ther-
mal motions in the chromosphere where Hα is formed, thus we
can use the so-called cold target approximation (Emslie 1978).
In a partially ionized medium, a superthermal proton beam is
decelerated by collisions with the background electrons and ions
and also by elastic and inelastic collisions with neutral atoms,
especially the atmosphere’s main constituent, hydrogen. We will
use the approach of Emslie (1978) to describe this deceleration
and the beam energy deposition into the atmosphere. The decel-
eration by charged electrons and protons can be quantified by
means of the Coulomb logarithm Λ. The inelastic and elastic
scattering on the neutral hydrogen is similarly described by Λ′
and Λ′′, respectively. These logarithms vary slightly according
to atmospheric properties, but these changes are small within a
wide range of physical characteristics and it will not affect our
results significantly if we suppose these quantities to be con-
stant. The values adopted in this paper have been set according to
typical physical properties of the upper chromosphere: Λ = 23,
Λ′ = 3. Elastic scattering of the proton beam on neutral hydro-
gen is negligible in comparison to other processes and will be
neglected.
Let F(E, N) be the energy distribution of the number flux of
beam particles at the column depth N. At the injection level we
set N = 0. The general form of this distribution is (Canfield &
Chang 1985)
F(E, N) = F(
√




For the purposes of our calculations, we have used an initial
power-law energy distribution at the injection site, which is
usually considered in the non-thermal flare heating problems
(Brown 1971)




1 (x > 0)
0 (x < 0) (3)
is the Heaviside function, Ec is the lower energy cut-off of the
distribution, and E0 is the total initial energy flux of the beam.
Ec is usually assumed to lie between 100 keV and 200 keV, ac-
cording to minimal energy necessary for protons to reach the
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Hα formation layers. The formula (1) for the particular case of
initial distribution (2) gives (Zhao et al. 1998)










E2c − E2N , (EN ≤ Ec)
0, (EN > Ec)
(5)
is the minimum energy of the distribution at a given depth.
The energy deposition rate into the neutral hydrogen is
given by





















N/Nc, (N < Nc)
1, (N > Nc), (7)
and Bx(a, b) is the incomplete beta function. Nc is the depth that
can be reached by protons with the initial energy Ec. Eq. (6) is a
special case of the Eq. (1) of Kašparová & Heinzel (2002), here
for a non-deflecting vertical proton beam. This energy deposition
rate has been used in calculations of the ionization degree of the
chromosphere described in Sect. 3.
2.2. Flux distribution at Hα formation level
The distribution (4) has been plotted in Fig. 1 for several values
of EN , typical energy cut-off Ec = 150 keV and two initial spec-
tral indices δ. The first fact that should be pointed out is that the
energy cut-off does not significantly depend on EN if EN < Ec
until EN ≈ Ec. It is because high energy protons are decelerated
inefficiently. Only if EN → Ec, protons are slowed to energies
close to 5 keV1. Using Eq. (4) we find that the flux of the beam
at the local energy cut-off Em is lower by factor (Ec/EN)δEm/EN
compared to the flux F(Ec, 0). Hence we have a strong decrease
of flux close to the interesting energy range (i.e., Em ≪ Ec) by
the factor of approximately Em/Ec. The total flux is rapidly re-
duced in deeper layers (EN > Ec). It can be shown that the flux
maximum is at the energy EN/
√
δ. After crossing some critical
depth, the flux of the beam with lower δ dominates the one with
higher δ at all energies – because initially there is a higher num-
ber of high energy protons in the small-δ case, which are now
decelerated to low energies. As a result, energy is more effec-
tively deposited by small-δ beams in lower depths, while high-δ
beams are decelerated in upper layers. In any case, the decrease
of flux ∂F(E, EN)/∂EN is steep for any δ and one could expect
that impact polarization will be sensitive to the Ec value because
there is only a small ∆EN interval in which low-energy flux is
not negligible, and this depth interval should overlap with the
Hα line center formation region as much as possible. It is not
possible to have a power-law-like distribution at this layer with
a local cut-off of about 5 keV for beams starting at the top of
chromosphere with energies above 100 keV or higher.
This leads us to the second conclusion. The energy distribu-
tion of the flux cannot be approximated by the power-law curve
if EN is close to Ec. If these energies are comparable (and that
1 As we will show later, the low-energy protons (4–5 keV) are most
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Fig. 1. Energy distribution of the beam with initial energy cut-off Ec =
150 keV at depths with different EN . Solid curves correspond to spectral
index δ = 5, dashed curves to δ = 3. From upper to lower, the curves
are plotted for EN = 0, 145 and 230 keV. The cut-off energy at depths
close to Nc is still of the order of Ec. At deeper depths the distribution
δ = 3 dominates over δ = 5 at all energies.
is the case of our interest here because we have for maximum
impact polarization Ec ≈ 5 keV ≪ Ec), the use of the power-law
distribution leads to an unrealistic overestimation of the polar-
ization degree. Such an approximation has been used by Vogt
et al. (1997) and by Vogt et al. (2001) with lower energy cut-off
varied from 1 keV to 20 keV and with a total beam number flux
and δ conserved. The theoretical values of polarization obtained
from these calculations should therefore be revised.
3. Unpolarized radiation modeling and background
electron and proton densities
Our solution of unpolarized radiation transfer follows the ap-
proach of Hénoux et al. (1993) and Kašparová & Heinzel (2002).
We take a 1D static atmosphere with fixed temperature structure
and other plasma properties given by the semiempirical chro-
mosphere model of the flaring atmosphere F1 (Machado et al.
1980), and following Vogt et al. (1997) and Vogt et al. (2001)
we also use the model VAL F (Vernazza et al. 1981) for com-
parison. These models have been created using a number of line
and continuum observations.
The non-thermal proton beam dissipates its energy while
propagating through the matter of the chromosphere causing its
heating and the modification of atomic level populations and
ionization. The non-thermal heating is already included in the
semiempirical flare models to explain the observed emission.
Our approach to the modeling follows the approach of Hénoux
et al. (1993) and Kašparová & Heinzel (2002). We consider a
fixed temperature structure of the atmosphere as given by the
semiempirical atmosphere models. The pressure and statistical
equilibrium equations are solved together with radiation transfer.
Then we study an influence of the non-thermal collisional rates
on the line profiles in comparison to the thermal model (differ-
ential approach). It is important to notice that the temperature of
the flaring atmosphere described by semiempirical models is in
general overestimated because it has been determined to explain
the increased radiation emission regardless of the non-thermal
excitation and ionization. The same approach has been used for
the solution of the polarized radiative transfer (Sect. 7) to ob-
tain the changes of the Hα Q/I-profiles after introduction of the
non-thermal collisional rates into statistical equilibrium equa-
tions. The only difference is that the polarized solution uses the
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electron and proton densities precalculated by the unpolarized
transfer code. We have used the same MALI code as Kašparová
& Heinzel (2002), now adapted to treat proton beam bombard-
ment described in Sect. 2. The code has been run with a four-
level plus continuum hydrogen atomic model and non-thermal
collisional rates have been calculated from the energy deposi-
tion rate into hydrogen (6) using the expressions (10) and (11)
of Hénoux et al. (1993).
The electron densities (which are close to proton densities
at Hα core formation layers) are plotted in Figs. 2 and 3 for
both models under consideration, several beam fluxes, and three
diﬀerent values of δ. These calculations show that ambient elec-
tron (and proton) densities used by Vogt et al. (1997) are un-
derestimated (cf. Tables 2 and 3 therein) and the same is true
for the mean radiation intensities. These values have been com-
puted in the layers of total (coronal + chromospheric above Hα-
forming layers) column mass depth 2.484×10−4 g cm−2 (VAL F,
see Table 15 of Vernazza et al. 1981) and 3.186 × 10−4 g cm−2
(F1, see Table 3 of Machado et al. 1980), where the optical depth
of Hα is approximately unity. Because our background particle
densities did not correspond to the ones presented by Vogt et al.
(1997), we have used their radiation transfer code which is based
on the standardΛ-iteration process. We have found that this code
setting (the accuracy of 10−3 in maximum relative change of
atomic populations between subsequent iterations) leads to in-
sufficient convergence and consequently to the underestimation
of electron and proton densities. An increase of accuracy led to
values close to ours, but at the cost of an extremely large number
of Λ-iterations (for similar tests see also Kašparová & Heinzel
2002).
In Fig. 4 one can see the theoretical Hα line profile for the
same beam fluxes as in Fig. 2. These profiles are consistent with
the results of Xu et al. (2005a). In comparison to profiles pre-
sented by Hénoux et al. (1993), the central emission in the line
core does not appear.
4. Formalism of density matrix and local
equilibrium
The electron densities in the layers of interest do not ex-
ceed 1013 cm−3. Following Bommier & Sahal-Bréchot (1982)
and Bommier et al. (1986a), the hyperfine splitting of the hydro-
gen levels is completely negligible. In fact the hyperfine splitting
of the relatively long-living 3s1/2 level (about 50 MHz) is higher
than its inverse radiative lifetime (of the order of 1 MHz) and
thus the hyperfine levels do not overlap. However, it was veri-
fied by Bommier et al. (1986a) that taking the hyperfine structure
into account does not affect the linear polarization of the Balmer
lines in any significant way. Moreover, in the conditions under
consideration, the lifetimes of the levels are strongly reduced
by collisions with the charged perturbers. The lifetimes of the
n = 3 levels are of the order of a few 100 MHz in the Hα core-
forming layers due to the dipolar transitions nl j → nl ± 1 j′ (cf.
Sahal-Bréchot et al. 1996); hence, much greater than hyperfine
splitting. Therefore, we take into account only the fine structure
splitting of the levels. We suppose that there are no quantum
coherences between different energy levels. This assumption is
valid in our model of the hydrogen atom where the individual
level widths are smaller than distances between them or where
the selection rules for dipolar optical transitions prevent creation
of coherences. As a result, the fine structure levels are supposed
to be completely separated.
To describe the state of hydrogen atoms in an equilibrium
with the radiation field and charged colliders, we adopt the
Fig. 2. Electron density for the model F1. The plots correspond to the
case δ = 3 (upper panel), δ = 4 (middle panel), and δ = 5 (lower panel).
The thermal case is plotted by a solid line, the non-thermal beam fluxes
are E0 = 108 (dot), 109 (dash), 1010 (dash-dot), and 1011 erg cm−2 s−1
(dash-dots). All beams have Ec = 150 keV.
framework of the atomic density matrix ρ (e.g., Fano 1957). In
the dyadic basis |nl jm〉 of hydrogen states, we adopt the common
notation: n is the principal quantum number, l the orbital one,
and j is the total angular momentum. Magnetic quantum number
is represented by m. The natural basis for the density matrix op-
erator in polarization studies is that of irreducible tensorial oper-
ators (ITO or the multipole expansion) T kq (Sahal-Bréchot 1977).
In all our development we suppose that all the particle velocity
Appendix F: Paper IV: Hydrogen Hα line polarization in solar flares 134
J. Šteˇpán et al.: Hydrogen Hα line polarization in solar flares 625
Fig. 3. Same as Fig. 2; here for the VAL F model.
distributions and the radiation field are axially symmetric with
the symmetry axis in a vertical direction. We also assume that
the magnetic field lines are oriented along the vertical axis and
that the strength of the magnetic field is at most a few hundred
gauss (thus we can neglect the Zeeman splitting of the levels).
All of these assumptions lead to a great simplification of calcula-
tions because most of the density matrix elements vanish: All the
coherences between the wave functions of the states vanish. In
the basis of ITO only the components nl jρk0 remain. These diago-
nal elements represent population (k = 0) and alignment (k = 2)
Fig. 4. Hα line profiles for the model F1 and δ = 4. The particular
profiles correspond to the same beam fluxes as in Fig. 2.
components of the diﬀerent levels. Again, due to symmetry rea-
sons (ρnl jm = ρnl j−m), the elements with odd k vanish. One could
take into account the anti-level-crossing eﬀect (Bommier 1980)
related to the so-called alignment-to-orientation mechanism (cf.
Landi Degl’Innocenti 1982), which can lead to creation of some
non-zero density matrix components of odd rank (so-called ori-
entation), even if no circularly polarized radiation is present. In
fact, this eﬀect is of little importance in our current model be-
cause the magnitude of the created orientation remains well be-
low the magnitude of the alignment. Therefore we can safely
exclude this eﬀect from our study. The higher multipoles (k > 2)
do not aﬀect the solution under given the physical conditions
and they have been neglected2. We limit our analysis to the three
principals levels of the hydrogen atom.
Our calculations concern a static model. The local hydrogen
equilibrium is expressed by the equations of statistical equilib-
rium (ESE)
Πρ = u . (8)
The elements of matrix Π consist (in the impact approximation)
of the collisional and radiative rates simply summed together:
Πk→k
′
nl j→n′l′ j′ = R
k→k′
nl j→n′l′ j′ + C
k→k′
nl j→n′l′ j′ (Bommier & Sahal-Bréchot
1991). The diagonal elements in nl j ≡ n′l′ j′ stand for relax-
ation of the level nl j to another levels, while the nondiagonal el-
ements stand for populating a given multipole component. The
relaxation rates will be marked by the index “R” in this pa-
per. The detailed analysis of the structure of Π can be found
in Sahal-Bréchot (1977). ρ is the formal vector of density ma-
trix components nl jρk0. The normalization condition on the den-
sity matrix has to be introduced: The sum of all level populations
is equal to 1. We know that the relative population of level nl j
is equal to
√
2 j + 1 nl jρ0, and hence we may replace the first row
of Π by the appropriate constant elements and the right-hand-
side of Eq. (8) reads u = (1, 0, . . . , 0)T.
The particular expressions for the R-matrix elements can be
found in Landi Degl’Innocenti (1984). They are calculated in the
lowest order of quantum electrodynamics from a known radia-
tion field. Only the single events of emission and absorption are
considered. We adopt the approximation that there is no coher-
ence between the frequency of absorbed and emitted photons.
This approximation is known as a complete frequency redistri-
bution (CRD; cf. also Sect. 7). The elements of the matrix of
2 The only non-zero multipole k ≥ 4 in the third-principal level hy-
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collisional rates C can be calculated taking into account sev-
eral collisional processes as will be described in the following
section.
5. Collisional rates in detail
First of all we stress that we limit our analysis of collisional
transitions to density matrix multipoles of k = 0 and k = 2.
Higher ranks do not significantly aﬀect polarization in the stud-
ied problem and will be neglected. Collisional rates Ck→k′
nl j→n′ l′ j′
and RCk→k′
nl j→n′l′ j′ of hydrogen can be calculated from cross-
sections σk→k′
nl j→n′ l′ j′ (u) of appropriate transitions by integration
over the relative velocity distribution f (u) of particles
Ck→k′nl j→n′ l′ j′ = NP
∫
d3v f (u)vσk→k′nl j→n′l′ j′ (u), (9)
and similarly for relaxation rates. NP stands for the perturbers
volume density.
The processes taken into account in our analysis are the
following:
1. Fine structure dipole transitions induced by ambient elec-
trons e− + (H i)nl j → e− + (H i)nl±1 j′ .
2. Fine structure dipole transitions induced by ambient protons
p+ + (H i)nl j → p+ + (H i)nl±1 j′ .
3. (De)excitation by ambient electrons e− + (H i)nl j → e− +
(H i)n′l′ j′ .
4. Excitation by proton beam p+B + H i → p+B + (H i)∗.
5. Charge exchange excitation p+B + H i → (H i)∗B + p+.
The index “B” is reserved for particles of the beam and an
asterisk (*) is used for an excited state of the neutral hydro-
gen H . p+ and e− denote protons and electrons, respectively.
The other possible collisional transitions have been neglected
due to their negligible eﬀect. The cross-sections of these pro-
cesses have been obtained in several ways.
The fine structure transitions within the same shell (nl j →
nl ± 1 j′) have been calculated using the semiclassical perturba-
tion method (Sahal-Bréchot et al. 1996). This approach is accu-
rate for calculation of transitions between close levels (in com-
parison to collision energy) in a dipolar approximation. Using
the formalism of the previously referenced paper, rates can be
expressed in the form







































nl j→n′ l′ j′ (v) f0(v)v3dv, (12)
α
(2)








nl j→n′l′ j′(v) f2(v)v3dv. (13)
The cross sections σk
nl j→n′l′ j′ have been defined by expres-
sions (59) and (60) of the referenced paper. f0 and f2 are the
monopole and quadrupole components of the relative velocity
distribution with axial symmetry. The angular coefficients c have
been defined by expressions (66)−(69) of Sahal-Bréchot et al.
(1996). Although this method is limited only to treatment of
dipolar transitions l → l ± 1, these transitions are dominant
in the important range of collisional energies at chromospheric
temperatures.
Excitation transition probabilities from the ground state 1s 12
to upper levels induced by thermal electrons have been calcu-
lated using the cross-section data of database AMDIS3. These
data are provided for 1s → nl transitions neglecting the fine
structure of the levels, and therefore we use an approximation by
the angular coefficient to obtain the fine structure cross-sections
(Vogt et al. 2001).
σ0→k1s 12→nl j







At the present time, we do not have any adequate cross-section
data for the fine structure transitions between levels n = 2 and
n = 3. Therefore we have calculated these cross sections us-
ing the same semiclassical perturbation method, although these
cross sections are overestimated and cannot be used for non-
dipolar transitions 2s → 3d.
The cross sections of direct excitation to levels n = 2 and
n = 3 by protons have been calculated using the data of Balança
& Feautrier (1998). These authors give cross sections σ0→k1s→nl for
population and alignment excitation in the energy range of 1 keV
to 100 keV. As well as in the case of excitation by thermal elec-
trons, we use the expression (14) to obtain data for the fine struc-
ture transitions. The transitions n = 2 → n = 3 have been
neglected. The self-consistent solution of radiation transfer re-
quires us to know the cross sections at energies above 100 keV.
This is due to the behavior of the energy distribution of pro-
ton beams at different depths. Although the total flux of the
beam decreases quickly as the depth exceeds Nc, the role of
high energy protons increases: the maximum of the distribution
F(E, N > Nc) is at the energy EN/
√
δ. This leads to the emission
in the near Hα line wings and neglecting these energies leads
to unrealistic line profiles. We have used the semiclassical per-
turbation method to calculate dipolar cross sections at energies
above 100 keV. The transitions 1s → 3d cannot be calculated
by this method, and therefore we used a similar approximation
as Vogt et al. (1997) and set these transitions to one tenth of the
value of 1s → 3p cross-sections. This approximation is based
on the observation that the electron cross-sections for 1s → 3d
excitation are approximately 1/10 of 1s → 3p at high energies
(Aboudarham et al. 1992), and it is also true for 100 keV protons
(Balança & Feautrier 1998). While this is not fully justifiable, it
should improve accuracy of the solution.
The effect of the charge exchange has also been taken into
account using the data of Balança & Feautrier (1998). On the
one hand this process is efficient at energies around 25 keV, on
the other hand its cross section decreases fast at higher energies.
A more detailed analysis of the effect of the charge exchange and
the associated Doppler shift of the line can be found in Sect. 7.
Contrary to direct excitation, no approximation of the cross-
sections at energies above 100 keV has been used. These cross-
sections can be safely neglected due to their small magnitude.
3 Atomic and Molecular Data Information System,
http://www-amdis.iaea.org/
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6. Impact polarization without polarized transfer
In this section, we will compare several results of atomic impact
polarization obtained by Vogt et al. (2001) with our calculations
performed by a similar method. We will consider the emission of
radiation under the proton beam bombardment in chromospheric
conditions. The local atmosphere conditions (temperature, ther-
mal electron and proton densities, and mean radiation intensity
in the hydrogen Lα, Lβ, and Hα lines) are obtained from the un-
polarized radiative transfer solution. These conditions are taken
at unit Hα line center optical depth. Following Vogt et al. (1997,
2001) we assume that proton beam energy distribution is given
by a power law with the same spectral index δ as at the injec-
tion coronal site. The emitted radiation, which is polarized due
to beam impacts, is assumed to be unaﬀected by radiation trans-
fer in upper layers in this approach. Although a rough approxi-
mation, it can serve as a comparison of our calculation of colli-
sional rates and local equilibrium, which will be used in further
self-consistent solutions.
After calculation of the density matrix elements from Eq. (8)
one can calculate the ratio ǫQ/ǫI of emission coefficients of the
Stokes parameters Q and I. When observed at solar limb (i.e.,
90 degrees from the vertical direction) and through the optically
thin layer, this ratio could provide an estimation of the emergent
light polarization degree. From known atomic density matrix el-
ements, the polarization of emergent radiation reads












(−1)1+ j+ j′(2 j + 1)Anl j→n′l′ j′




The quantity Anl j→n′l′ j′ is the Einstein coefficient for spontaneous
emission and the entities in the braces are the so-called 6 j sym-
bols. At the level of unit Hα optical depth, the beam energy cut-
off is, by definition, close to zero. This cutoff has been varied in
the interval 1 keV to 20 keV by Vogt et al. (2001) to find the de-
pendence of the polarization degree. These authors show that the
polarization degree can be expected as high as 2.5% for model
VAL F and 0.7% for model F1 (δ = 4), or 5% for model VAL F
and 1.2% for model F1 (δ = 5). The results of Vogt et al. (2001)
contained in their Table 1 are plotted in Fig. 5.
We have repeated these calculations for the same conditions,
with Ec(τHα = 1) varied between 1 keV and 20 keV and to-
tal initial beam energy flux between 108 to 1011 erg s−1 cm−2.
The physical conditions of the atmosphere have been taken from
Tables 2 and 3 of Vogt et al. (1997). The corresponding polar-
ization degree for VAL F model is plotted in Fig. 6.
Although the order of both results agrees, there are differ-
ences between these solutions. The most important difference
is a steeper decrease of polarization degree at higher energies.
The reasons for these differences are the different cross-sections
used for electron-hydrogen excitation and especially the differ-
ent technique of numerical integration used for calculation of
non-thermal collisional rates. While the Gauss-Laguerre quadra-
ture has been used in Vogt’s calculations, we have chosen an
adaptive Simpson rule with a very fine energy grid refinement
at low energies, where fast changes of cross-section data play a
role (cf. Fig. 11c of Balança & Feautrier 1998)
A further step of our analysis has been the evaluation of the
polarization degree in the same approximation but under local
physical conditions calculated using the correct solution of the
Fig. 5. Emergent polarization degree (in percent) of the on-limb obser-
vation calculated by Vogt et al. (2001) in the last scattering approxima-
tion. The horizontal axis shows the value of the local energy cut-off, and
the vertical axis shows the values of the initial beam flux.
Fig. 6. Same as Fig. 5; here calculated using another numerical integra-
tion technique and different cross-section data for the electron excitation
(see text for details).
unpolarized radiation transfer (see Sect. 3). An increase of the
mean radiation intensity and higher depolarization due to in-
creased ionization degree lead to a significant decrease of the
polarization degree by more than one order of magnitude (see
Fig. 7). The expected polarization degree is very sensitive to
nl j → nl ± 1 j′ depolarizing transitions between fine structure
levels of the same shell caused by background perturbers. The
results of this section show that the line polarization is in fact
smaller than the previously reported calculations, even if we use
the not fully correct approximation (2) for the energy distribu-
tion of the beam at the Hα core-forming layer.
7. Polarized radiation transfer solution
A self-consistent NLTE solution of the polarized transfer may
provide additional information about the polarization degree of
the Hα line and the effect of the proton beam. In contrast to the
results of the previous section, it also provides complete emer-
gent intensity and fractional Q/I polarization profiles. In this
section, a short description of the polarized transfer solution is
contained. It is beyond the scope of this paper to review the
Appendix F: Paper IV: Hydrogen Hα line polarization in solar flares 137
628 J. Šteˇpán et al.: Hydrogen Hα line polarization in solar flares
Fig. 7. Same as Fig. 6; here calculated with correct densities of the back-
ground electrons (and protons) and modified mean intensities of the ra-
diation field.
complex problem of self-consistent modeling of the polarized
transfer in hydrogen lines and thus we limit our explanation to
a few notes about the method. The detailed description of this
problem is a subject of other papers (Šteˇpán 2006, 2007, in
preparation).
It is advantageous to describe the polarized radiation
field by means of the so-called Stokes vector S(ν,Ω) =
(I, Q,U,V)T(ν,Ω), in which I is the specific intensity, Q and U
correspond to the linear polarization parameters with respect to
two axes, and V stands for the circular polarization. We limit
our analysis to the cylindrically symmetric problem where the
natural choice of the reference frame leads to a reduction of the
Stokes vector to only two nonvanishing parameters, S(ν,Ω) =
(I, Q)T(ν,Ω), while U and V are identically zero. Stokes param-
eters are computed from the radiation transfer equation (RTE)
formally identical to the unpolarized transfer case (all depen-
dences on the radiation frequency ν and direction of propagation
Ω are suppressed):
dS
ds = ǫ − (η − ηs)S. (17)
The 2-component vector ǫ stands for the spontaneous emis-
sion in Stokes parameters, η is the 2 × 2 symmetry ma-
trix of the absorption, and ηs matrix stands for the stimu-
lated emission. Explicit forms of these quantities can be found
in Landi Degl’Innocenti (1984). For the purposes of this pa-
per, it is only important to notice that values of these quanti-
ties can be calculated directly from the atomic density matrix
coefficients ρk
nl j. In the solar chromosphere, nonlocal cou-
pling of atomic states between different points due to radia-
tion is strong. Therefore we have to solve the nonlinear sys-
tem of RTE (17) together with ESE (8) at every point of the
atmosphere. This so-called NLTE problem of the 2nd kind
(Landi Degl’Innocenti 1987) can be solved numerically using
efficient iterative NLTE solvers.
We have used our new multigrid technique that calculates
the Stokes profiles for a given temperature and density struc-
ture of the atmosphere for an arbitrary line overlapping, and the
CRD approximation. This method uses the accelerated lambda
iteration technique applied to polarized radiation together with
the multigrid acceleration technique (cf. Fabiani Bendicho et al.
1997), which improves the convergence rate from O(N3/2)
to O(N), where N is the number of spatial discretization points
in the atmosphere). The formal solver of our method is based on
the short characteristics approach (Olson & Kunasz 1987) with
the parabolic interpolation of the source function.
The effect of stimulated emission is taken into account as
well as the continuum opacity and emissivity. In the present
calculations, we have restricted our solution to the first three-
principal levels of the hydrogen atom and the transfer has been
solved in three spectral lines, i.e., Lα, Lβ, and Hα. A 50-point
quadrature in frequency for each line and a 14-point quadrature
for ray directions has been applied.
Finally, one simplification of our approach should be men-
tioned. While in common situations the density matrix is treated
as independent of atomic velocity, this is not the case for
anisotropic charge exchange interaction. In this case, there is a
systematic Doppler shift in emission dependent on the direction
of observations (Canfield & Chang 1985; Fang et al. 1995). This
effect is dominant in the Lα and Lβ lines, while the Hα line pro-
file is not much affected. In our approximation we do not take
into account any Doppler shifts and assume charge exchange to
be symmetric with respect to the center of the line. This approx-
imation could lead to a slight overestimation of the impact po-
larization effect on the Hα line.
8. Results and discussion
Particular results of the Hα polarization in the approximation
neglecting polarized transfer have been presented in Sect. 6.
Using our multigrid method, in Sect. 7 we have solved the self-
consistent NLTE transfer problem of the 2nd kind for a grid of
atmospheres based on F1 and VAL F models affected by proton
beams of different fluxes and energy distributions.
Figures 8 and 9 show the theoretical emergent linear polar-
ization profiles Q/I of the Hα line for the F1 and VAL F mod-
els respectively. The intensity I-profiles (not shown) are simi-
lar to the profiles plotted in Fig. 4, although the intensity in the
line core and near wings is overestimated by factor of approxi-
mately 1.3−1.5. These differences between intensity profiles are
due to different collisional rates used in both calculations and
because the polarized solution was restricted to three-principal
levels of the hydrogen atom. However, neglecting the upper level
should not affect the emergent polarization profile much. In our
notation, a positive sign in Q/I plots means the tangential di-
rection of polarization, while a negative sign is the radial one.
Because of the symmetry reasons the highest fractional polariza-
tion is expected at the limb (µ = 0) and the degree of polarization
decreases to zero at the disk center (µ = 1).
The resonance polarization of the Hα line in thermal at-
mosphere (no beams) shows a small tangential polarization of
degree 0.01% for F1 and 0.4% for VAL F. This shows the domi-
nant role of resonance polarization due to scattering over the im-
pact polarization by the proton beam. The increase of tangential
polarization in the F1 model with the beam flux shows the com-
pletely negligible effect of the impact polarization in comparison
to other effects: the variation of the polarization is driven mainly
by shifts of the optical depth scale due to higher ionization de-
gree, which can lead to an increase of the resonance scattering
effect on polarization. Another effect is the increase of radia-
tion intensity due to non-thermal excitation in the lower chromo-
sphere layers and an increase of the density of background col-
liders. All these effects compete in the formation of these small
fractional polarizations. The impact polarization contributes by
only a small fraction to the total polarization degree in all the
studied cases, as was expected from Fig. 7.
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Fig. 8. Emergent fractional linear polarization Q/I profiles computed
close to limb (µ = 0.11) for the F1 model and diﬀerent beam energy
distributions: δ = 3 (upper), δ = 4 (middle), and δ = 5 (lower). The
diﬀerent lines correspond to the same beam fluxes as in Fig. 2. All the
calculations have been done for Ec = 150 keV.
Contrary to the conclusions of Vogt et al. (2001), the vari-
ation of spectral index δ does not aﬀect the emergent polariza-
tion degree much. This is because of the negligible impact po-
larization eﬀect and because the number of low energy protons
in the Hα formation layers is similar across the δ values – the
initial diﬀerence in energy distribution of lower energy protons
is quickly lost at depths EN ≈ Ec. An eﬀect that could play a role
Fig. 9. Same as Fig. 8; here for the VAL F model.
is the variation of Ec energy. The energy distribution of the beam
of protons is sensitive to the chromospheric depth parametrized
by EN (see Sect. 2). One expects that a fine tuning of Ec with
the energy necessary to reach the Hα-forming layers can lead
to a more significant eﬀect of impact polarization. We have cal-
culated the dependence of the line center polarization on Ec for
a wide range of cut-oﬀ energies. The results can be found in
Figs. 10 and 11. It is easy to find the eﬀect of impact polariza-
tion that emerges at cut-oﬀ energies comparable to the energy
necessary to reach the Hα-forming layer. This eﬀect is seen as a
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Fig. 10. Hα line center polarization as a function of a lower energy cut-
oﬀ Ec at the injection site. The atmosphere model F1, beam flux E0 =
1011 erg cm−2 s−1, δ = 5. The Ec value has been varied in the interval
85−300 keV.
Fig. 11. Same as Fig. 10; here for the chromosphere model VAL F and
the Ec energy range 85–900 keV.
decrease in the total polarization degree (i.e., increase of radial
atomic polarization due to impacts that has an opposite orien-
tation than the tangential polarization formed preferentially by
scattering). In the F1 model, the thermal case of 0.01% polariza-
tion is increased as protons have enough energy to change the
structure of the atmosphere at Hα formation levels. The eﬀect of
impact polarization is seen at about 150 keV when the density
of protons is high enough to decrease the dominant tangential
polarization. Further increase of Ec again leads to a negligible
number of protons with small energies at the Hα formation layer.
Similar eﬀects can be seen in the VAL F case, where the reso-
nance polarization scattering eﬀect is much stronger. The total
number of thermal perturbers is always lower than in the F1 case,
but high enough to decrease the thermal atmosphere polarization
of 0.4% even for a small energy cut-oﬀ. The impact polarization
is best seen at energies around 200 keV: in this cooler model the
total column mass above τHα = 1 is higher than in the F1 case.
In any case the emergent linear polarization is low, below the
stated 5% value, and it is even possible to expect a decrease of
the total linear polarization due to proton impacts.
9. Conclusions
The purpose of this paper was to verify whether the anisotropic
excitation of the n = 3 level of hydrogen caused by proton beams
can lead to Hα line polarization and what degree of polarization
can be expected. In our considerations, we have chosen a unidi-
rectional vertical beam with an initial power-law energy distri-
bution at the chromosphere injection site, which is not deflected
by collisions with constituents of the chromosphere although
it is decelerated. For this extremely anisotropic beam we have
calculated new chromosphere conditions with a wide range of
beam parameters. For all the calculated models we have found
the polarization degree well below the values reported in the
past. Furthermore, the theoretical polarization degree is mainly
caused by resonance scattering.
The absence of impact polarization is consistent with mea-
surements of Bianda et al. (2005), although their conclusions
about the beam isotropization are not necessary for explana-
tion of the missing polarization. In fact, a sufficient number of
unidirectional low-energy protons at the Hα-forming layer can-
not be achieved for beams with initial power-law distributions.
Although the proton beam may significantly affect the line in-
tensity profile, impact atomic polarization is destroyed by colli-
sions with background electrons and protons and by the strong
radiation field. The density of background perturbers is actu-
ally higher than that calculated in previous works. In addition,
the beam energy distribution at the line formation layers cannot
be approximated by a power-law distribution and the effect of
a steep increase of fractional polarization with spectral index δ
is not observed. Therefore we believe that the polarization oc-
casionally measured (i.e., by some authors) has another source
than impacts by proton beams.
Low impact polarization of the Hα line by proton beams in
solar flares does not seem to be a good candidate for straight-
forward proton beam diagnostics, at least if most of the usual
initial distributions of proton beam energies are considered. It
is possible to imagine different initial energy distributions of the
same energy flux with very narrow band of energies, which pref-
erentially excite the hydrogen at low energies and in the Hα-
forming layers. However, the question remains if such a distri-
bution is physically possible and if it can lead to measurable
impact polarization.
Recent spectropolarimetric measurements of an M6.3 flare
performed by Xu et al. (2005b) indicate the presence of both ra-
dial and tangential polarization of the Hα line and radial polar-
ization of the Hβ line at the edges of flare kernels. The process
that is believed to play a significant role is the effect of return
currents (Karlický & Hénoux 2002). Investigation of this phe-
nomenon remains the subject of further observational and theo-
retical research.
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ABSTRACT
Aims. We investigate the eﬀect of the electric return currents in solar flares on the profiles of hydrogen Balmer lines. We consider the
monoenergetic approximation for the primary beam and runaway model of the neutralizing return current.
Methods. Propagation of the 10 keV electron beam from a coronal reconnection site is considered for the semiempirical chromosphere
model F1. We estimate the local number density of return current using two approximations for beam energy fluxes between 4 × 1011
and 1 × 1012 erg cm−2 s−1. Inelastic collisions of beam and return-current electrons with hydrogen are included according to their
energy distributions, and the hydrogen Balmer line intensities are computed using an NLTE radiative transfer approach.
Results. In comparison to traditional NLTE models of solar flares that neglect the return-current eﬀects, we found a significant increase
emission in the Balmer line cores due to nonthermal excitation by return current. Contrary to the model without return current, the
line shapes are sensitive to a beam flux. It is the result of variation in the return-current energy that is close to the hydrogen excitation
thresholds and the density of return-current electrons.
Key words. Sun: flares – plasmas – line: formation – atomic processes
1. Introduction
The ongoing study of nonthermal excitation of the flaring chro-
mospheric plasmas has been mainly concentrated on the eﬀect
of particle beams coming from the coronal reconnection site
(Canfield et al. 1984; Hawley & Fisher 1994; Fang et al. 1993;
Kašparová & Heinzel 2002; Šteˇpán et al. 2007, and references
therein). However, Karlický & Hénoux (2002) and Karlický
et al. (2004) recently suggested that the role of neutralizing re-
turn currents can be as important as the role of the primary beam
itself, both for intensity and linear polarization profiles. Karlický
et al. (2004) proposed a simple model of return current formed
by the runaway electrons and compared the rates of atomic tran-
sitions due to collisions both with the thermal electrons and with
the electrons of the primary beam, and due to collisions with the
return current formed by the runaway electrons. They showed
that the rates due to the return current would dominate the colli-
sional processes in the atmospheric region of Balmer line for-
mation. However, no calculations of theoretical spectral line
profiles were presented.
The aim of this paper is to take a first step towards self-
consistent modeling of the Balmer line formation with return-
current eﬀects taken into account. We use a semi-empirical
model of the flaring atmosphere as a basis for our NLTE radiative
transfer model. Then we use a standard model for electron-beam
deceleration due to Coulomb collisions with the ambient atmo-
sphere and combine it with the two diﬀerent physical models of
the return-current generation. We incorporate the relevant pro-
cesses that enter the atomic statistical equilibrium equations and
solve them with the non-local equations of radiation transfer. At
the end, we discuss the results and validity of our models.
2. Electron beam and return-current propagation
We assume an electron beam that is accelerated in a coro-
nal reconnection site and injected into the cold chromosphere
along the magnetic field lines. During its propagation, the
beam evolves under the influence of several processes (Karlický
1997): (a) the beam generates the return current that decelerates
the beam in the return-current electric field, (b) the beam gen-
erates the plasma waves causing the quasi-linear relaxation of
the beam, and (c) the beam electrons are decelerated and scat-
tered due to collisions with the background plasma particles.
In the following model, we neglect the plasma wave processes
and the return current is taken in the form of runaway electrons
(Rowland & Vlahos 1985; van den Oord 1990; Norman & Smith
1978). In this form, the return-current losses are strongly re-
duced (Rowland & Vlahos 1985; Karlický et al. 2004). Thus,
only collisional losses, as described by Emslie (1978), deceler-
ate the electron beam in our case.
LetΦ = nBvB be the particle flux of the monoenergetic beam
of the energy EB = mev2B/2, where nB is the density of the
beam electrons, vB their velocity, and me the mass of the elec-
tron. According to Norman & Smith (1978) and Karlický et al.
(2004), a fraction of background electrons α = nR/ne forms the
current that moves in the opposite direction in order to neutral-
ize the electric current eΦ associated with the primary beam. We
use nR for the number density of the return-current electrons and
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Fig. 1. From upper panel: Hα, Hβ, and Hγ disk-center line profiles for
F1 = 0 (dotted line, black), F1 = 4 × 1011 (thick solid line, blue),
6 × 1011 (thick dash-dotted line, green), 8 × 1011 (thin solid line, red),
and 1.0 × 1012 (thin dash-dotted line, violet) erg cm−2 s−1. No return-
current eﬀects are taken into account. Note that nonthermal profiles al-
most overlap in this range of beam fluxes.
ne for the number density of the background electrons. The neu-
tralization condition can be expressed as
enRvR = eΦ. (1)
We assume that all the return-current electrons move with the
same superthermal velocity vR. Note that the return-current flux
only depends on the total flux of the beam. For a realistic power-
law distribution of the beam, the main part of the beam flux is
given by electrons with energy close to the low-energy cutoff of
this distribution. For these reasons and for simplicity, we con-
sider the monoenergetic beam in our model.
We used two models for estimating nR. First, following


















where E/ED = nBvB/nevTe (see Karlický et al. 2004; Xu et al.
2005, for definition of the electric field E generated by the elec-
tron beam and the Dreicer electric field ED), and vTe stands for
the thermal velocity of the background electrons. In the second
model we assume that the return current is formed by a fixed
Fig. 2. Same as Fig. 1 plus including collisions with return-current elec-
trons. The value of α is given by Eq. (2).






In this model, α is obtained by averaging the values from the pre-
vious model over the Balmer line formation layers. The resulting
value for each beam flux can be found in Table 1.
The normalized energy distribution of electrons can be lo-
cally expressed in the form
f (E) dE = [cM fM(E) + cBδ(E − EB) + cRδ(E − ER)] dE, (4)
where ER = mev2R/2 is the return-current energy and ci stands for
the normalization coefficients (i.e., cR = nR/(nM+nB+nR), etc.).
The index M stands for the background electrons (without the
runaway ones), and they obey the Maxwell-Boltzmann energy
distribution.
3. Hydrogen-electron collisions
To take the effect of the beam/return current into account, we
have to calculate all the electron-hydrogen excitation rates, the
rates of ionization by electron impacts, and the rates of the
inverse processes. We use the data for total collisional cross-
sections for the bound-bound and bound-free transitions by
Janev & Smith (1993), retrieved through the GENIE database
(http://www-amdis.iaea.org/GENIE/). We do not consider
any atomic polarization or angular dependence of the collisional
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Fig. 3. Same as Fig. 1 plus including collisions with return-current elec-
trons. The value of α is constant along whole beam trajectory.
processes in this work. The excitation or deexcitation rate of the










where σnm(E) is the total cross-section of n → m at impact en-
ergy E, and f (E) is electron energy distribution (4). The cross-
sections for deexcitation m → n (m > n) were calculated using






σnm(E + Enm), (6)
where Enm is the excitation threshold of the transition and gn/m
the statistical weight of the given level.
The rates of the inverse process of ionization by an elec-
tron impact, the three-body recombination e + e + p → H i + e,
must be treated separately due to the nonthermal nature of
the problem. Using the arguments of detailed balance (Fowler
1955; Jeﬀeries 1968) in the quasi-classical approximation of the
electron-hydrogen collisions, one can derive a formula for the
recombination rate. Let us consider the ionization of level n
with the ionization energy En by an electron with energy Ei.
Once cross-section S nc(Ei, Ea) ≡ ∂σnc/∂Ea of the encounter
after which we find the two electrons with energies Ea and









f (Ea) f (Eb)√
EaEb
EiS nc(Ei, Ea), (7)
where L = n2en2h3/16pim2e ≈ 6.97 × 10−27n2en2 in cgs units,
and h stands for the Planck constant. The expression (7) can
be reduced to the well-known expression CThermalcn = 2.06 ×
10−16n2T−3/2ne exp (En/kBT )CThermalnc in the particular case of
Maxwell-Boltzmann distribution, where Te is the temperature
of electrons and kB the Boltzmann constant. For the cross sec-
tion S nc we used the approximate data of Omidvar (1965) at
lower energies and the classical formula of Thomson (1912) at
high energies. In our case, the electron energy distribution func-
tion given by (4) leads to 9 terms that contribute to the recom-
bination rates. We verified numerically that, in all our models,
the rates of three-body recombination involving the nonthermal
electrons of the return current are more than one order of magni-
tude below the rates of the same processes involving the thermal
electrons. Our tests show that neglecting the nonthermal three-
body recombination aﬀects the resulting profiles in a very neg-
ligible way. The three-body recombinations involving the beam
electrons are completely negligible since their rates are several
orders of magnitude below the thermal ones. Thus, we took only
the thermal term containing m2 fM(Ea) fM(Eb) into account.
4. Results
We calculated the NLTE radiative transfer for a 5-level plus
continuum hydrogen using the semiempirical 1D plane-parallel
flare model F1 (Machado et al. 1980) in which the tempera-
ture structure was kept fixed; in this way, we found the diﬀer-
ential eﬀects on the Hα, Hβ, and Hγ lines (cf. Kašparová &
Heinzel 2002). We used the preconditioned equations of sta-
tistical equilibrium (Rybicki & Hummer 1991) and solved the
coupled system of NLTE equations by the accelerated lambda
iteration (ALI) method. For further details, see Heinzel (1995).
We found the equilibrium state for several beam fluxes with or
without the return current. The initial beam fluxes chosen in our
calculations were: F1 = 4 × 1011, 6 × 1011, 8 × 1011, and 1 ×
1012 erg cm−2 s−1. If the fluxes were lower, the number of run-
away electrons would decrease fast and their energy would ex-
ceed the beam energy in most depths. This gives a limit for using
of this simple model. Higher fluxes, on the other hand, would
be unrealistic. The initial energy of beam electrons was set to
E0 = 10 keV.
In Fig. 1, there are first three Balmer line profiles that result
from the nonthermal bombardment by the primary beam. The
eﬀects of return current were completely ignored. In this sense,
these calculations are similar to the ones of Fang et al. (1993)
and Kašparová & Heinzel (2002). In spite of their probably lim-
ited physical relevance, these profiles are useful for demonstrat-
ing the eﬀects of return currents in the more appropriate models
that follow. Figure 2 shows the situation where α is calculated
using Eq. (2); i.e., the relative number of runaway return-current
electrons is calculated at each depth in the atmosphere. Finally,
in Fig. 3, there are profiles for the model with α constant along
the atmosphere. In the layers of Balmer line formation, α re-
mains approximately constant and its mean values are shown in
Table 1. Comparing Fig. 1 with Figs. 2 and 3, one can see that the
eﬀect of return current is very significant: All three lines show a
prominent increase emission in the line center.
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Table 1. The properties of the return currents. F1 stands for the initial
flux of the 10 keV beam, α is the mean relative number of runaway
return-current electrons in the Balmer lines formation region, and ER
stands for the typical energy of the return-current electrons in these lay-
ers. Both α and ER are average quantities which can roughly character-
ize the return-current properties in the region of interest.





In the region of Balmer line formation, the energy of the re-
turn current can be close to the excitation threshold of n ≥ 3 lev-
els of hydrogen, and it remains approximately constant along
an extended trajectory. The beam is finally stopped on a very
short path. The overall path of the beam is, however, sensitive
to the initial energy of the beam. In order to model the beam
propagation and line formation accurately, one has to interpo-
late the original F1 model of Machado et al. (1980) by a number
of grid points in the layers of the Balmer line formation. Since
the return-current energy and density are sensitive to the beam
flux (see Table 1), the resulting variation of the nonthermal col-
lisional rates leads to a significant variation in line profiles. For
both models under consideration, a maximum emission is found
for the beam flux of 6 × 1011 erg cm−2 s−1, although the result-
ing profiles from these models diﬀer slightly from each other.
In contrast to the case of 4 × 1011 erg cm−2 s−1, for which we
found the least emission among the studied flux intervals, the
return-current density is higher by a factor of 5. It leads to a sig-
nificant increase in nonthermal excitation rates. The disagree-
ment of the profiles at fluxes below 6 × 1011 erg cm−2 s−1 is the
result of the significant dependency of α on the beam flux and
atmospheric depth. The values of α at low fluxes (shown in the
Table 1) are only a rough approximation for the Balmer line for-
mation layers, and the model with α = const. seems to be less
accurate than the one given by Eq. (2). On the other hand, good
correspondence between the models is found for high fluxes. In
this case, the variation in α is less sensitive to the beam flux
and does not strongly vary with atmospheric depth. Then, the
α = const. model seems to give the appropriate results. The rea-
son the higher beam fluxes lead to a lower emission in the lines
is that the energy of the return current is not sufficient to excite
hydrogen atoms as can be seen in Table 1.
5. Conclusions and outlook
In this paper we used a simple model of the 10 keV electron
beam propagating in the chromosphere. We used two different
models of the return-current formation and calculated the differ-
ential effect on the profiles of the hydrogen Hα, Hβ, and Hγ lines
of the semiempirical F1 model.
The return-current flux only depends on the total flux
of the beam. For a realistic power-law distribution of the
beam, the main part of the beam flux is given by electrons
with energy close to the low-energy cutoff of this distribution.
Therefore, for simplicity we used the monoenergetic beam in our
model. Moreover, the excitation and ionization cross-sections of
low-energy return-current electrons are larger than those for
beam electrons, which makes the return-current effects on line
core formation stronger. Taking high-energy beam electrons into
account (i.e. using power-law distribution) would lead to in-
creased emission in the line wings due to penetration of those
electrons into the deeper atmospheric layers. However, the to-
tal flux of the beam in these layers is significantly lower than
the initial beam flux, and the return current and corresponding
effects are also strongly reduced.
Even our simple model shows that the effect of return cur-
rent is very important for future study of the hydrogen lines for-
mation since the energy of the return current can be expected
to be on the order of the excitation threshold energies of up-
per hydrogen levels, for which the excitation cross-sections are
high. Moreover, the fluxes Φ are high enough to excite a suf-
ficient number of atoms. As shown by Karlický et al. (2004),
the collisional rates from the nonthermal collisions can domi-
nate the collisional rates in the Balmer line formation regions.
The two models used in this work lead to similar results for
higher energy fluxes, but the result differs for lower fluxes. The
excitation threshold effects seem to play an important role for
higher fluxes, but they are very likely only a consequence of the
monoenergetic model we used. The difference between the two
models shows the used approximations to be incompatible for
lower fluxes, where the the approximation of constant α is not
applicable. A detailed description of the energy distribution of
the return-current electrons would lead to more realistic line in-
tensities. This complex issue will be subject of a forthcoming pa-
per, which will also study the impact polarization of the Balmer
lines.
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