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Besides being a mathematically interesting topic on its own, subfactors have also at-
tracted the attention of physicists, since there is a conjectured correspondence between
these and Conformal Field Theories (CFTs). Although there is quite a persuasive body
of evidence for this conjecture, there are some gaps: there exists a set of exceptional sub-
factors with no known counterpart CFT. Hence, it is necessary to develop new techniques
for building a CFT from a subfactor. Here, it is useful to study the underlying mathemat-
ical structure in more detail: The even parts of every subfactor give rise to two Unitary
Fusion Categories (UFCs), and it is a promising direction to study quantum spin systems
constructed from these categories to find a connection to CFTs.
The simplest example that requires new techniques for building a CFT is the Haagerup
subfactor, since it is the smallest subfactor with index larger than 4. In this thesis, we
investigate the question whether there is a CFT corresponding to the Haagerup subfactor
via lattice models in one and two dimensions. The first task here is to find the F -symbols
of the fusion category since these are crucial ingredients for the construction of a physical
model in all of the models we consider in this thesis. We then investigate the following
models:
(1) The golden chain model, which is a one-dimensional spin chain whose ground
state can be investigated in order to obtain information about the hypothetical
CFT (such as the central charge).
(2) Quantum spin chains (such as the golden chain model) with defects. The con-
struction of the vertices of the defect chain gives insight into a possible way to
construct a Unitary Modular Tensor Category (UMTC) via the so-called annular
category.
(3) The Levin-Wen model, which is a two-dimensional lattice model with an exactly
solvable Hamiltonian that gives rise to a topological quantum field theory. Most
interestingly for us, the excitations of the system yield a UMTC.
We find that there is no evidence for a corresponding CFT from the investigation of
the UFCs directly and it is necessary to expand these studies to the corresponding UMTC,
which can, for instance, be obtained via the excitations of the Levin-Wen model.




Abgesehen davon, dass Subfaktoren ein interessantes mathematisches Gebiet für sich
darstellen, haben sie auch die Aufmerksamkeit von Physikern erregt, da vermutet wird,
dass es einen Zusammenhang zwischen Subfaktoren und konformen Feldtheorien (CFT)
gibt. Obwohl inzwischen eine überzeugende Menge an Hinweisen für die Gültigkeit dieser
Vermutung erbracht wurde, existieren immer noch einige Lücken: Es gibt eine Reihe
außergewöhnlicher Subfaktoren, für die keine entsprechende CFT bekannt ist. Daher ist
es notwendig, neue Techniken für die Konstruktion einer CFT aus einem Subfaktor zu
entwickeln. Hier ist es sinnvoll, die zugrunde liegende mathematische Struktur genauer
zu untersuchen: Aus den sogenannten ,,even parts” eines Subfaktors ergeben sich zwei
unitäre Fusionskategorien (UFCs). Ein vielversprechender Ansatz ist, aus diesen Kate-
gorien Quantenspinsysteme zu konstruieren und zu untersuchen, um eine Verbindung zu
CFTs zu finden.
Das einfachste Beispiel, das neue Techniken zur Konstruktion einer CFT erfordert, ist
der Haagerup Subfaktor, da er der kleinste Subfaktor mit einem Index größer als vier ist.
In dieser Arbeit untersuchen wir mithilfe von ein- und zweidimensionalen Gittermodellen
die Frage, ob eine CFT existiert, die zum Haagerup Subfaktor gehört. Die erste Auf-
gabe hierbei besteht darin, die F -Symbole der Kategorie zu berechnen, da diese bei allen
Modellen, die in dieser Arbeit untersucht werden, einen entscheidenden Bestandteil der
Konstruktion darstellen. Wir betrachten die folgenden Modelle:
(1) Das sogenannte ,,Golden Chain”-Modell, bei dem es sich um eine eindimensionale
Spinkette handelt, deren Grundzustand Informationen (wie zum Beispiel den
Wert der zentralen Ladung) über die hypothetische CFT enthält.
(2) Quantenspinketten (wie die Golden Chain) mit Defekten. Die Konstruktion der
Vertices, die die Kette mit Defekten bilden, liefert Einblicke in eine mögliche Kon-
struktion einer unitären modularen Tensorkategorie (UMTC) über die sogenannte
Annulare Kategorie.
(3) Das Levin-Wen Modell, welches ein zweidimensionales Gittermodell mit exakt
lösbarem Hamiltonian ist, das eine topologische Quantenfeldtheorie liefert. Am
interessantesten für uns ist, dass die Anregungen des Systems eine UMTC ergeben.
Wir stellen fest, dass die Untersuchung der UFCs selbst keine Hinweise auf eine
Haagerup CFT liefert, und schließen daraus, dass es notwendig ist, diese Untersuchung
auf die entsprechende UMTC auszudehnen, die zum Beispiel über die Anregungen des
Levin-Wen Modells konstruiert werden kann.
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Guang-Can Guo, René Schwonnek, and Ramona Wolf. Entanglement Detection
by Violations of Noisy Uncertainty Relations: A Proof of Principle (2019). Phys-








Chapter 1. Introduction 1
Part 1. Mathematical tools 5
Chapter 2. Basics of category theory 7
2.1. Basic definitions 7
2.2. Monoidal categories 11
2.3. Fusion categories 16
2.4. Braided categories 21
2.5. Modular tensor categories 23
Chapter 3. Trivalent categories 29
3.1. Basic definitions 29
3.2. Cubic trivalent categories 32
3.3. The trivalent category H3 34
Chapter 4. Subfactors and fusion categories 37
4.1. Fusion categories from subfactors 37
4.2. Module categories and algebra objects 42
4.3. From algebra objects to principal graphs 52
4.4. The centre construction 53
Chapter 5. The Haagerup subfactor and its fusion categories 57
5.1. The F -symbols for the category H3 62
5.2. Algebra objects in H3 65
5.3. Module categories over H3 67
Part 2. Microscopic models 69
Chapter 6. Anyon chains 71
6.1. Anyonic statistics 72
6.2. Algebraic theory of anyons 73
6.3. Building chains from anyon models 90
6.4. Numerical methods for anyon chains 94
6.5. The H3 chain 101
6.6. Further directions 105
ix
x CONTENTS
Chapter 7. Defects in quantum spin systems 109
7.1. Gauging defects in lattice systems 110
7.2. A spin chain with defects 114
7.3. A Vec(Z/2Z) spin chain 115
Chapter 8. String-net models for unitary fusion categories 133
8.1. Tetrahedral symmetry 134
8.2. The Levin-Wen model 136
8.3. Hamiltonian without tetrahedral symmetry 142
8.4. Properties of the Hamiltonian 147
8.5. Connection to the original Hamiltonian 155
8.6. Excitations 156
8.7. Further generalisations 163
Chapter 9. Conclusion 165
Appendix 167
Appendix A. F -symbols for the H3 fusion category 169
A.1. 1-dimensional F -symbols 170
A.2. 3-dimensional F -symbols 173
A.3. 4-dimensional F -symbols 176






Phase transitions are arguably a physical phenomenon that affects our life on a daily
basis: Whenever you see ice cream melting in summer (solid to liquid), or steam coming
from a tea kettle (liquid to gas), you have just witnessed a phase transition. These
kind of phase transitions are thermal transitions, which means that they occur when the
temperature T of the system reaches a critical value T = TC . Near this critical point, the
correlation length (i.e., the distance over which correlation functions of physical quantities
are non-trivial) eventually becomes much larger than the lattice spacing, which implies
that the system can be described by a continuous field theory. An infinite correlation
length furthermore implies that there is no natural length scale, hence the field theory
that describes the system near the critical point TC is a conformal field theory.
There is another kind of phase transition apart from thermal phase transitions which
occurs at T = 0. When tuning a certain control parameter g (for example, the strength
of the magnetic field), phase transitions occur when the parameter reaches a critical point
g = gC . This is called a quantum phase transition for the following reason: Since a system
at zero temperature is always in its lowest-energy state, only quantum fluctuations (as
opposed to thermal fluctuations) can be responsible for the transition. Similar to thermal
phase transitions, there is no dimensional scale available, hence a system near a quantum
phase transition is described by a conformal field theory.
Motivated by the practical applications described above, the study of Conformal Field
Theories (CFTs) has also attracted researchers from a purely mathematical background.
Mathematical investigations into the theory of quantum fields have led to a conjectured
correspondence between subfactors and CFTs by Jones [Jon90], which builds on earlier
work by Doplicher and Roberts [DR89]. Evidence for this conjecture was later found by
Bischoff [Bis15, Bis16], who showed that it holds for all subfactors with index less than
four, and others [CMS11, Xu18]. However, a general proof of this conjecture is far from
being in sight, which implies that it probably requires new techniques to build CFTs from
subfactors. The first interesting example here is the Haagerup subfactor [Haa94, AH99],
since it is the smallest (finite-depth, irreducible, hyperfinite) subfactor with index more
than four. Interestingly, even though it is not known whether there is a corresponding
CFT to this subfactor, it is still possible to indirectly study a hypothetical Haagerup CFT
[EG11]. Hence there is already some knowledge of the properties of the hypothetical CFT
even though it is not known whether it exists, which motivates the central question of this
thesis:
Is there a conformal field theory that corresponds to the
Haagerup subfactor?
In this thesis, we investigate this question via microscopic models in one and two
dimensions. The general approach, as depicted in Figure 1, is the following: The even
parts of a finite-depth subfactor give rise to two Unitary Fusion Categories (UFCs). It











Subfactor UFC UMTC CFT
Figure 1. The path from subfactors to CFTs. From a subfactor, one can
get two unitary fusion categories (UFCs) via its even parts. Using one of several
methods, it is possible to construct the corresponding Unitary Modular Tensor
Category (UMTC). Since a UMTC describes anyons, we can build an anyon chain
from it and thereby get information about the corresponding Conformal Field
Theory (CFT). Building an anyon chain directly from the UFC is simpler than
constructing the UMTC first, but it is not guaranteed to succeed.
Category (UMTC) from the UFCs1, which is called the Drinfeld centre or quantum double
of the subfactor: The direct construction is simply using the definition of the Drinfeld
centre, but this approach is tedious and involves complicated and lengthy calculations.
Another possibility is constructing a two-dimensional lattice model from one of the UFCs,
the so-called Levin-Wen model [LW05]. The excitations of the system form a UMTC,
which is exactly the Drinfeld centre of the underlying fusion category. A third possibility
is a construction via the so-called tube algebra, or, more generally, annular category. We
encounter these categories in the construction of a one-dimensional chain of particles that
has defects in it, i.e., where we allow objects in the chain that do not come from the
underlying category. However, this approach is also computationally very challenging.
A UMTC is the mathematical model for exotic quasiparticles called anyons, which only
arise in two-dimensional systems. Their statistical behaviour is much less restricted than
those of the commonly known fermions and bosons, which originates from the different
topologies of space-time evolutions of point-like particles in two and three dimensions:
Consider the process of exchanging two indistinguishable particles as depicted in Figure 2.
In three dimensions, the path C1 that describes how one particle encircles the other, can
always be continuously deformed to the path C2, which does not encircle the other particle.
This path in turn is contractible to a point, denoted 0, hence the wave function of the
system must satisfy
Ψ(C1) = Ψ(C2) = Ψ(0).
The process of one particle encircling the other is equivalent to exchanging the two particles
twice. Hence, the evolution of the system can be represented by the exchange operator R
such that Ψ(C1) = R
2Ψ(0). Since C1 can be contracted to a point, the exchange operator
has to fulfil R2 = 1. This has only two solutions, R = +1 (which corresponds to bosons)
and R = −1 (which corresponds to fermions). In two dimensions, however, the situation
is different: Here, the path C1 cannot be continuously deformed to C2 since it cannot
cross the particle. Therefore, the exchange operator R is not required to square to the
identity but can be represented by a complex phase or even by a unitary matrix. In
the first case, the anyons are called abelian and in the second case non-abelian (which
comes from the fact that matrices, in general, do not commute). These exotic exchange
1Note that it is not important which of the UFCs we use for the construction since they give rise to






Figure 2. Topological differences between three- and two-dimensional
particle circulation. In three dimensions, the loop C1 can always be contin-
uously deformed to the path C2, which in turn is contractible to a point. In
two dimensions, the paths are topologically distinct: C1 cannot be continuously
deformed into C2.
properties can be exploited to implement quantum gates and thus realising topological
quantum computation. The fact that the statistics only rely on the topological properties
of the system make this approach inherently robust to environmental noise.
There is a remarkable relation between these exotic particles and conformal field the-
ories, which we exploit to draw the final part of the connection between subfactors and
CFTs. By building a one-dimensional chain of anyons with nearest-neighbour interactions,
it is possible to extract information about the corresponding CFT by studying phase tran-
sitions of the system. If the model exhibits a quantum phase transition, we will observe
that the correlation length diverges (when the system size goes to infinity), and with it
the entanglement entropy of the system. This relation allows us, for example, to get an
estimate for the central charge, which is an important characteristic of a CFT. This ap-
proach was successfully carried out for Fibonacci anyons [FTL+07] and for SO(5)2 anyons
[FFL+14].
In this thesis, we address several of the stages that are depicted in Figure 1 for the
example of the Haagerup subfactor. The first step is easy in this case since the two
unitary fusion categories coming from the Haagerup subfactor, denoted H1 and H2, have
already been constructed. Moreover, as described in Chapter 5, all categories in the Morita
equivalence class (which is a certain equivalence between categories) are known: Apart
from the two UFCs that directly come from the subfactor, there is a third one in the Morita
equivalence class, denoted H3, which is not equivalent to either of the two (only Morita
equivalent–this is an important difference). Since one characteristic of Morita equivalence
is that the Drinfeld centre of the categories are equal, we can do the UMTC construction
for any of the three categories. Here, the category H3 is especially easy for calculations
since it is not only a fusion category but also a trivalent category. As such, the graphical
calculus within the category is particularly simple, as explained in Chapter 3. However,
in order to do graphical calculations within the category it is crucial to calculate the
F -symbols, which is done in Chapter 5.
The second step, constructing the UMTC from the UFC, is more complicated. As
mentioned above, the direct construction of the Drinfeld centre via its definition is an
extraordinarily lengthy and complicated calculation (see Section 4.4). Another approach
via the so-called tube algebra is briefly mentioned in Chapter 7, but not pursued further
since it is computationally very involved. In Chapter 7, we make a slight detour from
our journey from subfactors to CFTs by studying defects in spin chains. Although this
does not directly contribute to answering the central question of this thesis, it is a natural
generalisation of anyon chains and yields insight into the study of topological phases. Here,
we also encounter the so-called annular category, whose representations are connected to
the Drinfeld centre. For the purpose of finding the UMTC, the most promising approach
4 1. INTRODUCTION
is the Levin-Wen model, even though it has its own unique challenges: The original model
can only be constructed from UFCs that fulfil a certain symmetry condition, the so-called
tetrahedral symmetry, which is not fulfilled for the Haagerup fusion categories. Hence, the
first step here is to find a generalisation of this model that also includes categories without
tetrahedral symmetry, which is presented in Chapter 8. It turns out that in the general
Levin-Wen model, finding the excitations is a more complicated task because of the lack
of some symmetries. However, there is a promising approach of finding the excitations by
constructing a tensor-network representation of the ground state of the model.
Since the possible ways of constructing the Drinfeld centre of the UFCs all involve
challenging tasks and time-consuming calculations, it is worth trying a simpler approach
first: Although it is not guaranteed to succeed, it is possible to build an anyon chain
from the UFC directly instead of using the UMTC. Hence, in Chapter 6, we construct
the anyon chain from the category H3 and numerically study the behaviour of the ground
state. Unfortunately, we find that using the UFC directly does not give rise to a quantum
phase transition, hence it is inevitable that we must construct the UMTC in order to study
the connection to the CFT.
This thesis is organized in two parts: In the first part, we introduce the mathematical
concepts that are essential for building physical models from fusion categories. Here, we
begin with an introduction to the basic concepts of category theory in Chapter 2 and
introduce the special case of trivalent categories in Chapter 3. We then give the basic
concepts of the theory of subfactors in Chapter 4 with an emphasis on the connection to
fusion categories. The final chapter of Part 1, Chapter 5, discusses the Haagerup subfactor
in detail and presents the corresponding fusion categories, especially the category H3,
which is the motivating example of this thesis.
In the second part of this thesis we discuss several microscopic models which are built
from fusion categories. We begin with describing anyon chains in Chapter 6 and present
several numerical results for a chain built from the fusion category H3. In Chapter 7, we
extend this concept by allowing defects to be part of this chain. We study this model
for the category Vec(Z/2Z). A model that connects fusion categories directly to their
quantum double is the Levin-Wen model, which is discussed in Chapter 8. Here, we
present a modification to the original model such that it is applicable to the category H3.
Finally, we summarize the results of this thesis in Chapter 9 and discuss potential further





Basics of category theory
Category theory takes a fairly general view of mathematical concepts. Instead of con-
centrating on details, it is the patterns and structures that are brought into focus here.
The advantage of this approach is that methods that have proven helpful in one area of
mathematics can be transferred to other areas, thus providing new (and possibly easier)
proof techniques in these areas. The concept of categories was introduced by Samuel
Eilenberg and Saunders Mac Lane in 1945 during their study of algebraic topology, while
attempting to understand the processes that preserve mathematical structures [EM45].
A detailed treatment of the topic can be found in [Mac98] and [Bor94], and more intro-
ductory texts are [Lei09] and [Awo10]. A more physics-oriented explanation of categories
can be found in [BS10] and [BBH+18], for example.
In this thesis, we want to employ category theory to describe complex quantum sys-
tems, which is why we restrict ourselves to the basic definitions of category theory here.
The systems of interest are anyons, which are modelled by a specific type of category,
namely Unitary Modular Tensor Categories (UMTCs). These come with the additional
structure of a tensor category which allows us to describe composite systems and, more-
over, the interaction of particles. Furthermore, they provide a graphical calculus that
allows for a simple way of calculating properties of the system. We also introduce another
specific type of categories, so-called trivalent categories, which describe some specific ex-
amples of anyon models in the next chapter. Although they cannot be used to generally
treat anyons, it is worth to study these categories since their graphical calculus is extraor-
dinarily simple. This makes trivalent categories an excellent source of simple examples for
constructions that heavily rely on the graphical calculus.
Although we limit ourselves to the basics of category theory here, we cannot avoid
presenting a list of definitions, since learning a new mathematical concept is much like
learning a new language: first, you need to learn a lot of vocabulary!
2.1. Basic definitions
Definition 2.1 (Category). A category C consists of:
• a collection1 Obj(C) of objects,
• for each pair of objects X,Y ∈ Obj(C), a collection HomC(X,Y )2 of morphisms
(or maps) from X to Y ,
• for each X,Y, Z ∈ Obj(C), a function called composition:
HomC(Y, Z)× HomC(X,Y )→ HomC(X,Z)
(g, f) 7→ g ◦ f,
1We use the term collection to indicate that this is not necessarily a set, but is, in general, too large
to be a set. Think, for example, of the collection of all sets, which is not a set itself. This avoids running
into Russel’s paradox.
2The notation “Hom” is of historical origin and stands for homomorphism, which appeared in one of
the earliest examples of a category.
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• for every object X ∈ Obj(C), an element idX ∈ HomC(X,X) called the identity
on X.
These satisfy the following properties:
(1) associativity: for each f ∈ HomC(W,X), g ∈ HomC(X,Y ), and h ∈ HomC(Y, Z)
it holds that
(h ◦ g) ◦ f = h ◦ (g ◦ f),
(2) identity laws: for every morphism f ∈ HomC(X,Y ), we have f ◦idX = f = idY ◦f .
Remark 2.2. For convenience and/or clarity, we sometimes switch between different
notations throughout this thesis:
(1) We often write X ∈ C instead of X ∈ Obj(C).




(3) We write Hom(X,Y ) instead of HomC(X,Y ) whenever the category the mor-
phisms live in is clear from the context.
Remark 2.3. If a morphism f ∈ HomC(X,Y ), we call X the domain and Y the codomain
of f . Every morphism in a category has a definite domain and a definite codomain.
Remark 2.4. Throughout this thesis, we will often use the terminology that a diagram
commutes. This has the following meaning: Whenever there are two paths from an object
X to another object Y , the map from X to Y that is obtained by composing the maps
along one path equals the map obtained by composing maps along the other path. For






This diagram is said to commute if g ◦ f = j ◦ i ◦ h.
Definition 2.5 (Isomorphism). A morphism f : X → Y in a category C is an isomorphism
if it has an inverse, i.e., there exists a morphism g : Y → X such that g ◦ f = idX and
f ◦ g = idY .
This definition of an isomorphism is an example of the abstract way in which notions
or concepts can be defined in the language of category theory. It has the advantage that,
unlike other common definitions of isomorphisms, it does not use any additional structures
than those given by the definition of the category. For example, an isomorphism of sets is
usually defined as a bijective function, a definition that makes use of the elements of the
objects.
To illustrate the abstract definition, we have a look at some examples that include
familiar mathematical objects such as sets and groups:
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Example 2.6 (Category of Sets). In the category of sets, denoted Sets, the objects are all
possible sets. This implies that the collection of all objects of Sets itself is not a set, but
a class. The collection of morphisms from a set X to a set Y , Hom(X,Y ), consists of all
maps f : X → Y . Composition of morphisms then simply corresponds to the composition
of maps. The identity morphism idX : X → X exists for every X ∈ Obj(Sets) and is given
by the map I(a) = a for all a ∈ X.
Example 2.7 (Group). A group G can be described as a category G with a single object
? and where all morphisms are isomorphisms. Here, Obj(G) = {?} and there is only one
collection of morphisms, namely Hom(?, ?) which is given by the elements g of the group
G:
Hom(?, ?) = {g|g ∈ G}.
Composition corresponds to the group operation (for example, multiplication) and the
identity morphism is given by the unit object of the group. Since in a group every element
has a unique inverse, every morphism in G is an isomorphism. This example illustrates
a key guiding principle in category theory, namely, capturing the interesting structure
within a category by the morphism sets Hom(X,Y ) rather than in terms of complicated
object classes.
Within a category, we are usually interested in connections, or maps, between objects.
We can ask the same question about categories themselves, i.e., if there is a sensible notion
of a map between categories. The answer to this question is yes, and the mathematical
objects that describe these maps are called functors:
Definition 2.8 (Functor). Let C and D be categories. A functor F : C → D between
these categories consists of
• a function that assigns objects in C to objects in D:
Obj(C)→ Obj(D)
X 7→ F (X),
• for each X,Y ∈ C, a function that maps morphisms in C to morphisms in D:
HomC(X,Y )→ HomD(F (X), F (Y ))
f 7→ F (f),
which satisfy the following axioms:
(1) F (g ◦ f) = F (g) ◦ F (f) for all composable morphisms f, g,
(2) F (idX) = idF (X) for all X ∈ C.
Functors preserve the structure of a category: They preserve domains and codomains,
identities, and composition. Hence, a functor F : C → D transforms a diagram in C into
a—probably distorted—diagram in D:






F (X) F (Z)
F (g)F (f)




Definition 2.9 (Natural transformation). Let C and D be categories and F : C → D and






in D, such that for every morphism f : X → X ′ in C, the diagram





commutes. The maps αX are called the components of α.
In the same way that functors can be seen as maps between categories, i.e., as mor-
phisms in the category of categories, natural transformations can be seen as maps between
functors. There is indeed a notion of composition of natural transformations: Given two
natural transformations α : F → G and β : G → H, with F,G,H : C → D, there is a
composite natural transformation β ◦ α : F → H which is defined by
(β ◦ α)X = βX ◦ αX
for all X ∈ Obj(C). There is also an identity natural transformation idF : F → F , defined
by (idF )X = idF (X) for any functor F . Therefore, for any two categories C and D, one can
construct a category whose objects are the functors from C to D and whose morphisms
are the natural transformations between them. This is called the functor category from C
to D and denoted [C,D].
Definition 2.10 (Natural isomorphism). Let C and D be categories and F,G : C → D be
functors. A natural transformation α : F → G is a natural isomorphism if αX : F (X) →
G(X) is an isomorphism for all X ∈ Obj(C).
Remark 2.11. There is an equivalent definition of a natural isomorphism: Given two
categories C,D, a natural isomorphism between functors from C to D is an isomorphism
in the category [C,D].
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2.2. Monoidal categories
Monoidal categories provide additional structure beyond the basic definitions of a
category, namely the notion of a tensor product, both between objects and between mor-
phisms. A detailed treatment of tensor categories can be found in [EGNO15]. For a
more introductory text we refer to [BK01].
Definition 2.12 (Monoidal category). A monoidal category is a sextuple (C,⊗, α,1, l, r)
where C is a category equipped with a bifunctor
⊗ : C × C → C,
called the tensor product bifunctor. The maps α, l, and r are natural isomorphisms:
αX,Y,Z : (X ⊗ Y )⊗ Z → X ⊗ (Y ⊗ Z), X, Y, Z ∈ C,
lX : 1⊗X → X, X ∈ C,
rX : X ⊗ 1→ X, X ∈ C.
where α is called the associator3 (or associativity isomorphism), l and r are called left and
right unit constraints, and 1 ∈ Obj(C) is an object of C called the unit object, such that
the following axioms are fulfilled:
(1) The pentagon axiom: The following diagram commutes for all objectsW,X, Y, Z ∈
Obj(C):
(X ⊗ Y )⊗ (Z ⊗W )
((X ⊗ Y )⊗ Z)⊗W X ⊗ (Y ⊗ (Z ⊗W ))





(2) The triangle axiom: The following diagram commutes for all objects X,Y ∈
Obj(C):
X ⊗ Y
(X ⊗ 1)⊗ Y X ⊗ (1⊗ Y )
rX ⊗ idY idX ⊗ lY
αX,1,Y
The triangle axiom ensures that adding an removing trivial lines (i.e., units) is
consistent with the associativity isomorphism.
3This notation is not to be confused with the natural transformation, that is also denoted α. Since we
do not need natural transformations in the remainder of this chapter, we use α to denote the associator
from now on.
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Proposition 2.13. The following diagrams commute for all objects X,Y ∈ Obj(C):
X ⊗ Y
(1⊗X)⊗ Y 1⊗ (X ⊗ Y )
lX ⊗ idY lX⊗Y
α1,X,Y
X ⊗ Y
(X ⊗ Y )⊗ 1 X ⊗ (Y ⊗ 1)
rX⊗Y idX ⊗ rY
αX,Y,1
Proof. See [EGNO15, Proposition 2.2.4]. 
Example 2.14. The category Sets introduced in Example 2.6 is a monoidal category
where the tensor product is given by the Cartesian product: For two sets X,Y it is
defined as
X × Y = {(x, y)|x ∈ X, y ∈ Y }.
The unit object with respect to the tensor product is a one element set.
Example 2.15. Consider a group G and let A be an abelian group with operation written
multiplicatively. We define the category CG(A) in the following way:
• Objects in CG(A) are labelled by the elements of G: Obj(CG(A)) = {δg|g ∈ G}.
• Morphisms are defined via the abelian group A:
Hom(δg1 , δg2) =
{
∅, if g1 6= g2
A, if g1 = g2.
The tensor product of two objects δg1 , δg2 is defined as δg1⊗δg2 = δg1g2 . For two morphisms
a, b, it is given by the multiplication operation in A: a ⊗ b = ab. The unit object with
respect to the tensor product is given by the unit element of G. This example illustrates
that in a monoidal category, the tensor product X ⊗ Y does not need to be isomorphic to
Y ⊗X.
In a monoidal category n-fold tensor products can be constructed from any ordered
sequence of objects X1, . . . , Xn, namely any parenthesising of the expression X1⊗· · ·⊗Xn,
which are, in general, distinct objects in the category C. However, for n = 3, there
is a canonical identification of the two different parenthesisations of the tensor product,
namely (X1 ⊗X2)⊗X3 and X1 ⊗ (X2 ⊗X3), given by the associativity isomorphism. A
straightforward combinatorial argument then shows that for n ≥ 3, any two parenthesized
products of X1, . . . , X3 can be identified using a chain of associativity isomorphisms.
It would be convenient if we could say that for this reason, we can safely neglect any
parentheses in any monoidal category by identifying all possible parenthesized products
with each other. Unfortunately, this leads to the following problem: For n ≥ 4, there
is, in general, more than one possible chain of associativity isomorphisms that maps one
parenthesising to another, and it is not clear whether they provide the same identification.
For n = 4, this problem is solved because by the pentagon axiom, we demand that the
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two possible chains of associativity isomorphisms yield the same identification. But what
about the case n > 4? This is solved by the following theorem of Mac Lane:
Theorem 2.16 (Mac Lane’s coherence theorem). Let X1, . . . , Xn ∈ C. Let P1, P2 be
any two parenthesized products of X1, . . . , Xn (in this order) with arbitrary insertions
of the unit object 1. Let f, g : P1 → P2 be two isomorphisms, obtained by composing
associativity and unit isomorphisms and their inverses possibly tensored with identity
morphisms. Then f = g.
Proof. See [Mac98] or [EGNO15, Theorem 2.9.2]. 
Definition 2.17 (Equivalence). Two categories C and D are called equivalent if there
exist functors F : C → D and G : D → C such that
G ◦ F ∼= idC
F ◦G ∼= idD.
The functors F and G are called equivalences.
Definition 2.18 (Monoidal functor). Let (C,⊗, α,1, l, r) and (C′,⊗′, α′,1′, l′, r′) be two
monoidal categories. A monoidal functor from C to C′ is a pair (F, J), where F : C → C ′
is a functor, and
JX,Y : F (X)⊗′ F (Y )→ F (X ⊗ Y )
is a natural isomorphism such that F (1) is isomorphic to 1′ and the following diagram
commutes for all X,Y, Z ∈ Obj(C):
(F (X)⊗′ F (Y ))⊗′ F (Z) F (X)⊗′ (F (Y )⊗′ F (Z))
F (X ⊗ Y )⊗′ F (Z) F (X)⊗′ (F (Y ⊗ Z))
F ((X ⊗ Y )⊗ Z) F (X ⊗ (Y ⊗ Z))
α′F (X),F (Y ),F (Z)
JX,Y ⊗′ idF (Z)
JX⊗Y,Z
idF (X) ⊗′ JY,Z
JX,Y⊗Z
F (αX,Y,Z)
A monoidal functor is said to be an equivalence of monoidal categories if it is an
equivalence of ordinary categories.
Definition 2.19 (Strict). A monoidal category is strict if the associativity isomorphism
and the unit constraints are identities, hence for all objects X,Y, Z ∈ Obj(C) there are
equalities
(X ⊗ Y )⊗ Z = X ⊗ (Y ⊗ Z)
X ⊗ 1 = X = 1⊗X.
Theorem 2.20. Every monoidal category is monoidally equivalent to a strict monoidal
category.
Proof. See [EGNO15, Theorem 2.8.5]. 
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Remark 2.21. Note that although Theorem 2.20 implies you can always turn your cate-
gory into a strict one, it is not necessarily useful to do so. For example, in order to make a
monoidal category strict one may have to add new objects to it (see [EGNO15, Remark
2.8.6]). But if you already have an idea of what the objects in your category should be,
you might not want to abandon this to make the category strict, even though it would
allow you to work with trivial associativity and unit constraints.
Remark 2.22. Instead of turning your category into a strict one, it is sometimes more
useful to turn it into a skeletal one. A skeletal category is one which has only one object
in every isomorphism class, i.e., if two objects are isomorphic to each other, they are
actually equal. Any category is equivalent to a skeletal one (simply by the axiom of
choice), however, a monoidal category does not have to be equivalent to a category that
is strict and skeletal at the same time. Although the associators are non-trivial in a
skeletal category, these categories are still often particularly nice to work with in actual
calculations.
Graphical calculus of monoidal categories. Monoidal categories, often equipped
with additional structure, come with a graphical language of string diagrams. This often
helps to visualise and simplify relations and equations in the category. Such a calculus
has first been introduced in [JS91] and has been widely used afterwards. Some intro-
ductions with different emphases are [Kas95], [Sel10] and [HV19]. The convention we
use throughout this thesis is that diagrams are always read from bottom to top (unless
otherwise stated).





Every morphism has an ingoing leg (the domain) and an outgoing leg (the codomain).
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Composition of morphisms corresponds to connecting legs: Given two morphisms f : X →









Note that in this graphical calculus associativity of morphisms is implicit. Consider the
three morphisms f : W → X, g : X → Y and h : Y → Z, then both parenthesis structures,








The previous diagrams are all valid in any category since they just visualise the con-
cepts and properties mentioned in Definition 2.1. More specific to a monoidal category
is the visualisation of the monoidal product (or tensor product). Given two morphisms
f : X → X ′ and g : Y → Y ′, their tensor product f⊗g : X⊗Y → X ′⊗Y ′ is the horizontal
juxtaposition of the individual diagrams:
X ⊗ Y
X ′ ⊗ Y ′












The unit object 1 is often depicted either as a dashed line or by the absence of any line
when it is clear from the context, e.g., the morphism f : 1→ X ⊗ Y can be drawn in the









We will use and extend the here presented graphical calculus in the following sections
to illustrate different concepts and properties of categories, such as duals of morphisms
and braiding structures, and to explain calculations within them, e.g., how to define and
evaluate the trace of an object or a morphism graphically.
2.3. Fusion categories
Fusion categories are monoidal categories that are especially easy to work with since
the morphism spaces are linear vector spaces and all properties can be expressed in terms
of the simple objects of the category. However, before we state the definition of a fusion
category, we need to introduce several adjectives.
Definition 2.23 (Left duals). In a monoidal category (C,⊗, α,1, l, r), an object X∗ ∈
Obj(C) is said to be a left dual of X ∈ Obj(C) if there exist morphisms
evX : X
∗ ⊗X → 1







coevX = X X
∗
such that the compositions
X
coevX⊗ idX−−−−−−−→ (X ⊗X∗)⊗X
aX,X∗,X−−−−−→ X ⊗ (X∗ ⊗X) idX⊗ evX−−−−−−→ X
X∗
idX∗⊗ coevX−−−−−−−−→ X∗ ⊗ (X ⊗X∗)
a−1
X∗,X,X∗−−−−−−→ (X∗ ⊗X)⊗X∗ evX⊗ idX∗−−−−−−→ X∗









These morphisms are called evaluation and coevaluation.
Definition 2.24 (Right duals). In a monoidal category (C,⊗, α,1, l, r), an object ∗X ∈
Obj(C) is said to be a right dual of X ∈ Obj(C) if there exist morphisms
ev′X : X ⊗ ∗X → 1
coev′X : 1→ ∗X ⊗X,









such that the compositions
X
idX⊗ coev′X−−−−−−−→ X ⊗ (∗X ⊗X)
a−1
X,∗X,X−−−−−→ (X ⊗ ∗X)⊗X
ev′X⊗ idX−−−−−−→ X
∗X
coev′X⊗ id∗X−−−−−−−−→ (∗X ⊗X)⊗ ∗X
a∗X,X,∗X−−−−−−→ ∗X ⊗ (X ⊗ ∗X)
id∗X⊗ ev′X−−−−−−−→ ∗X








Remark 2.25. Note that for an object X ∈ Obj(C), the left (respectively, right) dual
object is unique up to a unique isomorphism.
Remark 2.26. If X∗ ∈ C is a left dual of an object X ∈ C, then it is obvious that X is
a right dual of X∗ with ev′X∗ = evX and coev
′
X∗ = coevX , and vice versa. This implies
that ∗(X∗) ∼= X ∼= (∗X)∗ for any object in C with left and right duals. Furthermore, in
any monoidal category, it holds that 1∗ = ∗1 = 1.
Remark 2.27. We can use the definitions of evaluation and coevaluation to construct
duals of morphisms: If X and Y are objects in a category C that have left duals X∗, Y ∗,
and f : X → Y is a morphism between them, one defines the left dual f∗ : Y ∗ → X∗ of f
by the composition
f∗ ≡ Y ∗ idY ∗⊗coevX−−−−−−−→ Y ∗ ⊗ (X ⊗X∗)
α−1
Y ∗,X,X∗−−−−−−→ (Y ∗ ⊗X)⊗X∗
(idY ⊗f)⊗idX∗−−−−−−−−−→ (Y ∗ ⊗ Y )⊗X∗ evY ⊗idX∗−−−−−−→X∗.









Analogously, if X,Y ∈ Obj(C) have right duals ∗X, ∗Y and f : X → Y is a morphism, one
defines the right dual ∗f : ∗Y → ∗X of f by
∗f ≡ ∗Y
coev′X⊗id∗Y−−−−−−−−→ (∗X ⊗X)⊗ ∗Y
α∗X,X,∗Y−−−−−−→ ∗X ⊗ (X ⊗ ∗Y )
id∗X⊗(f⊗id∗Y )−−−−−−−−−−→ ∗X ⊗ (Y ⊗ ∗Y )
id∗X⊗ev′Y−−−−−−→ ∗X,










Definition 2.28 (Rigid). An object in a monoidal category is called rigid if it has left
and right duals. A monoidal category C is called rigid if every object of C is rigid.
Definition 2.29 (k-linear). Let k be a field. A category C is said to be k-linear if
for all objects X,Y ∈ Obj(C) the morphisms Hom(X,Y ) form a k-vector space and the
composition of morphisms in C is bilinear with respect to k.
Definition 2.30 (Simple and semisimple). Let C be a k-linear category. An object X ∈
Obj(C) is called simple if Hom(X,X) = k. An object is called semisimple if it can be
written as a direct sum4 of simple objects. A category C is called semisimple if every
object of C is semisimple.
Definition 2.31 (Fusion category). A fusion category over C is a C-linear rigid semisim-
ple monoidal category with finitely many simple objects (up to isomorphism) and finite-
dimensional morphism spaces such that the identity object is simple.
Remark 2.32. Semisimplicity makes it easy to talk about properties of the category
since, generally speaking, everything can be characterized by its action on the simple ob-
jects. Furthermore, for a fusion category C, semisimplicity allows us to define multiplicity
coefficients in the following way: Label the equivalence classes of simple objects by some
set I and choose a representative Xi for each equivalence class i ∈ I. For i, j ∈ I there are
then integers Nkij ∈ Z+ such that




The notation NXk denotes the direct sum of N copies of the object Xk. We will use
these coefficients later in physical applications, where (2.1) is called a fusion rule5 and the
multiplicities Nkij are referred to as fusion coefficients (see Chapter 6). A fusion category
is said to be multiplicity-free if Nkij ∈ {0, 1} for all choices of i, j, k.
Working in a basis: F -symbols for fusion categories. When studying physical
systems in Part 2 of this thesis, we often choose a basis to do calculations in. This is
especially convenient since this means that most of our calculations can be done in terms
of matrices and vectors, hence we only need to employ linear algebra. When working in
a basis, an important part of the data of a fusion category are F -symbols (also called
6j-symbols). Here, also the notion of fusion coefficients introduced in Remark 2.32 comes
in handy.
4A monoidal category C is always equipped with a bifunctor ⊕ : C × C → C that ensures that the
direct sum X1 ⊕X2 of two objects in the category is again an object in the category.
5The name fusion rule originates from conformal field theory, where it describes how two excitations
can fuse (see [Ver88]).
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b in the following:
V abu ≡ Hom(u, a⊗ b),
When considering a tensor product of three objects instead of two, there are two ways of








V aqu ⊗ V bcq ,










These two choices are connected via a unitary isomorphism which is given by the so-called




V abp ⊗ V pcu →
⊕
q
V aqu ⊗ V bcq ,
















The F -matrix F abcu corresponds to a basis-change matrix of Hom(u, a⊗b⊗c) if the category
is strict (i.e., the associator αXY Z : (X ⊗ Y )⊗Z → X ⊗ (Y ⊗Z) is the identity), or to an
identification Hom(u, (a⊗ b)⊗ c) ∼= Hom(u, a⊗ (b⊗ c)) if the category is not strict.
If the fusion rules of the underlying category are not multiplicity-free, we have to




















In the following, we restrict our studies to the multiplicity-free case.
6We also use the terms F -move and F -matrix in the following.
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a b c d
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s
Figure 3. Pentagon identity in terms of tree diagrams. To ensure the
consistency of the underlying anyon model, this diagram has to commute.
We can continue this train of thought by considering morphism spaces with four objects
Hom(u, a⊗ b⊗ c⊗ d). In this case, there are five different possible decompositions of the
morphism space V abcdu . With the same argument as above they have to be connected by a
unitary isomorphism. As one can see in Figure 3, these isomorphisms are again given by
the F -moves defined in (2.2). However, since now we have more possible decompositions
than in the previous case, there are several ways to map from one decomposition to
another. For instance, consider the leftmost diagram in Figure 3. By employing two F -
moves (upper path), we can completely reverse the order of splitting and transform the
diagram into the rightmost one. However, this is also possible by following the lower path
in the diagram that includes three F -moves. Therefore, to guarantee the consistency of
the fusion category, the two paths have to be identical, or, stated differently, the diagram
in Figure 3 has to commute.
Note that every F -move in Figure 3 only acts on a subtree that is determined by its
indices. For instance, the F -move that maps from the leftmost tree to the upper middle
one acts on the subtree that represents the morphism space Hom(u, p ⊗ c ⊗ d), while
the subtree representing Hom(p, a⊗ b) remains unchanged. Hence, there is an additional
identity acting on V abp that we have omitted here for clarity. This becomes clearer when
considering the vector space decompositions where the F -moves are applied to as depicted
in Figure 4. Here, we have included the identity maps in the arrow labels.
The requirement that the diagram in Figure 3 has to commute leads to a condition for


























The F -move has to fulfil this equation for every allowed choice of labels from the set of
simple objects in the fusion category that is considered. Hence, the number of variables
and equations grows rapidly with the number of simple objects: If N is the number of
simple objects in the model, there are, in general, N6 variables for the F -moves (since
7Note that in the case with multiplicities, we have to consider additional indices as we did in (2.3).






































q ⊗ idV qdu ∑




s idV asu ⊗ F
bcd
s
Figure 4. Pentagon identity in terms of vector space decompositions.
The F -move always acts on parts of the vectors space decomposition while the
rest is left unchanged, i.e., the identity acts on it.
it has six indices) and N9 equations (since the pentagon equation includes nine different
labels). This makes it clear that solving the pentagon equation (2.4) rapidly becomes
complicated the more complex the category is.
Definition 2.33 (Unitary fusion category). A unitary fusion category is a fusion category
C where the F -symbols and the left and right unit constraints are unitary.
In the context of physical systems, we require the F -symbols to be unitary to represent
physical processes (see Chapter 6), hence we usually work with unitary fusion categories.
2.4. Braided categories
It is possible to equip a monoidal category with the structure of a braiding, which can
be thought of as swapping two objects in a category.
Definition 2.34 (Braiding). A braiding on a monoidal category C is a natural isomor-
phism
cX,Y : X ⊗ Y → Y ⊗X
such that the following diagrams (the hexagon diagrams) commute for all X,Y, Z ∈ Obj(C):
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(X ⊗ Y )⊗ Z
X ⊗ (Y ⊗ Z) (Y ⊗ Z)⊗X
Y ⊗ (Z ⊗X)







X ⊗ (Y ⊗ Z)
(X ⊗ Y )⊗ Z Z ⊗ (X ⊗ Y )
(Z ⊗X)⊗ Y







































When two strings are drawn close to each other it indicates that they are treated as a
single composite object for the braiding process. From these diagrams it becomes clear
that the hexagon equations impose a quite natural property of the braiding: braiding an
object with the tensor product of two objects is the same as braiding it separately with
one and with the other afterwards.
Definition 2.35 (Braided monoidal category). A braided monoidal category is a pair
consisting of a monoidal category C and a braiding.
Remark 2.36. Note that the braiding on a monoidal category is not unique. The same
monoidal category can have different structures of a braided category.
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This equation plays an important role in mathematical knot theory and also relates to
problems in condensed matter physics (see [Jim89, Kau01]).
It is possible to derive a description of the braiding operation when working in a specific
basis, similar to how we introduced the F -symbols in the previous section. This is done
by defining the so-called R-matrices. However, since these matrices do not play a role in
the rest of Part I of the thesis and will only be needed in the context of the description of
anyons in Chapter 6, we postpone this discussion to Section 6.2.
2.5. Modular tensor categories
We can add further adjectives to braided fusion categories, which will lead to the def-
inition of modular tensor categories. Modular tensor categories are not only fascinating
mathematical objects themselves, they are also interesting from a physics perspective, since
they are algebraic models of anyon systems [Kit06, Pac09, Wan10, RW18, BBCW19].
Furthermore, the study of modular tensor categories is closely related to Topological Quan-
tum Field Theories (TQFTs), since the notion of a unitary (2 + 1) TQFT is essentially
the same as that of a unitary modular tensor category (see [Tur10, BDSPV15]).
Originally, modular tensor categories were invented by Moore and Seiberg [MS89] and
later equivalently formulated as modular categories in a coordinate-free version by Turaev
[Tur92]. An accessible introduction to the topic can be found in [Tur10] and [BK01].
There are two different paths to define a Modular Tensor Category (MTC) from a
Braided Fusion Category (BFC), both involve a variety of new adjectives: one is via
introducing a twist θ (i.e., a non-zero complex number that is assigned to every object) to
formulate the notion of a Ribbon Fusion Category (RFC), the other one is via a pivotal,
spherical structure. The two possible ways are sketched in Figure 5. We will first give
definitions of all the occurring adjectives and then formulate the definition of a modular
tensor category.
We begin with giving the necessary definitions for the left path, which yields a defini-
tion of a modular tensor category via twists and ribbon structures on a braided monoidal
category.
Definition 2.37 (Twist). A twist on a braided rigid monoidal category C is a natural
isomorphism θ : idC → idC such that it is compatible with the braiding structure cX,Y of
the category:
(2.5) θX⊗Y = cY,X ◦ cX,Y ◦ (θX ⊗ θY )











Definitions 2.45, 2.47 and 2.48
Definition 2.39
Definition 2.42
Definitions 2.45, 2.47 and 2.48
Figure 5. Two paths to formulate a MTC from a BFC. One can ei-
ther equip the Braided Fusion Category (BFC) with a twist θ that has a ribbon
structure (left path), or with a pivotal structure that is spherical (right path).






The condition (2.5) can be depicted as
=
YX YX .
Definition 2.38 (Ribbon structure). A twist θ is called a ribbon structure if
(2.6) (θX)
∗ = θX∗ .
A ribbon tensor category is a braided rigid monoidal category equipped with a ribbon
structure. By using the construction of dual morphisms in Remark 2.27, (2.6) can be








We now give the definitions that correspond to the right path in Figure 5, namely
those of pivotal and spherical structures.
Definition 2.39 (Pivotal). Let C be a rigid monoidal category. A pivotal structure on C
is a collection of isomorphisms
φX : X → X∗∗
which is natural in X and satisfies φX⊗Y = φX ⊗ φY for all X,Y ∈ Obj(C). A rigid
monoidal category C equipped with a pivotal structure is said to be pivotal.
Definition 2.40 (Trace). Let C be a rigid monoidal category with a pivotal structure φ,
X ∈ Obj(C) and f ∈ HomC(X,X). The left canonical (or quantum) trace is then defined
TrL(f) : 1








Analogously, the right trace is defined
TrR(f) : 1
coevX∗−−−−→ X∗ ⊗X∗∗








Definition 2.41 (Dimension). Let φ be a pivotal structure on a rigid monoidal category
C. The dimension of an object X ∈ Obj(C) with respect to φ is
dimφ(X) = Tr
L(idX) ∈ EndC(1).
Hence, in a rigid monoidal category over a field k all dimensions are elements of k.
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for all objects X ∈ Obj(C). A rigid monoidal category is said to be spherical if it is
equipped with a spherical structure.
Theorem 2.43. Let C be a spherical category and X ∈ Obj(C) an object in C. Then for
any f ∈ HomC(X,X) it holds that
TrL(f) = TrR(f).
Proof. See [EGNO15, Theorem 4.7.15]. 
Remark 2.44. In a ribbon fusion category C, i.e., a braided fusion category that is
equipped with a ribbon structure, we cannot employ the definition of the trace given
in Definition 2.40 since we do not have a pivotal structure. Nevertheless, there is an
alternative way to formulate the trace by using braiding and twists. For a morphism
f ∈ HomC(X,X) it is defined as
Tr(f) = ev′X ◦ (f ⊗ idX∗) ◦ coevX(2.7)
= evX ◦ cX,X∗ ◦ ((θX ◦ f)⊗ idX∗) ◦ coevX ,










Note that in a ribbon fusion category, left and right traces are equal. As a result, the
dimension of an object X is given by dim(X) = Tr(idX) with the trace given in (2.7).
Definition 2.45 (Pre-modular category). A pre-modular category can be defined in two
equivalent ways:
(1) as a ribbon fusion category or
(2) as a braided fusion category equipped with a spherical structure.
Remark 2.46. From now on, we simply write dim(X) to denote the dimension of an
object X ∈ C whenever it is clear from the context whether this is defined via a pivotal
structure (as in Definition 2.41) or a ribbon structure (as in Remark 2.44) or, as it is the
case for pre-modular categories, if it can be defined either way.
Definition 2.47 (S-matrix). Let C be a pre-modular category. Let O(C) denote the set
of (isomorphism classes of) simple objects. The S-matrix of C is defined as





Tr(cY,X ◦ cX,Y ),










Definition 2.48 (Modular tensor category). A pre-modular category C is a modular
tensor category if its S-matrix is non-degenerate (i.e., invertible).
Remark 2.49. Analogously to the definition of a unitary fusion category, a modular
tensor category is unitary if the F -symbols, the left and right unit constraint, and the
R-matrices are unitary.
Modular data. The S-matrix is one part of the so-called modular data of a modular
tensor category. Modular data is an invariant of an MTC and is therefore used to classify
them. The second part of modular data of an MTC is the so-called T -matrix:
Definition 2.50 (T -matrix). In a modular tensor category C, the T -matrix is defined as










and tXY = 0 for X 6= Y (recall that θX is the twist given in Definition 2.37).
Given the modular data {S, T} of a modular tensor category C, one can derive several
properties of the underlying category from it:
(1) There is a formula that expresses the fusion coefficients presented in Remark 2.32







(2) As shown in (2.8), the twist for the simple objects can be derived from the T -
matrix:
θX = tXX .





In this section, we describe monoidal categories that are generated by a trivalent vertex,
which is a rotationally invariant morphism in HomC(1, X ⊗X ⊗X), where X is a specific
simple object in the category. These categories were presented and extensively studied in
[MPS17] and they can be thought of as fusion categories without finiteness, i.e., there can
be an infinite number of simple objects. They are especially nice to work with since their
graphical calculus has some additional rules that greatly simplify calculations with string
diagrams. We will need a few additional adjectives before we can state the definition. Note
that a trivalent category is not necessarily a fusion category or a Modular Tensor Category
(MTC), although there are some examples of MTCs and fusion categories which are also
trivalent categories. The latter cases are the reason why trivalent categories appear in
the context of this thesis and we will discuss some examples of trivalent fusion categories
in detail later. In particular, one of the Haagerup fusion categories can be described as
a trivalent category, which allows us to exploit its simple graphical calculus to simplify
certain calculations in Chapter 5.
3.1. Basic definitions
Unless otherwise specified, all categories in this chapter are assumed to be monoidal.
Definition 3.1 (Evaluable). Let k be a field. A k-linear category C is evaluable if
dim(Hom(1,1)) = 1. In fact, Hom(1,1) can be identified with the ground field k of
the category by sending the empty diagram to 1.
Definition 3.2 (Nondegenerate). A pivotal category C is called nondegenerate if for every
morphism f ∈ Hom(X,Y ) there is a morphism f ′ ∈ Hom(Y,X) such that Tr(f ′ ◦ f) 6= 0 ∈
Hom(1,1).
Remark 3.3. For a pivotal category C and an object X we will use the notation
Ck ≡ HomC(1, X⊗k).
We use the convention that X⊗0 = 1.
Definition 3.4 (Trivalent category). A trivalent category is a tuple (C, X, τ), where C is
a nondegenerate evaluable pivotal category over C with an object X with dim(C1) = 0,
dim(C2) = 1, and dim(C3) = 1, with a rotationally invariant morphism τ ∈ C3 called the
trivalent vertex, such that the category is generated (as a pivotal category) by τ .
The constraints on the dimensions of certain morphism spaces in the definition of a
trivalent category can be interpreted as follows:
(1) Firstly, dimC1 = 0 implies that there is no map from the object X to the unit.
This means that X is not the unit and it is not a sum that contains the unit
object.
(2) The second constraint, dimC2 = 1 says that X is simple, i.e., it is not isomorphic
to the unit object and every subobject of X is isomorphic to zero or X.
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(3) The last constraint, dimC3 = 1, together with the rotational invariance of the
trivalent vertex τ ∈ C3, implies that we do not need to carry any label that
indicates the orientation of the trivalent vertex.
Remark 3.5. We can show that the object X is symmetrically self-dual (see [MPS17,
Lemma 2.2]), which allows us to omit orientations on strings. Combining these two facts,
we can interpret any unoriented planar trivalent string diagram with n boundary points
as an element of Cn.
Remark 3.6. Any trivalent category is spherical (see [MPS17, Rem. 2.5]). Since every
object of the category is generated by the simple object X, we only need to check that the
dimension of X is equal to the dimension of X∗, but this is obvious since X is self-dual.
Graphical calculus of trivalent categories. We now explain the additional rules
of the graphical calculus that are imposed by the definition of a trivalent category. In
the course of this we will also introduce some parameters which play an important role
in the classification of these categories. Most importantly, since the category is generated
by the translational invariant trivalent vertex τ , we do not need to put an orientation or
a label on the strings in the diagrams. Every string is labelled with the object X of the
category. Moreover, we are allowed to deform and rotate the diagrams without changing
their value. Then, there is basically one additional rule (and one parameter) that simplifies
the evaluation of diagrams for each constraint on the dimensions of morphism spaces:
(1) Since the category is evaluable, we know that dimC0 = 1. This implies that each
diagram with a loop in it has to be a multiple d of the same diagram without
that loop:
(3.1) = d.
Here, the parameter d is a characteristic of the category. It has to be non-
zero since it is the dimension of the specific simple object X that generates the
category. It also follows from the fact that the loop is the pairing of the unique
(up to scalar) element of C2 with itself, i.e.,
=
and that the category is nondegenerate.
(2) The constraint dimC1 = 0 implies that there are no diagrams with only one
boundary point, i.e, “lollipops” are forbidden:
= 0.
Whenever some kind of lollipop is part of a diagram, that diagram evaluates to
zero.
(3) The constraint dimC2 = 1 yields a relation
(3.2) = b ·
3.1. BASIC DEFINITIONS 31
where the parameter b is again non-zero, because the diagram on the left hand
side of the equation has to be non-zero with the same argument as above.
(4) The constraint dimC3 = 1 yields another equation:
(3.3) = t ·
In this case, the parameter t can be zero.
These relations give us three parameters to characterize the underlying category, namely
d, b, and t. However, these three parameters are not independent of each other. One can
always rescale the trivalent vertex by a constant. Because of this reason, the authors of
[MPS17] chose the normalisation b = 1 throughout their paper. We will not choose this
normalisation, but a different one due to constraints coming from the physical application
later in this thesis, but for now we will just keep all three parameters.
Definition 3.7. The bilinear inner product of two trivalent graphs f, g with n boundary
points is given by




i.e., the boundary points of the diagrams are connected by n strings. Since this is a
diagram in Hom(1,1), the bilinear inner product is an element of C, the ground field of
the category.
Example 3.8 (The Fibonacci category.). To illustrate the concept of a trivalent category,
we consider an example which is also a modular tensor category. The Fibonacci category,
which we denote Fib, has two simple objects, i.e., Obj(Fib) = {1, X} with the following
fusion rule1:
X ⊗X = 1 +X.
This implies that X is the generating object of the trivalent category and the corresponding
trivalent vertex τ is
X
XX
The characteristic parameters for Fib are given by








and its Galois conjugate, 1−
√
5
2 . This is one of the reasons why this category is called
Fibonacci category. The other reason is because the dimensions of the morphism spaces,
Cn, are given by the Fibonacci series:
1Fusing an object X with the unit object 1 always yields a trivial fusion rule of the form X ⊗ 1 = X,
therefore we usually do not list these kind of fusion rules.









. . . . . .
The dimensions of the morphism spaces C0, . . . ,C3 fulfil the constraints given by the defini-
tion of a trivalent category. The dimension of the next morphism space, however, yields an
additional equation for the graphical calculus. Note that there are exactly four diagrams
in CC4 without internal faces, namely
(3.5) , , , .
Since the dimension of the morphism space C4 is 2, we find the following two relations
between these diagrams (see [MPS17]):









The first equation is in fact true for all trivalent categories with dim(C4) ≤ 3, while the
second equation is a consequence of dim(C4) ≤ 2 which only holds for the Fibonacci
category.
3.2. Cubic trivalent categories
We will now look into more detail at the classification of so-called cubic categories.
These are categories where, in addition to the properties of a trivalent category, dim(C4) =
4. This implies that there are no relations of the form (3.6) or (3.7), since every diagram
listed in (3.5) is a basis element.
Definition 3.9 (Cubic category). A trivalent category (C, X, τ) is called cubic if dim(C4) =
4.
In a cubic category, the elements listed in (3.5) form a basis of C4 (this is shown in
[MPS17, Proposition 4.16]). However, these are not the only diagrams in C4. It is also
possible to have diagrams with internal faces, for example
(3.8) .
With the rules we have listed so far, we are unable to evaluate these kinds of diagrams,
but since it is not a basis element there has to be a decomposition of the above diagram
in terms of the basis elements. In [MPS17], this calculation was only done in the case
b = 1. We will need the general case b 6= 1 later in this thesis, therefore we calculate the
general expression in the following.
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To calculate relations between diagrams in C4, we need an orthonormal basis of this
space. We know that the diagrams in (3.5) form a basis of C4, hence we can use them do
do Gram-Schmidt orthonormalisation. We label the diagrams in the following way:
w1 = w2 =
w3 = w4 =
Using the Gram-Schmidt orthonormalisation algorithm we can find a matrix Θ such that



































d2 − d− 1
d(b2d(d− 2)− 2bt− (d2 − 1)t2
.
Using this orthonormal basis, we can write the square diagram (3.8) (which we will denote









with the inner product described in (3.4). In terms of the (non-orthonormal) basis dia-
grams given in (3.5), this has the form
(3.9) =
b(b2 + bt− t2)













In this fashion, all diagrams in C4 with an arbitrary number of internal faces can be
expressed as a linear combination of basis diagrams. This especially equips us with the
techniques we need to evaluate any diagram in C0 that includes arbitrarily many faces
with four edges. Consider for example the following diagram:
The inner (red) part of the diagram is exactly the diagram we have expressed in terms of




























In the second step, we have used the relation for bigons from (3.2) and the one for triangles
from (3.3). In the last step, we have used the loop relation (3.1) and again the bigon
relation. In this fashion we can assign to every diagram in C0 an element of C, as long as
there are enough relations among the different diagrams.
3.3. The trivalent category H3
We will now introduce the most important example of a category for this thesis, the
Haagerup H3 category, in its trivalent form. The trivalent version of the category is only a
subcategory of the full H3 category, but it already covers a lot of the important properties
that we will need throughout this thesis. Especially helpful is the graphical calculus of
trivalent categories, since it can be used make statements about parts of the full category.
We will see how this works in later chapters.
Note that although the trivalent category is only a subcategory, the full category can
be recovered from its trivalent version via the Karoubi envelope (also called the idempotent
completion, see for example [MPS10] for a detailed explanation of this technique).












Moreover, it has morphism space dimensions dim(C5) = 11 and dim(C6) = 37. In Sec-
tion 3.2, we have already seen a basis for C4 and have even constructed an orthonormal
basis for this space. As the dimensions of the morphism spaces increase strongly as the
number of boundary points increases, doing Gram-Schmidt orthonormalisation soon be-
comes infeasible. However, we will see later that, when considering the full category, there
is a canonical choice of orthonormal basis vectors called the fusion basis which is much
easier to construct. Therefore, we will only describe non-orthonormal bases for C5 and C6
in the following.
There are exactly 10 diagrams with five boundary points in C5 that do not contain any
faces (to distinguish different diagrams more easily we have added a dotted line around
individual diagrams):
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and, additionally, one element with exactly one face of five edges2:
Since in H3 we have dim(C5) = 11, the diagrams listed above form a (non-orthonormal)
basis of C5 (see [MPS17, Proposition 7.5]). The fact that this basis is not an orthonormal
one (not even an orthogonal one) can easily be seen by calculating inner products of the
basis vectors. For instance, consider the inner product of the first and the sixth element
of the list3:
= tbd.
Finding a basis in C6 is a bit more complicated, because we have to take into account a
lot more diagrams since dim(C6) = 37. We begin as above by finding all diagrams without
faces, which are 34 in total:
+ 1 rotation, + 2 rotations, + 5 rotations,
+ 5 rotations, + 5 rotations, + 2 rotations,
+ 2 rotations, + 2 rotations, + 1 rotation
Because of dim(C6) = 37, these diagrams obviously do not suffice to form a basis. There-
fore, we will also take into account diagrams with one face of which there are seven (we
will refer to the second diagram and its rotations as pentaforks):
, + 5 rotations
2Note that we only take into account faces with five or more edges since in a cubic category, every
face with four or less edges can be immediately removed by the relations (3.1) to (3.3) and (3.9).
3The evaluation of this diagram only requires the rules of the graphical calculus (3.3), (3.2), and (3.1)
(in this order) and the fact that diagrams in C0 can be rotated and deformed without changing their value.
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We now have 41 candidate diagrams for a basis of dimension 37. It turns out that leav-
ing out any four of the six pentaforks yields a linear independent set of diagrams (see
[MPS17, Proof of Proposition 6.4]) and we also know that this set of diagrams spans C6
(see [MPS17, Lemma 6.25]), hence they form a basis of C6.
These are the vector spaces where almost all our calculations will take place. Later,
we will see how to construct orthonormal bases for them in a canonical way, but for that
purpose we will need the full category and not only its trivalent description.
CHAPTER 4
Subfactors and fusion categories
The study of subfactors [AKK94, JS97] has always been connected to physics, more
precisely, quantum field theory. Mathematical investigations of these fields have led to a
conjectured correspondence between subfactors and Conformal Field Theories (CFTs) by
Jones [Jon90, Jon14], which builds on original work of Doplicher and Roberts [DR89]
and was later substantiated by Bischoff [Bis15, Bis16]. Evidence for this conjecture was
found, for example, in [CMS11, Xu18]. However, a proof of this conjecture is far from
being in sight, since there are still numerous gaps. One example of a subfactor with no
known counterpart CFT is the Haagerup subfactor [Haa94], the smallest (finite-depth,
irreducible, hyperfinite) subfactor with index above four. Although some evidence for the
existence of such a CFT was provided by Evans and Gannon [EG11], the proof of the
existence of the CFT is still an open problem.
The Haagerup subfactor provides the motivating example for most of the work that
is done in this thesis. Every finite-depth, irreducible, hyperfinite subfactor gives rise to
two fusion categories (its principle even and dual even parts). In case of the Haagerup
subfactor, there is a third category that is Morita equivalent, but not equivalent to these
two categories. This category, which is discussed in detail in the next chapter, will be the
basis of most of the lattice constructions that are done in the second part of this thesis.
In this chapter we explain how fusion categories can be constructed from a subfactor.
We begin with giving the most important definitions to understand subfactors in terms of
operator algebras and their classification via the index before we explore the connection to
fusion categories. We also explain the connection between the different fusion categories
in terms of algebra objects and module categories and show how to find all subfactors
related to a given fusion category. We end this chapter by presenting the construction of
the centre of a fusion category which provides a way to get a modular tensor category
from a fusion category.
4.1. Fusion categories from subfactors
In this section, we explain the connection between subfactors and fusion categories.
Since we only use the language of fusion categories in the constructions explained later in
this thesis, we only briefly talk about subfactors and mostly focus on the corresponding
fusion categories. For a detailed introduction to the theory of subfactors, see for example
[JS97]. In the following, we use some notions and theorems from basic abstract algebra
and operator algebra, such as the standard algebraic tensor product or modules over
algebras, which are not introduced here in detail since they can be found in any standard
textbook on the subject, for example in [Jac09a, Jac09b]. For a more detailed treatment
of von Neumann algebras, see the notes by Vaughan Jones [Jon15]. In this thesis, we
focus on the definitions and explanations of the corresponding categorical notions of these
objects.
Definition 4.1 (von Neumann algebra). A von Neumann algebra is a self-adjoint subal-
gebra M of L(H) (the algebra of all bounded operators on a Hilbert space H) that satisfies
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M = (M ′)′, where
M ′ = {x′ ∈ L(H) : x′x = xx′ for all x ∈M}
is the commutant of M .
Definition 4.2 (Factor). A von Neumann algebra M with trivial centre (i.e., it only
contains multiples of the identity operator) is called a factor.
Definition 4.3 (Subfactor). A subfactor of a factor M is a subalgebra N ⊆M such that
N is also a factor and N contains the identity element of M . The subfactor N is said to
be irreducible if it has trivial relative commutant, i.e., if N ′ ∩M = C.
To classify factors, the notion of minimal and finite projections in a von Neumann
algebra is important.
Definition 4.4 (Projection). An operator p in a von Neumann algebra M is called a
projection if p = pp = p∗. p is called minimal if there is no other projection q with
0 < q < p. It is called finite if there is no projection q < p that is equivalent to p.
Definition 4.5. A factor M is said to be finite if the multiplicative identity of M (which
always exists) is a finite projection in M .
With these definitions at hand, we can introduce the classification of factors in the
way it was done by Murray and von Neumann [Mv36]: A factor M is said to be of
(1) type I if there exists a non-zero minimal projection in M .
(2) type II if it contains non-zero finite projections and is not of type I. If the
multiplicative identity of M is a finite projection, then M is of type II1, otherwise
it is of type II∞.
(3) type III if no non-zero projection of M is finite.
It can be shown (see, for example, [Tak79]) that every factor is either of type I, type II1,
type II∞, or type III.
We are especially interested in type II1 factors since they have the convenient property
that they are equipped with a unique trace and, as we will see, they give rise to fusion
categories. To classify subfactors of type II1 factors one can define an index, and the trace
is the key to this definition because it allows us to associate a dimension to vector spaces
on which the factor acts. Let M be a type II1 factor with trace TrM : M → C. For
x, y ∈M , the trace defines an inner product on M via
〈x, y〉 = TrM (y∗x).
The completion of M with respect to the inner product defined above then yields a Hilbert
space and is denoted L2(M) ≡ L2(M,TrM ). The Hilbert space L2(M) is automatically
a left-module over M and a right module over Mop (which is the von Neumann algebra
which is defined to be M as complex vector space, but with the opposite multiplication),
hence it is an M -bimodule (see [Tho06]). We call a Hilbert space which is at the same
time a bimodule over M a Hilbert bimodule (left and right Hilbert modules are defined
analogously). The index of a subfactor is then defined as follows:
Definition 4.6. For a type II1 factor M and a subfactor N ⊆ M the index, denoted
[M : N ], measures the dimension of M as an N -module:
[M : N ] = dimN L
2(M).
The precise definition of the dimension dimN L
2(M) requires more mathematical de-
tails than are necessary for the purpose of this thesis, therefore we do not state it here but
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refer to [JS97], or, for a detailed mathematical treatment, [Lü02]. Note that the index
is equal to one if and only if N = M .
Before we go into more detail about the possible values the index can take and the
classification of subfactors that comes with it, we introduce an important example of a type
II1 factor: the hyperfinite type II1 factor, denoted R. This factor is the unique smallest
infinite-dimensional factor in the sense that it can be embedded in every other infinite-
dimensional factor, and any infinite-dimensional factor contained in R is isomorphic to R
(see [Con76]). We can think of this factor as the inductive limit of inclusions of n × n-
matrices limn→∞M2n×2n(C), i.e., the sequence
M2×2 ⊆M4×4 ⊆M8×8 ⊆ · · · ⊆M2n×2n ⊆M2n+1×2n+1 ⊆ . . .
This means that we embed the 2 × 2 matrices into 4 × 4 matrices by building a block
diagonal 4× 4 matrix, then embed the 4× 4 matrices by building a block diagonal 8× 8
matrix and so on.
We now come back to the index of a subfactor. An important result by Jones [Jon83]
gives the possible values the index can take:
Theorem 4.7. Let N ⊆M be an inclusion of type II1 factors. Then





|n = 3, 4, . . .
}
∪ [4,∞],
which means that the indices less than four accumulate at four and have gaps in between.
Conversely, for any λ ∈ {4 cos2 πn |n = 3, 4, . . .} ∪ [4,∞] there exists a type II1 factor M
and a subfactor N with [M : N ] = λ.
Furthermore, it can be shown that every index shows up as a possible index in the
case where M ∼= N ∼= R is the hyperfinite type II1 factor. The index can be visualized as
follows:
0 1 2 3 4
• • • •••••••••
For subfactors with index smaller than four, there is a complete classification via the
so-called standard invariant [Pop90, Pop94]. For subfactors with index four and above,
i.e., all those who have an index in the continuous part, there is no complete classification
yet. The main complication that arises here is that there are many subfactors which
satisfy some technical condition called non-amenability, where the results that Popa found
cannot be applied. In [JMS14], amenable subfactors with index between four and five
are classified, but the authors point out that a classification beyond index five is still an
open question and it is not even clear whether the question itself makes sense beyond
this point. The subfactor that gives rise to the fusion categories we study in this thesis
is the one with the smallest index between four and five, namely 5+
√
13
2 , and it is called
the Haagerup subfactor. But before we present it in more detail, we discuss how fusion
categories can arise from subfactors.
The principal graphs. An algebra is a bimodule over any of its subalgebras, and
bimodules over an algebra have tensor product structure given by the Connes fusion prod-
uct (see [Con80, Tho06]). This is constructed as follows: Consider a left A-module K.





of linear operators from L2(A,TrA) to K that are compatible with the left A-action (i.e.,
which are left A-module homomorphisms). The space of operators D(K,TrA) is naturally
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a bimodule over A itself (like every space of module homomorphisms), hence we can define
the Connes fusion of two A-modules K and L via the tensor product of corresponding
operator spaces:
D(K,TrA)⊗A D(L,TrA).
Similar to the construction of L2(A,TrA), we need to define an inner product on this
space and take the completion with respect to this inner product in order to get a Hilbert
bimodule (and not just a bimodule). For the construction of this inner product, we first
define an A-valued inner product on D(K,TrA) in the following way: For two operators
x, y ∈ D(K,TrA), we define
(x, y) = y∗x,
which is an element in A. The inner product on D(K,TrA) ⊗A D(L,TrA) is then defined
as
(4.1) 〈x1 ⊗ y1, x2 ⊗ y2〉 = TrA((x1, x2) . y1, y2),
where (x1, x2) . y1 denotes the left action of the operator (x1, x2) ∈ A on y1 regarded as
an A-bimodule element. Finally, the Connes fusion
K ⊗′A L
of two Hilbert bimodules K,L is defined as first forming the space D(K,TrA)⊗AD(L,TrA)
and then taking the completion with respect to the inner product defined in (4.1).
We can now apply the Connes fusion product to subfactors. For a subfactor N ⊆M ,
it is natural to consider the tensor product
Mk = M ⊗N M ⊗N M · · · ⊗N M
with k copies of M in the tensor product. It is now possible to decompose Mk into N−N ,
M −M , N −M , and M − N bimodules, which allows us to extract finite-dimensional
data from the, in general, infinite-dimensional Mk. Following the notions of [Ocn89] and




α(n,m)x = nxm, n ∈ N, m ∈M, x ∈ L2(M).
Similarly, the M −N bimodule ᾱ = ML2(M)N is given by
ᾱ(m,n)x = mxn, m ∈M, n ∈ N, x ∈ L2(M).
Moreover, we denote εN = NL
2(M)N and εM = ML
2(M)M the trivial N −N and M −M
bimodule, respectively. To simplify the notation, we omit the tensor product between
bimodules: For two bimodules β and γ given by
β = PHQ, γ = QKR, P,Q,R ∈ {M,N}
let βγ denote the P −R bimodule β⊗Q γ. With this notation at hand, we can now define
the following four sets:
(1) Principal even part Γeven = the set of irreducible N −N bimodules occurring in
the decompositions of εN , αᾱ, (αᾱ)
2 . . .
(2) Principal odd part Γodd = the set of irreducible N −M bimodules occurring in
the decompositions of α, αᾱα, α(ᾱα)2 . . .
(3) Dual even part Γ′even = the set of irreducible M −M bimodules occurring in the
decompositions of εM , ᾱα, (ᾱα)
2 . . .
(4) Dual odd part Γ′odd = the set of irreducible M − N bimodules occurring in the
decompositions of ᾱ, ᾱαᾱ, ᾱ(αᾱ)2 . . .
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We use the notation ? = εN and ?
′ = εM . The principal graph of a subfactor is then a
bipartite graph with vertices given by
Γ = Γeven ∪ Γodd,
which means that the vertices with even distance to ? are the elements of Γeven and the
vertices with odd distance to ? are given by the elements of Γodd. The edges are constructed
in the following way: For any fixed simple object γ ∈ Γeven, calculate γα ∈ Γodd. For each
δ ∈ Γodd that appears in the decomposition of γα into simple objects of Γodd, we draw
an edge between γ and δ in the graph (note that we have to consider multiplicities here,
which corresponds to drawing multiple lines between two objects).
In the same fashion, the dual graph of a subfactor has vertices
Γ′ = Γ′even ∪ Γ′odd,
where Γ′even is the set of vertices with even distance to ?
′ and Γ′odd is the set of vertices with
odd distance to ?′. The edges are constructed analogously to those of the principle graph.
The principal and dual graphs, as well as the index of a subfactor, serve as invariants of
the subfactor, with the index being a weaker invariant than the graphs. We will see an
explicit example of the principal and dual graph of a subfactor when studying the example
of the Haagerup subfactor. We can now give the definition of finite depth of a subfactor:
Definition 4.8. A subfactor is said to be of finite depth if its principal graph is finite.
Note that the principal graph is finite if and only if the dual principle graph is finite.
In this case, their depth differs by at most one. The connection to fusion categories is
now straightforward: The principal even part Γeven and the dual even part Γ
′
even have the
structure of a monoidal category (see for example [GS12]). Moreover, if the subfactor is
of finite depth, then these categories are fusion categories. These two fusion categories
are connected by an equivalence relation called Morita equivalence (for more details, see
[Nik13, ENO05]):
Definition 4.9 (Morita equivalence). Two fusion categories C1 and C2 are Morita equiva-
lent, denoted C1 u C2, if there is an invertible bimodule category1 C1MC2 , i.e., there exists
another bimodule category C2MopC1 such that C1 can be recovered as a C1 − C1 bimodule
category (similar for C2):
C1MC2 ⊗C2 C2MopC1 ∼= C1C1C1 ,
C2MopC1 ⊗C1 C1MC2 ∼= C2C2C2 .
Proposition 4.10 ([Mü03a]). For two fusion categories C1 and C2, the following state-
ments are equivalent:
(1) C1 u C2
(2) The respective Drinfeld centres Z(C1) and Z(C2) are equivalent as braided fusion
categories.
(3) There is an algebra object A ∈ C1 such that the category of A–A bimodules in
C1 is monoidally equivalent to C2.
So far, we have not discussed the objects that occur in the second and third statement
in the above proposition, but we will see that these characterizations of Morita equivalence
have a more constructive nature and, therefore, can be shown more easily. We discuss
module categories and algebra objects in the next section and introduce the Drinfeld
centre in Section 4.4.
1Bimodule categories will be defined in the next section.
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4.2. Module categories and algebra objects
The link between the different fusion categories that arise from a finite-depth subfactor
are so-called algebra objects, as pointed out in Proposition 4.10. In this section, we explain
how one category can be constructed from the other as a bimodule category from an algebra
object, before studying an explicit example in the next chapter. We begin by introducing
the basic notions of module categories.
Definition 4.11 (Module category). Let C be a monoidal category with associator α and
left and right units l and r. A left module category over C is a categoryM equipped with
a left C-action, which is a functor . : C ×M→M and natural isomorphisms
LX,Y,M : (X ⊗ Y ) . M → X . (Y .M)
ulM : 1 . M →M
for X,Y ∈ C and M ∈M, such that the pentagon diagram
(X ⊗ Y ) . (Z .M)
((X ⊗ Y )⊗ Z) . M X . (Y . (Z .M))





and the triangle diagram
X .M
(X ⊗ 1) . M X . (1 . M)
rX ⊗ idM idX ⊗ ulM
LX,1,M
commute for all objects X,Y, Z ∈ C and M ∈M.
A right module category can be defined analogously with natural isomorphismsRM,X,Y :
M / (X⊗Y )→ (M /X)/Y and urM : M /1→M and the corresponding commuting pen-
tagon and triangle diagram. If we choose bases for all the vector spaces HomM(X .M,N)
(similar to when we introduced the F -symbols), the map LX,Y,M (the associator) can be














4.2. MODULE CATEGORIES AND ALGEBRA OBJECTS 43
where we have coloured the objects from the module category in red for clarity. For a














Furthermore, we can define the notion of a bimodule category over over a pair of
monoidal categories:
Definition 4.12 (Bimodule category). Let C,D be monoidal categories. A (C,D)-bimodule
category is a category M (also written C y M x D) that has left C-module and right
D-module category structures with associativity constraints LX,Y,M : (X ⊗ Y ) . M →
X . (Y . M) and ulM : 1 . M → M , and RM,X,Y : M / (X ⊗ Y ) → (M / X) / Y and
urM : M / 1 → M , respectively, which are compatible by a collection of natural isomor-
phisms
CX,M,Y : (X .M) / Y → X . (M / Y ),
called the middle associativity constraint, such that the following diagrams commute for
all X,Y ∈ C, Z,W ∈ D, and M ∈M:
(X ⊗ Y ) . (M / Z)
((X ⊗ Y ) . M) / Z X . (Y . (M / Z))





(X .M) / (W ⊗ Z)
((X .M) / W ) / Z X . (M / (W ⊗ Z))





As for left and right modules, we can also choose bases for the vector space involved in
the definition of the middle associativity constraint of a bimodule category, hence CX,M,Y
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Remark 4.13. Note that any category C is a left (respectively, right) module category
over itself: The associator L (respectively, R) and the unit constraint ul (respectively,
ur) are simply given by the associator α and the unit constraint l (respectively, r) of the
category C itself.
Example 4.14 (Vec(Z/pZ) bimodules). We now illustrate the concept of bimodules with
a concrete category, namely Vec(Z/pZ). We need these bimodules in Chapter 7 to describe
defects in lattice systems. This data is taken from [BBJ19a], and we follow the notation
used in there. In general, the simple objects in Vec(Z/pZ) are {0, 1, 2, . . . , p}, where we
use 0 to denote the vacuum instead of 1 since it makes notation easier in this case. The
fusion rules are simply given by addition modulo p and the associator is always trivial.
There are several Vec(Z/pZ)−Vec(Z/pZ) bimodules, both invertible and non-invertible
ones, but only one family of these bimodules has a non-trivial associator. These bimodules
are denoted Fq with q ∈ Z/pZ. For a fixed p, the category only has one object, denoted

















for a, b ∈ Vec(Z/pZ). Among the bimodules Fq, the case q = 0 is special: F0 is the only one





= 1 for q = 0. In Chapter 7 we are especially interested in Vec(Z/2Z)−Vec(Z/2Z)
bimodules. Here, the family Fq consists of two bimodules: the non-invertible bimodule F0








It is possible to define a tensor product on bimodules via the relative tensor product .
We will need this later in this thesis when we study spin chains that are constructed from
fusion categories, where bimodules are used to add defects to the chain.
Definition 4.15 (Relative tensor product). For an (A,B) bimodule category M and a
(B, C) bimodule N the relative tensor productM⊗BN consists of objects (m,n) ∈M⊗N
along with isomorphisms
β : (m / b, n)→ (m, b . n)
such that these isomorphisms are compatible with the respective module structures, for
example, the following diagram commutes:
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(m / (b1 ⊗ b2), n)
((m / b1) / b2, n) (m, (b1 ⊗ b2) . n)





where L denotes the associator for the left action in N and R denotes the associator for the
right action inM. Morphisms inM⊗B N are morphisms inM⊗N that are compatible
with β.
The above definition appears in [DSPS19] (see also [BBJ19a]). Note that M⊗B N






where NPM,N are the coefficients in the decomposition. More details can be found in
[DSPS19]. This decomposition is similar to the fusion rules within a fusion category,
therefore it is natural to introduce bimodule trivalent vertices if a given bimodule P
appears in the decomposition of M⊗B N :
P
M N
Given a monoidal category C, how can we construct a left (or right) module category or
a bimodule category over C from it? One possible construction exploits so-called algebra
objects of the monoidal category. In the following, we present this construction in the
case of strict fusion categories, since this is the scenario in which we will apply it later.
Remember that every fusion category is equivalent to a strict one (see Theorem 2.20). In
general, algebra objects can be defined for any monoidal category. A general and detailed
mathematical treatment of this topic can be found in [EGNO15].
Definition 4.16 (Algebra object). Let C be a strict fusion category. An object A ∈ C is
called an algebra object if there is a multiplication morphism m : A⊗ A→ A and a unit
morphism i : 1→ A, satisfying the following constraints:
m ◦ (idA ⊗m) = m ◦ (m⊗ idA) as maps A⊗A⊗A→ A,(4.2)
m ◦ (i⊗ idA) = idA = m ◦ (idA ⊗ i) as maps A→ A.(4.3)
Remark 4.17. In any fusion category C, the unit object 1 ∈ C is an algebra object.
Using the graphical notation that was introduced in the previous chapters, we can
represent the maps m and i by a trivalent and a univalent vertex (thereby using the
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To turn the problem of finding all algebra objects in a fusion category into a finite
problem, there is a theorem that bounds the size of possible algebra objects (for a proof,
see [GS12, Lemma 3.8]):
Theorem 4.18. For a simple algebra object A in a fusion category C, i.e., an algebra
object that decomposes into simple objects Xi ∈ Obj(C), it holds that
#Xi ∈ A ≤ dim(Xi).
Example 4.19 (Fibonacci category). We illustrate the procedure of finding all algebra
objects in a fusion category with a simple example, namely the Fibonacci category Fib that
was introduced in Example 3.8. Recall that it has two simple objects Obj(Fib) = {1, τ}2
and the only non-trivial fusion rule is
τ ⊗ τ = 1 + τ.
In Fib, all simple algebra objects are of the form
a1 · 1 + aτ · τ,
where, according to Theorem 4.18, a1 ≤ 1 and aτ ≤ dim(τ) = φ ≈ 1.618. Therefore, there
are three possible algebra objects: 1, τ , and 1 + τ .
2We have changed the notation here: In Example 3.8, we called the non-trivial object X in order to
avoid confusion with the trivalent vertex τ . However, since τ is the standard notation for this object in
Fib, we use it from here on.
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(1) The vacuum object 1 is trivially an algebra object since the conditions in Defini-
















































Comparing the two equations yields the system of conditions
0 = cτττ












which does not have a solution. Therefore, τ is not an algebra object in Fib. A
second (and, in this case, simpler) way to see that τ is not an algebra object is
to check whether the unit morphism i : 1→ τ exists. Since Hom(1, τ) = ∅, there
is no unit morphism for τ , hence it is not an algebra object.
(3) The last candidate is 1 + τ . The corresponding multiplication morphism is
m1+τ
1 + τ

















3The calculation of the F -symbols of the Fibonacci category are explained in detail in Example 6.5.
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so we need to find five coefficients. We can already conclude that c111 = c
τ
τ1 =
cτ1τ = 1 from (4.3), which states that
τ + 1
τ + 1 1
=
τ + 1





The remaining coefficients can be determined by inserting the expression for m1+τ
given above into (4.4), which yields
m1+τ
1 + τ




















+ . . .
with 13 terms in total and a similar expression for the right hand side of the
equation. Consider those terms with diagrams in Hom(τ ⊗ τ ⊗ τ, τ) and apply
































Comparing this to the corresponding terms on the right hand side of the equation














2 = c1ττ (F
τττ
τ )τ1 + c
τ
ττ
2(F ττττ )ττ ,







where cτττ remains a free parameter since it is also not determined by checking
the remaining equations. Hence, 1 + τ is an algebra object in Fib with the
multiplication morphism determined by the coefficients calculated above.
Given an algebra object A in a fusion category C, one can build a module category
over C from it. For this purpose, we give an alternative definition of a module category in
terms of the algebra object:
Definition 4.20 (Module over algebra object). A left module over an algebra object A
in a category C (or, simply, a left A-module) is a pair (M, l) consisting of an object M ∈ C
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such that it is compatible with the multiplication morphism m of the algebra object, i.e.,
the following condition is fulfilled:
l ◦ (m⊗ idM ) = l ◦ (idA ⊗ l) as maps A⊗A⊗M →M.(4.5)















Analogously, one can define a right module over an algebra object A ∈ C via a mor-
phism r : M ⊗A→M and the corresponding compatibility constraint.
Definition 4.21 (Module category over algebra object). The left A-modules in C form a
category ModC(A) whose objects consist of pairs (M, l) given in Definition 4.20. The
morphisms in this category (also called A-left morphisms) are maps between module
objects (M1, l1) → (M2, l2) that are compatible with the corresponding morphisms be-
tween M1,M2 in C. More precisely, the following condition has to be fulfilled for f ∈
HomC(M1,M2):














Remark 4.22. Note that for any left A-module (M, l) and any object X ∈ C, we can
define a functor 	: ModC(A)× C → ModC(A) via
(M, l) 	 X = (M ⊗X, l ⊗ idX).
The object M ⊗X has again the structure of a left A-module given by the composition
A⊗ (M ⊗A) = (A⊗M)⊗X l⊗idX−−−−→M ⊗X.
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Hence, the category ModC(A) is a right C-module category in the sense of Definition 4.11
with the right C-action given by the functor 	. With the same argument, the category of
right A-modules over C is a left C-module category.
In this way, we get a general construction of module categories from algebra objects in
the category C. An important question that immediately arises is whether every module
category over C can be constructed in this way, and the answer is no. Consider the
category Vec of all finite-dimensional vector spaces. The module category of all vector
spaces (which includes infinite dimensional ones) is not of the form ModC(A). However,
for C = Vec any finite module category is of the form ModVec(A). In general, it can be
shown that all finite module categories over a finite monoidal category C are of the form
ModVec(A) for a suitable algebra object A (see [EGNO15, Thm. 7.10.1] and [Ost03]).
With the definition of an A-module at hand we can rephrase the definition of bimodules
in terms of algebra objects:
Definition 4.23 (Bimodule). Let A,B be two algebra objects in a fusion category C.
An A–B bimodule in C is a triple (M, lA, rB) where M ∈ C and lA : A ⊗ M → M ,
rB : M ⊗B →M such that
(1) The pair (M, lA) is a left A-module in C.
(2) The pair (M, rB) is a right B-module in C.
(3) The following condition is fulfilled:
















Remark 4.24. The A–B bimodules in a category C form a category that we denote
BimodC(A,B). A morphism f in this category is both an A-left morphism and a B-right
morphism.
Example 4.25 (Fibonacci category). As shown in Example 4.19, the Fibonacci category


























We now show how to construct the category ModFib(1 + τ) of left module objects over
the algebra object 1 + τ . The technique we use here is described in [GS12]. We begin by
determining all simple module objects with the following procedure: For this purpose, we
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calculate the fusion product of the algebra object 1+ τ with all the simple objects in Fib,
i.e.,
(4.7) A⊗Xi
for Xi ∈ {1, τ}. We then build a matrix T in the following way: Index each row and
each column by a simple object Xi ∈ Fib. A row of T is given by the outcome of the
fusion product (4.7), where the coefficients in the decomposition into simple objects are
the entries in the row corresponding to the object Xi. For our example A = 1+ τ we need
to calculate
(1⊗ τ)⊗ 1 = 1 + τ
(1⊗ τ)⊗ τ = τ + (1 + τ) = 1 + 2τ.






It can be rewritten as
T = V V T,
where V is the matrix that represents the action defined in Remark 4.22. Note that it
is only possible to write T in the form above if it is positive semidefinite, hence if this
property is not fulfilled we can directly conclude that the corresponding object is not an
algebra object. This matrix is the connection to the category of left modules: For a general
fusion category C and a left module category ModC(A) constructed from an algebra object
A, the rows of V are indexed by simple objects Xi ∈ C and the columns are indexed by
simple objects Mj ∈ ModC(A), hence V is of the form
(4.8) V =
M1 M2 M3 ...

X1 ... ... ... ...
X2 ... ... ... ...
X3 ... ... ... ...
... ... ... ... ...
.
This makes it possible to read off the decomposition of the simple module objects Mj ∈
ModC(A) into simple objects Xi ∈ C from the columns of V . Therefore, we can determine
all simple objects in ModC(A) solely from the fusion outcomes of (4.7), i.e., from fusion
rules in C.







We can directly conclude that there are two simple module objects in the category
ModFib(1 + τ), which are
M1 = 1 + τ
M2 = τ.
Note that the algebra object itself is always an object in the category of module objects,
since it takes the place of the unit object here. The corresponding morphisms lMi can
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be determined from the conditions given in Definition 4.11 in a similar fashion to the
procedure we used to determine the multiplication morphism m1+τ of the algebra object.
The result for M1 is simply the multiplication morphism m1+τ , while lτ is given by
lτ
τ












Therefore, the category ModFib(1+τ) of left modules has two simple objects: (1+τ, l1+τ )
and (τ, lτ ). Morphisms between these objects can be calculated by exploiting the condition
(4.6). Analogously, the category of right modules can be constructed from the algebra
object 1 + τ by building a matrix T ′ using the fusion with the algebra object from the
right side: Xi ⊗ A. For the Fibonacci category this does not change the objects of the
module category since the fusion rules are symmetric. The corresponding morphisms can
be determined using the constraints from the definition of a right A-module category.
After explaining the construction of module categories via algebra objects, we can now
understand the third point in Proposition 4.10: If two categories C1 and C2 are Morita
equivalent, then we can find an algebra object A ∈ C1 such that the category of A–A
bimodules constructed in the way described earlier is isomorphic to C2.
As stated in the previous section, the two fusion categories arising from a finite depth
subfactor are always Morita equivalent. However, it is possible that there exist other cate-
gories which are also Morita equivalent but not equivalent to these two. Hence, in general,
there is a whole Morita equivalence class of categories. In fact, the Morita equivalence
class of the categories coming from the Haagerup subfactor contains a third category. This
category, which we will encounter in Chapter 5, is connected to the trivalent category H3
that was introduced in Section 3.3 and hence has several nice properties.
4.3. From algebra objects to principal graphs
So far, we have discussed how to construct fusion categories from a given subfac-
tor. It is also possible to go in the reverse direction: Beginning with a fusion category,
one can construct all possible principal graphs by finding all algebra objects A and the
corresponding right A-module categories. The procedure goes as follows:
1. Find all algebra objects Ai in a category C.
2. For each algebra object Ai, construct the category of right A-modules ModC(Ai).
3. For a fixed algebra object Ai, fix a simple module object Mj in the module
category ModC(Ai).
4. Calculate the action of each simple object Xk ∈ C on the fixed module object
Mj , i.e., calculate Xk Mj .
5. Construct a graph in the following way: Write down all simple objects Xk ∈ C
and all simple module objects Ml ∈ ModC(Ai). For every time that a simple
object Ml appears in the decomposition of Xk Mj draw a line between Ml and
Xk.
Executing this procedure for all algebra objects and all simple module objects yields
the collection of all principle graphs associated to the category C.
Example 4.26 (Fibonacci category). To illustrate the technique described above, consider
once more the Fibonacci category Fib and recall we have already found out about it: In
Example 4.19 we have calculated the algebra objects of Fib, which turned out to be 1 and
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1+τ (step 1). In Example 4.25 we have constructed the category of left 1+τ -modules and
pointed out that the category of right 1 + τ -modules has the same simple objects. Since
for the construction of the principal graphs we are only interested in the objects and not
the morphisms, we have completed step 2 for the algebra object 1 + τ . The two simple
module objects in ModFib(1 + τ) are M1 = 1 + τ and M2 = τ . We fix the module object
1 + τ for this example (step 3). The action of the category Fib on this object (step 4) is
then given by
1  (1 + τ) = 1 + τ = M1
τ  (1 + τ) = 1 + 2τ = M1 +M2.
Following the construction explained in step 5 yields the following principal graph:
(4.9) • •• •
1 M1 τ M2
.
This is the principal graph of the A4 subfactor, which can be obtained from applying a
construction by Popa [Pop90] to the module category described above. The A4 subfactor
has index dim(1 + τ) = 3+
√
5
2 (see [JMS14] and references therein).
Note that the adjacency matrix of the principal graph is also directly given by the
matrix V described in (4.8), since we fixed the module object in step (3) to be the algebra
object itself. Hence, in case we are only interested in the principal graph that corresponds
to the algebra object, but not in the other possible principle graphs (or the module cate-
gory, as in Example 4.25), it suffices to construct the matrix V and read off the graph from








which is exactly the adjacency matrix of the graph given in (4.9).
The second possible principle graph (which cannot be read off from the matrix V
directly) is constructed by fixing the module object τ in step (3). The action of the simple
objects in Fib is given by
1  τ = τ = M2
τ  τ = 1 + τ = M1,
which yields the following graph:
• •• •
1 M2 τ M1
.
4.4. The centre construction
Given a monoidal category, one can construct the centre (also called Drinfeld centre)
of this category, which is the categorification of the centre of a ring. More detail on this
construction can be found in [Mü03a, Mü03b] and [EGNO15]. In the following, let C
be a monoidal category with associator
αX,Y,Z : (X ⊗ Y )⊗ Z → X ⊗ (Y ⊗ Z).
Definition 4.27. The centre of a monoidal category C is the category Z(C) defined as
follows: The objects of Z(C) are pairs (Z, γ) where Z ∈ C and
γX : X ⊗ Z → Z ⊗X, X ∈ C
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is a natural isomorphism called half-braiding such that the following diagram commutes
for all X,Y ∈ C:
(4.10)
X ⊗ (Y ⊗ Z)
X ⊗ (Z ⊗ Y ) (X ⊗ Z)⊗ Y
(Z ⊗X)⊗ Y







A morphism from (Z, γ) to (Z ′, γ′) is a morphism f ∈ HomC(Z,Z ′) such that for each
X ∈ C the following condition is fulfilled:
(f ⊗ idX) ◦ γX = γ′X ◦ (idX ⊗ f),













The centre of a monoidal category is again a monoidal category. The tensor product
in this category is given as follows: For two objects (Z, γ), (Z ′, γ′) in Z(C) it is defined as
(Z, γ)⊗ (Z ′, γ′) = (Z ⊗ Z ′, γ̃)
with
γ̃X : X ⊗ (Z ⊗ Z ′)→ (Z ⊗ Z ′)⊗X, X ∈ C
given by the following commuting diagram:
X ⊗ (Z ⊗ Z ′) (X ⊗ Z)⊗ Z ′ (Z ⊗X)⊗ Z ′
Z ⊗ (X ⊗ Z ′)Z ⊗ (Z ′ ⊗X)(Z ⊗ Z ′)⊗X






The unit object in Z(C) is (1, r−1l), where r and l are the right and left unit constraints
of the underlying monoidal category C.
Remark 4.28. If the category C is strict, condition (4.10) simplifies to
γX⊗Y = (γX ⊗ idY ) ◦ (idX ⊗ γY )
and the half-braiding γ̃X of the tensor product is given by
γ̃X = (idZ ⊗ γ′X) ◦ (γX ⊗ idZ′).
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The main reason why the centre construction is of interest to the work described in
this thesis is because of the following theorem which was proved in [Mü03b]:
Theorem 4.29. The centre Z(C) of a spherical fusion category C is a modular tensor
category.
The above theorem provides a way to construct a modular tensor category from a
spherical fusion category, which is especially interesting with regard to the fusion categories
associated to the Haagerup subfactor since these categories are not modular themselves.
It is therefore a powerful tool in our search for a conformal field theory that corresponds
to the Haagerup subfactor: From the modular tensor category, we can construct an anyon
chain and investigate whether is has any critical points, which themselves are possibly
described by a conformal field theory. This is described in more detail in Chapter 6.

CHAPTER 5
The Haagerup subfactor and its fusion categories
In the study of exotic subfactors, it is natural to ask what the subfactor with the
smallest possible index above four is. In [Haa94], Haagerup investigated this problem by
analysing the principal graphs of subfactors with small indices above four. More precisely,
he asked the question which non-trivial principal graphs with index near four (in fact, with
index in the range (4, 3 +
√
3)) are possible, i.e., have a subfactor associated to them. As




and provides a list with possible pairs of principal graphs1 in the range [5+
√
13
2 , 3 +
√
3):
principal graph Γ Dual principal graph Γ′






























• • • • • • • • • •
?
• •
• • • • • • • • • • •
? • • •
•
Here, Hn and Bn are infinite families of potential subfactors, where n ∈ N. The indices




to limn→∞ index(Bn) ≈ 4.65897.
However, even though these principal graphs are possible graphs, it does not automat-
ically mean that they are realized by a subfactor. While Haagerup’s original result did
not specify which graphs are actually realized, this question was investigated by various
scientists in the subsequent years. It was shown by Haagerup and Asaeda [AH99] that
the graph H0 (the Haagerup subfactor) as well as the graph AH (the Asaeda-Haagerup
subfactor) are realized by subfactors. An alternative construction of the Haagerup subfac-
tor via a system of endomorphisms of a certain Cuntz algebra by Izumi is given in [Izu01].
Additionally, a construction of the Haagerup subfactor via so-called planar algebras was
presented by Peters in [Pet10]. Furthermore, it was shown by Bisch [Bis98] that none
of the graphs Bn can be the principal graphs of a subfactor since they yield inconsistent
fusion rules, and Asaeda and Yasuda [Asa07, AY08] proved that Hn is not the principal
1Note that the pair (Γ,Γ′) of principal graphs is unordered since any subfactor N ⊆ M has a dual
with the same index but where the principal and dual principal graph are switched.
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graph of a subfactor for n ≥ 2, which only left the existence of a subfactor with principal
graph H1 as an open problem. The classification of subfactors up to index 3 +
√
3 was
completed when it was shown in [BMPS12] that H1 is realized by the so-called extended
Haagerup subfactor , using a construction via subfactor planar algebras.
In this thesis, we focus on the subfactor that corresponds to H0, which is the Haagerup
subfactor, and the fusion categories that can be constructed from it. For this purpose, let
us analyse the principal and dual principal graph in terms of their respective even and odd
parts. We begin with the principal graph Γ. Remember that Γeven (respectively, Γodd) is
the set of vertices with even (respectively, odd) distance to the object ?. To emphasize









The elements of Γeven are equipped with labels that denote the object in the cor-
responding fusion category, which we denote H12. According to the fusion graph, this
category has four simple objects: Obj(H1) = {1, η, ν, µ} with quantum dimensions




















XY Z for X,Y, Z ∈ Obj(H1) are listed in
Table 1:
1 ν η µ
1 1 ν η µ
ν ν 1 + 2ν + 2η + µ 2ν + η + µ ν + η + µ
η η 2ν + η + µ 1 + ν + η + µ ν + η
µ µ ν + η + µ ν + η 1 + ν
Table 1. Fusion rules for the H1 fusion category.
In the same fashion we can analyse the dual principal graph Γ′ whose even part Γ′even
gives rise to the fusion category H2. As above, even vertices are coloured red and odd
vertices are coloured blue, and we add labels to those vertices that correspond to objects
in the fusion category.
2Be aware that this notation has nothing to do with the Hn that denoted the possible principal graphs
in Haagerup’s list. From now on, we use Hi with i ∈ {1, 2, 3} to denote the three different categories in
the Morita equivalence class of categories associated to the Haagerup subfactor.
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Hence, the fusion category H2 has six simple objects: Obj(H2) = {1, α, α∗, ρ, αρ, α∗ρ}
with the following quantum dimensions:






and fusion rules given in Table 2:
1 α α∗ ρ αρ α∗ρ
1 1 α α∗ ρ αρ α∗ρ
α α α∗ 1 αρ α∗ρ ρ
α∗ α∗ 1 α α∗ρ ρ αρ
ρ ρ α∗ρ αρ 1 + Z α
∗ + Z α+ Z
αρ αρ ρ α∗ρ α+ Z 1 + Z α
∗ + Z
α∗ρ α∗ρ αρ ρ α
∗ + Z α+ Z 1 + Z
Table 2. Fusion rules for the H2 and H3 fusion category, with Z = ρ+ αρ+ α∗ρ.
Since these two categories arise as the principal even and the dual even part of the
same subfactor, they are Morita equivalent. This implies that there is an algebra object
A1 ∈ H1 such that H2 is isomorphic to the category of A1–A1 bimodules over H1. On the
other hand, there is an algebra object A2 ∈ H2 such that H1 is isomorphic to the category
of A2–A2 bimodules over H2. In [GS12], this connection was studied in detail and found
that the algebra object A1 ∈ H1 is 1 + η, and the algebra object A2 ∈ H2 is 1 + ρ.
Moreover, the authors of [GS12] exploited this technique to determine all fusion cat-
egories in the Morita equivalence class of H1 and H2 and found that there is exactly one
additional category in this class, denoted H3. It has the same simple objects and fusion
rules asH2 (see Table 2). It can be constructed as the category of (1+α+α∗)−(1+α+α∗)
bimodules over H2 or as the category of (1 +µ+ ν)− (1 +µ+ ν) bimodules over H1. The
Morita equivalence class is summarized in Figure 6.





1+ α + α∗
1+ α + α∗
1+ µ+ ν
1+ ρ+ αρ
Figure 6. The Morita equivalence class of fusion categories coming from the
Haagerup subfactor. The object on the arrow from Hi to Hj indicates the algebra
object A from which Hj can be built as the category of A-A bimodules over Hi.
Example 5.1. Using the technique described in Section 4.3 we can recover the principal
and dual graphs of the Haagerup subfactor from its fusion categories. The principal graph
can be constructed via the module category ModH1(1 + η) and choosing 1 + η as the
fixed simple module object therein. The dual graph can analogously be constructed via
ModH2(1 + ρ) and choosing 1 + ρ as the fixed simple module object. We go through both
constructions in detail, beginning with the principal graph.
To construct the principal graph of the Haagerup subfactor, we start with the algebra
object 1+η in H1. Recall that we first construct the matrix T whose rows are determined
by the decomposition of Xi ⊗ (1 + η). The result is
T =
1 ν η µ

1 1 0 1 0
ν 0 3 1 1
η 1 1 2 1
µ 0 1 1 1
.
The matrix V that fulfils T = V V T is given by
V =

1 0 0 0
0 1 1 1
1 1 0 0
0 1 0 0
 .









which is exactly the principal graph of the Haagerup subfactor. For the calculation of the
dual graph, we begin with the algebra object 1+ρ in H2. The matrix T constructed from
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the fusion outcomes of Xi ⊗ (1 + ρ) is given by
T =
1 α α∗ ρ αρ α∗ρ

1 1 0 0 1 0 0
α 0 1 0 0 1 0
α∗ 0 0 1 0 0 1
ρ 1 0 0 2 1 1
αρ 0 1 0 1 2 1
α∗ρ 0 0 1 1 1 2
,
and, therefore, V is
V =

1 0 0 0
0 1 0 0
0 0 1 0
1 0 0 1
0 1 0 1
0 0 1 1
.
Note that, apart from interpreting V directly as the adjacency matrix of the principal
graph we can also read off the decomposition of the objects Mi in the module category
from this matrix:
M1 = 1 + ρ
M2 = α+ αρ
M3 = α
∗ + α∗ρ
M4 = ρ+ αρ+ α∗ρ.
The action Xi  (1 + ρ) for Xk ∈ Obj(H2) is given by
1  (1 + ρ) = 1 + ρ = M1
α  (1 + ρ) = α+ αρ = M2
α∗  (1 + ρ) = α∗ + α∗ρ = M3
ρ  (1 + ρ) = 1 + 2ρ+ αρ+ α∗ρ = M1 +M4
αρ  (1 + ρ) = α+ ρ+ 2αρ+ α∗ρ = M2 +M4
α∗ρ  (1 + ρ) = α
∗ + ρ+ αρ+ 2α∗ρ = M3 +M4,
which yields the following graph (where we can see that V is indeed the adjacency matrix
of this graph) which is the dual principal graph of the Haagerup subfactor:
















62 5. THE HAAGERUP SUBFACTOR AND ITS FUSION CATEGORIES
5.1. The F -symbols for the category H3
The F -symbols of a fusion category are important for any problem that involves work-
ing in a specific basis, for example the construction of module categories via algebra objects
explained above. Moreover, they are a crucial ingredient in the construction of physical
models from fusion categories such as one-dimensional spin chains or two-dimensional lat-
tice models (presented in Part 2 of this thesis). Especially for lattice models, we need
the matrix representation of the F -symbols. Hence, even though the F -symbols are, in
principal, obtained by Izumi’s construction in [Izu01], some work has to be done to obtain
the corresponding matrix representation.
A straightforward way to obtain the F -symbols of a given fusion category is to solve


























This equation has to be fulfiled for any combination of labels from the set of simple objects.
Hence, the objective here is to solve a set of multivariate equations of polynomials up to
third order, where the number of variables and equations is growing with the number of
simple objects in the category. This task quickly becomes complicated if the number of
simples in the category is too high, and explicit solutions are only known for a handful of
cases (a list of many explicit solutions can, for example, be found in [Bon07]).
In case of the fusion category H3 there are six simple objects, hence it presents no
shortage of challenges: After eliminating trivial equations (i.e., those that contain non-
valid F -symbols or those that are trivially true), there are 41391 equations and 1431
unknowns, resulting in a task that is at the limit of what is easily computable with
current state-of-the-art technology and algorithms. To solve this problem, we use the
following strategy: We first collect “seed” data about the F -symbols that can then be
input to standard solvers in order to simplify the problem (the detailed description of the
procedure can be found in [OSW19]). This data comes from three different sources:
(1) Unitarity. Since the F -symbols are transformations between orthonormal bases,
we require them to be unitary. This allows us to use the unitarity condition
U †U = UU † = I
to get additional (and possibly simpler) equations for the F -symbols. This is
especially helpful in cases where the majority of variables of a matrix has already
been determined: using the unitarity condition, it is likely that we can deter-
mine the remaining variables. For a one-dimensional matrix F abcu this condition
becomes
‖F abcu ‖2 = 1.
(2) Gauge freedom. To every distinct vertex, there is a gauge freedom assigned that
amounts to the choice of basis vertex. Since the pentagon equation is invariant
under a gauge transformation, we can use this freedom to fix some of the variables
to a certain value, thus reducing the number of variables. We go into more detail
about this technique below.
(3) The trivalent category H3. As described in Chapter 3, the category H3 has a
description as a trivalent category. As such, it allows for a simple diagrammatic
calculus. This can be exploited to obtain some of the variables directly and also
additional (possibly simpler) equations. More detail about this technique can be
found below.
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Exploiting these techniques to generate seed data, it is possible to solve the set of equations
generated by the pentagon equation. A complete list of the resulting F -symbols for the
fusion category H3 can be found in Appendix A.
Gauge freedom. For every distinct vertex in a fusion diagram there is a gauge free-
dom assigned that accounts for the choice of basis. Suppose we have a vector ψ ∈ V abc ,
where V abc = Hom(c, a ⊗ b). Another vector ψ′ ∈ V abc can be obtained from ψ via the
invertible change of basis transformation uabc :
ψ′ = uabc ψ.


































By fixing one of these ratios we can set a variable to a certain value. This can be exploited
to simplify the set (or a subset of the set) of equations. We are allowed to fix these ratios
because the pentagon equation is invariant under the transformation (5.2):
Theorem 5.2. The pentagon equation (5.1) is invariant under the gauge transformation
(5.2).



























































































therefore it is gauge invariant. 
The trivalent category H3. We can exploit the fact that the fusion category H3
also has a description as a trivalent category to obtain further information about the F -
symbols. Precisely, this is done by interpreting diagrammatic relations that are properties
of the trivalent category as transformations caused by applying an F -matrix. In the
following, we give an example of how this technique works.
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as an element in Hom(ρ, ρ ⊗ ρ ⊗ ρ) in the regular category H3 and applying F -moves
to simplify it on the one hand, and comparing this to the corresponding relation (3.9)
within the trivalent category (note that in the trivalent category, we can rotate strings
























Rewriting (3.9) as an equation in Hom(ρ, ρ⊗ ρ⊗ ρ) and bringing it into the same form as























































Comparing the different linear combinations of basis vectors for the diagram in question
for x = αρ and x = α∗ρ yields the statement of the proof. 
It is possible to exploit various other relations within the trivalent category to gain
information about the F -symbols. A detailed list of these relations can be found in
[OSW19].
The seed data generated by the methods described above provides enough informa-
tion such that the set of equations becomes simple enough to be solvable with standard
techniques. The F -symbols of the H3 category have also independently been obtained by
Matthew Titsworth [Tit].
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5.2. Algebra objects in H3
The F -symbols of a category can be exploited to find algebra objects and modules
of the category. In this section, we describe how this procedure works by calculating
an explicit example. As depicted in Figure 6, H1 can be constructed as the category
BimodH3(A,A) with A = 1 + ρ+ αρ. First, we show that 1 + ρ+ αρ is an algebra object
in H3 by constructing the corresponding multiplication morphism.
The multiplication morphism m : A ⊗ A → A is an element of the morphism space
Hom(A ⊗ A,A). To find out the dimension of this space, note that we can write A =





where Obj(H3) = {1, α, α∗, ρ, αρ, α∗ρ} and aX = 0 for X ∈ {α, α∗, α∗ρ} and aX = 1 for
X ∈ {1, ρ, αρ}. Hence, the morphism space Hom(A⊗A,A) can be written as a combination




aXaY aZHom(X ⊗ Y, Z).




aXaY aZ dim(Hom(X ⊗ Y, Z)) = 15.























































In order to find the multiplication morphism m for the algebra object, all 15 coefficients
have to be determined. To solve this problem, we can make use of the different conditions











This leaves us with 10 unknowns. Additional equations that help us to determine these
coefficients come from condition (4.2) of the definition: Inserting the decomposition (5.3)
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+ . . .
and the same number of terms for the right hand side. We can now work out a general
form for the equations that can be deduced from this condition: Note that the general








where we call this kind of diagram a left fusion tree. If the morphism space Hom(x⊗y⊗z, w)























(a right fusion tree) since there is one term for each basis diagram of the morphism space.










This procedure can easily be generalized to higher-dimensional morphism spaces. In this
case, there will be a sum over the label β on the right hand side of (5.4), i.e., a sum over
right fusion trees. This implies that every right fusion tree can come from more than one
4Note that these fusion trees are mirrored horizontally compared to the diagrams that appear in the
construction of F -symbols. Hence, in general, we have to use the complex conjugate of the entries of the F -
matrix here (see Section 6.2). However, since the F -symbols are real for the H category (see Appendix A),
we can use the standard F -symbols here.
5.3. MODULE CATEGORIES OVER H3 67
of the left fusion trees. Hence, we have to take sum over all left fusion trees which can












































































































where p1 ∈ {−1,+1} is a parameter coming from the solution of the F -symbols in Ap-
pendix A. Note that two of the coefficients, cαρραρ and c
ρ
αρρ are not determined by the
conditions.
5.3. Module categories over H3
In the previous chapter, we have shown how to construct module categories from
algebra objects. Starting from the algebra object A = 1 + ρ + αρ we now show how
to practically determine the category of left modules over A in H3, following the same
techniques we described in Example 4.25. We begin by determining the simple module
objects via calculating the matrix T . Remember that a row of T is given by the outcome
of the fusion product A ⊗ Xi for Xi ∈ {1, α, α∗, ρ, αρ, α∗ρ}, where the coefficients in the
decomposition into simple objects are the entries in the row corresponding to the object
Xi. The resulting matrix is
T =
1 α α∗ ρ αρ α∗ρ

1 1 0 0 1 1 0
α 0 1 0 1 0 1
α∗ 0 0 1 0 1 1
ρ 1 1 0 3 2 2
αρ 1 0 1 2 3 2
α∗ρ 0 1 1 2 2 3
.
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Recall that T can be rewritten as T = V V T . Hence, V is given by
V =

1 0 0 0
0 1 0 0
0 0 1 0
1 1 0 1
1 0 1 1
0 1 1 1
.
We can directly conclude that there are four simple module objects in the category
ModH3(A), which are
M1 = 1 + ρ+ αρ
M2 = α+ ρ+ α∗ρ
M3 = α
∗ + αρ+ α∗ρ
M4 = ρ+ αρ+ α∗ρ.
The corresponding morphisms lMi can be determined from the conditions given in Defini-







In this chapter, we introduce the concept of anyon chains, which is the most important
tool in our search for a Conformal Field Theory (CFT) that corresponds to the Haagerup
subfactor. Anyons are exotic quasiparticles that can occur in two-dimensional systems,
whose statistical behaviour is much less restricted than those of bosons and fermions.
Mathematically, they are described by Unitary Modular Tensor Categories (UMTC).
Anyons are highly interesting for several reasons: Firstly, they can be employed to
perform fault-tolerant quantum computation in the context of topological quantum compu-
tation [NSS+08, Pac09, Wan10, Kit06]. Since most of the quasiparticle details are not
relevant for the description of anyons (in fact, only topological properties matter), compu-
tations using these particles are resistant against errors in the control of the quasiparticles.
For instance, in [Kit03] Kitaev proposed a topological quantum error correcting code, the
toric code, defined on a two-dimensional spin lattice with periodic boundary conditions.
In this model, the information is encoded in the ground state space of the Hamiltonian
such that errors appear as excitations that can be detected due to an energy gap above
the ground states. Another interesting example are computational models coming from
the Fibonacci category, since they allow for universal quantum computation: any quan-
tum circuit acting on n qubits can be realised using 4n physical Fibonacci anyons (see
[FLW02] and [Pre04]).
Anyonic statistics can be observed in the fractional quantum Hall effect [ASW84,
Hal84, JGJ03, CAS13]. However, it has taken a long time for non-abelian anyons (see
below for an explanation of the term non-abelian) to actually be observed in an experiment.
While there was some evidence for non-abelian anyons reported in [WNS+13], it has been
pointed out in [vSR15] that the observed phenomena might come from certain Coulomb
effects instead of properties of non-abelian anyons. Recent works show new evidence for the
existence of anyonic quasiparticles: While in [BKB+20] anyonic statistics were indirectly
observed via noise correlation measurements, the authors of [NLGM20] have been able
to directly observe these statistics.
Apart from being a promising candidate for topological quantum computation, anyons
are an important tool in our search for a Haagerup CFT: As it was investigated in
[FTL+07] and [FFL+14], among others, they are connected to CFTs via a one-dimensional
chain constructed from the underlying UMTC. This can be thought of as an analogue to
spin chains: Consider a chain of spin-12 particles. Two neighbouring spin-
1
2 degrees of
freedom will either combine to a spin-0 state, i.e., a singlet state |0〉, or a spin-1 state,
which is a triplet state |1〉. Hence, we can picture this chain with spin-12 particles on the
lattice sites and singlet and triplet states living on the bonds of this chain:













|0〉/|1〉 |0〉/|1〉 |0〉/|1〉 |0〉/|1〉 |0〉/|1〉
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Figure 7. Topological differences between three- and two-dimensional
particle circulation. (a) A particle spans a loop around another particle (path
C1). In three dimensions, it is always possible to continuously deform the path
C1 into the path C2, which is equivalent to a trivial path. (b) In two dimensions,
the paths are topologically distinct: C1 cannot be continuously deformed into C2.
Our goal is to find an analogous way of constructing an anyon chain starting from a
UMTC. We begin this chapter by describing anyonic statistics and the underlying algebraic
theory in detail, thereby focussing on how the physical properties of anyons arise from the
underlying structure of the UMTC. Then we present the constriction of chain models for
anyons and explain how a numerical investigation of the ground state yields information
about the corresponding conformal field theory. Here, we make use of tensor network
methods (more precisely, matrix product states) to be able to efficiently study the model
numerically. Finally, we apply these methods to the Haagerup fusion category H3 in order
to investigate whether there is a conformal field theory corresponding to the Haagerup
subfactor.
6.1. Anyonic statistics
For a moment, we will leave the mathematical concepts we have discussed in the
previous chapters and focus on some physical phenomena. As quantum mechanics tells
us, indistinguishable particles in three spatial dimensions come in two species: bosons and
fermions. Consider now a system of two identical particles. One particle circulates around
the other particle via the path C1 as shown in Figure 7(a). In three spatial dimensions,
the path C1 can be continuously deformed into the path C2 simply by lifting the loop
above the second particle. We are only interested in topological properties, hence the
particular geometry of the path does not have any effect. C2 can further be deformed into
the trivial path (which we simply denote 0), which is the path that leaves the particle at
its original position at all times.
In two spatial dimensions, the situation is a little different. As shown in Figure 7(b),
it is now impossible to lift the path C2 above the second particle to continuously deform it
into the path C1. We would instead have to cut the path, pass it over the particle and glue
it together again, but this would change the topological properties of the path. Hence, in
two dimensions, the paths C2 and C1 are topologically different. Despite this difference,
note that C2 can still be deformed to the trivial path.
What does this observation tell us about the statistics of these particles? In the three-
dimensional case, the wave function Ψ of the system after the circulation C1 has to be
exactly the same as the original wave function:
(6.1) Ψ(C1) = Ψ(C2) = Ψ(0).
Furthermore, note that the circulation of one particle around another is equivalent to
performing two exchanges of these particles (plus a spatial translation which is irrelevant
because we are only interested in topological properties here), see Figure 8. Hence, the
single exchange of two particles can yield a phase factor eiϕ which has to square to one to
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Figure 8. A single exchange of two particles. Two successive exchanges
of two particles are equivalent to circulating one particle around the other (plus a
spatial translation).
fulfil (6.1). This has exactly two possible solutions, ϕb = 0 and ϕf = π, which corresponds
to the bosonic and fermionic statistics, respectively.
In the two-dimensional case the situation is different. Since the path C1 cannot con-
tinuously be deformed into the trivial path, there are a variety of possible statistical
evolutions. We can now assign an arbitrary phase factor to the evolution that corresponds
to the path C1 (or, equivalently, two successive exchanges of particles) or even a unitary
matrix. In the case where we assign an arbitrary phase factor to the evolution, the par-
ticles are called abelian anyons. The factor can take any value between the bosonic case
eiϕb = 1 and the fermionic case eiϕf = −11.
Beyond this, it is possible to have more complex statistics that are described by a
higher-dimensional unitary matrix. Anyons that have this kind of statistics are called
non-abelian2. For this kind of evolution to emerge, the wave function that describes the
system has to be within a degenerate subspace of states. The matrix evolution then
transforms between different states in this subspace, thereby leaving the energy of the
system unchanged. Note that the initial considerations we made require the different states
in this subspace to be indistinguishable. This means that there are no local measurements
that can detect the exchange of these particles.
6.2. Algebraic theory of anyons
Mathematically, anyons are described by Unitary Modular Tensor Categories (UMTCs)
which have been defined in Section 2.5. However, in this chapter we will take a more phys-
ical point of view and focus on the data we need to describe a system of anyons. We then
connect this data with the adjectives that appear in the definition of a UMTC. Table 3
provides a dictionary between the notation used in the description of anyon chains (that
mostly originates from physics) and the categorical terms.
Particle types and fusion rules. To describe a system of anyons we first have to
specify what kind of particles we allow, i.e., a set
M = {1, a, b, c, . . .}.
Here, 1 denotes the (unique) vacuum, while a, b, c, . . . correspond to a finite series of
different particle types3. In the language of UMTCs, this set of particle types corresponds
to the isomorphism classes of simple objects of which there are only finitely many (see
Definition 2.31).
The fusion rules of an anyon model describe what happens if we bring two anyons close
together and treat them as one composite object, hence describing how they statistically
1The fact that these particles can have any statistics has led to the name anyon [Wil82].
2This name is motivated by the fact that matrices do not, in general, commute, in contrast to factors.
3In the following, we will use the terminologies particle and anyon interchangeably.
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Anyonic system Unitary MTC
anyon simple object
fusion tensor product
fusion rules fusion rules
antiparticle dual object
quantum dimension object dimension
particle exchange braiding
Table 3. Dictionary of terms relating anyonic systems to unitary modular tensor
categories (UMTCs).
behave together. These rules are given in the form




where a, b, c are anyon types and the sum runs over all possible types. Since there might
several distinct ways to produce particle c when fusing a and b, we have an integer factor
N cab which is usually referred to as fusion multiplicity .
Definition 6.1 (Multiplicity-free). A fusion rule is multiplicity-free if N cab ∈ {0, 1} for
any choice of particle types a, b, c.
The ordering of the particles a and b in the fusion rules (6.2) is not important: it holds
that
a⊗ b = b⊗ a.
Fusing a particle with the vacuum is always trivial:
a⊗ 1 = a
1⊗ b = b.
This property can also be expressed as N ca1 = δac and N
c
1b = δbc. Each particle type a has
a unique antiparticle type a∗ such that N1ab = δba∗ . Furthermore, it holds that 1
∗ = 1 and










The fusion rules also tell us whether the anyon model is abelian or non-abelian: In the
abelian case, the anyons only have one fusion channel, i.e., every fusion rule is of the form
(6.3) a⊗ b = c.




N cab > 1.
Another important quantity is the so-called quantum dimension of a particle. For a
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Since the anyon model is unitary, it follows that da ≥ 1 with equality if and only if a is
abelian (i.e., fusion with any other particle has exactly one fusion channel as in (6.3)).





Regarding the relation of anyons and modular tensor categories, the fusion operation
of anyons corresponds to the tensor product in a UMTC. We have already seen how fusion
multiplicities naturally emerge in a fusion category in Remark 2.32. Furthermore, the
quantum dimension of a particle is directly related to the dimension of an object in a
UMTC as defined in Definition 2.41. This will become more clear when we introduce the
graphical depiction of the quantum dimension in (6.13).
Recall that the goal of this chapter is to build a one-dimensional chain of anyons similar
to how spin chains are constructed. These anyon chains are of the form
aN+1
a1 a2 a3 aN. . .
x1
x2 . . .
,
where every vertex corresponds to the splitting of one anyon into two. Hence, to be able
to describe the Hilbert space and the dynamics of this system we need to translate the
properties of the underlying fusion category to vector spaces and Hamiltonians. We begin
by building vector spaces for the fusion and splitting of anyons.
Given the fusion rules, we can assign vector spaces to fusion processes. For instance,
consider two particles a and b that fuse to a particle c with N cab = 1. This implies that
there is exactly one way to fuse the particles a and b to c. Hence, the vector space
that corresponds to this fusion process has to be one-dimensional. We will denote the
corresponding fusion space V cab and vectors in this space are of the form
c
a b
There is a dual space to V cab, namely the splitting space V
ab
c . Their relation is the










Since these vector spaces are the smallest possible fusion/splitting spaces, we will refer to
them as the minimal fusion/splitting spaces.
Remark 6.2. If the fusion rules are multiplicity-free we can omit the Greek letter at
the vertex of a fusion/splitting tree, since the space is one-dimensional in this case. In
the following, we will usually consider the multiplicity-free case to avoid messy equations
and diagrams, hence we will mostly use diagrams without Greek letters. However, we
sometimes state an equation in both versions or make a comment to show what changes
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if we consider multiplicities. It should always be clear from the context which case we are
considering since Greek letters occur if and only if the model is not multiplicity-free.
The standard basis and F -matrices. When we fuse (or split) several anyons, there
is a priori no preferred order of fusion (or splitting, respectively). We can choose several
orders of fusion/splitting, which correspond to different choices of bases (we have already
encountered this phenomenon when introducing F -symbols in Chapter 2). Therefore,
we can choose a standard basis, by which we mean the decomposition of a bigger fu-
sion/splitting space into minimal fusion/splitting spaces. If we consider the splitting of a
particle u into N particles a1, a2, . . . , aN , we choose the corresponding standard basis to








e4 ⊗ · · · ⊗ V
eN−1aN
u .
In terms of the previously introduced tree diagrams, the elements of this basis correspond






a1 a2 a3 a4 aN−1 aN
.
This can analogously be defined for the fusion basis. We can extend the definition of a
standard basis to involve both fusion and splitting spaces. The most general form is a






, where M particles a′1, . . . , a
′
M are transformed into N particles
a1, . . . , aN . This can be performed in two steps: First, fusing the M ingoing particles into
one and then splitting them into the N outgoing particles. In terms of the standard basis,
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for trivalent vertices throughout this thesis. Using this convention, the identity operation

















The sum over α can be neglected if the fusion rules are multiplicity-free. This relation is
also called the completeness relation.
Furthermore, the inner product of two vectors is diagrammatically formed by stacking
vertices on top of each other such that the fusion/splitting lines connect. The simplest









This generalizes to more complicated diagrams. From this formula, we can directly see
that tadpole diagrams (“lollipops”), i.e., diagrams of the form











where the right hand side is only non-zero for c = 1.
In the following, we will focus on describing properties of splitting spaces since these are
the ones that will mainly appear in this thesis. Note that all statements can analogously
be made for fusion spaces.
Categorically, to be able to work with the tree diagrams as they are introduced above,
we need to choose bases for the involved morphism spaces. Furthermore, as described
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in Chapter 2, transforming between different bases is done by applying the correct F -















Here, the diagram on the left-hand side is in the standard form we have chosen for tree
diagrams. In the context of anyons, the above relation can also be motivated from a
different point of view than the purely mathematical one: The two different bases both
correspond to the splitting of a particle u into the three particles a, b, c. Since by fusion we
do not mean a physical process, but rather a grouping of particles into one system whose
statistical behaviour we are interested in, these two choices are physically the same and
are therefore connected via a unitary isomorphism, which is given by the F -matrices.
Recall that the F -matrices have to fulfil a consistency condition, the so-called penta-
gon equation (2.4). Furthermore, in a unitary fusion category there are some additional
relations between diagrams in terms of F -symbols. First, in a unitary fusion category the






























Another consequence of unitarity is that the category is automatically spherical (see
[ENO05, Proposition 8.23]), which yields a so-called mirror symmetry (see [Hon09]).
This means that we can find relations between horizontally mirrored tree diagrams in






















Furthermore, in any spherical category C it holds for the quantum dimension of any object
a ∈ Obj(C) that da∗ = da.
Remark 6.3. Because the F -symbol is a transformation between two different bases, the






the scalar product of elements of the respective orthonormal bases. For this purpose, the
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comes from the normalisation of vertices we chose in
(6.6) together with an additional factor of 1√
du
in order to make the diagram normalised
with respect to the trace defined in Definition 2.40. The calculation of the matrix element


























































where we have applied the bigon relation (6.8) twice and also used that the loop value is
the quantum dimension, which will be explained in (6.13).
In the context of physical models, apart from ensuring that the F -moves themselves are
consistent, it is also crucial that adding and removing vacuum lines is consistent with the
F -moves. From a physical perspective, splitting from or fusing with the vacuum is trivial.
This is the reason why we can always add an remove vacuum lines in tree diagrams. To
guarantee the consistency of this procedure with the model (especially with the F -moves),
we require that the vector spaces V a1a and V
1a
a are one-dimensional and, furthermore, that
they are canonically isomorphic to C. In other words, these vector spaces have fixed unit




























Figure 9. Diagrammatic depiction of the triangle equation. (a) The
triangle equation ensures that fusion with/splitting from the vacuum lines is com-
patible with the F -move. (b) and (c) are corollaries of the triangle equation that
are automatically implied by equation (a) and the pentagon equation.
vectors αa ∈ V a1a and βa ∈ V 1aa . The canonical isomorphisms are simply given by
αa : C→ V a1a , βa : C → V 1aa
z 7→ zαa, z 7→ zβa
These isomorphisms have to fulfil the so-called triangle equation depicted in Figure 9 (a)
to ensure consistency with the F -moves. There are two corollaries of the triangle equa-
tion, depicted in Figure 9 (b) and (c), which automatically follow from the first triangle
equation and the pentagon equation.
Bending and tracing. We often want to introduce and remove bends in a line.
Horizontal bending of lines (such that the line always goes upwards) is trivial:
a = a .
In contrast, one has to be very careful when bending lines vertically, for example trans-
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Recall that we are free to bend lines horizontally (as explained above) and, furthermore,
are allowed to add and remove vacuum lines. Therefore we can modify the above diagram







































has, in general, a non-trivial phase κa = κ
∗
a∗ . It is always possible to find a gauge choice
such that κa = 1 for all self-dual particle types a (i.e., for particles with a = a
∗), but
for those particle types that are not self-dual, κa = ±1 is the Frobenius-Schur indicator ,
which is a gauge-invariant quantity. This is the reason why bending lines vertically is more
intricate than bending them horizontally.
One possible way to account for this problem is by introducing flags (following the
notation in [Kit06] and [Bon07]): When removing a vacuum line from the top of a fusion












a a∗ = κ∗a
a a∗(6.12)
The cups and caps with left-directed flags are related to those with right-directed flags
via the factor κa (or κ
∗
a, respectively). These cups and caps are already familiar to us
as evaluation and coevaluation morphisms. They appeared when we introduced left and
right duals of objects in Section 2.3. Using this notation, we can rewrite (6.9) as
a∗
a
a = κa a .
To ensure isotopy invariance when bending lines vertically, one needs to pair up cups and
caps with opposing flags since the factors cancel out in this case:
a∗
a
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There are analogous identities for a∗:
a
a∗




Whenever cups and caps are paired up with opposing flags so that the factor cancels out,
the flags can be left implicit. This is the convention that we will use from now on and in
most cases, the flags are paired up properly so they usually do not show up explicitly.
By defining the same kind of vectors for a∗ instead of a and exploiting their relations,
one can find several useful identities for the quantum dimension da and the factor κa (see
[Kit06, App. E]):
da = da∗ , κa∗ = κ
∗
a, |κa| = 1.
Using this notation and (6.8), we can express the quantum dimension of a particle a as
(6.13) a∗a = a = da.
These cups and caps can also be used to bend lines down, for example if you want to
rotate a splitting vertex into a fusion vertex. Analogously, we can bend lines up to rotate












































































These formulas are derived by exploiting the completeness relation (6.7). We show how


































































where in the last step we have used the fact that db = db∗ and that N
a′
a1 = δa,a′ . The
derivations of the other operators use the same techniques. The operators Aabc and B
ab
c
are unitary (see [Kit06, Thm. E.6]), which implies the following identities:











From the unitarity of these operators we can directly derive the following identities for
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whenever e and f are the unique labels allowed by the fusion rules for u, a, b, c, since in
this case the F -move is a unitary map between one-dimensional vector spaces.
Additionally, we can use the operators A and B to prove an important identity of the
quantum dimensions of anyonic particles:













































































































where the last equality follows from the fact that the operators Aabc and B
ab
c are unitary. 
Another important notion we have to define is the trace of an operator. Similar to the
categorical definition of trace given in Definition 2.40 and Remark 2.44, we take the trace
of a diagram by closing it with loops that connect the outgoing lines with the respective
incoming lines at the same position. For instance, consider an operator X that maps n




2, . . . , a
′
n. We can represent





















. . . .
Exchange properties. Apart from fusing or splitting anyons it is also possible to
braid them. As we have seen above, the statistics of an anyon model is manifested in
the evolution of the wave function of a system when two particles are exchanged. In
two spatial dimensions particles are allowed to exhibit any statistical behaviour as the
restrictions that hold in three dimensions do not apply to two-dimensional systems.
When exchanging two particles a and b in the plane, there are two possible ways to





We refer to the left diagram as right-handed braiding, denoted Rab, and to the right
diagram as left-handed braiding, denoted R−1ab . This is analogous to the braiding in the
categorical sense as defined in Definition 2.34.
To describe the braiding operator, consider the vector space V abc of a particle c splitting
into two particles a and b. Suppose this vector space is one-dimensional and let eabc be its
basis vector in terms of fusion trees. When the particles a and b are braided by Rab, the
vector eabc in V
ab
c is transformed into a vector Rabe
ab
c in the vector space V
ba
c . The vector
space V bac also has a corresponding basis vector e
ba





non-zero vectors in the one-dimensional vector space V bac , they are equal up to a phase.
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Hence, we have two ways of braiding two anyons around each other. Here, Rabc is a phase
factor because the corresponding vector spaces are one-dimensional in the multiplicity-free
case. In general, the vector spaces can be higher dimensional, in which case it is a unitary




















Note that unitarity of the R-matrix implies that N cab = N
c









= (Rbac )µν .
We have to ensure that the braiding operation is compatible with the fusion rules,
i.e., Rbac 6= 0 if and only if N cab 6= 0. Additionally, braiding has to be consistent with the










































Example 6.5 (Fibonacci anyons). We have already encountered the Fibonacci category
Fib as a trivalent category in Example 3.8 and numerous times afterwards, for example in
Example 4.19 and Example 4.25. Here, we study how we can build an anyon model from
this category. First, recall that the Fibonacci category has two simple objects, namely 1
and τ and that the fusion rules are given by
τ ⊗ 1 = 1⊗ τ = τ
τ ⊗ τ = 1 + τ.
We can immediately see that the fusion rules are multiplicity-free and, moreover, that the




ττ = 2 (compare to (6.4)). From the fusion rules
we can also see that τ is its own antiparticle (for 1 this is always the case).






















































Figure 10. Hexagon identities. These diagrams have to commute in order
to ensure that the braiding operation is consistent with fusion.
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To obtain the F -symbols for the Fibonacci model, we have to solve the pentagon equation
(2.4). In general, this is a difficult task that involves solving a possibly huge number of
polynomial equations up to third order in multiple variables. However, we can use several
simplifications: For instance, it is always possible to choose a gauging such that F abcu = 1
whenever at least one of the labels a, b, c is the vacuum label 1. Furthermore, in the
Fibonacci example we can also assume that F abc1 = 1, which can be explained with the
properties of the trivalent form of the category (see Example 3.8): The only non-trivial
case here is when a = b = c = τ . The corresponding tree diagram is equal to the trivalent
vertex of the trivalent category with all legs rotated upwards. Since the trivalent vertex
is rotationally invariant, the F -symbol F τττ1 is trivial. Therefore, the only non-trivial F -
matrix is the one with all τ labels, F ττττ . To obtain this matrix, we use a subset of the
pentagon equations, namely those that arise when all outer labels in Figure 3 are set to
















This equation has to be fulfilled for all possible choices of labels, hence we can simply
set the labels so that we get exactly those equations that help us determine F ττττ . A
convenient choice is setting r = q = 1 and s = p = τ . Note that in this case the sum on
the right hand side has only one term: t can only be set to τ , since t = 1 would lead to












(F τττ1 )ττ .
Using the fact that F abcu = 1 whenever one of the labels a, b, c, u is 1 further simplifies the
equation:





Combining this equation with the condition that the matrix is unitary enables us to
determine the matrix (up to arbitrary global phases) to be










where φ = 1+
√
5
2 is the golden ratio.
With the F -symbols at hand, we can directly determine the quantum dimensions
according to (6.5). It is clear that d1 = 1. Since τ is its own antiparticle, the quantum
dimension of τ is given by
dτ = |(F ττττ )11|






To complete the description of the anyon model we also need to know how the braiding
of two particles works. To achieve this goal, we need to solve the hexagon identities (6.22)
and (6.23). Here, we pursue the same strategy as before: We first note that braiding a
particle with the vacuum is trivial:
Rτ1τ = 1, R
1τ
τ = 1.
Next, from the multitude of equations we choose those that help us to find a solution for
the two non-trivial braidings Rττ1 and R
ττ
τ . Similar to the pentagon equation, we use the
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We are left with two labels that we can set, namely p and q, which leads to four different
equations. Inserting the values for F ττττ that we have computed above (6.24) yields the
following set of equations:
φ−1(Rττ1 )




















2 = φ−1 + φ−2Rτττ .
Solving these equations leads to a solution for the R-matrices:
Rττ1 = e
4πi
5 , Rτττ = e
− 3πi
5 .
Fibonacci anyons are an attractive candidate for topological quantum computation be-
cause any unitary transformation of their state space can be approximated arbitrarily
accurately by braiding, which was shown in [BHZS05, HZBS07]. Therefore, they can
be used to perform universal quantum computation. However, there are caveats: Firstly,
approximating even simple gates is not straightforward. The NOT -gate, for instance,
requires thousands of braidings in a specific order (see [BHZS05, BBS10]). Secondly,
beside the simplicity of the theoretical description of the anyon model, the microscopic
systems that support Fibonacci anyons are hard to access. The most promising candidate
here is the so-called Read-Rezayi state, which has been proposed to describe the fractional
quantum Hall state at a filling fraction of 12/5 [RR99]. However, this state is very fragile,
so it is questionable whether it can be realised in a laboratory.
Example 6.6 (Ising anyons). Since Fibonacci anyons are difficult to realise experimen-
tally, much research has focused on the search for a simpler anyon model, possibly at the
cost of losing universality. Here, Ising anyons are of particular interest. They can only
implement logical phase and NOT -gates on single qubits, hence they can only implement
the Clifford group [AGW09], which can be efficiently simulated with a classical com-
puter. Despite the fact that Ising anyons are not universal, they can still be useful for
testing and developing topological quantum technologies since they are easier to realise in
a laboratory.
The Ising model consists of three simple objects: The vacuum 1 and two non-trivial
particles ψ (fermion) and σ (anyon) with dimensions
d1 = 1, dψ = 1, dσ =
√
2.
The fusion rules are the following:
ψ ⊗ ψ = 1
ψ ⊗ σ = σ
σ ⊗ σ = 1 + ψ.
The last fusion rule implies that the model is non-abelian, since fusing two σ anyons
results in either the vacuum or a type-ψ particle. Similar to Fibonacci anyons, solving the









The braiding operator that describes the braiding of two σ anyons is given by
Rσσ1 = e
−πi
8 , Rσσψ = e
3πi
8 ,
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while braiding the fermion ψ with itself shows the expected behaviour: Rψψ1 = −1.
6.3. Building chains from anyon models
With the mathematical description of anyons and the corresponding graphical notation
at hand, we can begin to talk about physical systems of these particles. We concentrate
here on the simplest model that one can build, namely a one-dimensional chain of anyons.
First, we describe the Hilbert space of the system before we discuss dynamics.
The Hilbert space. In quantum mechanics, to study a physical system we first need
to define its Hilbert space in order to fix the possible states of the system. Here, we make
use of the concepts we have introduced in the previous section, more precisely, fusion trees
and the standard basis. Note that from now on, we exclusively talk about multiplicity-free
anyon models and do not comment on the general case with multiplicities, although all
the constructions can be generalised in a straightforward way.
The vector space that describes a chain of N + 1 particles is the splitting space
V a1a2...aNaN+1 :
aN+1




This means that the particle aN+1 first splits into particles xN−1 and aN , xN−1 further
splits into xN−2 and aN−1 and so on. When the outer particle types a1, . . . , aN+1, i.e., the
labels of the vector space, are fixed, then an element of this space is defined by a choice of
the inner labels x1, . . . , xN−1, where the set of possible choices is determined by the fusion





for all i ∈ {1, . . . , N − 1}. The basis of the vector space V a1a2...aNaN+1 is therefore given by
all vectors that represent valid choices of inner labels. We call this basis the anyon chain
basis or fusion basis and denote these vectors |x1, x2, . . . xN−1〉4.
Recall the spin chain we have introduced in the beginning of this chapter: The fixed
anyons in an anyon chain (i.e., the particles a1, . . . , aN+1) correspond to the spin-
1
2 lattice
sites of the spin chain. The labels x1, · · · , xN−1, i.e., the degrees of freedom in the anyon
chain correspond roughly to the singlet and triplet states that live on the bonds of the
spin chain.
We now make some simplifications to this general case. First, we assume that all outer
labels are chosen to be the same particle type a. Furthermore, we draw the chain in a
slightly different way as depicted in Figure 11. Here, the rightmost label a corresponds
4Note that it is a convention to fix the leftmost label and the rightmost label to a1 and aN+1,
respectively. We could instead include them in the basis vector as additional labels x0 and xN , hence
the basis vector would then be of the form |x0, x1, . . . , xN−1, xN 〉.
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a
a a a . . . a a
a
x1 x2 . . . xN−1
N − 1 anyons of type a
Figure 11. Anyon chain. A chain corresponding to the vector space V aa...aa
with basis vectors |x1, x2, . . . , xN−1〉.
to the subscript of the vector space, i.e., we have rotated the chain around 45°. Although
this has the disadvantage that one cannot see which are the incoming and which are the
outgoing particles, it coincides with the usual depiction of spin chains like the Heisenberg
chain. Together with the convention that a chain depicted in this way always corresponds
to a vector space of the form V aa...aa (with N a’s as superscript), this removes all ambiguity
about the order of fusion.
Interactions. Without any interactions, the state of the anyon chain is simply de-
scribed by the Hilbert space introduced above. Imposing interactions between the particles
splits the degeneracy and we observe a non-trivial collective ground state. The kind of in-
teractions that we impose on the anyon chain are motivated by the Heisenberg interaction
for spin-12 particles (see [TTWL08]). Recall that two SU(2) spin-
1
2 particles can either
combine to a singlet state |0〉 or a triplet state |1〉. This can be written, in analogy to the












~Si · ~Sj ,
where the sum runs over all pairs of spins i, j (which might be restricted to nearest neigh-
bour interactions on a given lattice, depending on the model) and J is a coupling constant.
This Hamiltonian can be rewritten using the total spin ~Tij = ~Si + ~Sj formed by the two









~T 2ij − ~S2i − ~S2j
)
.
Using the fact that ~T 2ij |0〉 = 0 and ~T 2ij |1〉 = 1(1 + 1)|1〉 allows us to express the above
















For J > 0 (antiferromagnetic coupling), the systems favours an overall singlet state, and
for J < 0 (ferromagnetic coupling) the overall triplet state is favoured.
In a similar fashion, we model local interactions between anyons in an anyon chain by
projections onto specific fusion channels. A projection of two neighbouring type-a particles
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In this picture, the projector acts on two neighbouring anyons by projecting onto the
fusion channel e. However, in the standard basis representation of the anyon chain (as
depicted in Figure 11) this operator locally acts on states |xi−1, xi, xi+1〉. To be able to















































































because of unitarity of the F -matrices.
The Hamiltonian of the anyon chain system can then be built from these projections.
This can be best understood by studying a concrete example.
Example 6.7 (The golden chain). One of the simplest examples of an anyon chain is one
built from Fibonacci anyons, which were described in Example 6.5. This chain is called the
golden chain because of the connection between Fibonacci anyons and the golden ratio. It
was introduced in [FTL+07] and a more detailed description can be found in [TTWL08].
First, we to describe the Hilbert space of the golden chain. Since there is only one
non-trivial anyon type in the Fibonacci anyon model, namely τ , the choice of the object
a for the anyon chain is straightforward. Hence, the golden chain is of the form
τ
τ τ τ . . . τ τ
τ
x1 x2 . . . xN−1
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1 τ
Figure 12. Fusion graph for the golden chain. A path of length N − 1 on
this graph corresponds to an allowed labelling for a basis state |x1, . . . , xN−1〉 of
the anyon chain.
and we need to determine which basis states |x1, x2, . . . , xN−1〉 are allowed by the fusion
rules. Remember that there is one non-trivial fusion rule, namely
τ ⊗ τ = 1 + τ.
Therefore, successive fusion of two τ -anyons produces either a 1 or a τ , so xi ∈ {1, τ}.
Additionally, the constraint that 1 ⊗ τ = τ has to be fulfilled, hence there can never be
two 1s as two neighbouring intermediate charges. These constraints can also be expressed
in terms of a graph whose vertices represent the anyon types of the model, i.e., 1 and τ for
the Fibonacci model, and we draw an edge between two labels a and b whenever N baτ = 1.
If N baτ = N
a
bτ = 1, the edge is undirected, but if one of these multiplicities is zero the
edge has a direction. For example, consider a model with particle types 1, a and b, where
fusion with a is given by
a⊗ a = 1 + b
b⊗ a = a.
Hence, we have that Naba = 1, but N
a
aa = 0 and therefore the fusion graph for fusion with
a has a directed edge:
1 a b
.
The corresponding graph that describes fusion with τ in the Fibonacci model is de-
picted in Figure 12. This graph provides a simple method to find all the basis states of
the Hilbert space of a chain of length N + 1: They are given by the set of all possible
paths of length N − 1 on the graph in Figure 12 that start and end at the vertex τ .
The interaction for the golden chain is constructed from projecting onto the possible
fusion channels. We use the projectors p
(e)






in the following way: We assign an energy of E1 = −1 to fusing to the vacuum, and an
energy of Eτ = 0 to fusing to the τ -anyon, hence fusing to the vacuum is energetically









where the projection on the vacuum for two neighbouring τ -anyons is given by
p
(1)
















Note that due to the construction of the boundaries of the chain, x0 = xN = τ .
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To obtain a matrix representation of the Hamiltonian, note that we write the action
of the local Hamiltonian as





















The basis for the local states |xi−1, xi, xi+1〉 the Hamiltonian acts on is given by the allowed
labellings according to the fusion rules:
{|1τ1〉, |1ττ〉, |ττ1〉, |τ1τ〉, |τττ〉}.
Therefore, the local Hamiltonian Hi is given by the following 5× 5 matrix:
Hi = −

1 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 ϕ−2 ϕ−
3
2




Studying the ground space of the chain Hamiltonian H =
∑
iHi yields the central
charge of the corresponding conformal field theory, which is c = 710 , see [FTL
+07] and
Example 6.8. The methods that can be used to study whether an anyon chain gives rise
to a conformal field theory are explained in Section 6.4.
6.4. Numerical methods for anyon chains
How can we learn about the connection between fusion categories and conformal field
theories by studying anyon chains? The key word here is criticality. Systems that undergo
a phase transition can exhibit a critical point if the phase transition is continuous, and the
theory that describes the system at this critical point possibly is a Conformal Field Theory
(CFT). In this section, we briefly explain the most important concepts of continuous phase
transitions and criticality and refer to [Sac17] for a more detailed treatment of the topic.
We concentrate here on those quantities that can be easily investigated numerically, and
we also discuss which numerical methods are suitable for this purpose.
We are interested in zero-temperature phase transitions, which, unlike in classical
systems, have a rich structure in quantum mechanics because of possible ground state
entanglement. Here, we define a phase transitions as a point at which the ground state
energy density of the system is a non-analytic function of some control parameter of the
Hamiltonian such as the magnetic field strength. Phase transitions are often divided
into two classes, namely thermal (which occur at certain temperatures, for example, the
transition from solid to liquid) and continuous phase transitions. The latter kind of phase
transitions is the one we focus on here.
Continuous phase transitions are characterized by scale-invariant fluctuations. This
means that at any length scale significantly larger than the lattice spacing of the system,
correlation functions are invariant under spatial scaling transformations
x→ cx
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. . . . . .
ρA ρB
Figure 13. Dividing the chain into two subsystems. The scaling of the
entanglement entropy of one of the subsystems reflects the critical behaviour of
the system.
where ξ is the correlation length of the system, which imposes a natural length scale. Such
a scale does not exist in the scale-invariant case, hence the correlation length diverges
ξ →∞.
This is called criticality and points at which this phenomenon appears are called critical
points.
Systems at the critical point are often not only scale-invariant but also invariant under
conformal transformations (which are those transformations that preserve angles locally),
hence they have a description as a conformal field theory. A large number of 2D CFTs
can be classified by a single number known as the central charge, which can be numerically
determined by studying properties of the ground state of the system at the critical point.
There are several indicators for the criticality of a system that can be numerically
investigated. First, scale-invariance implies that the gap between the ground state and
the first excited state of the system (the spectral gap) vanishes in the limit of infinite
system size. This is because a non-zero gap imposes a natural energy scale, which would
break the scale-invariance. In critical systems the energy spectrum is continuous, hence it
is possible to observe excitations with arbitrarily small energies.
The second indicator of criticality is the behaviour of the entanglement entropy of the
ground state with growing system size, which can also be exploited to calculate an estimate
for the central charge of the model. In general, the entanglement entropy describes the
entanglement of a subsystem A and is defined by the von Neumann entropy of the state
of the subsystem:
S(ρA) = −Tr(ρA log(ρA)).
In the concrete case of an anyon chain, we cut the chain in half (see Figure 13) and
calculate the entropy of one of the subsystems. Note that in case the overall state of the
chain is pure, it does not matter which subsystem we consider since
S(ρA) = S(ρB)
5.
The scaling behaviour of the entanglement entropy when the system grows in size reflects
the scaling behaviour of the system in the following way: In general, at the critical point
the entanglement entropy diverges, which is the first indicator for a critical system. Fur-
thermore, the relation between the correlation length ξ and the entropy S (see [HLW94]
and [CC09]), given by
(6.26) S(ξ) ∝ c
6
log(ξ),
allows us to calculate an estimate for the central charge c.
5This is a well-known result in quantum information theory, hence we do not give any more details
here. It can, for example, be found in [Wil17].
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Tensor network methods. Studying quantum many-body systems is, in general, a
difficult and computationally challenging task due to the high-dimensional Hilbert spaces
that arise with a growing number of particles. The study of anyon chains is no exception.
To circumvent this problem, we use tensor network methods, or, more precisely, matrix
product states, to approximately simulate the evolution of the anyon chain of interest.
Since introducing the theory of tensor networks and matrix product states in detail goes
beyond the scope of this thesis and, furthermore, there is already some excellent intro-
ductory literature, we refer to [BC17] for a more in-depth introduction to this concept.
Here, we only give the most important definitions that are necessary to understand the
numerical investigations done in this thesis.
The theory of tensor networks generally uses a convenient graphical language. A
general rank-r tensor T of dimensions d1 × d2 × · · · × dr is an element of Cd1×d2×···×dr . A
single tensor is simply represented by a geometric shape (a circle in this example) with
legs sticking out of it, where each leg corresponds to an index. For instance, a rank-4
tensor T is depicted





In this graphical representation scalars, vectors and matrices are simply special cases of a
general rank-r tensor:
(1) A scalar c ∈ C is a rank-0 tensor and hence has no indices, which means that it
has no legs:
c
(2) A vector v (a rank-1 tensor) has a single leg:
v
i
(3) A matrix A (a rank-2 tensor) has two legs:
A
i j
We can build larger networks by stacking several of these objects together, which is
done by contracting legs that correspond to shared indices. With this operation we can
represent important operations such as matrix-vector multiplication and matrix multipli-
cation:
(1) Matrix-vector multiplication: A~v =
∑





(2) Matrix multiplication: AB =
∑
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A very important concept in tensor network theory is the Singular Value Decomposi-





where U and V are unitary matrices and S is positive semi-definite and diagonal. S
has the singular values of T on its diagonal, typically arranged in non-increasing order.






The singular value decomposition is the key to approximating high-dimensional states.
By truncating the singular value matrix S after the highest k values the matrix T can be
approximated by
T (k) = US(k)V †.
After having established the notation and the most important concepts, we want to
use this to represent quantum many-body systems. Consider a general state |ψ〉 of N




Cii,i2,...,iN |i1〉|i2〉 . . . |iN 〉.
This could, for example, be the state of an anyon chain of length N + 2. It is completely
determined by the rank-N tensor C. Note that it consists of dN numbers and therefore
grows exponentially with the system size N , which makes it a computationally inefficient
description of the quantum state. We can use the tensor network notation introduced
above to replace this big tensor C with a network of tensors with smaller rank. The
final tensor network representation then typically depends on a polynomial number of
parameters, making it computationally more efficient.
The tensor network representation of |ψ〉 is derived as follows: By splitting the first






where the λi are the Schmidt coefficients and {|Li〉} and {|Ri〉} are orthonormal sets of
vectors. We can represent it graphically (here for N = 4) as
(6.28) ψ = L λ R
where λ is a diagonal matrix with the Schmidt coefficients on the diagonal. The Schmidt
coefficients correspond to the singular values in the decomposition (6.28), hence they
capture the entanglement structure along this cut. We can now successively introduce
additional cuts to R and perform the singular value decomposition on each of the cuts,
ending up with a representation of the state |ψ〉 in terms of local tensors M and diagonal
matrices of singular values λ that quantify the entanglement across the respective cut:
ψ = M
(1) λ(1) M (2) λ(2) M (3) λ(3) M (4) .
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We can further contract the tensors λ(i) that represent the singular values into the local
tensors6 M (i) to arrive at the form
(6.29) |ψ〉 = A(1) A(2) A(3) A(4) .
The state depicted in (6.29) is a Matrix Product State (MPS). For reasons of convenience,
it is often modified to
|ψ〉 = A(1) A(2) A(3) A(4)
















|i1i2 . . . in〉,






Ai1Ai2 . . . AiN
)
|i1i2 . . . in〉.
So far, we have not reduced the computational complexity of the representation since
the above form is both general and exact. However, the matrix product form of the state
makes it easy to find good approximations to the exact state. Consider the translation
invariant case, where the matrices Ai all have the same rank r. For some value of r, say r
∗,
the form in (6.30) is the exact representation of |ψ〉. However, if we truncate the matrices
to a rank D ≤ r∗, we only include the largest D Schmidt coefficients in the description
of the state. We are left with an approximate form of |ψ〉 which is much easier to handle
computationally because of the decreased number of parameters. We call the rank D the
bond dimension of the matrix product state.
We can use the tensor network representation of the quantum state to numerically
simulate the behaviour of the quantum system we are interested in. Matrix product
states provide an efficient description of one-dimensional gapped systems, since in these
cases the entanglement entropy of a large enough subsystem will saturate. At the critical
point, however, the entanglement entropy diverges, as we have seen above, hence the MPS
cannot fully capture the behaviour of the system in the limit of infinite system size for
finite bond dimensions. However, it turns out that how the MPS approximation truncates
the correlations of the system at the critical point allows us to draw conclusions about
the scaling behaviour of the entanglement entropy (hence it is called finite entanglement
scaling), see [TdIL08] and [HCO+11].
However, when we try to use matrix product states to simulate anyon chains, we
run into a problem: the MPS are formulated on a space that possesses a tensor product
structure, which is not necessarily compatible with the fusion rules of the anyon model.
How do we solve this problem? First, note that there is a natural way to embed the Hilbert
space H of an anyon chain into a larger Hilbert space H̃ that possesses tensor product
structure. The larger Hilbert space is simply spanned by all states |x1, x2, . . .〉 regardless
of whether the sequence x1, x2, . . . is allowed by the fusion rules. The vector space that
consists only of the allowed sequences, which we call the anyon subspace in this context,
is a subspace of this larger Hilbert space.
6It is actually important which tensors the singular values are contracted into. This relates to gauge
fixing the matrix product state and is explained in detail in [BC17].
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One possible solution is to modify the Hamiltonian such that it acts on the larger
Hilbert space by adding penalty terms that suppress contributions from states outside the
anyon subspace. In the case of anyon chains, this means that we add terms which are di-
agonal on two neighbouring labels for all forbidden combinations: Let M be the adjacency
matrix describing the fusion constraints of the anyon model and H̃ the Hamiltonian on
the larger Hilbert space H̃. The modified Hamiltonian is then of the form












Once we have an MPS representation of the anyon chain, we can use it to calculate
properties of the ground state. For instance, we are interested in the behaviour of the
energy gap and the entanglement entropy with growing system size. In case we have a
translational-invariant MPS as in (6.30) (a so-called uniform MPS) it is even possible to
study infinite chains. Here, we study the behaviour of the entanglement entropy with
growing bond dimension instead of growing system size. We can relate the entanglement
entropy directly to the bond dimension of the MPS by modifying (6.26), since the cor-







where c is the central charge of the corresponding CFT. Hence, from the scaling of S(D)
vs. log2(D) we can get an estimate of the central charge.
To calculate the ground state of the system we have used the package evoMPS [Mila]
written in the python programming language. It provides algorithms to evaluate the real or
imaginary time evolution for MPS of both finite chains with open boundary conditions or
uniform MPS (i.e., infinite chains) via the Time-Dependent Variational Principle (TDVP).
It is based on algorithms presented in [HCO+11] and [MHOV13], among others. In this
thesis, we use it to calculate ground states for infinite chains, in case of Fibonacci anyons
and for the H3 chain. The application of the TDVP to uniform MPS is described in detail
in [HCO+11] and [HOV13]. The code used for the calculations of this thesis is based on
code written by Marius Lewerenz [Lew].
Example 6.8 (The golden chain). In case of the Fibonacci anyon chain presented in







Before we can numerically study the model with tensor network methods, we need to
construct the Hamiltonian that acts on the larger Hilbert space that possesses tensor
product structure. Instead of the five-dimensional basis, the full Hilbert space has eight
basis states:
{|111〉, |11τ〉, |1τ1〉, |1ττ〉, |τ11〉, |τ1τ〉, |ττ1〉, |τττ〉},
where the subset of allowed sequences is
{|1τ1〉, |1ττ〉, |τ1τ〉, |ττ1〉, |τττ〉},
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Figure 14. Entanglement entropy S for different values of the bond dimension
D for HFibi = −p
(1)
i .
hence the penalty matrix P has non-zero entries on the diagonal at positions one, two, and
five. As a result, the modified Hamiltonian (that also includes penalty terms) is, according
to (6.31), given by
H̃ ′i = −

0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 ϕ−2 ϕ−
3
2






1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0

.
Investigating the behaviour of this system with tensor network methods allows us to
study the connection between entanglement entropy and bond dimension. The resulting
data points for the entropy S for different bond dimensions D are shown in blue in Fig-
ure 14, together with a fit function (red). Using the formula in (6.32), we get an estimate
for the central charge of the corresponding conformal field theory:
(6.33) c ≈ 0.716751.
For unitary CFTs in (1+1) dimensions, unitarity restricts the possible values of the central
charge to
c = 1− 6
m(m+ 1)
, m = 2, 3, 4, . . .
for c < 1. For c > 1, the allowed central charges are continuous and c can take any value





5 , so we can conclude that the value in (6.33) is consistent with c =
7
10
(as was done in [FTL+07]7). This value corresponds to the classical 2D tricritical Ising
model known as the RSOS model, see [ABF84].
7Here, the authors found a value of c = 0.701± 0.001 in their numerical studies, which is even closer
to 7
10
than the value we have found in our investigation.
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The Fibonacci chain model has been extended to also include three-anyon interactions
in addition to pairwise interaction. In [TAF+08], the authors find that this leads to a
rich phase diagram with multiple critical and gapped phases.
6.5. The H3 chain
We now want to apply the methods described above to study a chain that is built
from the Haagerup fusion category H3. As explained earlier, the underlying mathematical
theory of anyons is a Unitary Modular Tensor Category (UMTC), not a unitary fusion
category (UFC). But what happens if we do the same construction starting from a UFC
instead of a UMTC? Does the resulting chain still give rise to a critical model? Since a
UMTC has certain properties that a fusion category lacks (for example, a fusion category
is not braided), one has to be very careful when constructing an anyon chain from a fusion
category. However, the general construction does not explicitly require any properties
that are exclusive to a UMTC, hence it is, in principle, possible to construct chains from
UFCs8. We can therefore construct a chain from theH3 fusion category and study whether
it gives rise to a conformal field theory.
Evidence for the existence of a conformal field theory that corresponds to the Haagerup
subfactor was already found by Evans and Gannon in [EG11]. Here, the authors con-
structed the (hypothetical) CFT from the quantum double of the Haagerup subfactor as
a vertex operator algebra and found that it has central charge c = 8. Hence, we expect
that the numerical investigations of a Haagerup anyon chain with matrix product states
will reveal that the central charge is c = 8.
As a first step, we need to specify the Hilbert space of the model. A natural choice
for the object a in Figure 11 that specifies the outer labels of the chain in the H3 case is
ρ because we can get any other simple object of the category by fusing ρ’s9 (Recall the
fusion rules of H3 from Table 2). Hence, the resulting chain is of the form
ρ
ρ ρ ρ . . . ρ ρ
ρ
x1 x2 . . . xN−1
Similar to the example of the Fibonacci anyon chain, we can get the basis states of
the Hilbert space HN+2 from the corresponding fusion graph (see Figure 15).
In contrast to the Fibonacci anyon chain, there are more possibilities to build projec-
tors in the H3 case, which is due to the fact that there are more simple objects in the
decomposition of ρ⊗ ρ:
ρ⊗ ρ = 1 + ρ+ αρ+ α∗ρ.
As a result, we can define projections for e ∈ {1, ρ, αρ, α∗ρ}:
p
(e)
















8Strictly speaking, the resulting chain is not an anyon chain since anyons are described by UMTCs. In
an abuse of notation we still call chains built from UFCs anyon chains, keeping in mind that the underlying
category is a UFC instead of a UMTC.
9Although α and α∗ are not in the decomposition of ρ ⊗ ρ, they do appear in the decomposition of
ρ⊗ ρ⊗ ρ.




Figure 15. Fusion graph for the H3 chain. A path of length N − 1 on this
graph corresponds to an allowed labelling for a basis state |x1, . . . , xN−1〉 of the
Hilbert space HN+2 of the chain.
using the F -symbols given in Appendix A. Hence, the most general form of the local
Hamiltonians Hi is
Hi = c1 p
(1)
i + cρ p
(ρ)
i + cαρ p
(αρ)
i + cα∗ρ p
(α∗ρ)
i ,
where ci ∈ R. Therefore, we have an infinite number of possible Hamiltonian which
makes finding the right one (i.e., the one that corresponds to a critical model) an almost
impossible task. Fortunately, we can restrict the parameter space by switching to hyper-
spherical coordinates:
(6.34) Hi = r cosψ p
(1)
i +r sinψ cos θ p
(ρ)
i +r sinψ sin θ cosϕ p
(αρ)
i +r sinψ sin θ sinϕ p
(α∗ρ)
i ,
with r ∈ R, ψ, θ ∈ [0, π], and ϕ ∈ [0, 2π]. Furthermore, we can set r = 1 since this simply
corresponds to rescaling the ground state energy but does not change the behaviour of the
model, and especially does not have an effect of the criticality of the model. This leaves
us with only three parameters in bounded intervals which we have to search through in
order to find a Hamiltonian that gives a critical model.
Numerical results. Since it is a rather complicated and numerically challenging task
(in the sense that there are many parameter constellations to check even after setting r = 1)
to investigate the full Hamiltonian given in (6.34), we begin our numerical investigation
by checking some easy special cases. For instance, a natural guess for a critical model is
the Hamiltonian we have already used in the Fibonacci case:






The plot in Figure 16 shows the entanglement entropy for different values of the bond
dimension (blue data points) together with a fit function (red) according to (6.32). From
the diagram it is not immediately clear whether the entropy diverges or saturates for
D → ∞. Since the numerical calculations for this Hamiltonian take a very long time for
high values of the bond dimension, it is difficult to study the behaviour of the entanglement
entropy in this region. However, investigations of the scaling of the entanglement entropy
of a finite chain with growing system size N and the scaling of the ground state energy
density by Ashley Milsted [Milb] have shown that the Hamiltonian does not correspond
to a CFT. A second indicator that this Hamiltonian is not a CFT is the scaling of the
entanglement entropy vs. the bond dimension. If there is a corresponding CFT, the fit in
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Figure 16. Entanglement entropy S for different values of the bond dimension
D for for Hi = −p(1)i , together with a fit according to (6.32).
Figure 16 yields an estimate of the central charge according to (6.32). For the Hamiltonian
studied here this estimate is c = 3.11, which is far from the expected value c = 810.
Similarly, we can check if there is a critical model if we only use the projection onto
the ρ object, i.e., the Hamiltonian






The resulting plot for the entanglement entropy for different values of the bond dimension
is given in Figure 17. It is obvious that the entanglement entropy S does not diverge for
D → ∞ since already at bond dimensions around 50 the values saturate. The estimate
for the central charge is c = 10.18, which is also far from the expected value. In the plot
shown in Figure 17 it is obvious that the best fit according to (6.32) does not represent
the data points very well which is due to the fact that the values saturate instead of going
to infinity. As a result, we find that neither the Hamiltonian built from the 1-projection
in (6.35) nor the one built from the ρ-projection in (6.36) correspond to a critical model.
Since the previous approaches did not yield a critical model, we have to make the
model a bit more complicated. Instead of studying the two projections separately, we can






i + cρ p
(ρ)
i
with c1, cρ ∈ R. In this description, the parameter space that we have to check is infinite
which makes it difficult to find the correct Hamiltonian. A more practical description
arises when we switch to polar coordinates instead of Cartesian ones using r ∈ R and
θ ∈ [0, 2π]:
(6.37) H = −
∑
i
r sin θ p
(1)
i + r cos θ p
(ρ)
i
10Note that it is, in principle, possible that via the investigation of the category H3 we find a CFT
with central charge different than c = 8 (which was found in [EG11]). However, we believe that there is
only one CFT associated to a certain subfactor.
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Figure 17. Entanglement entropy S for different values of the bond dimension
D for Hi = −p(ρ)i , together with a fit according to (6.32).
with r ∈ R and θ ∈ [0, 2π]. Finally, we can set r = 1 since this does not change the general
behaviour of the system. Hence, we only have to check different values of θ ∈ [0, 2π] and
look for indicators of critical points. As described above, one indicator is the scaling of
the entanglement entropy with the bond dimension.
In Figure 18, the entanglement entropy S is depicted for different bond dimensions
(indicated by different colours) and for different values of θ. There are essentially three
regions that indicate a possible critical point: θ ≈ 0, θ ≈ π, and θ ≈ 4.5. We have already
investigated the first two cases since θ = 0 corresponds to the Hamiltonian Hi = −p(ρ)i
and θ = π corresponds to Hi = −p(1)i . A similar investigation of the scaling behaviour
of the entanglement entropy for (6.37) with θ ≈ 4.5 shows that the entanglement entropy
saturates with growing bond dimension (similar to the other two cases), hence it does not
correspond to a critical point.
Since all previous approaches have failed to give rise to a critical model, it remains to
consider the full Hamiltonian and scan the whole parameter space for an interesting point,






i + sinψ cos θ p
(ρ)
i + sinψ sin θ cosϕ p
(αρ)
i + sinψ sin θ sinϕ p
(α∗ρ)
i .
To identify interesting points, we begin with a rather coarse overview of the maximum
value of the entanglement entropy S for different values of ψ, θ, ϕ without analysing the
connection between entropy and bond dimension. We expect that at a critical point, the
entropy diverges, therefore it suffices to look for points with an unusually high maximum
entropy compared to the surrounding region. For the coarse overview, we split the interval
[0, π] into 16 pieces and calculate the entanglement entropy for bond dimensions in the
range D ∈ [5, 10, . . . , 25] and take the maximum value. The complete list of numerical
results can be found in Appendix B. Here, we show an example of the kind of results that
we get.
In Figure 19 the entropy landscape for ϕ = 19π16 is shown. The upper plot in Fig-
ure 19(a) shows the coarse overview, while the lower plot in Figure 19(b) gives a finer
landscape where the interval [0, π] is split into 32 pieces instead of 16. In general, there
seem to be roughly three different regions in this landscape: There is one big region (green)






































where the entropy stays zero regardless of the bond dimension. This region exists in all
plots in Appendix B for θ ∈ [0, π2 ] (roughly), regardless of the values of ϕ and ψ. Another
region, depicted in brown, has a value of S ≈ 1, and the third region (yellow) consists
of points with S ≈ 2. This is consistent with the two-dimensional entropy landscape de-
picted in Figure 18. Hence, candidates for critical points are at the borders between these
regions. In the coarse overview we are looking for points where the entanglement entropy
decreases, as explained above. In most of the plots the transition between the regions does
not show an unusual high value for the entropy.
In one of the plots, which is shown in Figure 19(a), we observe a rather isolated peak
at the boarder of the S ≈ 0 and the S ≈ 1 region, hence we take a closer look at this plot.
In Figure 19(b), a finer version of the landscape is shown where we have collected more
data points. Here, it becomes clear that the emergence of the isolated peak was merely
due to the small number of data points than a reflection of the physical behaviour of the
system. Furthermore, a more detailed analysis of the scaling of the entanglement entropy
shows that it saturates instead of diverging with growing bond dimension.
In the end, we have not been able to identify any critical points for the anyon chain
built from the fusion category H3.
6.6. Further directions
We conclude from our numerical investigation of anyon chains built from the fusion
categoryH3 that the system does not show critical behaviour, hence it does not correspond
to a conformal field theory. However, this does not mean that there is no conformal field
theory associated to the Haagerup subfactor. It is merely an indicator that building the
anyon chain directly from the fusion category instead of a modular category is the wrong
approach to the problem. A more promising yet also more complicated idea is to start
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from the quantum double of the fusion category H3 (which is indeed a unitary modular
tensor category) and study the corresponding anyon chain.
Before following this approach, for completeness we can also check whether the other
two categories in the Morita equivalence class, H1 and H2, yields a CFT via the anyon
chain construction. Even though we do not expect a positive result here, these calculations
are still easier to do than going via the quantum double. Furthermore, since the fusion
rules of the category H1 contain multiplicities (which is also the case for the quantum
double of these categories), this construction can be helpful to understand the additional
challenges that come with multiplicities in anyon chains. In contrast to the quantum
double, which has twelve simple objects, H1 only has four simples and is therefore easier
to handle.
The approach that uses the UMTC, however, brings new challenges: First, we have to
construct the quantum double of the fusion category H311. Some work has already been
done in this direction, for instance the simple objects have been identified and the modular
data has been constructed (see [Izu01, HRW08, EG11, GI15]). However, an important
ingredient in the construction of an anyon chain Hamiltonian are the F -symbols of the
category, which have not yet been determined for the quantum double of the Haagerup
subfactor. Hence, before we can numerically investigate the anyon chain that corresponds
to the quantum double, we have to find its F -symbols. Since the category includes twelve
simple objects and, moreover, has fusion rules with multiplicities, finding the F -symbols
is a much more challenging task than it was for the H3 category.
11We could also use H1 or H2, for that matter, since they are Morita equivalent and therefore yield
the same quantum double.
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(a)
(b)
Figure 19. Entropy landscape for ϕ = 19π16 : (a) Coarse diagram: ψ, θ ∈
[0, π], where the interval is split into 16 pieces. Here, we observe an isolated peak
in the middle of the diagram. (b) Finer diagram: The interval [0, π] is split into
32 pieces. The isolated peak is split into several smaller peaks.

CHAPTER 7
Defects in quantum spin systems
In the previous chapter, we have only considered chains with labels from the set of
simple objects of a category. However, it is possible to study this setting in a more general
way, namely by allowing the labels to come from outside the category. This corresponds
to having defects in the chain, indicated in red in Figure 20.
(a)
a a a a a a a
• • • • • • • • •
(b)
a a a a a a
• • • • • • • • •
Figure 20. Defects (red) in a spin chain. (a) A single defect in a chain
constructed from the object a, with objects from the category denoted •. (b)
Having two defects in a chain, the possibilities for objects in between them (red
bullets) can be changed.
In general, defects play an important role in the study of topological phases [Wen90,
WN90]. Without considering defects, topological phases are already an interesting area
in their own right: Due to their insensitivity to environmental noise, they are a promising
candidate for topological quantum computation and quantum error-correction [DKLP02,
Kit03, NSS+08, Ter15, PY15, BLP+16]. The ground space of a topologically ordered
system can be used to store quantum data, and by braiding and fusing the emergent
quasi-particle excitations it is possible to manipulate the encoded information in a robust
manner. However, in many phases (which includes those most suitable for experimental
realization) the computational power is severely limited. Here, it has been found that
the introduction of defects to the system can enhance the computational power and a lot
of work has been done to understand these defects (see, for example, [FSV13, BJQ13,
CCW16, BBD17, CCW17, KPEB18]).
In this chapter, we study the effects of defects in physical systems via a microscopic
approach in order to make sense of a dynamical theory of defects for quantum spin systems.
We also discuss how to tackle certain problems in this context with methods from category
theory, thereby expanding the chain model we have introduced in the previous chapter.
We first discuss defects in topologically ordered systems without using category theory
via the two-dimensional toric code example. Then we go into more detail about how to
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use methods from category theory to make the study of the ground space of the system
easier.
Here, we consider defects in a one-dimensional chain that is built from a fusion category
C (as described in the previous chapter). Defects in this chain are therefore C−C bimodules,
i.e., we are fusing an element of the category of bimodules to the chain. To realize this, we
need to have a description of the corresponding vertices. While in the previous chapter we
have only considered vertices within the category, we now need to know how bimodules
and objects of the category fuse together. After having constructed the necessary vertices,
it is then possible to define a local Hamiltonian from projectors onto simple objects in the
same fashion as we did in the previous chapter. We demonstrate how this works with a
detailed example, namely a chain constructed from the category Vec(Z/2Z), which is the
category of vector spaces over the field Z/2Z (see [BHOW20]).
This chapter does not directly contribute to answering the central question of this
thesis, namely whether there is a CFT that corresponds to the Haagerup subfactor. How-
ever, adding defects to an anyon chain is a natural generalisation of the anyon chains
studied in the previous chapter and an interesting topic by itself because of its connection
to topological phases, hence we study these systems here. Furthermore, the construction
of the vertices of the Vec(Z/2Z) chain with defects yields insight into how computations
are done within the so-called annular category. This category is interesting with regard
to UMTCs since there is a connection between the simple objects of the Drinfeld centre
of a category and representations of the annular category, which we elaborate on later in
this chapter.
7.1. Gauging defects in lattice systems
Adding defects to a physical system in general changes its dynamical behaviour. Con-
sider a system where each particle is described by the Hilbert space Cd. An example for a
two-dimensional system that is often considered is a two-dimensional regular lattice on a
torus as depicted in Figure 21, which for instance appears in Kitaev’s toric code [Kit03].
In the following, we illustrate the concept of defects by missing spin defects in a lattice on
a torus. The Hilbert space of a general lattice system with an unknown number of such










Cd ⊗ Cd ⊗ · · · ⊗ Cd︸ ︷︷ ︸
N factors
)
with the convention that the space that describes zero particles (i.e., the vacuum), is
described by the Hilbert space (Cd)⊗0 ∼= C. We can incorporate defects to this system in
the following way: For instance, if a system (with a single site) is comprised of either zero




) ∼= C⊕ Cd.
Here, the subscript indicates that we have at most one quantum spin present in the system.
1At first sight, it seems counter-intuitive that we do not know how many particles we have but still can
individually identify and address the particles. A physical example of such a system is a one-dimensional
optical lattice in which at each site we either have zero atoms or one two-level atom. We furthermore
assume that the atoms are lined up in a contiguous line with no gaps (which can be achieved by imposing
some kind of potential gradient). In the resulting lattice we can identify and address the individual atoms
via their lattice position, although we do not know the total number of particles.
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Figure 21. Lattice on a torus. This is an example for a two-dimensional
lattice with periodic boundary conditions.
Suppose now that we have a system with n sites, where on each site there either is a
quantum spin present or not. The absence of a spin corresponds to a defect2 in the system.












) ∼= (C⊕ Cd)⊗n,









where Hj = (Cd)⊗j is the Hilbert space of j distinguishable spins. We can understand this
representation as follows: The space C(
n
j) can be interpreted as the configuration space of
j identical scalar particles arranged on a system of n sites, i.e., it takes care of identifying
which locations are occupied with spins, while Hj represents the actual distinguishable
spins at those positions. At first sight, it is not clear that (7.2) and (7.3) yield the same
representation. A quick way to convince yourself that they are actually equal is by checking


























dj = (d+ 1)n,
where the last equality is a consequence of the binomial theorem. An example for the
different defect configurations that can appear in a higher-dimensional lattice system are
given in Figure 20. As we will see in the example of the toric code, different configurations
of the same number of defects can result in different dimensions of the ground space of
the system.




provides the kinematical data to describe a system of at
most n defects on a lattice with n sites. We now want to incorporate dynamics to this
2Note that choosing the defect to be an absent spin is only one possible choice. The construction
works for arbitrary defects and also situations where different kinds of defects are present in the same
system, although the description might become more complicated.
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(a) (b) (c)
Figure 22. Defect configurations in a two-dimensional lattice. (a) A
single defect. (b) Two adjacent defects. (c) Two distant defects: This configura-
tion gives rise to a different ground space than two adjacent defects.
system. In quantum mechanics, this is usually done via a Hamiltonian H such that the
time evolution of the system is given by
(7.4) Ut = e
−itH .
Hence, introducing dynamics on the lattice system described above requires finding a




. Although this sounds simple in the abstract,
there is a way to introduce dynamical information more indirectly, which is particularly
helpful when considering topologically ordered systems such as the toric code.
Instead of specifying the time evolution operator in (7.4) we introduce dynamical
information indirectly by describing the ground space V ⊂ H of a specific Hamiltonian
H. We show how this works with the example of Kitaev’s toric code. Here, we have a
two-dimensional lattice on a torus as depicted in Figure 21. For simplicity we usually
do not draw the torus but a simpler, two-dimensional version of the lattice with periodic
boundary conditions that is equivalent to the lattice on the torus, for example a n × n
lattice is depicted





Here, we identify the upper and the lower line (red) and the left and the right line
(blue), respectively, to get the same boundary conditions that we have on a torus. The
particles we consider are spins that can either be in the up state or in the down state,





The Hamiltonian in this case consists of two kinds of terms: Vertex operators that apply
a Pauli-Z operator to each edge adjacent to a vertex v and plaquette operators that apply
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a Pauli-X operator to each edge of a plaquette p:













If we consider a regular n×n lattice on the torus without any defects, the ground eigenspace
VT of this Hamiltonian is four-dimensional.
We can now analyse the ground eigenspace of this system when adding defects to it.
If we introduce a single defect to the lattice at site e (as depicted in Figure 22(a)) a
short combinatorial calculation shows that the new ground eigenspace VT\e is still four-
dimensional. However, the problem gets more intricate when introducing more defects to
the lattice. With two defects, there are already two different situations one has to consider:
The two defects can be adjacent to each other, leading to a single bigger puncture in the
lattice (depicted in Figure 22(b)). Here, the ground eigenspace is C2 ⊗ C2, i.e., we still
have a four-dimensional ground space. However, in case the two defects are not adjacent
(as depicted in Figure 22(c)) we get the eight-dimensional ground space C2 ⊗ C2 ⊗ C2.
In general, we do not want to specify how many defects there are but find the ground














where e = 0 means that there is a defect at site e and e = 1 means that there is a spin at
site e. Ve1,e2,...,en2 is the ground eigenspace for the Hamiltonian (7.5) for the corresponding













⊕ . . . ,
where the first summand corresponds to the ground eigenspace without defects, the second
summand corresponds to the n2 different possibilities of having a single defect and so on.
It is obvious that writing out the full direct sum is not easy since figuring out the ground
eigenspace for all numbers of defects (with their different configurations) is an intricate
combinatorial problem.
This problem becomes even more intricate when we allow the defects to move (i.e.,
“gauge” the defects). This is needed to get a full dynamical theory where the assumption
that we actually can know where the defects are located is possibly unjustified. To account





that identifies physically indistinguishable defect configurations. Since this is an
operational notion, there are several possible notions of indistinguishability that we can
use to define an equivalence relation. The one we use here is as follows: Suppose we
have a state |φ〉 of the system with defect configuration e1, e2, . . . , en2 and a second state
|ψ〉 for a defect configuration with the same number of defects but at possibly different
locations e′1, e
′
2, . . . , e
′
n2 . We say that the two states |φ〉 and |ψ〉 are equivalent if there is
a unitary circuit that transforms |φ〉 into |ψ〉. This requires, in particular, that the spaces
Ve1,e2,...,en2 and Ve′1,e′2,...,e′n2 have the same dimension. This equivalence relation collapses













⊕ . . . ,
where the n2 possibilities of the single-defect location are collapsed to one possibility since
the different configuration are all equivalent.
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Of course, the above description is not restricted to the toric code model. However,
even for this rather simple two-dimensional system the combinatorial problems that arise
when writing out the ground eigenspace are highly complicated. This is why it is helpful
to apply methods from category theory to model defects in the system. In the following,
we discuss this method via a one-dimensional spin chain with Vec(Z/2Z) fusion rules.
7.2. A spin chain with defects
The first step when discussing a physical model is to identify the Hilbert space we are
working with. For this purpose, we forget about the category formalism for a moment and
simply consider a one-dimensional spin chain of N particles. Each of these particles can
be in a spin-up or a spin-down state, hence the Hilbert space of a single particle is C2.
The resulting spin chain is then of the form
• • • • • • • . . . •
C2 C2 C2 C2 C2 C2 C2 C2
Since the Hilbert space of a composite system is given by the tensor product of the indi-





We now introduce defects to the chain, i.e., particles that behave differently than the
spin-up/spin-down particles that are represented by the black bullets above. We begin by
putting a single defect, indicated in red, at position j in the chain:
• • • • • • . . .• •
C2 C2 C2 C2 C2 C2 C2
The defect can be anything that behaves differently than the particles of the chain, for
example a particle with no spin. In this example, there is only one state this particle can
be in (the “no spin” state), hence the corresponding Hilbert space is C. As a result, the
total Hilbert space H1 of a chain with one defect only differs to H0 at position j, where












where the subscript describes the number of defects in the chain and the superscript indi-
cates the position of the defect. It is also possible to consider both possibilities together,
having no defect and having a defect at position j. This is described by the direct sum of
the two Hilbert spaces:
H = H0 ⊕H(j)1 .
We can generalize this model one step further by not specifying the position of the defect,
i.e., allowing the defect to move. In this case, we get an additional sum over all positions
j:
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The above Hilbert space is the most general one for a chain with at most one defect. We
can go one step further and allow two defects in the chain, say at positions j and k:
• • • • • . . .• • •
C2 C2 C2 C2 C2 C2

















Analogous to the single-defect case we allow the defects to move and, furthermore, we
include the case of having either a single defect or no defect at all. This gives the Hilbert
space for a spin chain with at most two defects:











This procedure can be expanded to an arbitrary number of defects in the chain until we
have a defect at every position. The Hilbert space in this case is simply HN =
⊕N
i=1 C.
Finally, we can define the Hilbert space of a chain of n particles with an indefinite3 number

















This Hilbert space is, unfortunately, highly complicated and therefore difficult to work
with. However, there is a simpler way to describe it: At each site, the particle can be in
one of three states: spin up, spin down, or no spin. Hence, we effectively have a three-level








which is much simpler than the previous expression. This description will be helpful in
the following chapters when we study an explicit example of a spin chain with defects,
namely a chain built from objects of the Vec(Z/2Z) fusion category.
7.3. A Vec(Z/2Z) spin chain
The spin chain introduced in the previous section and especially the effects of adding
defects to it can be described via the fusion category Vec(Z/2Z). First, remember that
Vec(Z/2Z) has two simple objects: Obj(Vec(Z/2Z)) = {0, 1}, where the vacuum is de-
noted 04 and 1 is the non-trivial simple object in the category. The fusion rules are given
by addition modulo 2, which results in the following fusion table:
3Since the chain has only N particles, the number of defects is naturally limited to a maximum of N .
4Here, we do not follow our convention of denoting the vacuum 1 for convenience to be able to state
the fusion rules as addition modulo 2.




Furthermore, the F -symbols of the category are trivial.
Let us now study the Hilbert space of the spin chain constructed from Vec(Z/2Z).
The choice of basis vectors here is very restricted. Suppose we set a = 1. The resulting
chain is5
1 1 1 1 1 1 1 1
x0 x1 x2 x3 x4 x5 x6 x7 x8
There are only two possible basis states for the chain depicted above: |1, 0, 1, 0, 1, 0, 1, 0〉
and |0, 1, 0, 1, 0, 1, 0, 1〉. This is in fact true for any chain of this form, independent of its
length, because the fusion rules demand that the xi are alternating labels. The situation
is similar if we set a = 0. The two possible basis state are (independent of the length of
the chain) |0, 0, 0, 0, . . .〉 and |1, 1, 1, 1, . . .〉. Hence, for a fixed label a, we can interpret the
Hilbert space of the chain as that of a qubit, which is C2.
This situation changes once we allow defects to fuse with the chain. Since the objects
in the chain are elements of the category Vec(Z/2Z), defects are Vec(Z/2Z)–Vec(Z/2Z)
bimodules. In the model we describe here we need the vacuum to occur in the fusion of
two defects, which requires that the bimodule we use is invertible. Therefore, from the
bimodules we have presented in Example 4.14 we choose the invertible bimodule F1 to
model the defects. Recall that F1 has only one simple object, so we generally omit writing
a label for the bimodule object but indicate it with a red line. If it is helpful to use a
label, we denote it ∗.
Introducing one defect to the chain as depicted in Figure 20 does not change the
dimension of the Hilbert space. The basis states are still determined by the labels on the
boundary. However, fusing more than one defect to the chain opens up new possibilities:
Consider a chain with two defects:
a a a a a a
• • • • • • • • •
Here, the bullets between the two defects (indicated in red) are not determined by the
outer labels of the chain since, in general, all of the following vertices are possible:
0 0 0 1 1 0 1 1
Note that once we fix one of the objects represented by the red bullets in the above
chain, the fusion rules determine the values of the remaining red bullets, independent of
5Note that we have not set the leftmost and the rightmost label to a = 1 here, but included them into
the labels of the basis state.
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the number of bullets. Additional to fusing defects to the chain we can also allow objects
from the bimodule to live on the horizontal lines of the chain, i.e., the labels xi are not
only simple objects of the category Vec(Z/2Z) but also of the bimodule F1. Consider this
situation in a chain where only defects are fused to the chain, which is of the form
with
= ⊕ ,
which means that an object living on a blue line can either be from the category Vec(Z/2Z)
(black line), which is 0 or 1, or from the bimodule F1 (red line), which can only be ∗. This
implies that, according to the discussion in Section 7.2, the Hilbert space that corresponds
to an orange line is C2 ⊕C ∼= C3. Hence, valid configurations of the chain are of the form
(7.8)
C2 C2 C2 C2 C2
The vertices that appear in the above chain are part of the data of the bimodule, see
Example 4.14. However, a new vertex appears when introducing dynamics to the system.
The Hamiltonian we consider is of the same form as the one for the golden chain defined in
(6.25), i.e., fusion to the vacuum object 0 is energetically favoured by assigning an energy
of −1 to it. The full Hamiltonian is then given by











which is neither defined in the category Vec(Z/2Z) nor in the bimodule F1. Hence, in
order to study the action of the Hamiltonian in (7.9) on the chain we need to construct this
vertex. In other words, our objective is to build the extended category Vec(Z/2Z)⊕ F1.
Construction of the extended category. To compute the vertex in (7.10) we need
to construct a basis for the corresponding morphism space for each choice of labels on the
vertex. Here, we utilize the so-called annular category.
Definition 7.1 (Three-string annular category). Let A, B, and C be fusion categories and
M an (A,B) bimodule, N a (B, C) bimodule, and P an (A, C) bimodule. The three-string
annular category AnnM,N ;P(A,B, C) is defined as follows: Simple objects are triplets
(m,n; p) ∈ M×N × P. The basis for a morphism space (m,n; p) → (m′, n′; p′) is given
by valid diagrams on the annulus (up to isotopy and local relations), i.e., diagrams of the












For two morphisms f : (m,n; p) → (m′, n′; p′) and g : (m′, n′; p′) → (m′′, n′′; p′′), the
















after which, isotopy and the F -symbols of the respective fusion categories can be used to
reduce the diagram to a sum of diagrams of the form (7.11).
Note that it is possible to define n-string annular categories analogously. Two common
examples are the one-string annular category with the string labelled by objects from the
category itself, which is known as the tube algebra [Ocn94, EK95, EK98], and the
one-string annular category with the string labelled by an invertible bimodule, which
is called dube algebra [WBV17]. However, for the purpose of constructing bimodule
vertices we only need the three-string annular category. The objective in our case is to
find representations of the three-string annular category with bimodules M = N = F1
and P = Vec(Z/2Z). In the following, we use the notation VecZ2 instead of Vec(Z/2Z)
for clarity and omit drawing the outer circle of the diagram in (7.11).
To construct vertices in the extended category VecZ2 we use the so-called “infla-
tion trick” that was developed in [BBJ19b, BB20b, BB20a]. This is a technique to
construct representations of the annular category using primitive idempotents of the cat-
egory. In our example, we need representations of morphisms in the annular category
AnnF1,F1;VecZ2 (VecZ2 ,VecZ2 ,VecZ2). More precisely, our goal it to find a basis for each
vertex in the extended category VecZ2 ⊕F1 (that is not determined either in VecZ2 or in
F1) in terms of annular diagrams. In the following, we explicitly show step-by-step how
the vertex in (7.10) is constructed using this technique.
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Step 1: Compute isomorphism classes of simple objects. The first step is to
identify the isomorphism classes of simple objects in the category and pick a representative
for each class. For the category AnnF1,F1;VecZ2 (VecZ2 ,VecZ2 ,VecZ2), simple objects are






Since any morphism between simple objects is an isomorphism, the figure above implies
that (∗, ∗, a) ∼= (∗, ∗, a+ x+ z) for all possible labels x, y, z ∈ VecZ2 . Hence, there is only
one isomorphism class of simple objects and we pick (∗, ∗, 0) as its representative.
Step 2: Find primitive idempotents. To find a representation of the annular cat-
egory, we need to find the simple objects in the Karoubi envelope (see [BBJ19a] for an
explanation of this technique). This can be done by constructing the primitive idempo-
tents. In the following, we use the notation TiTj ≡ Ti ◦ Tj .







where the fj are (not necessarily primitive) idempotents, i.e., fjfj = fj .
This means that we need to find morphisms T : (∗, ∗, 0) → (∗, ∗, 0) which square to
themselves and are orthogonal to each other. Since we furthermore look for primitive
idempotents, it is also essential that they cannot be written as a sum of idempotents.
Candidates for these idempotents are those morphisms where x + z = 0, since otherwise
it is not possible to compose T with itself. Therefore, a morphism is labelled by the two
labels x and y, hence there are four possible candidates Tx,y (note that we do not draw
lines when x, y, z are the vacuum object 0):
T0,0 = 0
0
, T0,1 = 0
0
1
, T1,0 = 0
0
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The first morphism, T0,0, can be interpreted as the identity morphism and it obviously
squares to itself. T 20,1 and T
2
1,0 are computed as follows
6:












T 21,0 = 0
0
1 1
1 1 = 0
0
1 1
1 1 = 0
0
.
so both of them do not square to themselves but to T0,0. The calculation for the fourth
























The first equality here follows from applying the non-trivial associator of the bimodule
F1, which introduces a negative sign to the diagram. As the previous candidates, T1,1 also
squares to T0,0. Hence, none of these candidates is a primitive idempotent. In fact, similar
computations show that the general multiplication rule for the Ti,j is
(7.12) Ta,bTc,d = Ta+c,b+d.
However, since we have four candidates Ti,j for the primitive idempotents, we know that
the algebra of primitive idempotents is four-dimensional. In an algebra, it is also possible
to consider linear combinations of the candidates. To find suitable linear combinations
of the candidates that form a primitive idempotent, it is helpful to work with matrices
instead of diagrams on the annulus. More precisely, we need to construct a set of four-
dimensional matrices that multiplies in the same way as the four candidates. Since we
6Remember that the associator of the category VecZ2 is trivial. Furthermore, the bimodule F1 has a
trivial left associator L as a left module category and a trivial right associator R as a right module category.
Also, the dimension of all simple objects is one, so bubble popping does not introduce any factors.
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already know the primitive idempotents for four-dimensional matrices, we can then use
these matrices to easily decompose them into primitive idempotents.
The easiest diagram to translate into a matrix is T0,0 since it is the identity. Therefore,
the corresponding matrix is
M0,0 =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
.
We have already seen that it is an idempotent (it squares to itself), but it is not a primitive
one since it can be written as a sum of matrices that square to themselves:
(7.13) M0,0 =

1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
+

0 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0
+

0 0 0 0
0 0 0 0
0 0 1 0
0 0 0 0
+

0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 1
.




1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1
.
Similar matrices can be found for the remaining two candidates:
M1,0 =

−1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 1
, M1,1 =

−1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 −1
.
It is straightforward to check that the set of matrices {Mi,j} fulfils the general multipli-
cation rule for the four candidates (7.12). We now need to express the four primitive
idempotents from (7.13) as linear combinations of the Mi,j to be able to translate them



































Step 3: Check for isomorphism classes of primitive idempotents. In general,
the primitive idempotents we have found in the previous step can be isomorphic to each
other. In this case, we have to pick one representative for each isomorphism class. Two
idempotents are isomorphic to each other if there are matrices within the algebra that can
be multiplied to Px,y to get Px′,y′ . For example, we can get P1,0 from P0,1 via
(7.15)

0 0 0 0
0 0 0 0
0 1 0 0
0 0 0 0
P0,1

0 0 0 0
0 0 1 0
0 0 0 0
0 0 0 0
 = P1,0.
However, the matrices we used here are not elements of the matrix algebra since elements
of the algebra only have entries on the diagonal. If the matrices were elements of the
algebra then they would form an isomorphism between P0,1 and P1,0, hence we would pick
one of them as a representative of the isomorphism class. However, in our case none of
the four primitive idempotents are isomorphic to each other so we do not need to pick
representatives, hence we find that there are four isomorphism classes.
In general, this step can me much more complicated if the algebra is higher-dimensional.
Fortunately, there is a trick that helps us to see how many isomorphism classes there are,
namely the Artin-Wedderburn theorem (see for example [Bea99]). It states that every




with dimMd = d2. For each full matrix algebra, we get exactly one primitive idempotent:
We can, for example, pick the primitive idempotent diag(1, 0, 0, . . . ). Every other primitive
idempotent is isomorphic to this one since equations like (7.15) always exist within a full
matrix algebra.
In our case, the algebraM is four-dimensional. The two possible decompositions into
full matrix algebras are M ∼= C⊕ C⊕ C⊕ C and M ∼=M2(C). The first decomposition
is the correct one since we have found four non-isomorphic primitive idempotents by
the construction above. In case of a five-dimensional algebra M′, for example, the two
possible decompositions are M′ ∼= C ⊕M2(C) and M′ = C ⊕ C ⊕ C ⊕ C ⊕ C, hence
there are either two or five primitive idempotents. These examples illustrate how using
the Artin-Wedderburn theorem can make the task of determining the number of primitive
idempotents much easier, since it drastically limits the number of possibilities.
Step 4: Build the full representation. Remember that the goal of the whole
calculation is to find a representation for the vertex
x
,
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with x ∈ {0, 1} in terms of annular diagrams. This corresponds to finding a basis for the
morphism space Hom
(
(∗, ∗, 0), (∗, ∗, x)
)
for every possible x.
With the set of primitive idempotents at hand we can now build the full representation
of the annular category, which is done by putting all possible annuli on the outside of the
idempotents. This procedure allows us to find all basis vectors for the morphism spaces,






The basis vectors are determined by the choice of labels α, β, γ, hence there are 23 = 8
possible basis vectors for each vertex. However, it is possible that some of these vectors
are linearly dependent, as we will see. We begin by putting the general form of the annuli
(7.16) around the primitive idempotents given in (7.14) and simplify the resulting diagram


















































7Note that, in general, we would have to do this for every representative of an isomorphism class of
simple objects, but in this example wo only have one.
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where we have set α′ ≡ α+ γ, a′ ≡ a+ β, and b′ ≡ b+ γ in the last step. This is a vector
in the morphism space Hom
(
(∗, ∗, 0), (∗, ∗, α′)
)
, which corresponds to the morphism space
α′
.
of the extended category VecZ2 ⊕ F1. Our goal is now to find a basis for this morphism
space for every choice of α′. For a fixed representation (i.e., fixed x, y) this vector is unique










































According to the “inflation trick” developed in [BBJ19b, BB20b, BB20a] we can pick
out the representation P0,0 and only work with this one from here on. Hence, the basis














Step 5: Find the associator of the extended category. After we have found a
representation of the vertex, we need to calculate the corresponding F -symbols to complete
the description of the extended category. Note that here we use the following definition
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of the F -symbols since it is more compatible to the definition of the associators of the












Since we are in the setting of a unitary fusion category here, these are related to the
originally defined F -symbols by complex conjugation (see Section 6.2).
The data of the category VecZ2 and the bimodule F1 already includes some of the





for a, b, c ∈ VecZ2 . Furthermore, since F1 has trivial associators as a left and right module
category, it follows that
(F ∗ab∗)∗,a+b = 1
(F ∗∗ab)a+b,∗ = 1.
Finally, the associator of the bimodule is given by
(F ∗a∗b)∗,∗ = (−1)
ab.
















To compute these matrices we use the vertex normalization introduced in (6.6), hence












For the black string in our diagrams, i.e., those strings that belong to the category VecZ2 ,
the sum on the right hand side has only one term and the coefficients are given by the
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The computation of the F -symbol F a+b∗∗a is straightforward: We simply insert the
representation of the vertex we just found into the diagram and use those associators





































































































= (F ∗∗∗∗)0,a 0
∗
∗∗ ∗




Using the same approach as before to calculate F ∗∗∗∗ is circular, so we need a different




































The diagrams on the right hand side can be simplified analogously. The resulting equation
is












We can now also apply an F -move to the left hand side of the above equation, which yields
(−1)(a+x0)(x1+x3) a+ x0 + x2
∗
∗ ∗ ∗
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= (−1)(a+x0)(x1+x3)
(F ∗∗∗∗)x1+x3,a+x0+x2 x1 + x2
∗
∗∗ ∗




Comparing the coefficients of the first diagram on the right hand side in the two equations
above yields
(−1)(x1+x3)x2(F ∗∗∗∗)0,a = (−1)
(a+x0)(x1+x3)(F ∗∗∗∗)x1+x3,a+x0+x2
⇒ (F ∗∗∗∗)0,a = (−1)
(a+x0+x2)(x1+x3)(F ∗∗∗∗)x1+x3,a+x0+x2 .
For a = 0 and by setting a′ ≡ x0 + x2 and b′ = x1 + x3 we arrive at the expression
(F ∗∗∗∗)0,0 = (−1)
a′b′(F ∗∗∗∗)b′,a′ .





where κ∗ = ±1 is the Frobenius-Schur indicator of the object ∗. Hence, the matrix
elements of the F -symbol in question are given by




With the full set of F -symbols at hand, we now have to check whether they fulfil the
pentagon equation. As a matter of fact, the F -symbols we have found coincide with those
of the Ising category (compare to Example 6.6) and hence fulfil the pentagon equation.
The Hamiltonian. After the construction of the extended category VecZ1 ⊕ F1 we













































where we used the F -symbols from Example 4.14. Let us now analyse how the Hamiltonian
acts locally on three sites. Remember from Section 7.2 that the Hilbert space for one site

















C⊗ C2 ⊗ C
)
⊕ forbidden states,
where the forbidden states are those that are not of the form (7.8) which includes states
where all the objects on all three sites are from the bimodule. Hence, there are two valid





where a, b ∈ {0, 1}. We are interested in a formulation of the local Hamiltonian as an













i.e., a state of the form
|xi−1, xi, xi+1〉 =
xi−1 xi xi+1
with xi−1, xi, xi+1 ∈ {0, 1, ∗}. The Hamiltonian consists of two terms: One that acts as
the identity and a non-trivial term. Therefore, we know that an operator that describes
the action of the local Hamiltonian Hi is of the form
Hi|xi−1, xi, xi+1〉 = −
1√
2
(I +A)|xi−1, xi, xi+1〉
with some operator A. Note that we do not need to worry about how the operator acts
on forbidden states such as |∗, ∗, ∗〉 or |∗, ∗, 0〉, for example. To get an expression for
the operator A, we need to study how the second, non-trivial term acts on the two valid
configurations:
(1) The first configuration includes all states of the form |a, ∗, b〉. Therefore, the
object in the middle, xi, is projected onto the state |∗〉〈∗|. The action of the








≡ Za ⊗ Zb,
where Za, Zb are Pauli-Z operators acting on the C2 part of the Hilbert space.
This does not specify the action of the Hamiltonian on the C part of the Hilbert
space of the two outer labels. However, since states of the form |∗, ∗, b〉 and |a, ∗, ∗〉
are forbidden anyway, we do not need to specify the action of the Hamiltonian
on them and simply use 0 as a placeholder. As a result, for this configuration the
operator A is defined as follows:
A = (Z ⊕ 0)⊗ |∗〉〈∗| ⊗ (Z ⊕ 0).
(2) The situation is similar for the second configuration, which consists of states of
the form |∗, a, ∗〉. Hence, the outer sites are projected onto |∗〉〈∗| while the second
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With the same argumentation as above, the resulting operator A for this config-
uration is
A = |∗〉〈∗| ⊗ (X ⊕ 0)⊗ |∗〉〈∗|.





I + (Z ⊕ 0)⊗ |∗〉〈∗| ⊗ (Z ⊕ 0) + |∗〉〈∗| ⊗ (X ⊕ 0)⊗ |∗〉〈∗|
)
.
For a chain of a fixed length N , there are exactly two possible configurations the states
of the chain can be in, which are determined by fixing one of the labels, for example the
leftmost one. For instance, a chain with N = 9 can be in the following configuration:
C2 C2 C2 C2 C2
,
which effectively is a system of five qubits:
• • • • •
C2 C2 C2 C2 C2






I + ZiZi+1 +Xi,
which is exactly the Hamiltonian that corresponds to the transverse field Ising model. The
second possible configuration for this chain is
C2 C2 C2 C2
,
which corresponds to a chain of four qubits, hence the resulting effective Hamiltonian is
the same (with the only difference that it is acting on four instead of five qubits in our
example). As a result, if we do not fix any labels we get the direct sum of two copies of
the transverse field Ising Hamiltonian.
In general, an important requirement for the construction of a defect chain is that the
category C has an invertible C–C bimodule to model the defects. Unfortunately, this is not
the case for the Haagerup fusion categories Hi: There are only trivial Hi–Hi bimodules
[GS12]. These cannot be used for constructing a defect chain since in this case, the
resulting defect chain is simply the same as the chain without defects.
However, constructing the tube algebra A (i.e., the one-string annular category) of a
fusion category C turns out to be useful in order to construct the Drinfeld centre Z(C) of the
category. The reason behind this is that finite dimensional irreducible representations of
A are in one-to-one correspondence with simple objects of Z(C) (see [Izu00] and [Mü03b]
and also [Jon16]). Hence, the methods for constructing vertices in the annular category
presented in this chapter can be used to construct the quantum double of a fusion category.
This is even applicable to the Haagerup fusion categories since it is not necessary to
include bimodules. For the construction of the tube algebra we only need objects from
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the category itself. However, this construction can become very tedious if the category is
complex, which is the reason why this approach has not yet been pursued for the Haagerup
fusion categories.
CHAPTER 8
String-net models for unitary fusion categories
In the study of microscopic models for fusion categories we are not limited to one-
dimensional systems. There is also a prominent example of a two-dimensional lattice model
for the study of topologically ordered systems, namely the Levin-Wen model [LW05].
Although it is possible to define this model for any lattice form, it is usually discussed for
the honeycomb lattice, which goes well with the structure of fusion categories since it only
consists of trivalent vertices. The Levin-Wen model itself yields a Topological Quantum
Field Theory (TQFT), but it is also a powerful tool in our search for a Conformal Field
Theory (CFT) corresponding to the Haagerup subfactor. Firstly, it requires as input a
unitary fusion category, which is exactly the kind of category we get from a subfactor.
Secondly, the quantum double of the category (which is the most promising candidate
for finding a CFT) arises naturally in terms of the excitations of the Hamiltonian of the
Levin-Wen model. Hence, calculating the excitations of the model yields a unitary modular
tensor category, which, in turn, can then be studied in terms of anyon chains in order to
find the corresponding CFT (as explained in Chapter 6).
Even though this approach seams promising, there is one caveat: In the original paper
by Levin and Wen the category does not only need to be a unitary fusion category, but
the F -symbols of the category have to fulfil an additional constraint called tetrahedral
symmetry. However, not every unitary fusion category does fulfil this constraint. Several
counterexamples are known (see for example [Hon09]), most importantly the Haagerup
fusion category H3. However, the tetrahedral symmetry condition is not crucial for the
model to work which was pointed out for example in [Hon09], hence it is possible to
construct a Hamiltonian in the sense of Levin and Wen from a unitary fusion category
that does not fulfil tetrahedral symmetry.
In this chapter, we first elaborate on the tetrahedral symmetry condition and the con-
nection of the Levin-Wen model to Turaev-Viro state sums, a mathematical theory that is
equivalent to the Levin-Wen model but naturally circumvents the problem of tetrahedral
symmetry. We then present the Levin-Wen model, first in its original form where tetra-
hedral symmetry holds before we show the construction without this constraint in detail.
We also prove that the resulting Hamiltonian has the same properties as the original one
and, furthermore, that it can be transformed into the original one when imposing tetra-
hedral symmetry. We then discuss how the excitations of the model can be computed
and why this is especially difficult in the general approach where tetrahedral symmetry
does not hold. Here, once again tensor networks will come into play as a practical tool
for the investigation of physical systems. We show how to express the ground state of
the Levin-Wen model as a tensor network for fusion categories without tetrahedral sym-
metry. In the end, we elaborate on possible generalisations of the model, namely either
losing the constraint that the fusion rules are multiplicity-free or the constraint that the
fusion category is unitary. While the first one is a true (but tedious) generalisation of the
construction, the second one leads to unphysical models.
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8.1. Tetrahedral symmetry
The tetrahedral symmetry condition is an additional constraint on the F -symbols of
the fusion category which was required to be fulfilled in the original paper by Levin and
Wen [LW05]. It is motivated by the symmetries that arise for classical 6j-symbols, see for
example [Rob99]. It is derived by evaluating diagrams that correspond to a tetrahedral






















































Imagine now that the above diagram lies on a sphere. In this case, topological invariance
and parity invariance (two aspects required for the Levin-Wen model) require that the
value of the diagram is invariant under all 24 symmetries (both rotational and reflection







Three results of these symmetry transformations are depicted in Figure 23. The cor-


















































Figure 23. Symmetries of the tetrahedron. These configurations are re-
lated by tetrahedral symmetry transformations: (b) is obtained from (a) by a
reflection at the plane that connects the line n with the centre of m. (c) is ob-
tained from (a) by a reflection at the plane that connects the line m with the
centre of n. (d) is obtained from (a) by a reflection at the plane that connects
the line i with the centre of k.
Since the value of the diagram is required to be invariant under all these symmetry trans-






























































However, not every Unitary Fusion Category (UFC) fulfils the tetrahedral symmetry
condition. One example for a UFC that does not fulfil this symmetry is the Haagerup






































However, only the first and the last F -symbol coincide (they are both equal to one, see















outer labels, although the vector space is one-dimensional. Due to the different dimensions
of the vector spaces, it is not possible to find a gauge transformation that can be applied
to the F -symbols in order to fulfil the tetrahedral symmetry condition.
Therefore, it has been questioned whether the tetrahedral symmetry condition is nec-
essary for the Levin-Wen model, for example in [HW12] and [LL14]. The string-net con-
struction in the sense of Levin and Wen is furthermore closely related to so-called Turaev-
Viro state sums [TV92]: It was shown, for example, in [KMR10, KKR10, Kir11]
(and revisited more recently in [BBC+19, BEW19]), that the string-net space of the
Levin-Wen construction for a unitary fusion category C is equal to the state space of
a Turaev-Viro topological quantum field theory for C. This itself is isomorphic to the
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state space of the Reshetikin-Turaev theory for the Drinfeld double of C, see for example
[KB10, TV10, Bal10]. In both of these theories tetrahedral symmetry does not play
any role. While we do not go into detail about these theories here, this observation gives a
strong hint that tetrahedral symmetry is not a necessary condition for the construction. In
fact, in [Hon09] it was shown that any unitary fusion category yields an exactly solvable
Hamiltonian via the string-net construction.
However, the literature of Turaev-Viro state sums does not provide an explicit way
to construct the Hamiltonian from a category the way it was done by Levin and Wen.
Especially for physicists who do not necessarily have a solid background in category theory
or topology, this lack of a constructive way of defining the Hamiltonian is a serious hurdle
when using the Levin-Wen approach for arbitrary UFCs. Therefore, although solved in
principle, the construction of the Levin-Wen Hamiltonian without tetrahedral symmetry
was still noted as an open problem in the physics literature, for example in [HW12].
In [LL14], the authors attacked this problem in the case of fusion categories where the
objects form an abelian group under the fusion operation. In [LW14], the authors discuss
how to calculate the quasiparticle statistics of the excitations of the model, but do not
provide a construction of either the Hamiltonian or the excitations themselves.
Therefore, in the following we describe in detail how the Hamiltonian can be con-
structed without imposing the tetrahedral symmetry condition on the F -symbols, hence
making it applicable to all unitary fusion categories.
8.2. The Levin-Wen model
In their seminal paper [LW05], Levin and Wen explain how topological phases emerge
from microscopic degrees of freedom of a physical system. In their string-net model, the
universal properties of such a phase are described by the ground state wave function,
which is determined from local constraints. The underlying mathematical framework of
this theory is that of unitary fusion categories. In the original paper, these categories have
to fulfil some additional constraints, among them the tetrahedral symmetry condition
introduced in the previous section. In this section we present the basics of the string-net
model and explain how the Hamiltonian is constructed.
As the name suggests, sting-net models are networks of strings of different types. We
focus here on networks that are built from trivalent vertices, which means that at each node
exactly three strings meet. However, not all combinations of string types are allowed to
meet at a node since the model is restricted by the data of the underlying fusion category.
In general, one needs to input the following data to define a string-net model:
(1) String types. We need to specify which types of strings (i.e., labels) are allowed
in the model. They are given by the simple objects of the underlying category.
We usually label different string types with integers: i = 0, 1, 2, . . . , N , where
0 represents the vacuum or unit object1. The number of simple objects of the
category also yields the total number of different string types N + 1.
(2) Branching rules. It is necessary to specify which string types are allowed to




1This notation is different to the category theory language, where we always use 1 to indicate the unit
object. However, in the string-net literature it is common to use 0 for the vacuum string.
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These rules can be obtained from the fusion rules of the underlying UFC: For
instance, the above vertex is an allowed configuration if N i
∗
kj > 0. To every
string-type i we associate a complex number di which is given by the quantum
dimension of the simple object in the category.
(3) String orientations. Every string has an arrow to indicate its direction. With
every string type i we associate a dual string type i∗ such that (i∗)∗ = i. This is
possible because a UFC is rigid an therefore has left and right duals. A string of
type i∗ corresponds to a type-i string with opposite direction:
i∗ i .
After specifying this data, defining the Hilbert space of the model is straightforward: The
states are given by linear combinations of different spatial configurations of string-nets.
Remark 8.1. Before describing the Hamiltonian of the model, some remarks on the
graphical notation are in order:
(1) First, we usually use dashed lines to draw a string that corresponds to the vacuum
and omit the label 0:
≡ 0 .
In this case, it is also not necessary to indicate the direction of the string since
the unit object is its own dual.
(2) For clarity we sometimes draw diagrams without indicating the direction of the







(3) We use the same normalisation of vertices as discussed in (6.6). This implies that
in graphical calculations we can use the completeness relation (6.7) and the bigon
relation (6.8).
(4) We do not use horizontal lines in the diagrams in this chapter (in contrast to the
original paper [LW05]). The reason behind this is that the goal of this chapter
is to do a construction of the model without imposing tetrahedral symmetry,
and without this condition the meaning of horizontal lines is ambiguous. Hence,
throughout this chapter we make an effort to translate all diagrams from the
original paper to ones without horizontal lines.















































































1, i⊗ j = k is an allowed fusion
0, otherwise.
The first one is a normalisation condition similar to the one we derived in (6.19), but a
bit more restrictive. The second one is the tetrahedral symmetry condition we derived
in Section 8.1. The third one is simply the pentagon equation (2.4). The last one is a
unitarity condition. For the purpose of introducing the Levin-Wen string-net model in
this section we assume all of these conditions to be true. In the next section, we explain
how to do the construction without imposing all of these conditions2.
With the definition of the string-net Hilbert space at hand we can write down a
Hamiltonian on this space. In general, a string-net Hamiltonian can be any local operator
acting on string-net states. The form of this Hamiltonian is determined by certain local
relations on its ground state wave function Φ which arise from scale-invariance, which
means the following: We expect that two states within the same topological phase to
look the same at long distances. That is, the two wave functions will only differ in short
distance details. For instance, at long length scales, a local bubble is irrelevant and will












As a result, we conclude that the amplitude vanishes if i 6= j. Similar considerations yield










































2Note that the pentagon equation always has to be fulfilled since the input category is a unitary fusion
category, hence we also require it in the general case.
















The grey rectangles represent the remaining parts of the string-net configuration that is
left unchanged by the local relations. Note that we have slightly changed the relation in
contrast to the original formulation to avoid horizontal lines. In [LW05], the relations





















The operators G and H in (8.10) and (8.11) are related to the F -symbols of the underlying
fusion category. They are computed by applying the completeness relation (6.7) to the






















































































(F imln )kj .
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Note that imposing tetrahedral symmetry on the F -symbols implies that the vertices in
















This can also be seen by manipulating the operators G and H using the conditions listed






































Hence, if we impose tetrahedral symmetry on the F -symbols, the operators G and H are
equal. Moreover, the conditions (8.10) and (8.11) are then equal to the original relation





















































As a result, we can say that the conditions (8.10) and (8.11) are indeed a true generalization
of the original condition (8.12) by Levin and Wen and replacing their condition does not
have an effect on the model in case we assume tetrahedral symmetry.
After having specified the local constraints that uniquely specify the ground state
we can construct the exactly solvable lattice Hamiltonian that has exactly these states as
ground states. We concentrate here on the honeycomb lattice where the degrees of freedom
are on the edges, which goes well with the constraint of using only trivalent vertices. The
Hamiltonian consists of two types of operators: ones that act on vertices v and ones that
act on plaquettes p.
The vertex operators (also called electric charge operators) are denoted Qv. They
always act on three degrees of freedom that meet at a vertex (see Figure 24) and they
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v
p
Figure 24. Hamiltonian on the honeycomb lattice. A general Hamilton-
ian consists of operators that act on vertices Qv and ones that act on plaquettes
Bp.
ensure that the ground state of the Hamiltonian only consists of configurations that are










with δkij defined in (8.6).
The plaquette operator Bp (also called magnetic flux operator) imposes dynamics to
the system. It acts on all twelve degrees of freedom of a plaquette (see Figure 24). It is a














i is the total quantum dimension
3. Each ot the
individual terms Bsp acts on the plaquette p by inserting a loop of string type s and fusing
this loop into the internal links of the plaquette. Hence, the operator only changes the

































































































3In general, the coefficients as only have to fulfil the condition as∗ = a
∗
s but are otherwise arbitrary.
However, the authors of [LW05] find that the choice we make here corresponds to a smooth continuum
limit where the ground state is topologically invariant. Furthermore, this choice is a requirement for the
operators Qv and Bp to be projection operators, hence we adapt it here.
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The exactly solvable Hamiltonian on the honeycomb lattice is then given by the sum of








where the negative sign ensures that those string-net configurations that obey the local
constraints (8.7) to (8.11) are energetically favoured and therefore in the ground state.
In this form, the Hamiltonian can be constructed for any unitary fusion category that
fulfils the conditions (8.2) to (8.5). However, as shown in Section 8.1, the category we are
mostly interested in here (the Haagerup fusion category H3) does not fulfil the tetrahedral
symmetry condition. Therefore, it is necessary to derive an expression for the Hamiltonian
without using this constraint in order to make the model applicable to any unitary fusion
category.
8.3. Hamiltonian without tetrahedral symmetry
We now go into detail about the construction of the string-net model without imposing
the tetrahedral symmetry condition on the F -symbols and show all necessary calculations
for the model in detail. More precisely, we do not require that the conditions (8.2), (8.3)
and (8.5) are fulfilled. We follow the construction presented in [HW20].
We have seen above that the Hamiltonian for the Levin-Wen model consists of two
types of terms: The operators Qv act on the vertices v and ensure that the ground state
of the model only consists of configurations that obey the fusion rules of the category.
These operators do not involve any F -symbols, hence they do not change by relaxing the
tetrahedral symmetry condition. The plaquette operator Bp, however, does change, since
we apply F -moves to fuse a loop into the string-net configuration. We go through the
construction of this operator in detail. Recall that a plaquette operator Bp acting on a




















defined in (8.14) we have to insert a loop into the pla-
quette and fuse it to the internal edges. The first step in this calculation is to apply the








































































We can now simplify each of the six corners individually:
1 To be able to apply an F -move to the first diagram, we need to add a vacuum















Now we can apply a series of F -moves and other simplifications such as the bigon

























4In fact, this vacuum line is present in this diagram anyway since the operation corresponds to the
evaluation of s∗ and s as given in (6.11). We usually omit the vacuum lines for convenience.
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4 The situation here is similar to the first diagram. To be able to apply an F -move,























































5Similar to diagram 1 , the vacuum line is here due to the coevaluation of s∗ and s (see (6.12)).

















































































































































Inserting the above simplification into (8.16) gives an expression for the diagram with















































































From this equation we can conclude that the matrix elements of the plaquette operator

























































This formula is clearly more complicated than the original one, since it has additional
factors with quantum dimensions and more F -moves. Moreover, the symmetry that was
present in the labelling of the F -symbols in (8.15) is not present in this formula. However,
it can be shown that by imposing the conditions (8.2) to (8.5) the formula (8.17) can be
transformed into the original one (8.15), see Section 8.5.
8.4. Properties of the Hamiltonian
The Hamiltonian constructed above has some important properties, similar to the one
that has been constructed by Levin and Wen in the original paper [LW05]:
(1) It is hermitian, which is crucial for the Hamiltonian to describe an actual physical
system.




(3) The operators Bp and Qv all commute with each other when applied to two
different plaquettes, which makes the Hamiltonian exactly solvable.
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We show each of these statements in the following. Note that the first part of the Hamil-
tonian, the vertex operator Qv trivially fulfils these properties: It is hermitian since the
individual operators are one-dimensional real values. It is a projector because applying it
twice to a vertex does not change the validity of the vertex, and by the same argument it
also commutes with itself. Hence, we only have to prove these statements for the plaquette
operator Bp.




pBp with Bp given by (8.17) is her-
mitian.
Proof. Hermicity is a crucial property for the Hamiltonian in order to describe a
physical system. To show that the Hamiltonian constructed above is hermitian, first recall
that the operator Bp maps the string-net configuration ~p ≡ {g, h, i, j, k, l} of a plaquette




C(~p, ~p ′) ~p ′ .
Here, C(~p, ~p ′) denotes the matrix elements of Bp derived in (8.14). Note that this is a
function of all 12 labels of each plaquette, but we only indicate those that are changed by
the transformation (~p and ~p ′) since the outer labels are not affected by the transformation.
Hence, in order to show that the operator Bp is hermitian we need to show that
C(~p, ~p ′) = C(~p ′, ~p).
This equality can be shown using the graphical calculus of fusion categories. As described
in Remark 6.3, the matrix element of a transformation between diagrams that belong to
two different orthonormal bases can be calculated by computing the inner product of the
initial string diagram with the final string diagram. In the case of hexagonal plaquettes,





where N~p is a normalisation factor that ensures that the diagrams are normalised with
respect to the trace. In the following we use the notation |~p〉 to refer to the diagram above
(not including the normalisation factor), i.e., an element of the above set of basis states
is then denoted 1N~p |~p〉. We want to compute the matrix element that corresponds to the
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In order to calculate the inner product between the two basis vectors, we need to take the


























where we have used that a string with label i∗ corresponds to a string with label i with
the arrow pointing in the other direction. Hence, we can calculate C(~p, ~p ′) via the inner
product of the two plaquettes:
C(~p, ~p ′) =
1
N~pN~p ′






















The calculation of C(~p ′, ~p) works analogously, simply by computing the inner product
〈~p |~p ′〉:
C(~p ′, ~p) =
1
N~pN~p ′




























Figure 25. Projector. (a) Applying the operator Bp twice to the same pla-
quette inserts two loops, one of type s and one of type t (keep in mind that we
sum over s and t which is not depicted in the picture). (b) The two loops are
fused together. (c) The result is (a sum over) a single loop of type α.
The complex conjugate of C(~p ′, ~p) can then be computed by reflecting the diagram at the
horizontal axis (and taking the duals of the objects):









































= C(~p, ~p ′),
which completes the proof.





pBp with Bp given by (8.17) is a
projector.
Proof. The structure of this proof is as follows: Applying the operator Bp twice















p and for Bp to be




p . Graphically, B
2
p acts by adding
type s and type t loops to the plaquette and summing over s, t as depicted in Figure 25.
To keep the following computation as clear as possible we only depict the loops inside the
plaquette and not the plaquette itself. Similar to the derivation of the Hamiltonian we
have to insert vacuum lines in order to apply F -moves. The evaluation of the diagram is
then a special case of (8.16) with all outer labels being the vacuum. Since the category is
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Let us explain some aspects of this computation in more detail. In (8.18) the multi-
plicity factor NαstN
β∗
s∗t∗ is included to ensure that the sum only involves terms with valid
configurations. In (8.19) we have used the formulas derived for 1 and 4 in the special





















, which is a consequence of the penta-





6It is also possible to derive this equation by fusing the vacuum string to the right side (i.e., to the
string labelled h) in the diagram in 1 , which yields the expression on the right hand side of the equation.
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simply with different directions of the arrows on the edges. In (8.21) we then exploit that
we are only working in the multiplicity-free case where Nαst ∈ {0, 1}, hence (Nαst)2 = Nαst.
In this step we also used the relations (6.19) and (6.20) since all F -symbols are one-
dimensional. In (8.22) we have used the relation (6.18) to replace Nαst with N
s∗
tα∗ . In (8.23)
we have rearranged the factors and used the fact that ds = ds∗ such that we can apply
Theorem 6.4 to arrive at the expression in (8.24). 
Theorem 8.4. The operators Bp (given by (8.17)) and Qv commute with each other
when applied to two different plaquettes p and p′.
Proof. Showing the commutativity of the operator when applying it to two neigh-
bouring plaquettes p1 and p2 is a very tedious and lengthy calculation. In order to keep
it as simple and clear as possible, we only write out those terms that differ between the
different orders of application of Bp1 and Bp2 and denote the remaining factors by (. . . ).
The general idea of the proof is depicted in Figure 26. First applying Bp1 to the left














































































































































































































































































Figure 26. Commutativity. (a) We consider a scenario where the operators
Bp1 and Bp2 are applied to two neighbouring plaquettes p1 and p2. (b) The
operator Bsp1 puts a loop of type s into plaquette p1, and B
t
p2 puts a loop of
type t into p2 (although not depicted in the picture, we take the sum over s and
t here). (c) After fusing both loops into the respective plaquettes, the result is a
linear combination of string-net configurations which is independent of the order
in which the loops have been fused in.
The result is a linear combination of string-net configurations, where in each term we have
a sum over the loop values s and t and also over the intermediate label i′. Doing the same
calculation for the other order of applying the operators, i.e., first applying Bp2 to the
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In order to achieve this goal, we use the fact that the diagrams in Figure 27 commute


































































Inserting these into equation (8.25), and using the fact that in a unitary fusion category




































































which is obviously true and therefore
Bp2Bp1 = Bp1Bp2 .
This calculation can analogously be done for every configuration of neighbouring plaque-
ttes. It always results in exploiting two commuting diagrams such as the ones depicted in
Figure 27. Since the operator trivially commutes on distant plaquettes, we conclude that
it commutes in general. 
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i′′1






























































s j1 k2 t
i1
i′1
Figure 27. Commuting diagrams. The fact that these two diagrams
commute yields the equations required to prove the commutativity of the
magnetic flux operator.
8.5. Connection to the original Hamiltonian
It is possible to show that the formula of the Hamiltonian (8.17) that is derived without
imposing the conditions (8.2) to (8.5) transforms into the original one by Levin and Wen
(8.15) when imposing the conditions. Hence, the derivation of the Hamiltonian in the
previous section is indeed a true generaliation of the Levin-Wen model to unitary fusion
categories that do not fulfil tetrahedral symmetry. In this section, we show that both
formulas (8.15) and (8.17) are equal if we assume that the conditions (8.2) to (8.5) are
fulfilled.
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To make this calculation as clear as possible, we manipulate each factor in the formula
(8.17) individually. Moreover, we number the individual terms in the tetrahedral symmetry

































In the following, we indicate the equality we use by x → y . We can now transform



























































































































































































































































Inserting the above relations into (8.17) yields the coefficients of the original Levin-Wen
Hamiltonian (8.15). In this sense, the form of the Hamiltonian (8.17) derived above is a
true generalisation of the original Levin-Wen Hamiltonian to fusion categories that do not
fulfil the tetrahedral symmetry condition.
8.6. Excitations
One of the most interesting aspects of the Levin-Wen construction are the excitations
of the model, both physically and mathematically. From a physical perspective, the ex-
citations correspond to topologically non-trivial quasiparticles, or, simply put, anyons.







Figure 28. Closed string operator on the honeycomb lattice. A closed
string operator W s(P ) only acts non-trivially on spin states along the closed path
P , depicted as thick red line. It creates a type-s string and fuses it into each
vertex v1,v2, ...vN along P . This action only changes the two sites ik−1, ik of vk,
whereas the third site ek of the vertex is unaffected. In total, W
s(P ) transforms






N . The labeling
convention is demonstratively shown in the picture for i1, i2, e1, e2 and v6 of an
example for a W s(P ) operator.
category, hence calculating the excitations of the model is a way to construct a UMTC
from a UFC.
Due to the construction of the Hamiltonian, for the ground state string-net configu-
rations it holds that Qv = Bp = 1 for all v and all p. Therefore, excited states are those
that violate this constraint for some local collection of vertices and plaquettes. These
excitations are always created in pairs (see for example [LW03]), and the pair creation
operator has a string-like structure with the emerging quasiparticles at the end. These
particles are independent of the actual form of the string operator since the structure of
the string is unobservable. Only the excitations at the endpoints can be observed. From
this argumentation it also follows that if the two endpoints coincide such that the string
forms a loop then the operator commutes with the Hamiltonian, since it is unobservable.
In this sense, we can associate with each topologically non-trivial particle7 a closed
string operator that commutes with the Hamiltonian. To find these particles we therefore
need to find all closed string operators. An example of such an operator is depicted in
Figure 28. We denote a closed string operator that acts along a closed path P by creating
a type-s string by W s(P ). In contrast to the operators Bp and Qv, W
s(P ) is no longer a
local operator acting on a single plaquette or vertex.
To determine these operators, we follow the approach in [LW05]. By assuming that the
operator W s(P ) only changes spins along the path P = v1, . . . ,vN (where the vi denote
the vertices along that path), we can define its action vertex-wise. The ansatz we make
is the following: Suppose the operator W s(P ) transforms the initial label configuration
i1, . . . , iN on the path P to a configuration i
′
1, . . . , i
′




















7By topologically non-trivial we mean that it exhibits non-trivial statistics.
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Here, the labels ei denote the external legs of the path that are not changed by the operator.
F sk is a combination of F -symbols which acts on the vertex vk and fuses the type-s string
into the respective vertex. The form of F sk depends on the form of the vertex vk. Hence,
we can think of it as one of the corners 1 - 6 of the diagram (8.16) in the calculation
of Bsp. In fact, B
s
p is a special case of W
s(P ) when the path P goes around exactly one
plaquette p (i.e., P turns left at every vertex.). We therefore have to distinguish between
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, if P runs as
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at vk ( 6 )
The additional factors ωk can be determined by exploiting the fact that the operator
W s(P ) commutes with the Hamiltonian if P is a closed path. However, even though this
approach was suitable in the construction by Levin and Wen in [LW05], in the more
general approach we presented in this chapter the derivation of these factors is highly
complicated, mostly because the matrix elements of the general Hamiltonian lack certain
symmetries that are present in the original Hamiltonian.
One solution to this problem is using a different approach to the Levin-Wen model.
It is possible to use tensor network states (which we have already seen in Section 6.4)
to study gapped, topologically ordered systems, see for example [BMW+17]. Using this
framework, one can construct a tensor network representation of the ground state of the
Levin-Wen Hamiltonian, which was done in [BAV09], and also study the excitations of
the network, see for instance [ŞWB+14] and [WBV17]. However, although this approach
sounds promising, there is one caveat: In all of these constructions it is assumed that the
fusion category fulfils the tetrahedral symmetry condition. Hence, in order to build a
tensor network to study the excitations of the model it is necessary to first construct the
corresponding matrix product operators without imposing tetrahedral symmetry. We go
into more detail about the construction of the ground state of the Levin-Wen model for
unitary fusion categories without tetrahedral symmetry in the following.
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Figure 29. Tensor network representation of the Levin-Wen model.
A plaquette in the Tensor Network (TN) representation of the ground state of
the Levin-Wen Hamiltonian consists of two types of tensors, depicted in blue
and green. They split the lattice into two sublattices, and even (blue) and an
odd (green) sublattice. The black edges (which are virtual bonds in the TN)
are contracted while the red edges (that correspond to physical indices) are left
uncontracted.
Tensor network representation of string-nets. To find a tensor network repre-
sentation of the ground state of the Levin-Wen model, we follow the technique described
in [BAV09] and generalise it to fusion categories that do not fulfil the tetrahedral sym-
metry condition. The goal is to find a tensor network representation of the ground state of
the Levin-Wen model in order to efficiently calculate the excitations of the model. In the
tensor network representation, plaquettes in the hexagonal lattice are of the form depicted
in Figure 29. Hence, we have to construct two types of operators:
According to the description of tensor networks in Chapter 6, these are rank-9 tensors.
From these two types of operators we can build the whole hexagonal lattice, hence they
split the lattice into an even sublattice Λeven (blue) and an odd sublattice Λodd (green).
For the case of unitary fusion categories that fulfil tetrahedral symmetry, the formulas for
these operators are given in [BAV09].
For general unitary fusion categories, we can make use of the calculations we have
done to derive the matrix elements of the operator Bsp. The construction goes as follows:
Consider a hexagonal lattice (also referred to as the physical lattice). To obtain the ground
state |Ψ0〉 of the Levin-Wen model, we apply the plaquette operator Bp to each plaquette











s ds. Applying the operator B
αp
p corresponds to inserting a loop of type αp
into the plaquette. As a result, we get a lattice with loops inserted at each plaquette as
depicted in Figure 29. While a loop in a plaquette p carries a label αp, the edges of the
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Figure 30. Lattice with loops inserted. An isolated loop at plaquette p
carries a label αp, while all edges of the hexagonal lattice (grey) carry the vacuum
label 0.
where |{αp}〉 denotes the configuration of the lattice with loops inserted (as in Figure 30).
The first step in the reduction process is fusing the loops into the lattice by applying the












|{αp, ip, jp, kp}〉,
where {αp, ip, jp, kp} denotes the state of the lattice after having applied the completeness
relation to every edge. For further reduction, we have to distinguish between vertices of
the even lattice and vertices of the odd lattice.
For calculations, we use the following convention: At a plaquette p, we label the edges





Note that by using this notation, the sum of configurations {ip, jp, kp} over all plaquettes
p of the lattice includes all edges of the physical lattice. After applying the completeness
relation to every edge, the situation at the vertices of the odd sublattice is the following




















































































In summary, we can now write the ground state in terms of the state of the physical





















































are the basis coefficients of the string-net ground state. Our goal is to write these co-
efficients as a contracted tensor network. For this purpose, consider a plaquette a with
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As indicated in the diagram, we have six vertices that contribute to the coefficient, three
of the even sublattice (indicated in blue) and three of the odd sublattice (indicated in



































This allows us to define vertex tensors in the tensor network built from the plaquettes













































A quick calculation shows that the formulas for the tensors in (8.27) and (8.28) can be
transformed into the ones given in [BAV09] when assuming tetrahedral symmetry (8.3).
With these tensors we can build a regular lattice with the plaquettes depicted in Figure 29
and contracting the tensors at the virtual indices λ, µ, ν. If we cut out a single plaquette
from the network, one can see that it reproduces the local form of λ given in (8.26) (up
to some factor which can be absorbed in the summation).
Thus, we have found a tensor network representation of the ground state of the Levin-
Wen model for general unitary fusion categories, which includes those that do not fulfil the
tetrahedral symmetry condition. The next step in order to obtain the excitations of the
model (and hence the UMTC) is to construct the tensors that represent the open string
operators (see, for example, [BMW+17] and [WBV17]). These excitations then yield
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the UMTC for the UFC from which we built the model, hence this method can be used
to construct the Drinfeld centre for the fusion category H3.
8.7. Further generalisations
The model we described in this chapter is not the most general one possible. As in most
of this thesis, we have only worked in a setting where the fusion rules are multiplicity-free.
However, a generalization of the above construction to categories with fusion rules that
contain multiplicities is straightforward, although somewhat messy: For every vertex that
is an element of a higher-dimensional vector space (i.e., a vector space that corresponds to
a fusion rule with multiplicities), one has to add a sum over all basis elements of this vector
space. As a result, the formulas become a lot more complicated since most of the diagrams
consist of many vertices. For this reason we have only considered the multiplicity-free case
here.
Another possible direction to further generalize the presented construction is losing the
unitarity condition. This makes the evaluation of the diagram in (8.16) more complicated
because some helpful relations we have used have their origin in the unitarity of the







that is no longer valid in the non-unitary case. Hence, the formula for the operator G













Moreover, the mirror symmetry of the F -symbols does not hold any more since a non-
unitary category is not automatically spherical. Therefore, the relation between mirrored
tree diagrams is not as simple as before. We introduce an additional operator to map



























































































After making these adjustments it is possible to evaluate the six corners of the diagram














































































The main problem with the Levin-Wen construction of a non-unitary fusion category
is that the resulting Hamiltonian is not hermitian. This can be easily checked with a
simple example, the Yang-Lee category YL. This is the Galois conjugate of the Fibonacci
category, hence it has the same fusion rules but the non-trivial F -symbol F ττττ differs













where φ = 1+
√
φ
2 is the golden ratio. This category is a non-unitary (but still spherical!)
fusion category, and an analysis of the corresponding string-net Hamiltonian according to
the above construction immediately shows that it is not hermitian and therefore unphys-
ical.
This problem was also investigated in [FGH+12]. Here, the authors provided methods
to construct a hermitian Hamiltonian from the non-hermitian one that we get from a non-
unitary category. However, this comes at the cost of losing the associated stable topological
order. Hence, even though a Levin-Wen construction from a non-unitary fusion category
is, in principle, possible, the resulting systems are not interesting for our purposes.
CHAPTER 9
Conclusion
Conformal Field Theories (CFTs) are an important area of quantum theory since they
can describe systems at a phase transition. In this thesis, we have studied the connection
between CFTs and subfactors. Here, we have discussed several approaches to build mi-
croscopic models from Unitary Fusion Categories (UFCs) with the aim of finding evidence
for a connection between the corresponding subfactor and a CFT. This study is motivated
by the concrete example of the Haagerup subfactor, which is the simplest example of a
subfactor for which it is not clear whether a corresponding CFT exists. The connection
between subfactors and CFTs is mainly drawn by a one-dimensional lattice model, the
anyon chain, which is built from the Unitary Modular Tensor Category (UMTC) that can
be constructed from the subfactor. Numerically studying the behaviour of the ground
state when the system size goes to infinity provides information about the corresponding
CFT, given that the system exhibits a continuous quantum phase transition.
In case of the Haagerup subfactor we only know the UFCs but not the UMTC, hence
we cannot directly build an anyon chain from it. However, constructing the UMTC from
the UFCs is a challenging task on its own. Therefore, the simplest approach to study the
connection to CFTs is to build an anyon chain directly from the UFC, even though this is
not guaranteed to succeed. The most important result of this thesis, even though it is a
negative one, is the insight that it is not sufficient to use the UFC in order to find a CFT
via the anyon chain method: in the case of the Haagerup fusion category H3, we find no
evidence for a corresponding CFT in Chapter 6.
Therefore, it is inevitable that one needs to build the UMTC, i.e., the Drinfeld centre
(or quantum double), of the fusion categories that come from the Haagerup subfactor. Note
that it does not matter which of the three categories in the Morita equivalence class we use
since their Drinfeld centres are the same. Here, we have discussed two techniques: First, we
have introduced the annular category in Chapter 7, whose representations are connected to
the simple objects of the Drinfeld centre of the category. However, this technique involves
many tedious calculations, hence it has not yet been pursued for the Haagerup fusion
categories. The second way of finding the Drinfeld centre, which is the more promising
one, is by constructing the Levin-Wen model and calculating its excitations. Here, the
biggest obstacle is to find a generalisation of the model such that it is applicable to fusion
categories that do not fulfil the tetrahedral symmetry condition, which was presented in
Chapter 8. However, finding the excitations for the generalised model turned out to be
highly complicated due to the lack of symmetries that are present in the original model,
but not in the generalised form.
In summary, we cannot give a conclusive answer to the question we asked in the begin-
ning of this thesis, which was whether there is a CFT that corresponds to the Haagerup
subfactor. Nevertheless, through the investigations made in this thesis we have come a
long way in answering this question: Firstly, they revealed which methods can not be
used for the study of this conjecture, namely building anyon chains directly from a UFC.
Secondly, they have helped us develop a clear plan for the next steps that are necessary
to answer this question:
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(1) To rule out the possibility of using UFCs instead of UMTCs completely, we
can build an anyon chain from the two other fusion categories in the Morita
equivalence class of H3. Since H2 has the same fusion rules, it will not yield any
new results. However, it is possible that an anyon chain built from H1 (which
has different fusion rules than H2 and H3) shows critical behaviour and hence
yields the desired CFT. Even if this investigation also does not yield any evidence
for a CFT, it gives new insights to building an anyon chain for a UFC with
multiplicities, since the fusion rules of H1 are not multiplicity-free (in contrast
to H2 and H3). This information would be valuable for the final step of the
investigation, which is building an anyon chain from the Drinfeld centre, since
this is a UMTC with multiplicities.
(2) To obtain a UMTC that corresponds to the Haagerup subfactor, the Drinfeld cen-
tre of the Haagerup fusion categories has to be constructed. The most promising
approach here seems to be the construction of a tensor network representation
of the ground state of the Levin-Wen model and computing its excitations, as
explained in Section 8.6. The first step in this approach is then to find a generali-
sation of the existing methods to UFCs that do not exhibit tetrahedral symmetry.
This general method could then be applied to one of the Haagerup fusion cate-
gories in order to construct the Drinfeld centre.
(3) Once the Drinfeld centre for the Haagerup fusion categories is constructed, it can
be used to build and numerically study an anyon chain in the same way as it is
described in Chapter 6. This would be the final step in the investigation of the
connection between the Haagerup subfactor and a possible corresponding CFT.
Whilst the techniques presented here have been focused on the specific goal of un-
derstanding the possibility of a CFT corresponding to the Haagerup subfactor, they may
also be applicable to more complex subfactors. This would help us gain a clearer picture
of whether the conjectured general correspondence exists. In particular, the approach
via anyon chains in Chapter 6 is applicable to all subfactors once the UMTC is known,
while the UMTC itself can be obtained from the generalisation of the Levin-Wen model




F -symbols for the H3 fusion category
This solution and the code which was used to calculate it can be found under https:
//github.com/R8monaW/H3Fsymbols. It is a real solution with two parameters, p1, p2 ∈



































In the following, all F -symbols are listed. They are first ordered by their dimension and
within that, they are ordered by their labels. The 3- and 4-dimensional matrices are
depicted as tables where the first row and the first column indicate the admissible labels
for the matrix.
Since all occurring values of the F -symbols are in the interval [−1,+1], we can visualise
this solution as follows: We represent the value +1 with a black pixel and the value −1
with a white pixel. The values in between are depicted by a green pixel whose darkness
depends on where the value lies in the interval [−1,+1], e.g., a value close to +1 is depicted
by a very dark green pixel, while a value close to −1 is depicted by a very light green pixel.
For parameter values p1 = p2 = +1, this is shown in Figure 31, where the order of the
F -symbols is chosen randomly.
Figure 31. A visualisation of the F -symbols. To generate this picture,
we set the parameters to p1 = p2 = +1 and choose a random ordering of the
F -symbols.
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A.1. 1-dimensional F -symbols
F 1111 = 1 F
1αα∗
1 = 1 F
1α∗α
1 = 1 F
1ρρ
1 = 1
F 1αραρ1 = 1 F
1α∗ρα∗ρ
1 = 1 F
α1α∗





1 = 1 F
αραρ
1 = 1 F
ααρα∗ρ





1 = 1 F
α∗α1
1 = 1 F
α∗α∗α∗






1 = 1 F
α∗α∗ραρ
1 = −p1 F
ρ1ρ






1 = 1 F
ρρ1
1 = 1 F
ρρρ





1 = 1 F
ραρα
1 = 1 F
ραρρ





1 = −1 F
ρα∗ρα
∗
1 = 1 F
ρα∗ρρ





1 = −p1p2 F α
ρ1αρ
1 = 1 F
αραρ





1 = 1 F
αρρρ
1 = 1 F
αρραρ
1 = 1 F
αρρα∗ρ
1 = p2
F αραρ11 = 1 F
αραρρ
1 = 1 F
αραραρ





1 = −p1 F
αρα∗ρρ
1 = p1 F
αρα∗ραρ





1 = 1 F
α∗ρααρ
1 = 1 F
α∗ρα
∗ρ





1 = 1 F
α∗ρραρ
1 = −p1 F α
∗ρρα∗ρ






1 = p1 F
α∗ραραρ
1 = −1 F α
∗ραρα∗ρ





1 = −p1p2 F α
∗ρα∗ραρ
1 = −1 F α
∗ρα∗ρα∗ρ
1 = 1 F
11α
α = 1
F 1α1α = 1 F
1α∗α∗
α = 1 F
1ρα∗ρ
α = 1 F
1αρρ
α = 1
F 1α∗ραρα = 1 F
α11
α = 1 F
ααα∗
α = 1 F
αα∗α
α = 1
Fαρρα = 1 F
ααραρ
α = 1 F
αα∗ρα∗ρ





α = 1 F
α∗α∗1
α = 1 F
α∗ραρ






α = −p1 F ρ1α∗ρα = 1 F ρααρα = −p1 F ρα
∗ρ
α = −1
F ρραα = 1 F
ρρρ
α = 1 F
ρραρ





α = −p1 F ραρρα = p1 F ραραρα = p1 F ραρα∗ρα = 1
F ρα∗ρ1α = 1 F
ρα∗ρρ
α = −p1p2 F ρα∗ραρα = p1 F ρα∗ρα∗ρα = 1
F αρ1ρα = 1 F
αραα∗ρ
α = −1 F αρα
∗
αρ
α = −1 F αρρ1α = 1
F αρρρα = 1 F
αρραρ
α = 1 F
αρρα∗ρ
α = −1 F αραραα = 1
F αραρρα = 1 F
αραραρ
α = 1 F
αραρα∗ρ
α = −1 F αρα∗ρα
∗
α = −p1
F αρα∗ρρα = 1 F
αρα∗ραρ
α = 1 F
αρα∗ρα∗ρ
α = −p1p2 F α∗ρ1αρα = 1
F α∗ραρα = p1 F α
∗ρα∗α∗ρ
α = 1 F α
∗ρρα∗
α = 1 F α
∗ρρρ
α = p1
F α∗ρραρα = 1 F α
∗ρρα∗ρ
α = p2 F α
∗ραρ1
α = 1 F α
∗ραρρ
α = −p1
F α∗ραραρα = 1 F α
∗ραρα∗ρ
α = −1 F α∗ρα∗ραα = 1 F α∗ρα∗ρρα = −1
F α∗ρα∗ραρα = 1 F α
∗ρα∗ρα∗ρ
α = −p1p2 F 11α
∗
α∗ = 1 F
1αα
α∗ = 1
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F 1α
∗1
α∗ = 1 F
1ραρ
α∗ = 1 F
1αρα∗ρ
α∗ = 1 F
1α∗ρρ
α∗ = 1
Fα1αα∗ = 1 F
αα1
α∗ = 1 F
αα∗α∗
α∗ = 1 F
αρα∗ρ
α∗ = −p1
Fααρρα∗ = 1 F
αα∗ραρ
α∗ = 1 F
α∗11





α∗ = 1 F
α∗ρρ
α∗ = 1 F
α∗αραρ
α∗ = 1 F
α∗α∗ρα∗ρ
α∗ = 1
F ρ1αρα∗ = 1 F
ραρ
α∗ = −1 F
ρα∗α∗ρ
α∗ = p1 F
ρρα∗
α∗ = 1
F ρρρα∗ = −1 F
ρραρ
α∗ = 1 F
ρρα∗ρ
α∗ = −p1p2 F
ραρ1
α∗ = 1
F ραρρα∗ = 1 F
ραραρ
α∗ = 1 F
ραρα∗ρ





α∗ = p1 F
ρα∗ραρ
α∗ = 1 F
ρα∗ρα∗ρ
α∗ = p2 F
αρ1α∗ρ
α∗ = 1
F αρααρα∗ = −1 F α
ρα∗ρ
α∗ = −p1 F α
ρρα
α∗ = −p1 F α
ρρρ
α∗ = −p1
F αρραρα∗ = p1 F
αρρα∗ρ
α∗ = 1 F
αραρα∗
α∗ = 1 F
αραρρ
α∗ = −1
F αραραρα∗ = −1 F
αραρα∗ρ
α∗ = 1 F
αρα∗ρ1





α∗ = −1 F
αρα∗ρα∗ρ
α∗ = 1 F
α∗ρ1ρ





α∗ = −1 F α
∗ρρ1
α∗ = 1 F
α∗ρρρ





α∗ = 1 F
α∗ραρα
α∗ = 1 F
α∗ραρρ





α∗ = −1 F α
∗ρα∗ρα
∗
α∗ = 1 F
α∗ρα∗ρρ





α∗ = −p1p2 F
11ρ
ρ = 1 F
1αα∗ρ
ρ = 1 F
1α∗αρ
ρ = 1
F 1ρ1ρ = 1 F
1ρρ
ρ = 1 F
1ραρ
ρ = 1 F
1ρα∗ρ
ρ = 1
F 1αραρ = 1 F
1αρρ
ρ = 1 F
1αραρ





ρ = 1 F
1α∗ρρ
ρ = 1 F
1α∗ραρ
ρ = 1 F
1α∗ρα∗ρ
ρ = 1
Fα1α∗ρρ = 1 F
αααρ
ρ = 1 F
αα∗ρ
ρ = 1 F
αρα
ρ = −1
Fαρρρ = −1 Fαραρρ = 1 Fαρα∗ρρ = 1 Fααρα
∗
ρ = 1
Fααρρρ = 1 F
ααραρ
ρ = 1 F
ααρα∗ρ
ρ = p1p2 F
αα∗ρ1
ρ = 1
Fαα∗ρρρ = 1 F
αα∗ραρ
ρ = 1 F
αα∗ρα∗ρ





ρ = 1 F
α∗α∗α∗ρ
ρ = −p1 Fα
∗ρα∗





ρ = 1 F
α∗ρα∗ρ
ρ = 1 F
α∗αρ1






ρ = 1 F
α∗αρα∗ρ
ρ = 1 F
α∗α∗ρα







ρ = 1 F
α∗α∗ρα∗ρ
ρ = 1 F
ρ11
ρ = 1 F
ρ1ρ
ρ = 1
F ρ1αρρ = 1 F
ρ1α∗ρ
ρ = 1 F
ραα∗
ρ = 1 F
ραρ
ρ = −1
F ρααρρ = p1 F
ραα∗ρ
ρ = −p1p2 F ρα
∗α






ρ = 1 F
ρα∗α∗ρ
ρ = −p1 F ρρ1ρ = 1 F ρραρ = −1
F ρρα
∗
ρ = 1 F
ραρ1
ρ = 1 F
ραρα
ρ = 1 F
ραρα∗
ρ = −p1
F ρα∗ρ1ρ = 1 F
ρα∗ρα
ρ = p2 F
ρα∗ρα
∗
ρ = 1 F
αρ1α
ρ = 1
F αρ1ρρ = 1 F
αρ1αρ
ρ = 1 F
αρ1α∗ρ
ρ = 1 F
αρα1
ρ = 1
F αραρρ = 1 F
αρααρ
ρ = 1 F
αραα∗ρ
ρ = 1 F
αρα∗α∗
ρ = −p1
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F αρα
∗ρ
ρ = p1 F
αρα∗αρ
ρ = −1 F αρα
∗
α∗ρ
ρ = −p1p2 F αρρ1ρ = 1
F αρραρ = −1 F αρρα
∗
ρ = p1 F
αραρ1





ρ = 1 F
αρα∗ρ1
ρ = 1 F
αρα∗ρα





ρ = 1 F α
∗ρ1ρ
ρ = 1 F α
∗ρ1αρ
ρ = 1 F α
∗ρ1α∗ρ
ρ = 1
F α∗ρααρ = 1 F α
∗ραρ
ρ = p1 F α
∗ρααρ
ρ = −p1p2 F α∗ραα∗ρρ = −1
F α∗ρα
∗1
ρ = 1 F α
∗ρα∗ρ
ρ = −p1p2 F α∗ρα
∗
αρ




F α∗ρρ1ρ = 1 F α
∗ρρα
ρ = −p2 F α∗ρρα
∗
ρ = −1 F α∗ραρ1ρ = 1
F α∗ραραρ = 1 F α
∗ραρα∗
ρ = p1p2 F α
∗ρα∗ρ1





ρ = 1 F
11αρ
αρ = 1 F
1αρ





αρ = 1 F
1ρρ
αρ = 1 F
1ραρ




αρ = 1 F
1αρρ
αρ = 1 F
1αραρ




αρ = 1 F
1α∗ρρ
αρ = 1 F
1α∗ραρ




αρ = 1 F
ααα∗ρ
αρ = −p1 F
αα∗αρ




αρ = 1 F
αραρ
αρ = 1 F
αρα∗ρ




αρ = p1 F
ααραρ
αρ = −p1 F
ααρα∗ρ





αρ = 1 F
αα∗ραρ
αρ = 1 F
αα∗ρα∗ρ





αρ = −p1 F
α∗α∗ρ
αρ = −p1 F
α∗ρα





αρ = 1 F
α∗ρα∗ρ
αρ = 1 F
α∗αρα∗






αρ = −p1 F
α∗αρα∗ρ
αρ = −p2 F
α∗α∗ρ1






αρ = 1 F
α∗α∗ρα∗ρ
αρ = 1 F
ρ1α∗




αρ = 1 F
ρ1α∗ρ
αρ = 1 F
ραα




αρ = −p1p2 F
ραα∗ρ
αρ = −1 F
ρα∗1






αρ = 1 F
ρα∗α∗ρ
αρ = 1 F
ρρ1





αρ = 1 F
ραρ1
αρ = 1 F
ραρα




αρ = 1 F
ρα∗ρα
αρ = 1 F
ρα∗ρα
∗




αρ = 1 F
αρ1αρ
αρ = 1 F
αρ1α∗ρ




αρ = 1 F
αρααρ
αρ = −p1 F α
ραα∗ρ





αρ = −p1 F α
ρα∗αρ
αρ = p1 F
αρα∗α∗ρ




αρ = −p1 F α
ρρα∗
αρ = 1 F
αραρ1





αρ = p1 F
αρα∗ρ1
αρ = 1 F
αρα∗ρα





αρ = 1 F
α∗ρ1ρ
αρ = 1 F
α∗ρ1αρ




αρ = 1 F
α∗ραρ
αρ = −1 F α
∗ρααρ





αρ = 1 F
α∗ρα
∗ρ
αρ = −1 F α
∗ρα∗αρ




αρ = 1 F
α∗ρρα
αρ = 1 F
α∗ρρα
∗




αρ = 1 F
α∗ραρα
∗
αρ = p1 F
α∗ρα∗ρ1
αρ = 1 F
α∗ρα∗ρα
αρ = 1
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F α∗ρα∗ρα
∗
αρ = −p2 F
11α∗ρ
α∗ρ
= 1 F 1ααρ
α∗ρ






= 1 F 1ρρ
α∗ρ
= 1 F 1ραρ
α∗ρ






= 1 F 1αρρ
α∗ρ
= 1 F 1αραρ
α∗ρ





= 1 F 1α∗ρρ
α∗ρ
= 1 F 1α∗ραρ
α∗ρ





































































































= 1 F ρ1α∗ρ
α∗ρ
= 1 F ρα1
α∗ρ





= −1 F ραα∗ρ
α∗ρ
= 1 F ρα
∗α∗
α∗ρ








= −1 F ρα∗α∗ρ
α∗ρ
= 1 F ρρ1
α∗ρ









= 1 F ραρα
α∗ρ






= 1 F ρα∗ρα
α∗ρ
= 1 F ρα∗ρα
∗
α∗ρ






= 1 F αρ1αρ
α∗ρ
= 1 F αρ1α∗ρ
α∗ρ





= −1 F αρααρ
α∗ρ







= −1 F αρα∗αρ
α∗ρ
= −1 F αρα∗α∗ρ
α∗ρ





= 1 F αρρα
∗
α∗ρ
= −1 F αραρ1
α∗ρ






= 1 F αρα∗ρ1
α∗ρ
= 1 F αρα∗ρα
α∗ρ






= 1 F α∗ρ1ρ
α∗ρ
= 1 F α∗ρ1αρ
α∗ρ






= −p1 F α∗ραρα∗ρ = p1 F α
∗ρααρ
α∗ρ






= 1 F α∗ρα
∗ρ
α∗ρ









= 1 F α∗ρρα
α∗ρ
= 1 F α∗ρρα
∗
α∗ρ
= −p1 F α∗ραρ1α∗ρ = 1
F α∗ραρα
α∗ρ
= −1 F α∗ραρα∗
α∗ρ
= 1 F α∗ρα∗ρ1
α∗ρ







A.2. 3-dimensional F -symbols
F ρραρρ =
ρ αρ α∗ρ
ρ D+ D− −C
αρ D− C −D+
α∗ρ C D+ −D−
F ρρα∗ρρ =
ρ αρ α∗ρ
ρ D− C −D+p1p2
αρ Cp1p2 D+p1p2 −D−
α∗ρ D+ D− −Cp1p2
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F ραρρρ =
ρ αρ α∗ρ
ρ D+ D− C
αρ D− C D+
α∗ρ −Cp1 −D+p1 −D−p1
F ραρα∗ρρ =
ρ αρ α∗ρ
ρ −Cp1 D+ D−p1p2
αρ D+ −D−p1 −Cp2
α∗ρ D− −Cp1 −D+p2
F ρα∗ρρρ =
ρ αρ α∗ρ
ρ D− Cp1p2 D+
αρ Cp1 D+p2 D−p1
α∗ρ D+ D−p1p2 C
F ρα∗ραρρ =
ρ αρ α∗ρ
ρ −Cp1 D+p1p2 D−
αρ D+ −D−p2 −Cp1
α∗ρ D− −Cp2 −D+p1
F αρρρρ =
ρ αρ α∗ρ
ρ D+ D− −Cp1
αρ D− C −D+p1
α∗ρ −C −D+ D−p1
F αρραρρ =
ρ αρ α∗ρ
ρ D− −Cp1 D+
αρ −Cp1 D+ −D−p1
α∗ρ −D+p1 D− −Cp1
F αραραρρ =
ρ αρ α∗ρ
ρ C D+ D−
αρ D+ D− C
α∗ρ D− C D+
F αραρα∗ρρ =
ρ αρ α∗ρ
ρ D+ D− Cp1p2
αρ D− C D+p1p2
α∗ρ C D+ D−p1p2
F αρα∗ρρρ =
ρ αρ α∗ρ
ρ −Cp1 D+ D−
αρ D+p1 −D− −C
α∗ρ D− −Cp1 −D+p1
F αρα∗ρα∗ρρ =
ρ αρ α∗ρ
ρ D−p1p2 Cp1p2 D+
αρ C D+ D−p1p2
α∗ρ D+ D− Cp1p2
F α∗ρρρρ =
ρ αρ α∗ρ
ρ D− Cp1 D+
αρ C D+p1 D−
α∗ρ −D+p1p2 −D−p2 −Cp1p2
F α∗ρρα∗ρρ =
ρ αρ α∗ρ
ρ D+ −D− −Cp2
αρ −D−p2 Cp2 D+
α∗ρ −Cp2 D+p2 D−
F α∗ραρρρ =
ρ αρ α∗ρ
ρ −Cp1 D+ D−
αρ D+ −D−p1 −Cp1
α∗ρ −D−p2 Cp1p2 D+p1p2
F α∗ραραρρ =
ρ αρ α∗ρ
ρ D+ D− C
αρ D− C D+
α∗ρ Cp1p2 D+p1p2 D−p1p2
F α∗ρα∗ραρρ =
ρ αρ α∗ρ
ρ D−p1p2 C D+
αρ Cp1p2 D+ D−
α∗ρ D+ D−p1p2 Cp1p2
F α∗ρα∗ρα∗ρρ =
ρ αρ α∗ρ
ρ C D+p1p2 D−
αρ D+p1p2 D− Cp1p2




ρ D+ D− −Cp1
αρ D− C −D+p1




ρ −Cp2 D+ −D−
αρ D+ −D−p2 Cp2




ρ D− −Cp1 −D+
αρ −Cp1 D+ D−p1




ρ C D+ D−
αρ D+ D− C
α∗ρ D−p1p2 Cp1p2 D+p1p2




ρ D+ D−p1p2 C
αρ D− Cp1p2 D+




ρ D− C D+p1p2
αρ Cp1p2 D+p1p2 D−




ρ C D+ −D−p1
αρ D+ D− −Cp1




ρ D+p1p2 D− −Cp1
αρ D− Cp1p2 −D+p2




ρ C D+ D−p1
αρ D+ D− Cp1




ρ D−p1p2 −Cp1 −D+p1
αρ −Cp2 D+ D−




ρ D+ D− Cp1
αρ D−p1 Cp1 D+




ρ D− −Cp1 −D+p1
αρ −Cp1 D+ D−




ρ −C D+ D−
αρ D+ −D− −C




ρ D+p1 D− Cp1
αρ D− Cp1 D+




ρ D−p1 −C −D+
αρ −Cp1 D+ D−




ρ Cp2 −D+ −D−
αρ −D+p2 D− C




ρ D−p2 Cp1 D+
αρ Cp2 D+p1 D−




ρ D+p2 −D−p1p2 −Cp1p2
αρ −D−p1 C D+





ρ D− Cp1 D+
αρ −C −D+p1 −D−





ρ Cp1 −D+ D−
αρ D+ −D−p1 Cp1





ρ −D+ −D− −C
αρ D− C D+





ρ −D− −C −D+
αρ C D+ D−





ρ D+ −D−p1p2 Cp1
αρ D− −Cp1p2 D+p1





ρ −Cp1p2 −D+ −D−p1p2
αρ D+ D−p1p2 C
α∗ρ D− Cp1p2 D+





ρ −C D+ D−
αρ −D+ D− C





ρ −D−p1 −Cp1 D+
αρ Cp1p2 D+p1p2 −D−p2





ρ D+p1 D− −Cp1
αρ −D− −Cp1 D+





ρ −D−p1 C D+
αρ −Cp1 D+ D−





ρ −Cp1 D+ D−
αρ −D+p1 D− C





ρ −D+p2 D−p1p2 Cp1p2
αρ −D−p1 C D+





ρ D− Cp1 D+
αρ C D+p1 D−





ρ C D+p1 D−
αρ D+p1p2 D−p2 Cp1p2





ρ −D− −Cp1 D+
αρ −C −D+p1 D−





ρ D+ −D−p1 −Cp1
αρ −D−p1 C D+





ρ −Cp1p2 −D+p1 D−
αρ −D+p2 −D− Cp1





ρ D+p1p2 −D−p1 −Cp1
αρ −D−p2 C D+
α∗ρ −Cp2 D+ D−
A.3. 4-dimensional F -symbols
F ρρρρ =










A −B −D+p1 D−p1
αρ −p1
√
A −D+p1 D− B
α∗ρ p1
√
A D−p1 B D+
F ραραρρ =










A −D−p1 −B D+
αρ −p1
√
A −B −D+p1 −D−p1
α∗ρ −p1
√
A D+ −D−p1 Bp1
F ρα∗ρα∗ρρ =










A −D+p2 D− −B
αρ p1
√
A D− Bp2 −D+p2
α∗ρ p1
√
A −B −D+p2 −D−p2
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F αρρα∗ρρ =










A −B −D+p1 D−p1p2
αρ p1p2
√
A −D+p2 D−p1p2 Bp1
α∗ρ
√
A −D−p1 −B −D+p2
F αραρρρ =










A −D−p1 −B D+
αρ
√
A −B −D+p1 −D−p1
α∗ρ −p1
√
A −D+p1 D− −B
F αρα∗ραρρ =










A D+ D− −B
αρ p1
√
A D− −B D+
α∗ρ p1
√
A −B D+ D−
F α∗ρραρρ =










A −B −D+ −D−p1
αρ
√
A −D+p1 D−p1 −B
α∗ρ p1p2
√
A −D−p2 −Bp2 D+p1p2
F α∗ραρα∗ρρ =










A D− −B D+p1p2
αρ −p1
√
A −B D+ D−p1p2
α∗ρ −p2
√
A D+p1p2 D−p1p2 −B
F α∗ρα∗ρρρ =










A −D+p2 D− −B
αρ −p1
√
A D−p2 B −D+
α∗ρ −p1p2
√
A −B −D+p2 −D−p2
F ρραρ
αρ =










A −D−p1 −B −D+
αρ
√
A −B −D+p1 D−p1
α∗ρ p1p2
√
A D+p1p2 −D−p2 −Bp2
F ραρα∗ρ
αρ =










A D+p1p2 D− −B
αρ
√
A D−p1p2 −B D+
α∗ρ p1p2
√
A −B D+p1p2 D−p1p2
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F ρα∗ρρ
αρ =










A −B −D+p2 −D−
αρ −p1
√
A −D+ D−p2 −B
α∗ρ −p1p2
√
A −D−p2 −B D+p2
F αρρρ
αρ =










A −D−p1 −B −D+
αρ −p1
√
A −B −D+p1 D−p1
α∗ρ p1
√
A −D+ D−p1 Bp1
F αραραρ
αρ =










A D+ −D−p1 Bp1
αρ −p1
√
A −D−p1 −B D+
α∗ρ −p1
√
A Bp1 D+ D−
F αρα∗ρα∗ρ
αρ =










A −B −D+p2 −D−p2
αρ p1
√
A −D+p2 D− −B
α∗ρ p1
√
A −D−p2 −B D+
F α∗ρρα∗ρ
αρ =










A D−p2 −B D+p1
αρ p1p2
√
A −B D+p2 D−p1p2
α∗ρ
√
A D+p1p2 D−p1 −B
F α∗ραρρ
αρ =










A D+p1 D−p1 −B
αρ −p1
√
A D− −B D+p1
α∗ρ
√
A Bp1 −D+p1 −D−
F α∗ρα∗ραρ
αρ =










A −Bp2 −D+ −D−
αρ p1
√
A −D+p2 D− −B
α∗ρ p1
√














A D+p1 −D− −B
αρ p1p2
√
A D−p1p2 Bp2 D+p2
α∗ρ
√
A −B −D+p1 D−p1














A −B −D+ D−p1
αρ
√
A D+p1 −D−p1 −B
α∗ρ −p1
√














A −D− Bp1p2 −D+
αρ −
√
A −B D+p1p2 D−
α∗ρ −
√














A −D+p1 −D−p1 −B
αρ
√
A D− −B −D+p1
α∗ρ
√














A Bp1 D+ D−
αρ −p1
√
A −D+p1 D− −B
α∗ρ −p1
√














A D−p1 −B −D+p1
αρ
√
A Bp1 −D+ D−p1
α∗ρ p1
√














A D+p1 −D− −B
αρ −p1
√
A −D− −Bp1 −D+p1
α∗ρ p1
√














A −B −D+p1 −D−p1
αρ −p1
√
A −D+p1 D− −B
α∗ρ −p1
√














A D− Bp2 −D+p2
αρ p1
√
A Bp2 D+ D−
α∗ρ p1
√
A −D+p2 D− −B

APPENDIX B
Numerical results for the H3 anyon chain







i + sinψ cos θ p
(ρ)
i + sinψ sin θ cosϕ p
(αρ)
i + sinψ sin θ sinϕ p
(α∗ρ)
i .
Each diagram corresponds to a fixed value of ϕ. The interval [0, π] is always divided into
16 pieces in order to generate data points. The resulting landscape is then visualised
by a contour plot, where dark colours correspond to a low entropy and bright colours
correspond to a high entropy.
ϕ = 0 ϕ = π16
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ϕ = 4π16 ϕ =
5π
16
ϕ = 6π16 ϕ =
7π
16
ϕ = π2 ϕ = 9π16
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ϕ = 14π16 ϕ =
15π
16
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ϕ = π ϕ = 17π16
ϕ = 18π16 ϕ =
19π
16
ϕ = 20π16 ϕ =
21π
16
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ϕ = 22π16
ϕ = 23π16
ϕ = 3π2 ϕ =
25π
16
ϕ = 26π16 ϕ =
27π
16
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ϕ = 28π16 ϕ =
29π
16
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