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ABSTRACT 
The history and status of stochastic programming is outlined.· A 
h . ;;··u • 
conceptual or ideal model for the solution of a stochastic linear 
.. 
" 
·-,"· program is proposed. It·allows a simplex solution under specified 
··le.vel~ of infeasibility, for randomness in the right-hand-side vector. 
·-· .. ---- ----- -- .. _ .. ·-- ---
Three major approaches to the solution of stochastic problems are 
evaluated in terms of computational feasibility, conformity to the 
conceptual model and ability to solve a linear production smoothing 
formulation. A bibliography of all major work in stochastic program-
ming is listed. A course for further research in expanding the 
conceptual model is suggested. 
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1-A. THE INTENT AND SCOPE OF TliB PAPER. 
~. 
Linear·programming (LP) techniques have been employed to solve 
" 
· a wide range of industrial and economic problems, e.g., [2, 7, 10, 
.. 
14]. The use of this simple model counters a trend toward increasingly 
complex formulations which have largely exceeded the scope of existing 
- _ .............. ______ · mathematical methods •. · Linear programming, llowever, interrelates the 
'J i' 
. . ' 
activities in a very specific, easily identifiable way. Although this 
linear relationship restricts the power of the model from many fruit-
ful and ~nteresting areas, it does bring to suitable applications: 
1. Strong and fully developed mathematical techniques. 
I 
r (,\ 
2. A vast history of applied and\theoretical results [1, 8, 
17]. 
3. An extensive library of computer routines for all major 
central processor manufacturers. 
4. A model whose form and method of solution are unaffected by 
changes in parameter values, decision objectives or constraint 
formulation. 
The major obstacle to the industrial and economic applicability 
of linear programming.has traditionally been non-linearity in the cost 
function to be optimized or the set of cons training ( in) e·qual it ies. 
Since this consideration depends solely on tl1e nature of the problem 
to be solved, we will consider it only in a limited sense (see section 
II-8). This paper will explore an equally significant obstacle: the 
introduction of uncertainty into the parameters of the model. The 
resulting problem has been variously termed stochastic programming 
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- [&, 36, 72] ~ programming unde:r uncertainty [21, 33; ·35], and chance-
constrained programming [ 40, 41, 42] • Each school, however, admi t-s .to 
.., 
a common feature: at least one of the parameters is allowed to 
vary randomly. The.distinguishing features of each are the method of 
s~tution; the· objective chosen, and the conditi~ns p~~ced on the 
we shall use the term stochastic programming generically and refer 
to a particular algorithm when appropriate . 
. 
The purpose of this work is to analyze and evaluate the existing 
methods of stochastic programming. In order to accomplish this goal, 
some standards of reference must be established. That is, criteria 
must be chosen in which to frame the analyses. The criteria chosen 
here are designed to provide a measure of both theoretical and practi-
cal worth: 
1. The power of the model (in terms of objective function 
) " " and constraint formulation to solve the stochastic linear 
programming problem. 
2. The computational feasibility of the associated algorithm 
with special reference to the maintenance of a linear 
programming formulation. 
3. The applicability of the ro.odel to an important industrial 
problem: production smoothing. 
The first criterion will be established through a simple, explicit 
analysis of exactly wha,t the stochastic linear progranuning means. 
It will be called the "conceptual" model formulation. Each methodology 
. . 
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will' then be weighed by examining tne···extent to which this problem 
was addressed-and, naturally, solved. The second criterion will be 
,derived from the particular method itself. That is, the mathematical 
J 
transformations and <?perations of the metho~ls will result in some 
- . 
- . 
. ·_-. ··-~ .. :·-·-. ~--:··,;:·:::~'.:'~,.;., algor~il1m:- · the optimum satisfactibn of criterion two being a straight 
-··-- ·-~-- . \l - . . . 
-·- ""'. 
' I 
• :.~.~':.":;~ ... 1A"W..,_..___..~~~--l<•_, .. .._..j.,v,, .• ,, •• ,, .•. ,,. ., ,,,, .. ,., .• , , .. , , 
. - ·-·. ,. \'' '. ··-··· - .. . . . . - ' . . .., ........ , .,,..- .. ,·,·,:·· .. , ....... ~·~·-· , .. ,•.····,~ .. ··,·~· .,. ---~· ~-... , ............... , .............. ···-· .... ,,. .... _ ... ,.,.,_., .. ,., .... ·-··· .,,, ... "''"' .. -........ ,~ ... ,,,.,,,.,. ..... •, . ' forward linear programming that' allows the exertion of t"lie"'four'"'"•••,•"•"•"-·•H•--··---M----··-••••·"''••• 
..... .,~· ~--'· ,, __ 
characteristics enumerated on page one. The third criterion ,vill be 
evaluated by reference to a specific linear programming formulation 
culled from the literature [7, 10, 13, 26, 56] and personal experience 
[20, 51]~ The particular problem, production smoothing, was chosen 
because of its general industrial importance, the lack of practical 
stochastic work done in this area and the strong argu~ents for the 
suitability of a linear programming model. Although these latter 
points will be fully detailed in section II-B, an inunediate inter-
jection is necessary to delimit the scope of this paper. The notion 
of randomness is most logically introduced into the production smoothing 
model only with respect to the demand variable. That is, the tech-
nological and cost coefficients will be considered deterministic. 
Because we have chosen the smoothing formulation as a vehicle for the 
analysis and a prime evaluator, randomness will be primarily limited 
,_ 
to the right-hand side vector in the linear constraint set (i.e., this 
is where the demand variable occurs) in the analysis. Further, we 
shall construct our ideal conceptual formulation within this boundary, 
·so that this decision has affected the very direction of the paper. 
The rationale that removes the decision from the arbitrary is our intent 
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t~·provide an evaiuation that has merit in a ttseftil as well as a mathe-
-atical·sense. Finally, we shall not extend the scope of this work 
. to include empirical study. It is hoped that the analytic work done 
,. 
here will direct the prospective use·r :fo a method in a way that the 
need for such effort is eliminated except as. extensions- -in given policy .. · 
··· ........ -... --... ~ .... -----~·····---·and parameter environments. That is~ it is suggested that this paper 
-'' 
\ 
will serve as a guide to operational use through. the9~etical under-
standing. 
Section III contains the analysis of the methods of solving 
stochastic linear programs. 
besides our conceptual model: 
We have separated tlm3e major areas 
1. Distribution solutions. 
2. Expected value and two-stage solutions.-
3. Chance-constrained solutions. 
For each of the three areas, we shall first explain the methodology 
and algorithm with reference (whenever possible) to the terminology 
of our production smoothing formulation and then evaluate the method 
with respect to our three criteria. 
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I-B. HISTORY A.ND STATUS OF STOCHASTIC LlNIAR PROGRAMlt:tHG ·- ~ 
The earliest work in the field of stochastic programming was done 
by mathematically oriented economists. Papers by Hart [2s] and 
Tintner [68, 69] published in 1941 represented the pioneer work-in 
.. 
-this class of problems. A special characteristic of these approaches 
is a division of the problem into two cases: the random vari~ble 
distributions are known (a risky situation) and the distributions 
are unknown (an uncertain situation). The methods of solution revolved 
around obtaining a "risk preference functiona1"
1 or ''likelihood function"· 
which, when maximized, provides an "optiu1um" anticipation of the random 
variables (or functions thereof). 
The problem was given a different applicational emphasis - more· 
industrial leaning - by a host of mathematicians and operations research-
ers about 1954. Dantzig [21] formulated an L.P. " • 
It 
under uncertainty 
by linear approximation of a convex functional and subsequently [23, 48] 
developed a multistage programming model to maintain feasibility (called 
a "slack" solut 1· on). At b th · h h 1 d a out e same time, anot er sc oo un er 
Tintner [36] and Babbar [37] tried to obtain the distribution of solutions 
( " t
i • ) 
based on using the expected values called the expected value solution 
. 
of the random variables in an L.P. model. This work involved either an 
enormous expansion through enume1~ation or severe distribution assump-
tions in an analytic approach. The third major approach, that of Charnes 
1. It is interesting to note that this concept forms a thread through-
out Tintner's subsequent work: see [36, 67, 68, 69]. 
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and Cooper, was first published iil 1958 [ 40] arid genera1ized iil [ 41 1 
\ 
' 
42, 43]. The method. was called " • ti chance-constrained programming. 
. ' 
Along with [33] and [35] it forms the basis of our conceptual model; 
but their major work resulted in non-linear models [40, 41). The 
technique of sensitivity analysis [65] and parametric prog:i-amminii [g, 
·----- -PP• 380 - 387; 66] was used by Vajda [ 19, 70] to obtain solutions for 
the bounds of the functionals in an L.P. (called 
solution). 
It If 
range-of-values 
The citations made here are indicative of the major problem 
CJ found by the leading contributors upon the introduction of stochastic 
notions to an L.P.: the resulting problem is non-linear. That is, 
under their particular assumptions of what it is to be maximized and 
what form the constraints should take, many workers created a diffi-
cult and computationally cumbersome problem. 
to find ways of reducing these results to the 
Thus, mathematicians tried 
" " solvable problem 
again. Approximation techniques are numerous: [21, 26, 30, 38, 51, 
52, 70]. Efforts to solve the non-linear problem directly form an 
entire branch of mathematics. Results of special interest showing some 
relationships between linear programming and non-linear programming are 
given in [2, 14, 25, 39, 61, 62]. 
Each of the major schools has generally developed their methods 
and results without major attention to the others (in print:). Certain 
writers have, however, analyzed restricted relationships and drawn con-
/ 
clusions. Madansky, [23, 31, 32, 33], has contributed more than any 
other to this cause in his analysis of Dantzig's work. Wagner [71], 
,- Lli'T 
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Ackoff [1], Vajda [19] and Dantzig [47] htt"te -prov-ided s-uUaries of 
the work done in both linear and non-linear programming. The most 
complete bibliographies have been compiled by. Graves [s], Ackoff [1], 
Gass '·[ 7] '. ~nd Riley and Gass [ 17] . The analyses of this paper are 
intended to provide a· contribution to understanding the various approaches 
and include a complete research bibliography. - ~ 
The applications of stochastic L.P. have been as varied as the 
methods of approach. Problems in pure economics [28, ~8, 69], trans-
portation [7, 72], process optimization [30], portfolio selection [34], 
agriculture [36, 37], allocation of resources [46, 49] and production 
[50] have all been subjects. In terms of a successfully developed, 
simple L.P. algorithm the efforts are generally inefficient. Partly, 
this is due to the complexity of the problems. Partly, as we will 
develop here, the approach could be improved, i.e., the '' ,, conceptual 
model of section II-A might be employed to yield simpler, more useful 
results. 
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II-A THE "CONCEPTUAL" MODEL 
Let us consider the general L.P. prob·lem [6, 7, 9] 
(1) Max c·x 
subject to: 
. (2) , AX ~ b 
X ~- 0 
where: 
C'is an n x 1 vector of ,, '' costs. 
A is an m x n matrix . 
bis an m x 1 vector. 
Xis an n x 1 decision vector. 
This problem is amenable to straightforward solution by the method of 
the simplex algorithm. The techniques originally developed by 
G. B. Dantzig are strong and based on simple concepts of linear 
algebra. A property essential to the efficiency of the algorithm is 
that the constraints in a well-posed problem (i.e., one with a bounded 
feasible solution) intersect in a convex set. Observing that the inter-
section of convex sets is also convex, [9, page 60], it follows that 
the set of feasible solutions to the L.P. problem is a closed convex 
set. It is also easily shown [g pp. 95~97] that a unique optimal 
solution occurs at an extreme point of the convex set. Geometrically, 
as shown in Figure 1, this may be represented in two dimensions by the 
intersection of a line (representing the objective function C·X) and 
the convex solution space (representing the constraint set). As the 
simplex algorithm proceeds, it selects basic feasible solutions (adjacent 
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extreme points) with non-decreasing (for maximation problems) objective 
function values. Heuristically, we can see that it is the convexity 
. ! 
of the space that permits the determination of a global rather than a 
local mini.mum. For example, Figure 2 illustrates a possible suboptimal 
point (B) where any move to an adjacent extreme point would lower the~ 
.. 
objective function value and hence terminate the simplex algorithm 
by satisfying the optimality criterion. 
4 
Suppose we now allow the elements of b to behave as random variates. 
' 
For now we shall impose no conditions on these variates other than our 
ability to explicitly identify unique points (vectors) in the total 
parameter space. That is, we can define the set of vectors ba for 
.:. 
a= 1, .•. , Kover K probability points. The question now posed is 
how does this variation in b affect our method of solution? More 
specifically, what role does the b vector play in the iterations 
(changing of bases) of the simplex algorithm? The two areas of prime 
concern are the possibilities of: (1) a non-convex solution space or 
(2) an infeasible solution (where infeasibility is defined as failure 
to satisfy the constraints). With this background we shall define the 
conceptual stochastic L.P. and examine the ramifications of the 
approach. The basics of the model formulation were first presented 
by Charnes, Cooper and Symonds [40, 41, 42] under the title of "chance-
constrained " programming. 
(3) 
• .. I 
subject. to: 
(4) 
p . 
The problem will be to 
Max C·X 
Pr(AX ~b) ~ a 
X ~ 0 
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where: .. , 
Pr= the probability operator. 
a= an m x 1 vector of given probab~lity 
elements CY1 , ••• , am 
The coiist.ratnt1S expre·ss the ·•notion that tJ1.~. r_andomness in the b vector 
• ' ..... ,l, 
' . • .,. •. ... ~ .. : • : o. ",\"""·-~.'1' 
must not allow an infeasible solution to occur more than~= 1-a 
fraction of the time. That is, the ith constraint equation will not 
be violated more than ~i fraction for a given ai: 
n 
\ 
' Pr ( l a 1jxj s b ) ~ ai (5) 
j=l 
A simple two-dimensional geometric interpre·tation of the solution space 
is given in Figure 3. Variation in each of the bi 1 will result in a 
new boundary set, rj. Can any of the possible spaces be non-convex? 
We appeal again to the fact that the intersection of half-spaces is 
convex: the answer is no. Heuristically, the result follows from the 
simple observation that no sliding of the lines (hyperplanes) at a fixed 
slope (orientation) can create non-convexity if the half-spaces are 
(essentially)nested. Thus, the essence of insuring that a solution be 
optimal given some variation in the parameter space is in the manner 
of formulating the constraints. A set of mixed constraints, i.e., 
inequalities in both directions and therefore, equalities also, would 
fail. For example, variation in the b.'s could create a null inter-
1 
1. As in the simplex method we assume non-negative b1 's. 
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section which would give a 
., ' ft 
non-convex region - an inconsistent 
formulation. Figure 4 illustrates a condition where variation in bi, 
from {bi)a to (bi)b, creates this dysfunc·tional result. This then sets 
limitations on the constraint formulation; a problem that can be over-
come thr<)ugh the introductio11 of slack and surplus variables [9, p. 72]. 
We have already touched somewhat on the problem o_f infeasibility. 
Since the matter of obtaining a convex solution space has been settled, 
we may now proceed to explore this critical poi11t in depth. Figure 5 
' ~ 
illustrates the case of a two constraint problem (in two dimensions). 
Each constraint is as&umed to vary between the limits (b.)M and (b.)M. 1 ax 1 1n 
according to a known marginal distribution of bi, equal to fi(b 1). 
According to our model, equations (4) and (5), we seek to limit ''fail-
ure", i.e., infeasibility, to a certain specified fraction. This may 
be defined for a particular subset (proper or improper) of inequations 
in the constraint set or any inequation in the set. We shall examine 
this point later in terms of its implications to the decision maker 
applying the L.P. technique. In any event, it is our objective to 
select some value of b, for all i, such that the constraint conditions 
are satisfied according to ai. Let us examine a concept attributed to 
Ben-Israel in [41]. First define bi such that 
(6) 
-ex> 
where: 
-.J bi is any fractile for f 1(bi) such that: 
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Figure 6 illustrates equation (6) with an arbitrary marginal density 
For a value of bi, defined as Q, the probability 
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that any b1 will exceed Q is equal to ei. That is, Pr(Q~bi) = 91 . _ If 
b 1 :2: Q then 0i ~ a 1 and co11versely. We may therefore write the state-
ment: 
(7) 
where: < > means if 
n 
and only if. 
' 
!. '> 
w 
By simply letting Q aij xj we may write an equivalence between 
j:l 
the probability statentents of our L.P. formulation and a s€t of linear 
algebraic inequalities: 
n n 
(8) Pr . ( I a ij x j ~ bi) ~ a i •• \ > ) a .. X· ~ bi L lJ J I··.l ,: ... , m 
j=l j ~1 
The choice of b. insures that we will achieve the desired level a. with 
1 1 
certainty. Looking again at Figure 5, it is evident that to maximize 
the objective function we would like to pick the ( b. )M as our con-1 ax 
straint set. Such a choice would allow the decision vector, which 
occurs on the boundary of the solution space (notably an extreme point)• 
to achieve greater value. For example, the objective function passing 
through point b is greater than that passing through point a: 
[(C·X)b > (C·X)a]. But, let us examine this, or any selection of 
.. , I 17 fl 
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b1 ; B1 that might be used to solve the simplex algorithm. By this 
selection of a B vector we are creating a solution space that does not 
~ • tt . ' ' really exist; a pseudo-solution space . We have, in some methodologi-
cal sense, selected a workabl~ option. 
'(f 
But, as the actual b. 's material-1 
ize, a real solution space is created. Infeasibility occurs with respect 
to our choice B and the L.Po algorithm if the solutio11 space created 
by the actual b vector does not contain (improperly) the pseudo-
solution space created by B. Figure 7 shows a simple example: (bi} 
creating infeasibility and ( bi)1 feasibility. " . " Due to the nesting 
. 
quality of the space, as explained above, if for two b vectors b1 and 
bJ, bi> bj the solution space created by bi will contain that of bj. 
Now we can see that by selecting the largest possible set of bi= (bi)Max, 
the greatest risk of infeasibility is run. On the other hand, choice of 
(b1)Min achieves a probability of failure equal to zero with a minimum 
value of the objective function [(C·X) a1. In Figure 5 Area A repre-
sents such a choice where Bis that of the former case. In order to 
achieve any given ai level, the proper bi must be selected. Area C 
is the result of such a selection. The areas equivalent to a. and 1 
~. are extracted from Figure 5 and shown in Figure 8. 1 
So far, this discussion has ignored the implications of statistical 
relationships among the b1 's. If a value of b. implies a certain value 1 
I 
of b., if j, we might conjecture that some difficulties will arise. 
J 
We shall approach the question by looking at the possible ways the L.P. 
could fail. First, the failure of a single constraint, say p, could 
imply a total system failure. As long as the marginal densities were 
19 
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••• , fp(bp), ••• , fm(bm)] statistical dependency is 
irrelevant; we can select bp to achieve ap. Second, the decision maker 
-,might specify that failure (i.e., a limits violated) of a group of 
equations is tantamount to system failure. Such a statement, however, 
implies that it is more costly for certain equations to fail than others. 
. . 
That is, the generalization of such a specification is that failU~e 
of equation i (or group of equations i) is more critical than that of 
equation j (or group of equations j). If such a ranking cannot, in 
fact, be expressed by analogous ordering of a. the linearity of the l 
problem is destroyed regardless of the statistical dependence or , 
independence of the bi's. Only if the joint probabilities can be 
initially set without regard to the individual component a 1's is 
the question of dependency germane. Then the classical rules of con-
ditional probability, e.g., P(AB) = P(A) · P(B/A) hold. For example, 
if it were necessary to prevent equations i and j from failing together 
more than five percent of the time and bi and bj were independent (which 
• 
implies correlation zero), a. a.~ 0.05. There is, obviously, a non-~ l J 
enumerable, infinite set of ai and aj that satisfy this and we have 
successfully avoided the issue of ranking other than by setting o levels. i 
In summary, the conceptual model formulated here maintains a 
simple, linear approach to the problem. Given: 1) tractable (known, 
stable distributions) random variables in the right-hand-side vector, 
2) constraints expressable as inequalities and 3) upper limits to 
infeasibility (failure) for the inequalities, a linear equivalent may 
be achieved to maximize an objective function subject to the failure 
22 
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specifications. Under conditions of less information co 
random variable a comprbmise on optimization or infeasibility level 
will probably occur. If only the range were known, for example, the 
choice of [Cbi)Minl would provide complete feasibility (a= 1) and 
minimum optimization. Conversely l(bi)Max) would provide the maximum 
objective function value but a= O. If the expected value parameter 
were available, its use would result in la= 0.50}. This high failure 
allowance is surprising in view of the widespread use of expected 
value in industrial applications [6, 7, 36, 37]. Similarly, other para-
meters would allow different a and optimization possibilities. Depart-
ure from this conceptual model approach has, in general, resulted in 
transformation of the L.P. to non-linearity, e.g., [19, 21, 26, 32, 
33, 37, 38, 41], with the concomitant need for approximation or 
enlargement techniques which complicate the problem and nullify the 
advantages stated on page one. Reiterating, it is judged that this 
..J 
argument alone provides justification for the model. 
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THE PRODUCTION SMOOTHING MODEL 
The production smoothing model will serve, as we have stated, as 
., 
one criterion for evaluating the methods of stochastic programming. 
Specifically, the model will provide concrete application (an example) 
for each method. The ·effectiveness of the method may then by Judged 
in terms of solving a realistic problem: the assump~ions of the method 
will be tested. Further, it will provide a basis for judging com-
putational feasibility, our third criterion. Given a basic L.P. model 
" " size , i.e., number of decision variables and constraints, we can 
analyze the complexity and size of the resulting stochastic problem 
that the method creates. 
Production smoothing was chosen as the vehicle model for two 
~ 
major reasons. First, it is a problem of general industrial impor-
tance. The technique is especially appropriate for job shop pro-
duction [20, 51] and linear programming is well suited to the problem. 
It provides a computationally feasible solution with realistic operating 
constraints, an extensive library of computer programs, linear cost 
relationships - a widely held assumption - and ease in change of para-
meters or constraint formulation with little or no loss in model form. 
The selection of a particular smoothing mcxlcl is a function of 
the degree of sophistication required in the application and the cost 
of obtaining that sophistication. The main purpose or objective of 
smoothing is to find the optimum balance of the factors that comprise 
the cost of doing business. Managers of production systems have tra-
ditionally found these costs to be: hiring, firing, overtime premiums, 
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regular time wages, idle time, inventory storage and inventory shortage. 
The models presented in the 1 i terature [ 10, ,_.12, 13, 18, 24, 26, 56] 
without exception employ. some proper subset of this 1 ist. The choice 
is usually subjective and based on a ranking of importance with respect 
to the cost setting. Possibilities for the selection of a constraint 
' -
set are also large. Each industrial setting has peculiar to it unique 
policies or physical limitations that must be satisfied. The list 
includes: specification of some minimal and maximal level of inventory 
(i.e., shortages and rnaximum storage), maximum or minimum production 
rates, maximum rate of change for production levels and maximum over-
time allowed. Added to this list are the constraints of logic imposed 
by the L.P. itself, such as the definition of the production decision 
variable in relation to inventory and demand. Here, also, no writer 
or practitioner utilizes the full list; a sifting of the most important 
narrows the list to a workable and meaningful size. The user should 
try to strike a balance between control (more constraints) and size. 
This is not usually difficult since physical limitations are obviou.s 
and important policy statements are widely disbursed. 
The formulation sel~cted here accounts for the costs of -~iring, 
" ' i. 
firing, overtime premium, inventory carrying and inventory shortage 
and idle time. Let: 
Cr cost of regular time production • dollars/man hour. - 1n 
Cea cost of shortagAs . dollars/base hours/period. - 1n 
., 
Cl = cost of carrying inventory in doll~rs/base hours/period. 
cost of overtime production • dollars/man hour . Cc, - 1n 
-
' 
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c8 = cost of idle time in dollars/man hour. 
1 ch= cost of hiring in dollars/man hour. 
cf= cost of firing in dollars/man hour •. 
Also let: 
, ____ ,,,_ ' 
Di = aggregate demand in base hours in period i. 
Pi = aggregate production in base hours in period i. 
1 1 = inventory level at the end of period i in base hours. 
Wi = work force level ih man hours ( that can be achieved on regular 
time). 
M1 = KP1 = man hours required to produce Pi base hours, where K 
is a constant of proportionality (generally, an efficiency 
factor). 
Note that for Mi > Wi, an amount of overtime 
is required for period i. Now let us introduce notation for a standard 
device to insure that the linear programming variables will be non-
negative: 
I xi for x ~ 0 
0 otherwise 
0 for x ~ o 
-X -
-
~·· 
I xi otherwise 
and :r---
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From these definitions, the elements of the cost function will be: 
Regular payroll 
Hiring 
Firing 
·-
-
-
-
-
-
Cr 
ch 
cf 
W1 
+ 
(Wi - W1-1> 
-
cw. - w1-1> 1 
-
' 
. . _.;___ --~-·- --:-· ..,. - - - - -
Idle Time (KP. w.) 
'· 
.. ~ .... 
Overtime 
Inventory Carrying 
Shortage 
-
-
-
-
-
-
C 
e 
C 
0 
Ci 
~ 
1 
(KPi 
I. + 
1 
-I. 
1 
-
1 
+ 
- Wi) 
i - 1, n • • • 
' 
We may now state the linear progranuning formulation over some known 
(i.e., given) interval, say, of n periods. This period will be defined 
as the forecast horizon: 
n 
(1) Minimize C(P1 ' ... , p n, Wi ' ... ' Wn) = Min I {er wi 
W1,Pi Wi ,P1 i=l 
+ -
- w )+ + ch(WiWi-1) + cf (Wi - w1-1> + C (KPi 0 i 
subject to the constraints that production must be non-negative, the 
workforce level must be non-negative and inventory change equals the 
difference between production and demand. 
(2) 
(3) 
(4) 
.. w1 ~ o i = 1, ... , n 
pi - Di= 11 - 1 i-1 
The cost function C (Pi, Wi), however, is pi.ecewise linear with respect 
to P. and Wi. In order to convert it to a purely linear function, 
1 
define the following set of variables: 
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(5) i1 - <•1 - W1-1>+ "1 - <KP1 - •1>--
- 1+ 
Y1 (W. w1-1> 
l .~ I .,) i 1, n 
-
- l1t - - • • • • -1 i 
-
Wi)+ 
zi ·- (KPi - Vi - Ii -
~----------.. -.. ----~- ·· ~ -We may ilow rewrite the constraints in terms of these variables. From 
-· - ·······--·-· -... -···--··-·-·· . ·-·--. ·----------- --
equations (4) and (5): 
From (5): 
Then: 
Substituting from (6) 
Now rewrite constraints (2) and (3) as: 
(8) pi = (ui - V.) 1 - ( ui-1 - Vi-1) + D1 ~ 0 
(9) (ui - vi) - (di-1 - Vi-1) 
1 
- w ) + Di - - (z ~ 0 K i i 
using (9) write: 
(lO) wi - wi-1 = (ui - vi) - (ui""l - v 1-1> - 2<u1-1 - v 1-1> 
1 1 
+(ui-2 - Vi-2) - X Cz1-w1) + K (z1-1-w1-1> 
+ (D1 - D1-1> 
Now substitute: 
into (9): 
(11) 
1 
(u1-v1) - 2(u1-1-v1-1> + Cu1-2+vi-2) - i (zi-wi) 
1 
+ K (zi-l-wi-1)-(xi-yi) = Di - Di-1 
28 
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Mow the optimum solution to the linear program will yield, [7], pairs 
zero or u1 or vi equal to zero, or zi or wi equal to zero, subject to: 
(12): xi, Yi "> 0 -
I 
zi' w.i ~ 0 
Now we shall rewrite the cost function in terms of the new variables 
defined in (5) and (7). 
n 
(13): C(Pi,Wi)= I {cr[K(ui-vi)-K(ui-l-v1_1)+KD1-(z1-w1)]+chxi 
i=l 
+c y +c z +c w +c1 u + c2 vi~l fi oi e i i J 
Expanding 
( 14): 
n 
n 
u1-) c K L r 
i=l 
+ I [ -crzi +crw i +chxi +cfy i +coz i +cew i +c1 ui +ea vi] 
i=l 
n n 
n 
vi-1+ I crK Di 
i=l 
=c K[ ( u -v ) -( u -v ) + ) D ] + \ [ C X +c y +( C -c ) z 
1· n n o o '-' i L h i f i o r i 
i=l i=l 
+(c +c )w.+c1ui+eavi] r e 1 
+ -
Since u -v = I - I = I , the final problem statement takes the form: 0 0 0 0 0 
. <" i 
' 
( 15): llil)imize C n 
=) [chxi+ cfyi+ (co-er) zi+(cr+ ce) wi+ CJ.Ui 
L 
i=l 
n 
+ ~v.]+c K f(u -v )-I+\ Di] 
1 r·nn oL 
i=l 
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subject to: 
(8) 
(9) 
(10) 
cu·i 
(ui 
- vi) 
- vi) 
- (ui-1 - Vi-1) 
(ui-1; ,_ V. 1) - 1-
., •.. ~· - -- ·-
......... -
and : xi , y i , z i , w 1 , u 1 , v 1 ~ 0 
.·! .' 
+ Di ~ 0 
1 
+ Di - Cz1 •1> ~ 0 - -K 
The size of this formulation is acceptable for medium size computer 
solution. Each period of the forecasting horizon contributes three 
constraints (equations 8, 9, and 10) and three variables. A six per-
iod horizon (e.g., six months) therefore would result in an 18 x 18 
matrix while a twelve period horizon would create a 36 x 36 problem. 
Even a small computer such as the I.B.M. 1620 central processor with a 
4,000 word memory will solve this latter problem efficiently. 
The formulation has the special merit of providing the decision 
variables P and W as slack variables. They may, therefore, be obtained 
from the final tableau. 
From (8): 
adding a slack ·variable S1 , 
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However, from (5): 
Bi = D1 + 11 - 11-l 
By (6), therefore: 
K (u - V ) - K (u - V ) + (z - w ) + ~ = K D 
i-1 i-1 i i i i i 
• 
• • 
From (7), Sa must be equal to Wi. 
.... .. ... 
This completes the presentation of the production smoothing model 
formulation. It is a straightforward example of an L.P. algorithm, 
as we have thus far proceeded. However, the variable Di (Demand in 
period i) is in reality a random variable. We therefore enter the 
realm of stochastic programming. As a preliminary example of what 
" J " this might mean with regard to an approach, not the conceptual 
mod~l, we might choose to find the minimum of the expected value of 
the cost function. 1 That is, 
(16) 
Since only the latter two terms are operated on by E and since the sum 
of expected values equals the expected value of the sum: 
1. This approach will be fully explained in the analysis of section 
III-B. 
.... 
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(17) 
.. ~. 
1f we assume a known, discrete distribution for Di the affected terms 
·---- - ... --~~---·---------- ----~-- --- -
in (17) become: 
pi +·ti-1 
E (c1 1t> = Ci E cit> = Ci I . (Pi+Ii-1-Di) p(Di) 
D1= 0 
(18) 
- - I E (c2 I.) = eg E (I.) = Ca 1 1 
We are now able to explain the logic of choosing to restirct 
randomness to the right-hand-side vector of our conceptual model. 
First, an examination of equations (8), (9) and (10) indicates nothing 
to be random; this rules out variation in the left-hand-side A matrix 
of PR (AX~ b) ~ a. Second, it can be demonstrated [21] that an L.P. 
with stochastic costs can be reduced to a deterministic problem if 
the expected values are known. Even stronger, however, is the reality 
of cost determination. At best, costs are obtained by analyzing 
information and data from artificial accounting definitions and methods. 
It seems logical therefore that only a question of variation (in the sense 
of sensitivity. analysis), as opposed tO randomness, is involved. The 
assumption of a known, stable (non-varying in time) distribution for b 
in the conceptual model is also justifiable. The demand for a product 
line is easily available through sales records and can be readily analyzed 
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for trend, cycle and seasonal variations that lead to unstable dis-
' tribution forms. Further, the aggregation of pr_oducts (remember the 
definition of Di) tends to allow· the notion of the Central Limit 
Theorem to apply - the normal distribution being well tabled [16] -
.. 
if a mul ti-p1"oduct shop i.s controlled. 
The adaptation of the production smoothing model to the conceptual 
formulation is trivial. Only the concept of "costing" inventory short-
age is involved. WQ have chosen to include shortages in our model. 
--~ 
--- .. 
The method for obtaining such a cost (as with all costs) has been 
neglected. Shortage is primarily an opportunity cost and is therefore 
probably more susceptible to subjective estimate than the oth6rs. 
A method used extensively [26] to avoid this pitfall is to state con-
ditions of acceptable shortage position. Typically, this is stated 
as: backordering should not occur on more than a certain percentage of 
orders. The only change in the model we have proposed, therefore, is 
the omission of the shortage terrn.11nd the inclusion of the constraint 
Pr(I <>: O) ~ ex for equation (4). Computationally, no change is made. 
Theoretically, we achieve the advantages explained in section II-A. 
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Iii-A. DISTRIBUTION SOLUTIONS 
This section will cover those efforts to determine the form of, 
or a set of parameters from, the distribution of the optimum objective 
function. That is, given that the optimal objective function is a 
---· 
random. va.riable, it seems logical enough to try and find its distri-
bution. As we shall see, however, this task i~ complicated by the 
fact that not only are the levels of the (basic) optimum decision vari-
bles affected by the coefficients but also the choice of what variables 
will be included in the basis. The ~k done in this area can be 
broadly divided into two classes: analytic and iterative. We shall 
present the major paper in each field; Babbar [37] for the analytical 
work, Tintner [36] for the iterative procedure and a special result 
due to Vajda [19]. 
Babbar derives, through an approximation method, the distribution 
of the solution (optimal decision) vector and of a linear function of 
this vector. The linear model considered is: 
(1) (A + a) X = (B + b) 
and the linear function: 
m 
(2) y = (C +c) · X ::: I (Cr + er) xr 
r=l 
where: 
A is an m x m non-singular matrix of known constants. 
a is an m x m matrix of random errors. 
Bis an m-column vector of known constants. 
bis ·an m-column vector of random errors corresponding to B. 
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C'is an m-column vector of known constants. 
c'is an m-column vector of random errors corresponding to C. 
Thus, the model structure is completely analogous to the pro-
duction smoothing formulation - or for that matter, any linear pro-
. . gramrning problem. The sole ommission is the restriction X ~ 0, 
*hich shall be e~plored later . 
Let us assume now that the known matrix and vectors A, C, and 
Bare selected such that: 
(3) 
II> 
'. 
E (aij) = 0 
E (a.2.) = CJ 2 
lJ ij 
E (b.) = 0 
1 
E (b~) = ~ 
E (c.) - 0 
-
1 
E (c~) = ur 1 i 
i ,j = 1, ... , m 
Using the following notation, we shall solve the set of equations 
(1) explicitly by Cramer's Rule. Let: 
\A\ = Det A 
\ A + al = Det \A + a\ 
aij = co-factor of element Aij in IAI. 
Det A when Kth column is replaced by the 
(4) column vector B. 
co-factor of the element in the ith rCJN and 
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lsK + t,kl = Det (A+ a) when its 1th column is replaced 
by the column vector (B + b). 
Therefore, the solution to the equations is: 
(.5) --
Substituting this into (2) gives: 
m 
y =l 
, 
r=l 
or: 
(6) 
1 
y = 
(Cr 
IA + al 
+ er) 
m 
\ 
L 
r=l 
For K = 1, •.• , m 
.. ·~ '·· 
I BK + bKI 
IA + al 
We are now faced with the problem, in the derivation
 of the distribution 
of X and y, of dealing with the quotient of involve
d functions of the 
error distributions. In order to simplify the com
putation, we expand 
the determinants such that all cross products of er
ror terms of second 
and higher order are omitted. The procedure utiliz
ed in expanding the 
sum of two matrices will be explained for fuller un
derstanding of the 
I 
approximation. The determinant of (X + Y), where X and Y are m
atrices 
of order n, is the sum of the determinants formed b
y replacing the 
columns ( rows) of X, e (€ = 0, 1, .2, ..• , n) at a t irne by the 
corres-
ponding columns· (rows) of Y, over all possible replacements. F
or 
example, if xi and yi (i = 1, ... , n) are the columns of X and 
Y, 
and the determinant is taken as an alternating, n-l
inear form, 
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. , l[ + ti . 
2x2 
= I X1 + Y1 , Xe + Ya \ 
In order that cross-products of one of the matrices do not appear, 
according to our assumption, the determinants in the sum must not have 
more than one column (row) from that matrix. Thus, our approximation 
reduces to the sum of (n + 1) determinants, formed by successively 
repacing one column (row) of A by the corresponding column (row) of 
B. To see this more clearly, suppose Mand N are of order 3, and x. 1 
(i = 1, ... , n) is the ith column of X. Then: 
Since a determinant may be evaluated by the expansion of minors along 
a column n=3 
Ix+ YI = I yij (Cofactor of y 1j) 
i,j 
It is now obvious that inclusion of more than one column of Y would 
re·sul t in second or higher order products in the counterpart terms to 
n I yij (Cofactor of y 1j). The expansions of leK +bKI and IA+ al are: 
i,j 
m m 
(7) \eK +t>1CI ~ I l, aij 
i=l j=l 
j1K 
m 
K 
Bij + I bi ex iK = N (XK ) 
i=l 
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m m 
(8) \A + a\ ~ \A\ + I I aij aij = D (X) 
i=l j=l 
. Je may now compUte the mean and variance of these approximations with 
equations (3), again omitting cross-products of the error terms. 
(9) 
.... 
\ 
(10) 
' 
K · K\ E( B + b -) ~ E ·(N(Xic)] =- OK 
m 
E[N(Xic)] = E( I BKI) + E( I 
= \aKI + o + o 
:. & = laKI 
K 
i=l 
m 
I aij 
j=l 
j;iK 
= (j 2 
K " 
m m 
V[N(~)] :V[(\BKI> + <l I aij 
i=l j=l 
j;iK 
' •: 
m 
i=l 
m 
K <I b.a .K)] B .. ) + lJ 1 1 
i=l 
m 
B1~> + V ( I biQ' iK) 
i=l 
+ covariance terms between a 'sand b 's ij i 
which are omitted (on the order of zero) by 
.• 
assumption. 
m m m 
. a a 
=I I a 2 (B K)2 +I 'T 2 (a )2 . . K ij ij i iK 
i=l j:1 i=l 
j,4K 
\ 
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(11) 
(12) 
(13) 
L 
B C\A+al) ~ E[D(X)] 
B [D(X)] = E[ \Al] 
+ 0 
=a 
. --- - . - - ;_: 
-· . . ...a 
- : -:· - - -- - ··- -- - -
-------- -
.. ----: ~ - : 
- i..:.. . .• ..,: 
·- .. 
·~ ~- ~ I.:'.'' - •. • • - • •' •, 
V( \A+a\) = V[D(X)] = a 2 
• .A 
m m 
V[D(X)] = v[IAI + I I a1jaij] 
i:l j=l 
. 2 
.. a A 
m 
a = \ 
AK l 
i:l 
m m 
=V(IAl)+V(I \ a. ja . . ) l 1 lJ + 0 
m m 
=
0 +I I 
i:l j=l 
m m 
=l \ a a (a L ij 
i=l j=l 
m 
i=l j=l 
cr 1
2j (a )2 + covariance terms involv-
ij 
.. )a 
lJ 
ing cross-products of 
a 1j's and therefore 
omitted. 
= cr AK 
I- K B a ij ij V(a ) + terms involving cross-products ij 
j=l 
j1K 
of a 1j's and therefore omitted. 
m m 
:. a = }' 
AK .:.-, 
\ B K et 
l ij ij 
(J 2 
ij 
i=l· 
.. 1 
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The reduction of the linear function (8) follows similar lines. 
m m m m m 
' 
y = I (Cr+cr)( \ Br +brl) ~ I CCr+cr>cler\ + I I a1jB1j + I b101r> 
r=l rel i=l j=l i=l 
- . . ----. ------------,,---------------·---·· .... 
----·-------------------------------------------·- ··- ... - -- - . 
--·- -----·-·-. ·--------·-------·----~------------··---·--·-----------·- ----------··· -·- - --- ---·-------·--· - ---·· - - .. --
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m m m m m m m 
~ I crier\ + I crlerl + \ C I I aijB~j +I ) b10' ir L r L 
r=l r=l r=l i=l j=l r=l i=l 
jfr 
+ terms involving cross-products of C with aij and bi which are r 
omitted. 
(14) 
Therefore: 
( 15) 
and: 
v(N(y)] 
:.i'lh 
' ;ii,-.... 
N(y) 
m m 
=I c \ar\ r + I crier\ 
r=l r=l 
m m 
+ I Cr I b1Clir 
r=l i=l 
m 
m m m 
+ I Cr I I r aijBij 
r=l i=l j=l 
m 
E[ N( y)] =I cr\erl + o + o + o =l Cr I er\ - cy --
r=l r=l 
m m m m m 
~v[I crier\] V [ I cr\sr\] V [ I Cr I L r + + aijBij 
r=l r=l r=l i=l j =1 
m m 
+ V [ ~ Cr I biClir] + covariance (cross-product terms) 
r=l i=l 
between error terms which are 
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Dl m m m 
-·· 
+ O + I w/ I Br pi + I c/ I I (ei;>2 o1/ 
r 1 r=l i=l j=l \. 
m m 2 
• + I ( I era ir ) T 12 + covariance (cross-product) terms 
---- · .... ---------------------------------------------------. --------·-·-----1=1 --- ·r::::l - --- --- ------ --- - ____ ----------· __ ·-·· 
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or: 
(16) 
m m m 
. ~(y) = I lerl2w/ + I c/ I 
r=l 
' 
m 2 
+ I ( I C/\r) m 
i=l r=l 
i=l j =l 
T a 
.; i 
If we let IA+al = D(X) r D(y) where E [D(y)] = a and V(D(y) ) = 
cr A2 as before, then 
m m m 
a[N(y)' D(y)] ~ I er I I r a Bij aij crij + covariance terms (cross-
r=l i=l j=l 
jfr products) between a . . 's lJ 
or: 
(17) a 
A·N(y) 
m m 
r=l i=l 
m 
I r 2 B . . a .. a. j 1J lJ 1 
j=l 
jfr 
The problem, then, of finding the distributions of X and y is resolved 
to the problem of finding the distribution of the quotient of: 
(18) 
y 
-
-
-
-
N(X) 
D(X) 
N(y) 
D(y) 
There are conditions, important to the special case of th~ pro-
duction smoothing model, where the formulas will be exact or the 
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approximation lessened. If, for example, a= O and c = O and the 
elements of bare uncorrelated, the formulas are exact. Thus, under 
the objectives assumed in utilizing production smoothing as a vehicle 
____________________________________ for the study (i.e., no variation in A or C) the only approximation ---------------------------······ . . L . 
-- - -----------
·-------.. ---.-- .. 
concerns the covariance terms of bi's. It should· be noted that a 
formulation for production smoothing by Elmaghraby [24] presents the 
b vector as: 
0 
0 
0 
i 
for i = 1 , 2 , . . . , n 
This summation of the random variable may further reduce the effect 
of covariance. Of only slight interest to our application is the 
case when c = 0 and all the elements a= 0 except for one column 
th (K ). Then, the formulas relevant for XK are exact. 
In the case of correlation a relevant generalization is possible 
if the covariances of the b. are known. Equations (10) and (16) are 
1 
the only ones affected (see equations (7) through (17)) and become: 
m m m 
= ;' 
--, 
+ l T/ ( CY iK)2 +2 I. I. (10a) cr a ~ cr 2 (B . . 1 )2 (a 1x> (oi jK) K !...J ij lJ 
i=l j:l i=l • <j l 
j~K Cov ( b. , b.) 
1 l 
and: 
•.. ,. 
·" 
.l· 
., 
. . -
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m m m m 
=) I Brl2 +) C :a I 
--, 
(16a) a 2 w 2 
\ (B r)2 2 cr ij 
. N(y) r .::......i r L ij !-I 
r=l r=l i=l j.=1 
j/r 
The computation of the covariances is not unreasonable as part of a 
forecasting routine in indllstrial practice and again (lOa) and (16a) 
lead to exact expressions. 
The distributions of the quotients, (18) and (19) are functions of 
the distributions of a, b, and c. If these distributions are known it 
is possible to find the distribution of the numerators and denominators 
separately and then find the distribution of the quotient. The methods 
of doing this are, in general, difficult when the number of error terms 
is large and the distributions not particularly tractable as in the case 
of normality: 
1. Write the joint distribution of the errors and make the 
necessary transformations. 
2. Employ chaI·acteristic functions and the inversion formulas 
of Gurland [ 55] . 
3. Evaluate the moments of the distribution as outlined by Pearson 
[16] and Craig [45]. 
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In order to ,avoid the problems created by this kind of computation, 
the author makes the assumption that a, b, and care distributed normally 
along the real line. 
',.,. 
If this is the case, both the numerators N(X) 
K 
and N(y) and the denominators, being linear functions (a ma,Jor justi-
. . · . 
... ... .. •.· :· ·. 
f ication for ·elimination cross-products of errors) of the error dis-
tributions, are normally distributed, • 1. e. , 
m m m 
(7) N(X.C) laKI +I ) K +l birt iK - a .. B .. - L, 1J lJ 
i=l j=l i =1 
j~K 
m m 
(8) D(X) = IAI + I I 81J°'ij = D(y) 
i=l j=l 
m m m 
( 14) N(y) = I Cr jBrl I Brl + ~ Cr~ 
.:.....J ~ 
r=l 
m m 
+ I Cr I bi0 ir 
r=l i=l 
Specifically, then: 
N(X ) ~ N ( 6 , cr 2 ) 
K K K 
(20) 
N ( y) ~ N ( o , a ( )2 K Ny 
r=l i=l 
m 
\ ai .B. ~ l J lJ 
j=l 
j~K 
from equations (9), (10), (15), (16), (11) and (12). 
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~hus, the problem is one of finding the distribution of the quotient 
of two.normal variates. An applicable theorem is that of Geary [54]: 
If N and Dare normally distributed variables, with E(N) and E(D) 
• ' ' t 
as the mean values,~' a20 as the variances and oND as the covarianc
e 
i . 
and Z = N/D, then.t + N(0,1) where: 
(21) t = 
E(D) Z - E(N) 
c a2 - 2cr z + a 2 rifA > I N ND D 
subject to the coefficient of variation of D being less than 1/3: 
cr /E(D) < 1/3. Suitable substitution allows one to obtain the dis-
D 
tributions of X and y. Similarly, it is possible, based upon standard 
K 
normal tables, to construct only the confidence limits desired or the 
probability that Z will not be less than some given preassigned value. 
It is obvious from equations (7), (18) and (19) that if a= c = O, 
there is no quotient to deal with and the problem is that of finding 
the distribution of a linear sum of the b. For distributims such as 
the normal, Poisson or gamma in which the -sums are distributed with 
the same form as the original variable, the derivation would be 
relatively simple and feasible for reduction to routine computation. 
A fitting of the error data to one such distribution would be a possible 
approach in the case of the production smoothing application. 
The application of this analysis to the probl~n1 of linear program-
ming is the solution of a problem in the form: 
Max C·X 
Subject to AX s; B 
X s; 0 
45 
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where all the '' . . '' coefficients are taken at their expected values. The 
distribution and/or properties of the selected- x. may then be computed 
J 1 
as shown. There is, however, a factor that should be explored before 
the application is accepted: the restriction X ~ 0 has not been ~on-
sidered in the derivation of probability distributions and confidence 
limits. 
The inclusion of X ~ 0 does no more to the analysis than truncate 
the distributions of interest. In the general case where b, c, a 1 0 
and their distributions are non-normal, if the distribution can be ob-
tained, the truncated distribution should follow. That is: 
(22) f(X/a < X ~ u) -
or: 
(23) F(X/a < X ~ u) -
f(X) 
u 
s f(t)dt 
a 
F(X) - F(a) 
F(u) F(a) 
If· the distributions can be taken as normal, the computation is trivial. 
Since t...,., N{O, 1) the truncated distribution function here will be: 
(24) F(T/0 < t ~ co) = t(t) - ~(O) 
1 - ~(O) 
where ~(t) = distribution function for a standard normal variate, 
taples by Pearson [16] . 
• 
•• • 
(25) A = f( t) = 
t' ( 0) 
1 - t(O) 
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The first tw~ moments (a1 , tl'2 ),,· of the. truncated distribution can then 
be written from the general formula: 
CX) 
(26) 
- ·- - .. . . . -- . - - . 
JJ.v = J (X - µ)" d F(X) = 
·-- ····--·-···---·-·-------··-'·-- ·------ ·-· .... - .. , ...... - ... ··-·-· . . --.ell . - . 
as: 
(27) 
and 
(28) 
I' ( O) 
Q'l =1-t( 0) 
,' (0) 
aa = + 1 
1-t(O) 
vth central moment 
Thus confidence limits may be constructed for the truncated distribution. 
For the special case a= c = O, of particular interest for produc-
tion smoothing, the same approach holds but the calculations are simple 
because of the elimination of the quotient forms (18) and (19). ·· The 
truncation is now applied to a distribution formed as the sum of linear 
functions of b, as noted earlier. The problem of truncation seems, 
therefore, easily overcome and the analysis of Bnbbar corrected for 
X ~ O, is still applicable to linear programming. 
The basic methodology is, however, subject to severe review. The 
basis of the solution is the use of expected values to achieve a determi-
nistic solution. The problem of feasibility has been completely ignored. 
The mechanism is that of choosing the b. values at their expected 
1 
values, solving for the basis set (i.e., pick th~ linearly independent 
columns from A) and then applying the approximate relations developed 
to obtain distributions or parametet's for this "solution" set. Objection 
· 47 . - . 
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to this method is the assumption that the variation in b[f(b)] is useful 
only after a basis has been selected; that basis causing infeasibility 
with a probability of 0.5. Wagner [71] suggests this method is a poor 
approximation to a two-stage model similar to Dantzig [21] where feasi-
. ······--- ----- - . ------------- -·--·-·-···· ·-
-- -
.----·--·--.. ··-------·--- · ·. -.- -·-----bil-i-ty w-ould be c-onsidered. .. -Howeve-r, the -techniques offered as alter- -·· · . ---- ·:_-- ... ·--- ·- · -- ..... ~ 
natives (-by \Vagner) are extremely complex and only proferred as con-
jecture. Comparison with our conceptual model reveals a like criticism. 
The answer in our case however, is not complex and fully considers 
feasibility as well as computational bounds. Our conclusion is that, 
even without an evaluation of the approximation technique, the method 
is inadequately posed. It is an extension of an expected value solution 
and provides no relief from its faults. 
The computational feasibility of this method is heavily dependent 
upon the nature of the distribution of the right-hand-side variable. 
In order to operate successfully, approximation to some known form must 
be made. Given this capability, the algorithm reduces to the solution 
of a deterministic linear programming with subsequ~nt statistical 
analysis of functions of the random variable; equation (7) for example. 
Under such conditions, and a forteriori, when the distribution repro-
duces itself the method is easily applied. Without such conditions, 
it may prove difficult to obtain a solution other than through more 
approximation. Such a course seems likely to make the .t-esults highly 
suspect in view of the extensive approximation already employed. Hence, 
the computational aspects of the method (once the non-negativity prob-
lem has been overcome) seem reasonable only under certain conditions. 
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A similar but enumerati·ve solution to the problem has been advanced 
· by Tintner [36]. Let us formulate the problem as: 
(29) Max D(X) or Min C(X) = Min C·X = C* 
subject to: 
-- - - .... ~ ·- ---'-'·. -- . --······--- . 
-----·, ... -- __:· __ - ----~· ---~-~- ·---=-- - --------.,-----------
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X ~ 0 
This formulation is in the same form as the smoothing model before the 
introduction of randomness to the demand or right-hand-sude variables. 
That is, the vector b contains the elements Di and D1 _1 - Di and the 
vector X contains the decision variables Pi and w1. 
If the rank of the matrix A [ = r(A)] equals m and Xis an 
n! 
n-dimensional column vector, there is a maximum of K = m~ (n-m): 
ways to select basic solutions. We denote a particular basic solution 
vector by X(k) and its associated cost vector by c(k). 
That is: 
(k) [ (k) (k) 
o] k = 1, X 
- X1 
' 
. . . ' X , o, . . . ' m 
(k) (k) (k) (k) (k) 
C - (c1 C C C ) 
-
' 
... ' 
' ' 
. . . , 
m m+l n 
Therefore, there are K solutions to be obtained from 
(31) 
( k) 
A 
( k) 
X 
(k) 
X = b 
(k) -1 
= (A ) b k=l, ... , K 
. . . , K 
k - 1, . . . ' 
each of which is the solution tom linear equations. From among the 
(k) 
feasible solutions, here defined as X ~ 0, form the linear sums 
(32) 
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(k) 
X 
K 
-~-' 
·'; .. 
. . . . . 
. . . ' .....
 ·-·.. . . . . .
.... --.. 
I 
......, .. ,. ~--
and select the minimum 
(33) C* = Min C (X(k
)) 
The introduction of stochastic 
notions comes from an examinat
ion 
of the parameter space a .. , c.
, b .• In general, if the eleme
nts of 
1J J 1 
A;. C, and b are random variable
s-, we can write a cumulative joint 
. ····-
· ··-·~-- ···-
"·-~-
probability distribution: 
(34) i =
 1, ..•. , m j = 1, ... , m 
t = 1, ••. , T 
where t are the parameters (such as m
ean and variance) that determine 
t 
the specific form of F. Defin
e the parameter space of aij' b1 , cj to 
be Sand consider all possible 
variations in S which we will d
efine as 
r. Select a basis set k (k = 1, ... , K)
 and impose the condition 
~k~ :?: 0 where et e f and (O' € r} = Sk. That is, 
there will be a set 
of subregions Si, ... , SK in which t
he solutions are feasible. Th
ese 
subregions will not cover the s
pace as certain solutions will
 be in-
feasible. Also, the Sk may ove
rlap as the condition of feasib
ility 
does not imply uniqueness. 
consider the condition: 
(35) C(X(k)) = Min C(X(i)); i = 
1, ••• , K, Cl' e r, {a € f} = Sk 
Ci Q' i 
This defines a region in which 
C(xik)) > C(X~i)); i / k. Call this 
region T. The total space will
 be subdivided into K such subre
gions. 
k 
Since the optimization implies 
uniqueness the regions will no
t be 
overlapping. Also, they will 
not cover Sas there exist non
-optimal 
subregions. 
'C'• 
. •· 
., 
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-~ ·, In the region Tk' th~ selection k leading to C(~k)) is preferable 
because it is minimal. 
a feasible X(k) (i.e., 
Q' 
ccx<k)) does 
Ci 
x<k) 2: o). 
a 
not however, necessarily lead to 
If we define the regions U = Tk 
n Sk, the x!k) contained therein is feasible and the associated 
.. C .. ·.c·.xQ'('k)) 1· s m· 1· n· 1· m·''·a· ·1. Th t · · "~i . 1 · · - th t th b 
.............. -......... ___ ,., .. ,. ·---··---.... _ 
e op 1m1za."- on imp 1es again, · - · a . ese su -.- ......... . 
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.. ·-·· ·········
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-
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..........
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regions are not overlapping. 
Let C*(X) be the best (minimum) linear function at a given point 
in S. If the parameters c~k), A!k) and ba fall into the region Uk: 
(36) C*(X} k = 1, ... , K, a€ Uk 
That is, C*(X) is a function of the parameter space S: 
(37) C*(X) 
If we are given Fit is therefore possible to compute the cu
mulative 
probability distribution of C*(X), say, 
(38) P(C*(X); tt, t = 1, ... , T) 
since both tl1e distribution of the parameter space and the 
functional 
relationship of C*(X) to that space are known. This function is the 
cumulative probability distribution of the maximum linear fu
nction 
C*(X). Approximations to this distribution are based upon Dwyer's 
work [4] in the solution of simultaneous equations when the coefficient
s 
are subject to error. That is, given a set of simultaneous linear 
equations subj~ct to errors, the maximum error assignable to the 
solution vector may be found. Consider the set of line
ar constraints 
I 
AX= band let B be a non-singular, square matrix taken from
 A, i.e., 
the basis matrix. Differentiate B, X and b with respect to the
ir ele-
ments. 
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BX = b 
dBX + Bdl = db 
or 
.;;.1 -1 . dX = B df - B dBX 
. ~is equation is the counterpart to Dwyer' s e~"re~ston for tlie 
error term in the solution of 
[B + e (B)] [x + e(X)] = b + e(b) 
which is: 
(40) (X) = B-l [e(b) - e(B) X] + second order terms 
where: 
-1 
X = B b 
B, b 
e(B), e(b) 
e(X) 
= the approximate solution to the exact matrix 
equation. 
- Matrices of the approximation part of the 
. t. l b approx1ma ion-error mem ers. 
= Corresponding errors to B and b. 
= unknown error in X. 
When the errors e(B) = 0, as for example in the assumptions for the 
production smoothing model, the resulting relationship is exact: 
(41) e(X) = B-l e(b) 
Therefore: 
(42) dX = B-l db 
The procedure of solution and the accompanying apvroximation of the 
1. An approximation error number is represented by an approximation 
to a number plus a statement of the (largest possible) error. 
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distribution of C*(X) follows. First, ignore the stochastic nature of 
the problem and solve the expected value problem, explicitly enum
er-
ating the X~k) ~ 0. For each such x!k) evaluate C(X;k)) and select 
C*(X(k)). Having now selected the activities apply the approximation of 
Ci. 
equation (39) which implies that the deviation in X, defined as dX, 
is distributed as the deviations db and dB. The true distribution
 is 
~ 
represented by the quotient of determinant expansions in db and d
B, 
··~ 
by Cramer's rule. The distribution of Xis now found by the simp
le 
relationship: 
(43) (k) -(k) + d yCk) ~ = X .-n' 
where x(k) - expected value of X, as determined in the solution 
of equation (31). 
With this relationship and 4k) ~ O, a set of inequations defining 
Skis obtained, k = 1, 2, .•. , K. Similarly, since C(~k)) is a 
linear function of x!k), the distributions of ccx!k)) are also 
approximated. By successively "choosing" a C*{X) from among the 
C(X~k)) the regions Tk are defined, also by a set of inequations. Thus, 
each region Uk= (Sk n Tk) may be found in terms of functions of the 
distributions of the errors. The cumulative distribution of C*(X) 
may be finally obtained through a series of probability statement
s 
(i.e., the inequations) about each region Uk. From a conceptual 
standpoint, then this methcxl parallels that of Babpar. It is an 
expected value base, only this time X ~ 0 is fully considered. As 
such, it does not pass our test of \theoretical value. 
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While the analytic approach had good computational quality, 
the enumerative approach is poor in this respect. For normally dis-
tributed errors, tabulated functions of the standard normal deviate 
make the solution of small problems possible. Where there is fio 
variation in B, the approximation to the distribution of x<k) becomes 
··~ 
better. E·ach specific set of e·rror terms- ·(a € f) gives rise to a 
solution. In general, if there were E error terms and each assumed 
v values, then Ev algebraic equation sets would be solved. This justi-
fies the procedural reliance upon Dwyer's [4] non-stochastic work. 
The assumption of normality reduces the size by a use of the standard 
deviation as the sole error descriptor. Otherwise, only a discrete 
problem with a limited number of probability points could be solved. 
For a distribution with 10 points, the original production smoothing 
model of size 18 x 18 (six periods) would be blown up by a factor of 
10. Thus, this enumerative procedure also fails a reasonable criterion 
for ease of computation. 
The third presentation, from [19] and [70], considered in this 
section deals with using a parameter of the distribution - the range -
to find bounds on the objective function. It is an approach to stochas-
tic·linear programming that is useful under conditions of such high 
uncertainty that only the limits on the random variables are known. 
The question that is asked (i.e., the problem) is: what is the range 
of possible variation in the objective function given the range of 
variation in the random constraint and cost coefficients? We will 
• " It refer to problems of this type as a range-of-values problems. Let 
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the formulation be to minimize: 
C(X) = Ci X1 + • ' • t 
subject to: 
n 
-- -- --- ----- - -- -- -- I a_i.}-xj ~ ~i ----- -------- -----~--- ! = l • __ · • _ · ; __ DI -
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In vector notation, 
subject to: 
x. ;?!: 0 
J 
Min C·X 
(45) AX 2: b 
X ~ 0 
Let us apply notation limits, 
-
a .. ::;; a.j 
lJ 1 
(46) b. ::;; b, ::;; 
1 1 
cj ~ cj ~ 
+ ~ aij 
b~ 
1 
+ 
cj 
where the unsuperscripted symbols are any value of the variable within 
the range. We wish to find the limiting values of C(x): c-(X) ~ C(X) 
~ c+(X). The result is that the minimum of C(X) subject to AX 2: bis 
- + 
not smaller than the minimum of C (X) subject to AX~ band not larger 
than the minimum of c+x sub.ject to A -x :2: b. That is: 
Min I c; xj Min I cjxj 'Min I c+x· 
< < 
j j 
(47) 
I aijxj~ - L. aijxj + bi l ~ b a 1jxj ~ bj j 
I· 
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· The proof is purely algebraic. First, the set of xj (x1 , ••• , x0 ) 
satisfying 
\ -L a1j xj ~ bi, i = 1, ... , m, xj ~ O 
j 
Also satisfies: 
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\ 
j 
For we may write: 
As: 
(48) I a 1j xj + ( I a 1j xj - I a~j xj) + (bt - b;) = b 1 
I 
j j j 
Since: 
(49) 
Combining terms and rearranging: 
I - b+ - b+) +I -(50) aij X j - ~ (b - ( aij - aij) xj . i i 1 
j j 
- + I - + Examine the right-hand side of (22). (bi - b1) ~ 0 and ( aij - aij) 
xj ~ 0 so that the right-hand-side is non-positive. The inequality is 
therefore true -when the left-hand-side is non-negative: 
(51) 
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or: 
(52) 
X ~ 0 j 
\ 
-1 == 1., ••• , m 
I •-
j = 1~ ... , n 
-- ···--------· -
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Further, if x1 , ••• , x satisfy (19a), it follows that they satisfy n 
the stronger set: 
(53) 
l + -a · · X · ~ bi lJ J 
x. ~ 0 
J 
Thus, we have a single set of xj' j 
(47a) 
( 52) 
(53) 
where: xj ~ 0, j = 1, ... , n 
1 
i = 1, ... , m 
J. = 1 , ... , n 
- l 
' 
. . . , n satisfying: 
We may now directly show (47) by simple algebraic steps, using the 
followine notation: 
-
-G. = Min C • X 
(54) s.t. 
-A+x ~ b ••••. (53) 
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-Ca = Min C ·X 
(55) s.t. 
•·.· .,,. 
AX ~ b •••• (47a) 
:.·,....·· 
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(56) s.t. 
AX ~ b • • • • ( 47a) 
(57) s.t. 
AX~ b ••.. (47a) 
(58) s. t. 
- + A X ~ b . • • • ( 52) 
Since the set of xj satisfying (53) also satisfies (47a) Ci. s Ca; for 
the set AX ~ b imposes the conterminous lower bounds on the x . . Ca s C:3 J 
since c. ~ c .. S i mi 1 a r 1 y , r - ~ CA s i nee e a ch c ~ ~ c , j = 1 , . . . , n . -.3 .. J j J J 
Finally, ~ s C,s because the x. satisfying (52) also satisfy (47a); for 
J 
A-X ~ b+ imposes the conterminous lower bounds on the 
Summarizing these steps: 
(59) 
Tbe1'ef ore: 
•· ,._., 
Ci ~ ~ ~ Cs and ( 47) 
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is demonstrated. G In a similar manner, the relationship: 
.;.....--
,.-. 
(60) j 
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l aijxj s bi l aijxj ~ bi 
- . . . ~ . -~ . . . . . . ' . . . . : . ' - ...... 
- .. \' . . . ' . ...;. . ' . . . . . ........ - . . . . . . . . . . . 
l aijxj ~ bi 
j 
-- ,. 
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I ( 
j j 
can be derived. For the case of a set of equality constraints a similar 
analysis leads to a set of looser but similar bounds: 
Min) - Min I cjxj Min I + cjxj cjxj 
~ 
j j j 
(61) 
I + ~ b-:- I bi I - s; b+ a .. x . aijxj - a 1jxj -lJ J 1 • 1 
• j J 
The method presented here is certainly an extremely practical device 
for establishing the importance of the effects of variations in the 
parameters. That is, it is an approximation of sensitivity analysis: 
the costs associated with extreme values may be evaluated. By the 
forms of (47), (60) and (61) we are assured that the extreme values for 
any possible variation pattern in the coefficients·mve been accounted 
for. It seems appropriate to use this approach as a first step in 
evaluating whether there is significant effect in deviating from a 
d~terministic approach to a stochastic problem i.e., a starting point. 
Alternately, the approach is applicable when the distribution form of 
the random variables is not known. 
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The relationship of this formulation to the production smoothing 
model is obvious. · The formulati-on Min C·X subject to AX ~ b is pre-
cisely the general format of equations (15) and (8), (9) and (10), in 
section 11-B, and there is no expansion of the original problem. 
- - -- - ··- . . . . . .... -
Comput·ationally, then, .this approach ti.as advantages under conditions 
where the distribution forms are unknown. Also, a review of our con-
ceptual model reveals that the bounds on C·X created by the variation 
here are simply the special case of using (b 1.)M or (b.) in the con-ax 1 Min 
ceptual model. Since the a. assume values, respectively, of zero and 1 
one, only the conditions of unknown f.(b.) or decision-maker specifica-
1 1 
tions of a · 0 give this approach real meaning. Madansky [33] terms 
the use of (b)M. a "fat" solution because it represents a pessimistic 
1n 
estimate (in terms of costing) of the b vector. Vajda labels this 
whole idea of bounded solutions "the range-of-values" solution [ 70]. 
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lII-B. EXPECTED VALUE AND TWO-STAGE SOLUTIONS, 
In this section, we shall primarily examine the two-stage formu-
lation first stated by Dantzig [21, 23, 48]. Although we have mentioned 
the expected value solution in connection with distribution solutions 
(section III-A) and the conceptual model (section II-A) its restatement 
is pppropriate here as we shall develop. 
Explicitly, the expected value solution is simply the substitution 
of the expected value of the random variable into the model and the 
subsequent solution of a deterministic problem. Computationally, as 
we have seen, the method is ideal: no expansion or change in the ori-
-~ 
ginal linear programming. Also, it fits an application such as pro-
duction smoothing well since expected values are easily obtained from 
demand data. However, theoretically, it fails; the resulting a= 0.5 
and "middling" maximization of C·X has little value except as a start-
ing point for improving the solution. Even then, the " " range-of-values 
approach (see section III-A) seems more appropriate. The notion of 
expected value and its relation to multi-stage formulations is illus-
trated explicitly by Beale [38]. The problem addressed here is formu-
lated in a standard linear programming format, i.e., 
n 
such that:. 
( 1) 
Min C - \ c x 
- L j j 
j=l 
X ~ 0 j 
/ 
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We now allow the elements of A and bin (1) to be random variables 
with known distributions, stationary in time. Because of this random-
ness, the set of equations ( in.equations in general) may not be exactly 
satisfied. The proposal here is to incorporate a penalty in the objec-
.. 
tive ·£-unction that relates to the discrepancy between the right and 
left-hand sides of the restrictions. This, then, is the method proposed 
to deal with infeasibility: instead of allowing it to occur according 
to some fraction (o level) include it in the formulation as a costed 
variable. A high cost would tend to prevent infeasibility (equiva-
lent to a approaching 1) and low cost would "allow" infeasibility more 
frequently. If constants cj, fk and dik are defined, reformulate the 
problem as minimizing the expected value of C, defined as E(C), where: 
(2) 
(3) 
subject to: 
p 
+\fy l k k 
k=l 
= ~ 1 i - 1 , • ... ,, in 
where: ~ij' ~i = Random variables whose distribution is 
. ( 
known when x. are chosen and whose values 
J 
are known when y are chosen. 
k 
Written as vector equations we have: 
subject to: 
(4) 
.. 
. I 
Min E(C·X + f·Y) 
AX+DY=6 
X,Y ~ 0 
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Suppose, now, that the random variables have discrete distributions · 
(or approximation to such distributions are made) i.e., A= A and 
a= a __ with probability p. Then: 
r r 
'Min E(C) 
• 
. - - -~-:. - -~-. ..... ~· . --- - - . -- . 
subject to: 
(5) 
X,Y ~ 0 
r 
for all r 
This form has direct applicability to the production smoothing model 
but is computationally feasible only for restrictive r. From (15) 
+ -
and (17) of section II-B, we see that the terms E(<;I.) and E(C,il.) 1 1 
~ 
(i.e., E(ui), E(vi)) are analogous to the penalty terms l, prf · Yr. 
r 
The form of the restrictions is also alike, with 
(xi' yi, zi, wi)replaces X and the associated coefficients replace C 
and A. Thus, it is evident that a solution proposed here is suitable 
for our production smoothing model; we shall consider only the specific 
case of (3 random shortly. 
Two results will now be given that are important to the development. 
First, E(C) is a convex function of X. In order to show this, fix the. 
values of A and~ and let y(X) minimize C, which we shall call C(X), 
for any given value of X. For any two values of X, say X1 and Xe , 
(2) and (3) will be satisfied by: 
(6) X • X,. ; Y = ' ( x,.) ; C = C ( X,.) for ,- = l , 2 
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By the rules of linear transformations, the linear combinations: 
(7) 
= X X1 + ( 1-'A) ~ ; Y = 'X. ( X1 ) + ( 1- 'X.) Y( Xra ) ; 
A C(X1 ) + ( 1-A) C(~) 
also satisfy (2) and (3). We shall restrict O ~ X ~ l' so that X, Y ~ 0 
. -·· . 
if X1 , ~ ~ 0. Now iet X = 1t·X1 + (l~X) ·Xe. It is possi,ble to
 find a 
value of Y subject to (3) and non-negativity such that C =AC (X1 ) 
+ (1-A) C (JGa). Since there is no claim for optimality a C exists: 
(8) 
According to the definition of convexity [s, 15], C is therefore con-
vex in X. Similarly, given X, C is a convex function of A and S. Further, 
from the results due to Dantzig (See page 69 ) E(C) is also a convex 
function of X and given X, of A and S. Thus, for any X, the intro-
duction of a random component into A and/or a (with mean equal to 
~ 
zero), cannot lead to a decrease in E(C). This result also follows 
from an intuitive point of view: the uncertainty leads to penalty 
costs because the equalities are not exactly met and the minimum 
value is; at best, not decreased. 
The specific example of production smoothing, which was related 
to the formulation here, is assumed to have randomness only in the 
right-hand side of the restriction set. Certain simplifications are 
possible under this condition. In general, let us first write the 
problem as to: 
n m m 
Min E (I cjxj+ /__, f;y;+ I f~y~) 
j=l i=l i:l 
(9) 
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subject to: 
n 
" + -l a ij X j + y i - y i = I:) i i•l, .•• ,m 
J=l 
+ -
x, Y, Y :2: 0 
+ -
~ Carrying through the expected value operator and eliminating y1 , y 1 
through: 
(10) ui = y~ - y- - a 
1 i i 
we have (9) transformed to: 
subject to: 
( 11) 
Min E(C) 
I aij xj = ui 
X > 0 
m 
+ l Hi(ui) 
i=l 
i=l; ... , m 
Where Hi(u1) is a function of the distribution of ai· To examine 
H.(u.), look at (10); a possible solution (which is also a solution to 
1 1 
the restrictions of (9))is: 
y: = a. - ul., y: = 0 1 1 1 
or 
+ -
This is, in fact, a solution which minimizes C unless fi + fi = g 1 
is negative. For assume that g 1 ~ 0. We may now write: 
or 
Ui CX) 
. -
J<ui U\ > r ~1\ -u 1 > (13) Hi ( u.) - fi - a > d F. -1 i 1 
-co 1 
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where Fi(~i) is the cumulative distribution of ~i and the continuous 
case has been chosen arbitrarily. Expanding ( 13): 
• 
.. 
' ! ... ····-· . U-i· ........ ~ ·' ,,. .. .....,. ... u . ·1·. 
-CD 
- f: ui J d Fi(~ i) 
ui 
-ex> 
.f: 
...:. 
ui ex, 
= f~uiFi(u 1) - f~ J S1d F1(~ 1) + f: [ J ~id F1 CS 1) 
•. 
' [,,; 
-co 
ui ui 
+ s s id F /Si) J - f: J s id Fi Ci:\) -
-CX) -ex> 
+ 
+ f u F (u ) 
i i i i 
-co 
-ex> 
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ui 
(14) Hi(ui) = giuiFi(ui) - gi J ~id Fi(~i) + f: (tiii- ui) ., 
-o:> 
thus: 
Combining terms we get: 
-d (15) d ff.(u.) = g.F.(u·) - f 1 U· 1 1 1 1 1 
1 
However, there is no algorithm developed that will efficiently solve 
this problem for the general case. As Beale [38] himself concludes, 
the best that can be done is to use an expected value approach. Thus, 
the approach fails conceptually and, as we have noted (see equation 
(15) ), is computationally feasible only for a discrete (or approxi-
mation to) distribution and a small number of probability points. 
We shall nc,,v consider Dantzig's two-stage problem which, as we 
shall see, also implies the expected value approach and the adds cost-
ing of infeasibility. The two-stage class of problems may be couched in 
terms of a supply problem. For the first stage, the constraints are: 
m 
(16) I xij - ai I i -· 1, m - - ... ' 
j•l 
m 
'' 
' ' ... ~"?' I bijxij= pj (17) j - 1 ' Tl -·' • • • J 
i=l 
xij ~ 0 
all i' j 
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where x1j = the amount of the i th resource assigned to the j th des ti-
nat ion. 
= the number of units of demand at destination j that can be 
I"" 
satisfied by one unit of resource i. 
= the number of units of i th resource available. 
Pj = total number of units of demand at destination j that can 
be satisfied by the allocations made (the assignments). 
For the seco~d stage, 
The 
(18) j = 1, ... , n 
where: 
Dj = number of units of demand at destination j. This is a ran-
dom variable with some probability density distribution, 
sj --
vj --
p(D.). 
J 
number 
number 
of 
of 
units that supply exceeds demand (excess). 
uni ts demand exceeds supply (shortage). 
total cost function is of the form: 
m n n 
(19) C(X) =l l cij xij +l (e;a). V J j 
i=l j=l j=l 
where: (ea) . = unit cost of a shortage. 
J 
(c ) .. = unit cost of allocating the i th location. r 1J 
The total cost, therefore, is a linear function of the choice x and ij 
the shortages v .• 
J 
The shortages, in turn, depend upon the assign-
• 
ments Pj and the demands Dj. The objective here will be to minimize 
the total expected costs. If Cj (PjlDj) = the minimum costs at j, 
68 
-~-. 
•' I • • 
.. 
I 
. ( 
given supply Pj and demand Dj, th~n: 
(20) °l' (Pj \Dj) <c.:a>j 
(Dj-Pj) if Dj ~ Pj 
-
0 if Dj < Pj 
....., . ,, 
We now develop a result generally useful in statistical linear 
'$ 
programming. The expected value of Cj (Pj\Dj), written as l{C]' 
(P.\D.)] is a convex function of Pj. The proof: 
J J 
a:, 
(20a) E [Cj (PjlDj) ] = (<;a)j J (x - Pj) p (x) d x 
X=P j 
(X) a:, 
= (<;a) j J X p (x) d X - (<;a) j p j J p (x) d X 
X=P. J 
X=P. J 
CX) 
(20b) ij { E [Cj (Pj\nj>J} = (<;a)j [-Pjp (Pj)] - [(~)j J p(x) d x 
X=P j 
a:, 
·-
X=P j 
•.. 
• • ,,-1 
CD 
(21) E' [c; (PjlD/] = - (~)j J p (x) d x 
~ 
X=Pj 
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The following.properties of E' [Cj (Pj1Dj)] are useful: 1) The 
CD 
integral J p (x) d 
x=Pj 
xis positive, 2) the cost of shortage is positive 
(a penalty factor) and 3) as P. increases, the value of the integral 
J 
decreases. Therefore, E' [Cj (Pjjnj)], th~ negative of a positive 
constant times the integral, is a non-decreasing function of Pj. 
Further, the second derivative: 
or 
(22) 
E'' [ C~ (P., D.)] = - ( ~ )J. [ -p (Pj)] 
J J J 
E" [ C* ( P I D ) ] = ( r_ ) p ( P . ) ~ 0 j . j j -.:: j J 
Thus, we have the result: E [C* (P \D )] is a convex function of j j j 
An alternative proof is provided by a development of Scarf [21]. 
If ~ ("1, , ••. , X I 9) is a convex function over a fixed region O for 
n 
every value of 9, then any positive linear combination of such functions 
is also convex in O. Specifically, if 0 is a random variable with 
probability density function p (0), then the expected value of ~(Xi_, 
CD 
(23) E [t (X,., ••• , X
0
l0)] = J ~ (X,. , ... , X0 l0) p (0) d 0 
-CX> 
is convex. From this lemma, it follows that E [c~ (Pjln.)] is convex. 
J J 
Also, since the plot of (20) is convex - as in figure 9 - E [C* (P.ID.)] 
J J 
must be convex, according to our first result. Thus, the. form of the 
expected value of the object'ive function is: 
~·-- :~:. 
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(24) E [CCX)] = l I cij xij + I <ea>j E [Cj (PjlD/J 
i=l j=l j=l 
where E [C* (P fn )] are convex functions. The original problem has j j j 
been transformed into minimizing (24) subject to (16) and (17). That 
is, the objective function is represented by a sum of convex functions. 
It is now possible to approximate this problem by a standard linear 
programming problem. First, as in figure 10, approximate the derivative 
of E [C* (Pin>] by a step function over some range O ~ P s; P. Let 
0 
there be K steps where the size of the ith base is a. and its height 
1 
. hi. Remember that hi $; ~ •••• ~ hk due to the convexity of 
E [ C* CPI D)]. Now approximate the function E [ C*(PI D)] by 
K 
(25) ~ E [C*(OID)] + Min l hi 6 1 
subject to: i=l 
(26) 
This approximation is simply the function at zero plus the incremental 
(difference) steps of the first derivative up to the value of P. Since 
I\ ~ .... s: hk the approximation is minimized by choosing ¢._. = a.i_ , ~ = 
a.a, • • • •, 6r-l = ar-l until I 6i > P. Then 6r is the chosen value 
i=l 
r-1 
of the residual (P - I 6 1) with all subsequent 6r+l: O. The result 
i=l 
is an approximation of an \ptegral by the sum of rectangular areas 
under the curve up to P: 
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c21> E[C*<PID] = F{c•coln>] + J . E' [C*CPID>J d x 
X=O 
r-1 
~ E [C*CPID>] + I hiai+ hlir 
i=l 
Finally, if we replace E [C*(Pln>] by 
K 
I h/li 
• l 
i=l 
K 
and P by I L\ and add O ~ lli ~ ai' the minimization of total costs will 
i=l K' 
minimize 
K 
\ ) h. 6. L 1 1 for any value of P = I lli and O ~ lli ~ ai. 
i=l i=l 
problem is now one of standard linear programming, 
(28) 
m n 
Min E [ C(X)] = Min { I I cijxij 
i=l j=l 
subject to: 
n 
(29) 
I xij = ai 
j=l 
m j 
) bij xij = I 61 
~ 
i=l i=l 
0 ~ 61 s ai 
xij ~ 0 
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+ I c ea > j [ I hi ti i J } 
j=l i=l 
For i - 1, 
- . . . ' 
j - 1, 
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A particular interpretation of th-is problem has applicability to 
the production ~moothing problem. Reference to equations (16) and 
(17) of section 11-B shows that the total cost function is the sum 
of linear terms in certain decision variables (W., P.) and expected 
1. 1 
values of terms involving the decision variable Pi and the random 
- variable Di. Comparison of the terms in (17) of the form l (Pi+I1_1 
-D ) p (D ) with the development here in equation (20a) indicates 
J~ i i 
I 
that the production smoothing objective function is simply a dis-
crete analogl!E3 (where the choice of discreteness was arbitrary). That 
is, the expected values of Ii and 11 are convex functions of Pi. 
Further, since the analogy with equation (20) here is altered only 
through the addition of a term costing excess of supply, the convexity 
of the minimum cost may be shown as follows: 1) the shortage term 
P.+ I. l 
1 \ 1.-
is increasing in Pi as before, 2) the supply term, Ci 2._. (Pi+Ii-l 
Di= 0 
-Di), is increasing in Pi since the differentiation (or differencing) 
operation merely changes the sign since the limits are reversed in a 
mathematical sense. Applying the approximation procedure illustrated 
above the problem is again linear in the objective function. The 
K· 
transformation of Pi to a sum I1 fli and the restrictions O ~ l'lj ~ aj 
j=l 
must be added. The major difficulty arises in the resulting size of 
the problem. The approximation must be taken over a small number of 
increments and the sci1eduling horizon (n) limited: our computational 
criterion therefore finds tl1e method weak as we shall show. Before 
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we examine the form of the restrictions for . .their applicability to the 
. production smoothing formulation further analysis of Dantzig's devel-
opment is necessary. 
1 
The general model for the two-stage case is: 
bi = Ai1 Xi 
~ = l\i ~ + 1\2 ~ 
C = t <Xi , ~ I ~ ) 
- - ----------- - --
. ·- - - --·- -- -- ~---- -------·-·- - -
where: 
A are known matrices. 
is a known vector (initial status). 
is an unknown vector whose components are found by choosing 
F,a, a point in m dimensional sample space with known proba-
bility distribution. 
Xi_ = vector of non-negative activities, to be determined in the 
first stage. 
Xa = vector of non-negative activity levels for the second stage. 
A basic assumption is that whatever the choice of .Xi_, satisfying the 
first stage and whatever are the values of b.a , determined by random 
experiment, at least one X,a exists such that the second stage equations 
are satisfied. Note that this is a "device" to insure feasibility. 
The total cost is a function of the choices of ~ , ~ and parametrically 
of }k. When the number of possibilities of the chance vector b.;, is h.a ( 1), 
.K 
h.a <2> , ••• , b,i ( K) with probe bil it ies PJ. , ••• , pl[, ( I pi = l) the f ormu-
i=l 
lation is 
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~ = Ai1 Xi 
/ ( . 
~ (l) = As1 1ti + ~& 1rg (l) 
(31) • 
• 
~ (K) .= • 
• • . + Aaa Xa (K) 
( 1) 
(32) E(C) = Y1 JCi + Pi ~ a -~ + ... ------~----
---·-··· 
-:'.if.,,,,> 
Here, a linear objective function bas been assumed as a matter of 
simplicity, with v. representing the cost (proportionality) coeffici-
1 
ents. We are now able to make the adptation to the smoothing formu-
lation complete. The analogous restrictions equations from the 
smoothing formulation are (8), (9) and (10) of section II-B. For the 
\ 
initial period, they provide the first stage equations - the initial 
inventories (status) and present production level. Each succeeding 
period (i = 2, .•. , n) will result in three equations for every point 
taken on the probability density function of Di [more correctly, the 
vector (Di, Di, Di-l - Di)]. These equations will be of the form of 
the second stage restrictions: 
(33) ( r) Xi Xa (r) t ~ = 1\1 + i\a r - 1, - . . . ' 
where: 
b.a ( r) 
- the vector (D. , D. , Di-1 - D.) occuring with - 1 1 1 
probability pr in period i. 
Xi = the initial decision vector [P01 W0 ] 
fas (r) = r the subsequent (unknown) decision vector (Pi, Wi) 
for period i, associated with (D., D., D 
1 1 i-1 
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The form of the objective function, given in (32) follows from the 
linear approximation procedure,_ and the subsequent adptation to the 
smoothing model. Each point taken on the probability function (r = 1, 
••. ,~)will create the terms p [E (I+) + E (I-)]. Finally, as 
. 
r K 
:i 
explained each Pi must be replaced by \ L 
6 and the restrictions j 
i=n 
0 ~ 6j ~ aj added. Now the computational difficulty can be speci-
fically shown. For example, a problem with a six period (e.g., half-
year) horizon, would create 48 constraints. If five points were 
- --- ' - ·-----·- -· -
~-. ·-·-
taken on the distribution function there would be 90 variables excluding 
slacks and artificials. This problem is still solvable with digital 
computers in the medium size range, but this is costly for such a small 
formulation. 
Dantzig's procedure has been to approximate the c4-nvex function 
,r.p-i • 
created by the model with linear segments (see also l44]). This has 
increased the size of the formulation but maintained an L.P. model. 
'Feasibility was insured by the reliance on two stages where the second 
stage allows the decision maker to correct for possible infeasibility 
(or inaccuracy) in the first stage. Thus, a requirement is that we 
must select an activity vector from a set of feasible vectors (a 
function of the costed infeasibility vectors) and then observe the 
materialization of the random event. Madansky [32] calls this the 
.. here-and-now" approach as opposed to other methods in which one 
assumes to have observed the random event and then solves the 
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deterministic linear programming: the "wait-and-see" approach. We 
reject this "here-and-now .. method conceptually because it creates 
a complex problem. The aim is the same as our c~;;"~eptual model: • ,~:I!". 
select a feasible (at some level) solution with certain optimization 
properties. However, the resulting problem is basically non-linear 
and only extensive approximation and expansion retrieve linearity. 
- - --~--- .. ·~·----· ~.;: ... 
- --------·---- -- . 
In a more general context, the multi-stage formulation, no general 
algorithm exists [21, 48]. In a practical setting, Elmaghraby [49] 
has applied Dnatzig's approach and formalized the convexity approxi-
mation into a theorem for a small two-stage formulation. 
Although we have criticized the methods of this and the preceding 
section, the relationship (due to Madansky [31, 32, 33]) between the 
approaches is enlightening. We consider the linear programming pro-
blem where the right-hand side of the restriction set is a vector whose 
elements are random variables, with a known, stationary distribution. 
Since this problem is identical to the production smoothing problem, 
where the right-hand side vector is (D., D., D - D.) for i = 1, 
1 1 i-1 1 
... , n, the results are directly applicable. Because the problem will 
be rel?ted to Dantzig's two-stage problem, let the problem formulation 
be to: 
(34) 
(35) 
Min (C·X + f.Y) 
x~ Y 
subject to: 
AX+ BY= b 
X, Y 2: 0 
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where 
A - known m X 11i matrix 
B - known m X "2 matrix -
b - known m X 1 vector 
-
·-"" C'= 
·;--
known I\ X 1 vector , 
., 
' 
f - known ~ X 1 vectbr -
-----------~~---------.. --·-.. - ... 
X f decision vector~ tiiiKfiOWfi ---------·-~·--· -----·y-. -----·-----·-- ·· ... ___ ,.. __ ... _ ···--,·----·-~·. -----------·~- - --·~ .... ,._._......_.. ______ ,.. __________ -X = I\ 
Y = '1a x 1 decision vector - unknown 
For purposes of notation, let: 
(36) C(b, X) = Min (C·X + f•Y) For a given X, subject to 
y 
(35) 
A result necessary for the development of the relationship is that 
Min C(b, X) is a convex function of b. The proof follows. First, 
X 
we define a convex function as one that is never underestimated by 
linear interpolation: 
(37) ~ [ XX + ( 1->..) Y] ~ X ~ ( X) + ( 1-A.) ~ ( Y) 
where: 0 ~ 'X. ~ 1 and X and Y are vectors. 
That is, the function always lies on or below a straight line segment 
drawn between any two points on the graph of the function. If the 
function is always below (the inequality alone applies) the function 
is said to be strictly convex. Alternately, a function is (strictly) 
. 
convex in an interval if it possesses a (positive) non-negative second 
derivative at every point of the jnterval. 
define X (bi_) as the vector that: 
0 
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Now let b = bi (fixed) and 
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'1). 
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!::1 
:i • 
... 
I 
- -.-.J."-f"'" .. - .. , . ., ..•. · ,. 
--
\ Minimizes C(~, X) 
(38) and satisfies 
-1 
A XO ( ~ ) = bi [ i . e . ~ x~ ( bi ) = A hi ] 
X
0 
(bi,)~ 0 
Similarly, let X ( ~ ) : 
0 
-·-··------" ---·---·----
(39) 
Minimize C(b, X) 
--· -· ------~--------,---,,------~--
and satisfy 
A X
0 
( h.a ) = b,a [i.e. , X
O 
( 1\i ) 
X0 (~) ~ 0 
-1 
= A ~] 
Define b as a linear combination of bi and b.a : 
(40) 
• • 
(41) 
b = Abi + (1-A) b.a 
AX ( b) = b 
X (b) =A-lb 
= A-l [Al\ + 
o ~ X s 1 
(1-X) b;a] 
= A A-l bi + (1-X) A-l ~ 
X(b) = \ X (bi_) + (1-A) X0 (b) ~ 0 0 
Thus we may write A X(b) =bas: 
(42) b = AX(b) = AA X0 (b) + (1-X) A X0 (~) 
= Ab,. + ( 1-X) b,a 
Now we can write C(b, X(b) ), the minimum of (36) for X(b) given and 
satisfying AX(b) = b, as: .. 
(43) C(b, X(b) ) = \C(bi, X0 (1\) ) + (1-\) C (b.a, X0 (~) ) 
This follows from (41) since C(b, X) is a linear function in X. How-
ever, for b there is an optimal vector X0 (b) that: 
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(44) 
-
minimizes c(b, X) 
and satisfies I 
AX(b) = b [i.e., X(b) = A-1b] 
X(b) ~ 0 
That is, C(b, X (b))~ C(b., X (b) ), for all X(b). Writing this in 
0 
terms of the linear combination: 
····-•<>••- --,., - ••.• -.,.-~-----~--------- - -- .• -- .~ .. - -· .... -· ·-. .• . . -· .• -- . -
(45) Min C(b, X) = c[Abi + (1-A) b,a, X0 (b)] s A C(bi., X0 (1\) ) 
X 
+ ( 1-A) C ( b.a , X0 ( ~ ) ) 
Since C(b,. , X0 (bi) ) and C(b;a, X0 (h,a) ) represent minimums for the 
right-hand side vectors h.J. and b,a: 
(46) AC Cl\, X (!\) ) + (1-A) C (t>.a, X Cb.a) ) s X C Cl\, X (b) ) 
0 0 0 
By our notation C (bi, Xo(bi)) = Min C(J\X) and C(b,a, X (b) ) = 
X 
Min C(~ X) . Therefore, 
X 
(47) AC (bi , X0 (b) ) + (1-X) C Cb.a, X0 (b) ) = X Min C (lJi , X) 
X 
+ (1-A.) Min C (b,a , X) 
X 
and from (37), (45) and (46) the result is demonstrated: 
(48) or 
Min c[XlJi + (1-A) b,i, X] s;Ufin C(bi_, X) + (1-A) C Cb.a, X) 
X 
We are now able to develop a lower bound for the expected value of 
the minimum (optimal) objective function: 
. ·n· 
,'·-~t 
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(49) 
where: 
. ................. "~., .............. -~~,___,,...,.,_'""""'''"'""'""-'-.i-.... -·· '• 
I Min C (b, X) ~ Min C (E b, X) ... 
X X 
E = expected value operator with respect to the distri-
bution of b. 
Min C(E b, X) = minimum cost function when the right-hand side vector 
X 
elements are replaced by their expected valu~s. 
The proof of the inequality follows from Jensen's inequality [11, 
59] but a direct proof using duality is available. The original 
nroblem is to: 
-
(49a) 
Min C(b, X) 
X 
under 
AX = b 
The dual to this problem is to 
(49b) 
Al 
·v 
Max b' Y 
y 
under 
A' Y ~ C' 
1' 
/ 
If we let Y0 (C') be the solution to this dual formulation then: 
(50) 
for all other y, and: 
(51) 
b' Y (C') ~ b' Y 
0 
Min C (b, X) = b' Y0 (C) ~ b' Y 
X 
by the fundamental theorem of duality. Taking expected values with 
respect to the distribution of b yields: 
(52) F.{ Min C ( b, X)] ~ E b' Y 
X 
83 
·.X 
', 
l . 
I 
l•.' 
For all Y # Y (C'). 
. . 0 If we can now look at the linear programming pro-
~ blem to: 
(53) 
The dual of this is to 
(54) 
Max Eb.'Y 
y 
tinder 
A*Y = C' 
y ~ 0 
. 'I 
Min C (Eb, X) 
X 
under 
AX~ Eb 
-Let the solution to (53) be Y, that is, Max Eb'Y = Eb'Y. 
y 
theorem of duality: 
(55) Eb'Y = Min C (Eb, X) 
X 
Thus, the result is demonstrated from (52) and (55). 
By the 
The problem discussed here is that of making an observation on the 
random variable band solving the resulting deterministic problem. 
If this procedure is approximated by using the expected value of b 
j 
instead, we see that the solution obtained will indicate total costs 
less than or equal to actual. This is, again, Madansky's definition of 
,, . " a wait-and-see policy. As we have noted, Dantzig solves what 
Madansky defines as a "here-and-now" policy. That is, observe bin 
" • " It " 
the first stage and compensate in the second stage. The problem is to 
• 
' 
84 
·• .. 
I·. ; 
Min Eb C (b, X) 
·'!"·· 
under 
(56) 
AX + BY+ b 
X, Y 2: 0 
-Let X (Eb) ··be the decision that minimizes C(Eb,X) or, according to 
-
our notation, Min C(Eb,X) = C(Eb, X (Eb)). This is, of course, the 
X 
lower bound (49) previously derived for the "wait-and-see" prob
lem. 
We may now directly find an upper bound to the solution to (56
) 
using this notation. Define: 
(57) Min EC (b,X) =EC (b,X) 
X 
If we substitute X (Eb) (the solution to another problem) for X in 
the left-ha11d-side, the value can only become greater accord
ing to the 
optimality principle, if changed at all. Thus, 
(58) E C(b,X (Eb))~ Min E C(b,X) 
X 
This inequality represents an upper bound to the expectation
 of the 
objectiye function for the optimal solution to the "here-and-now" 
problem. Further, this upper bound is easily computable sin
ce it in-
volves substitution of a given solution into the objective function and 
the finding of an expected value. 
II II 
11 
It is possible to relate the here-and-now problem to the 
wait-
" 
) 
and-see problem. Remember that X minimized E C(b,X with respect 
to X, which we call E C(b,X), and X (b) minimized C(b,X) with respect 0 
to X, which we call C(B. X (b) ). Since X (b) is the optimal solution 0 0 
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to Min C(b,X) it follows that: 
X 
(59) 
:~ 
C(b,X) ~ C(b,X0 (b) ) for every b. 
Taking expected values: 
(60) E C(b, X) ~ E C (b, X (b) ) 
0 
That is, the optimal solution to the '' '' here-and-now problem is equal 
to or greater than the upper bound previously derived for the optimal 
solution to the "wait-and-see" problem. It now follows from (49), 
(58) and (60) that: 
(28) E C(b,X (Eb) ) ~ Min E C(b,X) ~ E Min C(b,X) ~ Min C(Eb,X) 
X X X 
or the expected value of the "solution" to the ''here-and-now" problem 
where the optimal vector has been replaced by the solution to the 
problem Min C(Eb,X) ~ the optimal solution to the "here-and-now" 
problem ~ the optimal solution to the "wait-and-see" problem ~ -the 
solution to the problem where the right hand side is replaced by its 
expected value. This set of inequalities provides insight into the 
results obtained by employing the "wait-and-see'' methods (e.g., Babbar 
./ 
and Tintner, as illustrated in Section III-A) or. the "here-and-now" 
formulation. (Note that for a maximization problem the inequalities 
would sintply be reversed in direction.) 
The conditions for the equalities in (28) are ,important in the 
determination of which method to employ and when the approximations 
---, .. , 
are reasonable and appropriate. First, if Min C(b,X) is a linear 
X 
86 
~- -
·: it'.:r· 
~\'"' 
f-'':'-· I. . 
~-
' ,~.;.,'.:= 
I·,'._ . . ' . . 
. (,,· 
·. .' ,~~r .. 
I '\ 
, ·f· 
,·,1;'· 
" 
·1: 
;t: 
~
!,.: .. 
'._, 
·, 
:f.'h ;~:ii'· 
Ii ... ·.•••·· ).: 
~':, 
'1b 
·\" 
L. 
:;:-
' I'/ 
-iii;:: 
,'•. 
J .. , 
~.i 
... 
,! 
function of b then E Min C(b,X) = Min C (Eb, X). 'The condition is 
X X 
necessary and sufficient, for only when the function is linear in b 
can the expected value ope~ator be brought inside the functional 
operator without changing the value. This is a special case of 
Schwarz's inequality for the ·continuous case of Cauchy's inequality 
for the discrete case. Above, it was shown that the expected value 
of a convex function is itself convex. The general problem of a 
random b does not, therefore, provide equality and the degree of the ,, 
convexity is the crucial factor in determining how good the approxi-
mation will be. For the special case of production smoothing, shorten-
ing the forecasting horizon tends to improve the approximation but 
concurrently reduces the effectiveness of the model. Second, if 
-X = X0 (b) for all b (i.e., the vector minimizing E C(b,X) - the 
"here-and-now" problem - equals the vector minimizing C(b,X) ) 
then E Min C(b,X) = Min E C(b,X). The necessary and sufficient con-X X 
dition is that C (b,X) = C(b, X (b) ), for 
0 
(62) E Min C (b,X) = E C(b, X (b) ) X o 
and 
-(63) Min E C(b,X) = E C(b,X) 
X 
'lbus, if and only if C(b,X) = C(b,X (b)) does (62) equal (63). 0 The 
implication of this condition is that the solution to the " here-and-
" now problem be the solution for every b value possible. Thus, as the 
variation decreases in b, the two solutions converge. Therefore, an 
accurate forecasti~~ or Di (demand in period i) in the production 
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model would suggest the use of the "here-and-now" policy. Furth~r, 
a sufficient condition for this equality is that C(b,X) is linear in 
b. If this is the case, Min E C(b,X) = Min C(Eb,X) by the rules of 
X \ 
linear transformation. From (61) we see that this forces Min E C(b,X) 
X 
~ E Min C(b,X). Summarizing, un~er the condition that C(b,X) is 
X 
linear in b, the solutions to the "wait-and-see", and "here-and-now" 
and expected value replacement problems are the same. For example, 
in the method of solution proposed by Elmaghr~by [49], an application 
of Dantzig's work as we have noted, the degree to which the cost 
function (piecewise linear in X) approximates a linear function will 
determine the extent to which an expected value (much smaller problem) 
approximation would suffice. 
·~ 
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III-C. CHANCE CONSTRAINED SOLUTION
S 
The methodology of this sectio
n is fundamentally that of ou
r 
conceptual model. This formu
lation is chiefly the product 
of Charnes 
and Cooper [40, 41, 42, 43] who hav
e presented the major works. The 
difference between our formul
ation and those presented here
 lies in 
the choice of a function to be
 optimized and the method of 
search for 
a "deterministic equivalent" t
o the stochastic problem. As 
we shall see 
this difference is crucial in 
complexity of the resulting p
roblem. 
Let us define chance-constrain
ed programming as the selectin
g 
of random variables, as functi
ons of random variables (the decisio
n rule) 
·~-
with knOW'n distributions such 
that: (a) a functional (the objective 
function) of both classes of random 
variables is maximized while (b) 
constraints on these variables
 must be maintained at specifi
ed levels 
of probability. The method o
f solution is to: first, deter
mine distri-
butions which maximize the fun
ctional, subject to the constraints and
 
second, approximate this distr
ibution by functions of the k
nown random 
variables. The functions thus
 calculated are approximations 
to the 
optimal stochastic decision ru
le. For discrete distribution
 and piece~ 
wise linear functionals togeth
er with inequalities involvin
g the random 
variables, two distinct sub-pr
oblems are solved: (1) determine the
 coef-
ficients of the step function
s that make up the optimal di
screte dis-
tributions and (2) determine the para
meters of the optimal decisio
n rule: 
• 
optimal in the sense of a bes
t approximation. As an interjectory n
ote, 
to be expanded later, we refer
 to equations (1), (2), (3) and (4) 
in 
section II-B. The production 
smoothing problem may essenti
ally be couched 
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I 
.,. . _,- .. •--~--· --~,. -
in terms 'of the conditions just stated as we noted in connection with 
the conceptual model. Results in this effort may, therefore, be trans-
ferred to our production smoothing model. 
Let: 
... 
A specific example will be employed to demonstrate the methodology. 
,. . 
" 
P - production in period i, i = 1, ... , n. 
i 
I - inventory at the beginning of period i. 
i 
D1 -· demand in period i. 
I - minimum inventory to be maintained (usually~ 0). 
Min 
I - storage capacity 
·-"' Max 
(c1 )i - inventory carrying charge 
(c ). • production costs 
r 1 
p. = unit sales price 
1 
The formulation is to 
( 1) 
n 
Max E [I piDi- (cr)i Pi- (ei)i ( 11: I1+1)J 
subject to: 
i=l 
Pr [I.+P.-D.~ I ] ~ a 
1 1 1 Min i 
Pr [I.+P.-D.~ I ] ~ S. 
1 1 1 Max 1 
p ~ 0 
i 
i•l, ... , n 
We observe that the decision on P must be made before D materializes. i i 
Therefore, the admissable class of decision rules ror P., A. = I. + P, 1 1 1 i 
must depend only on Di , ... , D. and is s tn tist ically independent of D1 . 1-l 
This implies that the distribution of (A1 - D1)is given by the convolu-
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1 
tion of the distributions of A1 and -D1 . In order to determine the 
relative frequencies of distributions for the A (the first subproblem) 
i 
a transformation will be made to a mixed integer linear programming 
problem. Since algebraically P =I· - I + D. we may write: i i+l i 1 
(2) and 
I. =Ai 1- D. 1 1 - 1-
If we substitute these expressions for Pi and Ii into the objective 
function, the maximand is transferred to a linear function of the un-
known relative frequencies of the Ai. If Air is defined as the relative 
frequency of the rth possible amount for Ai then: 
where: 
(X) 
( 3) P [A. - D. ~ xJ = J f . ( y) 
1 1 X 1 
f 1 = density function for -D1 
g. - density function for A. 
1 1 
g. (x-y) dy 
1 
is a linear function of Air· The first two constraints in (1) are 
thus converted to linear inequalities involving A .• Further cnnstraints 1r 
must be added to permit interpretation of Air as relativo frequencies. 
I \. - 1 1r 
r 
(4) 
\ 2: 0 ir 
1. An elementary description of this subject is given in Freund, J. F., 
Mathematical Statistics, Prentice Hall, Inc., Englewood Cliffs, 
N. J. , 1963, pp. 166 ff. 
\ 
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From (2) we may rewrite the third constraint in (1) as 
(5) A ~ Ai-1 - Di-1 i = 1, ... ' i 
This may be interpreted as 
(6) Min A ~ Max (A. - D. 1) i 1-1 1.-
·'i ,,·i:.;-' ·:?·,\ ...... ·-: 
. ' 
n 
r 
since the inequality ( 5) holds for all i in the horizon considered. 
This latter statement allows us to transofrm the non-negativity require-
ment to a condition on the frequency functions. For the density function 
of (A - D ) has its relative frequencies as linear functions of 
i-1 i-1 
the >..1_1 ,/ s, which we shall call >..1 _ 1 ,k. It is possible to express 
(6) as 
(7) 
p 
hi s; I },_i-1,k 
k~l 
S I 
\ A. ~ hi L 1r 
r=-=l 
0 ~ h ~ 1 
i 
p -- 1 , .. , N 
i =: 1 , .. , .n. 
s - 1, .. , N 
and h must be an integer. Now the problem is transformed into maxi-
i 
mizing a linear function of the \t'r subject to the linear conditions of 
(3), (4) and (7) plus the additional requirement that h is integer 
i 
valued. This is a mixed-integer linear programming problem. More 
general piece-wise linear functionals and more complicated linear 
stochastic constraints may be so handled where suitable decision rule 
transformations (such as A - I + R) permit a translation into con-
i i i 
volutions and thus linear inequalities for the unk~own relative fre-
quencies. 
' ,r I, 
- ....... .,~~- ' ·- / ' . 
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~ It is obvious that at the point of formulation of the constraints 
in equation (1) our conceptual model formulation was being followed. 
The introduction of the decision rule which in general notation we 
shall call X = fb, however, led to a complication. The conceptua·i 
model chooses a simple decision rule: a one-to-one correspondence: 
X = b. Here, a general linear function is chosen and there is not 
so simple a result. Further, such a choice makes it necessary to find 
the distribution of the A. from the functions: 
1 
(8) A· - A· (Di_ D ) 1 1 ' ..• ' i-1 
Thes~ functions are from some specific class; any stochastic d.ecision 
rule that will prescribe A. given Di. D • 1 , •. , i-1 
The functions 
i_;l 
- Ci +Ia. D io 1r r 
r=l .... 
compose the class of such linear decision rules used here. Charnes 
and Cooper suggest the method of characteristic functions to make the 
parameter approximation. For the decision rule for A,= D(A ),is a i i 
• 
product of the characteristic functions of the D involving the unknown 
r 
a in the argument: 
ir 
(10) 
TQe objective is to approximate the characteristic function(~ (t) ) A, 
1 
for the distribution obtained as a solution to the first problem so 
that the distribution (or density) function of <PD(A.) ( t)_ approximates 
1 
it; the method is to make appropriate choices of a . . This problem 1r 
may be approoched by approximatihg some subset of the cumulants 
. ,, 
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[3, pp. 185-186] of the distribution ·of A1. Alternately, one may 
minimize 
ex, i-1 2 
(11) J [ ~A ( t) - n ~D ( Q' • t) J dt r=O 1r i r 
-CX> 
" . 
which reduces, by Parseval's Theorem [ 42]_, to 
CX) 2 
(12) 2ff S[ PA (X) Pn(A.)<x>] dx i 1 
-ex:> 
~('•oj, 
where PA. (x) • the density function corresponding to ~ A. ( t) and lS 
1 1 
PD(A.)(X) is that corresponding to the decision rule. Other methods 
1 
exist; the point is that the possibilities are, in general, non-linear 
minimization problems since the air are unrestricted. Thus, this choice 
of objective functional and decision rule class has created a mixed 
integer linear problem and a non-linear problem. Except in isolated 
cases,no general solution algorithm exists. We reject this tack as 
failing our criteria of computational feasibility and maintenance of 
an L.P. algorithm. Further, it is not evident that the deviation from 
" " the conceptual formulation provided a better solution in terms of 
optimization or feasibility . 
For the special case of normality of the random variable and 
statistical independence between costs and the right-hand-side vector, 
which we naturally assume since costs are not random, a less complex 
solution appears. The problem of finding X = fb is reduced to a 
linear program. A specifjc example will serve to illustrate. The 
demand for a product is known only in the sense that it arises from a 
stationary, normal distribution (from period to period). The objective 
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will be to minimize the expected cost of contracting for delivery 
vehicles. This cost consists of two components: long term contracts 
(5 periods) and short term .contracts s one period); these are exhaustive 
' 
and mutually exclusive. The contract rates in ~ach period also have 
known distributions which depend upon the den1ands for transportation 
capacity. The problem is to.find the sequence of linear (in the demand 
variates) rules to minimize the objective function while maintaining 
certain violation limits upon the physical constraints. A fixed 
horizon of n periods is specified and the formulation is to: 
n 
Min E [ I (lj Lj + sj sj) ] 
j~l 
subject to: 5 
(13) 
where 
r ·' : ,,t 
',i,"· t 
Pr 
Pr 
{ I Li-j+i+ 
j=l 
5 
~ \ L . 1 
l l n-J+ 
j~l 
.i . 'l ,_ 
·~ .. ' n 
Di -- Demand in period i, D. r>J N (D., d:) (Note: Barred 
1 1 1 
variables will denote expected value) 
L .. Amount of long-term chartering (5 period) to be under-·--
• J 
taken in period j . To handle expirations, let L --j 
. 
0 if j ~ 0. 
/' 
sj - Amount of short term (one period) chartering to be under--
taked in period j . 
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li 
s 
i 
e1 
L 
(Di D )= Long term charter rates in period i . 
' ... ' 
n 
<Di, ••• , ! >= Short term charter rates in period • 1. n 
minimum probability which 
. . for maintaining the 
-
lS given 
-
-
constraint in period 
. 
1 . 
c-harter level that must not be exceeded at 
the horizon with at least probability S 1 . n+ 
the end· of 
:1 
. ,, ---:.-•.': 
The essence of solving uncertainty problems is specifying a decision 
rule for the decision variables. Since we are restricting the class 
to linearity, the most general rule is: 
i-1 
L. l yik d Yi . 1 , + 1 - n - . . . ,. -l k 
where k=l 
The specification of L. must involve only (functions of) the D. through 
1 l 
period i-1, since this is the extent of knowledge when Li must be 
decided upon. The variables Y. are intend to account for possible 
1 
contributions of statistics of future Dk's. In fact, they will be 
found in a linear programming soluticn formulated with reference to 
(13). 
or 
Direct substitution of (14) into (13) gives 
n j-1 
-{I [ l yjk + vk] + Min E 1. dk sjsj} J 
j=l k=l 
n 
Min I [ (ljdk) yjk + lj'Yj + SjsJ 
j=l 
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( 15) 
subject to: 
5 i-j 
Pr {I I 
j=l k=l 
5· n-j 
{I \ Pr ) y ~ 
j=l k=l 
i-j 
y i-j+l, 
n-j+l,kdk 
5 
kdk + I y i-J+l 
j=l I 
5 
+ S ~ d + D1 i i 
+ \ ~ 
L n-j+l ~ L} 2!: S n+l 
Pr { I y ikdk + y i :2 O } ~ a i 
k~l ' 
. 
} :2 e i 
The latter inequality represents a generalization for the non-negativity 
requirement (i.e., cri < 1). In thi~ problem setting Li > 0 means that 
the policy is not to enter the chartering business. Negative values of 
L would come into existence when forward market prices made such a 
i 
policy profitable. 
ingly. 
An a.= 1 for all i would fix the decision unvary-
1 
We now assume that the dk are statistically independent. Through 
normality, any linear combination of normal variates, xj - N(µ.j, o/) , ' 
is 
m 
I 
i=l 
itself distributed normally [3, p. 212], That is, if y = a + 
m m o 
.--, \' 
ai x1 , then y ~ N ( l_, ai µ.i + a0 , l a~/~). Applying this princi-
i=l i=l 
ple to the inequalities in (15) we have, 
.. 
. ' 
( 16) 
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n-j 5 
'\ y - d L n-j+l,k k + \ '{ L n-j+l 
k-1 j=l 
Thus, the constraints become, 
.,, 
Pr (yt ~ D1) :2: 13 1 
(17) Pr [y ~ L) ~ ~ 
n+l n+l--
.-,.;, .. -' 
Pr lL. ~ o} > a. 
1 1 
·i =· l, ... , n 
These constraints may be expressed in terms of tabulated functions since 
for a normal variate y (µ,, cr2) , 
(18) 
1 
cc 
-i ta I e i - F ( D-µ,) Pr {v ~ D] dt -
=~ 
-
a 
D-µ. 
a 
,J 
where F(z) is the "ERF" function: 
1 
,-cc 
(19) F(z) = .jff j O e -l ta dt = F( -z) 
Similarly 
(20) 
L-µ 
1 J -! t2 L-µ, Pr (y ~ L} ~~ cr e dt = l + F ( ~) 
The constraints may now be rewritten as: 
l + F rL - Yn+l' ~ Q 
2 ~ - ) 1-Jn+l 
(21) 
a 
Yn+l 
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1 
- F( 'Y1)· :2: ~ :-
2 \ - i 
"- CJ ' L. 1 
Since Fis a monotonically increasing function, we may take the 
-1 inverse (F ) without altering the direction af the inequalities and 
rearrange to get: 
(22) L - y ~ F-l (~ - !) 
n+l n+l 
For ~i ~ i, Charnes and Cooper [43) show that 
(23) L - y n+l 2: 0 
'Y. ~ 0 
1 
.. 
(J 
Yn+l 
so that (22) may be squared without altering the inequality direction, 
(24) (L - - 2 ~ [ F-l (S _ ! ) ]2 CJ 2 Y n+l) 
n+l Yn+l 
\ 
~ ~ [F-1 1 ,. 
From (4) and noting that dk: 0 
(25) 
.t 
• 5 
E (yi) = I yi-j+l + 8 1 
j=l 
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5 
. E (Yn+l) = I y n-j+l 
j=l 
. .· 
.. 
Through a purely algebraic rewriting of the terms involving the double 
5 i-j 
sum ') ') it is possible to write the constraints as 
-~ [....J 
j=l k=l 
(26) 
where, 
i-1 
"1 - [F-1<1'.11 - i>J2 [cfi + I oik {J .? o 
k=l 
\) 
n+l 
i-1 
~ 0 
Yt - [F-l (ai - i>J2 [ I Yi~~] :2c O 
"i' 5 ik ~ O 
\) 
n+l 
- - 2 
- (L - Yn+l) 
k=l 
n 
- ii >a i 
= (L - l Yn-j+l)2 
j=l 
1"; 
~ •· . . '-
Oik = Linear sume of terms in yij' see [43) 
The problem may now be solved along the line of certainty equivalence. 
The solution involves solving this quadratic problem, i.e., minimizing 
the functional of (15) subj~ct to (26), and substituting the optimal 
St, Yi: and Y! into the linear decision rule (14) as the dk materialize 
,;..· 
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period-by period. This quadratic problem, ~for which solutions of the 
type developed by Hartley [57] are available, may be reduced to a linear 
problem if 
( 27) for j ! k 
··-·- Tbis assumption .. impl·ies .. --(through _cov=O) no statistic:al correlation 
between the long-term rate and the deviations in demand, but nothing more 
general. The functional becomes, 
( 28) n 
\ 1.y. L 1 1 
i=l 
' 
so that neither yjk nor o1k are involved in the functional. These 
variables may, therefore, be adjusted in the constraints without 
functional cost penalties if it is profitable in terms of the functional 
variables. 
i-1 For example, if 
\6.ka2 L 1 k 
k=l 
i-1 
.--, 
orly ik~ 
k---.1 
is reduced, the 
range of ~i is increased and minimization is furthered. If, there-
fore, 6 = 0: 
ik 
. ( 29) 
V ~ 0 
n+l 
y, ~ 0 
1 
Taking the squar~ roots and using the definitions given for (26): 
5 
I -1 ' = s + 'V - Di ~ F ( Q i-1 ) cr i ~ o i 'i-j+l t-J 2 
(30) 
• ; ..... ,
j=l 
5 
~ 
- \ y ~ 0 ) n-j+l 
L...J j=l 
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Thus, the problem is one of solving for v1 , 61 in 
(31) 
n 
Min I. I 1y 1 + l, S1s1 _,. 
i=l 
subject to: 
5 
I y i-j+l 
j=l 
• ·:--1·--· . .,, -· 
5 
\ 
- i) - Ly n-j+l ~ - L 
j=l 
..~; 
The results of the solution to this linear program are utilized as 
before, step by step to evaluate the linear decision rule. 
In summary, the major assumptions which make this simplified solu-
tion possible are normality of the data and statistical independence 
among d and between 1 and dk for jfk. The former assumption seems 
k j 
reasonable as the deviations probably would be sufficiently confounded 
:. ·-. 
by the practial setting so as to be independent. The latter assumption, 
grounded in mathematical requirements, seems equally valid. By and large 
the level of demand, rather than its fluctuation is the major factor in 
such a costing process; although some correlation probably exists in 
almost any setting similar to our example. In this case, the complexi-
ties created by the choice of a class of decision rules were reduced 
by our assumptions. That is, the general quadratic problem of (26) 
was avoided. There is somt expansion due to the added constraints which 
restricts the power of the model. Again, the difference between the 
conceptual model is the decision rule and again we find no valid reason 
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to deviate from the conceptual model approach which avoids the increase 
in computation and interpretation necessary here. 
Major ~ttention has also been-given to finding a detif~iriisti~ 
equivalent under a chance-constraint formulation [40, 41]. Let us 
1"1"'·- --- ................ •. :•,·":'--..... ~--- ' -·~···-
.. 
look at three policy objectives: 
1..i:s, 
1. Maximize the expected value of the objective function, 
~. 
2. Minimize the variance of the objective function and 
3. Maximize the probability that the value of the objective 
function will exceed a specified value. 
I 
"Deterministic eqffvalents" for these three objectives will be established 
and the resulting formulation analyzed. The deterministic programming 
problem into which randomness will be introduced is to 
Maximize C·X 1 
subject to: 
(32) AX~ b 
X ~ 0 
Since the dual of this problem would be to min b'Y subject to A'Y ~ C' 
and Y > 0 and since this latter formulation parallels the production 
smoothing formulation, transferrence of the results obtained here is 
possible. The chance-constrained formulation which will replace (32) 
is: 
Optimize f (C,X) 
(33) ubject to: 
Pr (AX ~ b) ~ a 
where Pr means "probability" and now A, b and C may have some or all 
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of their elements as random variables, with known stationary distri-
butions. The vector a has as its elements, ai, the probability constant
s 
indicating the allowable violation of the constraints. That is, the 
ith constraint may be violated no more than~. = 1 - a· fraction of the 1 i 
time. The problem will now be restated as that of choosing a suitable 
decision rule, 
(34) X = ~ (A, b, C) 
with~ to be selected such that (33) will be satisfied. ~ will be 
picked from some class of functions and f (C,X) is to be optimized by 
reference to that class. The manner in which~ is chosen and restricted
 
is dictated by the policy of the decision maker. For example, to study 
what we have termed the expected value problem, ~ would be defined 
such that the resulting X elements would be assigned numerical values. 
Such a reduction of the stochastic problem to a deterministic one is 
called by Charnes [40] a certainty equivalent relation. Alternately, 
~ may be chosen such that the diatribution of ·E(C,X) may be studied 
as in section III-A. In order to study three deterministic equivalents 
the decision rule, X = ~ (A,b,C) will be delimited to the class 
(35) X = B bmxl nxm 
where B will be determined by the probabilistic constraints 
Pr [AX~ b] ~ a . A specific formulation of this concept is 
Min E [ \ c . P . + ( c1 ) . I . ] l 1 1 1 1 
subject to r r 
(36) r=l, .... , n 
i=l i=l i=l, ... , n 
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where 
Pr (P1 ~ 0) = 1 
P1 = production 
rate in period i. 
·l i = inventory a
t end of period i (i0 is initial inventory) 
D1 = Demand in
 period i: ·a random variable. 
( c1 ) 1 = storage cost p
er unit in period i. 
c 1 = production cost per 
unit in period i. 
Examination of (33) reveals that the objective is to minimize
 the 
expected value of a linear function of producti
on and inventory. This 
objective, therefore, corresponds to the "here-and-nO\v" probl
em. The 
constraints imply that 1) cumulative production (plus in
itial inventory) 
must exceed cumulative demand with a probabilit
y a and 2), production 
must be non-negative. That is, the formulation
 presented here is 
essentially that of the production smoothing fo
rmulation. The major 
difference is that the stock out (shortage) situation has 
been repre-
sented here by some maximum allowable chance, S, rather
 than by a 
cost such as ( ~) .. 1 
The methodology of the solution must be such th
at the P is known i r 
at the beginning of the period to which it appl
ies. Since br = I 
i=l 
D. , 
1 
if (35) is made to be X = (r, o) b where f is lower triangula
r we·have 
a 1 inear rule: 
fl 
r r 
(37) l Di = I yri Di + 6r 
i=l i=l 
r=l, ... , n 
/1. 
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where: 
.\ 
Yri' 6r = scalars 
'Yr ~-0 for each r 
The objective is then to select the deterministic equivalent for (37) 
sticli that y . and o values can be arranged. The procedure, providing 
rJ r 
us with real insight into the 
tt • ,, 
cornpensat 1ng " 
tt 
nature of the here-and-now 
or two-stage methodology, is: at the start of period 1 (j=l), set P1 = 61 ; 
at the start of period 2, after Di. has been observed, choose P1 + P2 = 
Y21 D.i. + 62 ; at the start of period 3, after Di. and D,a have been observed,
 
choose P1 + P2 + P3 = y31 Di + y32 + D.a + y3 • The key is, of course, 
that the deterministic equivalent provides 6. , 6, values which in turn Jr r 
provide the set of relations (37) that generate the P values. Specifi-J 
cally, when the decision rule (37) is applied to the constraints in 
(36) we have: 
r-1 r-1 
(38) Pr ( I + P ~ D I · \ P. - ) Di = I ) ~ a r - 1 , .•. , n r r r L 1 !-.J r r 
i=l i=l 
The interpretation is that given the inventory position at the beginning
 
of any period r, (and hen~e, the demand through period r-1) the problem 
is to determine Pr such that Dr will be satisfied with probability ar. 
There is implied here a requirement that the choice of Bin (35) must 
have some consistency with the left-hand matrix A in the constraints of 
(33). 
The expected value model of chance-constrained will be presented 
first: 
10~ 
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ubject to: 
(39) 
Max E (C•X) 
Pr (AX ~ b) ~ <l' 
X ~ 0 
·· x·= Bb 
The development will assume that the matrix A has constant elements 
but that band C may have any or all of the elements as random varia-
bles. Further, band C will be assumed uncorrelated although even 
if their respective components are correlated the determ.inistic 
equivalent will result in a linear objective function, as will be 
seen. If X = Bb is substituted into max E(C·X) all the elements 
become deterministic: Max E(C) B E(b). Define µc= E(C) and µb = E(b). 
With a similar substitution in the constraints of (39)and rewriting 
I 
~t the objective function we have 
Min -µc B µ,b 
( 40) subject to: 
1 
Pr (ABb ~ b) ~ a 
~ Now let b = b - µb, a' -i 
(a 1 , ••. , a. ) so that a~ is the ith rON i 1n 1 
/\ I\ 
of A. Also, assume that the frequency distributions of (a~ B b - b.) 1 1 
are 1) symmetric and 2) completely specified by the first two moments. 
This is not restrictive since the distributions of band Care not so 
constrained and Ben-Israel [40] allows for relaxing the conditions for 
large a .. With a final assumption that (a~ B b-b.) is normally dis-
1 1 1 
tributed. We are now is a position to remove the remaining random 
variables in the formulation. Thus, 
1. Since ~O can be written as -~0, all the constraints may be put 
under the form AX~b. 
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(41) Pr (a' Bb -
i 
If E(ii - a i ~)2 > 0 
(42) 
as: 
(43) 
or 
(44) 
Pr (z 
i 
F ( 
i 
-µ,b. + 
1 
b ~ 0) - Pr (b 
i i 
.. 
I\ 
- Pr (b i 
(for development 
, ... 
- a' 
i 
Bb ~ 0) 
" 
- a' Bb ~-µ, + a' B µ, 
i bi i 
simplification ) ' then 
b.-a~B b' 
1 1 
b 
we'may thus write the constraints of (41) 
a' B µ, 
i b ) 
' 
' 2() 2 
- ai B b 
-- - - -·- -- -
where Fi is the cumulative distribution for the standard normal variate 
z . If, as is generally true in managerial problems, and specifically 
i 
adequate in production smoothing, a~ 0.5 from {44) 
(45) 
-µ, + a' B µ, bi i b -1 = 
--.iiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiaia ~ F · ( O' ) -
{ 
I\ f\ 2 • 1 i 
1 E(b. - a~ B b) 1 1 
where K > 0 for all i. Since each lC __ . is a fixed. number, we are close 
~-
&"Q'l 
1 
to a deterministic equivalent. Introduce new variables vi and write 
(45) as a pair of constraints, 
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) (46a) 
or 
(46b)' 
•; 
;.t.bi + a' B µ, s -v S -~ i b i i 
· A /\ 2 
E(b -a' B b) ~ 0 
i i 
µ.b - a''B 1,1. :?! v :I!: Ka .. /E(~ -a' a-i) 21 .? o 
i i b i i-v i i 
... -
. 
Noting 'the non-negativity of (46b) we may square the expressions without '-'>"'~- . ... 
changing the inequality direction: 
-ai B µ,b - vi :? -µb 
i 
(47) -Krt~ E ci. a~ B ~)2 
a ~ 0 
- + vi 1 1 
1 
Tbus, an equivalent problem to (39) may be written without the 
explicit presence of random elements:. 
subject to: 
µ, 1 (B) - v 1:2: 0 
(48) 
-K 2 r?_ (B) + Ka~ µ.2 (B) + / ·~ 0 
-1l'i 1 1 i i 
V :2: 0 
i 
where: 
µ. ~ ( B) = ( µ, b . - a' B µ, b) 
1 1 i 
Becauseµ. (B) - v. ~ 0 is a collection of half spaces and -Ka_~ d3_ (B) 
· 1 1 1 
+ K 2 µ~ (B) + v 1
2 ~ 0 corresponds 
Ci . 1 
1 
~lliptic hyperboloid the problem 
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to one nappe and the interior of an 
,,,.. 
_,.,;· is ontf of convex programming. A similar 
~--
' 
-1 
• I 
. \ 
analysis for the objective Min E(CX - c0 x0 ) 2 under the constraints of (39), 
called ,, '' the minimum variance model, leads to 
~ ~ 
(49) 
..• , 
subject to: 
2 
, · Min E( CBb - c0x0 ) 
V. ~ 0 
1 
Again, this is a convex programming problem. In fact, the constraints 
are the same as for the expected value model. This implies that any 
difference in the values of bjk' v 1 must be due to the alternation be-
tween an expected value model and a variance model. A third formu-
lation, a "maximum probability" model, attempts to maximize Pr (CX ;:?: c0 x0 ) 
subject to the constraints of (39). Again, a convex deterministic 
equivalent may be formulated, more complicated than (48) or (49) 
but similar in solution principles. 
Methods of solution for convex programming problems are well-
defined and extended linear programming techniques are available. 
The major difficulty is the enlargement of the problem. However, 
Hartley [ss] has developed an adaptation of the revised simplex tech-
nique using the· product form of the inverse without excessive expansion 
of the problem size (once given the convex form) so that linear pro-
gramming techniques are applicable. Unfortunately, few revised sim-
plex algorithms are progranuned and available so that the computer alter-
110 
·' 
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1 
natives may be limited. Given such a program, though, the solution 
of either expected value, variance or probability models of the pro-
duction smoothing problem by certainty equivalents is ass~red. 
-· - ·--------- - --· .--· - . -·-- ___ ,-_________ _ The use of the conceptual model's rule, X = b, simplifies the 
expected value rule to linearity._ --The ___ lat-ter- two aa_ses are changed 
only slightly so that a convex problem still arises. The resulting 
computational difficulty (size) is formidable if the original problem 
is large. It seems logical, then, that only if there were an over-
whelming reason to assume one of these three objective functions 
should the conceptual model be avoided. Further, since all the approaches 
settle on an "equivalence" algorithm there is no theoretical reason, 
in terms of optimization, to choose any of these above the conceptual 
approach. 
· .. _. 
,· 
1. Century Inc., N. Y., has programmed a maximizing routine for 100 x 
2000 matrices for IBM #1401 and 1410. 
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IV-A. SUMMARY EVALUATION 
Of the three methods examined, chance constrained pro.gramming 
most closely fits our conceptual model. Deviation from our standard 
in terms of the decision rule for X and/or the objective function led, 
in general, to con1putationally difficult, non-linear problems. Only 
when the rationale for choosing an objective function other than 
'' tt 
. optimize C•X is strong should these policies be considered. 
The distribution solutions are generally unacceptable. The 
~ analytic approach is based on expected values (a level of 0.5) and 
extensive approximation. The enum~rative technique is computationally 
poor except for problems of trivial size. The range-of-values method, 
however, provides a.good starting point to evaluate the effect of the 
stochastic variation on the objective function. It was shown to be a 
special case of the conceptual model. 
Two-stage solutions were shown to be an alternate method (to 
chance constrained programming) for avoiding infeasibility with a certain 
confidence level by costing a " " slack vector. The computational aspects, 
however, are not suitable for continuous random variates: discreteness 
ot a discrete approximation is necessary and practical only with a 
limited number of probability points. The expected value solution, in 
a maximizing sense, was shown to be an upper bound for the solution to 
" . " the here-and-now two-stage problem. The conceptual model allows us 
to state, therefore, that the feasibility of "here.!..and-now'' always 
exceeds a = 0.5. 
In terms of: 1.) insight into the feasibility and optimizing 
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characteristics of the mechanism, 2.) tne simplicity of the algorithm 
and 3.) ·applicability to the smooth.ing model, the conceptual model 
formulation seems superior to any of the other existing methods. 
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IV-B. RECOM?.IENDATIONS FOR FURTHER RESEARCH 
Two areas are proposed for further investigation: the introduc-
tion of randomness into the left-hand-side constraint matrix and 
speci-
fications for constraint failure in specific model applications. 
The development of a generalized conceptual model capable of 
dealing with random coefficients in both the A matrix and the b 
vector 
would provide a significant contribution to the field of stochas
tic 
programming. The conditions imposed on the model would be those 
of 
this paper: maintenance of a linear formulation without comput
ational 
expansion. The difficulties arise in the attainment of feasibili
ty. 
For-consider them-dimensional space whose elements are the vecto
rs b 
and a., where [a; j=l, ••• ,n} are the columns of A. This space is J j . 
called the " . " requirements space and for a solution to be feasible
,b 
must be an element of the polyhedral cone generated by the aj• Thus 
we must consider not only the solution space of our model but the
 re-
quirements space and the subsequent relationship (perhaps complex) among 
band a1 , ••• ,~. The approach to this task is, at best, 
not obvious. 
In our discussion of the conceptual model (Section II-A), it was 
noted that there is a limitation in the kind of constraint failur
e that 
can be handled. It would be an extremely practical step if, for
 given 
policy situations, the weighting of failure among the inequation
s could 
be considered.· Again we impose the conceptual model criteria of 
lin-
earity and computationa~ ease. The major difficu}ty in this assignment 
is the non-linear nature of the weighting. That is, operation o
n the 
probability statements Pr(AX~b)>a may affect the linear equivalence 
114 
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-~b which is the essence of the model. Again the proper course is 
not obvious but the reward would be of real practical value. 
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· Research engineer in production and inventory methods 
r-· 
December, 1960 to present. 
Professional Organizations 
Associate member, Operations Research Society of America 
American Institute of Industrial Engineers. 
Publications 
It 
Elmaghraby, S. E., and R. T. Cole, On the Control of Pro-
" duction in Small Job Shops, Journal of the A.I.I.E., 
July - August, 1963, pp. 186-196 . 
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