In this paper, we consider geometric structures on a simplicial complex. Rivin considered geometric structures on a 2-simplicial complex which is homeomorphic to an orientable surface when some values are assigned to the edges of the simplicial complex and the assigned values are distributed to the vertices of the 2-faces as their angles. We extend his results to the case where a 2-simplicial complex is not homeomorphic to a surface and also discuss geometric structures on a 3-simplicial complex which is homeomorphic to a 3-manifold.
Introduction
In [3] and [5] , Rivin considered geometric structures on a 2-simplicial complex which is homeomorphic to an orientable surface when some values are assigned to the edges of the simplicial complex and the assigned values are distributed to the vertices of the 2-faces as their angles. If there is a distribution such that the sum of the angles of each 2-face is equal to , then each 2-face can be realized as a Euclidean triangle. The realization is called a locally Euclidean structure on the simplicial complex. Furthermore if any adjacent facets are glued isometrically at corresponding edges, the realization is called a singular Euclidean structure on the simplicial complex. In [5] , Rivin present a necessary and sufficient condition of the assignments in order for a 2-simplicial complex which is homeomorphic to an orientable surface to admit locally Euclidean structures. Furthermore in [3] , he proved that there exists a unique singular Euclidean structure in the locally Euclidean structures on the simplicial complex coming from some assignment. In this paper, we will extend his results. First we prepare some elementary notations.
A simplicial complex C is a finite set of simplices in some Euclidean space such that (1) if 2 C , all the faces of (including the empty set) are contained in C , and (2) if ; 0 2 C , then \ 0 is a face of both and 0 . The 0-dimensional simplices in C are the vertices, the 1-dimensional simplices are the edges of C . The inclusion-maximum faces are the facets of C . We denote the set of all edges of C by EðC Þ and the set of all 2-faces of C by FðC Þ. The dimension of C is the largest dimension of a facet. If all facets of C have the same dimension, then C is called pure. In particular, the simplicial complex which has only the empty set as a face is a pure simplicial complex of dimension À1, with a single facet. The union jC j of the simplices of C is called the underlying space of C . If jC j is homeomorphic to a manifold M, then C is a triangulation of M. In this paper, we also say that C is homeomorphic to M if C is a triangulation of M. A k-skeleton of a simplicial complex is a subcomplex made of all faces of the simplicial complex whose dimensions are at most k.
Definition. Let S be a compact connected pure 2-simplicial complex. For any facet F of S, if F \ fS n Fg is a pure 1-simplicial complex, then S is called a branched surface.
We consider a function w : EðC Þ ! ð0; Þ and call it a weight of the edges of C , or simply a weight of C . Now assume that some weight w of C is given. Let e be an edge of C . Let A; B be the vertices of e and ABC 1 ; ABC 2 ; . . . ; ABC n be the 2-faces of C which contain e. Consider the distribution of wðeÞ to C 1 ; C 2 ; Á Á Á C n such that each distributed value is positive. We regard each distributed value as the angle at each vertex. See Fig. 1 .
Definition. Let C be a branched surface or a compact connected pure 3-simplicial complex which is homeomorphic to a 3-manifold, and n be the dimension of C . If each facet of C can be realized as a Euclidean triangle or a Euclidean tetrahedron respectively and any adjacent facets are glued isometrically at corresponding ðn À 1Þ-faces, then the realization is called a singular Euclidean structure on C .
For a branched surface, we will prove the following theorem. Furthermore we will prove the following theorem.
Theorem 4.2. Let C be a compact connected pure 3-simplicial complex which is homeomorphic to a 3-manifold and w be a weight of C . Let S be the 2-skeleton of C . Let F 0 be a subset of FðSÞ and E 0 be the set of all edges contained in an element of F 0 . Suppose that each F 0 satisfies X In Sect. 2, we will consider a necessary and sufficient condition of a weight of a branched surface in order for each 2-face of the branched surface to be realized as a Euclidean triangle. We will regard the set of the realizations as the feasible region of a linear program and use some well-known results of linear programming.
In Sect. 3, we will consider the gluings of the adjacent 2-faces of a branched surface. For the purpose, we will use some results of hyperbolic geometry.
Remark. (1) The proof of Theorem 4.1 can be proceeded almost parallel to [3] and [5] . But we will give precise proofs because the definition of a weight is different from the ''dihedral angle'' stated in [3] and [5] . (2) In [3] and [5] , Rivin considered only the case where a surface is orientable. But the orientability is not an essential restriction. In fact, we can prove the same statements in the nonorientable cases (Compare Definition 3.5 and Definition 6.4 in [3] ). In this paper, we will consider both cases implicitly.
Locally Euclidean Structures
In this section, we consider a necessary and sufficient condition of a weight of a branched surface in order for the branched surface to admit locally Euclidean structures, which is stated in the following definition.
Definition. Assume that some positive values are assigned to the vertices of the 2-faces of a branched surface and the sum of the assigned values of each 2-face is equal to , then each 2-face can be realized as a Euclidean triangle. The realization is called a locally Euclidean structure on the branched surface.
First we consider a necessary condition. Let S be a branched surface and w be a weight of S. The following statement arises naturally. Proof. The assertion follows immediately from the definition of a weight.
Ã Next we will see that the necessary condition above turns out to be a sufficient condition, that is, if w satisfies the condition of Lemma 2.1, then S always admits locally Euclidean structures. To see that, we regard the set of the locally Euclidean structures on S coming from w as the feasible region of a linear program. Furthermore we use the following theorem, which is known as Duality Theorem of linear programming. See [1] for the proof of Duality Theorem. Also see [1] or [5] for basic notations of linear programming. Theorem 2.2 (Duality Theorem). Let P be a linear program of the form: minimize cx T ; subject to the constraints Ax T ¼ a T and x ! 0:
Then the dual program P Ã is the following form:
maximize a T ; subject to the constraints A c T :
The feasible region of P is empty if and only if the objective function of P Ã is not bounded. Conversely, the feasible region of P Ã is empty if and only if the objective function of P is not bounded. If neither feasible region is empty, then the values of the objective functions of P and P Ã are equal.
Now we set a linear program corresponding to the locally Euclidean structures on S coming from w. Let l ¼ jFðSÞj and m ¼ jEðSÞj. Let valðeÞ be the valence of the edge e of S. Consider the following linear program. Minimize ð0; . . . ; 0Þ Á ð 1 ; 1 ; 1 ; . . . ; l ; l ; l Þ T , subject to 1. each angle is strictly positive, 2. for each 2-face t, the sum of three angles t þ t þ t is equal to , 3. for each edge e, wðeÞ ¼ P valðeÞ i¼1 i where each i is the angle at the vertex which is opposite to e. At first, we loosen the first constraint as each angle may be 0, and denote the linear program by P. We can express P using a matrix as the following. 
Then the dual program of P turns out to be the following form.
Maximize Fðu; vÞ ¼ P t2FðSÞ u t þ P e2EðSÞ wðeÞv e , subject to 1. u t þ v e 0 whenever e is an edge of t. Lemma 2.3. If the condition of Lemma 2.1 is satisfied, then the objective function Fðu; vÞ of the dual program of P is nonpositive, and it is equal to 0 if and only if there exists a value u such that u t ¼ Àv e ¼ u for all t 2 FðSÞ and all e 2 EðSÞ. 
Then the dual program of P 0 turns out to be the following.
Maximize Fðu; vÞ ¼ P t2FðSÞ u t þ P e2EðSÞ wðeÞv e , subject to 1. u t þ v e 0 whenever e is an edge of t, 2. 3 P t2FðSÞ u t þ P e2EðSÞ valðeÞv e À1.
Lemma 2.4. The optimal value of the objective function of the dual program of P 0 is strictly negative.
Proof. Suppose the contrary. Then by Lemma 2.3, u t ¼ Àv e ¼ u for some u. In this case, the left hand side of the second constraint is We denote the set of all locally Euclidean structures on S coming from w by AðS; wÞ. It is a subset of R 3l whose coordinates are the angles of the 2-faces of S.
Singular Euclidean Structures
In this section, we consider when S admits a singular Euclidean structure. To discuss that, we will use some results of hyperbolic geometry. At first, we prepare some elementary notations.
Consider the upper half-space model of H 3 and an ideal simplex in it. Let A, B, C, 1 be the vertices of the ideal simplex, and , , be the dihedral angles at the edges 1A, 1B, 1C respectively. Notice that , , are equal to the angles of the triangle ABC on xy-plane which is seen as a Euclidean triangle. According to the Milnor's formula (see [2] or [6] ), the volume of the ideal simplex is expressed as the following:
where LðxÞ is the Lobachevsky function
Remark. Usually the integrand of (3) is denoted by log j2 sin j. But we will only consider the case where each angle is less than . Then we adopt the definition above.
Definition.
A volume V ðA Þ of a locally Euclidean structure A 2 AðS; wÞ is the sum of the volumes of the ideal simplices of which dihedral angles are equal to the angles of the 2-faces which are assigned from A .
Lemma 3.2. V is convex on AðS; wÞ.
Proof. From Lemma 3.1, V is convex on fð 1 ; 1 ; 1 ; . . .
The constraints from a weight determines an affine subspace, then V is convex on AðS; wÞ. Ã Lemma 3.3. If AðS; wÞ is not empty, then V has only one critical point on AðS; wÞ which gives the maximum value.
Proof. Let AðS; wÞ be the closure of AðS; wÞ. The closure AðS; wÞ is compact and V is continuous on it. Then to prove the assertion, it is sufficient to show that the critical point is not on @AðS; wÞ. Let p 2 @AðS; wÞ and q 2 int AðS; wÞ. Let p i and q i be the i-th coordinates of p and q respectively. We may assume that q is sufficiently close to p so that max 1 i n jq i À p i j < 1. Let v ¼ q À p and rðtÞ ¼ p þ tv. We will show that the inequality V ðp þ tvÞ > V ðpÞ holds for a sufficiently small value t. Reorder the coordinates of p as
Let MðpÞ ¼ min i 0 i n ðminðp i ; À p i ÞÞ, and assume that t < t 0 ¼ MðpÞ=ð2kvkÞ, then
Since the function logð2 sin xÞ is continuous on ð0; Þ and goes to À1 at both 0 and , we can take sufficiently small value t i for each 1 < i < i 0 so that the inequality
holds for 0 < t < t i . Let t min ¼ minðt 1 ; . . . ; t i 0 Þ. Then the inequality f 0 ðtÞ > 0 holds for 0 < t < t min from (4) and (5) . By the mean value theorem, there exists some value for 0 < < t min such that V ðrðt min ÞÞ À V ðpÞ ¼ f ðt min Þ À f ð0Þ ¼ f 0 ðÞ. Thus V ðrðt min ÞÞ ¼ f ðt min Þ > f ð0Þ ¼ V ðpÞ. Ã Now we consider the gluings of the adjacent 2-faces of S which admits the locally Euclidean structures coming from w. Let c Ã ¼ ft 1 ; t 2 ; . . . ; t k ¼ t 1 g be an ordered collection of the 2-faces of S such that t i and t j share an edge if ji À jj ¼ 1. The collection c Ã is called a dual cycle of S.
Definition. Let t i be a Euclidean triangle and assign t i ¼ ABC satisfying AB ¼ t iÀ1 \ t i and AC ¼ t i \ t iþ1 . The dilatation of t i with respect to the vertex A is the quantity Dðt i ; AÞ ¼ log jACj À log jABj.
The next lemma follows immediately.
Lemma 3.4. Let , , be the angles of a triangle t ¼ ABC respectively. Then Dðt; AÞ ¼ log sin À log sin .
Lemma 3.5. There exists a singular Euclidean structure on S if and only if the holonomies of all dual cycles of S are equal to 0.
Proof. First we assume that the holonomies of all dual cycles of S are equal to 0. Take some base 2-face t 1 . For any other 2-face t, take a chain of 2-faces a Ã ¼ ft 1 ; . . . ; t k ¼ tg such that t i and t iþ1 share the edge e i . This fixes the size of t, and the vanishings of the holonomies assure that this size is independent of the choice of the chain a Ã . Conversely, if there is a singular Euclidean structure of S, the ratios of the lengths of edges are independent of the chain connecting them, and hence the holonomies of all dual cycles of S are equal to 0. Ã Lemma 3.6. The holonomies of all dual cycles of S are equal to 0 at the critical point of V .
Proof. We consider the volume V as a function of R 3jFðSÞj of which coordinates are the angles of the 2-faces of S. There are the constraints which are the equations t þ t þ t ¼ at each t 2 FðSÞ and P valðeÞ i¼1 i ¼ wðeÞ at each e 2 EðSÞ.
From Lemma 3.3, the volume V has one critical point (and also it gives the maximum value). Let M be the critical point. Take F as
from the Lagrange's method of indeterminate coefficients. Let m j be the j-th coordinate of M. Let t j be the 2-face of S which contains j , and e j be the edge of t j which is opposite to j . Then
. Let e i ¼ t iÀ1 \ t i and e iþ1 ¼ t i \ t iþ1 . From (6) and Lemma 3.4, Dðt i ; v i Þ ¼ C 2 ðe iþ1 Þ À C 2 ðe i Þ at M. Thus the holonomies of all dual cycles are equal to 0. Ã The remainder of this section is devoted to prove that the singular Euclidean structure in AðS; wÞ is unique. In order to see the uniqueness, it is sufficient to show that any singular Euclidean structure is realized as a critical point of V ðA Þ. Lemma 3.7. There exists at most one singular Euclidean structure in all locally Euclidean structures on S coming from w.
Proof. We assume that the holonomies of all dual cycles are equal to 0, and construct ''Lagrange multipliers'' C 1 : FðSÞ ! R and C 2 : EðSÞ ! R. Since C 1 does not contribute to the holonomy, it is sufficient to construct C 2 . Let ABC be some 2-face of S and , , be the angles of the 2-face corresponding to the vertices A; B; C. It is clear that we can construct C 2 satisfying C 2 ðABÞ À C 2 ðACÞ ¼ logð2 sin Þ À logð2 sin Þ.
If there is a singular Euclidean structure on S coming from w, we take multipliers the same as above. So it is a critical point of V . On the other hand, there is only one critical point from Lemma 3.3. Then the singular Euclidean structure in AðS; wÞ is unique if it exists. Ã Theorem 3.8. If AðS; wÞ is not empty, then there is a unique singular Euclidean structure.
Proof. The assertion follows from Lemma 3.5 and Lemma 3.7. Ã
Three Dimensional Simplicial Complexes
From Sects. 2 and 3, we obtain the following theorem. For 3-simplicial complexes, we can prove the following theorem.
Theorem 4.2. Let C be a compact connected pure 3-simplicial complex which is homeomorphic to a 3-manifold and w be a weight of C . Let S be the 2-skeleton of C . Let F 0 be a subset of FðSÞ and E 0 be the set of all edges contained in an element of F 0 . Suppose that each F 0 satisfies X e2E 0 wðeÞ ! jF 0 j with equality if and only if F 0 ¼ FðSÞ or F 0 ¼ . Then C admits a singular Euclidean structure coming from w.
Proof. From Theorem 4.1, the 2-skeleton S admits a unique singular Euclidean structure if w satisfies the condition. Take a facet of C and consider its boundary. Let f be a 2-face of the boundary and v be the vertex opposite to f . Let e 1 , e 2 , e 3 be the edges contained in f . The sum P 3 i¼1 wðe i Þ is less than 3 because each wðe i Þ is less than . On the other hand, the sum of the angles of f is equal to . Consider the three 2-faces each of which contains v and e i . Then the sum of the angles at v must be less than 2. Similarly we can see the sum of the angles at each vertex is always less than 2.
Thus the boundary has a realization in R 3 . Notice that there are two realizations and we can exchange its interior for its exterior with exchanging the realizations. Then each facet of C can be realized in R 3 and the assertion follows. Ã
