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Resumo
Em um problema de amostragem sem reposic¸a˜o com probabilidades desiguais de
selec¸a˜o, Horvitz e Thompson (1952) propuseram um estimador na˜o viesado capaz de
estimar o total, a me´dia de uma varia´vel de interesse ou o tamanho populacional.
Ale´m dos estimadores pontuais, pode-se estimar intervalos de poss´ıveis estimativas
do paraˆmetro estudado por meio de estimadores intervalares. Portanto, este traba-
lho visa apresentar uma revisa˜o da metodologia utilizada para calcular os Intervalos
de Confianc¸a (IC) baseados no estimador de Horvitz-Thompson. Verificou-se que o
intervalo de confianc¸a cla´ssico, baseado na distribuic¸a˜o normal, e´ o mais utilizado
na literatura. Este IC necessita da variaˆncia populacional para ser calculado, por
isso, utilizou-se tambe´m o IC baseado na distribuic¸a˜o t-student, devido a variaˆncia
ser estimada e comparou-se o desempenho de diferentes estimadores da variaˆncia
apresentados na literatura com relac¸a˜o ao tamanho amostral. Verificou-se que nem
sempre os IC baseados na distribuic¸a˜o normal atingiram a cobertura nominal e que
os estimadores da variaˆncia, que independem da probabilidade de selec¸a˜o conjunta,
tiveram desempenho parecido ao estimador proposto por Yates e Grundy (1953) e
Sen (1953), em populac¸o˜es pequenas.
Palavras Chave: Amostragem, Estimador de Horvitz-Thompson, Intervalo de
Confianc¸a, Variaˆncia, Probabilidades desiguais de selec¸a˜o, Captura-Recaptura.
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Abstract
In a problem of sampling without replacement with unequal probability of selec-
tion, Horvitz e Thompson (1952) have given an estimator without bias capable of
estimates the total, the mean of a variable or the population size. Besides the point
estimators, it is possible to estimate the ranges of possibles estimates of the parameter
analyzed, by the intervals estimators. Therefore, this research has the main purpose
to show an overview about the methodologies used to compute the confidence interval
based on the Horviz-Thompson estimator. It was found that the classic confidence
interval, based on the normal distribution, it is the most used in the literature. This
interval needs that the population variance must be calculated, that is why, it was also
used the confidence interval based on the t-student distribution, because the variance
is estimated and then it was compared the performance of the different estimators of
variance showed in the literature with relation to the sample size. It was concluded
that not always the confidence interval based on the normal distribution reached the
nominal cover and that the estimators of variance that are independent of the joint
probability of selection had similar performance to the estimator given by Yates e
Grundy (1953) and Sen (1953) in small populations.




Nem sempre e´ poss´ıvel pesquisar todos os elementos da populac¸a˜o quando se deseja
obter informac¸o˜es populacionais. Uma soluc¸a˜o pass´ıvel de utilizac¸a˜o e´ selecionar uma
parte dos elementos da populac¸a˜o (amostras) e basear-se no resultado dessas amostras
para fazer infereˆncias com base nas informac¸o˜es levantadas.
Quando se coletam amostras de uma populac¸a˜o, o elemento pesquisado pode re-
tornar ou na˜o para a populac¸a˜o. Se o elemento retorna, ha´ a chance de ser selecionado
novamente e a probabilidade de selecionar qualquer elemento posteriormente na˜o e´
alterada, o que facilita os ca´lculos dos estimadores populacionais.
Entretanto, para o caso da amostragem sem reposic¸a˜o, as probabilidades de seleci-
onar os elementos sa˜o alteradas a cada retirada, o que dificulta um pouco os ca´lculos,
pore´m a variaˆncia do estimador do paraˆmetro e´ sempre menor do que no caso com
reposic¸a˜o (Cochran, 1977).
Outra variac¸a˜o na metodologia de amostragem e´ que a probabilidade de selec¸a˜o
dos elementos da populac¸a˜o pode ser igual ou desigual. Sabe-se que o uso de pro-
babilidades desiguais na selec¸a˜o da amostra pode trazer reduc¸o˜es considera´veis na
variaˆncia do estimador do paraˆmetro comparado a` amostragem com probabilidades
iguais de selec¸a˜o (Rao, 1963).
A partir das informac¸o˜es levantadas na amostra, os paraˆmetros populacionais de
interesse podem ser estimados por um u´nico valor (estimativas pontuais) ou podem
ser estimados por um intervalo de valores (estimativas intervalares).
Existem diversos estimadores pontuais na literatura, estimadores do tipo raza˜o,
regressa˜o, estimador de Ha´jek (1964), entre outros.
Um exemplo de estimador que produz estimativas pontuais para a me´dia, para
o total ou para o tamanho populacional, e´ conhecido como estimador de Horvitz-
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Thompson (HT).
Suponha que o universo (U) seja formado por N elementos (1, 2, ..., N). Horvitz e
Thompson (1952) propuseram o estimador para o total populacional (τ =
∑
i∈U yi) de
uma varia´vel de interesse Y , para amostras (s) com n unidades amostrais, selecionadas







sendo que yi representa a medida da varia´vel de interesse do i -e´simo elemento e pii e´
a probabilidade de inclusa˜o do i-e´simo elemento na amostra.
Considere por exemplo uma populac¸a˜o formada por treˆs domic´ılios em que esta˜o
sendo observadas as varia´veis renda bruta familiar mensal (em sala´rios mı´nimos) e o
nu´mero de trabalhadores em cada domic´ılio (Tabela 1).
Tabela 1: Populac¸a˜o de treˆs domic´ılios
Varia´vel Valor
Domic´ılio A B C
Renda 12 30 18
No Trabalhadores 1 3 2






Com o intuito de estimar a renda total dos domic´ılios, selecionaram-se aleato-
riamente duas unidades sem reposic¸a˜o de acordo com a varia´vel suplementar pro-
porc¸a˜o do nu´mero de trabalhadores no domic´ılio. Portanto, as amostras poss´ıveis
de serem geradas sa˜o S = {AB,AC,BA,BC,CA,CB}. Desse modo, a P (AB) =






, que e´ diferente de






. Sendo assim e´ poss´ıvel construir a tabela da distribuic¸a˜o amostral
de YˆHT (Tabela 2) e a tabela das probabilidades de selec¸a˜o dos domic´ılios (Tabela 3).
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Tabela 2: Distribuic¸a˜o amostral de YˆHT













δA 1 1 1 0 1 0
δB 1 0 1 1 0 1
δC 0 1 0 1 1 1
y¯ 21 15 21 24 15 24
YˆHT 64, 1 53, 4 64, 1 59, 8 53, 4 59, 8
Tabela 3: Probabilidades de selec¸a˜o conjunta
Domic´ılios A B C pi
A 0 0,27 0,15 0,42
B 0,27 0 0,58 0,85
C 0,15 0,58 0 0,73
pi 0,42 0,85 0,73 2
E´ poss´ıvel verificar que a esperanc¸a do estimador de HT e´ igual ao total popu-
lacional, neste caso, igual a τ =
∑
i∈U yi = 60. No exemplo apresentado, percebe-se
que a probabilidade de selecionar o domic´ılio i, i = A,B,C, na primeira retirada e´ a
proporc¸a˜o de trabalhadores em cada domic´ılio.
Horvitz e Thompson (1952) apresentaram o estimador para o total populacional,
sua variaˆncia e o estimador desta variaˆncia, mas na˜o fizeram menc¸a˜o ao Intervalo de
Confianc¸a (IC) para o total populacional.
Autores como Overton (1985), Yip et al. (1999), Stehman e Overton (1987) e
Yip et al. (2001) basearam-se na distribuic¸a˜o assinto´tica do estimador de Horvitz-




em que zα/2 e´ o quantil da distribuic¸a˜o normal a um n´ıvel de confianc¸a de 1 − α,
YˆHT e´ a forma gene´rica para o estimador de Horvitz-Thompson para um paraˆmetro
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populacional e Vˆ e´ a forma gene´rica para a variaˆncia estimada do estimador de
Horvitz-Thompson.
Desse modo, para a construc¸a˜o deste intervalo de confianc¸a necessita-se do estima-
dor da variaˆncia de HT. Os dois estimadores da variaˆncia de HT mais conhecidos sa˜o:
o estimador proposto por Horvitz e Thompson (1952) e o estimador proposto por Ya-
tes e Grundy (1953) e Sen (1953). Pore´m, o uso destes estimadores para amostragens
complexas, tal como amostragem com probabilidades desiguais de selec¸a˜o, e´ com-
plicado, pois esses estimadores abarcam em sua fo´rmula a probabilidade de selec¸a˜o
conjunta dos elementos i e j (piij). Para o ca´lculo de piij e´ necessa´rio o conhecimento de
todas as probabilidades dos pares de unidades serem inclu´ıdas na amostra, o que gera
enorme esforc¸o computacional em algumas situac¸o˜es. Um caminho para contornar
este problema, e´ a utilizac¸a˜o de aproximac¸o˜es para a probabilidade de selec¸a˜o con-
junta e posteriormente estimac¸a˜o da variaˆncia utilizando os estimadores supracitados.
Outra alternativa consiste em utilizar estimadores da variaˆncia que na˜o necessitem
da probabilidade conjunta de selec¸a˜o para serem calculados Deville (1999); Brewer e
Donadio (2003); Ha´jek (1964).
Portanto, este trabalho tem por objetivo primeiramente fazer uma revisa˜o dos in-
tervalos de confianc¸a baseados no estimador de Horvitz-Thompson. Posteriormente,
sera˜o investigadas as coberturas dos intervalos de confianc¸a baseados na distribuic¸a˜o
assinto´tica do estimador de Horvitz-Thompson (distribuic¸a˜o normal) e na distribuic¸a˜o
t-student, a` medida que o tamanho amostral aumenta. Sera˜o verificados tambe´m o
comportamento dos diferentes estimadores da variaˆncia, que dependem ou na˜o da
probabilidade de selec¸a˜o conjunta, nas simulac¸o˜es do trabalho para pequenas amos-
tras.
Esta dissertac¸a˜o esta´ organizada da seguinte forma: O Cap´ıtulo 1 apresenta o
estimador de Horvitz-Thompson, o ca´lculo exato e aproximado das probabilidade de
selec¸a˜o, diferentes estimadores da variaˆncia. O Cap´ıtulo 2 faz uma revisa˜o dos inter-
valos de confianc¸a utilizados para o paraˆmetro estimado pelo estimador de Horvitz-
Thompson. O Cap´ıtulo 3 apresenta a metodologia do trabalho e o Cap´ıtulo 4 descreve
os resultados das simulac¸o˜es realizadas. Por fim, o Cap´ıtulo 5 apresenta as concluso˜es,




Em um problema de amostragem aleato´ria sem reposic¸a˜o com probabilidades de-
siguais de selec¸a˜o, Horvitz e Thompson (1952) propuseram uma teoria geral para
estimar o total populacional e a me´dia de uma varia´vel de interesse. Sendo assim, o
presente Cap´ıtulo tem por desiderato apresentar os conceitos do estimador de HT.
1.1 O Estimador de Horvitz-Thompson
Horvitz e Thompson (1952) demonstraram uma teoria geral para estimar o total
populacional a partir de planos amostrais sem reposic¸a˜o, com probabilidade desigual
de selec¸a˜o. Sendo assim, seja o universo (U) formado por N elementos (1, 2, ..., N)
de onde se retira uma amostra (s), de tamanho n, sem reposic¸a˜o. O estimador linear
na˜o viesado do total populacional (τ =
∑
i∈U yi), de uma caracter´ıstica Y proposto













em que Ii =
 1 , se o elemento i esta´ inclu´ıdo na amostra0 , se o elemento i na˜o esta´ inclu´ıdo na amostra
e´ a varia´vel aleato´ria que especifica se o elemento i esta´ ou na˜o inclu´ıdo na amostra,
e yi representa a medida da varia´vel de interesse do i -e´simo elemento.
O estimador de HT podera´ ser aplicado, por exemplo, para obter a renda total de
uma populac¸a˜o ou o peso total de animais em determinado local. Outro paraˆmetro
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de singular interesse nos estudos em geral e´ a me´dia. Quando se divide a Equac¸a˜o









em que µˆHT permite estimar a renda me´dia de uma populac¸a˜o, o peso me´dio de
animais ou a me´dia de filhos das mulheres brasileiras.
Nas Equac¸o˜es (1.1) e (1.2) a probabilidade de inclusa˜o na amostra do i-e´simo
elemento e´ representada por pii, em que 0 < pii ≤ 1 (Horvitz e Thompson, 1952).
Seja s uma amostra de tamanho n extra´ıda da populac¸a˜o U com probabilidade











Erdo´s e Re´nyi (1959) e Ha´jek (1964) provaram que o estimador de Horvitz-
Thompson e´ assintoticamente Gaussiano para amostragem aleato´ria simples sem re-
posic¸a˜o, de acordo com Cardot e Josserand (2011). Esta prova assinto´tica e´ utilizada
por diversos autores (Cardot e Josserand, 2011; Cardot et al., 2013; Berger e Tor-
res, 2012) para construir intervalos de confianc¸a baseados no estimador de Horvitz-
Thompson.
1.2 Variaˆncia do Estimador de Horvitz-Thompson
Horvitz e Thompson (1952) apresentaram o estimador do total populacional jun-
tamente com a variaˆncia deste estimador dada por:













Para amostras de tamanho fixo, a variaˆncia tambe´m pode ser expressa por Yates
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e Grundy (1953); Sen (1953)















As expresso˜es sa˜o algebricamente ideˆnticas, mas quando pii ou piij sa˜o desiguais,
substituindo as quantidades amostrais nas expresso˜es da variaˆncia (1.5) e (1.6), elas
conduzem a diferentes estimadores da variaˆncia (Lohr, 2010). Tem-se que piij e´
a probabilidade de selec¸a˜o conjunta dos elementos i e j, em que
∑N
i=1 pii = n e∑N
i 6=j piij = (n − 1)pii e a probabilidade de selec¸a˜o pode ser obtida a partir de uma
varia´vel auxiliar.
(Horvitz e Thompson, 1952). O estimador da variaˆncia da forma (1.5), sugerido
por Horvitz e Thompson (1952) e´ dado por

















Trabalhando com a segunda expressa˜o da variaˆncia (1.6), sugerida por Yates e
Grundy (1953) e Sen (1953), o estimador da variaˆncia e´ obtido a partir da equac¸a˜o
















em que piij > 0 para todas as unidades da amostra.
Apesar de ambos os estimadores, (1.7) e (1.8), serem na˜o viesados, eles sa˜o dif´ıceis
de serem utilizados na pra´tica, pois para que seu ca´lculo seja realizado, necessita-se
que a probabilidade de selec¸a˜o conjunta seja conhecida. Este e´ um desafio para
muitos estudos, especialmente para grandes tamanhos amostrais. Ale´m do problema
relatado, em algumas situac¸o˜es, esses estimadores ainda apresentam a desvantagem
de produzir estimativas negativas para a variaˆncia (Lohr, 2010).
Uma alternativa, sugerida por Durbin (1953), para estimar a variaˆncia do esti-
mador de HT e contornar as dificuldades dos estimadores (1.7) e (1.8), e´ supor que
os elementos da amostra foram selecionados com reposic¸a˜o, e utilizar o estimador da














Esse estimador (1.9) e´ sempre na˜o negativo, e a probabilidade conjunta na˜o neces-
sita ser conhecida para que seu ca´lculo seja efetuado. No caso em que a amostragem
sem reposic¸a˜o e´ mais eficiente do que a amostragem com reposic¸a˜o, espera-se que o
estimador da variaˆncia no caso com reposic¸a˜o (1.9) superestime a variaˆncia. Pore´m,




Rao (1963) utilizando uma aproximac¸a˜o assinto´tica, derivou uma expressa˜o para
o estimador da variaˆncia de Horvitz-Thompson independente de piij . Para amostras
sem reposic¸a˜o e quando pii = npi em que pi =
xi∑
i∈U xi
e sob a restric¸a˜o de que xi ≤∑
i∈U xi
n
, sendo xi uma medida relacionada ao indiv´ıduo i, a fo´rmula de aproximac¸a˜o
da probabilidade de selec¸a˜o conjunta da ordem de N−3 (O(N−3)) e´




Substituindo a aproximac¸a˜o de piij na equac¸a˜o de Yates e Grundy (1953) e Sen
(1953) (1.8) retendo todos os termos para O(N1), tem-se o estimador de Rao para a



















Existem outras alternativas para o estimador da variaˆncia que na˜o necessitam da
probabilidade conjunta para serem calculados como apresentado em Brewer e Donadio














e outra por Deville (1999), que apresentou uma modificac¸a˜o do estimador (1.12)
1O somato´rio de pit na˜o aparece na Equac¸a˜o (23) do artigo de Rao (1963) que trata de uma
amostra de n elementos, mas aparece na Equac¸a˜o (17) que trata de uma amostra de 2 elementos.
Por isso se acredita que houve um esquecimento deste somato´rio por parte do autor.
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e ai = (1− pii)/
∑
j∈s(1− pij) para as fo´rmulas (1.12) e (1.13).
Outra opc¸a˜o para amostras de tamanho fixo, do estimador da variaˆncia de Horvitz-
Thompson, foi proposta por Brewer e Donadio (2003). Suponha que existam constan-






















em que a terceira forma de calcular ci e´ baseada na expressa˜o assinto´tica para piij
obtida por Hartley e Rao (1962).















As diferentes formas de estimar a variaˆncia do estimador de Horvitz-Thompson,




A a´rea de amostragem procura obter informac¸o˜es populacionais baseadas em re-
sultados de amostras. Para isso, os paraˆmetros populacionais desconhecidos, como
me´dia, total de uma varia´vel de interesse e tamanho populacional, sa˜o estimados por
estimadores pontuais ou intervalares, calculados a partir de informac¸o˜es da amostra.
Os estimadores pontuais teˆm por resultado um u´nico valor como estimativa. Ja´
os estimadores intervalares teˆm por resultado do processo de estimac¸a˜o, intervalos de
poss´ıveis valores do paraˆmetro estudado. A estimac¸a˜o intervalar possui o diferencial
de possibilitar o dimensionamento da magnitude do erro que se comete na estimac¸a˜o
do paraˆmetro de interesse.
Um exemplo de estimador pontual presente na literatura, e que e´ foco deste traba-
lho, e´ o estimador de Horvitz-Thompson (apresentado na Sec¸a˜o 1.1). Com o intuito
de estudar os estimadores intervalares baseados no estimador de HT, apresentados na
literatura, fez-se uma revisa˜o dos intervalos de confianc¸a para os paraˆmetros, total,
me´dia e tamanho populacional, baseados no estimador de HT.
2.1 Intervalo de Confianc¸a
O estimador de Horvitz-Thompson, apresentado no Cap´ıtulo 1, e´ um exemplo de
estimador pontual, ou seja, fornece um u´nico valor nume´rico como estimativa para
o total populacional de uma varia´vel de interesse. Em algumas situac¸o˜es pode ser
apresentada uma estimativa intervalar para o paraˆmetro de interesse.
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Definic¸a˜o (Mood et al. (1974)): Uma estimac¸a˜o intervalar do verdadeiro valor
do paraˆmetro θ e´ qualquer par de func¸o˜es, L(x1, ..., xn) e U(x1, ...xn), de uma amostra
que satisfac¸a L(x) ≤ U(x) para todo x ∈ X, em que x = (x1, ..., xn). Se X = x e´
observado, a infereˆncia L(x) ≤ θ ≤ U(x) e´ obtida. O intervalo aleato´rio [L(X), U(X)]
e´ chamado de estimador intervalar.
Destaca-se que estimadores intervalares junto com uma medida de confianc¸a sa˜o
por vezes conhecidos como intervalos de confianc¸a do tipo
P (L(x1, ...xn) ≤ θ ≤ U(x1, ..., xn)) = 1− α, (2.1)
em que 1− α e´ chamado de coeficiente de confianc¸a.
Uma interpretac¸a˜o para intervalo de confianc¸a de acordo com Magalha˜es e Lima
(2013) e´: se obtivermos va´rias amostras de mesmo tamanho e, para cada uma delas,
calcularmos os correspondentes intervalos de confianc¸a com coeficiente de confianc¸a
1−α, esperamos que a proporc¸a˜o de intervalos que contenham o valor de θ seja igual
a 1− α.
2.2 Intervalos de confianc¸a baseados no estimador
de Horvitz-Thompson
Stehman e Overton (1987) compararam o desempenho de dois estimadores da
variaˆncia de Horvitz-Thompson (estimador proposto por Horvitz e Thompson (1952)
(1.7) e o estimador proposto por Yates e Grundy (1953) e Sen (1953) (1.8)), para
situac¸o˜es de amostragem aleato´ria sistema´tica, com probabilidades desiguais e tama-
nho amostral fixo (n). Como visto na Sec¸a˜o 1.2, ambos os estimadores necessitam
da probabilidade de selec¸a˜o conjunta, ocasionando um enorme esforc¸o computacional
para serem calculados. Por este motivo o artigo de Stehman e Overton (1987) testou
duas fo´rmulas de aproximac¸a˜o de piij no ca´lculo dos estimadores (1.7) e (1.8):
• Vˆ 0HT = estimador da variaˆncia, proposto por Horvitz-Thompson (1.7) , calculado
utilizando pi0ij;
• Vˆ 0SY G = estimador da variaˆncia, proposto por Yates-Grundy e Sen (1.8) , cal-
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culado utilizando pi0ij;
• Vˆ hrHT = estimador da variaˆncia, proposto por Horvitz-Thompson (1.7) , calculado
utilizando pihrij ;
• Vˆ hrSY G = estimador da variaˆncia, proposto por Yates-Grundy e Sen (1.8) , cal-
culado utilizando pihrij .
em que a fo´rmula para aproximac¸a˜o da probabilidade de selec¸a˜o conjunta, proposta








2n− piipij , (2.2)
e a outra fo´rmula aproximada da probabilidade de selec¸a˜o conjunta e´ a fo´rmula trun-
cada de Hartley e Rao (1962)
pihrij =
(n− 1)piipij[






As amostras foram selecionadas de tal modo que a probabilidade de selec¸a˜o da




Com o objetivo de verificar as propriedades dos estimadores da variaˆncia (Vˆ 0HT ,




SY G), os autores utilizaram dois conjuntos de simulac¸o˜es. Para o pri-
meiro conjunto de simulac¸a˜o, denominado de Grupo 1 (Tabela 2.1), eles examinaram
dois conjuntos de dados (stream survey) e mais dois conjuntos de dados apresentados
na literatura.
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Tabela 2.1: Populac¸o˜es do Grupo 1
Populac¸a˜o N cv(x) cv(y) ρ(x, y) cv(y/x)
Sales 1 327 1,20 1,19 0,99 0,14
Paddy 2 108 0,69 0,78 0,79 0,39
Stream1 3 100 0,92 0,72 0,86 0,71
Stream2 3 100 0,66 0,52 0,81 0,41
1 Cumberland e Royall (1981), x = vendas brutas da em-
presa em 1974, y = vendas em 1975.
2 Murthy (1967), x = a´rea geogra´fica, y = a´rea sob as nu-
vens no inverno.
3 x = a´rea da bacia direta, y = comprimento do alcance.
Para o segundo conjunto de simulac¸o˜es, denominado de Grupo 2 (Tabela 2.2),
os autores geraram, a partir da estrutra dos dados Stream1, dados simulados com
N = 72, em que B sa˜o chamadas populac¸o˜es limites e I populac¸o˜es interiores. As
populac¸o˜es limites tem um alto coeficiente de variac¸a˜o cv( y
x
) e as populac¸o˜es interiores
tem um baixo cv( y
x
).
Tabela 2.2: Coeficiente de variac¸a˜o (cv(y/x) ) das populac¸o˜es do Grupo 2
Populac¸a˜o ρ(x, y) = 0, 53 ρ(x, y) = 0, 82 ρ(x, y) = 0, 99
B1 0, 88 0, 80 0, 49
B2 1, 11 0, 59 0, 12
B3 0, 61 0, 56 0, 44
I1 0, 07 0, 05 0, 01
I2 0, 11 0, 08 0, 05
I3 0, 13 0, 08 0, 02
I4 0, 12 0, 09 0, 05
Fonte: Stehman e Overton (1987)
Na Tabela 2.2, ρ(x, y) e´ o coeficiente de correlac¸a˜o linear de Pearson entre as
varia´veis x e y.
Um dos crite´rios considerados, para comparac¸a˜o dos estimadores da variaˆncia foi
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a cobertura dos intervalos de confianc¸a baseados em cada estimador da variaˆncia, em




sendo zα/2 o quantil da distribuic¸a˜o normal padra˜o a um n´ıvel de 95% de confianc¸a e
Vˆ e´ uma forma gene´rica para qualquer um dos estimadores da variaˆncia (Vˆ 0HT , Vˆ
0
SY G,
Vˆ hrHT e Vˆ
hr
SY G). Os resultados da cobertura dos IC alcanc¸ados para o Grupo 1 sa˜o
apresentados na Tabela 2.3.
Tabela 2.3: Cobertura dos intervalo de confianc¸a (95%), (n = 16) - Grupo 1







Sales 63 94 95 94
Paddy 92 93 94 93
Stream1 87 88 89 88
Stream2 87 87 89 87
Fonte: Stehman e Overton (1987)
Os resultados da cobertura dos IC alcanc¸ados para o Grupo 2 sa˜o apresentados
nas Tabelas 2.4 e 2.5 .
Tabela 2.4: Cobertura dos intervalo de confianc¸a (95%), (n = 16) para o Grupo 2 -
Utilizando pihrij
Pop.












B1 87 85 87 85 90 89
B2 90 90 92 93 59 93
B3 93 93 93 93 93 93
I1 76 93 62 94 49 93
I2 84 94 75 94 63 93
I3 86 93 69 93 52 93
I4 88 93 82 93 70 93
Fonte: Stehman e Overton (1987)
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Tabela 2.5: Cobertura dos intervalo de confianc¸a (95%), (n = 16) para o Grupo 2 -
Utilizando pi0ij
Pop.












B1 88 84 89 84 92 89
B2 91 89 93 92 92 93
B3 93 93 92 93 93 93
I1 95 93 95 94 93 93
I2 96 93 97 94 98 93
I3 95 93 95 93 92 93
I4 93 93 91 93 88 93
Fonte: Stehman e Overton (1987)
Percebe-se que os IC baseados na distribuic¸a˜o normal, na˜o atingem sempre a
cobertura nominal esperada de 95%. Em alguns situac¸o˜es os intervalos de confianc¸a
na˜o atingem sequer 80% de cobertura.
Sa¨rndal et al. (1992) comparando o desempenho de diferentes estimadores da
me´dia populacional, realizaram simulac¸o˜es com a base de dados MU281, em que a
varia´vel de interesse y era a receita municipal recebida em 1985 e as varia´veis auxiliares
x1 o nu´mero de assentos do partido conservador no conselho municipal e x2 o nu´mero
de assentos do partido social-democrata no conselho municipal. Os estimadores da
me´dia comparados foram:
• O estimador de Horvitz-Thompson (1.2);














• O estimador do tipo regressa˜o Yˆrg1 = N [y¯s + Bˆ1(x¯1U − x¯1s)]; e
• O estimador do tipo regressa˜o Yˆrg1 = N [y¯s + Bˆ2(x¯2U − x¯2s)].





sendo zα/2 o quantil da distribuic¸a˜o normal padra˜o a um n´ıvel de 95% de confianc¸a e
Yˆ uma forma gene´rica para qualquer um dos estimadores da me´dia e Vˆ o estimador
da variaˆncia. Os IC baseados na normal ficaram abaixo da cobertura nominal espe-
rada, sendo assim, os autores verificaram que obtiveram um ganho na cobertura dos




em que t(n−1),1−α/2 e´ o quantil da distribuic¸a˜o t-student com n− 1 graus de liberdade
a um n´ıvel de 95% de confianc¸a.
Seguindo o trabalho de Sa¨rndal et al. (1992), Matei e Tille´ (2005) utilizaram a
cobertura dos intervalos de confianc¸a baseado na distribuic¸a˜o t-student como uma
das medidas para avaliar o desempenho de vinte estimadores da variaˆncia, inclusive
dos mencionados no Cap´ıtulo 1, em amostragem com ma´xima entropia com proba-
bilidades desiguais e amostras fixas. Os autores fizeram simulac¸o˜es com treˆs grandes
populac¸o˜es e obtiveram o resultado emp´ırico de que o conhecimento da probabilidade
de selec¸a˜o conjunta na˜o e´ necessa´rio a fim de obter estimativas precisas da variaˆncia.
Os IC baseados na distribuic¸a˜o t-student atingiram a cobertura nominal em quase
todas as simulac¸o˜es de Matei e Tille´ (2005).
Cardot e Josserand (2011), motivados pelo problema de estimar a curva me´dia
(µN(t)) de consumo de energia ele´trica de um grande nu´mero de consumidores em
um intervalo fixo de tempo, propuseram o estimador de Horvitz-Thompson para a
curva me´dia baseado em observac¸o˜es discretas.






Yi(t), t ∈ [0, T ], (2.7)
em que U e´ uma populac¸a˜o finita de tamanho N , sendo poss´ıvel associar uma func¸a˜o
u´nica de consumo Yi(t) a cada unidade i da populac¸a˜o, para t ∈ [0, T ], com T <∞.
Para estimar a curva me´dia de consumo de energia ele´trica da populac¸a˜o, Cardot e
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Josserand (2011) definiram o estimador de Horvitz-Thompson para a curva me´dia de








, t ∈ [0, T ]. (2.8)
Como a func¸a˜o de consumo Yi(t) na˜o e´ medida a cada instante t em [0, T ] e sim em
alguns pontos discretos deste intervalo, para cada unidade i da amostra s utilizou-se
uma interpolac¸a˜o para estimar a curva de consumo em cada instante t
Y˜i(t) = Yi(tk) +
Yi(tk+1)− Yi(tk)
tk+1 − tk (t− tk), t ∈ [tk, tk+1]. (2.9)
















em que 4ij = piij − piipij se i 6= j e 4ii = pii(1− pii) para todo (s, t) ∈ [0, T ]× [0, T ].
Com o desiderato de derivar intervalos de confianc¸a para a curva me´dia de con-
sumo, os autores consideraram a estrutura de superpopulac¸o˜es, que pode ser encon-
trada com mais detalhes em Isaki e Fuller (1982) e Fuller (2009), em que se tem
uma sequeˆncia crescente de populac¸o˜es U com tamanho N tendendo a infinito e uma
sequeˆncia de amostras s de tamanho fixo n retiradas de U. Sob o ponto de vista













, t ∈ [0, T ]
]
' 1− α (2.11)
com n´ıvel de confianc¸a de 1− α.
Cardot et al. (2013), ainda trabalhando no problema de estimar a curva me´dia de
consumo baseado em observac¸o˜es discretas (2.7), ao inve´s de utilizar uma interpolac¸a˜o
para estimar a trajeto´ria para cada instante t, como feito anteriormente, propuseram
suavizar as trajeto´rias com polinoˆmios locais e, em seguida, estimar a curva me´dia
de consumo com um estimador do tipo Horvitz-Thompson (2.8). Sendo assim, para
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todas as unidades i ∈ s, eles obtiveram
Xki = Yi(tk) + ki (2.12)
em que as curvas foram medidas em pontos discretos 0 = t1 < t2 < ... < td = T sendo
1 < k < d, em que d e´ a quantidade de pontos de medic¸a˜o da curva de consumo e ki
sa˜o erros aleato´rios. Cardot et al. (2013) utilizaram uma suavizac¸a˜o linear na curva





em que Wk(t) e´ a func¸a˜o peso, expressa por
Wk(t) =


















, l = 0, 1, 2. (2.15)
Sob a mesma estrutura de superpopulac¸a˜o utilizada em Cardot e Josserand (2011),
os autores propuseram o intervalo de confianc¸a assinto´tico para a curva me´dia de






, t ∈ [0, T ]
}
(2.16)
em que c e´ uma constante que aproximadamente satisfaz
P (|G(t)| ≤ c
√
γ(t, t),∀t ∈ [0, T ]) = 1− α (2.17)
Tem-se que G(t) e´ um processo gaussiano com me´dia zero e func¸a˜o covariaˆncia
γ(t, t). A constante c pode ser obtida por um me´todo de simulac¸a˜o, em que para todo
c > 0 a medida que N → ∞, P (|GˆN(t)| ≤ c
√
γˆN(t, t),∀t ∈ [0, T ]|γˆN) converge em
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probabilidade para P (|G(t)| ≤ c√γ(t, t),∀t ∈ [0, T ]). Sendo GˆN(t) uma sequeˆncia
de processos gaussianos para cada N , com me´dia zero e covariaˆncia γˆN definida em





ˆγN(t, t),∀t ∈ [0, T ]|γˆN
)
= 1− α (2.18)
Berger e Torres (2012) propuseram uma nova abordagem de verossimilhanc¸a emp´ırica
que pode ser usada para construir intervalos de confianc¸a sob amostragem, sem re-
posic¸a˜o, com probabilidades desiguais de selec¸a˜o. Suponha uma populac¸a˜o finita U
formada por N unidades, com N na˜o necessariamente conhecido. Suponha que o
paraˆmetro de interesse θ0 e´ a soluc¸a˜o da equac¸a˜o:




em que gi(θ) e´ uma func¸a˜o de θ e das caracter´ısticas da unidade i. Deseja-se esti-
mar θ a partir de uma amostra s de tamanho fixo n selecionada sem reposic¸a˜o, em
um u´nico esta´gio com probabilidade desigual de selec¸a˜o. O estimador de ma´xima
verossimilhanc¸a emp´ırica θˆ de θ0 e´ a soluc¸a˜o da equac¸a˜o














sendo mi = NPi a unidade de massa da unidade i da populac¸a˜o e Pi a massa de
probabilidade da unidade i. Quando mˆi = pi
−1
i e gi(θ) = yi − n−1θpii, o estimador
de ma´xima verossimilhanc¸a emp´ırica θˆ e´ o estimador de Horvitz-Thompson (1.1) do
total, sendo yi o conjunto de valores da varia´vel de interesse relacionados ao indiv´ıduo
i.
Para derivar intervalos de confianc¸a baseados na abordagem de verossimilhanc¸a
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emp´ırica, os autores assumiram a seguinte suposic¸a˜o
Gˆ(θ)V (Gˆ(θ))−1/2 → N(0, 1). (2.22)
Sendo assim, a um n´ıvel 1 − α de confianc¸a, os IC para o paraˆmetro θ0 sa˜o da
forma
[min{θ|rˆ(θ) ≤ χ21(α)};max{θ|rˆ(θ) ≤ χ21(α)}] (2.23)
em que χ21(α) e´ o quantil superior da distribuic¸a˜o qui-quadrado com 1 grau de liber-
dade, rˆ(θ) = 2{l(mˆ) − l(mˆ∗, θ)} e´ a raza˜o de ma´xima verossimilhanc¸a, uma func¸a˜o
convexa, na˜o sime´trica, com o mı´nimo quando θ e´ o estimador de ma´xima verossi-
milhanc¸a emp´ırica, e l(mˆ∗, θ) e´ o valor ma´ximo do logaritmo da func¸a˜o de ma´xima
verossimilhanc¸a.
A func¸a˜o proposta por Berger e Torres (2012) pode ser utilizada para construir
intervalos de confianc¸a para paraˆmetros populacionais como me´dia, coeficiente de
regressa˜o, quantis e indicadores de pobreza. Berger e Torres (2014) aplicaram a abor-
dagem da ma´xima verossimilhanc¸a emp´ırica para construir intervalos de confianc¸a
para uma medida de pobreza. Para essa situac¸a˜o espec´ıfica o estimador de ma´xima
verossimilhanc¸a emp´ırica reduziu-se ao estimador de Ha´jek (1964).
Berger e De La Riva Torres (2016) extenderam o trabalho de Berger e Torres
(2012) para amostras complexas, gerando ainda um co´digo no software R para a




Este cap´ıtulo tem por intuito apresentar os me´todos e os bancos de dados que sera˜o
utilizados neste trabalho para verificar o desempenho dos estimadores da variaˆncia de
Horvitz-Thompson e comparar os intervalos de confianc¸a para o total populacional
baseados no estimador de Horvitz-Thompson.
3.1 Material
Neste estudo sera˜o utilizados dados de populac¸o˜es apresentados ao longo da lite-
ratura para as simulac¸o˜es do desempenho dos estimadores das variaˆncias de Horvitz-
Thompson e para calcular a cobertura dos IC estudados neste trabalho. A Tabela 3.1
apresenta a descric¸a˜o das populac¸o˜es que sera˜o utilizadas, em que CV (x) e CV (y)
sa˜o, respectivamente, os coeficientes de variac¸a˜o das varia´veis x e y, e ρ o coeficiente
de correlac¸a˜o de Pearson entre x e y.
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Tabela 3.1: Descric¸a˜o das populac¸o˜es
Pop. Fonte y x N CV (y) CV (x) ρ







10 0,15 0,14 0,65
2
Horvitz e Thompson






20 0,44 0,40 0,87
3






20 0,63 0,50 0,59
A justificativa para a utilizac¸a˜o dessas populac¸o˜es se deve ao fato de que Brewer e
Donadio (2003) utilizaram-as para verificar o desempenho dos estimadores da variaˆncia
quando n = 2, entretanto, os autores na˜o contru´ıram IC para o total populacional uti-
lizando estes estimadores da variaˆncia. Ae´m de verificar o desempenho da variaˆncia
para n > 2 tambe´m sera˜o constru´ıdos intervalos de confianc¸a para o total populacio-
nal.
3.2 Me´todos
Com o desiderato de comparar algumas metodologias de obtenc¸a˜o dos intervalos
de confianc¸a estudados, sera˜o realizadas simulac¸o˜es baseadas em 1.000 replicac¸o˜es
do procedimento amostral, em que sera˜o calculadas as coberturas dos treˆs diferentes
intervalos de confianc¸a para o total populacional, sendo que as unidades foram seleci-
onadas com probabilidades proporcionais a varia´vel auxiliar xi, essa metodologia de
selec¸a˜o foi mencionada por Yates e Grundy (1953).
• IC baseado na distribuic¸a˜o normal, YˆHT ± zα/2
√
Vˆ , utilizados por trabalhos
estudados no Cap´ıtulo 2;
• IC baseado na distribuic¸a˜o t de Student , YˆHT ± tα/2
√
Vˆ , devido ao fato de se
utilizar estimativas das variaˆncias; e
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• Intervalo de confianc¸a Bootstrap.
Primeiramente, decidiu-se conduzir alguns estudos emp´ıricos com o intuito de
avaliar o desempenho dos estimadores da variaˆncia apresentados no Cap´ıtulo 1. Sera˜o
comparadas as probabilidades de selec¸a˜o calculadas de forma exata e aproximada
no ca´lculo do estimador da variaˆncia (1.8). No caso exato, seja s uma amostra
de tamanho n da populac¸a˜o U com probabilidade p(s), enta˜o a probabilidade de
inclusa˜o da unidade i na amostra e´ dada por pii =
∑
s:i∈s p(s) e a probabilidade de
inclusa˜o conjunta das unidades i e j na amostra e´ dada por piij =
∑
s:(i,j)∈s p(s).
Para o propo´sito do estudo, a probabilidade de selec¸a˜o conjunta (piij) sera´ obtida









A Tabela 3.2 apresenta a nomeclatura dos estimadores da variaˆncia utilizados nas
simulac¸o˜es deste trabalho.
Tabela 3.2: Nomeclatura dos estimadores da variaˆncia
Nomeclatura do estimador Descric¸a˜o
varBD1
Estimador da variaˆncia (1.17)
com a constante ci calculada
pela equc¸a˜o (1.14)
varBD2
Estimador da variaˆncia (1.17)
com a constante ci calculada
pela equc¸a˜o (1.15)
varBD3
Estimador da variaˆncia (1.17)
com a constante ci calculada
pela equc¸a˜o (1.16)
varD Estimador da variaˆncia (1.9)
varDEV Estimador da variaˆncia (1.13)
varHAJ Estimador da variaˆncia (1.12)
varR Estimador da variaˆncia (1.11)
varht Estimador da variaˆncia (1.7)
varsyg Estimador da variaˆncia (1.8)
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Os resultados expressos no Cap´ıtulo 4 foram obtidos por meio do software SAS




Este cap´ıtulo apresenta os resultados das simulac¸o˜es dos estimadores da variaˆncia
de Horvitz-Thompson e dos intervalos de confianc¸a para o total populacional baseados
no estimador HT.
Na˜o foi calculada a cobertura do IC baseado no estimador VˆHT (1.7) devido a este
apresentar estimativas negativas.
4.1 Verificac¸a˜o da qualidade da aproximac¸a˜o da
probabilidade de inclusa˜o
O ca´lculo da probabilidade de selec¸a˜o conjunta dos elementos i e j (piij) necessita
do conhecimento de todas as probabilidades dos pares de unidades estarem inclu´ıdos
na amostra. Para amostras com probabilidades desiguais de selec¸a˜o, que e´ o caso
das simulac¸o˜es deste Cap´ıtulo, o ca´lculo destas probabilidades ocasiona um enorme
esforc¸o computacional.
Primeiramente, procurou-se verificar o comportamento da fo´rmula de aproximac¸a˜o
do piij. Desta forma, comparou-se a distribuic¸a˜o das estimativas do estimador da
variaˆncia (1.8) quando calculado com as probabilidades de selec¸a˜o exatas piij =∑
s:(i,j)∈s p(s), e quando calculado a apartir da aproximac¸a˜o (1.10), em todas as treˆs
populac¸o˜es estudadas.
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Figura 4.1: Boxplot das estimativas da variaˆncia (1.8), utilizando o ca´lculo exato (1.4)
e a fo´rmula (1.10) - Populac¸a˜o 1 (esquerda - n = 2 , direita - n = 3 )
Figura 4.2: Boxplot das estimativas da variaˆncia (1.8), utilizando o ca´lculo exato (1.4)
e a fo´rmula (1.10) - Populac¸a˜o 1 (esquerda - n = 4 , direita - n = 5 )
Figura 4.3: Boxplot das estimativas da variaˆncia (1.8), utilizando o ca´lculo exato (1.4)
e a fo´rmula (1.10) - Populac¸a˜o 2 (esquerda - n = 2 , direita - n = 3 )
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Figura 4.4: Boxplot das estimativas da variaˆncia (1.8), utilizando o ca´lculo exato (1.4)
e a fo´rmula (1.10) - Populac¸a˜o 2 ( n = 4 )
Figura 4.5: Boxplot das estimativas da variaˆncia (1.8), utilizando o ca´lculo exato (1.4)
e a fo´rmula (1.10) - Populac¸a˜o 3 (esquerda - n = 2 , direita - n = 3 )
Figura 4.6: Boxplot das estimativas da variaˆncia (1.8), utilizando o ca´lculo exato (1.4)
e a fo´rmula (1.10) - Populac¸a˜o 3 ( n = 4 )
Nas Figuras 4.1 a 4.6, e´ poss´ıvel identificar que quando n = 2, em todas as
populac¸o˜es, a distribuic¸a˜o das estimativas do estimador da variaˆncia sa˜o praticamente
iguais. Existe uma maior diferenc¸a quando n > 2, mesmo assim, a aproximac¸a˜o
aparenta ser adequada. Quando se compara a distribuic¸a˜o das estimativas, percebe-
se que a simetria e/ ou assimetria sa˜o iguais em todas as Figuras, quando n > 2
a alterac¸a˜o que se percebe e´ na amplitude das estimativas, que geralmente e´ menor
quando a variaˆncia (1.8) e´ calculada utilizando a probabilidade de selec¸a˜o exata.
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Dessa forma, como a aproximac¸a˜o (1.8) requer menos esforc¸o computacional e a
partir dos resultados mostrados acima, as pro´ximas sec¸o˜es utilizara˜o tal aproximac¸a˜o
para o ca´lculo das probabilidades de selec¸a˜o.
4.2 Populac¸a˜o 1
Primeiramente, procura-se comparar a distribuic¸a˜o das estimativas dos diferentes
estimadores da variaˆncia de Horvitz-Thompson. Destaca-se que nas Figuras 4.7 e 4.8
o verdadeiro valor da variaˆncia do estimador de Horvitz-Thompson e´ representado
por uma linha horizontal nos gra´ficos.
Figura 4.7: Boxplot das estimativas da variaˆncia de Horvitz-Thompson - n = 2
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Figura 4.8: Boxplot das estimativas da variaˆncia de Horvitz-Thompson - n = 3
Figura 4.9: Boxplot das estimativas da variaˆncia de Horvitz-Thompson - n = 4
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Figura 4.10: Boxplot das estimativas da variaˆncia de Horvitz-Thompson - n = 5
As Figuras 4.7, 4.8, 4.9 e 4.10 apresentam a distribuic¸a˜o das estimativas da
variaˆncia produzidas por cada um dos nove estimadores analisados. Primeiramente,
verifica-se que o estimador com menor amplitude interquart´ılica e´ VˆR (1.11), pore´m
percebe-se que este estimador subestima o verdadeiro valor da variaˆncia do estimador
de HT (representado pela linha horizontal). Observa-se tambe´m que o estimador VˆHT
(1.7) apresenta a maior amplitude interquart´ılica e produz estimativas negativas da
variaˆncia. Sendo assim, este estimador na˜o foi utilizado para construir os intervalos
de confianc¸a apresentados posteriormente.
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Figura 4.11: Cobertura dos IC de 95% para o total populacional, baseados na distri-
buic¸a˜o t-student
Figura 4.12: Cobertura dos IC de 95% para o total populacional, baseados na distri-
buic¸a˜o normal
As Figuras 4.11 e 4.12 apresentam, respectivamente, as coberturas dos IC base-
ados na distribuic¸a˜o t-student e na distribuic¸a˜o normal, a` medida que o tamanho
amostral aumenta. Comparando as duas Figuras, e´ poss´ıvel verificar que a` medida
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que o tamanho amostral aumenta as coberturas dos IC tambe´m aumentam, exceto as
coberturas dos IC baseados no estimador VˆR, o que pode ser explicado pois este esti-
mador subestima a variaˆncia, como mostram as Figuras 4.7, 4.8, 4.9 e 4.10. Percebe-se
ainda, que a cobertura dos IC baseados na distribuic¸a˜o normal e´ bem menor do que
a cobertura dos IC baseados na distribuic¸a˜o t-student, para todos os IC simulados.
Nos intervalos baseados na distribuic¸a˜o t-student, as coberturas dos IC sa˜o bem
parecidas, mantendo-se acima da cobertura nominal em quase todos os casos, exceto
no caso do IC baseado no estimador VˆR.
As coberturas dos intevalos baseados na distribuic¸a˜o normal aumentam junto com
o tamanho amostral, para este caso, o IC que utiliza o estimador VˆD tem cobertura
superior aos demais. Novamente, o IC baseado no estimador VˆR diminue a` medida
que o tamanho da amostra aumenta.
Deste modo, para a Populac¸a˜o 1, quando se compara as coberturas dos IC dos
estimadores que independem da probabilidade de selec¸a˜o conjunta e as coberturas
dos IC do estimador VˆSY G, que depende da probabilidade conjunta de selec¸a˜o, estas
coberturas tem desempenho parecido para todos os tamanhos amostrais simulados,
exceto o estimador de VˆR, que tem cobertura bem abaixo da cobertura nominal de
95% analisada.
Quanto a cobertura dos intervalos de confianc¸a Bootstrap verificou-se que para
todos os tamanhos amostrais as coberturas foram superiores a 99, 5%. Portanto,
resolveu-se avaliar a amplitude destes intervalos frente a`s amplitudes dos IC das
Figuras 4.11 e 4.12 .
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Figura 4.13: Distribuic¸a˜o das amplitudes dos IC baseados na distribuic¸a˜o t-student e
dos IC Bootstrap - n = 3
Figura 4.14: Distribuic¸a˜o das amplitudes dos IC baseados na distribuic¸a˜o t-student e
dos IC Bootstrap - n = 4
A amplitude dos IC Bootstrap sa˜o menores ou iguais a`s amplitudes dos IC base-
ados na distribuic¸a˜o t-student. Portanto, os intervalos Bootstrap teˆm cobertura um
pouco maior e amplitude menor do que os IC t-student. Verifica-se tambe´m que os
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IC que utilizam o estimador VˆD apresentaram amplitudes maiores do que todos os
outros intervalos comparados nas Figuras 4.13 e 4.14.
Figura 4.15: Distribuic¸a˜o das amplitudes dos IC baseados na distribuic¸a˜o normal e dos
IC Bootstrap- n = 3
Figura 4.16: Distribuic¸a˜o das amplitudes dos IC baseados na distribuic¸a˜o normal e dos
IC Bootstrap - n = 4
A partir das Figuras 4.15 e 4.16 verifica-se que os IC Bootstrap tem desvio inter-
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quartilico da amplitude bem acima do que os IC baseados na distribuic¸a˜o normal.
Pore´m, as coberturas dos IC Bootstrap sa˜o superiores a`s coberturas dos demais IC
baseados na distribuic¸a˜o normal.
Sendo assim, os IC Bootstrap teˆm cobertura maior do que os IC baseados na
distribuic¸a˜o normal e na t-student e teˆm desempenho melhor ou igual, quanto a
amplitude, quando comparados com os IC baseados na distribuic¸a˜o t-student, pore´m
as amplitudes dos IC Bootstrap sa˜o maiores do que as amplitudes dos IC baseados
na distribuic¸a˜o normal.
4.3 Populac¸a˜o 2
Na populac¸a˜o 2, cujos paraˆmetros foram apresentados na Tabela 3.1, em que
deseja-se estimar o total de famı´lias (y) e tem-se a varia´vel auxiliar (x) estimativa da
quantidade de famı´lias, as varia´veis x e y apresentam uma forte correlac¸a˜o positiva.
As Figuras 4.17, 4.18 e 4.19 apresentam a distribuic¸a˜o das estimativas da variaˆncia
de Horvitz-Thompson produzidas por cada um dos nove estimadores analisados.
Figura 4.17: Boxplot das estimativas da variaˆncia de Horvitz-Thompson (n = 2)
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Figura 4.18: Boxplot das estimativas da variaˆncia de Horvitz-Thompson (n = 3)
Figura 4.19: Boxplot das estimativas da variaˆncia de Horvitz-Thompson (n = 4)
Percebe-se que as amplitudes das estimativas produzidas pelos estimadores da
variaˆncia tendem a diminuir a` medida que o tamanho amostral aumenta, para to-
dos os estimadores estudados. O estimador que apresenta menor amplitude inter-
quart´ılica e´ VˆR (1.11), embora todos os estimadores apresentem semelhanc¸as em suas
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distribuic¸o˜es, exceto o estimador VˆHT (1.7) que assim como apresentado na litera-
tura, produz estimativas negativas da variaˆncia. Por este motivo, na˜o se utilizou este
estimador para construir os intervalos de confianc¸a apresentados posteriormente.
Figura 4.20: Cobertura dos IC de 95% para o total populacional, baseados na distri-
buic¸a˜o t-student
Figura 4.21: Cobertura dos IC de 95% para o total populacional, baseados na distri-
buic¸a˜o normal
As Figuras 4.20 e 4.21 apresentam, respectivamente, as coberturas dos IC baseados
na distribuic¸a˜o t-student e na distribuic¸a˜o normal, a` medida que o tamanho amostral
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aumenta. Decidiu-se utilizar amostras de ate´ 60% do tamanho populacional, como
feito na populac¸a˜o 1. Comparando as duas Figuras, e´ poss´ıvel verificar que a` medida
que o tamanho amostral aumenta, as coberturas dos IC tambe´m aumentam, exceto
as coberturas dos IC baseados no estimador VˆR. Percebe-se ainda, que as coberturas
dos IC baseados na distribuic¸a˜o normal e´ menor do que as coberturas dos IC baseados
na distribuic¸a˜o t-student, para todos os IC simulados.
Quanto aos intervalos baseados na distribuic¸a˜o t-student, percebe-se que ate´ n = 5
todos os IC aumentam sua cobertura junto com o tamanho amostral. Entretanto, a
cobertura do IC que utiliza a estimativa da variaˆncia calculada pelo estimador VˆR
diminui a` medida que o tamanho amostral aumenta. Quando n > 5 a cobertura
do IC que utiliza a estimativa da variaˆncia do estimador VˆD, se mante´m acima da
cobertura nominal, destacando-se dos demais intervalos de confianc¸a. Quanto aos IC
baseados nos outros seis estimadores da variaˆncia,VˆHAJ , VˆDEV , VˆBD1, VˆBD2, VˆBD3 e
VˆSY G, as coberturas desses IC se manteˆm parecidas, entre 90% e 95%.
Em relac¸a˜o aos intervalos de confianc¸a baseados na distribuic¸a˜o normal, ate´ n = 4
todos os IC aumentam sua cobertura e esta˜o pro´ximos entre si, exceto pelo estimador
VˆR que comec¸a a se distanciar dos demais quando n = 3. Para n > 4 a cobertura
do IC que utiliza as estimativas do estimador VˆR diminui a` medida que o tamanho
amostral aumenta, sugerindo ineficieˆncia deste estimador. Entretanto, a medida que
o tamanho amostral aumenta, a cobertura do IC baseado no estimador VˆD aumenta
e se distancia dos demais IC, atingindo a cobertura nominal quando n = 8. As
coberturas dos demais IC baseados nos outros seis estimadores da variaˆncia, VˆHAJ ,
VˆDEV , VˆBD1, VˆBD2, VˆBD3 e VˆSY G, se manteˆm pro´ximas, em torno de 85% a 90% e so´
atingem a cobertura esperada, 95%, quando n > 10.
Deste modo, quando se comparam as coberturas dos IC dos estimadores que in-
dependem da probabilidade de selec¸a˜o conjunta e as coberturas dos IC do estimador,
VˆSY G, que depende da probabilidade conjunta de selec¸a˜o, estas coberturas teˆm desem-
penhos parecidos para todos os tamanhos amostrais simulados. Destaca-se apenas, a
cobertura dos IC do estimador de VˆR, que teˆm desempenho muito abaixo do esperado,
e a cobertura dos IC do estimador VˆD, que atinge cobertura superior aos demais IC.
Quanto a cobertura dos intervalos de confianc¸a Bootstrap verificou-se que para
todos os tamanhos amostrais as coberturas foram superiores a 99, 5%. Portanto,
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resolveu-se avaliar as amplitudes destes intervalos frente a`s amplitudes dos IC das
Figuras 4.20 e 4.21.
Figura 4.22: Distribuic¸a˜o das amplitudes dos IC baseados na distribuic¸a˜o t-student e
dos IC Bootstrap - n = 3
Figura 4.23: Distribuic¸a˜o das amplitudes dos IC baseados na distribuic¸a˜o t-student e
dos IC Bootstrap - n = 4
As amplitudes dos IC Bootstrap sa˜o maiores do que as amplitudes dos IC baseados
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na distribuic¸a˜o t-student. Portanto, os intervalos Bootstrap teˆm coberturas maiores
e amplitudes maiores do que os IC t-student.
Figura 4.24: Distribuic¸a˜o das amplitudes dos IC baseados na distribuic¸a˜o normal e dos
IC Bootstrap- n = 3
Figura 4.25: Distribuic¸a˜o das amplitudes dos IC baseados na distribuic¸a˜o normal e dos
IC Bootstrap - n = 4
A partir das Figuras 4.24 e 4.25 verifica-se que os IC de Bootstrap teˆm amplitudes
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maiores do que os IC baseados na distribuic¸a˜o normal. Pore´m, as coberturas dos
IC Bootstrap sa˜o superiores as coberturas dos demais IC baseados na distribuic¸a˜o
normal.
Sendo assim, os IC Bootstrap apresentam coberturas maiores do que os IC basea-
dos nas distribuic¸o˜es normal e t-student, entretanto as amplitudes de seus intervalos
sa˜o maiores do que as amplitudes dos demais IC.
4.4 Populac¸a˜o 3
Na populac¸a˜o estudada nesta sec¸a˜o, , cujos paraˆmetros foram apresentados na
Tabela 3.1, deseja-se estimar o total da a´rea de trigo plantada e a varia´vel auxiliar
nesta populac¸a˜o e´ a quantidade de aldeias. As varia´veis apresentam uma correlac¸a˜o
positiva moderada.
As Figuras 4.26, 4.27 e 4.28 apresentam a distribuic¸a˜o das estimativas da variaˆncia
de Horvitz-Thompson produzidas por cada um dos nove estimadores analisados.
Figura 4.26: Boxplot das estimativas da variaˆncia de Horvitz-Thompson (n = 2)
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Figura 4.27: Boxplot das estimativas da variaˆncia de Horvitz-Thompson (n = 3)
Figura 4.28: Boxplot das estimativas da variaˆncia de Horvitz-Thompson (n = 4)
Quanto a`s amplitudes destas estimativas, percebe-se que elas tendem a diminuir a`
medida que o tamanho amostral aumenta, para todos os estimadores estudados. Em-
bora todos os estimadores apresentem semelhanc¸as em suas distribuic¸o˜es de estimati-
vas, o estimador VˆHT (1.7), assim como apresentado na literatura, produz estimativas
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negativas da variaˆncia. Novamente, na˜o se utilizou este estimador na construc¸a˜o dos
intervalos de confianc¸a apresentados posteriormente.
Figura 4.29: Cobertura dos IC de 95% para o total populacional, baseados na distri-
buic¸a˜o t-student
Figura 4.30: Cobertura dos IC de 95% para o total populacional, baseados na distri-
buic¸a˜o normal
As Figuras 4.29 e 4.30 apresentam, respectivamente, as coberturas dos IC baseados
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na distribuic¸a˜o t-student e na distribuic¸a˜o normal, a` medida que o tamanho amostral
aumenta. Da mesma forma que na populac¸a˜o 22, decidiu-se utilizar amostras de
ate´ 60% do tamanho populacional. Comparando as duas Figuras, verifica-se que as
coberturas dos IC baseados na distribuic¸a˜o t-student sa˜o superiores a`s coberturas dos
IC baseados na distribuic¸a˜o normal, para todos os IC simulados.
Todos os intervalos baseados na distribuic¸a˜o t-student ate´ n = 3 teˆm cobertura
parecida, contudo, quando n > 3, a cobertura do IC baseado no estimador VˆR diminue
a` medida que o tamanho amostral aumenta. O IC que mante´m cobertura mais elevada
a` medida que n aumenta, em relac¸a˜o aos demais IC, e´ o IC baseado no estimador
VˆD. As coberturas dos demais IC teˆm desempenhos parecidos, se mantendo entre
90% e 95%, pore´m o IC VˆSY G se diferencia dos outros seis intervalos e se aproxima
da cobertura do IC de VˆD, quando n > 7.
Em relac¸a˜o aos intervalos de confianc¸a baseados na distribuic¸a˜o normal, a co-
bertura do IC que utiliza o estimador VˆD se destaca dos demais e atinge cobertura
nominal quando n > 8. O segundo IC com melhor cobertura e´ o IC baseado no esti-
mador VˆSY G que se destaca dos demais quando n > 8. No caso da distribuic¸a˜o normal,
exceto pelo IC baseado em VˆR, todas as coberturas dos IC aumentam a` medida que
o tamanho amostral aumenta.
Deste modo, o IC baseado no estimador que necessita da probabilidade de selec¸a˜o
conjunta tem desempenho superior aos demais IC a` medida que o tamanho popula-
cional aumenta, exceto quando comparado ao IC que utiliza o estimador VˆD.
Quanto a cobertura dos intervalos de confianc¸a Bootstrap verificou-se que para
todos os tamanhos amostrais a cobertura foi superior a 99, 5%. Portanto, resolveu-se
avaliar a amplitude destes intervalos frente a`s amplitudes dos IC das Figuras 4.29 e
4.30.
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Figura 4.31: Distribuic¸a˜o das amplitudes dos IC baseados na distribuic¸a˜o t-student e
dos IC Bootstrap - n = 3
Figura 4.32: Distribuic¸a˜o das amplitudes dos IC baseados na distribuic¸a˜o t-student e
dos IC Bootstrap - n = 4
As amplitudes dos IC Bootstrap sa˜o menores ou iguais as amplitudes dos IC ba-
seados na distribuic¸a˜o t-student. Portanto, os IC Bootstrap teˆm coberturas maiores
e amplitudes menores do que os IC t-student.
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Figura 4.33: Distribuic¸a˜o das amplitudes dos IC baseados na distribuic¸a˜o normal e dos
IC Bootstrap- n = 3
Figura 4.34: Distribuic¸a˜o das amplitudes dos IC baseados na distribuic¸a˜o normal e dos
IC Bootstrap - n = 4
A partir das Figuras 4.33 e 4.34 verifica-se que os IC de Bootstrap teˆm amplitudes
maiores do que os IC baseados na distribuic¸a˜o normal. Pore´m, as coberturas dos
IC Bootstrap sa˜o superiores as coberturas dos demais IC baseados na distribuic¸a˜o
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normal.
Sendo assim, os IC Bootstrap apresentam coberturas superiores aos IC baseados
na distribuic¸a˜o normal e na t-student e teˆm desempenhos melhores ou iguais, quanto a
amplitude, quando comparado com os IC baseados na distribuic¸a˜o t-student. Pore´m,





O estimador de Horvitz-Thompson (HT) e´ muito utilizado na literatura, pois e´
um estimador na˜o viesado, que foi proposto para estimar o total populacional ou a
me´dia em amostras sem reposic¸a˜o, sendo as unidades selecionadas com probabilidades
desiguais de selec¸a˜o. O estimador de Horvitz-Thompson e´ utilizado em diferentes
a´reas do conhecimento e com diferentes abordagens.
Neste trabalho, procurou-se fazer uma revisa˜o de literatura para verificar as me-
todologias utilizadas para calcular intervalos de confianc¸a (IC) para o paraˆmetro
estimado pelo estimador de Horvitz-Thompson. Verificou-se que quando o estima-
dor de Horvitz-Thompson e´ utilizado para estimar o total ou a me´dia populacional,
geralmente se utiliza o intervalo cla´ssico baseado na distribuic¸a˜o normal, entretanto
sa˜o apresentados na literatura outros me´todos, tais como Bootstrap e Intervalos de
ma´xima verossimilhanc¸a emp´ırica. Quanto ao intervalo cla´ssico se pode utilizar di-
ferentes estimadores da variaˆncia para constru´ı-lo, o que impactara´ no resultado do
IC.
Sendo assim, primeiramente se buscou comparar alguns estimadores da variaˆncia
de Horvitz-Thompson apresentados na literatura e posteriormente se realizou um es-
tudo emp´ırico a cerca do comportamento dos intervalos de confianc¸a para o total
populacional estimado pelo estimador de Horvitz-Thompson. Utilizou-se a distri-
buic¸a˜o normal e a distribuic¸a˜o t-student para calcular os intervalos de confianc¸a para
o total populacional.
Matei e Tille´ (2005) quando verificaram o desempenho dos estimadores da variaˆncia
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utilizaram tambe´m a cobertura dos intervalos de confianc¸a produzidos por estes esti-
madores para avaliar os resultados, pore´m os resultados desses autores foram obtidos
para grandes populac¸o˜es.
Os resultados emp´ıricos deste trabalho foram obtidos a partir de populac¸o˜es pe-
quenas. Ratificando os resultados de Matei e Tille´ (2005), em pequenas populac¸o˜es,
verificou-se que na˜o houve muitas diferenc¸as entre o desempenho dos estimadores que
independem da probabilidade de selec¸a˜o conjunta (piij) e do estimador (1.8), que ne-
cessita de piij. Sugerindo portanto, que tambe´m em populac¸o˜es pequenas a utilizac¸a˜o
dos estimadores que independem de piij e´ adequada e tem desempenho parecido ao do
estimador (1.8), possibilitando contornar a dificuldade do ca´lculo da probabilidade de
selec¸a˜o conjunta.
Brewer e Donadio (2003) utilizaram populac¸o˜es pequenas para verificar o desempe-
nho dos estimadores da variaˆncia quando n = 2, entretanto, os autores na˜o contru´ıram
IC para o total populacional utilizando estes estimadores da variaˆncia. Os resultados
apontaram que os estimadores que independem de piij tendem a ser mais eficientes
do que o estimador (1.8), entretanto o ganho deles e´ pequeno. Esta conclusa˜o na˜o foi
ratificada neste trabalho, haja vista que na˜o se verificou uma diferenc¸a significativa
entre estes estimadores.
Apesar da aproximac¸a˜o de Rao (1963) ter sido utilizada e ter apresentado bons
resultados, o estimador proposto por ele na˜o teve bom desempenho, pois, a cobertura
do IC baseado neste estimador diminuiu a` medida que o tamanho amostral aumentou.
Outro resultado que ratificou o que foi expresso na literatura, foram as estimativas
negativas produzidas pelo estimador da Variaˆncia (1.7). Entretanto, o estimador (1.8)
na˜o apresentou resultados negativos nas simulac¸o˜es, na˜o sendo poss´ıvel ratificar o que
foi mencionado por Lohr (2010).
Quanto ao desempenho dos intervalos de confianc¸a, verificou-se que os IC baseados
na distribuic¸a˜o t-student apresentaram coberturas maiores do que os IC baseados
na distribuic¸a˜o normal, ratificando o resultado de Sa¨rndal et al. (1992), e os IC
Bootstrap tiveram maiores coberturas do que todos os demais IC. Entretanto, em
diversas situac¸o˜es os IC Bootstrap apresentaram amplitudes maiores do que os IC t-
student e normal. Vale ressaltar que dentre os IC baseados nas distribuic¸o˜es normal e
t-student, o IC com melhor cobertura para todos os tamanhos amostrais e populac¸o˜es
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foi o IC baseado na distribuic¸a˜o t-student que utilizou o estimador com reposic¸a˜o
proposto por Durbin (1953)(1.9).
5.1 Limitac¸o˜es do Trabalho
Uma das limitac¸o˜es enfrentadas neste trabalho e´ que, devido ao grande esforc¸o
computacional a` medida que o tamanho amostral aumenta, na˜o foi poss´ıvel utilizar
nas simulac¸o˜es a probabilidade de selec¸a˜o exata no ca´lculo do estimador de Horvitz-
Thompson. A aproximac¸a˜o (1.10) utilizada na˜o funciona quando a condic¸a˜o xi ≤∑
i∈U xi
n
na˜o e´ satisfeita, principalmente com grandes populac¸o˜es.
Tentou-se aplicar a metodologia do Capitulo 3 a` base apresentada em Kish (1965),
no entanto as coberturas dos intervalos de confianc¸a diminu´ıam a` medida que o ta-
manho amostral aumentava. Isso parece um pouco estranho, uma vez que a` medida
que a amostra aumenta, as estimativas pontuais convergem para o paraˆmetro e as
variaˆncias convergem para zero. O problema identificado foi que as probabilidades de
selec¸a˜o na˜o convergiam para 1 no caso em que a amostra se aproximava da populac¸a˜o,
ou no caso extremo, quando a amostra era igual a` populac¸a˜o, as probabilidades de
selec¸a˜o na˜o eram exatamente iguais a 1 (de fato, eram bem maiores do que 1, visto




na˜o era satisfeita). Por outro lado, quando se utiliza a
probabilidade de selec¸a˜o calculada de forma exata (pii =
∑
s:i∈s p(s)), a` medida que a
amostra aumenta, as probabilidades de selec¸a˜o convergem para 1, e no caso extremo,
sa˜o iguais a 1 como pode ser visto na Tabela 5.1, que apresenta a mesma populac¸a˜o
da Tabela 1, retirada uma amostra de tamanho 3 (ou seja, igual a populac¸a˜o).
Tabela 5.1: Probabilidades de selec¸a˜o conjunta, n = 3
Domic´ılios A B C pi
A 0 1 1 1
B 1 0 1 1
C 1 1 0 1
pi 1 1 1 3
Outro o´bice enfrentado no trabalho foi que a Library do Software R para cons-
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truc¸a˜o de intervalos de ma´xima verossimilhanc¸a emp´ırica, apesar de publicada no
artigo Berger (2015) na˜o esta´ dispon´ıvel para uso. Isso restringiu o estudo compara-
tivo no que se refere ao ca´lculo dos intervalos de confianc¸a, apesar do estudo de Berger
e Torres (2012) apontar que sua proposta de intervalo possui maior cobertura do que
o intervalo cla´ssico. No entanto, a aplicac¸a˜o feita utilizando os intervalos com a dis-
tribuic¸a˜o t-student e a distribuic¸a˜o normal, ale´m de comparar as variaˆncias amostrais
com a variaˆncia populacional para n > 2, proporcionou um ganho no entendimento na
utilizac¸a˜o de intervalos de confianc¸a cla´ssico para o estimador de Hovitz-Thompson.
Uma possivel causa para os intervalos Bootstrap terem cobertura pro´ximas a 100%
deve se ao fato de ter sido selecionada a primeira amostra com probabilidades desiguais
e sem reposic¸a˜o e as amostras Bootstrap com probabilidades iguais e com reposic¸a˜o.
Isto pode ser mais investigado posteriormente.
5.2 Recomendac¸o˜es para Trabalhos Futuros
Recomenda-se para trabalhos futuros:
• Utilizar o intervalo de Berger e Torres (2012) para comparar com o intervalo
cla´ssico utilizando dados reais e utilizando a probabilidade de selec¸a˜o exata, a
fim de verificar sua performance em pequenas amostras.
• Desenvolver algoritmo computacional mais eficiente para o ca´lculo das proba-
bilidade de selec¸a˜o exatas, a fim de se utilizar em amostras grandes.
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