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Abstract
A fractional binary market is a binary model approximation for the fractional Black–Scholes model,
which Sottinen constructed with the help of a Donsker-type theorem. In a binary market the non-arbitrage
condition is expressed as a family of conditions on the nodes of a binary tree. We call “arbitrage points” the
nodes which do not satisfy such a condition and “arbitrage paths” the paths which cross at least one arbitrage
point. In this work, we provide an in-depth analysis of the asymptotic proportion of arbitrage points and
arbitrage paths. Our results are obtained by studying an appropriate rescaled disturbed random walk.
c⃝ 2015 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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1. Introduction
In the classical theory of mathematical finance a crucial role is played by the notion of arbi-
trage, which is the cornerstone of the option pricing theory that goes back to F. Black, R. Merton
and M. Scholes [2]. In the case of binary markets, the absence of arbitrage is completely char-
acterized by Dzhaparidze in [6]. Intuitively, a binary market is a market in which the stock price
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process (Sn)Nn=0 is an adapted stochastic process with strictly positive values and such that at
time n the stock price evolves from Sn−1 to either αn Sn−1 or βn Sn−1, where βn < αn .
One advantage of working with binary markets is given, on one hand, by their simplicity and,
on the other hand, by their flexibility to approximate more complicated models. In particular, this
is possible for Black–Scholes type markets that are driven by a process, for which we dispose
of a random walk approximation. Examples of this are the fractional Brownian motion and the
Rosenblatt process, as one can see in [14,15] respectively.
In this paper we provide an in-depth analysis of fractional binary markets, which are defined
by Sottinen [14] as a sequence of binary models approximating the fractional Black–Scholes
model, i.e. a Black–Scholes type model where the randomness of the risky asset comes from a
fractional Brownian motion. Along this work we assume that the Hurst parameter H is strictly
bigger than 1/2. In this case, the fractional Brownian motion exhibits self-similarity and long-
range dependence, properties that were observed in some empirical studies of financial time
series (see [3,17]). Since the fractional Brownian motion fails to be a semimartingale, the
fractional Black–Scholes model admits arbitrage opportunities, a drawback that can be corrected
if, e.g. one introduces transaction costs.
In [14] Sottinen constructs the fractional binary markets by giving an analogue of the Donsker
theorem, where the fractional Brownian motion is approximated in distribution by a “disturbed”
random walk. Sottinen proves that the arbitrage opportunities do not only appear in the limiting
model, but also in the sequence of fractional binary markets.
According to [6], in a binary market, the absence of arbitrage can be written as a family of
conditions on the nodes of a binary tree. We call an “arbitrage point” a node in the binary tree
which does not satisfy the corresponding non-arbitrage condition. An “arbitrage path” is a path
that crosses at least one arbitrage point. By [14] we know that, for each fractional binary market
in the sequence, the associated set of arbitrage points is not empty.
The study of the set of arbitrage points provides a way to quantify arbitrage, a research
direction which goes a step further than the classical question of existence of arbitrage.
The aim of this paper is to study qualitative and quantitative properties of the sets of arbitrage
points and paths for the fractional binary market. First, we prove that starting from any point
in the binary tree we reach an arbitrage point by going enough times only up or only down
(Proposition 3.2). This generalizes the result of Sottinen, who showed the existence of arbitrage
starting only from the root of the tree. This gives information about the structure of the set
of arbitrage points and implies that its cardinality is asymptotically infinite. Next, we study the
limit behaviour of the proportion of arbitrage points. The latter is expressed in terms of a rescaled
random walk, which we show converges in law. The characterization of the asymptotic proportion
of arbitrage points then follows (Theorem 3.3). We also take a closer look to the previous limit
when H tends to 1/2 and when H tends to 1 (Proposition 3.4). Finally, making use of the 0–1
Kolmogorov law, we show that when H is close to 1, a.s. a path in the binary tree crosses an
infinite number of arbitrage points, and when H is close to 1/2, a.s. a path in the binary tree
crosses an infinite number of non-arbitrage points (Theorem 3.5).
We believe that our asymptotic results open a way to a better understanding of the arbitrage
behaviour in the limiting market. Since the proportion of arbitrage points remains strictly positive
in the limit, one could expect that the sequence of sets of arbitrage points converges in a proper
way to a set encoding the arbitrage structure of the fractional Black–Scholes model.
Another possible direction, in which our results may turn useful is the study of arbitrage in
the fractional binary markets under transaction costs. As mentioned by Sottinen, one may expect
that the arbitrage disappears when transaction costs are taken into account. This latter problem
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was treated in its most generality in [4], where a characterization of the smallest transaction cost
(called “critical” transaction costs) starting from which the arbitrage is eliminated is provided.
However, since the parameters of the model depend on time and space, this characterization
does not give a closed-form solution, but reduces to solving an optimization problem in a binary
tree. The complexity of this problem increases with the number of arbitrage points, and, hence,
the understanding of qualitative and quantitative properties gives us an insight to this more
complicated problem.
The paper is organized as follows. In Section 2, we recall the fractional binary markets as
defined in [14]. In Section 3, we introduce the notion of arbitrage point and arbitrage path and
we state our main results: Proposition 3.2, Theorem 3.3, Proposition 3.4 and Theorem 3.5. The
remaining of the paper is devoted to their proofs. In Section 4, we prove that the parameters of the
fractional binary markets satisfy a scaling property. This helps us to get rid of the dependence on
the size of the fractional binary market. We finish this section with the proof of Proposition 3.2.
In Section 5, we relate the proportion of arbitrage points with a rescaled random walk and study
its limit behaviour. Finally, we prove Theorem 3.3 and Proposition 3.4. Section 6 contains the
proof of our last main result, Theorem 3.5, concerning the asymptotic proportion of arbitrage
paths. We end the paper with Appendix enclosing the most technical auxiliary results needed
along this work.
2. Fractional binary markets
Sottinen introduces in [14] the fractional binary markets as a sequence of binary markets
approximating the fractional Black–Scholes model. The latter is a Black–Scholes type model
where the randomness of the risky asset is determined by a fractional Brownian motion. More
precisely, the dynamics of the bond and stock are given by:
d Bt = r(t) Bt dt and d SHt = (a(t)dt + σ d Z Ht ) SHt , t ∈ [0, 1], (2.1)
where σ > 0 is a constant representing the volatility and Z H is a fractional Brownian motion
of Hurst parameter H ∈ (1/2, 1). In this case, the increments of the fractional Brownian motion
are positively correlated and exhibit long-range dependence, see e.g. [11,12]. The functions r
and a are deterministic and represent the interest rate and the drift of the stock, respectively.
We assume moreover that the interest rate is constant equal to 0 and that the drift a is
continuous.
For each N > 1, we introduce the following market, called N -period fractional binary market,
which converges to the fractional Black–Scholes model (2.1) as shown in [14]. Let (Ω ,F , P)
be a finite probability space. The bond and the stock are traded at the times {0, 1N , . . . , N−1N , 1}
under the dynamics:
B(N )n = 1 and S(N ,H)n =

1+ a(N )n + X (N ,H)n

S(N ,H)n−1 , n ≥ 1.
The initial values are B(N )0 = 1 and S(N ,H)0 = s0, with s0 a positive constant. Here, B(N )n and
S(N ,H)n are understood to be the value of B(N ) and S(N ,H) in the time interval [ nN , n+1N ) for each
n ∈ {0, . . . , N − 1}. The drift a(N ) is used to approximate the continuous drift given in (2.1)
via
a(N )n =
1
N
a(n/N )
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and therefore, for all N ,
|a(N )n | ≤
∥a∥∞
N
, n ∈ {1, . . . , N }. (2.2)
Using the construction of Sottinen, we can express X (N ,H)n as:
X (N ,H)n =
n−1
i=1
J (N ,H)n (i) ξi + g(N ,H)n ξn . (2.3)
The random variables (ξi )i≥1 are supposed to be i.i.d. Bernoulli, i.e. P(ξ1 = −1) = P(ξ1 =
1) = 1/2. The real numbers J (N ,H)n (i), for 1 ≤ i < n ≤ N , and g(N ,H)n , for 1 ≤ n ≤ N , are
defined below. We endow the probability space with the following filtration Fn = σ(ξ1, . . . , ξn),
for n ≥ 1, and F0 = {∅,Ω}, and therefore the process S(N ,H)n is adapted.
Now, we define the constants:
J (N ,H)n (i) := σ
√
N
 i
N
i−1
N

kH
 n
N
, u

− kH

n − 1
N
, u

du, (2.4)
and
g(N ,H)n := σ
√
N
 n
N
n−1
N
kH
 n
N
, u

du, (2.5)
where
kH (t, s) := cH

H − 1
2

s
1
2−H
 t
s
u H−
1
2 (u − s)H− 32 du, (2.6)
and cH :=

2H Γ

3
2−H

Γ

H+ 12

Γ (2−2H) is a normalizing constant. For simplicity, we will use from time
to time the notation CH := cH

H − 12

. We also define, for each n ∈ {1, . . . , N }, the functions
Y (N ,H)n : {−1, 1}n−1 → R by:
Y (N ,H)n (x1, . . . , xn−1) :=
n−1
i=1
J (N ,H)n (i) xi , Y
(N ,H)
1 = 0.
We shortly denote Y (N ,H)n the random variable Y
(N ,H)
n (ξ1, . . . , ξn−1). In particular, from (2.3)
we have the following identity:
X (N ,H)n = Y (N ,H)n + g(N ,H)n ξn,
where the first process denotes the contribution of the past (up to time n − 1) and the second one
depends only on the present (at time n). The following functions on {−1, 1}n−1 are introduced:
u(N )n (x1, . . . , xn−1) := Y (N ,H)n (x1, . . . , xn−1)+ g(N ,H)n ,
and
d(N )n (x1, . . . , xn−1) := Y (N ,H)n (x1, . . . , xn−1)− g(N ,H)n ,
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with u(N )1 and d
(N )
1 constants. Thus, given the history up to time n − 1, the process X (N ,H) can
take at each time n only two possible values u(N )n and d
(N )
n with d
(N )
n < u
(N )
n . This justifies the
binary structure of these markets.
3. Arbitrage points and main results
In this section we introduce the notions of arbitrage points and arbitrage paths and formulate
our main results concerning their asymptotic properties.
We know from [6] (see [5] for the binomial case) that the N -period fractional binary market
excludes arbitrage opportunities if and only if for all n ∈ {1, . . . , N } and x ∈ {−1, 1}n−1, we
have:
d(N )n (x) < −a(N )n < u(N )n (x). (3.1)
The previous characterization of the arbitrage opportunities in the fractional binary market
motivates the next definitions. We call the following set N -binary tree:
XN = {τ } ∪
N−1
n=1
{−1, 1}n,
where τ denotes the root of the tree. We say that a point x ∈ XN is an arbitrage point for the
N -period fractional binary market if x does not satisfy condition (3.1). More precisely, given a
level n ∈ {1, . . . , N }, the following object is called the set of arbitrage points at level n:
A(N ,H)n := {x ∈ {−1, 1}n−1 : u(N )n (x) ≤ −a(N )n or d(N )n (x) ≥ −a(N )n }, n ≥ 2,
and A(N ,H)1 is equal to {τ } if u(N )1 ≤ −a(N )1 or d(N )1 ≥ −a(N )1 and the empty set otherwise. The
set of arbitrage points is given by:
A(N ,H) :=
N
n=1
A(N ,H)n ⊆ XN .
In addition, we call arbitrage paths the paths in the N -binary tree which cross at least one
arbitrage point, i.e. the elements of the set:
A(N ,H)P := {(x1, . . . , xN−1) ∈ {−1, 1}N−1 : ∃n ∈ {1, . . . , N }, (x1, . . . , xn−1) ∈ A(N ,H)n }.
Remark 3.1. Sottinen proves in [14] that for N large enough, the N -period fractional binary
market admits arbitrage opportunities. Indeed, it is proved that there exists nH > 0 such that for
all N sufficiently large:
A(N ,H)nH ≠ ∅ and limN→∞
| A(N ,H)P |
2N
≥ 22−nH > 0.
Now, we formulate our first main result. In [14, Theorem 5], the author shows that starting
from the root of the binary tree and going always up we can always reach an arbitrage point. The
following proposition provides a generalization of that result, establishing that starting from any
point in the binary tree by going always up (or always down) we can always reach an arbitrage
point. In what follows we use the notation 1k := (1, . . . , 1) ∈ Rk .
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Proposition 3.2. For all k ≥ 2 and x ∈ {−1, 1}k−1, there exist nk(x) ≥ 1 and Nk(x) ≥ k+nk(x)
such that for all N ≥ Nk(x):
x, 1nk (x)
 ∈ A(N ,H)k+nk (x) and x,−1nk (x) ∈ A(N ,H)k+nk (x).
In particular,
lim
N→∞ | A
(N ,H) |= ∞.
Before stating the next main result, we introduce the following notations. For h := H2 + 14 ∈
( 12 ,
3
4 ), consider the random variable
YH := 2 gH
∞
k=1
ρh(k) ξk, (3.2)
where gH := σ cHH+ 12 and
ρh(k) := 12

(k + 1)2h + (k − 1)2h − 2k2h

. (3.3)
Therefore
ρh(k) ∼ h(2h − 1) k2h−2 = 18 (2H + 1)(2H − 1) k
H− 32 as k →∞.
Consequently,
∞
k=1 ρh(k) = ∞ and, hence, the series in (3.2) is not absolutely convergent.
However, since
∞
k=1 ρ2h(k) < ∞, YH is well defined in the sense of almost sure convergence
(see p. 113 in [16] or [8]). We remark that ρh is the autocovariance function of a fractional
Brownian motion with Hurst parameter h.
Our second main result characterizes the proportion of arbitrage points.
Theorem 3.3. For any sequence Nn ≥ n:
lim
n→∞
|A(Nn ,H)n |
2n−1
= P(|YH | > gH ) > 0.
In particular:
lim
N→∞
|A(N ,H)|
2N − 1 = P(|YH | > gH ).
The next proposition provides the behaviour of the previous asymptotic proportion when H
is close to 1/2 and when H is close to 1.
Proposition 3.4. We have that:
lim
H→ 12
P(|YH | > gH ) = 0 and lim inf
H→1 P(|YH | > gH ) ≥
1
3
.
In order to state our last result concerning the asymptotic proportion of arbitrage paths,
we recall the following notions. For any sequence of measurable sets A1, A2, . . . , we denote
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{An i.o.} and {An ult.}, respectively the sets where An happens infinitely often and where An
happens ultimately, by:
{An i.o.} :=

n≥1

k≥n
Ak and {Anult.} :=

n≥1

k≥n
Ak .
Theorem 3.5. There exists Hc ∈ ( 12 , 1) such that for H > Hc
P(|YHn | > gHn i.o.) = 1
and for H < Hc
P(|YHn | > gHn ult.) = 0.
In particular, if H > Hc then
lim
N→∞
A(N ,H)P
2N−1
= 1.
Remark 3.6. The previous theorem tells us that, when H > Hc, with probability 1 a path in
the binary tree asymptotically crosses an infinite number of arbitrage points. On the other hand,
when H < Hc, with probability 1 a path in the binary tree asymptotically crosses an infinite
number of non-arbitrage points.
4. A discrete scaling property and the proof of Proposition 3.2
In the next proposition, we prove that the dependence on N of the coefficients in the definition
of X (N ,H)n appears as a multiplicative scaling factor.
Proposition 4.1. The following statements hold:
(1) For all 1 ≤ i < n ≤ N, we have:
J (N ,H)n (i) =
1
N H
j Hn (i),
where
j Hn (i) := σ CH
 i
i−1
x
1
2−H
 1
0
(v + n − 1)H− 12 (v + n − 1− x)H− 32 dv

dx . (4.1)
(2) For all 1 ≤ n ≤ N, we have:
g(N ,H)n =
1
N H
gHn ,
where
gHn := σ CH
 n
n−1
x
1
2−H (n − x)H− 12
 1
0
(y(n − x)+ x)H− 12 yH− 32 dy

dx . (4.2)
In particular, for all 1 ≤ n ≤ N, we have that:
N H X (N ,H)n = nH X (n,H)n .
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Proof. (1) From Eq. (2.6), we have that
kH
 n
N
, u

− kH

n − 1
N
, u

= CH u 12−H
 n
N
n−1
N
s H−
1
2 (s − u)H− 32 ds.
By means of the change of variable v = Ns − n + 1, the last identity implies that:
kH
 n
N
, u

−kH

n − 1
N
, u

= CH u
1
2−H
N 2H−1
 1
0
(v + n − 1)H− 12 (v + n−1− Nu)H− 32 dv.
The result follows by plugging this expression in the definition of J (N ,H)n (i), see (2.4), and
making the change of variable x = Nu.
(2) Using the definition of g(N ,H)n in (2.5) and the change of variable x = Nu, it follows
g(N ,H)n =
σ√
N
 n
n−1
kH
 n
N
,
x
N

dx .
On the other hand, we have that:
kH
 n
N
,
x
N

= CH N H− 12 x 12−H
 n
N
x
N
s H−
1
2

s − x
N
H− 32
ds. (4.3)
By means of the change of variable Ns = y(n − x)+ x , the integral in the previous identity can
be expressed in the following form: n
N
x
N
s H−
1
2

s − x
N
H− 32
ds = 1
N 2H−1
(n − x)H− 12
 1
0
(y(n − x)+ x)H− 12 yH− 32 dy.
Plugging the last expression in (4.3), and using the resulting identity in (2.5), we obtain the
desired result. 
Inspired by the previous proposition, we define the random variables YHn as:
YHn :=
n−1
i=1
j Hn (i) ξi .
From Proposition 4.1, for all 1 ≤ n ≤ N , the following identities hold:
Y (N ,H)n =
1
N H
YHn , X (N ,H)n =
1
N H
(YHn + gHn ξn). (4.4)
The proof of Proposition 3.2 requires upper and lower bounds for the quantities J (N ,H)n (i) and
g(N ,H)n . Thanks to the above-mentioned scaling property, it is enough to bound the parameters
j Hn (i) and g
H
n , which is done in the next lemma.
Lemma 4.2. The following inequalities hold:
(1) For all 1 ≤ i ≤ n − 1 < N, we have:
σ cH (n − 1)H− 12 In(i) ≤ j Hn (i) ≤ σ cH nH−
1
2 In(i), (4.5)
where
In(i) :=
 i
i−1
x
1
2−HϕHn (x)dx and ϕHn (x) := (n − x)H−
1
2 − (n − 1− x)H− 12 .
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(2) For all 1 < n ≤ N, we have:
gH ≤ gHn ≤ gH

1+ 1
n − 1
H− 12
. (4.6)
Proof. (1) Since, for every v ∈ [0, 1], we have n − 1 ≤ v + n − 1 ≤ n, we deduce that:
(n − 1)H− 12 ϕ
H
n (x)
H − 12
≤
 1
0
(v + n − 1)H− 12 (v + n − 1− x)H− 32 dv ≤ nH− 12 ϕ
H
n (x)
H − 12
.
The result is obtained by plugging the previous inequalities in (4.1).
(2) Note first that for every x ∈ (n − 1, n) we have:
x H− 12
H − 12
≤
 1
0
(y(n − x)+ x)H− 12 yH− 32 dy ≤ n
H− 12
H − 12
.
Using these inequalities and (4.2), we obtain the following sequence of inequalities:
gH ≤ gHn ≤ σ cH nH−
1
2
 n
n−1
x
1
2−H (n − x)H− 12 dx ≤ gH nH− 12 (n − 1) 12−H ,
which proves the desired inequalities. 
Now, we have all the ingredients for the proof of our first main result.
Proof of Proposition 3.2. Fix k ≥ 2. We prove only the first statement. The second one follows
analogously. Note that, it is enough to show the result for x = −1k−1. More precisely, we prove
that, for n sufficiently large, d Nn+k(−1k−1, 1n) ≥ −a(N )k+n , which is equivalent to:
RNn (k) := a(N )k+n + Y (N ,H)k+n (−1k−1, 1n)− g(N ,H)n+k ≥ 0.
The first term is bounded as in (2.2). For the last term, we use Proposition 4.1 and Eq. (4.6) to
obtain
g(N ,H)k+n ≤
cg
N H
, (4.7)
where cg is a positive constant. It remains to obtain a lower bound for the term Y
(N ,H)
k+n
(−1k−1, 1n). Note first that:
Y (N ,H)k+n (−1k−1, 1n) =
1
N H

−
k−1
i=1
j Hk+n(i)+
k+n−1
i=k
j Hk+n(i)

.
Using the upper bound in (4.5) for jk+n(i), we obtain:
k−1
i=1
j Hk+n(i) ≤ σ cH (n + k)α
 k−1
0
x−αϕHn+k(x) dx,
where α = H − 12 ∈ (0, 12 ). Using the definition of the function ϕHn+k and some appropriate
change of variables, we obtain: k−1
0
x−αϕHn+k(x) dx = (n + k)
 k−1
n+k
0
(1− v)αv−αdv − (n + k − 1)
×
 k−1
n+k−1
0
(1− v)αv−αdv ≤
 k−1
n+k−1
0
(1− v)αv−αdv ≤ 1
1− α

k − 1
n + k − 1
1−α
.
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Thus, for n ≥ k:
k−1
i=1
j Hk+n(i) ≤
2 σ cH
1− α n
α

k − 1
n + k − 1
1−α
. (4.8)
Now, using the lower bound in (4.5) for jk+n(i), we have:
k+n−1
i=k
j Hk+n(i) ≥ σ cH (n + k − 1)α
 n+k−1
k−1
x−αϕHn+k(x) dx .
Proceeding as before, using an appropriate change of variables, we deduce that: n+k−1
k−1
x−αϕHn+k(x) dx
= (n + k)
 n+k−1
n+k
k−1
n+k
(1− v)αv−αdv − (n + k − 1)
 1
k−1
n+k−1
(1− v)αv−αdv
≥
 1
k−1
n+k−1
(1− v)αv−αdv − (n + k)
 1
1− 1n+k
(1− v)αv−αdv
≥ 1
1+ α

n
n + k − 1
1+α
− 1
(n + k − 1)α

and then, for n ≥ k big enough:
k+n−1
i=k
j Hn+k(i) ≥
σ cH
4(1+ α)n
α. (4.9)
Now, using (2.2), (4.7), (4.8) and (4.9), we obtain for n big enough:
N H RNn (k) ≥ σ cH nα

1
4(1+ α) −
2
1− α

k − 1
n + k − 1
1−α
− cg − ∥a∥∞
N 1−H
.
As a consequence, for n and N large enough, RNn (k) ≥ 0, which proves the result. 
5. On the proportion of arbitrage points and the proofs of Theorem 3.3 and Proposition 3.4
In this section we identify the asymptotic behaviour of the proportion of arbitrage points with
the convergence of a well-chosen sequence of random variables.
From the definition of the set A(N ,H)n , we have:
(x1, . . . , xn−1) ∈ A(N ,H)n ⇔ Y (N ,H)n (x1, . . . , xn−1) ∉

−g(N ,H)n − a(N )n , g(N ,H)n − a(N )n

⇔ |Y (N ,H)n (x1, . . . , xn−1)+ a(N )n | ≥ g(N ,H)n .
Since the paths in {−1, 1}n−1 are equidistributed, we have that:
|A(N ,H)n |
2n−1
= P

|Y (N ,H)n + a(N )n | ≥ g(N ,H)n

. (5.1)
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In a similar way, we can see that
|A(N ,H)P |
2N−1
= P

∃ n ∈ {1, . . . , N } : |Y (N ,H)n + a(N )n | ≥ g(N ,H)n

. (5.2)
Thanks to (5.1) and (4.4), the proportion of arbitrage points at asymptotic levels is related to
the limit behaviour of the random variables (YHn )n≥1. More precisely, for any strictly increasing
sequence of positive integers Nn , we have the following relation:
|A(Nn ,H)n |
2n−1
= P

|YHn + a(Nn)n N Hn | ≥ gHn

. (5.3)
For each n ≥ 1, YHn is a sum of independent random variables and its variance is given by
Var(YHn ) =
n−1
i=1

j Hn (i)
2
.
However, we cannot apply a CLT in order to study the limit behaviour YHn . The reason is that,
by inequality (4.5) and the definition of gH :
lim
n→∞ j
H
n (n − 1) = gH

2H+
1
2 − 2

> 0,
which implies that the Lindeberg condition is not satisfied. Instead, we express the random
variable YHn as a sum of two independent random variables Y¯Hn and YHn with very differ-
ent properties. We do so following the monotonicity properties of the function In defined in
Lemma 4.2. Indeed, by Corollary A.2, there is in → ∞ such that In is decreasing on {1, . . . ,
in − 1} and increasing on {in + 1, . . . , n − 1}. This allows to write YHn as Y¯Hn + YHn , where:
Y¯Hn =
in−1
i=1
j Hn (i) ξi and YHn = n−1
i=in
j Hn (i) ξi .
These random variables are clearly independent and symmetric. In the next sections, their con-
vergence properties are studied.
5.1. On the random variables Y¯Hn
The next result gives the convergence of the first part of the random walk.
Proposition 5.1. We have that Y¯Hn
L2−−−→
n→∞ 0.
Proof. Note first that, since the function ϕHn is increasing, we have:
In(1) ≤ (n − 2)
H− 12
3
2 − H

1+ 1
n − 2
H− 12 − 1 .
Plugging this in (4.5), we get
jn(1) −−−→
n→∞ 0. (5.4)
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Similarly, for 1 < i ≤ in − 1, we deduce that:
In(i) ≤ 1
(i − 1)H− 12
ϕHn (in − 1).
Thus, using (4.5), we obtain:
( j Hn (i))
2 ≤ (σcH )2 n
2H−1
(i − 1)2H−1

ϕHn (in − 1)
2
.
Moreover, from Lemma A.1 and Corollary A.2, we see that, for n sufficiently large, in − 1 ≤
(2H − 1)(n − 1), and hence:
( j Hn (i))
2 ≤ (σcH )2 n
2H−1
(i − 1)2H−1

ϕHn ((2H − 1)(n − 1))
2
.
In addition, using the definition of ϕHn , we see that
ϕHn ((2H − 1)(n − 1)) ≤ nH−
1
2

1+ 1
(2− 2H)(n − 1)
H− 12 − 1 .
Therefore, we can choose c∗H > 0 such that for any n large enough:
( j Hn (i))
2 ≤ c
∗
H
(i − 1)2H−1 n4−4H .
On the other hand, since:
∞
i=1
1
i2H−1 i4−4H
=
∞
i=1
1
i3−2H
<∞,
by Kronecker’s lemma (see Lemma 4.21 in [9]), we conclude that:
1
n4−4H
in−1
i=1
1
i2H−1
−−−→
n→∞ 0.
This together with (5.4) implies that
Var(Y¯Hn ) ≤ j Hn (1)2 +
c∗H
n4−4H
in−1
i=2
1
(i − 1)2H−1 −−−→n→∞ 0.
The result is proved. 
5.2. On the random variables (YHn )n≥1
We start this section, proving that the variance of YHn converges.
Lemma 5.2. We have that:
Var(YHn ) −−−→n→∞ 4g2H ∞
k=1
ρ2h(k) <∞
where h = H2 + 14 ∈ ( 12 , 34 ) and ρh is defined in (3.3).
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Proof. Note first that:
Var(YHn ) = n−1
i=in
( j Hn (i))
2 =
n−in
k=1
( j Hn (n − k))2.
On the other hand, using (4.5), we obtain for 1 ≤ k ≤ n − in :
j Hn (n − k) ≤ σ cH

n
n − k − 1
H− 12  (k + 1)H+ 12 + (k − 1)H+ 12 − 2k H+ 12
H + 12

and
j Hn (n − k) ≥ σ cH

n − 1
n − k
H− 12  (k + 1)H+ 12 + (k − 1)H+ 12 − 2k H+ 12
H + 12

.
It follows that, for any k ≥ 1:
lim
n→∞ j
H
n (n − k) = σ cH

(k + 1)H+ 12 + (k − 1)H+ 12 − 2k H+ 12
H + 12

= 2gH ρh(k).
In the same way, using Lemma A.1, Corollary A.2 and the previous upper bound for j Hn (n − k),
one can find a constant M > 0, such that for any n sufficiently large:
j Hn (n − k) ≤ M ρh(k).
Finally, since
∞
k=1 ρ2h(k) < ∞, the desired result follows as an application of the dominated
convergence theorem. 
Motivated by Lemma 5.2, we introduce the random sequence (Υ Hn )n≥1:
Υ Hn :=
n−in
k=1
j Hn (n − k) ξk, n ∈ N.
It is clear that Υ Hn
d= YHn . The next proposition reinforces Lemma 5.2, with the help of the
random variables Υ Hn , and permits to conclude the convergence in law of the random variablesYHn .
Proposition 5.3. We have that Υ Hn
L2−−−→
n→∞ YH and therefore YHn d−−−→n→∞ YH , where YH is
defined in (3.2).
Proof. Let us denote kn = n − in . It is straightforward to see that:
E[(Υ Hn − YH )2] = E
 kn
k=1

j Hn (n − k)− 2gHρh(k)

ξk − 2gH
∞
k=kn+1
ρh(k)ξk
2
=
kn
k=1

j Hn (n − k)− 2gHρh(k)
2 + 4g2H ∞
k=kn+1
ρ2h(k).
Note that the convergence to 0 of the second sum is guaranteed as
∞
k=1 ρ2h(k) <∞. It remains
to show that the first sum on the right-hand side also converges to 0. For this, using the bounds
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obtained in the proof of Lemma 5.2, we see that for each k ≤ kn :
j Hn (n − k)− 2gHρh(k) −−−→n→∞ 0
and | j Hn (n−k)−2gHρh(k)| ≤ Cρh(k) for some constant C > 0. Therefore, the result is obtained
as an application of the dominated convergence theorem.
For the second statement, we use that convergence in L2 implies convergence in law and that
Υ Hn
d= YHn . 
5.3. On the convergence of (YHn )n≥1 and applications
Now we have all the necessary elements to establish the convergence of the random variables
(YHn )n≥1, which is provided in the next theorem.
Theorem 5.4. We have that YHn
d−−−→
n→∞ YH .
Proof. Proposition 5.1 implies that Y¯Hn
p−−−→
n→∞ 0, and since, by Proposition 5.3,
YHn d−−−→n→∞ YH
we obtain by Slutsky’s theorem that
YHn = Y¯Hn + YHn d−−−→n→∞ YH . 
Theorem 5.5. The law of YH is absolutely continuous with respect to the Lebesgue measure, its
density fH is symmetric, bounded, L2(R)-integrable and has non compact support.
Proof. We claim that the characteristic function of YH , FH (v) = E[eivYH ], decays faster than
exponentially. If this is true, then FH is in L2(R) and the law of YH admits a density function fH
in L2(R) (Lemma 2.1 in [1]). The relation between the L2-norms of FH and fH is given by the
Plancherel’s theorem. We can also deduce that FH is in L1(R), which implies that fH is bounded
(Corollary 5.1, Chapter 9 in [13]). The fact that fH is symmetric comes from the symmetry of
the law of YH . The last assertion is a consequence of the uncertainty principle, which informally
asserts that FH and fH cannot both decay too fast at infinity (see for example [7]).
Now, we turn to the proof of the claim. Since the series defining YH is almost surely
convergent (and therefore in distribution), we deduce that:
E[eivYH ] = lim
n→∞ E

exp

2ivgH
n
k=1
ρh(k) ξk

= lim
n→∞ E

n
k=1
exp (2ivgHρh(k) ξk)

= lim
n→∞
n
k=1
E

exp (2ivgHρh(k) ξk)

= lim
n→∞
n
k=1
cos (2vgHρh(k)) =
∞
k=1
cos (2vgHρh(k)) .
We obtain first bounds for cos(uρH (k)). We assert that for any x ∈ (0, π/2):
0 < cos(x) ≤ 1− x
2
π
.
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In order to prove that, we consider the function f defined by f (x) = 1 − x2
π
− cos(x). Since
f (0) = 0, it would be enough to prove that f is increasing in (0, π/2). This is indeed the case,
as for each x ∈ (0, π/2):
f ′(x) = −2x
π
+ sin(x) ≥ 0,
which proves our assertion (the last inequality follows from the concavity of the sinus function
on (0, π/2)).
On the other hand, since ρh(k) ∼ h(2h − 1)k2h−2 when k goes to infinity, we can find k0 and
bH > γH > 0 such that, for any k ≥ k0:
γH k
−β ≤ ρh(k) ≤ bH k−β
where β = 2− 2h ∈ (1/2, 1). Now, for each u > 0, we define:
k(u) = k0 ∨ inf

k ∈ N : u bH
kβ
≤ π
2

.
From the definition, we have that for any k ≥ k(u):
0 <
u γH
kβ
≤ u ρh(k) ≤ u bHkβ ≤
π
2
.
In particular,
∞
k=1
| cos(uρh(k))| ≤
∞
k=k(u)
| cos(uρh(k))| ≤
∞
k=k(u)

1− (uρh(k))
2
π

and then:
∞
k=1
| cos(uρh(k))| ≤
∞
k=k(u)

1− (u γH )
2
πk2β

.
On the other hand:
ln
 ∞
k=k(u)

1− (u γH )
2
πk2β

=
∞
k=k(u)
ln

1− (u γH )
2
πk2β

.
Note that for u big enough, k(u) > k0 and hence k(u) = inf{k ∈ N : u bHkβ ≤ π2 }. This implies
that (k(u)− 1)β ≤ 2ubH
π
≤ k(u)β and then:
∞
k=k(u)
ln

1− (u γH )
2
πk2β

≤
∞
k=k(u)
ln

1− πγ
2
H
(2bH )2

k(u)− 1
k
2β
≤ (k(u)− 1)
 ∞
1
ln

1− πγ
2
H
(2bH )2x2β

dx
≤ −θH u1/β ,
for some constant θH > 0 and u > 0 sufficiently large. Consequently, setting u = 2gH |v| and
using the symmetry of fH , we deduce that for |v| sufficiently large:
|E[eivYH ]| ≤ e−θH (2gH |v|)1/β .
The claim is then proved. 
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Proof of Theorem 3.3. Using that limn→∞ gHn = gH , limn→∞ a
(Nn )
n N Hn
gHn
= 0 and YHn d−−−→n→∞
YH , we get by Slutsky’s theorem that
YHn
gHn
+ a
(Nn)
n N Hn
gHn
d−−−→
n→∞
YH
gH
.
Since the law of YH is absolutely continuous, we apply the Portmanteau theorem and Lemma
17.2 of [16] to deduce that
lim
n→∞ P

|YHn + a(Nn)n N Hn | ≥ gHn

= lim
n→∞ P

|YHn + a(Nn)n N Hn |
gHn
≥ 1

= P
 |YH |
gH
> 1

= P(|YH | > gH ).
The proof of the first statement is achieved using (5.3) and the fact that the density fH has no
compact support.
For the second statement in the theorem, first note that:
|A(N ,H)| =
N
n=1
|A(N ,H)n | =
N
n=1
P(|YHn + a(N )n N H | ≥ gHn ) 2n−1. (5.5)
Now, fix ε > 0 and consider N sufficiently large in order to satisfy ∥a∥∞/N 1−H ≤ ε. For such
N and n ≤ N , we see that:
P(|YHn | ≥ gHn + ε) ≤ P(|YHn + a(N )n N H | ≥ gHn ) ≤ P(|YHn | ≥ gHn − ε),
and then, plugging this in (5.5), we get:
N
n=1
P(|YHn | ≥ gHn + ε) 2n−1 ≤ |A(N ,H)| ≤
N
n=1
P(|YHn | ≥ gHn − ε) 2n−1. (5.6)
Additionally, as in the proof of the first statement above, we get:
P(|YHn | ≥ gHn + ε) −−−→n→∞ P(|YH | > gH + ε),
and
P(|YHn | ≥ gHn − ε) −−−→n→∞ P(|YH | > gH − ε).
Applying Ce`saro’s lemma (page 116 in [16]) to the sequences {P(|YHn | ≥ gHn + ε)}n≥1 and
{P(|YHn | ≥ gHn − ε)}n≥1, (5.6) leads to:
P(|YH | > gH + ε) ≤ lim inf
N→∞
|A(N ,H)|
2N − 1 ≤ lim supN→∞
|A(N ,H)|
2N − 1 ≤ P(|YH | > gH − ε).
The result follows by taking the limit when ε tends to 0. 
Proof of Proposition 3.4. Thanks to the Tchebysheff’s inequality, we obtain that:
P(|YH | > gH ) ≤ 4
∞
k=1
ρ2h(k).
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In addition, from Lemma A.3, we have that limh→ 12+
∞
k=1 ρ2h(k) = 0, and, since h = H2 + 14 ,
the first result follows.
From Corollary A.5, it follows that for H > 2hc − 1/2, we have ∞k=1 ρ2h(k) > 14 . Hence,
we can use the Paley–Zygmund inequality (Lemma 4.1 in [9]) and a particular case of the
Khintchine’s inequality (see [10]), to obtain:
P(|YH | > gH ) ≥ 13
1−
 1
4
∞
k=1
ρ2h(k)


2
.
On the other hand, we know from Lemma A.4 that limh→ 34−
∞
k=1 ρ2h(k) = ∞. Combining this
with the previous inequality, we obtain the desired result. 
6. Proof of Theorem 3.5
In this section, we exploit the measurability properties of the random variables YHn . Intuitively,
these random variables depend asymptotically only on the tail σ -field, which is defined by:
T∞ =

n≥1

k>n
σ(ξk) =

n≥1
σ(ξk, k > n).
Since the random variables (ξi )i≥1 are independent, we know from the Kolmogorov 0–1 law
(see Theorem 3.13 in [9]) that T∞ is P-trivial and that the T∞-measurable random variables are
constant. One could be tempted to say that YH is then constant, which is in contradiction with
the fact that its variance is strictly positive. This contradiction is only apparent and the reason is
that the random variables YHn converge to YH only in distribution and one cannot conclude that
YH is T∞-measurable. Anyhow, this naive idea leads to some interesting results.
Lemma 6.1. Consider a sequence of positive numbers sn . For any subsequence nk , the sets
{|YHnk | > snk i.o.} and {|YHnk | > snk ult.} have probability 0 or 1.
Proof. By the Kolmogorov 0–1 law, it is enough to prove that both sets belong to the tail σ -field.
More precisely, we have to prove that for all m ≥ 1, both sets belong to σ(ξi , i > m).
First, fix m ≥ 1. Since ik → ∞ and nk → ∞ when k goes to infinity, we can find km such
that inkm > m. On the other hand, we have that:
{|YHnk | > snk } ∈ σ {ξi , i ≥ ink }.
Thus,
k≥ℓ
{|YHnk | > snk } ∈ σ {ξi , i ≥ inℓ} and 
k≥ℓ
{|YHnk | > snk } ∈ σ {ξi , i ≥ inℓ}.
We conclude that:
{|YHnk | > snk i.o.} = 
ℓ≥km

k≥ℓ
{|YHnk | > snk } ∈ σ {ξi , i ≥ inkm } ⊆ σ {ξi , i > m}
and
{|YHnk | > snk ult.} = 
ℓ≥km

k≥ℓ
{|YHnk | > snk } ∈ σ {ξi , i ≥ inkm } ⊆ σ {ξi , i > m}
and the proof is completed. 
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We denote Hc := 2hc − 1/2 ∈ (1/2, 1), where hc is chosen like in Corollary A.5.
Lemma 6.2. Let nk be a strictly increasing sequence of positive integers. For any H < Hc, there
exists ε > 0:
P(|YHnk | > gHnk (1− ε) ult.) = 0
and for any H > Hc, there exists δ > 0:
P(|YHnk | > gHnk (1+ δ) i.o.) = 1.
Proof. Fix H < Hc. By Corollary A.5, we can choose ε such that
∞
k=1
ρ2h(k) <
(1− ε)2
4
<
1
4
.
Using Fatou’s lemma and Tchebysheff’s inequality, we obtain:
P(|YHnk | > gHnk (1− ε) ult.) ≤ lim infk→∞ P(|YHnk | > gHnk (1− ε)) ≤ 4(1− ε)2
∞
k=1
ρ2h(k) < 1.
Thus, the first result is a consequence of Lemma 6.1.
Now, fix H > Hc and choose δ > 0 such that
∞
k=1
ρ2h(k) >
(1+ δ)2
4
>
1
4
.
Another application of Fatou’s lemma, implies that:
P(|YHnk | > gHnk (1+ δ) i.o.) ≥ lim supn→∞ P(|YHnk | > gHnk (1+ δ)).
Applying the Paley–Zygmund inequality and Khintchine’s inequality, we get:
lim sup
n→∞
P(|YHnk | > gHnk (1+ δ)) = P(|YH | > gH (1+ δ))
≥ 1
3
1−
 (1+ δ)2
4
∞
k=1
ρ2h(k)


2
> 0,
and the second statement follows from Lemma 6.1. 
Proof of Theorem 3.5. Since Y¯Hn converges to 0 in L2, there is a subsequence Y¯Hnk convergent
almost surely to 0. Let H > Hc and δ > 0 as in Lemma 6.2. Note that
{|YHnk | > (1+ δ)gHnk } = {|YHnk | > (1+ δ)gHnk } ∩ {|Y¯Hnk | ≤ δgHnk }
∪ {|YHnk | > (1+ δ)gHnk } ∩ {|Y¯Hnk | > δgHnk }
⊆ {|YHnk | > gHnk } ∪ {|Y¯Hnk | > δgHnk },
which implies that
{|YHnk | > (1+ δ)gHnk i.o.} ⊆ {|YHnk | > gHnk i.o.} ∪ {|Y¯Hnk | > δgHnk i.o.}.
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Since Y¯Hnk
a.s.−→ 0 and gHnk → gH > 0, it follows that P({|Y¯Hnk | > δgHnk i.o.}) = 0. The desired
statement is a consequence of Lemma 6.2 and of the fact that
{|YHnk | > gHnk i.o.} ⊆ {|YHn | > gn i.o.}.
For H < Hc, let ε > 0 as in Lemma 6.2. Note that
{|YHnk | > gHnk } = {|YHnk | > gHnk } ∩ {|Y¯Hnk | ≤ εgHnk }
∪ {|YHnk | > gHnk } ∩ {|Y¯Hnk | > εgHnk }
⊆ {|YHnk | > (1− ε)gHnk } ∪ {|Y¯Hnk | > εgHnk },
which implies that
{|YHnk | > gHnk ult.} ⊆ {|YHnk | > (1− ε)gHnk ult.} ∪ {|Y¯Hnk | > εgHnk i.o.}.
Following the same reasoning as before, the desired statement is obtained using Lemma 6.2 and
the fact that
{|YHnk | > gHnk ult.} ⊇ {|YHn | > gn ult.}.
For the final statement, note that
{|YHn | > gHn i.o.} ⊆ {∃ n : |YHn | > gHn }
and
{∃ n : |YHn | > gHn } ⊆ {∃ n ∈ {1, . . . , N } : |YHn + a(N )n N H | > gHn ult.}.
Using (5.2), Fatou’s lemma and Theorem 3.5 we obtain
lim inf
N→∞
A(N ,H)P
2N−1
≥ 1
and the result follows. 
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Appendix. Some technical results
Consider the function gn : (0, n − 1) → (0,∞) defined by gn(x) = x 12−HϕHn (x). The
relation between this function and the coefficients j Hn (i) is given by (4.5). The next lemma is the
key ingredient when splitting the random variables YHn .
Lemma A.1. For each n > 1, there exists a unique xn ∈ (0, n − 1) such that the function gn
is strictly decreasing in the interval (0, xn) and strictly increasing in the interval (xn, n − 1). In
addition, we have:
lim
n→∞
xn
n − 1 = H −
1
2
.
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Proof. Let fn : (1/(n − 1),∞)→ (0,∞) be given by fn(x) := gn(1/x). Note that
f ′n(y) =

H − 1
2

n (ny − 1)H− 32
1− (n − 1)
n

1+ 1
n − 1− 1y
 3
2−H
 .
The function in the square parenthesis is strictly increasing and equal to 0 in only one point,
given by
yn =
n − 1− 1
1+ 1n−1
 2
3−2H − 1

−1
>
1
n − 1 .
We deduce that fn is strictly decreasing in (1/(n − 1), yn) and strictly increasing in (yn,∞).
Setting xn := 1/yn , the desired monotonicity properties of gn follow. The last result is obtained
via a direct calculation of the limit of xn/(n − 1). 
An important consequence of this lemma is given in the following corollary.
Corollary A.2. Denote in = ⌊xn⌋ + 1. The function In : {1, . . . , n − 1} → (0,∞) given
in Lemma 4.2 is decreasing on {1, . . . , in − 1} and increasing on {in + 1, . . . , n − 1}.
Proof. Directly from the definitions and Lemma A.1. 
The remaining results concern properties of the function ρh .
Lemma A.3. For k ≥ 1, the function Fk : ( 12 , 34 )→ R+ given by Fk(h) := ρh(k) is increasing.
As a consequence: limh→ 12+
∞
k=1 ρ2h(k) = 0.
Proof. For k = 1, we have 2F1(h) = 22h − 2 and the result follows. For k > 1, we note that:
2Fk(h) = k2hG 1
k
(2h),
where for ε ∈ (0, 1) and x > 1, Gε(x) := (1 + ε)x + (1 − ε)x − 2. We see that G ′ε(x) =
ln(1+ ε)ex ln(1+ε) + ln(1− ε)ex ln(1−ε) and that G ′ε(x∗(ε)) = 0 if and only if:
x∗(ε) =
ln

ln(1/(1−ε))
ln(1+ε)

ln

1+ε
1−ε
 .
Moreover, since the function g given by g(x) := (1+x) ln(1+x)+(1−x) ln(1−x) is increasing
in [0, 1), we deduce that G ′ε(1) = g(ε) > g(0) = 0. The latter also implies that
ln(1/(1− ε))
ln(1+ ε) <
1+ ε
1− ε .
Taking logarithm on both sides of the inequality, we conclude that x∗(ε) < 1. In this way,
we showed that Gε is increasing in (1,∞). Then the first assertion follows. The second one is
obtained applying the monotone convergence theorem. 
Lemma A.4. For any h ∈ ( 12 , 34 ):
ρh(k) ≥ h(2h − 1)
2 k2−2h
, k ≥ 1.
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In particular:
∞
k=1
ρ2h(k) ≥
h2(2h − 1)2
4
ζ(4− 4h),
where ζ is the Riemann zeta function. Consequently, limh→ 34−
∞
k=1 ρ2h(k) = ∞.
Proof. Let us first prove that the function fh : [0, 1)→ R given by:
fh(x) := (1+ x)2h + (1− x)2h − 2− h(2h − 1)x2
is positive. Note that f ′h(x) = 2h

(1+ x)2h−1 − (1− x)2h−1 − (2h − 1)x and f ′′h (x) =
2h(2h − 1) (1+ x)2h−2 + (1− x)2h−2 − 1 ≥ 0. Since f ′h is increasing and f ′h(0) = 0, we
conclude that f ′h is positive. Thus, fh is increasing and since fh(0) = 0, the claim is proved. The
result follows since:
ρh(k) =
k2h fh

1
k

2
+ h(2h − 1)
2 k2−2h
. 
As a consequence of the two previous results, we obtain the following corollary.
Corollary A.5. There exists 12 < hc <
3
4 such that:
1. For all h ∈ ( 12 , hc):
∞
k=1 ρ2h(k) <
1
4 .
2. For all h ∈ (hc, 34 ):
∞
k=1 ρ2h(k) >
1
4 .
Proof. First, we observe that the continuity and the monotonicity of the autocovariance functions
with respect to h and the monotone convergence theorem imply the continuity of the function
h → ∞k=1 ρ2h(k). The statements in the corollary follow from the mean value theorem and
Lemmas A.3 and A.4. 
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