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Abstract
In this paper we propose a method to study a general vector-hosts mathematical
model in order to explain how the changes in biodiversity could influence the dynamics
of vector-borne diseases. We find that under the assumption of frequency-dependent
transmission, i.e. the assumption that the number of contacts are diluted by the total
population of hosts, the presence of a competent host is a necessary condition for the
existence of an endemic state. In addition, we obtain that in the case of an endemic
disease with a unique competent and resilient host, an increase in its density amplifies
the disease.
1 Introduction
The abundance of hosts of a vector-borne disease could influence the dilution or amplifica-
tion of the infection. In [11], the authors discusse several examples where loss of biodiversity
increases disease transmission. For instance, West Nile virus is a mosquito-transmitted
disease and it has been shown that there is a correlation between low bird density and
amplification of the disease in humans [1, 15]. One of the suggested explanations of this
phenomenon is that the competent hosts persist as biodiversity is lost, meanwhile the den-
sity of the species who reduce the pathogen transmission declines. This is the case of the
Lyme disease in North America, which is transmitted by the blacklegged tick Ixodes paci-
ficus. The disease has the white-footed mouse Peromyscus leucopus as competent host,
which are abundant in either low-diversity or high-diversity ecosystems. On the other
hand, the opossum Didelphis virginiana, which is a suboptimal host and acts as a buffer
of the disease, is poor in low-diversity forest [5, 3].
Symmetrically, the dilution effect hypothesizes that increases in diversity of host species
may decrease disease transmission [4]. The diluting effect of the individual and collective
addition of suboptimal hosts is discussed in [8]. For example, the transmission of Schis-
tosoma mansoni to target snail hosts Biomphalaria glabrata is diluted by the inclusion of
decoy hosts. These decoy hosts are individually effective to dilute the infection. However,
it is interesting to notice that their combined effects are less than additive [9, 10].
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The objective of this paper is to study the behavior of a vector-borne disease with mul-
tiple hosts when changes in biodiversity occur. More precisely, we present a mathematical
framework that simultaneously explains why the accumulative effect of decoy hosts is less
than additive and how competent and resilient host amplify the disease. To model a vector-
borne disease with multiple hosts we use a dynamical system that was created based on
[7]. We suggest a mathematical interpretation of competent and suboptimal host using the
basic reproductive number of the cycle formed by the host and the vector. Furthermore,
we assume that the abundances of the hosts follow a conservation law given by community
constraints and with it we attempt to capture how a disturbance of the ecosystem leads
to changes in the density of the hosts. We also give a mathematical interpretation of what
a resilient species is using the conservation law. In this way, we are able to measure the
effect on the dynamics of the disease due to different changes in the biodiversity. We show
that in the case of endemic diseases these effects are determined by the effectiveness of the
hosts to transmit the disease and the resistance of the hosts to biodiversity changes.
In section 2 we present the variables and the equations of the model. Section 3 is divided
in three subsections. In subsection 3.1 we derive some properties of the basic reproductive
number and we show how an endemic state implies the existence of a competent host. From
these properties we explain why the combined effect of decoy hosts is less than additive
and how biodiversity loss can entail amplification of the disease. Subsection 3.2 introduces
the community constraints that leads us to a definition of resilient host. In subsection 3.3
we consider the case of an endemic disease with a unique competent host. We discuss the
conclusions from our results in section 4 . The mathematical justification are in Appendix,
section 5.
2 The model
We propose a mathematical model of a vector-borne disease that is spread among a vector
V and hosts Hi, i = 1, . . . , k. We suppose that each population is divided into susceptible
individuals (SV susceptible vectors and SHi susceptible hosts) and infectious individuals (IV
infectious vectors and IHi infectious hosts). LetNV andNHi represent the total abundances
of vectors and hosts respectively. The dynamics of the disease will be studied by means of
the basic reproductive number as we are interested in the strength of a pathogen to spread
in an ecosystem. Modification of the ecosystem entails changes in the abundances of the
hosts. After these changes are brought, the ecosystem will settle to a stable pattern of
constant abundances. We are interested in understanding the basic reproductive number
when the ecosystem reaches these steady states. Therefore we will assume the abundance of
the vector and hosts are constant in time, i.e. N˙V = S˙V + ˙IV = 0 and ˙NHi =
˙SHi +
˙IHi = 0
for i = 1, . . . , k. In that way, it suffices to consider as state variables only the number of
infectious species. We define the total number of hosts as NH =
∑k
i=1NHi . Our model
is a system of ordinary differential equations for the infectious populations of hosts and
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vectors: 
˙IHi = βV HiIV
SHi
NH
− δHiIHi , i = 1, . . . , k
˙IV =
∑k
i=1 βHiV IHi
NHi
NH
SV
NV
− δV IV .
(1)
We assume frequency-dependent transmission and that the vector does not have prefer-
ence for a specific host, hence the number of contacts between the vector and the hosts
are diluted by the total population of hosts. We also assume that there are no intraspecies
infections and that there is no interspecies infection between hosts, or that these are neg-
ligible. Therefore, the only mean of infection is through contact with the vectors as Fig. 1
shows.
Figure 1: The node V represents the infectious vector and the nodes Hi, i = 1, . . . , k
represent the infectious reservoirs.
The parameters of the model are presented in Table 1.
Note that we could alternatively assume that infected hosts gain immunity after recov-
ering. In such case the model would yield the same next generation matrix (see Appendix
5.1), and since our analysis depends entirely on this matrix we would obtain the same
results.
3
Parameter Definition Units
βV Hi Transmission rate from V to Hi [Hi]/([time] ∗ [V ])
in the cycle formed by V and Hi
βHiV Transmission rate from Hi to V [V ]/([time] ∗ [Hi])
in the cycle formed by V and Hi
δV Mortality rate of infected vectors 1/[time]
δHi Mortality rate of infected hosts Hi 1/[time]
Table 1: Parameters of the model described by equations (1).
3 Results
3.1 Properties of the basic reproductive number and the existence of
competent hosts
We define the basic reproductive number RHi0 of the cycle formed by host Hi and the vector
V by
(RHi0 )2 =
βV Hi
δV
βHiV
δHi
.
The quantity RHi0 is the basic reproductive number of the epidemiological model (1) when
NH = NHi . It corresponds to the average number of secondary cases produced by a single
infected host Hi in an otherwise susceptible population when the only cycle taken into
account is the interaction between V and Hi. In this setting, the infection will spread in
the population if RHi0 > 1, and it will disappear if RHi0 < 1. Therefore, we say that a host
Hi is competent if RHi0 ≥ 1 and suboptimal if RHi0 < 1.
In general, taking into account all cycles, if Di =
NHi
NH
is the density of the host Hi in
the total population of hosts, then the basic reproductive number R0 of the whole system
is given by
R20 =
k∑
i=1
(RHi0 )2D2i ,
(see (5) in Appendix). Note that this implies that the combined effect of decoy hosts is
less than additive.
The quantity R0 is a convex function of D1, . . . Dk. We have Di ≥ 0 for i = 1, . . . , k
and
∑k
i=1Di = 1. Using Lagrange multipliers, we obtain that the minimum value of R0 is
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attained in (D∗1, . . . , D∗k), where
(RH10 )2D∗1 = . . . = (RHk0 )2D∗k.
Therefore, we have
D∗i =
1
(RHi0 )2∑k
j=1
1
(RHj0 )2
for i = 1, . . . , k
and
(R0)2min =
1∑k
j=1
1
(RHj0 )2
=
1
k
H
(
(RH10 )2, . . . , (RHk0 )2
)
, (2)
where H
(
(RH10 )2, . . . , (RHk0 )2
)
is the harmonic mean of (RH10 )2, . . . , (RHk0 )2. From the
properties of the harmonic mean we have
min
i=1,...,k
{(RHi0 )2} ≤ H
(
(RH10 )2, . . . , (RHk0 )2
)
≤ k min
i=1,...,k
{(RHi0 )2}.
Using (2), we obtain
1
k
min
i=1,...,k
{(RHi0 )2} ≤ (R0)2min ≤ min
i=1,...,k
{(RHi0 )2}.
From the last inequalities we can observe the following. First, the presence of a reservoir
with RHi0 < 1 implies that (R0)min < 1. Hence, in some cases we may have R0 < 1.
Furthermore, from (2) we obtain that the larger the number of the hosts is, the smaller the
basic reproductive number could be. This explains how high biodiversity could lead to the
dilution of the disease. On the other hand, if all the reservoirs are effectively transmitting
the disease (RHi0  1, i = 1, . . . , k) and there are few host (k is small), then R0 > 1. This
explains why in the case when competent host species thrive as a result of biodiversity loss
we can expect the amplication of the disease, as discussed in [11] for the case of the Lyme
disease [5, 3] and the Nipah virus [2].
Furthermore, as the function (R0)2(D1, . . . , Dk) is convex, we have
R20 ≤ max
i=1,...,k
{(RHi0 )2}.
This inequality implies that the disease can not be amplified beyond the basic reproductive
number of the most competent host. We obtain the following theorem.
Theorem 1. There exist values of D1, . . . , Dk for which R0 ≥ 1 if and only if
(R0)min < 1 < RHi0 ,
for some i. In particular, under the assumption of model (1), the endemicity of a disease
implies the existence of a competent host.
5
Figure 2 represents a contour plot of R0 in the case of two hosts.
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Figure 2: Contour plot for different values of R0 for a two hosts system where there is a
competent host (horizontal axis) and a suboptimal host (vertical axis). In the red line R0
takes its minimum value, and as we move away from the red line, R0 increases.
3.2 Community constraints
In this section we will take into consideration host interaction using community constraints.
First, we will consider the case when the abundance of hosts follow linear constraints.
Secondly, we will show that in the study of small changes in the abundances we can
linearize general constraints.
3.2.1 Linear case
Let us assume that the abundances of the hosts NH1 , . . . , NHk follow k−1 linear constraints:
k∑
j=1
aijNHi + bi = 0, for i = 1, . . . , k − 1,
for some constants aij , bi.
If the matrix (aij)1≤i,j≤k−1 is nonsingular, the abundance of all hosts can be explained
by the abundance of the host Hk:
NHi = −AiNHk +Bi, for i = 1 . . . , k − 1, (3)
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for some constants Ai, Bi. In particular, if Ai > 0 in (3), then NHk increases as NHi
decreases. Moreover, when Ai =
dNHi
dNHk
> 1 the changes in NHi are more pronounced
than the changes in NHk . Therefore, we say that the host k is the resilient if Ai > 1 for
i = 1, . . . , k − 1 and it is non-resilient if 0 < Ai < 1 for i = 1, . . . , k − 1.
We have
dR0
dNHk
= DuR0 =
k∑
i=i
uiri,
where u = (−A1, . . . ,−Ak−1, 1) and ri = ∂R0
∂NHi
=
1
NHR0
(
(RHi0 )2Di −R20
)
.
We define the index
Γk =
NHk
R0
dR0
dNHk
The index Γk measures the sensitivity of R0 to changes of the population Nk.
3.2.2 General constraints
Let us assume that the abundances of the hosts N = (NH1 , . . . , NHk) follow the m com-
munity constraints:
F(N) = (F1(N), . . . , Fm(N)) = (0, . . . , 0) = 0,
for some m < k. Here F1, . . . , Fm are real-valued differentiable functions defined where the
values for N have biological sense. Let E be the set of such values of N where the com-
munity constraints are satisfied and let N0 ∈ E. Under suitable conditions (see subsection
5.2 in Appendix), we have
Ni = gi(Nm+1, . . . , Nk) for i = 1, . . . ,m,
for some functions g1, . . . , gm and for N ∈ E close to N0. The derivatives ∂gi
∂Nj
, i =
1, . . . ,m, j = m + 1, . . . , k can be computed in terms of the derivatives of the functions
F1, . . . , Fm.
If m = k − 1 and ∂R0
∂Nk
(N0) 6= 0 in a neighborhood of N0, then we have
Ni = gi(Nk) for i = 1, . . . , k − 1.
Moreover, for all N ∈ E close to N0 we have the approximation
Ni = gi(Nk) ≈ −AiNk +Bi,
for some constants Ai, Bi (see Appendix). Thus, locally we can consider linear restrictions
as in (3).
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3.3 The case of a single competent host
In this section we consider the case of an endemic disease. Theorem 1 implies the existence
of a competent host in this setting. We will show that in the case when this competent host
is unique the increase in its density implies the amplification of the disease if the densities
of the rest of the hosts decrease. This corresponds to the cases when there is a unique host
that thrives with biodiversity loss and this host is competent.
Theorem 2. We assume that RHi0 < 1 for i = 1, . . . , k − 1 and RHk0 > 1. Let D1, . . . , Dk
be such that R0 ≥ 1. Then
∂R0
∂Di
< 0 for i = 1, . . . , k − 1
and
∂R0
∂Dk
> 0.
In particular, under the assumption of model (1), in the case of an endemic disease with
a unique competent host, increase in its density together with decrease in the density of all
other hosts implies amplification of the disease.
Proof. See section 5.3 in Appendix.
Corollary 1. Under the assumption of model (1), in the case of an endemic disease with
a unique competent and resilient host, increase in its density implies amplification of the
disease.
Let us assume
NHi = −ANHk +Bi for i = 1, . . . , k − 1.
for some constants A, Bi. If A > 1, then the host Hk is resilient and, the greater A is, the
more resilient Hk is. We have that Γk is an increasing function of A (see subsection 5.2 in
Appendix). Furthermore, taking Dk and A large, we have
Γk ≈ (k − 1)A. (4)
Hence Γk increases as k, Dk and A increase. This implies that the more resilient the host
Hk is, the greater its effect on R0 is, in the case when this host is abundant. The case
k = 2 is represented in Fig. 3.
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Figure 3: In figure (a) the host H2 is the competent host (the slope of the red line is less
than one). The blue and the black lines represent the community linear constraints. Over
the blue line the host H2 is non-resilient, whereas over the black line the host H2 is resilient.
In figure (b) the blue graph represents R0 when host H2 is competent and non-resilient
and the black graph represents the case when H2 is competent and resilient. Close to the
intersection of these graphs (where D2 = 0.9 and D1 = 0.1) the derivative
dR0
dNH2
of the
black graph is greater than of the blue one. Moreover, Γ2 is greater for the black graph
than for the blue one, as expected by (4). In this simulation RH10 = 2/3, RH20 = 4/3. In
figure (c), on the left side of the dashed red line (where the minimum of R0 is attained),
there is dilution of the disease if D2 increases. On the right side of the red line, there is
amplification of the disease as D2 increases. Moreover, the amplification of the disease
above the dashed purple line (where R0 ≥ 1) is ensured by Theorem 2.
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4 Conclusions
In this paper we present a mathematical framework that explains how changes of biodiver-
sity can lead to the dilution or amplification of the disease. We show that the square of the
basic reproductive number of the whole ecosystem is the weighted average of the squares of
the basic reproductive numbers of the cycles between the vector and the hosts, weighted by
their densities. Therefore, the accumulative effect of the hosts that buffer the disease is less
than additive. Moreover, we obtain that the mininum of the basic reproductive number of
the whole system is the harmonic mean of the basic reproductive numbers of the cycles.
Hence, we conclude that an increase in biodiversity could dilute the disease and that loss in
biodiversity could amplify the disease. Furthermore, we obtain that a necessary condition
for the endemicity of a disease is the presence of a competent host.
Finally, we study the case of an endemic disease. To explain how changes in the
ecosystem affects the density of the hosts we assume that the abundances of the hosts
follow a conservation law given by community constraints. We show that in the case when
we have small changes in abundances, general constraints can always be linearized, thus
it is sufficient to consider only linear constraints. We obtain that in the case of a disease
with a unique resilient and competent host increase in its density amplifies the infection.
5 Appendix
5.1 Next generation matrix
We will compute R0 using the NGM method from [16]. From model (1) we obtain the
matrices F and V that define the NGM:
F =

0 βH1VD1 βH2VD2 . . . βHkVDk
βV H1D1 0 0 0 0
βV H2D2 0 0 0 0
. . .
. . .
. . . . . . 0
βV HkDk 0 0 0 0
 , V =

δV 0 0 0 0
0 δH1 0 0 0
0 0 δH2 . . . 0
. . .
. . .
. . . . . . 0
0 0 0 . . . δHk
 .
Hence, the NGM is:
G = FV −1 =

0
βH1V
δH1
D1
βH2V
δH2
D2 . . .
βHkv
δHk
Dk
βVH1
δV
D1 0 0 . . . 0
βVH2
δV
D2 0 0 . . . 0
...
. . .
. . . . . . 0
βVHk
δV
Dk 0 0 . . . 0

.
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Computing the spectral radius of the matrix G, we obtain that the basic reproductive
number of the whole system is given by
R0 = ρ(FV −1) =
√√√√ k∑
i=1
βV Hi
δV
βHiV
δHi
D2i . (5)
The disease free equilibrium (DFE) of model (1) is I∗ = (I∗V , I
∗
H1
, . . . , I∗Hk) = 0. The
following theorem explains how the basic reproductive number is related to the stability of
the DFE in model (1) [16, Theorem 2].
Theorem 3. Let I∗ be the DFE of (1). Then, R0 < 1 implies that I∗ is locally asymptot-
ically stable and R0 > 1 implies that I∗ is unstable.
5.2 Community constraints
Let F1, . . . , Fm and E be as in subsection 3.2.2 and let N0 ∈ E. We assume that the matrix
J1 =
∂(F1, . . . , Fm)
∂(NH1 , . . . , NHm)
(N0) =
(
∂Fi(N0)
∂NHj
)
1≤i,j≤m
is invertible and let us define
J2 =
∂(F1, . . . , Fm)
∂(NHm+1 , . . . , NHm)
(N0) =
(
∂Fi(N0)
∂NHj
)
1≤i≤m,m<j≤k
.
The implicit function theorem states that there exists a neighborhood in E of N0 where
we have Ni = gi(Nm+1, . . . , Nk) for i = 1, . . . ,m. Furthermore, if g = (g1, . . . , gm), then
∂g
∂NHj
=

∂g1
∂NHj
...
∂gm
∂NHj
 = −J−11

∂F1
∂NHj
...
∂Fm
∂NHj
 ,
for m < j ≤ k.
We define
J =
∂(F1, . . . , Fm)
∂(NH1 , . . . , NHk)
(N0) =
(
∂Fi(N0)
∂NHj
)
1≤i≤m,1≤j≤k
.
We are interested in computing DuR0 for u ∈ TN0E, where
TN0E = {u ∈ Rk|Ju = 0}.
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If u = (u1, . . . , uk), using um+1, . . . , uk as free variables, we have thatu1...
um
 = − k∑
j=m+1
ujJ
−1
1

∂F1
∂NHj
...
∂Fm
∂NHj
 = −J−11 J2
um+1...
uk
 .
Therefore, for a given set of values um+1, . . . , uk, we can obtain the values u1, . . . , um and
DuR0 =
k∑
i=i
uiri,
where ri =
1
NHR0
(
(RHi0 )2Di −R20
)
is evaluated in N0.
If we assume m = k − 1, then there exists a neighborhood in E of N0 where
NHi = gi(NHk) for i = 1, . . . , k − 1.
Furthermore,
J2 =

∂F1(N0)
∂NHj
...
∂Fk−1(N0)
∂NHj

and  u1...
uk−1
 = −ukJ−11

∂F1(N0)
∂NHj
...
∂Fk−1(N0)
∂NHj
 = −J−11 J2uk,
for (u1, . . . , uk−1, uk) ∈ TN0E. Taking uk = 1, we have u1...
uk−1
 =

∂g1
∂NHk
...
∂gm
∂NHk
 .
Therefore, for N ∈ E close to N0 we have the approximations
NHi = gi(NHk) ≈ ui(NHk −N0Hk) +N0Hi = −AiNHk +Bi,
for i = 1, . . . , k − 1, where Ai = −ui and Bi = N0Hi − uiN0Hk .
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5.3 One competent host
We assume that RHi0 < 1 for i = 1, . . . , k − 1 and RHk0 > 1. Let D1, . . . , Dk be such
that R0 ≥ 1. We will prove that ∂R0
∂Di
< 0 for i = 1, . . . , k − 1 and ∂R0
∂Dk
> 0. Using∑k
j=1Dj = 1, we have
∂R0
∂Di
=
1
R0
(
(RHi0 )2Di − (RHk0 )2Dk
)
for i = 1, . . . , k − 1.
Furthermore, since R0 =
∑k
i=1(RHi0 )2D2i , we obtain
Dk
(
(RHk0 )2Dk − 1
)
≥
k−1∑
i=1
Di
(
1− (RHi0 )2Di
)
≥ 0.
Therefore,
(RHk0 )2Dk ≥ 1,
hence
∂R0
∂Di
< 0 for i = 1, . . . , k − 1
and
∂R0
∂Dk
=
∂R0
∂D1
∂D1
∂Dk
> 0.
We have
Γk =
Dk
R20
k∑
i=i
ui((RHi0 )2Di −R20).
If u = (−A, . . . ,−A, 1), then
Γk =
Dk
R20
(Ar + ((RHk0 )2Dk −R20)),
where r = −∑k−1i=i ((RHi0 )2Di−R20). Since the hosts H1, . . . ,Hk−1 are suboptimal, we have
r > 0, hence Γk is an increasing function of A.
If Dk is large, then D1, . . . , Dk−1 are small and (RHi0 )2Di−R20 ≈ −R20 for i = 1, . . . , k−
1. Therefore, r ≈ (k − 1)R20. Furthermore, if (RHk0 )2Dk −R20 ≈ 0 and A is large, then
Γk ≈ (k − 1)A.
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