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Abstract
Conway and Sloane constructed a 4-parameter family of pairs of isospectral lattices of rank four. They
conjectured that all pairs in their family are non-isometric, whenever the parameters are pairwise different,
and verified this for classical integral lattices of determinant up to 104. In this paper, we use our theory of
lattice invariants to prove this conjecture.
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1. Introduction
The isometry classes of unary, binary and ternary positive definite quadratic forms are deter-
mined by the representation numbers. That this fact does not hold in any dimension, was shown
by E. Witt’s example of two non-isometric, positive definite quadratic forms in dimension 16
with the same representation numbers.
If two positive definite quadratic forms have the same representation numbers, then we call
them isospectral. A. Schiemann conducted a computer search to provide an example of two
isospectral positive definite quaternary quadratic forms with integer coefficients which are not
isometric (see [6]). Hence, already in rank 4, the theta series, which is the generating series for
the representation numbers, does not determine the isometry class.
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lattices in the Euclidean space E4, where Schiemann’s example is a member of. They conjec-
tured that the lattice pairs are non-isometric whenever the parameter coordinates are pairwise
different. They verified this for lattice pairs corresponding to classical integral quadratic forms
of discriminant less than 104.
In this article we prove the conjecture of Conway and Sloane using our theory of lattice invari-
ants introduced in [1] and [2]. More precisely, for each tuple (m1, . . . ,mk) of natural numbers,
we associate in [2] a lattice invariant Θm1,...,mk . It is an analytic function on the upper half plane,
which gives a modular form for integral lattices. For example, Θ0 is the classical theta series of
the lattice. In [1, Proposition 4.4], we showed that for Schiemann’s example the invariants Θ1,1
are different, hence they are not isometric.
One observes that the function Θ1,1 is analytic in the four parameter coordinates of the
Conway–Sloane family. This implies the Conway–Sloane conjecture on a dense open subset
of the parameter domain. Motivated by this observation, we started a thorough investigation of
the invariant Θ1,1 for the lattice pairs in the Conway–Sloane family. We show that for each pair
the functions Θ1,1 are not equal, provided that the parameter coordinates are pairwise different –
and so proving the full conjecture of Conway and Sloane in [4, Remark (v)].
The invariant Θ1,1 enables us to give the first example of non-isometric, isospectral lattices
varying in a continuous family. So far, there were used only ad-hoc methods for proving non-
isometry of isospectral lattices – which usually cannot be extended to such families with real
parameters.
In Section 2 we start with an alternative description of the lattice pair (L1,L2) of Conway and
Sloane. For this, we use an action of the Kleinian four group on the self-dual codes in F43. This
construction explains the term tetralattice, as already introduced in [3]. We repeat the definition
of the invariants Θ1,1(τ,Li) in Section 3. Furthermore, we develop an explicit formula for the
q-expansion of δ(τ ) = 1128 (Θ1,1(τ,L1) − Θ1,1(τ,L2)). In the next section we determine those
vectors contributing to the first coefficient of the q-expansion of δ. Finally, we prove our main
result, Theorem 8, by computing this coefficient which turns out to be negative. Using our lattice
invariant Θ1,1 this result reduces, in the end, to a simple computation.
1.1. Notation
In this article, En denotes the Euclidean n-dimensional vector space with inner product 〈·, ·〉.
For any v ∈ En, ‖v‖2 = 〈v, v〉 is called the square norm of v.
2. The isospectral family of Conway and Sloane
2.1. A lattice with an action of the Kleinian group K4
We start with a lattice L ∼= Z4 together with its Gram matrix
GL =
⎛
⎜⎝
r α β γ
α r −γ −β
β −γ r −α
γ −β −α r
⎞
⎟⎠ .
We see that the Kleinian four group K4 acts on L as isometries when given as:
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⎧⎪⎨
⎪⎩g0 = id, g1 =
⎛
⎜⎝
0 0 1 0
0 0 0 −1
1 0 0 0
0 −1 0 0
⎞
⎟⎠ , g2 =
⎛
⎜⎝
0 1 0 0
1 0 0 0
0 0 0 −1
0 0 −1 0
⎞
⎟⎠ , g3
⎫⎪⎬
⎪⎭ ,
where g3 = g2 · g1.
2.2. Sublattices of L from linear ternary codes
Using the above identification L ∼= Z4 we obtain an isomorphism L/3L ∼= F43, and a surjection
π : L → F43. For each linear subspace C ⊂ F43 we obtain a sublattice LC := π−1(C) of L con-
taining 3L. Linear subspaces of F43 are called linear ternary codes. When we speak of a code C,
we always mean a code C ⊂ F43. Since the above action of K4 on L maps 3L to 3L, we obtain
an action of K4 on F43.
If two linear codes C and C′ differ by an element g ∈ K4, that is C = g(C′), then LC′ and LC
are isometric because the elements of K4 are isometries. On F43 we consider the non-degenerate
standard scalar product 〈 , 〉 : F43 × F43 → F3. One easily verifies that the action of K4 on F43 pre-
serves this bilinear form. A code C is called self-dual when C is of dimension 2, and 〈c, c′〉 = 0
for all c, c′ ∈ C. A straightforward calculation shows that there are exactly eight self-dual codes.
Here is the complete list:
C1 = span
{
(1,0,−1,−1)t , (0,1,+1,−1)t}, C2 = span{(1,0,−1,+1)t , (0,1,+1,+1)t},
C3 = span
{
(1,0,−1,+1)t , (0,1,−1,−1)t}, C4 = span{(1,0,+1,+1)t , (0,1,+1,−1)t},
C5 = span
{
(1,0,+1,−1)t , (0,1,+1,+1)t}, C6 = span{(1,0,−1,−1)t , (0,1,−1,+1)t},
C7 = span
{
(1,0,+1,+1)t , (0,1,−1,+1)t}, C8 = span{(1,0,+1,−1)t , (0,1,−1,−1)t}.
The action of K4 on the set {Ci}i=1...8 of self-dual codes has two orbits, namely {C1,C3,C5,C7},
and {C2,C4,C6,C8}.
2.3. The codes C1 and C2
We write down the codes C1, and C2 explicitly as
C1 =
{
0,±[v0],±[v1],±[v2],±[v3]
}
, and C2 =
{
0,±[w0],±[w1],±[w2],±[w3]
}
with
v0 =
⎛
⎜⎝
1
−1
1
0
⎞
⎟⎠ , v1 =
⎛
⎜⎝
0
1
1
−1
⎞
⎟⎠ , v2 =
⎛
⎜⎝
−1
0
1
1
⎞
⎟⎠ , v3 =
⎛
⎜⎝
−1
−1
0
−1
⎞
⎟⎠ ,
and
w0 =
⎛
⎜⎝
1
−1
1
⎞
⎟⎠ , w1 =
⎛
⎜⎝
1
1
0
⎞
⎟⎠ , w2 =
⎛
⎜⎝
0
−1
−1
⎞
⎟⎠ , w3 =
⎛
⎜⎝
1
0
−1
⎞
⎟⎠ .0 −1 −1 1
156 J.M. Cerviño, G. Hein / Advances in Mathematics 228 (2011) 153–166We observe that for each v ∈ C1 different from zero there exists exactly one g ∈ K4 such that
g(v) ∈ C2. We arranged the notation in such a way that gi(vi) = wi , and gi(wi) = vi for all
i = 0, . . . ,3.
2.4. The isospectral lattices L1 and L2
We obtain two lattices L1 = π−1(C1) and L2 = π−1(C2). Both are sublattices of L of index
nine which contain 3L. We show that L1 and L2 have the same length spectra. Any vector l ∈ L1
has a unique form l = 3l1 + c1 with l1 ∈ L and c1 ∈ C. Using this decomposition we give a map
Ψ : L1 → L2 by
Ψ (3l1) = 3l1, and Ψ (3l1 ± vi) = gi(3l1 ± vi) = 3gi(l1) ± wi.
It is easy to write down the inverse Φ : L2 → L1 of Ψ following the same recipe:
Φ(3l2) = 3l2, and Φ(3l2 ± wi) = gi(3l2 ± wi) = 3gi(l2) ± vi.
Since K4 acts by isometries the lengths of l ∈ L1 and Ψ (l) ∈ L2 coincide. The bijection Ψ is not
linear.
2.5. A new basis
We consider the four vectors
u0 = 14
⎛
⎜⎝
−1
1
1
1
⎞
⎟⎠ , u1 = 14
⎛
⎜⎝
1
−1
1
1
⎞
⎟⎠ , u2 = 14
⎛
⎜⎝
1
1
−1
1
⎞
⎟⎠ , u3 = 14
⎛
⎜⎝
1
1
1
−1
⎞
⎟⎠ .
These are common eigenvectors for the action of K4 on R4 = R⊗L. Indeed, with respect to this
basis the action of g1 is given by the diagonal matrix diag(−1,1,−1,1), and the action of g2
corresponds to diag(−1,−1,1,1). The Gram matrix with respect to B = {u0, u1, u2, u3} is given
by
GB =
⎛
⎜⎝
a 0 0 0
0 b 0 0
0 0 c 0
0 0 0 d
⎞
⎟⎠ with
a= 1
4
(r − α − β − γ ),
b= 1
4
(r − α + β + γ ),
c= 1
4
(r + α − β + γ ),
d = 1
4
(r + α + β − γ ).
Taking as lattice basis of L the column vectors of the matrix
⎛
⎜⎝
1 0 1 1
−1 1 1 0
1 1 0 1
⎞
⎟⎠0 −1 −1 −1
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vectors of ⎛
⎜⎝
−1 1 −1 −1
3 −1 −1 1
−1 −1 1 −1
1 3 3 3
⎞
⎟⎠ .
Denote these lattice vectors by l0, l1, l2 and l3, then L1 is given by L1 = span{l0, l1,3l2,3l3},
and L2 can be described as L2 = span{l0,3l1, l2,3l3}. From this description it is obvious that
both lattices contain the lattice L12 = L1 ∩ L2 = span{l0,3l1,3l2,3l3} as a sublattices of index
three.
2.6. Conway and Sloane’s description of L1 and L2
Performing elementary operations with column vectors, we see that L2 is generated by the
columns of the matrix ⎛
⎜⎝
−3 1 1 1
−1 −3 −1 1
−1 1 −3 −1
−1 −1 1 −3
⎞
⎟⎠
with respect to the basis B. This is the original definition of the lattice L− in [4]. For L1 we find
that its lattice generators with respect to B are the columns of the matrix
⎛
⎜⎝
3 1 1 1
1 −3 1 −1
−1 1 3 −1
−1 −1 1 3
⎞
⎟⎠ .
Up to the diagonal matrix diag(1,−1,1,1) which is an isometry with respect to the orthogonal
basis B this gives the lattice L+ in [4]. We prefer the presented form to the one of Conway and
Sloane. In our form both lattices contain the same index nine lattice M = 3L spanned by the four
vectors
m0 =
⎛
⎜⎝
−3
3
3
3
⎞
⎟⎠ , m1 =
⎛
⎜⎝
3
−3
3
3
⎞
⎟⎠ , m2 =
⎛
⎜⎝
3
3
−3
3
⎞
⎟⎠ , and m3 =
⎛
⎜⎝
3
3
3
−3
⎞
⎟⎠ .
2.7. The conjecture of Conway and Sloane
The lattices L1 and L2 (respectively L+ and L−) depend on the real numbers a, b, c, and d .
To express this dependence we write L1;a,b,c,d and L2;a,b,c,d . Considering a large (but finite)
number of examples Conway and Sloane formulated the following
Conjecture. For all real numbers (a, b, c, d) ∈ R4 subject to the condition 0 < a < b < c < d
the lattices L1;a,b,c,d and L2;a,b,c,d are isospectral but not isomorphic.
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(i) The above conjecture is a generalization of an example found by Schiemann in [6]. His
example is the case (a, b, c, d) = (1,7,13,19).
(ii) It was shown by Conway and Sloane in [4] (and reproduced here in Section 2.4) that L1 and
L2 are isospectral.
(iii) As mentioned in [4, Remark (ii)] the condition 0 < a < b < c < d may be replaced by:
(a, b, c, d) ∈ R4+ and the four numbers are pairwise different.
3. The discrepancy of a lattice pair
We will distinguish L1 and L2 using our invariant Θ1,1 introduced in [1]. We briefly review
its definition and q-expansion. The discrepancy δ of the lattice pair (L1,L2) is defined to be the
difference 2−7(Θ1,1(L1) − Θ1,1(L2)). We develop the q-expansion for the discrepancy.
3.1. The invariant Θ1,1;L
For a lattice L ⊂ En in the n-dimensional Euclidean space En, and a polynomial h : En → C
we denote by Θh,L the weighted theta function
Θh,L(τ) :=
∑
l∈L
h(l)q‖l‖2 with q = exp(2πiτ).
This is an absolutely convergent power series for τ in the upper half plane (cf. [8, Section 3.2]
and [5, Section 6]). While these functions generally depend on the embedding L ⊂ En, there are
algebraic combinations of them which are independent of the embedding:
Theorem 1. (Cf. [1, Theorem 4.2].) For a lattice L ⊂ E4, the analytic function
Θ1,1;L(τ) := Θ1,1(τ,L) := 32
( ∑
1i<j4
Θ2xixj ,L(τ )
)
+
4∑
i=1
Θ2
4x2i −
∑4
j=1 x2j ,L
(τ )
is an analytic function in τ which is independent of the embedding L → E4. The function Θ1,1;L
can be expressed in terms of q = exp(2πiτ). Its q-expansion is given by
Θ1,1(τ,L) =
∑
m0
amq
m with am = 4
∑
(l,k)∈L×L
‖l‖2+‖k‖2=m
(
4 cos2
(
(l, k)
)− 1)‖l‖2‖k‖2.
Proof. The defining equation gives Θ1,1 as a finite sum of products of analytic functions. There-
fore Θ1,1 itself is analytic. It follows immediately from the second equality that Θ1,1 is indepen-
dent of the chosen embedding. Showing the equivalence of both expressions is a straightforward
calculation:
Θ1,1(τ,L) =
∑ (
32
∑
li lj kikj +
4∑(
4l2i − ‖l‖2
)(
4k2i − ‖k‖2
))
q‖l‖2+‖k‖2(l,k)∈L×L 1i<j4 i=1
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∑
(l,k)∈L×L
(
16
4∑
i=1
4∑
j=1
li lj kikj − 4‖l‖2‖k‖2
)
q‖l‖2+‖k‖2
=
∑
(l,k)∈L×L
(
16〈l, k〉2 − 4‖l‖2‖k‖2)q‖l‖2+‖k‖2 .
Now the definition of the cosine gives the formula for the q-expansion. 
3.2. The analytic function δ
We define the analytic function δ to be – up to a scaling factor – the difference of the two
lattice invariants Θ1,1;L+ and Θ1,1;L− :
δ(τ, a, b, c, d) := 1
128
(
Θ1,1(τ,L1;a,b,c,d ) − Θ1,1(τ,L2;a,b,c,d )
)
.
Even though the four real parameters (a, b, c, d) are part of the definition we usually omit them
for brevity.
Lemma 2. We have the q-expansion
δ(τ ) = 1
8
∑
(l,k)∈L1×L1
(〈l, k〉2 − 〈Ψ (l),Ψ (k)〉2)q‖k‖2+‖l‖2 ,
where Ψ is the length preserving, non-linear bijection between L1 and L2 from Section 2.4.
Proof. We have seen in the proof of Theorem 1 that
Θ1,1;L1(τ ) =
∑
(l,k)∈L1×L1
(
16〈l, k〉2 − 4‖l‖2‖k‖2)q‖l‖2+‖k‖2 .
Using the length preserving bijection Ψ : L1 → L2 we can write
Θ1,1;L2(τ ) =
∑
(l,k)∈L1×L1
(
16
〈
Ψ (l),Ψ (k)
〉2 − 4∥∥Ψ (l)∥∥2∥∥Ψ (k)∥∥2)q‖Ψ (l)‖2+‖Ψ (k)‖2
=
∑
(l,k)∈L1×L1
(
16
〈
Ψ (l),Ψ (k)
〉2 − 4‖l‖2‖k‖2)q‖l‖2+‖k‖2 .
Now the definition of δ implies the stated formula. 
Next we define for [v], [v′] ∈ L1/M the analytic functions δ[v],[v′] by
δ[v],[v′](τ ) =
∑
′
(〈l, k〉2 − 〈Ψ (l),Ψ (k)〉2)q‖l‖2+‖k‖2 .
(l,k)∈[v]×[v ]
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δ(τ ) = 1
8
∑
([v],[v′])∈L1/M×L1/M
δ[v],[v′]. (1)
3.3. Recalling notation
Before we proceed, we give a system of representatives for L1/M . We use the description
from Section 2.3 as L1/M = {[0],±[v0],±[v1],±[v2],±[v3]} where
v0 =
⎛
⎜⎝
−1
3
−1
1
⎞
⎟⎠ , v1 =
⎛
⎜⎝
1
−1
−1
3
⎞
⎟⎠ , v2 =
⎛
⎜⎝
3
1
−1
−1
⎞
⎟⎠ , v3 =
⎛
⎜⎝
−1
−1
−3
−1
⎞
⎟⎠
with respect to the basis B. Furthermore, we recall that for m ∈ M we have Ψ (m) = m
and Ψ (m ± vi) = gi(m ± vi). The gi are isometries which are given with respect to B by
the diagonal matrices g0 = id, g1 = diag(−1,1,−1,1), g2 = diag(−1,−1,1,1), and g3 =
diag(1,−1,−1,1).
Lemma 3. The following relations among the δ[v],[v′] hold:
(i) δ[v],[v] = 0 for all [v] ∈ L1/M .
(ii) δ[v],[v′] = δ[v′],[v] for all pairs [v], [v′] ∈ L1/M .
(iii) δ[v],[−v′] = δ[v],[v′] for all pairs [v], [v′] ∈ L1/M .
(iv) δ[0],[v] = 0 for all [v] ∈ L1/M .
Proof. (i) We assume that v = vi . The cases when v = −vi or v = 0 work similarly. Now we
rewrite the expression for δ[vi ],[vi ] as follows
δ[vi ],[vi ](τ ) =
∑
(m,m′)∈M×M
(〈
m + vi,m′ + vi
〉2 − 〈Ψ (m + vi),Ψ (m′ + vi)〉2)q‖m+vi‖2+‖m′+vi‖2 .
Since Ψ (m + vi) = gi(m + vi), Ψ (m′ + vi) = gi(m′ + vi), and gi is an isometry, all summands
are zero.
(ii) It follows immediately from the definition of δ[v],[v′] and δ[v′],[v].
(iii) First we expand the expression for δ[v],[−v′].
δ[v],[−v′](τ ) =
∑
(m,m′)∈M×M
(〈
m+ v,m′ − v′〉2 − 〈Ψ (m + v),Ψ (m′ − v′)〉2)q‖m+v‖2+‖m′−v′‖2 .
Changing the summation parameter m′ by −m′′ and using Ψ (−m′′ − v′) = −Ψ (m′′ + v′) we
obtain
δ[v],[−v′](τ ) =
∑
(m,m′′)∈M×M
(〈
m + v,m′′ + v′〉2 − 〈Ψ (m + v),Ψ (m′′ + v′)〉2)q‖m+v‖2+‖m′′+v′‖2 .
This gives the required equality.
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for some i ∈ {0,1,2,3}. Before we show equality (iv) we consider the action of the involution gi
on M . The orbits of length one correspond to the invariant vectors under gi . We denote this set
by M1i . The orbits of length two we denote by M2i . We use the disjoint union
M = M1i ∪
⋃
{m,gi(m)}∈M2i
{
m,gi(m)
}
.
Now we split up the summation over M into two parts due to this decomposition:
δ[0],[vi ] =
∑
(m,m′)∈M1i ×M
αm,m′q
‖m‖2+‖m′+vi‖2
+
∑
({m,gi(m)},m′)∈M2i ×M
β{m,gi(m)},m′q
‖m‖2+‖m′+vi‖2 ,
where the coefficients αm,m′ and β{m,gi(m)},m′ are defined by
αm,m′ =
〈
m,m′ + vi
〉2 − 〈Ψ (m),Ψ (m′ + vi)〉2
β{m,gi(m)},m′ = αm,m′ + αgi(m),m′ .
Now we consider the coefficients αm,m′ .
αm,m′ =
〈
m,m′ + vi
〉2 − 〈Ψ (m),Ψ (m′ + vi)〉2
= 〈m,m′ + vi 〉2 − 〈m,gi(m′ + v)〉2
= 〈gi(m), gi(m′ + vi)〉2 − 〈gi(m), gi(gi(m′ + v))〉2 since gi is an isometry
= 〈gi(m), gi(m′ + vi)〉2 − 〈gi(m),m′ + v〉2 since gi is an involution
= −αgi(m),m′ .
We deduce that the coefficients β{m,gi(m)},m′ are all zero. Furthermore, the coefficients αm,m′ are
zero for m = gi(m). 
Corollary 4. The function δ(τ ) can be expressed as δ(τ ) =∑0i<j3 δ[vi ],[vj ](τ ).
Proof. Starting with the formula of Eq. (1) and the set {0,±v0,±v1,±v2,±v3} of representa-
tives for L1/M given at the beginning of this section, we get
δ(τ ) = 1
8
∑
v,v′∈{0,±v0,±v1,±v2,±v3}
δ[v],[v′](τ ).
We may remove all the summands δ[v],[v′] with [v] = ±[v′] by parts (ii) and (iii) of the above
lemma. Furthermore, we may remove the summands δ[v],[0] and δ[0],[v′] by part (iv) of Lemma 3.
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times the summand δ[vi ],[vj ] by (ii) and (iii) of Lemma 3. 
4. Minimal vectors and minimal pairs
In this section we determine the first exponent appearing in the q-expansion of δ. By Corol-
lary 4 we have to search for the shortest lattice vectors in the equivalence classes [vi] only. The
shortest vector in an equivalence class depends on the real parameters (a, b, c, d). A vector is
called minimal, if it is the shortest for a choice of the four parameters. It turns out that in each
equivalence class there are at most two minimal vectors.
4.1. Minimal vectors
The square norm of a vector v =∑3i=0 λiui is given by ‖v‖2 = aλ20 + bλ21 + cλ22 + dλ23. We
decompose the map assigning a vector v ∈ L1 its square norm as follows
L1
ϕ
l →‖l‖2
N
4
σ
R
with
ϕ
( 3∑
i=0
λiui
)
= (λ20, λ21, λ22, λ23) and
σ(n0, n1, n2, n3) = an0 + bn1 + cn2 + dn3.
Furthermore, we define a partial ordering  on N4 by
(n0, n1, n2, n3)
(
n′0, n′1, n′2, n′3
) ⇔ 3∑
i=i0
ni 
3∑
i=i0
n′i for all i0 ∈ {0,1,2,3}.
As usual, we write (n0, n1, n2, n3) ≺ (n′0, n′1, n′2, n′3) when (n0, n1, n2, n3) is not equal to
(n′0, n′1, n′2, n′3) and (n0, n1, n2, n3) (n′0, n′1, n′2, n′3) holds.
Example. To accustom the reader to the definition, consider the elements wi ∈ N4
w0 =
⎛
⎜⎝
1
2
3
3
⎞
⎟⎠ , w1 =
⎛
⎜⎝
2
1
4
3
⎞
⎟⎠ , w2 =
⎛
⎜⎝
2
2
2
2
⎞
⎟⎠ , w3 =
⎛
⎜⎝
0
0
0
9
⎞
⎟⎠ and w4 =
⎛
⎜⎝
1
1
1
8
⎞
⎟⎠ .
We have the relations w2 ≺ w0 ≺ w1 ≺ w4 and w0 ≺ w3. The elements w3 and w4 are not
comparable. We conclude that in the set {w0, . . . ,w4} we have one minimal element w2 and with
w3 and w4 two maximal elements with respect to our partial ordering.
Lemma 5. We have (n0, n1, n2, n3) ≺ (n′0, n′1, n′2, n′3) if and only if the inequality an0 + bn1 +
cn2 + dn3 < an′0 + bn′1 + cn′2 + dn′3 holds for all real numbers (a, b, c, d) fulfilling 0 < a < b <
c < d .
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(d − c)n3 + (c − b)(n2 + n3) + (b − a)(n1 + n2 + n3) + a(n0 + n1 + n2 + n3). 
Using the map ϕ : L1 → N4, we may extend the relation ≺ to the lattice L1 by defining
l ≺ l′ ⇔ ϕ(l) ≺ ϕ(l′). For a subset L′ ⊂ L1 we say that l′ ∈ L′ is minimal, when there is no
l′′ ∈ L′ with l′′ ≺ l′.
Lemma 6. The following table gives all the minimal vectors in the equivalence classes [vi] for
i = 0, . . . ,3:
Class [v0] [v1] [v2] [v3]
Minimal vectors v0, v4 v1, v5 v2 v3, v6
with v4 = (−4,0,2,−2)t , v5 = (4,2,2,0)t and v6 = (−4,2,0,2)t .
Proof. The proof is similar in all four cases, so we consider here only the equivalence class
[v0] leaving the remaining cases to the reader. First we remark that neither v0  v4 nor v4  v0
holds. So it is enough to show for any w ∈ [v0] at least one of the inequalities v0 ≺ w or v4 ≺ w is
satisfied, unless w ∈ {v0, v4}. We take a vector w = v0+∑3i=0 λimi with mi the lattice generators
of M from Section 2.6 and λi ∈ Z. This means
w =
⎛
⎜⎝
w1
w2
w3
w4
⎞
⎟⎠ with
w1 =−1 + 3(−λ0 + λ1 + λ2 + λ3),
w2 =3 + 3(+λ0 − λ1 + λ2 + λ3),
w3 =−1 + 3(+λ0 + λ1 − λ2 + λ3),
w4 =1 + 3(+λ0 + λ1 + λ2 − λ3).
Suppose now that the inequality v0  w is not satisfied. By definition of the relation  at least
one of the following four inequalities holds:
w24 < 1, (2)
w23 + w24 < 2, (3)
w22 + w23 + w24 < 11, (4)
w21 + w22 + w23 + w24 < 12. (5)
The integer w4 is congruent to 1 modulo three. Thus w24  1. This rules out (2). By the same
argument we conclude that w23  1 which makes inequality (3) impossible.
Assume now that (4) is fulfilled. Since w23 +w24  2, we deduce that w22 < 9. However, w3 is
an integer multiple of 3, which implies w2 = 0. We conclude that λ0 − λ1 + λ2 + λ3 = −1. In
this way, we obtain λ1 = 1 + λ0 + λ2 + λ3. We obtain the following equations and inequality for
w3 and w4:
w3 = 2 + 6(λ0 + λ3), w4 = 4 + 6(λ0 + λ2), and w2 + w2 < 11.3 4
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λ2 = −1 − λ0. From λ1 = 1 + λ0 + λ2 + λ3, we deduce λ1 = −λ0. This gives w = (−4 − 12λ0,
0,2,−2)t . So v4 w with equality only for w = v4.
Finally we assume that inequality (5) holds. As before, we have w21 +w23 +w24  3, and w2 is
divisible by three. So from w22 < 9 we conclude w2 = 0. As before we get λ1 = 1+λ0 +λ2 +λ3.
This yields the equations and inequality for w1, w3, and w4:
w1 = 2 + 6(λ2 + λ3), w3 = 2 + 6(λ0 + λ3),
w4 = 4 + 6(λ0 + λ2), and w21 + w23 + w24 < 12.
Since the λi are integers this implies the three equalities
λ2 + λ3 = 0, λ0 + λ3 = 0, λ0 + λ2 = −1.
From these equalities we deduce λ3 = 12 . Thus inequality (5) is never fulfilled.
So we have seen that all w ∈ v0 which are not of the form w = (−4 − 12λ0,0,2,−2)t satisfy
v0  w. All vectors w of this form with w = v4 satisfy v4 ≺ w. If v0  w and w  v0, then the
squares of the coordinates of w coincide with those of v0. Thus, we have w = (±1,±3,±1,±1).
The only vector of this type in [v0] is v0. 
Proposition 7. Suppose we have two lattice vectors v, v′ ∈ L1 such that v ∈ [vi] and v′ ∈ [vj ]
for 0 i < j  3. If (v, v′) /∈ {(v0, v2), (v5, v2)}, then for all 0 < a < b < c < d we have
‖v‖2 + ∥∥v′∥∥2 > min{‖v0‖2 + ‖v2‖2,‖v5‖2 + ‖v2‖2}.
Proof. First we note, that by Lemma 5 it is enough to show the statement of the proposition for
the minimal vectors in each class. By Lemma 6 we can list all those pairs belonging to different
classes modulo M :
i j ϕ(vi ) + ϕ(vj )
0 1 (2,10,2,10)
0 2 (10,10,2,2)
0 3 (2,10,10,2)
0 5 (17,13,5,1)
0 6 (17,13,1,5)
1 2 (10,2,2,10)
i j ϕ(vi ) + ϕ(vj )
1 3 (2,2,10,10)
1 4 (17,1,5,13)
1 6 (17,5,1,13)
2 3 (10,2,10,2)
2 4 (25,1,5,5)
2 5 (25,5,5,1)
i j ϕ(vi ) + ϕ(vj )
2 6 (25,5,1,5)
3 4 (17,1,13,5)
3 5 (17,5,13,1)
4 5 (32,4,8,4)
4 6 (32,4,4,8)
5 6 (32,8,4,4)
There are two minimal 4-tuples among the ϕ(vi)+ϕ(vj ) with respect to the relation. These are
the 4-tuples corresponding to the pairs (i, j) ∈ {(0,2), (2,5)}. To see that this is a complete list of
minimal pairs, we check that for all pairs (i, j) ∈ {(0,1), (0,3), (0,6), (1,2), (1,3), (1,4), (1,6),
(2,3), (3,4), (4,5), (4,6), (5,6)} we have (ϕ(v0) + ϕ(v2)) ≺ (ϕ(vi)+ ϕ(vj )). And for all those
pairs of indices (i, j) ∈ {(0,5), (1,4), (2,4), (2,6), (3,4), (3,5), (4,5), (4,6), (5,6)} we see that
the inequality (ϕ(v2) + ϕ(v5)) ≺ (ϕ(vi) + ϕ(vj )) is satisfied.
So we have a complete list of minimal vectors. By Lemma 5 the minimum is attained by a
minimal pair, which implies the proposition. 
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Theorem 8. For all real numbers (a, b, c, d) satisfying 0 < a < b < c < d the lattices L+ =
L1,a,b,c,d and L− = L2,a,b,c,d are isospectral but not isometric.
Proof. We have seen in Section 2.4 that both lattices are isospectral. To show that they are not
isometric, it is enough by Theorem 1 to prove that δ(τ ) = 1128 (Θ1,1;L+(τ ) − Θ1,1;L−(τ )) is not
zero. From Corollary 4 we have that
δ(τ ) =
∑
0i<j3
δ[vi ],[vj ](τ )
with
δ[vi ],[vj ](τ ) =
∑
(l,k)∈[vi ]×[vj ]
(〈l, k〉2 − 〈Ψ (l),Ψ (k)〉2)q‖l‖2+‖k‖2 .
By Proposition 7 the minimal value of ‖l‖2 + ‖k‖2 appearing in one of the δ[vi ],[vj ] is
min{‖v0‖2 + ‖v2‖2,‖v5‖2 + ‖v2‖2} and it can be attained only by the pairs (v0, v2) or (v2, v5).
Now we compute
〈v0, v2〉2 −
〈
Ψ (v0),Ψ (v2)
〉2 = −12(b − a)(d − c),
〈v2, v5〉2 −
〈
Ψ (v2),Ψ (v5)
〉2 = −96a(c − b).
Since both numbers are negative by our assumption, we conclude that the coefficient of
qmin{‖v0‖2+‖v2‖2,‖v5‖2+‖v2‖2} in δ(τ ) is negative. In particular it is not zero. Therefore δ(τ ) ≡ 0
which gives the result. 
Remark 2. One might ask for the smallest n, where there exist inequivalent lattices L1 and L2
in En which cannot be distinguished by their theta series and the invariant Θ1,1. We claim that
the invariant Θ1,1 coincides for the two unimodular, non-isometric lattices of rank 16 given by
Witt in [7].
Indeed, for a unimodular lattice L of rank 8n the invariant Θ1,1;L is a sum of products of cusp
forms for SL2(Z) of weight 4n+ 2 (see Theorem 4.2 in [1]). Since for n 3 the only cusp form
of that weight is the zero form, we conclude Θ1,1;L ≡ 0 for all unimodular lattices of rank at
most 24. This implies the claim.
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