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ROBUSTNESS IN THE GRAPH TOPOLOGY OF A COMMON
ADAPTIVE CONTROLLER∗
MARK FRENCH† , ACHIM ILCHMANN‡ , AND EUGENE P. RYAN§
Abstract. For any m-input, m-output, finite-dimensional, linear, minimum-phase plant P with
first Markov parameter having spectrum in the open right-half complex plane, it is well known that
the adaptive output feedback control C, given by u = −ky, k˙ = ‖y‖2, yields a closed-loop system
[P,C] for which the state converges to zero, the signal k converges to a finite limit, and all other sig-
nals are of class L2. It is first shown that these properties continue to hold in the presence of L2-input
and L2-output disturbances. By establishing gain function stability of an appropriate closed-loop
operator, it is proved that these properties also persist when the plant P is replaced by a stabilizable
and detectable linear plant P1 within a sufficiently small neighbourhood of P in the graph topology,
provided that the plant initial data and the L2 magnitude of the disturbances are sufficiently small.
Example 9 of Georgiou & Smith (IEEE Trans. Autom. Control 42(9) 1200–1221, 1997) is revisited.
Unstable behaviour for large initial conditions and/or large L2 disturbances is shown, demonstrating
that the bounds obtained from the L2 theory are qualitatively tight: this contrasts with the L∞-
robustness analysis of Georgiou & Smith which is insufficiently tight to predict the stable behaviour
for small initial conditions and zero disturbances.
Keywords: adaptive control, gap metric, robust stability.
1. Introduction. In an important paper in 1997, the well-established concept of
the gap metric for linear systems [9] was extended to a nonlinear setting by Georgiou
and Smith [3]. The central property analysed in the nonlinear gap framework is that
of robust stability, i.e. the property that, if W is some requisite class (for example,
L∞ or L2) to which the signals of a nominal closed-loop plant/controller configuration
belong, then the closed-loop signals remain in W if the nominal plant is replaced by
another plant which is sufficiently close in the gap sense. Gain function stability (a
concept made precise in Sub-section 2.3) of the closed-loop operator mapping external
disturbances to the input and output of the nominal plant provides a sufficient con-
dition for robust stability (however, in contrast with the results in the linear setting,
gain function stability is not a necessary condition for robust stability in the nonlinear
setting). The nonlinear gap framework has been used to investigate the robustness
(or lack of robustness) of certain classical adaptive controllers and variants thereof.
1. Working in an L∞ setting, Example 9 of [3] (see also [4]) considers the controller
(ubiquitous in the adaptive control literature)
u = −ky, k˙ = y2 (1.1)
applied to the scalar linear plant y˙ = ay + u, for some a ∈ R, and shows that
the closed-loop operator mapping external disturbances onto the input and output
of the nominal plant is not gain function stable. Whilst the lack of gain function
stability does not preclude robust stability, numerical and other informal evidence
was presented which suggested that, with non-zero initial conditions, the closed-loop
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system is not robustly stable, even in the absence of disturbances. One consequence
of the results of the present paper is to clarify the latter suggestion: we prove that, in
the absence of disturbances, the closed-loop system is – with sufficiently small initial
data – robustly stable but fails to be robustly stable for large initial data.
2. In [1], the nonlinear gap framework is used in an L2 setting to establish robust
stability properties of the controller u = −k 14 y, k˙ = y2 when applied to (a) single-
input, single-output, linear, minimum-phase, relative-degree-one, nominal plants with
positive high-frequency gain, and (b) a class of perturbed plants, where the gap metric
distance between the nominal and perturbed plants is constrained by a function of
the norms of the external disturbances.
The present paper shows that the analysis developed in [1] can also be applied to
the more familiar adaptive controller (1.1) (and its multivariable counterpart). This
is considered to be important as such controllers form the basis for many adaptive
designs see e.g. [5, 6]. In particular, in an L2 setting, we establish a robust stability
result for nominal m-input, m-output, finite-dimensional, stabilizable and detectable
linear plants (A,B,C) which are minimum phase and are such that the first Markov
parameter CB has its spectrum in the open right-half complex plane (we denote
the class of such plants by M). With reference to Figure 1.1, in the absence of
external disturbances (that is, with u0 = 0 = y0), it is well known that, for every
plant in M and all initial plant/controller data (x0, k0) ∈ Rn × R+ (R+ := [0,∞)),
the closed loop is such that (i) u1, y1 ∈ L2(R+,Rm), (ii) x(t) → 0 as t → ∞, and
(iii) k(t) → k∞ ∈ R+ as t → ∞. First, we show that properties (i)-(iii) persist
u0
u1 y1
x˙ = Ax+Bu1, y1 = Cx
u2 = −ky2, k˙ = ‖y2‖2 y0
u2 y2
−
+
+
−
Fig. 1.1. The adaptive closed-loop system.
under external disturbances u0, y0 ∈ L2(R+,Rm). Secondly, we consider the question
of robust stability of the closed-loop with respect to both external L2 disturbances
and perturbations of the plant (A,B,C): to what extent do the above properties
(i)–(iii) persist if (A,B,C) ∈ M is perturbed to another m-input, m-output, linear,
finite-dimensional, stabilizable and detectable plant (Ap, Bp, Cp) 6∈ M?
An appropriate conceptual framework in which to pose and answer such questions
is provided by the gap metric. We show that properties (i)-(iii) persist if (A,B,C)
and (Ap, Bp, Cp) are sufficiently close in the gap metric. The associated bounds on
the robust stability margin have a semi-global nature insofar as they depend on the
“size” of the external disturbances and initial data.
In the case of zero initial conditions, the linear gap metric δ0 measures the size of
the smallest stable co-prime factor perturbation between plants. Thus the stability
results of the present paper have a interpretation within the framework of linear ro-
bust control where co-prime factor perturbations form the widely accepted model for
unstructured uncertainties. For purposes of illustration, one expression for the linear
gap δ0 is given in the frequency domain as follows. Let (A1, B1, C1) and (A2, B2, C2)
be single-input, single-output stabilizable linear systems with respective transfer func-
tions Pˆ1 and Pˆ2. Then Pˆ1 and Pˆ2 admit normalized right co-prime factorizations over
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RH∞, the class of rational functions that are analytic and bounded on the open half
plane C+ := {λ ∈ C | Re(λ) > 0}. In particular, there exist Ni, Di ∈ RH∞ such that
Pˆi = NiD
−1
i , N
∗
i Ni +D
∗
iDi = 1, i = 1, 2. (1.2)
For (i, j) = (1, 2), (2, 1), define the directed gap
~δ0(Pˆi, Pˆj) := inf
{‖(∆N ,∆D)‖H∞ ∣∣ ∆N ,∆D ∈ RH∞, Pˆj = (Ni+∆N )(Di+∆D)−1},
(with the convention inf ∅ := +∞). The linear gap between Pˆ1 and Pˆ2 is given by
δ0(Pˆ1, Pˆ2) ≡ δ0(Pˆ2, Pˆ1) = max
{
~δ0(Pˆ1, Pˆ2), ~δ0(Pˆ2, Pˆ1)
}
. (1.3)
We remark that the gap between the following plants Pˆ1 and Pˆ2 tends to zero as ε→ 0:
Pˆ1(s) Pˆ2(s) Reference
i)
1
s− θ
|λ|2
(s− λ)(s− λ¯)(s− θ) , Re(λ) ≤ −ε
−1 [1]
ii)
1
s− θ
N(M − s)
(N + s)(M + s)(s− θ) , N,M ≥ ε
−1 §3.4, Example 3.10
iii)
1
s− θ
(M − s)
(M + s)(s− θ) , M ≥ ε
−1 §4.5, see also [3]
Example i) is the classical Rohrs’ example [7] which first drew the attention of the
adaptive control community to the robustness issue. As observed in [1], Example ii)
is of particular interest since Pˆ2 exhibits none of the classical assumptions of adaptive
control: in particular, the sign of the high frequency gain and the relative degree of
Pˆ2 differ from those of the nominal plant Pˆ1 and, moreover, Pˆ2 is not minimum phase.
Example ii) is considered in more detail in Section 3.4. Example iii) is comprised of
an all-pass factor in series with the nominal plant and is considered extensively in
Section 4. Example iii) also coincides with Example 9 in [3] to which our general L2
theory applies to conclude robust stability provided the initial data and L2 disturbance
norms are sufficiently small. In Section 4, we additionally prove the lack of robustness
when the initial data or the L2 disturbances are large. Moreover, we clarify some of
the informal arguments in the L∞ setting of [3].
2. Background concepts and terminology. The material in this section is
based on [3, Section II] and [1, Section 2].
2.1. Preliminaries. Whilst our goal is to establish stability of various config-
urations of plant and controller, the nonlinear nature of the controller is such that
finite-time blow up of solutions of the closed-loop system cannot be ruled out a priori.
To accommodate the potential for such a behaviour in the analysis, we introduce the
following artifacts. Let X be a nonempty set and, for 0 < ω ≤ ∞, let Sω denote the
set of locally integrable maps [0, ω) → X . For simplicity, we write S := S∞. For
0 < τ < ω ≤ ∞, Tτ : Sω → S denotes the operator given by
Tτv :=
{
v(t), t ∈ [0, τ)
0, otherwise.
With V ⊂ S we associate spaces as follows: Ve =
{
v ∈ S∣∣ Tτv ∈ V ∀ τ > 0}, the
extended space; Vω =
{
v ∈ Sω
∣∣ Tτv ∈ V ∀ τ ∈ (0, ω)}, 0 < ω ≤ ∞; Va = ∪ω∈(0,∞]Vω,
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the ambient space. If v, w ∈ Va with v|I = w|I on I = dom(v) ∩ dom(w), then we
write v = w. Note that V ⊂ Ve ⊂ Va are strict inclusions and V∞ = Ve.
For (f, g) ∈ Va × Va, the domains of f and g may be different; we adopt the
convention dom(f, g) := dom(f) ∩ dom(g).
We define V ⊂ S to be a signal space if, and only if, it is a vector space. In
our applications, frequently V will be a normed signal space, such as Lp(R+,Rm) for
1 ≤ p ≤ ∞, in which case, Ve = Lploc(R+,Rm), Vω = Lploc([0, ω),Rm) for ω ∈ (0,∞]
and Va = ∪0<ω≤∞Lploc([0, ω),Rm). It is important to note that Vω 6= Lp([0, ω),Rm).
Throughout the paper we consider only those normed signal space V which have the
property that supτ≥0 ‖Tτx‖ < ∞ implies x ∈ V. We observe that Lp(R+,Rm) for
1 ≤ p ≤ ∞ is such a normed signal space . We will often write ‖x‖τ = ‖Tτx‖.
For a normed signal space U and a Euclidean space Rn, we will also consider
subsets of spaces of the form V = Rn×U , which, on identifying each θ ∈ Rn with the
constant signal t 7→ θ, can be thought of as a normed signal space with norm given
by ‖(θ, x)‖ =√|θ|2 + ‖x‖2U .
2.2. Well posedness. A mapping Q : X1 → X2 between signal spaces is said to
be causal if, and only if, for all τ > 0, x, y ∈ X1, Tτx = Tτy implies TτQx = TτQy.
Let U and Y be normed signal spaces and let P : Ua → Ya and C : Ya → Ua be causal
mappings representing the plant and controller, respectively. Our central concern is
the system of equations
[P,C] : y1 = Pu1, u2 = Cy2, u0 = u1 + u2, y0 = y1 + y2 (2.1)
corresponding to the closed-loop feedback configuration as depicted in Figure 2.1.
u0
u1 y1
P
C y0
u2 y2
−
+
+
−
Fig. 2.1. The closed-loop system [P,C].
By a solution of (2.1) we mean the following. For w0 = (u0, y0) ∈ W := U × Y, a
pair (w1, w2) =
(
(u1, y1), (u2, y2)
) ∈ Wa ×Wa, Wa := Ua × Ya, is a solution of (2.1)
if, and only if, (2.1) holds on dom(w1, w2). The (possibly empty) set of all solutions
is denoted by Xw0 :=
{
(w1, w2) ∈ Wa×Wa| (w1, w2) solves (2.1)
}
. The closed-loop
system [P,C], given by (2.1), is said have: (a) the existence property if, and only if,
Xw0 6= ∅ ; (b) the uniqueness property if, and only if, for each w0 ∈ W,
(wˆ1, wˆ2), (w˜1, w˜2) ∈ Xw0
=⇒ (wˆ1, wˆ2) = (w˜1, w˜2) on dom(wˆ1, wˆ2) ∩ dom (w˜1, w˜2).
Assume that [P,C] has the existence and uniqueness properties. For each w0 ∈ W,
define ωw0 , 0 < ωw0 ≤ ∞, by the property [0, ωw0) := ∪(wˆ1,wˆ2)∈Xw0dom(wˆ1, wˆ2)
and define (w1, w2) ∈ Wa × Wa, with dom(w1, w2) = [0, ωw0), by the property
(w1, w2)|[0,t) ∈ Xw0 for all t ∈ [0, ωw0). This construction induces an operator
HP,C :W →Wa ×Wa, w0 7→ (w1, w2).
The closed-loop system [P,C], given by (2.1), is said to be:
• locally well posed if, and only if, it has the existence and uniqueness properties and
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the operator HP,C : W →Wa ×Wa , w0 7→ (w1, w2), is causal;
• globally well posed if, and only if, it is locally well posed and imHP,C ⊂ We ×We ;
• W-stable if, and only if, it is locally well posed and imHP,C ⊂ W ×W;
• regularly well posed if, and only if, it is locally well posed and
∀w0 ∈ W
[
ωw0 <∞ =⇒ Tωw0HP,C(w0) /∈ W ×W
]
. (2.2)
If [P,C] is globally well posed, then for each w0 ∈ W the solution HP,C(w0) exists
on the half line R+. Regular well posedness means that if the closed-loop system has
a finite escape time ω > 0 for some disturbance (u0, y0) ∈ W, then at least one of
the components u1, u2 or y1, y2 is not a restriction to [0, ω) of a function in U or Y,
respectively. If [P,C] is regularly well posed and satisfies
∀w0 ∈ W
[
ωw0 <∞ =⇒ Tωw0HP,C(w0) ∈ W ×W
]
,
there does not exist a solution of [P,C] with a finite escape time, and therefore [P,C]
is globally well posed. However, global well posedness does not guarantee that each
solution belongs to W ×W; the latter is ensured by W-stability of [P,C]. Note also
that neither regular nor global well posedness implies the other.
Our main concern will be the situation wherein the closed-loop system [P,C]
is generated by a system of (nonlinear) differential equations. In this context, a
globally well-posed system is a system with the property of existence and uniqueness
of solutions and for which finite-time blow up does not occur: all (forward) solutions
have maximal interval of existence [0,∞). Regular well posedness usually follows from
standard existence theory for differential equations when W = L∞ × L∞. However,
when W 6= L∞ × L∞ (in this paper we are primarily interested in W = L2 × L2),
stronger properties of the underlying differential equations are required. As shall be
shown, all closed-loop systems considered in this paper are regularly well posed.
2.3. Graphs and gain-function stability. In our investigation of robustness
of stability properties of a closed-loop system, the concept of graphs and gain-function
stability will play a central roˆle. Corresponding to a plant operator P (respectively, the
controller operator C) is a subset ofW, called the graph of the plant GP (respectively,
the controller GC), defined as
GP =
{(
u
Pu
) ∣∣∣∣ u ∈ U , Pu ∈ Y} ⊂ W, GC = {(Cyy
) ∣∣∣∣ Cy ∈ U , y ∈ Y} ⊂ W.
Note that in general GP ,GC 6=W.
A causal operator F : X → Va where X ,V are subsets of normed signal spaces, is
said to be gain-function stable (or gf-stable) if, and only if, imF ⊂ V and the following
nonlinear so-called gain-function is well defined:
g[F ] : (r0,∞)→ R+,
r 7→ g[F ](r) = sup{‖TτFx‖∣∣ x ∈ X , ‖Tτx‖ ∈ (r0, r], τ > 0} , (2.3)
where r0 := infx∈X ‖x‖ < ∞. Observe that ‖Fx‖τ ≤ g[F ](‖x‖τ ). A closed-loop
system [P,C] is said to be gf-stable if, and only if, it is globally well posed and
HP,C : W →We ×We is gf-stable.
Note the following facts: (i) global well posedness of [P,C] implies that imHP,C ⊂
We × We; (ii) gain function stability of [P,C] implies W-stability of [P,C]; (iii) if
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[P,C] is W-stable, then HP,C : W → GP × GC is a bijective operator with inverse
H−1P,C : (w1, w2) 7→ w1 + w2. To see (iii), note that imHP,C ⊂ W × W implies
that imHP,C ⊂ GP × GC , and since for any w1 ∈ GP ⊂ W, w2 ∈ GC ⊂ W we
have w1 + w2 ∈ W, it follows that imHP,C ⊃ GP × GC . Therefore, we can think
of an gf-stable HP,C as a surjective operator HP,C : W → GP × GC . The inverse of
HP,C :W → GP × GC is obviously H−1P,C : (w1, w2) 7→ w1 + w2.
Finally, with a closed-loop system [P,C], we associate the following two parallel
projection operators: ΠP//C :W →Wa, w0 7→ w1, and ΠC//P :W →Wa, w0 7→ w2.
Clearly, HP,C =
(
ΠP//C , ΠC//P
)
and ΠP//C +ΠC//P = I. Therefore, gf-stability of
one of the operators ΠP//C and ΠC//P implies the gf-stability of the other, and so
gf-stability of either operator implies gf-stability of the closed-loop system [P,C].
2.4. The nonlinear gap. The essence of the paper is an investigation (in a spe-
cific adaptive control context) of the persistence, or otherwise, of stability properties
of a globally well-posed closed-loop system [P,C] under “sufficiently small” pertur-
bations of the plant or, in other words, when the plant P is replaced by any plant
sufficiently “close” to P . Here, plants P1 and P2 are deemed close if, and only if, their
respective graphs are close in the gap sense of [3], outlined next.
Let Γ :=
{
P : Ua → Ya
∣∣ P is causal} and, for P1, P2 ∈ Γ, define the (possibly
empty) set OP1,P2 :=
{
Φ: GP1 → GP2
∣∣ Φ is causal, bijective, and Φ(0) = 0}. Write
~δ(P1, P2) := inf
Φ∈OP1,P2
sup
x∈GP1\{0}, τ>0
(‖(Φ− I)|GP1x‖τ
‖x‖τ
)
,
with the convention that ~δ(P1, P2) :=∞ if OP1,P2 = ∅. The nonlinear gap δ is
δ : Γ× Γ→ [0,∞] , (P1, P2) 7→ δ(P1, P2) := max{~δ(P1, P2), ~δ(P2, P1)}. (2.4)
which provides a generalisation of the standard definition of the linear gap δ0 (previ-
ously discussed briefly in the Introduction). To explain this, some notation is needed.
For q,m ∈ N, let Rq,m denote the set of proper, rational, (q×m)-matrix-valued func-
tions and let H∞q,m denote the set of analytic and bounded C
q×m-valued functions
on the open right half plane C+ := {λ ∈ C| Re(λ) > 0}. By RH∞q,m, we denote
the class of functions in Rq,m that are analytic in C+. It is known, see for example
[8, pp. 74-75, 261-262], that any P ∈ Rq,m has a normalised right co-prime factor-
ization, that is, P = ND−1, where N ∈ RH∞q,m, D ∈ RH∞m,m, D has an inverse
in Rm,m, and N
∗N + D∗D = Im, where N
∗(s) := N(−s¯)T . Let U = L2(R+,Rm),
Y = L2(R+,Rq) for some m, q ∈ N and associate, with Pˆ ∈ Rq,m, the linear operator
P : Ue → Ye, u 7→ y := L−1(Pˆ ) ? u, where L denotes the Laplace transform and ?
denotes convolution. We refer to P as a linear plant with associated transfer function
Pˆ ∈ Rq,m. For i = 1, 2, let Pi : Ue → Ye be linear plants with associated strictly
proper rational transfer functions Pˆi = NiD
−1
i , where (Ni, Di) ∈ RH∞q,m × RH∞m,m
are right co-prime factors (analogous to (1.2)), and let Πi : Ue × Ye → GPi denote
the orthogonal projection onto the closed subspace GPi , respectively. The linear gap
between these plants is defined as in (1.3), with
~δ0(Pˆi, Pˆj) := inf
{‖(∆N ,∆D)‖H∞ ∣∣ ∆N ∈ RH∞q,m, ∆D ∈ RH∞m,m,
Pˆj = (Ni +∆N )(Di +∆D)
−1
}
.
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In [3, Proposition 5] it is shown that if max{‖(Π2−Π1)Π1‖, ‖(Π1−Π2)Π2‖} < 1, then
~δ(P1, P2) = ‖(Π2−Π1)Π1‖, and in [2, Lemma 2] it is shown that ‖(Π2−Π1)Π1‖ =
~δ0(Pˆ1, Pˆ2) if ~δ0(Pˆ1, Pˆ2) < 1, the conjunction of which yields
~δ(P1, P2) = ~δ0(Pˆ1, Pˆ2), if δ0(Pˆ1, Pˆ2) < 1. (2.5)
The topology induced on Rq,m by the gap δ0 is called the graph topology [8, p. 235];
note that the graph topology on Γ induces the graph topology on Rq,m via the subset
topology and the Laplace transform L.
3. System classes and the adaptive controller. We are interested in the
control of linear m-input m-output stabilisable n-dimensional state space realisations
of transfer functions in Rm,m, i.e. systems of the form
x˙(t) = Ax(t) +B u1(t), x(0) ∈ Rn, y1(t) = Cx(t). (3.1)
Henceforth, we fix (arbitrarily) the number m ≥ 1 of inputs/outputs but allow for
variation of the state space dimension n. We denote this system class by
Pn = {(A,B,C) ∈ En | n ≥ m, (A,B,C) is stabilizable and detectable } (3.2)
where En := R
n×n × Rn×m × Rm×n. We also define the subclass of minimum-phase
systems with “high-frequency gain” CB having spectrum in C+,
M˜n =
{
(A,B,C) ∈ Pn
∣∣∣∣ σ(CB) ⊂ C+, det [sIn −A BC 0
]
6= 0 ∀s ∈ C+
}
. (3.3)
Observe that, for each (A,B,C) ∈ M˜n, there exists an element of its similarity orbit
{(TAT−1, TB,CT−1)| T ∈ Rn×n invertible} such that
TAT−1 =
[
A1 A2
A3 A4
]
, TB =
[
0
B2
]
=
[
0
CB
]
, CT−1 =
[
0 I
]
where σ (B2) ⊂ C+ and, by the minimum-phase property, A1 has spectrum in the
open left half complex plane C−. Therefore, we introduce
Mn :=
(A,B,C) ∈ Pn
∣∣∣∣∣∣ A =
[
A1 A2
A3 A4
]
, B =
[
0
B2
]
, C = [0 I],
B2, A4 ∈ Rm×m, σ (A1) ⊂ C−, σ (B2) ⊂ C+
 . (3.4)
For a system of class Mn, (3.1) may be expressed in the equivalent form
z˙(t) = A1z(t) +A2y1(t), z(0) = z
0 ∈ Rn−m
y˙1(t) = A3z(t) +A4y1(t) +B2u1(t), y1(0) = y
0
1 ∈ Rm
}
, (z0, y01) = x
0. (3.5)
We will have occasion to identify Pn with a subspace of Euclidean space Rn2+2mn
by identifying a plant θ = (A,B,C) with a vector θ consisting of the elements of
the plant matrices, ordered lexigraphically. With normed signal spaces U and Y and
(θ, x0) ∈ Pn × Rn, we associate the causal plant operator
P˜ (θ, x0) : Ua → Ya, u1 7→ P˜ (θ, x0)(u1) := y1 , (3.6)
where, for u1 ∈ Ua with dom(u1) = [0, ω), we have y1 = Cx, x being the unique
solution of (3.1) on [0, ω). Note that P˜ is a map from
⋃
n≥m(Pn × Rn) to the space
8 M. FRENCH, A. ILCHMANN & E.P. RYAN
of maps Ua → Ya. Furthermore, for (θ, x0) = (A,B,C, x0) ∈ Pn × Rn, P˜ (θ, x0)
corresponds to a stabilizable and detectable realisation of C(sIn −A)−1B ∈ Rm,m.
Our objective is to study, in the context of systems of form (3.1), the common
adaptive strategy
u2(t) = −k(t)y2(t), k˙(t) = ‖y2(t)‖2, k(0) = k0 ∈ R+ , (3.7)
with the associated control operator, parameterized by k0, denoted by
C˜(k0) : Ya → Ua, y2 7→ C˜(k0)(y2) := u2. (3.8)
Note that C˜ is a map from R+ to the space of causal maps Ya → Ua.
In particular and with reference to Figure 2.1, we will study properties of the
closed-loop system [P˜ (θ, x0), C˜(k0)], generated by the application of the adaptive
controller (3.8) to system (3.1), in the presence of disturbances (u0, y0) ∈ W satisfying
the interconnection equations
u0 = u1 + u2, y0 = y1 + y2 . (3.9)
Results will be given for systems (3.5) of class (3.4) (such systems will later play the
roˆle of the nominal plant) and for the more general class of systems (3.1), (3.2) (such
systems which will later play the roˆle of the perturbed plant).
3.1. Properties of the interconnection of the adaptive controller with
the general linear plant. In this section we investigate the interconnection of the
adaptive controller (3.7) (with associated operator C˜(k0)) and any plant in the form
(3.1) (with associated operator P˜ (θ, x0)), where (θ, x0, k0) ∈ Pn × Rn × R+.
Proposition 3.1. Let n ≥ m, (θ, x0, k0) ∈ Pn × Rn × R+ and u0, y0 ∈
L∞loc(R+,R
m). Then the closed-loop initial-value problem given by (3.1), (3.7), (3.9)
has the following properties: (i) there exists a unique maximal solution (x, k) : [0, ω)→
R
n × R+, 0 < ω ≤ ∞; (ii) if k ∈ L∞([0, ω),R+), then ω = ∞; (iii) if y2 ∈
L2([0, ω),Rm), then ω =∞.
Proof. (i) follows from the theory of ordinary differential equations.
(ii): If k ∈ L∞([0, ω),R+), then consider the following subsystem of the initial-value
problem (3.1), (3.7): x˙(t) = Ax(t) +B
[
u0(t) + k(t)y2(t)
]
. Integration, together with
elementary estimates, yields the existence of constants c0, c1 > 0 such that
‖x(t)‖ ≤ c0
(
ec1t +
∫ t
0
ec1(t−s)
(‖u0(s)‖+ ‖y2(s)‖)ds) ∀ t ∈ [0, ω). (3.10)
Suppose ω <∞. Since y2 ∈ L2([0, ω),Rm) (which is equivalent to k ∈ L∞([0, ω),R+))
and since u0 ∈ L∞loc(R+,Rm), it follows from the convolution in (3.10) that the right
hand side of (3.10) is bounded on [0, ω) which contradicts maximality of the solution
x. Therefore, ω =∞.
(iii): By assumption, y2 ∈ L2([0, ω),Rm), and so t 7→ k(t) = k0 + ‖y2‖2L2([0,t),Rm) is
bounded on [0, ω), and so Assertion (iii) follows from (ii).
Corollary 3.2. Let U = Y = L2(R+,Rm), n ≥ m, (θ, x0, k0) ∈ Pn ×Rn ×R+.
Then the closed-loop initial value problem [P˜ (θ, x0), C˜(k0)] given by (2.1), (3.6) and
(3.8) is regularly well posed.
Proof. Let W = L2(R+,Rm) × L2(R+,Rm). The closed-loop [P˜ (θ, x0), C˜(k0)] is
locally well posed by Proposition 3.1(i). To prove that [P˜ (θ, x0), C˜(k0)] is regularly
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well posed, it suffices to show that (2.2) holds. Let w0 = (u0, y0) ∈ W. Consider
(w1, w2) = HP˜ (θ,x0),C˜(k0)(w0) where dom (w1, w2) = [0, ω) and is maximal. Suppose
Tω(w1, w2) ∈ W ×W. Then we have y1 ∈ L2([0, ω),Rm), which, in view of Propo-
sition 3.1(iii), yields ω = ∞. Hence as w0 ∈ W is arbitrary, it follows that the
closed-loop system is regularly well posed.
3.2. Properties of the interconnection of the adaptive controller with
the nominal plant. In this section we consider the closed-loop behaviour of the
nominal plant and controller interconnection given by equations (3.5), (3.7), and
perturbations u0, y0 satisfying (3.9).
Proposition 3.3. Let n ≥ m, (A,B,C) ∈ Mn, (x0, k0) ∈ Rn × R+, and
u0, y0 ∈ L2([0,∞),Rm). Then the closed-loop initial value problem (3.5), (3.7), (3.9)
has the following properties: (i) there exists a unique solution (z, y1, k) : [0,∞) →
R
n × R+; (ii) the limit limt→∞ k(t) exists and is finite; (iii) u1, y1 ∈ L2(R+,Rm),
z ∈ L2(R+,Rn−m); (iv) limt→∞(z(t), y1(t)) = 0.
Proof. The closed-loop equations (3.5), (3.7), (3.9) may be expressed as
z˙(t) = A1z(t) +A2y1(t) ,
y˙1(t) = A3z(t) +A4y1(t)−B2
(
u0(t) + k(t) [y0(t)− y1(t)]
)
,
k˙(t) = ‖y0(t)− y1(t)‖2,
u1(t) = u0(t) + k(t) [y0(t)− y1(t)] ,
(z(0), y1(0), k(0)) = (z
0, y01 , k
0) ∈ Rn−m × Rm × R+ .
 (3.11)
where x0 = (z0, y01). By Proposition 3.1 there exists a unique maximal solution
(z, y1, k) : [0, ω) → Rn × R+ of the initial-value problem (3.11) for some ω ∈ (0,∞].
To prove the proposition, we claim that it suffices to show that y1 ∈ L2([0, ω),Rm). To
argue this claim, assume that y1 ∈ L2([0, ω),Rm) and first note that, by Proposition
3.1, ω =∞ and so Assertion (i) holds. Assertion (ii) follows from the third of equations
(3.11). Since u0, y0, y1 ∈ L2(R+,Rm) and k is bounded, we have u0 + k[y0 − y1] =
u1 ∈ L2(R+,Rm) and, since σ (A1) ⊂ C−, it follows from the first of equations (3.11)
that z ∈ L2(R+,Rn−m) and z(t) → 0 as t → ∞, whence Assertion (iii). Finally,
writing the second of equations (3.11) in the form
y˙1(t) = −y1(t)+f(t), f : t 7→ (I+A4)y1(t)+A3z(t)−B2
(
u0(t)+k(t)[y0(t)−y1(t)]
)
and noting that f ∈ L2(R+,Rm), we conclude y1(t)→ 0 as t→∞ and so (iv) holds.
We proceed to show that y1 ∈ L2([0, ω),Rm). First, we assemble some useful
inequalities. Recalling that σ (A1) ⊂ C−, we have M := supt∈R+ ‖eA1t‖ <∞ and, by
the first of equations (3.11),
‖z(t)‖2 ≤M2[‖z0‖2 + ‖A2‖2‖y1‖2L2([0,t),Rm)] ∀ t ∈ [0, ω). (3.12)
Introduce the linear operator
L : L2(R+,R
n−m)→ L2(R+,Rn−m), y 7→
(
t 7→ (Lv)(t) :=
∫ t
0
eA1(t−τ)v(τ)dτ
)
.
Then ‖Lv‖L2(I,Rn−m) ≤ ‖eA1·‖L1(R+,Rn−m) ‖v‖L2(I,Rn−m) for every bounded interval
I ⊂ R+ and all v ∈ L2e(R+,Rn−m), which, with the first of equations (3.11), yields
‖z‖2L2([s,t],Rn−m) ≤ 2‖eA1·‖2L1(R+,Rn−m)
[‖z(s)‖2 + ‖A2‖2‖y1‖2L2([s,t],Rm)]
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for all s, t with 0 ≤ s ≤ t < ω. Writing
c1 := 12 + ‖eA1·‖2L1(R+,Rn−m)
[
1 + ‖A2‖2
]
, (3.13)
we may infer∫ t
s
‖z(τ)‖‖y1(τ)‖dτ ≤ 12
[‖z‖2L2([s,t],Rn−m) + ‖y1‖2L2([s,t],Rm)]
≤ c1
[‖z(s)‖2 + ‖y1‖2L2([s,t],Rm)] for all s, t with 0 ≤ s ≤ t < ω. (3.14)
Also, observe that, for all s, t with 0 ≤ s ≤ t <∞,
k(t) = k(s)+ ‖y0− y1‖2L2([s,t],Rm) ≤ k(s)+ ‖y0‖2L2([s,t],Rm)+ ‖y1‖2L2([s,t],Rm). (3.15)
Since σ (B2) ⊂ C+, the Lyapunov equation QB2 + BT2 Q − 2I = 0 has a unique
positive-definite symmetric solution Q. From the second of equations (3.11), noting
that ‖QB2‖ = 1 and invoking elementary estimates, we have
〈y1(t), Qy˙1(t)〉 ≤ ‖QA3‖‖z(t)‖‖y1(t)‖ − 12
[
k(t)− 2‖QA4‖ − 1
]‖y1(t)‖2
+ 12k(t)‖y0(t)‖2 + 12‖u0(t)‖2 ∀ t ∈ [0, ω)
which, on integration, using (3.14), (3.15) and invoking monotonicity of k, yields
0 ≤ 〈y1(s), Qy1(s)〉+ 2c1‖QA3‖
(‖z(s)‖2 + ‖y1‖2L2([s,t],Rm))
+
(
k(s) + ‖y0‖2L2([s,t],Rm) + ‖y1‖2L2([s,t],Rm)
)‖y0‖2L2(R+,Rm) + ‖u0‖2L2(R+,Rm)
− (k(s)− 2‖QA4‖ − 1)‖y1‖2L2([s,t],Rm) for all s, t with 0 ≤ s ≤ t < ω.
Defining
c2 := 2c1‖QA3‖+ 2‖QA4‖+ 2 + ‖y0‖2L2(R+,Rm), (3.16)
we have
0 ≤ 〈y1(t), Qy1(t)〉 ≤ 〈y1(s), Qy1(s)〉+ 2c1‖QA3‖‖z(s)‖2 + ‖u0‖2L2(R+,Rm)
− (k(s)− c2 − 1)‖y1‖2L2([s,t],Rm) for all s, t with 0 ≤ s ≤ t < ω. (3.17)
Next, observe that
‖y1‖2L2([0,t),Rm) ≤ ‖y0‖2L2([0,t),Rm)+‖y2‖2L2([0,t),Rm) ≤ ‖y0‖2L2([0,t),Rm)+k(t) ∀ t ∈ [0, ω).
We consider two possible cases.
Case 1: Assume k(t) ≤ c2 for all t ∈ [0, ω). Then ‖y1‖2L2([0,ω),Rm) ≤ ‖y0‖2L2(R+,Rm)+c2.
Case 2: Assume k(τ) = c2 for some τ ∈ [0, ω). Then, by (3.17), we have
‖y1‖2L2([τ,ω),Rm) ≤ 〈y1(τ), Qy1(τ)〉+ 2c1‖QA3‖‖z(τ)‖2 + ‖u0‖2L2(R+,Rm).
By monotonicity, k(t) ≤ c2 for all t ∈ [0, τ ] and so ‖y1‖2L2([0,τ ],Rm) ≤ ‖y0‖2L2(R+,Rm) +
c2. Writing
c3 := 〈y01 , Qy01〉+ 2c1‖QA3‖‖z0‖2 + ‖u0‖2L2(R+,Rm)
+ (c2 + 1)
(‖y0‖2L2(R+,Rm) + c2), (3.18)
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then, by (3.17), it follows that 〈y1(τ), Qy1(τ)〉 ≤ c3. By (3.12), we have
‖z(τ)‖2 ≤ c4 :=M2
[‖z0‖2 + ‖A2‖‖y0‖2L2(R+,Rm) + c2‖A2‖]. (3.19)
We may now conclude that
‖y1‖2L2([0,τ ],Rm) + ‖y1‖2L2([τ,ω),Rm)
≤ c5 := c2 + c3 + 2c1c4‖QA3‖+ ‖(u0, y0)‖2L2(R+,R2m) . (3.20)
Therefore, in each of Cases 1 and 2, we have ‖y1‖2L2([0,ω),Rm) ≤ c5.
Proposition 3.3 immediately implies the following.
Corollary 3.4. Let n ≥ m, U = Y = L2(R+,Rm) and θ = (A,B,C) ∈ Mn,
(x0, k0) ∈ Rn×R+. Then the closed loop [P˜ (θ, x0), C˜(k0)] given by (2.1), (3.5), (3.6),
(3.8), (3.9) is globally well posed and (U × Y)-stable.
Proposition 3.5. Let n ≥ m and define
D := Mn × Rn × R+ × L2(R+,Rm)× L2(R+,Rm). (3.21)
There exists a continuous map ν : D → R+ such that, for all
d = (A,B,C, x0, k0, u0, y0) ∈ D,
the closed-loop system (3.11) is such that ‖(u1, y1)‖L2(R+,R2m) ≤ ν(d).
Proof. Observe that the parameters ci, i = 1, ..., 5, defined in (3.13), (3.16), (3.18),
(3.19) and (3.20), depend continuously on the data d = (A,B,C, x0, k0, u0, y0). In
particular, the map νˆ : d 7→ √c5 is continuous. Let d ∈ D be arbitrary. Then, by
Proposition 3.3 (and recalling (3.20)), we have ‖y1‖L2(R+,Rm) ≤ νˆ(d). Now,
k(t) = k0+ ‖y0− y1‖2L2([0,t),Rm) ≤ ν′(d) := k0+2‖y0‖2L2(R+,Rm)+2(νˆ(d))2 ∀ t ∈ R+.
Therefore,
‖u1‖L2([0,t),Rm) = ‖u0 + k(t)[y0(t)− y1(t)]‖L2([0,t),Rm)
≤ ν˜(d) := ‖u0‖L2(R+,Rm) + ν′(d)
(‖y0‖L2(R+,Rm) + νˆ(d)) ∀ t ∈ [0, ω) .
We may now infer that ‖(u1, y1)‖L2(R+,R2m) ≤ ν(d) :=
√
(νˆ(d))2 + (ν˜(d))2.
Remark 3.6. It is worthwhile to note that ν(d) → ∞ as the data approaches
the boundary of Mn: for example, if some eigenvalues of A1 approach the imaginary
axis, then ‖L‖ → ∞ and so c1, given by (3.13), grows unboundedly; if ‖B2‖ → 0, then
‖Q‖ → ∞ and so c2, given by (3.16), grows unboundedly. Specifically, there exists a
bounded sequence (dj) in D such that ν(dj)→∞ as j →∞. However, if Ω ⊂Mn is
closed and (dj) is a bounded sequence in Ω×Rn×R+×L2(R+,Rm)×L2(R+,Rm) ⊂ D,
then (ν(dj)) is bounded.
3.3. Construction of a gain function. To establish gap margin results, we
will need to construct augmented plant and controller operators, as in [1].
Reiterating earlier remarks, we may considerMn to be a subset of the Euclidean
space En = R
n2+2mn, with the standard Euclidean norm, by identifying a plant
θ = (A,B,C) ∈Mn with a vector θ ∈ En consisting of the n2 +2mn elements of the
plant matrices ordered lexiographically. Note that 0 6∈ Mn. Let U = Y = L2(R+,Rm)
and define U˜ := Rn2+2mn×U and W˜ := U˜ ×Y , which can be considered as signal
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spaces by identifying θ ∈ Rn2+2mn with the constant function t 7→ θ and endowing U˜
with the norm ‖(θ, u)‖U˜ :=
√
‖θ‖2 + ‖u‖2L2(R+,Rm).
For given P˜ (θ, 0) as in (3.6), we define the (augmented) plant operator as
P : U˜a → Ya, (θ, u1) = u˜1 7→ y1 = P (u˜1) := P˜ (θ, 0)(u˜1) . (3.22)
Fix k0 ≥ 0 and define, for C˜(k0) as in (3.8), the (augmented) controller operator as
C : Ya → U˜a, y2 7→ u˜2 = C(y2) := (0, C˜(k0)(y2)). (3.23)
For each non-empty Ω ⊂Mn, define WΩ := (Ω× U)× Y, and HΩP,C := HP,C |WΩ . It
easily follows from Corollary 3.4 that HΩP,C : WΩ → W˜ × W˜ is a causal operator for
any Ω ⊂Mn. We now establish gf-stability.
Proposition 3.7. Let n ≥ m, k0 ≥ 0, and assume Ω ⊂ Mn is closed. Then,
for the closed-loop system [P,C] given by (2.1), (3.22) and (3.23), the operator HΩP,C
is gf-stable.
Proof. For ν : D → R+ as in Proposition 3.5 we have, for all (θ, u0, y0) ∈ WΩ,
‖HΩP,C(θ, u0, y0)‖W˜×W˜ ≤ ‖(θ, u0, y0)‖W˜ + 2‖(θ, u1, y1)‖W˜
≤ ‖(u0, y0)‖W + 3 ‖θ‖+ 2 ν(θ, 0, k0, u0, y0) ,
and so, for r0 := infw∈WΩ ‖w‖W˜ and α ∈ (r0,∞), closedness of Ω yields
γ(α) := sup
{
‖(u0, y0)‖W + 3‖θ‖+ 2 ν(θ, 0, k0, u0, y0)
∣∣∣ (θ, u0, y0) ∈ WΩ,‖(θ, u0, y0)‖W˜ ≤ α
}
<∞.
Therefore, a gain-function for HΩP,C exists, and the proof is complete.
3.4. Robust stability. In Propositions 3.3 and Corollary 3.4 we have estab-
lished that, for k0 ≥ 0, (θ, x0) ∈Mn×Rn for some n ≥ m, and u0, y0 ∈ L2(R+,Rm),
the closed-loop system [P˜ (θ, x0), C˜(k0)] is globally well posed and has desirable sta-
bility properties. The purpose of this section is to determine conditions under which
these properties are maintained when the plant P˜ (θ, x0) is perturbed to a plant
P˜ (θ1, x
0
1) where (θ1, x
0
1) ∈ Pq × Rq for some q ≥ m, in particular when θ1 6∈ Mq.
The essence of the main result Theorem 3.8 is that the stability properties persist if
(a) the plants P˜ (θ1, 0) and P˜ (θ, 0) are sufficiently close (in the gap sense) and (b) the
initial data x01 and disturbance w0 = (u0, y0) are sufficiently small.
Theorem 3.8. Let m,n, q ∈ N with n ≥ m, q ≥ m, U = Y = L2(R+,Rm),
W = U × Y and θ ∈ Mn. For (ϑ, x0) in Pq × Rq or Pn × Rn and k0 ≥ 0, consider
P˜ (ϑ, x0) : Ua → Ya , and C˜(k0) : Ya → Ua as defined by (3.6) and (3.8), respectively.
There exist a continuous function η : R+ → (0,∞) and a function λ : Pq → (0,∞)
such that the following holds. For all (θ1, x
0
1, w0, r) ∈ Pq × Rq ×W × (0,∞),
~δ(P˜ (θ, 0), P˜ (θ1, 0)) ≤ η(r)
λ(θ1)‖x01‖+ ‖w0‖W ≤ r
}
=⇒ HP˜ (θ1,x01),C˜(k0)(w0) ∈ W × W. (3.24)
Remark 3.9. In the set-up of Theorem 3.8, if HP˜ (θ1,x01),C˜(k0)
(w0) ∈ W × W
with θ1 = (A,B,C) ∈ Pq, then the following hold. (i) If u1, y1 ∈ L2(R+,Rm), then
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detectability of (A,C) yields that the solution x of (3.1) belongs to x ∈ L2(R+,Rm).
Since x, x˙ ∈ L2(R+,Rm), it follows that x(t) → 0 as t → ∞. Moreover, the mono-
tone controller gain k, given by (3.7), converges to a finite limit. (ii) If u0, y0 ∈
(L2 ∩ L∞)(R+,Rm), then u1, y1 ∈ L∞(R+,Rm). This follows from the fact that
x ∈ L∞(R+,Rm) by (i), and so y1 ∈ L∞(R+,Rm). Furthermore, y2 ∈ L2(R+,Rm)
and so k ∈ L∞(R+,R), which, by u2 = k y2, yields u2 ∈ L∞(R+,Rm), whence
u1 ∈ L∞(R+,Rm). (iii) If u0, y0 ∈ L2(R+,Rm) and limt→∞ u0(t) = limt→∞ y0(t) = 0,
then limt→∞ u1(t) = 0. This is a consequence of (i) which gives limt→∞ y1(t) = 0, and
therefore limt→∞ y2(t) = 0, which, by invoking k ∈ L∞(R+,R), yields limt→∞ u2(t) =
0 and so limt→∞ u1(t) = 0.
Example 3.10. As an illustrative example, we consider Example ii) in the table
of the Introduction, where P and P1 are specified in the frequency domain by the
associated transfer functions
Pˆ1(s) =
1
s− θ , Pˆ2(s) =
N(M − s)
(N + s)(M + s)(s− θ) , N,M ≥ ε
−1 , ε > 0.
Note that Pˆ1 has a realisation P˜ (θ, 0) ∈ M1 and Pˆ2 has a realization P˜ (θ1, 0) ∈
P3 \M3. We claim that ~δ0(Pˆ1, Pˆ2)→ 0 as ε→ 0+. To prove this assertion, note that
A(s) =
s− θ
s+
√
θ2 + 1
, B(s) =
1
s+
√
θ2 + 1
satisfy Pˆ1(s) = B(s)A(s)
−1, A,B ∈ H∞ and A∗(s)A(s) +B∗(s)B(s) = I. Therefore,
A, B form a normalised right co-prime factorisation of Pˆ1. Since
Pˆ2(s) =
B(s) + ∆B(s)
A(s)
, where ∆B(s) =
(
N(M − s)
(s+N)(s+M)
− 1
)
B(s),
and ∆B ∈ H∞, by (2.5) it suffices to show that∥∥∥∥( 0∆B
)∥∥∥∥
H∞
=
∥∥∥∥( N(M − s)(s+N)(s+M) − 1
)
B(s)
∥∥∥∥
H∞
→ 0 as ε→ 0+, (3.25)
and this follows from a routine calculation. Thus the claim is proved.
To apply Theorem 3.8 to conclude robust stability, it would suffice to show that
~δ(Pˆ1, Pˆ2)→ 0 as ε→ 0+. In view of the equivalence (2.5), the latter could be shown by
establishing that the directed gap ~δ0(Pˆ2, Pˆ1) is less than 1 (recall that ~δ0(Pˆ1, Pˆ2)→ 0
as ε → 0+). Alternatively, anticipating Lemma 4.5, we can adapt the proof of that
lemma (to the case wherein A,B are defined as above and A′ = A, B′ = B + ∆B ,
(V,U) := (A∗, B∗)), and invoke (3.25), to conclude that
~δ(P˜ (θ, 0), P˜ (θ1, 0)) ≤
∥∥∥∥( 0∆B
)∥∥∥∥ · ‖(A∗, B∗)‖H∞ = ∥∥∥∥( 0∆B
)∥∥∥∥→ 0 as ε→ 0 + .
Thus, under the conditions of Theorem 3.8, the controller C˜(k0) : Ya → Ua de-
fined by (3.6), (3.8) stabilizes any stabilizable and detectable realisation of Pˆ2. As
observed in the Introduction, Pˆ2 is an example of a plant which violates all the classical
assumptions of adaptive control.
To prove Theorem 3.8 we need to show how the gain function stability of the aug-
mented closed loop [P,C] as given in (3.22) and (3.23) yields the robustness property
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(3.24) for the unaugmented closed loop [P˜ (θ1, x
0
1), C˜(k
0)]. This follows from the next
result which is a direct consequence of Theorems 5.2 and 5.3 in [1].
Theorem 3.11. Let m,n, q ∈ N with n ≥ m, q ≥ m, U = Y = Lp(R+,Rm),
1 ≤ p ≤ ∞, and W = U × Y. Let K˜ : Ya → Ua be causal, consider P˜ (ϑ, 0) : Ua → Ya
defined in (3.6) for (ϑ, x0) in Pq×Rq or Pn×Rn. Assume that [P˜ (ϑ, 0), K˜] is regularly
well posed for all ϑ ∈ Pq and let Ω ⊂Mn be closed. Define
P : Pn × Ua → Ya, (ϑ, u1) 7→ P (ϑ, u1) = P˜ (ϑ, 0)(u1)
C : Ya → Pn × Ua, y2 7→ C(y2) = (0, K˜(y2)).
If HP,C |Ω×W is gf-stable and TτΠP//C is continuous for all τ > 0, then there exist a
continuous function µ : R+ × Ω → (0,∞) and a function λ : Pq → (0,∞) such that,
for all (θ1, θ, x
0
1, w0, r) ∈ Pq × Ω× Rq ×W × (0,∞),
~δ(P˜ (θ, 0), P˜ (θ1, 0)) ≤ µ
(
r , θ
)
λ(θ1)‖x01‖+ ‖w0‖W ≤ r
}
=⇒ HP˜ (θ1,x01),K˜(w0) ∈ W × W. (3.26)
We are now in a position to prove Theorem 3.8
Proof. Let θ ∈ Mn and define Ω = {θ}. Consider Theorem 3.11 with p = 2
and K˜ = C˜(k0), where C˜(k0) is given by (3.8). Note that by Corollary 3.2, the
closed loop [P˜ (ϑ, 0), C˜(k0)] is regularly well posed for all ϑ ∈ Pq. For P and C
as defined in Theorem 3.11, the operator HΩP,C is gf-stable by Proposition 3.7. By,
for example, the proof of Theorem 4.D in [10], TτΠP˜ (θ,0)//C˜(k0) is continuous for all
τ > 0, and therefore TτΠP//C |Ω×W is continuous for all τ > 0. Now all hypotheses of
Theorem 3.11 are in place and so there exist a continuous function µ : R+×Ω→ (0,∞)
and a function λ : Pq → (0,∞) such that (3.26) holds. Statement (3.24) follows on
setting η(·) = µ(·, θ).
4. Georgiou and Smith’s example re-visited. In this section we re-consider
Example 9 in the paper by Georgiou and Smith [3] (see also [4]). This serves two
purposes: to clarify some of the informal arguments therein in relation to robustness
with respect to initial data; to demonstrate that, in the L2 setting of the present
paper, the robustness bound in Theorem 3.8 is qualitatively tight in the sense that it
is necessarily dependent on the data u0, y0, x
0
1.
4.1. The nominal and perturbed closed-loop systems. After appropriate
re-scaling and re-labelling of variables, the first-order linear plant P˜ (a, y01), parame-
terized by a ∈ R and y01 ∈ R, considered in [3, Example 9] can be expressed as
P˜
(
a, y01
)
: Ua → Ya, u1 7→ y1, where y˙1 = ay1 + u1, y1(0) = y01 , (4.1)
and so, for u1 ∈ Ua, y1 = P˜ (a, y01)(u1) : dom(u1)→ R is the unique maximal solution
of the initial-value problem in (4.1). The controller, parameterized by k0 ∈ R+, is
C˜(k0) : Ya → Ua, y2 7→ u2 := −k y2, where k˙ = y22 , k(0) = k0, (4.2)
and so, for y2 ∈ Ya, −ky2 = u2 = C˜(k0)(y2) : dom(y2) → R, where k is the unique
maximal solution of the initial-value problem in (4.2)
The closed-loop system [P˜ (a, y01), C˜(k
0)] will be analyzed in the two settings of
U = Y = L2(R+,R) and U = Y = L∞(R+,R). In view of Proposition 3.1(i), for all
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a, y01 ∈ R and k0 ∈ R+, the closed-loop system [P˜ (a, y01), C˜(k0)] is locally well posed in
both settings; moreover, by Proposition 3.3, in the former L2 setting, the closed loop
system is globally well posed, and the signals y1 and k are bounded, with y1(t) → 0
and k(t)→ k∞ ∈ R as t→∞.
As in [3, Example 9], consider a perturbation of the plant P˜ (a, y01) consisting of
the series connection of 1s−a (i.e. the transfer function associated with P˜ (a, y
0
1)) and
an all-pass factor M−sM+s withM > 0. As a realisation of this series connection, consider
y˙1 = a y1 + z − u1 , z˙ = −M [z − 2u1] , (y1(0), z(0)) = (y01 , z0) .
This series connection is denoted by
P˜1
(
a,M, y01 , z
0
)
: Ua → Ya, u1 7→ y1 . (4.3)
The closed-loop equations for [P˜1
(
a,M, y01 , z
0
)
, C˜(k0)] are given by
y˙1(t) = [a+ k(t)] y1(t) + z(t)− k(t)y0(t)− u0(t) , y1(0) = y01 ,
z˙(t) = −2Mk(t)y1(t)−Mz(t) + 2Mk(t)y0(t) + 2Mu0(t) , z(0) = z0,
k˙(t) = (y0(t)− y1(t))2 , k(0) = k0,
u1(t) = u0(t) + k(t) y0(t)− k(t) y1(t) ,
 (4.4)
For fixed (but arbitrary) a ∈ R and k0 ∈ R+, and applying Theorem 3.8, we may
conclude the existence of a continuous function η : R+ → (0,∞) and a function
λ1 : R → (0,∞) such that, if (i) ~δ(P˜ (a, 0), P˜1(a,M, 0, 0) ≤ η(r) for some r > 0, then,
for all initial data x01 = (y
0
1 , z
0) and all disturbances u0, y0 ∈ L2(R+,R) satisfying (ii)
λ1(M)‖x01‖ + ‖(u0, y0)‖L2(R+,R2) ≤ r, the closed-loop system is globally well posed
and is such that (y1(t), z(t)) → (0, 0) as t → ∞ and the monotone gain k converges
to a finite limit. At this point, we briefly digress to prove a technicality which will
prove convenient in later analyses.
Lemma 4.1. LetM > 0, a = 0, u0, y0 ∈ L2(R+,R)∪L∞(R+,R) and (y01 , z0, k0) ∈
R×R×R+. Let (y1, z, k) : [0, ω)→ R×R×R+ be the unique maximal solution to the
closed-loop initial-value problem (4.4). If there exists T ∈ [0, ω) such that k(T ) ≥ 4M ,
(y0(T ) − y1(T ), z(T )) 6= (0, 0), and (u0(t), y0(t)) = (0, 0) for all t ∈ [T,∞), then (i)
u1, y1 6∈ L∞([0, ω),R) and (ii) k 6∈ L∞([0, ω),R+).
Proof. Writing y2 := y0 − y1, then, by the hypotheses,
y˙2(t) = k(t)y2(t)− z(t), z˙(t) = 2Mk(t)y2(t)−Mz(t)
k˙(t) =
(
y2(t)
)2 } ∀ t ∈ [T, ω). (4.5)
Defining η := y2 − z/(2M), we have
y˙2(t) =
[
k(t)− 2M]y2(t) + 2Mη(t)
η˙(t) = −My2(t) +Mη(t), k˙(t) =
(
y2(t)
)2 } ∀ t ∈ [T, ω). (4.6)
Introduce W : [T, ω)→ R+, t 7→ 12
[
y22 +2η
2
]
(t). By hypothesis, (y2(T ), z(T )) 6= (0, 0)
and so W (T ) > 0. Moreover, since k(T ) ≥ 4M , we have
W˙ (t) =
(
k(t)− 2M)(y2(t))2 + 2M(η(t))2 ≥ 2MW (t) ∀ t ∈ [T, ω) .
Therefore,
W (t) ≥ e2M(t−T )W (T ) ∀ t ∈ [T, ω), W (T ) > 0. (4.7)
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Seeking a contradiction, suppose that y2 is bounded on [T, ω). Then ω = ∞ (to see
this, simply note that, if ω is finite, then y2 is square integrable and so k is bounded,
which, together with Proposition 3.1(ii), yields a contradiction). Let c0 > 0 be such
that
(
y2(t)
)2 ≤ c0 for all t ∈ [T,∞) and so 0 ≤ k(t) ≤ k(T ) + c0[t − T ] for all
t ≥ 0. By (4.5), there exists c1 > 0 such that |z(t)| ≤ c1
[
1 + t
]
for all t ∈ [T,∞).
Hence, there exists c2 > 0 such that |η(t)| ≤ c2[1 + t] for all t ∈ [T,∞). Therefore,
it follows that W (t) ≤ 12
[
c0 + 2c
2
2(1 + t)
2
]
for all t ≥ T , which contradicts (4.7).
Therefore, y2 is unbounded on [T, ω) and so, since y1(t) = −y2(t) for all t ∈ [T, ω),
we have y1 6∈ L∞([0, ω),R). Finally, and again seeking a contradiction, suppose that
k is bounded. Then, by Proposition 3.1(ii), ω = ∞. By the third of equations
(4.5), y2 ∈ L2([T,∞),R). By the second of equations (4.5), we may conclude that
z ∈ L2([T,∞),R) and z(t) → 0 as t → ∞. Rewriting the first of equations (4.5) in
the form y˙2(t) = −y2(t) + ζ(t), with ζ(t) := [1 + k(t)]y2(t) − z(t), and noting that
ζ ∈ L2(R+,R), it follows that y2(t) → 0 as t → ∞. Therefore, W (t) → 0 as t → ∞,
which contradicts (4.7). Therefore, k is unbounded and so property (ii) holds. Since
both k, y1 are unbounded and k is monotone, and u1(t) = k(t)y1(t) for all t ≥ T , it
follows that u1 6∈ L∞([0, ω),R). Therefore, property (i) holds.
4.2. Non-robustness with respect to large initial conditions.
Proposition 4.2. For M,a, y01 , z
0, k0 ∈ R and u0, y0 ∈ L2(R+,R), consider
the closed-loop system [P˜1
(
M,a, y01 , z
0
)
, C˜(k0)] defined by (2.1), (4.4), (4.2), (4.3) in
the specific case wherein M > 0, a = z0 = k0 = 0, and u0 = y0 = 0.
There exists χ > 0 such that, if (y01)
2 > χ, then the unique maximal solution (y1, z, k) :
[0, ω) → R2 × R+, 0 < ω ≤ ∞, of the closed-loop system [P˜1
(
M, 0, y01 , 0
)
, C˜(0)] has
the following properties: (i) u1, y1 6∈ L∞([0, ω),R), and (ii) k 6∈ L∞([0, ω),R+).
Proof. Under the above hypothesis, the initial-value problem (4.4) is given by
y˙1(t) = k(t)y1(t) + z(t), z˙(t) = −2Mk(t)y1(t)−Mz(t), k˙(t) = (y1(t))2,
(y1(0), z(0), k(0)) = (y
0
1 , 0, 0)
}
(4.8)
Let (y1, z, k) : [0, ω)→ R2 × R+ be the unique maximal solution of (4.8) with(
y01
)2
> χ :=
(
32M2
(
1 + 64M2
)
+ 4
(
1 + 8M2
)2)
/
(
1− e−4M) (4.9)
We will consider separately the two possible cases: (a) ω <∞, and (b) ω =∞.
Case (a): Assume ω < ∞. Then, by Proposition 3.1, the monotone function k in
unbounded. This, in turn, implies that y1 6∈ L2([0, ω),R) and so y1 6∈ L∞([0, ω),R).
Therefore, properties (i) and (ii) hold.
Case (b): Now assume ω =∞. For later convenience, we observe that, by (4.8),
‖z‖L2([0,t);R) ≤ 2 ‖ky1‖L2([0,t),R) ∀ t ≥ 0. (4.10)
First, we will show that k(1) > 4M . For contradiction, suppose otherwise. Then,
‖y1‖2L2([0,1],R) = k(1) ≤ 4M and, by monotonicity of k, k(t) ∈ [0, 4M ] for all t ∈ [0, 1].
From (4.10), it now follows that
‖y1‖2L2([0,1],R) + ‖z‖2L2([0,1];R) ≤ 4M
[
1 + 64M2
]
. (4.11)
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Define V : [0, 1]→ R+, t 7→ 12
(
y21 + z
2
)
(t). Then,
V˙ (t) = k(t)(y1(t))
2 +
(
1− 2Mk(t))y1(t)z(t)−M(z(t))2
≥ −(1 + 8M2)|y1(t)z(t)| −M(z(t))2
≥ −2M(z(t))2 − (4M)−1[(1 + 8M2)y1(t)]2
≥ −4MV (t)− (4M)−1[(1 + 8M2)y1(t)]2 ∀ t ∈ [0, 1].
Therefore,
‖V ‖L1([0,1],R+) ≥ (4M)−1
(
1− e−4M)V (0)− (4M)−2(1 + 8M2)2 ‖y1‖2L2([0,1],R)
≥ (8M)−1(1− e−4M)χ− (4M)−1(1 + 8M2)2 > 2M(1 + 64M2) ,
which, in conjunction with (4.11), yields the contradiction
4M
(
1 + 64M2
) ≥ ‖y1‖2L2([0,1],R) + ‖z‖2L2([0,1],R) = 2‖V ‖L1([0,τ ],R+) > 4M(1 + 64M2).
Therefore, k(1) > 4M . Moreover, since y01 6= 0, we may infer from (4.8), that
(y1(1), z(1)) 6= (0, 0). The result follows by application of Lemma 4.1 (with T = 1).
4.3. Non-robustness with respect to large L2 disturbances.
Proposition 4.3. For M,a, y01 , z
0, k0 ∈ R and u0, y0 ∈ L2(R+,R), consider
the closed-loop system [P˜1
(
M,a, y01 , z
0
)
, C˜(k0)] defined by (2.1), (4.4), (4.2), (4.3) in
the specific case wherein M > 0, a = y01 = z
0 = k0 = 0, and y0 = 0.
There exists u0 ∈ L2(R+,R) such that the unique maximal solution (y1, z, k) : [0, ω)→
R
2 × R+ of the closed-loop system [P˜1 (M, 0, 0, 0) , C˜(0)] has the following properties:
(i) y1 6∈ L∞([0, ω),R), and (ii) k 6∈ L∞([0, ω),R+).
Proof. Let a = y01 = z
0 = k0 = 0, M > 0 and y0 = 0. Fix r 6= 0 and denote, by
(y˜1, z˜, k˜) : [0, ω˜) → R × R × R+, the unique maximal solution of (4.4) with u0 given
by u0(t) = r for all t ≥ 0, in which case, we have
d
dt [y˜1(t)− r] = −[y˜1(t)− r] + [1 + k˜(t)] y˜1(t) + [z˜(t)− 2r],
d
dt [z˜(t)− 2r] = −M [z˜(t)− 2r]− 2Mk˜(t) y˜1(t),
d
dt k˜(t) = (y˜1(t))
2, (y˜1(0), z˜(0), k˜(0)) = (0, 0, 0).
 (4.12)
For contradiction, suppose that the component k˜ is bounded. Then, by Proposi-
tion 3.1, ω˜ = ∞. Since k˜ ∈ L∞(R+), it follows that y˜1 ∈ L2(R+) and so, by the
second differential equation in (4.12), we may infer that z˜(·) − 2r ∈ L2(R+). Not-
ing that [1 + k˜(·)]y˜1(·) + [z˜(·) − 2r] ∈ L2(R+), it follows from the first equation in
(4.12) that y˜1(t) → r 6= 0 as t → ∞ which contradicts the fact that y˜1 ∈ L2(R+).
Therefore, the solution component k˜ is unbounded. Unboundedness of k˜, together
with the third differential equation in (4.12), implies the existence of T ∈ [0, ω˜) such
that k(T ) > 4M and y˜1(T ) 6= 0. Let u0 ∈ L2(R+,R) be the piecewise constant func-
tion u0 := TT r (viz. u0(t) = r on [0, T ) and uo(t) = 0 on [T,∞)) and denote, by
(y1, z, k) : [0, ω)→ R× R× R+, the unique maximal solution of
y˙1(t) = k(t) y1(t) + z(t)− u0(t), y1(0) = 0,
z˙(t) = −2Mk(t) y1(t)−Mz(t) + 2Mu0(t), z(0) = 0,
k˙(t) = y1(t)
2, k(0)) = 0.
Clearly, ω˜ ≤ ω and (y˜1(t), z˜(t), k˜(t)) = (y1(t), z(t), k(t)) for all t ∈ [0, ω˜). Therefore,
y1(T ) = y˜1(T ) 6= 0 and k(T ) = K˜(T ) > 4M . An application of Lemma 4.1 completes
the proof.
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4.4. Non-robustness with respect to L∞ disturbances. The initial calcu-
lation in [3, Example 9] (see also [4]), shows that arbitrarily small L∞ disturbances
u0, y0 ∈ L∞(R+,R) can cause ‖u1‖L∞(R+,R) to be arbitrarily large, and so HP,C is not
gf-stable in an L∞ sense, whence the claim therein that the (L∞) “robustness margin
... should be assigned the value zero”. Note that the gf-stability of HP,C is only a suf-
ficient condition for robust stability. In this context, we next show that any constant
non-zero input disturbance (and zero output disturbance) leads to unbounded signals
in the perturbed closed loop [P˜1(a,M, y
0
1 , z
0), C˜(k0)]. This is not surprising in view
of [3, Example 9] where it is shown that the unperturbed closed loop [P˜ (a, y01), C˜(k
0)]
is non-robust with respect to L∞ disturbances.
Proposition 4.4. For M,a, y01 , z
0, k0 ∈ R and u0, y0 ∈ L2(R+,R), consider
the closed-loop system [P˜1
(
M,a, y01 , z
0
)
, C˜(k0)] defined by (2.1), (4.4), (4.2), (4.3) in
the specific case wherein M > 0, a = y01 = z
0 = k0 = 0, and y0 = 0.
For any r > 0, there exists u0 ∈ L∞(R+,R) with ‖u0‖L∞(R+,R) ≤ r, such that
the unique maximal solution (y1, z, k) : [0, ω) → R2 × R+ of the closed-loop sys-
tem [P˜1 (M, 0, 0, 0) , C˜(0)] has following properties: (i) u1, y1 6∈ L∞([0, ω),R), and (ii)
k 6∈ L∞([0, ω),R+).
Proof. This follows directly from the proof of Proposition 4.3, wherein it was
shown that for each, r > 0, there exists T ∈ (0, ω) such that the disturbance u0 ∈
L∞(R+,R), given by u0 := TT r and with norm ‖u0‖L∞(R+,R) = r, is such that
properties (i) and (ii) hold.
Interestingly, our analysis in Sub-sections 4.2, 4.3, 4.4 has not established whether
a finite escape time can occur within these closed loops. Simulation evidence presented
in [3] makes this a plausible (if not likely), but the question remains open.
4.5. Robustness with respect to small L2 disturbances and small initial
conditions. Having noted in Sub-section 4.4 that the L∞ robustness margin should
be assigned the value zero, our next task is to show that, in the L2 setting of the
current paper, the situation is less pessimistic. In the L∞ framework, one last remark
is warranted. In [3, Example 9] and based on informal numerical evidence, there
is a suggestion that – even with zero disturbances – the closed-loop system fails to
be robustly stable if the initial conditions are non-zero. Proposition 4.2 confirms
this in the case of large initial conditions. However Proposition 4.6 below subsumes
the following observation: with zero disturbances, the closed-loop system is robustly
stable for sufficiently small initial conditions.
As noted in [3, Example 8], in the L∞ framework, ~δ
(
P˜ (a, 0), P˜1(a,M, 0, 0)
) → 0
as M →∞. We now show that this result also holds true in the L2 framework.
Lemma 4.5. For M,a, y01 , z
0 ∈ R and u0, y0 ∈ L2(R+,R), consider P˜ (a, y01) and
P˜1
(
M,a, y01 , z
0
)
given by equations (4.1) and (4.3), respectively, in the specific case
wherein M > 0 and y01 = z
0 = 0. Then ~δ
(
P˜ (a, 0), P˜1(a,M, 0, 0)
)→ 0 as M →∞.
Proof. It will be convenient to utilize a frequency domain representation of linear
operators. Firstly, let c > 0 and define the rational functions A, A′, B, B′ by
A(s) = A′(s) := (s−a)/(s+c), B(s) := 1/(s+c), and B ′(s) := (M−s)/(s+c)(s+M).
For n,m ∈ N, let H2 denote the set of all analytic functions f : C+ → Cn×m so
that
∫
R
‖f(α + iβ‖2dβ is finite for all α > 0. Since, by Paley-Wiener, the extended
Laplace transform L on L2(R+,R) yields an isometric isomorphism between L
2(R+,R)
and H2, we may observe (see [8, p. 234]) that the graphs corresponding to P˜ (a, 0),
P˜1(M,a, 0, 0) can be written as: L
(GP˜ ) = (AB
)
H2, and L
(
GP˜1
)
=
(
A′
B′
)
H2 .
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Let (V,U) := (1, c+ a) and define the mappings Φ, Φ˜:
Φ˜ : L
(
GP˜ (a,0)
)
→ L
(
GP˜1(M,a,0,0)
)
,
(
u
y
)
7→ Φ˜
(
u
y
)
:=
(
A′
B′
)
(V,U)
(
u
y
)
,
Φ: GP˜ (a,0) → GP˜1(M,a,0,0), Φ := L−1Φ˜L.
Since (V,U)
(
A
B
)
= 1, A′, B′ are co-prime and L is an isometric isomorphism, it
follows that Φ ∈ OP˜ ,P˜1 . Additionally, since every element of L
(GP˜ ) is of the form
y =
(
A
B
)
x, where x ∈ H2, it follows that
(Φ˜− I)|
L(GP˜ )
y =
(
I −
(
A′
B′
)
(U, V )
)(
A
B
)
x =
(
A−A′
B −B′
)
x =
(
A−A′
B −B′
)
(V,U)y
and, since (Φ− I)|G
P˜
= L−1(Φ˜− I)|
L(GP˜ )
L, we have
~δ(P˜ , P˜1) ≤
∥∥∥∥L−1((A−A′B −B′
)
(V,U)
)
L
∥∥∥∥
L2
=
∥∥∥∥(A−A′B −B′
)
(V,U)
∥∥∥∥
H∞
Hence,
~δ(P˜ , P˜1) ≤
∥∥∥∥( 02s
(s+c)(s+M)
)
(1, c+ a)
∥∥∥∥
H∞
≤ 2
√
1 + (c+ a)2
∥∥∥∥ s(s+ c)(s+M)
∥∥∥∥
H∞
.
A straightforward computation confirms that the right hand side in the above goes
to 0 as M tends to ∞. This completes the proof.
The final result states that for any disturbance level, M can be chosen to ensure
stability of the perturbed closed-loop system; furthermore, this stability is local with
respect to initial conditions.
Proposition 4.6. Let a ∈ R. For any M > 0, y01 , z0 ∈ R, k0 > 0, consider
the closed-loop system [P˜1
(
M,a, y01 , z
0
)
, C˜(k0)] as defined by (2.1), (4.4), (4.3) and
(4.2). For any r > 0 there exists Mˆ > 0, and for any M ≥ Mˆ there exists ε > 0
such that, if ‖(y01 , z0)‖ ≤ ε and ‖(u0, y0)‖L2(R+,R2) ≤ r, then the closed-loop system
[P˜1
(
M,a, y01 , z
0
)
, C˜(k0)] has the following properties: (i) there exists a unique solution
(y1, z, k) : R+ → R2 × R+; (ii) (u1, y1) ∈ L2(R+,R2); (iii) limt→∞(y1(t), z(t)) = 0;
(iv) k ∈ L∞(R+,R+).
Proof. Properties (i), (ii), and (iv) follow from Lemma 4.5 and Theorem 3.8.
Therefore, y1, y0, u0, ky0, ky1 ∈ L2(R+). Invoking the second differential equation in
(4.4), we have z ∈ L2(R+) and limt→∞ z(t) = 0. By the first equation in (4.4) we
have y˙1 ∈ L2(R+). It now follows that limt→∞ y1(t) = 0, whence Property (iii).
5. Summary. In Sub-section 3.4 we developed a general result establishing a
robust stability margin (whose size is dependent on the L2 disturbance level and size
of the initial condition) for the class of MIMO, relative degree one, non-minimum
phase plants whose first Markov parameter lies in the open right-half plane, when
controlled by the ‘standard’ adaptive output feedback controller (1.1).
In Section 4 we have given a qualitative analysis of a first order system P˜ (0, y01)
perturbed by an all pass factor M−sM+s and controlled by a standard adaptive controller
as considered by Georgiou and Smith [3, Ex. 9]. The results of Section 4 are sum-
marised in the following table,
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Disturbances Stability Internal Controller
and initial data signals gain
for any small L2 disturbance (u0, y0)
and any small initial condition (y01 , z
0) stable (u1, y1) ∈ L2 k ∈ L∞
there exists large L2 disturbance (u0, 0) unstable (u1, y1) 6∈ L∞ k 6∈ L∞
for any large initial condition (y01 , 0) unstable (u1, y1) 6∈ L∞ k 6∈ L∞
there exists an L∞ disturbance (u0, 0) unstable (u1, y1) 6∈ L∞ k 6∈ L∞
(of any non-zero size)
It is worth noting that the L2 analysis in this paper provides a mechanism to prove the
stability of the disturbance-free system in the presence of small initial conditions. The
informal plausibility arguments presented in [3] for the lack of robustness of closed-
loop system in the presence of non-zero initial conditions do not predict the stable
behaviour of the closed-loop system when the initial conditions are small.
This case study highlights the critical roˆle played by the choice of signal space –
alternative signal spaces may give different robust stability guarantees (in particular,
in the disturbance-free case, we have seen that the L∞ analysis does not give any
indication of the robustness of the closed-loop system under gap perturbations with
non-zero initial conditions, however the L2 analysis does establish robustness). This
highlights the importance of an L2 analysis for considering response to initial condi-
tions. The second and third entries in the above table illustrate that the sufficient
conditions for robust stability given by the gap analysis in Section 3.4 cannot be im-
proved qualitatively and emphasize the complementary roˆle of initial conditions and
disturbances. It is also important to note that zero L∞ robustness margins are not
inevitable. An example of an adaptive controller exhibiting a non-zero L∞ margin is
given in [1].
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Explanatory Notes
This section contains the additional material from [1] to underpin Theorem
3.11.
This section is not for publication, but is provided for completeness and
ease of reference.
Proof of the quoted Theorem 3.11. Recall that a map T : X → Y is said
to be compact if and only if i) T is continuous and ii) T maps bounded sets into
relatively compact sets.
We first establish the following variant on the gain function stability result of [3]:
Theorem 5.1. Let U , Y be signal spaces, and let W = U × Y. Suppose [P,C] is
gf-stable and [P1, C] is regularly well-posed. Let D ⊂ GP , D1 ⊂ GP1 , X ⊂ W and let
r > 0. Suppose ΠP//CX ⊂ D and there exists a causal, gf-stable mapping Ψ: D → D1
such that
(i) Tτ (I −Ψ)ΠP//C : X → W is causal and compact for all τ > 0.
(ii) Tτw + Tτ (I −Ψ)ΠP//Cx ∈ X for all x,w ∈ X , τ > 0.
(iii) There exists a function ²(·) ∈ K∞ 1 such that
‖(I −Ψ)ΠP//Cx‖τ ≤ (1 + ²)−1(r), ∀x ∈ X , ‖x‖ ≤ r, τ > 0. (5.1)
Then HP1,C |X∩Br : X ∩Br →W ×W is gf-stable and
‖ΠP1//Cw‖τ ≤ g[Ψ] ◦ g[ΠP//C ] ◦ (1 + ²−1)(r) ∀w ∈ X , ‖w‖ ≤ r, τ ≥ 0. (5.2)
Proof. Let w ∈ X , ‖w‖ ≤ r, and let [0, ωw) be the maximal interval of existence
for HP1,Cw. Let ωw > τ > 0. Consider the equation
Tτw = Tτ (I + (Ψ− I)ΠP//C)x
= Tτ (ΠC//P +ΨΠP//C)x. (5.3)
We claim that this equation has a solution x ∈ V where:
V = {x ∈ X : ‖x‖ ≤ (1 + ²−1)(r), ∃y ∈ W s.t. x = Tτy}. (5.4)
Consider the operator
Qw : V → X : x 7→ Tτw + Tτ (I −Ψ)ΠP//Cx, (5.5)
where observe, by (ii), that Qw(V ) ⊂ X as required. By (iii) there exists ² ∈ K∞ such
that, for all x ∈ V ,
‖Qwx‖ = ‖Tτw + Tτ (I −Ψ)ΠP//Cx‖
≤ ‖w‖τ + ‖(I −Ψ)ΠP//Cx‖τ
≤ ‖w‖τ + (1 + ²)−1(‖x‖τ ),
≤ r + (1 + ²)−1 ◦ (1 + ²−1)(r),
≤ (1 + ²−1)(r), (5.6)
1Recall that K∞ denotes the set of continuous increasing functions ² : [0,∞) → [0,∞) which
satisfy ²(0) = 0 and ²(r)→∞ as r →∞.
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where the fifth inequality follows from the identity:
r + (1 + ²)−1 ◦ (1 + ²−1)(r) = r + (1 + ²)−1 ◦ (1 + ²) ◦ ²−1(r) = (1 + ²−1)(r). (5.7)
Therefore Qw(V ) ⊂ V . Since by (i), Tτ (I −Ψ)ΠP//C is compact, it then follows that
Qw is compact. Hence by Schauder’s fixed point theorem, Qw has a fixed point in V .
Hence equation (5.3) has a solution x ∈ V ⊂ X as claimed.
Since ΨΠP//Cx ∈ GP1 , ΠC//Px ∈ GC and Ψ, ΠP1//C , ΠP//C , ΠC//P are causal,
it follows from equation (5.3) that
TτΠP1//Cw = TτΠP1//CTτw
= TτΠP1//C
(
TτΠC//Px+ TτΨΠP//Cx
)
= TτΠP1//C
(
ΠC//Px+ΨΠP//Cx
)
= TτΨΠP//Cx, (5.8)
hence since x ∈ V ,
‖ΠP1//Cw‖τ = ‖ΨΠP//Cx‖τ
≤ g[Ψ] ◦ g[ΠP//C ](‖x‖τ )
≤ g[Ψ] ◦ g[ΠP//C ] ◦ (1 + ²−1)(r). (5.9)
As W has the property that supτ≥0 ‖Tτx‖ <∞ implies x ∈ W, and since ωw > τ > 0
was arbitrary it follows that TωwΠP1//Cw ∈ W, and so TωwHP1//Cw ∈ W×W. Since
[P1, C] is regularly well posed, it follows that ωw =∞ and ΠP1//Cw ∈ W. Since w ∈
X ∩Br was arbitrary, it follows that (5.2) holds and hence HP1,C : X ∩Br →W×W
is gf-stable as required. This completes the proof.
Let R = R2m,2m and recall that En = Rn2+2nm.
Theorem 5.2. [3.11] Let p ∈ [1,∞], m,n, q ∈ N with n ≥ m, q ≥ m, U = Y =
Lp(R+,R
m) and W = U × Y. Let K˜ : Ya → Ua be causal, consider P˜ (ϑ, 0) : Ua → Ya
defined in (3.6) for (ϑ, x0) in Pq×Rq or Pn×Rn, and suppose [P˜ (ϑ, 0), K˜] is regularly
well posed for all ϑ ∈ Pq. Define
P : En × Ua → Ya, (ϑ, u1) 7→ P (ϑ, u1) = P˜ (ϑ, 0)(u1)
C : Ya → En × Ua, y2 7→ C(y2) = (0, K˜(y2))T .
Let Ω ⊂ En be closed. Suppose HP,C |Ω×W is gf-stable and TτΠP//C is continuous for
all τ > 0. Then there exists a continuous function µ : R+ ×Ω→ (0,∞) such that for
all θ ∈ Ω, θ1 ∈ Pq, w0 ∈ W, ‖w0‖ ≤ r,
~δ(P˜ (θ, 0), P˜ (θ1, 0)) ≤ µ(r, θ) =⇒ HP˜ (θ1,0),K˜w0 ∈ W ×W.
Proof. Let ² ∈ K∞, 0 < ν < 1 and let r0 = infϑ∈Ω |ϑ|. Since [P,C] is gf-stable,
the gain function g[ΠP//C |Ω×W ] : (r0,∞) → [0,∞) is defined. As g[ΠP//C |Ω×W ] is
monotonically increasing, there exists a continuous function γ : (r0,∞) → [0,∞) s.t.
γ(α) ≥ g[ΠP//C |Ω×W ](α) for all α > r0. Define continuous functions β : (r0,∞) →
(0,∞) and µ : R+ × Ω→ (0,∞) by
β(r) = min
{
1− ν, inf
r0≤α≤r
(1 + ²)−1(α)
2γ(α)
}
,
µ(r1, ϑ) = β(
√
r21 + |ϑ|2). (5.10)
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Observe that β(r) = 0 if and only if (1+²)
−1(r0)
2γ(r0)
= 0, which implies r0 = 0. But if
r0 = 0, then by the definition of r0, and since Ω is closed, we have 0 ∈ Ω ⊂ Pn. This
is a contradiction, so r0 > 0.
Let w0 = (u0, y0)
T ∈ W, θ ∈ Ω ⊂ Pn, θ1 ∈ Pq be such that
δ(P˜ (θ, 0), P˜ (θ1, 0)) ≤ µ(‖w0‖, θ). (5.11)
Let r2 = 2(‖w0‖2 + |θ|2) > 0, hence
δ(P˜ (θ, 0), P˜ (θ1, 0)) ≤ β(r). (5.12)
We need to show (w1, w2) = HP˜ (θ1,0),K˜(w0) ∈ W ×W.
To apply Theorem 5.1, with the augmented signal space En×W forW, we define
P1 : En × Ua → Ya, P1(θ1, u1) = P˜ (θ, 0)(u1). (5.13)
Since [P˜ (θ1, 0), K˜] is regularly well posed, it follows that [P1, C] is regularly well
posed.
Let
D =
{(
ϑ
w
)
∈ En ×W : w ∈ GP˜ (θ,0), ϑ = θ
}
⊂ GP , (5.14)
and
D1 =
{(
ϑ
w
)
∈ En ×W : w ∈ GP˜ (θ1,0), ϑ = θ
}
⊂ GP1 . (5.15)
Let
X =
{(
ϑ
w
)
∈ En ×W : ϑ = θ
}
⊂ Ω×W. (5.16)
We now verify the assumptions of Theorem 5.1. By the definition of P , C and since
ΠP//C |Ω×W is gf-stable, it follows that ΠP//CX ⊂ D.
We now construct a mapping Ψ: D → D1 with the properties required by Theo-
rem 5.1. First note that
~δ(P˜ (θ, 0), P˜ (θ1, 0)) = inf
Φ∈O
sup
w∈G
P˜ (θ,0)\{0}, τ>0
‖(I − Φ)|G
P˜ (θ,0)
w‖τ
‖w‖τ , (5.17)
where
O = {Φ: GP˜ (θ,0) → GP˜ (θ1,0) : Φ is causal, bijective and Φ(0) = 0}. (5.18)
Hence there exists a mapping Φθ ∈ O such that,
2~δ(P˜ (θ, 0), P˜ (θ1, 0)) ≥ sup
w∈G
P˜ (θ,0)\{0}, τ>0
‖(I − Φθ)|G
P˜ (θ,0)
w‖τ
‖w‖τ . (5.19)
Furthermore, Φθ can always be chosen to make L(I − Φθ) ∈ R (in the frequency
domain) and strictly proper (see the proof of Proposition 5, [3]), hence Tτ (I −Φθ) is
compact for all 0 < τ <∞.
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Define the mapping Ψ: D → D1 by
Ψ
(
θ
w
)
=
(
θ
Φθ(w)
)
. (5.20)
We first establish condition (i) of Theorem 5.1. Since the mapping Ψ is causal by
the causality of Φθ, and since ΠP//C |Ω×W is gf-stable, hence causal, it follows that
Tτ (I −Ψ)ΠP//C : X → W is causal for all 0 < τ <∞.
Tτ (I − Φθ) is continuous hence Tτ (I − Ψ) is continuous for all 0 < τ < ∞.
Since TτΠP//C is continuous for all 0 < τ < ∞ and Ψ is causal, it follows that
Tτ (I −Ψ)ΠP//C = Tτ (I −Ψ)TτΠP//C is continuous for all 0 < τ <∞.
As ΠP//C |Ω×W is gf-stable, Tτ (I − Φθ)|GP˜ (θ,0) is compact, and
(I −Ψ)|D
(
θ
w
)
=
(
0
(I − Φθ)(w)
)
, ∀
(
θ
w
)
∈ D, (5.21)
it follows that Tτ (I −Ψ)ΠP//C : X → W maps bounded sets into relatively compact
sets for all τ > 0. Hence Tτ (I − Ψ)ΠP//C : X → W is compact for all τ > 0 as
required.
Condition (ii) of Theorem 5.1 follows from the fact that for all x,w ∈ X ,
Tτw + Tτ (I −Ψ)ΠP//Cx = Tτ
(
θ
w′
)
∈ X for some w′ ∈ W. (5.22)
We now verify the condition (5.1) of Theorem 5.1 to establish condition (iii). First
we establish a key inequality:
2~δ(P˜ (θ, 0), P˜ (θ1, 0)) ≥ sup
w∈G
P˜ (θ,0)\{0}, τ>0
‖(I − Φθ)|G
P˜ (θ,0)
w‖τ
‖w‖τ
≥ sup
(θ,w)∈D\{0}, τ>0
‖(I −Ψ)|D(θ, wT )T ‖τ
‖(θ, wT )T ‖τ (5.23)
where the second inequality follows from the equation (5.21).
Now let τ > 0 and x ∈ X , ‖x‖ ≤ r. Then since ΠP//Cx ∈ D ⊂ GP , inequality
(5.23) gives:
‖(I −Ψ)ΠP//Cx‖τ ≤ 2~δ(P˜ (θ, 0), P˜ (θ1, 0))‖ΠP//Cx‖τ
≤ 2~δ(P˜ (θ, 0), P˜ (θ1, 0))g[ΠP//C |Ω×W ](‖x‖τ ), (5.24)
where the first line follows from inequality (5.23). Since ‖x‖τ ≤ r, it follows from the
definition of β and inequality (5.12) that:
~δ(P˜ (θ, 0), P˜ (θ1, 0)) g[ΠP//C |Ω×W ](‖x‖τ ) ≤ β(r) g[ΠP//C |Ω×W ](‖x‖τ )
≤ β(‖x‖τ ) g[ΠP//C |Ω×W ](‖x‖τ )
≤ β(‖x‖τ ) γ(‖x‖τ )
≤ 1
2
(1 + ²)−1(‖x‖τ ). (5.25)
Hence by inequalities (5.24), (5.25), which hold for all x ∈ X , ‖x‖ ≤ r and τ > 0, we
have established the inequality (5.1), and hence condition (iii), as required.
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Hence it follows from Theorem 5.1 thatHP1,C |X∩Br is gf-stable and equation (5.2)
holds. In particular, since
(
θ
w0
)
∈ X ,
(
θ
w0
)
∈ Br this implies HP1,C
(
θ
w0
)
∈
En ×W × En ×W, and consequently HP˜ (θ1,0),K˜w0 ∈ W ×W. Since θ ∈ Ω, w0 ∈ W
were arbitrary, the result follows.
Theorem 5.3. Let p ∈ [1,∞], m,n ∈ N with n ≥ m, U = Y = Lp(R+,Rm) and
W = U × Y. Let K˜ : Ya → Ua be causal, and consider P˜ (θ, 0) : Ua → Ya defined in
(3.6) where (θ, 0) ∈ Pn×Rn. Suppose there exists r0 > 0 such that HP˜ (θ,0),K˜ ∈ W×W
for all w0 ∈ W, ‖w0‖ ≤ r. Then there exists λ > 0 such that HP˜ (θ,x01),K˜ ∈ W ×W
for all (θ, x01) ∈ Pn × Rn such that λ|x01|+ ‖w0‖ ≤ r.
Proof. Let θ1 = (A,B,C) ∈ Pq, x01 ∈ Rq. We first characterize the graph
GP˜ (θ1,x01).
Let F ∈ Rm×q be such that Aˆ = A + BF is Hurwitz (note that a suitable F
exists since the system is P˜ (θ1, 0) is stabilizable). Define N : U → N(U), v 7→ u,
M : U → Y, v 7→ y, where
x˙ = (A+BF )x+Bv, x(0) = 0
u = Fx+ v,
y = Cx (5.26)
Observe that N(U) = V := {u ∈ U : P˜ (θ1, 0)u ∈ Y}, N : U → V is invertible and
P˜ (θ1, 0) =MN
−1. Let
qv :=
(
N
M
)
v +
(
F exp(Aˆ·)x01
C exp(Aˆ·)x01
)
. (5.27)
We claim GP˜ (θ1,x01) = Q := {qv ∈ W : v ∈ U}.
Consider any qv ∈ Q, v ∈ U . Let u = Nv + F exp(Aˆ·)x01. Since Nv ∈ U , Mv ∈ Y
and exp(Aˆ·) ∈ Lp[R,Rm] = Y, we have u ∈ U and,
P˜ (θ1, x
0
1)u = P˜ (θ1, 0)Nv + P˜ (θ1, x
0
1)
(
F exp(Aˆ·)x01
)
=M(N)−1Nv + C exp(Aˆ·)x01
=Mv + C exp(Aˆ·)x01 ∈ Y. (5.28)
Therefore qv = (u, P˜ (θ1, x
0
1)u)
T ∈ U × Y, so qv ∈ GP˜ (θ1,x01) and hence Q ⊆ GP˜ (θ1,x01).
Conversely suppose (u, P˜ (θ1, x
0
1)u)
T ∈ GP˜ (θ1,x01). Then
P˜ (θ1, 0)
(
u− F exp(Aˆ·)x01
)
= P˜ (θ1, x
0
1)u− P˜ (θ1, x01)
(
F exp(Aˆ·)x01
)
and since the right hand side lies in Y, it follows that P˜ (θ1, 0)
(
u− F exp(Aˆ·)x01
)
∈ Y.
Therefore u − F exp(Aˆ·)x01 ∈ V = im (N), and so there exists v ∈ U s.t. Nv =
u− F exp(Aˆ·)x01. Therefore equation (5.28) holds, hence(
u
P˜ (θ1, x
0
1)u
)
= qv ∈ Q (5.29)
and so GP˜ (θ1,x01) ⊆ Q. Therefore we have shown GP˜ (θ1,x01) = Q as claimed.
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Now let
λ =
∥∥∥∥( F exp(Aˆ·)C exp(Aˆ·)
)∥∥∥∥ , (5.30)
and suppose w0 ∈ W, x01 ∈ Rq satisfy
λ|x01|+ ‖w0‖ ≤ r. (5.31)
Then by letting
w′0 = w0 − w′′0 , w′′0 =
(
F exp(Aˆ·)x01
C exp(Aˆ·)x01
)
(5.32)
we have
‖w′0‖ ≤ λ|x01|+ ‖w0‖ ≤ r, (5.33)
hence
HP˜ (θ1,0),K˜(w
′
0) = (w1, w2) ∈ GP˜ (θ1,0) × GK˜ . (5.34)
In particular,
w′0 = w1 + w2, (5.35)
and by rearranging we have
w0 = (w1 + w
′′
0 ) + w2. (5.36)
Since w1 ∈ GP˜ (θ1,0), there exists v ∈ U such that w1 =
(
N
M
)
v, hence w1 + w
′′
0 ∈
Q = GP˜ (θ1,x01). Since w2 ∈ GK˜ ,
HP˜ (θ1,x01),K˜
w0 = (w1 + w
′′
0 , w2) ∈ GP˜ (θ1,x01) × GK˜ ⊂ W ×W. (5.37)
