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Abstract
We study finitely-generated nondiscrete free subgroups in Lie groups. We address the following
question first raised by E´tienne Ghys: is it always possible to make arbitrarily small perturbation
of the generators of the free subgroup in such a way that the new group formed by the perturbed
generators be not free? In other words, is it possible to approximate generators of a free subgroup
by elements satisfying a nontrivial relation? We prove that the answer to Ghys’ question is positive
and generalize this result to certain non-free subgroups. We also consider the question on the
best approximation rate in terms of the minimal length of relation in the approximating group.
We give an upper bound on the optimal approximation rate as e−cl
κ
, where c > 0 is a constant,
l the minimal length of relation and 0.19 < κ < 0.2.
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1 Introduction and the plan of the paper
1 Main result: instability of freeness. Plan of the paper
Let G be a connected non-solvable Lie group. It is well-known (see [13]) that almost each (in the sense
of the Haar measure) pair of elements (A,B) ∈ G × G generates a free noncommutative subgroup
in G. At the same time in the case, when G is connected and semisimple, there is a neighborhood
U ⊂ G × G of the identity in G × G such that a topologically-generic pair (A,B) ∈ U generates a
dense subgroup: the latter pairs form an open dense subset in U . This was proved in [3] (theorem 2.1
on page 450).
Pairs of elements of G satisfying nontrivial relations form a countable union of subvarieties (relation
subvarieties) in G × G. We show that the relation subvarieties are dense in U . We prove a similar
result for M - tuples of elements in G for arbitrary M ≥ 2.
Definition 1.1 A representation of a group to a Lie group is discrete (dense), if its image is respec-
tively discrete (dense).
The main result of the paper is the following
Theorem 1.2 Let Γ be a finitely-generated free group of rank at least two, and G be a Lie group
of positive dimension. Then every injective nondiscrete representation ρ : Γ → G is the limit of a
sequence of non-injective representations.
Addendum to Theorem 1.2. In Theorem 1.2 the approximating non-injective representations
may be chosen to have non-free images.
The addendum is proved at the end of Section 6.
Remark 1.3 Under the assumptions of Theorem 1.2 let γ = (γ1, . . . , γM ) be a collection of free
generators of Γ. The space R(Γ, G) of representations φ : Γ → G is identified with GM via the
correspondence φ 7→ φ(γ) = (φ(γ1), . . . , φ(γM )) ∈ GM . The statement of the theorem says that for
every α ∈ GM generating a nondiscrete free subgroup in G there exist a sequence αr ∈ GM , αr → α,
as r →∞, and a sequence of words wr in M elements1 for which
wr(γ1, . . . , γM ) 6= 1 in Γ and wr(αr) = 1 for all r. (1.1)
1Everywhere in the paper, by a word in given symbols γ1, . . . , γM we mean a reduced word (i.e., a word without
inverse neighbors γ±1
i
) in the same symbols and their inverses.
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Theorem 1.2 clearly holds (and is almost obvious) for rank 1 groups Γ, since the closure of a nondiscrete
cyclic subgroup in G is a finite extension of U(1).
Remark 1.4 The condition that the group ρ(Γ) is nondiscrete is natural. There are discrete free
subgroups of PSL2(C) (e.g., a Schottky group) that are structurally-stable, i.e., remain free under
small perturbations. The structurally-stable finitely-generated torsion-free subgroups in PSL2(C) were
described by D.Sullivan (see [26], p.243, and Theorem 3.3 below).
We fix a left-invariant Riemannian metric on G. It induces a distance on G: the distance between
two points of G is the Riemannian distance, if they lie in the same connected component, and infinity
otherwise. This induces a distance on the product GM . We measure the distances between represen-
tations as between points of GM (see Remark 1.3). In what follows for each element w of a free group
we set
|w| = the length of the reduced word representing w.
Theorem 1.5 In Theorem 1.2 there exist a c = c(ρ) > 0, sequences of representations ρr : Γ → G
and elements wr ∈ Γ \ 1 and a geometric progression lr = lr(ρ) ∈ N such that for every r ∈ N
lr+1 = 9lr, |wr| ≤ lr, ρr(wr) = 1, dist(ρr, ρ) < e−(clr)κ ; κ = ln 1.5
ln 9
.
Remark 1.6 Theorem 1.5 does not say that the representations ρr have non-free images.
The question of instability of nondiscrete free subgroups was first raised by E´.Ghys. He also
suggested to study the best rate of approximation of the generators of a nondiscrete free subgroup by
generators of subgroups having relations of lengths no greater than a given l. (This is analogous to
the approximation of irrational numbers by rational ones, where the best approximation rate is well-
known; it is achieved by continued fractions. In our situation the injective nondiscrete representation
ρ plays the role of an irrational number, the non-injective ones play the role of rationals.) Theorem 1.5
provides an upper bound of the best approximation rate. It is expected that the optimal approximation
rate should be exponential in the minimal length of relation, while the upper bound from Theorem
1.5 is subexponential.
The proof of Theorem 1.5 will be given in Section 7. It uses Theorem 7.10 (stated in Subsection
7.1), which deals with a semisimple Lie group and a finitely-generated dense subgroup. It provides an
upper bound for the rate of approximation of the elements of the unit ball in the Lie group by elements
of the subgroup that satisfy a bound of derivatives in the parameters of the generators. These and
related results and open problems are discussed in Subsections 1.2, 3.2, 7.1 and 7.2.
Theorem 7.10 follows (see Subsection 7.1) from Lemma 7.18 and Theorem 7.19, both stated in
Subsection 7.1 and proved in Section 8. Theorem 7.19 proves the statement of Theorem 7.10 for every
Lie group whose Lie algebra satisfies the so-called weak Solovay-Kitaev inequality (see Definition 7.16).
This inequality says that each element z of a Lie algebra g equals [x, y] + [x′, y′], with an estimate
on the norms of x, y, x′, y′ in terms of the norm of z. Lemma 7.18 proves this inequality for all
semisimple Lie algebras.
In Subsection 7.2 we state a generalization of Theorem 1.5: Theorem 7.22. We deduce Theorem
1.5 from Theorems 7.10 and 7.22 at the same place. Theorem 7.22 is proved in Section 7.
Theorem 7.14 (stated in Subsection 7.1 and proved by R.Solovay and A.Kitaev in [5, 19, 23]) con-
cerns those Lie groups whose Lie algebras satisfy the (strong) Solovay-Kitaev inequality (see Definition
7.11). This inequality says that each element of a Lie algebra is a Lie bracket (with an estimate).
For those Lie groups Theorem 7.14 provides an upper bound (stronger than in Theorem 7.10) for
the rate of approximation of its elements in the unit ball by elements of a finitely-generated dense
subgroup. Corollary 7.23 in Subsection 7.2 is a stronger version of Theorem 1.5 for those Lie groups
whose semisimple parts have Lie algebras satisfying the strong Solovay-Kitaev inequality. Corollary
7.23 follows from Theorems 7.14, 7.22 and Remark 7.15 (whose statement is proved at the end of
Section 8).
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We show that every complex semisimple Lie algebra and every real semisimple split Lie algebra
satisfy the strong Solovay-Kitaev inequality (Theorem 7.13 stated in Subsection 7.1). Theorem 7.13
implies Lemma 7.18, both theorem and lemma are proved in Subsection 8.1.
Remark 1.7 In the case, when the Lie group under consideration is PSL2(R), Theorem 1.2 easily
follows from the density of the elliptic elements of finite orders in an open domain of PSL2(R): the
proof is given in Subsection 3.1. The case of PSL2(C) is the first nontrivial case in some sense: the
elliptic elements in PSL2(C) are nowhere dense. Theorem 1.2 for PSL2(C) follows from theorem A
in [26] (see Theorem 3.3 in Subsection 3.2 below). The proof in [26] is based on a very beautiful idea
using quasiconformal mappings.
In Sections 4 and 5 we prove the next generalization of Theorem 1.2 for the following representations
of finitely-generated, but not necessarily free groups to linear algebraic groups.
Theorem 1.8 Let Γ be a finitely-generated group and G be a real semisimple linear algebraic group.
Let ρ : Γ→ G be an injective representation. Let the Lie subgroup ρ(Γ) contain the identity component
of G and have no nontrivial connected normal Lie subgroups. Let the centralizer of ρ(Γ) in the
complexification GC of G coincide with the center of GC. Let the character variety X(Γ, G) have
dimension at least dimG at [ρ]. Then ρ is a limit of non-injective representations.
A background on representation and character varieties is recalled in Subsection 2.2.
Remark 1.9 A real semisimple Lie group has no nontrivial connected normal Lie subgroups, if and
only if its adjoint representation is irreducible.
Example 1.10 There are disconnected semisimple but not simple linear algebraic groups without
nontrivial connected normal Lie subgroups. For example, the semidirect product of the group S =
SL2(R)× SL2(R) and Z2, the latter acting by permuting the factors of S.
Theorem 1.8 easily implies Theorem 1.2, as is shown in Section 6. To this end, assuming that the
representation ρ : Γ→ G is dense, we consider the canonical semisimple part Gss of G and the induced
representation ρss : Γ → Gss. Both Gss and ρss are introduced in Definition 6.1. We show that the
representation ρss is almost a product of representations from Theorem 1.8. Afterwards Theorem 1.2
for the initial group G easily follows by elementary algebra.
In the proof of Theorem 1.8 we use Proposition 2.1 stated and proved in Subsection 2.1. It says
that the set of M - tuples of elements in a semisimple Lie group generating dense subgroups is open
(if non-empty).
The main part of the paper is Section 4, where we start the proof of Theorem 1.8 and prove
the Main Technical Lemma. In the same section we complete the proof of Theorem 1.8 for groups
with proximal elements - a class of linear algebraic groups containing all the groups SLn(R) and
more generally, all the simple split groups (see [28], p.288). A reader can read the proofs in Section
4 assuming everywhere that G = SLn(R). The proof of Theorem 1.8 for groups without proximal
elements will be finished in Section 5. One of the key statements used in the proof of Theorem 1.8
is Proposition 2.9 in Subsection 2.4, which concerns infinitesimal deformations of representations and
extension of the corresponding cocycles. The related background material is provided in Subsections
2.3 and 2.4.
To construct approximating non-injective representations, we use appropriate products of powers
of iterated commutators and study iterations of appropriate commutator mappings φg : G → G,
h 7→ ghg−1h−1. We use Theorem 2.38 and its Corollary 2.40, both stated and proved in Subsection
2.10. Theorem 2.38 is a version of Poincare´-Dulac theorem ([2], chapter 5, section 25, subsection D).
It provides a normal form for a class of contracting analytic germs (Rn, 0) → (Rn, 0), which include
the commutator mappings under question.
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For the proof of Theorem 1.8 we consider a deformation ρu of the given representation ρ = ρ0
depending on a parameter u ∈ Rn, n = dimG, whose projection to the character variety has rank
n at 0 as a function of the parameter. We construct appropriate sequences kr ∈ N and ωr ∈ Γ
(products of iterated commutators with growing depths kr + const, kr → +∞) so that the mappings
Rn → G: u˜ 7→ ρk−1r u˜(ωr) converge uniformly with derivatives on compact sets to a limit mapping
Ψ. The main technical part of the proof is to show that one can achieve that the limit Ψ be a
local diffeomorphism at 0 (Lemmas 4.5 and 4.7 in Subsection 4.1). The local diffeomorphicity easily
implies Theorem 1.8, as is shown at the end of Subsection 4.1. To prove the local diffeomorphicity
in the case, when G has no proximal elements, we show that G contains the so-called C-1-proximal
elements introduced in Subsection 2.7. The derivative at 1 of the commutator mapping associated
to a C-1-proximal element g has a “dominating” invariant plane L(g) ⊂ g equipped with a canonical
structure of complex line. The main contribution to the derivative Ψ′(0) is given by a linear operator
ΩY,Σ : T0R
n → g introduced in Section 5. It depends on appropriate n- tuples of C-1-proximal elements
Aj = ρ(gj) ∈ G, gj ∈ Γ, vectors Yj ∈ L(Aj) and real-linear complex-valued forms σj : T0Rn → C,
j = 1, . . . , n: ΩY,Σ =
∑
Yjσj . In the proof of the invertibility of the operator ΩY,Σ we use preparatory
purely linear-algebraic Propositions 2.32 and 2.33 stated and proved in Subsection 2.8.
A brief historical overview is presented in Subsections 1.2 and 3.2.
In Subsection 2.9 we give a proof of a version of Theorem 1.2 for the simplest solvable noncommu-
tative Lie group Aff+(R) (Proposition 2.34). The author is sure that Proposition 2.34 is well known
to the specialists. The proof gives an illustration of the basic ideas used in the proof of Theorem 1.2.
The analytic argument from the proof of Proposition 2.34 is stated in a generalized form (Proposition
2.35). It will be used in the proof of Theorem 1.8.
The background on roots of semisimple Lie algebras is recalled in Subsection 2.5. The background
on proximal elements is recalled in Subsection 2.6.
2 Historical remarks and some open questions
In 1951 M.Kuranishi ([20], p.71) established existence of 2- generated free dense subgroups in all
connected semisimple Lie groups.
The famous Tits’ alternative [27] says that every finitely-generated linear group G satisfies one of
the two following incompatible statements:
- either it is virtually-solvable, i.e., contains a solvable subgroup of a finite index;
- or it contains a non-abelian free subgroup with two generators.
The same is true if G is a linear group over a field of characteristic zero (not necessarily finitely-
generated, see the same paper [27]).
Every dense subgroup of a connected semisimple real Lie group satisfies the second statement: it
contains a free subgroup with two generators.
The question of possibility to choose the latter free subgroup to be dense was stated in [9] and
studied in [3] and [9]. E´.Ghys and Y.Carrie`re [9] have proved the positive answer in a particular case.
E.Breuillard and T.Gelander [3] have done it in the general case.
T.Gelander [8] has shown that in every compact nonabelian Lie group each finite tuple of elements
can be approximated arbitrarily well by another tuple (of the same number of elements) that generates
a nonvirtually free group.
D.Sullivan’s and F.Labourie’s results concerning stable subgroups in SL2(C) and SLn(R) are
discussed in Subsection 3.2.
A question concerning Diophantine properties of an individual pair A,B ∈ SO(3) was studied
in [18]. We say that a pair (A,B) ∈ SO(3) × SO(3) is Diophantine (see [18]), if there exists a
D = D(A,B) > 1 such that for every word wk(a, b) of length k
|wk(A,B) − 1| > D−k.
A.Gamburd, D.Jakobson and P.Sarnak have stated the following
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Question 1 [6]. Is it true that almost every pair (A,B) ∈ SO(3)× SO(3) is Diophantine?
V.Kaloshin and I.Rodnianski [18] proved that almost every pair (A,B) satisfies a weaker inequality
with the latter right-hand side replaced by D−k
2
.
Question 2. Is there an analogue of Theorem 1.2 for the group of
- germs of one-dimensional real diffeomorphisms (at their common fixed point)?
- germs of one-dimensional conformal diffeomorphisms?
- diffeomorphisms of compact manifold?
The latter question concerning conformal germs is related to study of one-dimensional holomorphic
foliations. A related result was obtained in the joint paper [15] by Yu.S.Ilyashenko and A.S.Pyartli,
which deals with one-dimensional holomorphic foliations on CP2 with isolated singularities and in-
variant infinity line. They have shown that for a typical foliation the holonomy group at infinity is
free. Here “typical” means “lying outside a set of zero Lebesgue measure”. It is not known whether
this is true for an open set of foliations.
2 Preliminaries
1 Dense subgroups in Lie groups
Let Γ be a free group of rank M ≥ 2, G be a Lie group equipped with a Riemannian metric. Recall
that R(Γ, G) = GM (Remark 1.3). For every α ∈ GM , the corresponding representation will be
denoted ρα. An M - tuple corresponding to a dense representation will be called irrational. Set
GMirr = {the irrational M- tuples} ⊂ GM , G0 = the identity component of G.
Proposition 2.1 Let G be a semisimple Lie group. The subset GMirr ⊂ GM is open. It is nonempty,
if in addition G is connected.
Proof Given an α ∈ GMirr, we construct its neighborhood V ⊂ GM contained in GMirr. Recall that
there exist a neighborhood U ⊂ G0×G0 of the identity and an open and dense subset U ′ ⊂ U of pairs
generating dense subgroups in G0 (see the beginning of the paper and the citation [3] therein). There
exist w1, w2 ∈ Γ such that (ρα(w1), ρα(w2)) ∈ U ′ (the density of ρα). There exists a neighborhood
V ⊂ GM of α such that for every α′ ∈ V one has (ρα′(w1), ρα′(w2)) ∈ U ′ (continuity). The latter
pair generates a dense subgroup in G0, by definition. Hence, for each α
′ ∈ V the representation ρα′
is dense, since each connected component of G intersects ρα′(Γ) (as ρα(Γ), by continuity). Thus,
V ⊂ GMirr and GMirr is open. If G is connected, then GMirr ⊃ U ′ × GM−2 6= ∅. The proposition is
proved. ✷
Remark 2.2 One has GMirr = ∅, e.g., if G/G0 is a free group with more than M generators.
2 Representation and character varieties
The most of the background material recalled here may be found in [17], pages 53-61. Let Γ be a
group with M generators γ = (γ1, . . . , γM ). Let G ⊂ GLN (R) be a semisimple linear algebraic group.
The space R(Γ, G) = Hom(Γ, G) is called the representation variety. The mapping R(Γ, G) → GM :
ρ 7→ ρ(γ) identifies R(Γ, G) with the real affine algebraic variety in GM defined by the equations
w(g1, . . . , gM ) = 1, where w runs over the defining relations of Γ. We have already seen (Remark
1.3) that R(Γ, G) = GM , if Γ is free. The group G acts on R(Γ, G) by conjugations. There exist
a canonical real affine algebraic variety X(Γ, G) called the character variety and a polynomial map
pi : R(Γ, G) → X(Γ, G) that is constant on the conjugacy classes, see [17], p.53 for details. Namely,
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there exists a finite collection of real polynomials f1, . . . , fl on R(Γ, G) that generate the algebra of
G- invariants. Set
pi : R(Γ, G)→ Rl : (g1, . . . , gM ) 7→ (f1(g1, . . . , gM ), . . . , fl(g1, . . . , gM )), [ρ] = pi(ρ),
X(Γ, G) = the Zariski closure of pi(R(Γ, G)).
The projection pi induces a continuous mapping R(Γ, G)/G → X(Γ, G) that is not necessarily in-
jective ([17], p.53) and not necessarily surjective. Both R(Γ, G) and X(Γ, G) are affine algebraic
varieties, thus, each of them contains a dense Zariski open subset of smooth points, denoted respec-
tively Rreg(Γ, G) and Xreg(Γ, G). Recall that the dimension of an analytic set X at its (maybe
singular) point y, denoted dimyX , is the maximum of the dimensions of the irreducible components
of X passing through y. Let S ⊂ R(Γ, G) denote the subset of those representations ρ for which
ρ(Γ) ⊃ G0 and the centralizer of the Lie subgroup ρ(Γ) in the complexification GC of G coincides with
the center of GC. Set Sreg = S ∩Rreg(Γ, G). The subsets S, Sreg ⊂ R(Γ, G) are open (Proposition 2.1
applied to the Lie group ρ(Γ) for every ρ ∈ S), and Sreg is dense in S.
Proposition 2.3 Let G be a real semisimple linear algebraic group, S ⊂ R(Γ, G) be the above open
subset, and let S be non-empty. Then the projection pi : S → X(Γ, G) is open, pi(Sreg) ⊂ Xreg(Γ, G),
and pi : Sreg → Xreg(Γ, G) is a submersion. For every ρ ∈ S one has dim[ρ]X(Γ, G) = dimρR(Γ, G)−
dimG.
Proof The stabilizer of each ρ ∈ S in GC coincides with the center of GC, as does the centralizer of
ρ(Γ). The GC- orbit of every ρ ∈ S is closed, since ρ(G) ⊃ G0 and by theorem 1.1 on p.54 in [17].
Thus, ρ is good in the sense of the definition in [17], p.53. Therefore, the action of G on R(Γ, G)
admits a local analytic slice through every ρ ∈ S and the projection pi induces an analytic equivalence
between the slice and a neighborhood of [ρ] in X(Γ, G) ([17], theorem 1.2 and the remark on p.57).
This implies the proposition. ✷
Example 2.4 Let G be the automorphism group of a semisimple Lie algebra. The centralizer of G0
both in G and GC = Aut(gC) is trivial. Therefore, every representation ρ : Γ→ G such that ρ(Γ) ⊃ G0
satisfies the statements of Proposition 2.3.
3 Infinitesimal deformations
Let G be a real Lie group. Everywhere in the paper for every tangent vector v ∈ TgG and any h ∈ G
we denote
vh ∈ TghG the image of v under the right multiplication by h. (2.1)
Let Γ be a group with M generators, ρ ∈ R(Γ, G). Consider all the germs ρt of 1-parametric
deformations of ρ in R(Γ, G):
(R, 0)→ (R(Γ, G), ρ), t 7→ ρt ∈ R(Γ, G), ρ0 = ρ,
C1- smooth as mappings to the ambient manifold GM ⊃ R(Γ, G). Their derivatives dρt
dt
|t=0 ∈ TρGM
form the tangent cone to R(Γ, G) at ρ. (This definition of the tangent cone is equivalent to that from
[17], page 60, which deals with analytic deformations.) The tangent cone will be denoted TCρ. This
is a tangent space to R(Γ, G), if R(Γ, G) is smooth at ρ. Each element of TCρ is given by a family
of tangent vectors {va ∈ Tρ(a)G}a∈Γ, va = dρt(a)dt |t=0, satisfying the Leibniz multiplication rule: vab
is the vector of the infinitesimal movement of ρ(ab), while ρ(a) moves by va and ρ(b) moves by vb.
Consider the vector function
c : Γ→ g; c(a) = va(ρ(a))−1 ∈ g, (2.2)
see (2.1). The Leibniz multiplication rule is equivalent to the statement that c(a) is a 1-cocycle with
coefficients in Ad ◦ ρ, see the following definition. We call it the cocycle associated to the element
dρt
dt
|t=0 ∈ TCρ.
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Definition 2.5 ([29], p.150; [17], p.59) Let Γ be a group, V be a vector space, φ : Γ → GL(V ) be a
linear representation. A 1- cocycle with coefficients in φ is a vector function c : Γ→ V satisfying the
identity
c(ab) = c(a) + φ(a)c(b) for every a, b ∈ Γ, (2.3)
in particular, c(1) = 0. Identity (2.3) is called the cocycle identity. A 1-cocycle is called a 1- cobound-
ary, if there exists a vector v ∈ V such that
c(a) = v − φ(a)v for every a ∈ Γ. (2.4)
The space of 1-cocycles (1- coboundaries) with coefficients in φ will be denoted Z1(Γ, φ) (respectively,
B1(Γ, φ)). The first cohomology group is H1(Γ, φ) = Z1(Γ, φ)/B1(Γ, φ).
Remark 2.6 Let Γ be a finitely-generated group, G be a Lie group, ρ ∈ R(Γ, G). The correspondence
dρt
dt
|t=0 7→ c, see formula (2.2), identifies the tangent cone TCρ with a subset in Z1(Γ, Ad ◦ ρ). The
tangent space to the G- orbit of ρ is contained in TCρ and identified with B
1(Γ, Ad ◦ ρ) ([29], p.151;
[17], p.61): each coboundary (2.4) with φ = Ad◦ρ, v ∈ g, corresponds to the derivative dρt
dt
|t=0, where
ρt = exp(tv)ρ exp(−tv), and vice versa. If G is a semisimple linear algebraic group and ρ ∈ Sreg, see
Proposition 2.3, then T[ρ]X(Γ, G) ⊂ H1(Γ, Ad ◦ ρ), by the latter statement and Proposition 2.3. If in
the above assumptions Γ is free, then each cocycle in Z1(Γ, Ad ◦ ρ) is associated to the derivative of
some ρt and TρR(Γ, G) = Z
1(Γ, Ad ◦ ρ), T[ρ]X(Γ, G) = H1(Γ, Ad ◦ ρ). But in general, this is not the
case ([17], p.53).
We will use the following immediate corollaries of the cocycle identity (2.3):
c(a1 . . . al) = c(a1) + φ(a1)c(a2) + · · ·+ φ(a1 . . . al−1)c(al) for all l ∈ N and aj ∈ Γ, (2.5)
c(g−1) = −φ(g−1)c(g) for every g ∈ Γ. (2.6)
4 Extension of cocycles
Theorem 2.7 ([12], corollary 7.9, ch.III, p.240). Let G be a semisimple Lie group, φ be its finite-
dimensional representation. Then every continuous cocycle in Z1(G,φ) is a coboundary.
Remark 2.8 We will use only the particular case of Theorem 2.7 for locally-Lipschitz cocycles and
φ = Ad. A locally-Lipschitz cocycle with coefficients in Ad corresponds to a locally-Lipschitz vector
field via the construction from the beginning of the previous subsection. In this case the theorem can
be proved directly by showing that the flow of the latter field (which is locally well-defined by Lipschitz
property) is a one-parametric family of inner automorphisms. This can be deduced from the cocycle
identity and semisimplicity.
One of the key arguments in the paper is the following
Proposition 2.9 Let G be a Lie group, Γ ⊂ G be a dense subgroup. Let φ : G → GLN (R) be a
continuous linear representation of G, ζ ∈ Z1(Γ, φ) be a cocycle that is Lipschitz at the identity (with
respect to the metric on Γ induced from G). Then ζ extends to a locally-Lipschitz cocycle on G.
Corollary 2.10 Under the assumptions of Proposition 2.9 let the group G be semisimple. Then the
cocycle ζ is a coboundary.
The corollary follows immediately from Proposition 2.9 and Theorem 2.7.
Proof of Proposition 2.9. Fix a left-invariant Riemannian metric on G. Recall that ζ(1) = 0 and
ζ is Lipschitz at 1: there exist L, r > 0 (let us fix them) such that
|ζ(γ)| ≤ Ldist(γ, 1) for every γ ∈ Dr ∩ Γ. (2.7)
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Claim. For each compact set K ⊂ G there exists a constant LK > 0 such that for every a ∈ K ∩ Γ
and b ∈ aDr ∩ Γ one has
|ζ(b) − ζ(a)| ≤ LKdist(a, b). (2.8)
Proof Take arbitrary a ∈ K ∩ Γ, b ∈ aDr ∩ Γ = a(Dr ∩ Γ) and set γ = a−1b. One has
γ ∈ Dr ∩ Γ, b = aγ, ζ(b)− ζ(a) = φ(a)ζ(γ),
by the cocycle identity. This together with (2.7) and the equality dist(a, b) = dist(γ, 1) (the left
invariance of the metric) implies (2.8) with LK = Lmaxg∈K ||φ(g)||. ✷
Let K ⊂ G be an arbitrary compact subset. For every a, b ∈ K ∩ Γ with dist(a, b) < r one has
b ∈ aDr ∩Γ, and inequality (2.8) holds. This implies that the cocycle ζ is Lipschitz on K ∩Γ. Hence,
ζ extends to K = K ∩ Γ (passing to limits) as a Lipschitz cocycle with coefficients in φ. This proves
Proposition 2.9. ✷
5 Roots of semisimple Lie algebras
Everywhere the complexification of a real vector space (Lie algebra) g will be denoted gC. By the
multiplicity of an eigenvalue of a linear operator we understand its algebraic multiplicity as that of
complex zero of the characteristic polynomial. Recall [28] that an element of a semisimple Lie algebra
is called regular, if its adjoint has the minimal possible multiplicity of zero eigenvalue.
Let g be a complex semisimple Lie algebra, x ∈ g be a regular element, h ⊂ g be the centralizer of
x; then x ∈ h. Recall (see, [28], pp. 153, 159) that
- a) h is a maximal commutative subalgebra called the Cartan subalgebra associated to x;
- b) the adjoint action of h on g is diagonalizable in an appropriate basis of g;
- c) the corresponding eigenvalues are linear functionals on h, thus, elements of h∗; the nonidenti-
cally zero ones are called roots, the root eigenspaces are complex eigenlines;
- d) for every root α the only roots complex-proportional to α are ±α;
- e) some roots form a complex basis in h∗ and moreover, an integer root basis in the following
sense: each root is an integer linear combination of the basic roots;
Statement d) follows from the analogous statement in [28] (theorem 6 on p.159) for real-proportional
roots and from statement e).
If g is a real semisimple Lie algebra, x ∈ g is a regular element, then similarly, the centralizer of x
is called the Cartan subalgebra. Its complexification is the above-defined complex Cartan subalgebra
in gC.
Proposition 2.11 Let G be a real connected semisimple Lie group. For every x ∈ g (g ∈ G) and
every complex eigenvalue λ of adx (Adg) the number −λ (respectively, λ−1) is also an eigenvalue of
the corresponding adjoint with the same multiplicity, as λ.
Proof It suffices to prove the statement of the proposition for the Lie algebra: this would imply its
statement for every g ∈ G covered by an exponential chart, and then, for every g ∈ G (connectedness
and analyticity). For a regular x ∈ g the nonzero eigenvalues of adx are the values at x of the roots
of the corresponding complex Cartan subalgebra in gC. The latter are split into pairs of opposite
values with equal multiplicities (statement d)). The same holds for every x ∈ g, by density of regular
elements. This proves the proposition. ✷
6 Proximal elements
Definition 2.12 A finite-dimensional (real or complex) linear operator E → E has a dominated
splitting, if its complex eigenvalues are split into two non-empty collections, Λ+ and Λ−, such that
|λ+| > |λ−| for every λ± ∈ Λ±.
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(In particular, 0 /∈ Λ+.) The dominated splitting is the decomposition E = E+⊕E− into the direct sum
of the invariant subspaces corresponding to Λ±. The subspace E+ is called the dominating subspace.
Definition 2.13 A linear operator Rn → Rn is called proximal, if it has a dominated splitting with
one-dimensional dominating space. A Lie group element is proximal, if its adjoint is.
Remark 2.14 The complex eigenvalue of maximal modulus of a proximal operator is always unique,
simple, real and nonzero. The set of proximal operators (elements) is open. A positive power of a
proximal operator (element) is proximal. This implies that if an algebraic group contains a proximal
element, then so does its identity component.
Definition 2.15 A maximal connected R- split torus in a real semisimple linear algebraic group G is
a maximal Lie subgroup isomorphic to (R∗+)
k, k ∈ N, with a diagonalizable adjoint action on g. (Or
equivalently, this is the idendity component of the maximal R- split algebraic torus, see [28], pp.123,
288, 292.) The group G is called split (see [28], p. 288), if some its maximal connected R- split torus
is a maximal connected commutative Lie subgroup.
Example 2.16 Each group SLn(R) is split and contains proximal elements: the diagonal matrices
with positive eigenvalues form a maximal connected R- split torus; a typical diagonal matrix is a
proximal element. In general, each maximal connected R- split torus T of a split group G contains
proximal elements. Indeed, let t ⊂ g denote the Lie algebra of T . Consider the roots corresponding
to the Cartan subalgebra tC ⊂ gC. The root values at a generic v ∈ t are distinct and nonzero. Fix
this v. The exponent of the maximal root value is the biggest eigenvalue of Adexp v. It is simple, thus,
exp v ∈ G is proximal.
Example 2.17 The group SO(3) is compact and hence, not split, has trivial maximal connected R-
split torus and no proximal elements. The simplest example of a non-split noncompact simple group is
SO(3, 1), which has no proximal elements. The group SU(2, 2) is simple, non-split and has proximal
elements.
Theorem 2.18 Let a semisimple linear algebraic group contain a proximal element. Then each its
maximal connected R- split torus contains a proximal element.
The proof of Theorem 2.18 is implicitly contained in [1] (p.25, proof of theorem 6.3). It was shown in
loc. cit. that under the assumptions of Theorem 2.18 the maximal R- split algebraic torus contains
proximal elements. Thus, so does its identity component (the last statement of Remark 2.14).
Definition 2.19 An element g of a Lie group G will be called 1- proximal, if the operator Adg − Id
is proximal. Let s(g) denote its eigenvalue with maximal modulus. Set
ΠR,1 = ΠR,1(G) = {1- proximal elements g ∈ G | |s(g)| < 1}. (2.9)
We use the following characterization of semisimple algebraic groups with proximal elements.
Theorem 2.20 A semisimple linear algebraic group G contains a proximal element, if and only if
ΠR,1(G0) 6= ∅. In this case ΠR,1(G) ⊂ G is an open subset accumulating to the identity.
In the proof of this theorem given below we use the following properties of the adjoint representation
of a semisimple Lie group.
Proposition 2.21 In a connected semisimple Lie group every 1- proximal element g with s(g) > −1
is proximal.
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Proof The eigenvalues (s(g)+1)±1 of Adg are simple (Remark 2.14 and Proposition 2.11). We claim
that (s(g) + 1)±1 is the unique eigenvalue of Adg with maximal modulus, if s(g) ∈ R±, s(g) > −1.
Indeed, in both cases (s(g) + 1)±1 ≥ |s(g)| + 1. Case “+” is obvious. Case “−”: −1 < s(g) < 0,
(s(g)+1)−1 = (1−|s(g)|)−1 > 1+ |s(g)|. For each eigenvalue λ 6= s(g) of Adg−Id one has |λ| < |s(g)|
(1- proximality). Hence, (s(g) + 1)±1 ≥ |s(g)|+ 1 > |λ| + 1 ≥ |λ + 1|. This proves the proximality of
Adg and Proposition 2.21. ✷
Proposition 2.22 Let G be a semisimple linear algebraic group, T ⊂ G be a maximal connected R-
split torus. Let g ∈ T be a proximal element of G. Then g is also 1- proximal.
Proof The eigenvalues of Adg are real, since AdT : g→ g is diagonalizable. They are positive, since
this is true for Ad1 = Id and the torus T is connected. The nonunit eigenvalues are split into pairs
of inverses (Proposition 2.11). Hence, we can order them as follows (distinct indices correspond to
distinct (may be multiple) eigenvalues):
0 < λ−11 < λ
−1
2 < · · · < λ−1k < 1 < λk < · · · < λ1. (2.10)
The eigenvalue λ1 is simple (proximality). One has
λ1 − 1 > λ−11 (λ1 − 1) = 1− λ−11 , since 0 < λ−11 < 1,
by (2.10). This together with (2.10) implies that λ1 − 1 is a simple eigenvalue of Adg − Id with
maximal modulus. Hence, the operator Adg − Id is proximal. Proposition 2.22 is proved. ✷
Proof of Theorem 2.20. If ΠR,1(G0) 6= ∅, then each element of ΠR,1(G0) is proximal (Proposition
2.21). Conversely, let G contain proximal elements. Let T ⊂ G be a maximal connected R- split
torus, g ∈ T be a proximal element of G0 (which exists by Theorem 2.18). Consider the 1- parametric
subgroup H ⊂ T passing through g. Recall that the Lie groups under consideration are real. The
powers ga, a ∈ R+, are well-defined elements of H . They are proximal (Remark 2.14) and hence, 1-
proximal (Proposition 2.22). One has ga → 1, as a → 0. Therefore, ga ∈ ΠR,1(G0), whenever a is
small enough. Thus, the set ΠR,1(G) is nonempty, open (Remark 2.14) and accumulates to 1. This
proves the theorem. ✷
7 C-1-proximal elements
We will show that the identity component of every semisimple linear algebraic group without proximal
elements contains the so-called C-1-proximal elements introduced below.
Proposition 2.23 Let G be the identity component of a semisimple linear algebraic group. There
exists a nonempty subset U ⊂ G open in the induced Zariski topology on G such that the adjoint of
each g ∈ U satisfies the following statements:
1) the number of its nonunit complex eigenvalues is maximal, nonzero, and they are simple;
2) if there are distinct eigenvalues Λ1,Λ2 6= 1 with |Λ1 − 1| = |Λ2 − 1|, then Λ1 = Λ2.
The proposition is proved below.
Definition 2.24 A linear operator Rn → Rn is called C- proximal, if it has a dominated splitting
(see Definition 2.12) with dominating subspace of dimension two that corresponds to a pair of non-real
complex-conjugate eigenvalues. A Lie group element g is C-1-proximal, if the operator Adg−Id : g→ g
is C- proximal.
Remark 2.25 A linear operator Rn → Rn is C- proximal, if and only if it has exactly two complex
eigenvalues of maximal modulus, and they are nonreal, hence complex-conjugate, nonzero and simple.
The set of C-1-proximal elements is open (it may be empty).
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Proposition 2.26 Every element of a semisimple Lie group whose adjoint satisfies the above state-
ments 1) and 2) in Proposition 2.23 is either 1- proximal (see Definition 2.19), or C-1-proximal.
Proof Let Adg satisfy 1) and 2), λ be its eigenvalue for which the modulus |λ − 1| is the maximal
possible. Then λ − 1 6= 0 and λ is a simple eigenvalue (statement 1)). For every eigenvalue λ′ 6= λ, λ¯
one has |λ − 1| > |λ′ − 1| (statement 2)). Therefore, g is 1- proximal, if λ ∈ R, and C-1-proximal
otherwise. Proposition 2.26 is proved. ✷
We will use the following properties of the adjoint of a C-1-proximal element.
Proposition 2.27 Let A : Rn → Rn be a linear operator with a pair of simple complex-conjugate
eigenvalues s, s¯ /∈ R. Let L ⊂ Rn be the invariant two-dimensional subspace corresponding to them.
The plane L carries exactly two A- invariant structures of complex line compatible with its R- linear
structure. These complex structures are conjugate. The restriction A : L→ L acts by the multiplica-
tion by s (respectively, s¯) in these complex structures.
Proof The restriction A|L is conjugate to the operator S : C → C acting by multiplication by s
(basic linear algebra). The only S- invariant complex structures on C are the standard one and its
complex conjugate (where S acts by multiplication by s¯). Indeed, each complex structure defines an
ellipse centered at 0 (up to homothety), which is an orbit of a vector under the multiplication by the
complex numbers with unit modulus. A complex structure different from the two above ones defines
an ellipse that is not a circle. The latter ellipse is not homothetic to its image under S, since s /∈ R.
Hence, the complex structure under question cannot be S- invariant. This proves the proposition. ✷
Definition 2.28 Let G be a Lie group, g ∈ G be a C-1-proximal element, s(g) be an eigenvalue of
Adg−Id with the maximal modulus, L(g) ⊂ g be the dominating invariant plane (which corresponds to
the eigenvalues s(g) and s¯(g), see Definition 2.24). The corresponding complex structure on L(g), in
which Adg−Id : L(g)→ L(g) acts by multiplication by s(g), will be called the s(g)- complex structure.
Proposition 2.29 Let G be a Lie group, V ⊂ G be a connected component of the subset of the
C-1-proximal elements. The values s(g), s¯(g) from Definition 2.28 yield two real-analytic nonwhere
vanishing complex-conjugate functions s, s¯ : V → C = R2. Moreover, arg s and arg s¯ are single-valued
on V as well.
Proof The value s(g) does not vanish for each g ∈ V (Remark 2.25). The local real analyticity
of the eigenvalues s(g) and s¯(g) follows from their simplicity. The global analyticity (say, of s(g))
follows from the fact that its analytic continuation along every closed loop in V does not change the
analytic branch. Indeed, the result of analytic continuation of s(g) remains an eigenvalue of Adg − Id
with the maximal modulus, by definition and local analyticity. Therefore, given a g0 ∈ V and a loop
γ ⊂ V based at g0, the result of the analytic continuation of s(g) along γ is either s(g0), or s¯(g0).
In the latter case there exists a g′ ∈ γ where s(g′) ∈ R, by continuity. Thus, s(g′) ∈ R is a complex
eigenvalue of Adg′ − Id with maximal modulus, - a contradiction to the C-1- proximality. The above
argument shows that the value s(g) corresponding to a C-1-proximal element g cannot cross the real
axis. Hence, arg s(g) and arg s¯(g) are also single-valued analytic functions. Proposition 2.29 is proved.
✷
Everywhere below we fix a real-analytic branch of the eigenvalue function s(g) from Proposition
2.29, defined on the open set of all the C-1-proximal elements. The corresponding families of dominat-
ing planes L(g) ⊂ g and the s(g)- complex structures on them (see the above definition) also depend
analytically on g. We define the multiplication of vectors in L(g) by complex numbers in the sense of
the s(g)- complex structure. Thus,
- a product of a vector in L(g) and a complex number is again a vector in the plane L(g);
- a product of a vector ν ∈ L(g) and a R- linear complex-valued 1- form σ : Rn → C is a linear
operator νσ : Rn → L(g).
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Set
ΠC,1 = {C− 1− proximal elements g ∈ G with |s(g)| < 1}. (2.11)
Proposition 2.30 Let G be a semisimple linear algebraic group without proximal elements. The set
ΠC,1 is open. It is dense in a neighborhood of the identity.
Proof Consider the following neighborhood of the identity in G0:
W = {g ∈ G0 | each complex eigenvalue of Adg − Id lies in the unit disk}.
The setW contains no 1- proximal element, since otherwise, the latter would be proximal (Proposition
2.21), - a contradiction to the no proximal element condition. The subset U ⊂ G0 from Proposition
2.23 is open and dense. The intersection W ∩U is dense in W and consists of C-1- proximal elements
(Proposition 2.26). This proves Proposition 2.30. ✷
Proof of Proposition 2.23. Let n = dimG. Let r denote the complex rank of G, i.e., the minimal
multiplicity of zero eigenvalue of adx, x ∈ g. The characteristic polynomial χAdg (λ) of the adjoint
Adg, g ∈ G, has the type
χAdg(λ) = (1− λ)rQg(λ), Qg(λ) = λn−r + 1 +
n−r−1∑
j=1
qj(g)λ
j ,
where qj(g) are polynomials in the matrix coefficients of the operator Adg (in some fixed basis of g).
The polynomial Qg is real. It has unit constant term, since χAdg(0) = detAdg = 1, by semisimplicity
(Proposition 2.11). Its highest coefficient equals (−1)n−r = 1, by definition and since the number
n− r is even. This follows from the same proposition. Let
λ1(g), . . . , λn−r(g) be the complex roots of the polynomial Qg(λ),
which are multivalued functions in g. Consider the following auxiliary subsets in G:
Λ0 = {g ∈ G | λj(g) = 1 for some j},
Λ1 = {g ∈ G | λj1(g) = λj2 (g) for some j1 6= j2},
Λ2 = {g ∈ G | λj1(g)− 1 = 1− λj2 (g) for some j1 6= j2},
Λ3 = {g ∈ G | (λj1 (g)− 1)2 = (λj2 (g)− 1)(λj3 (g)− 1) for some distinct j1, j2, j3},
Λ4 = {g ∈ G | (λj1 (g)− 1)(λj2(g)− 1) = (λj3 (g)− 1)(λj4(g)− 1) for some distinct j1, . . . , j4},
U = G \ ∪4i=0Λi.
The set U is Zariski open in G, since the sets Λi are Zariski closed in G. (A priori, a Zariski open
subset may be empty.) Each g ∈ U satisfies statements 1) and 2) of Proposition 2.23. Indeed, if a
g ∈ G does not satisfy statement 1), then g ∈ Λ0 ∪ Λ1 ⊂ G \ U by definition. If a g ∈ G does not
satisfy statement 2), then there exist eigenvalues ν1, ν2 of Adg such that
|ν1 − 1| = |ν2 − 1| and ν1 6= ν2, ν¯2, (2.12)
which implies that ν1, ν2 6= 1. Hence,
ν1 = λj1 (g) 6= ν2 = λj2 (g), j1 6= j2. We assume that j1 = 1, j2 = 2, (2.13)
without loss of generality, choosing appropriate numeration of the λj ’ s.
Claim 1. One has g ∈ Λ2 ∪ Λ3 ∪ Λ4 ⊂ G \ U.
Proof Case 1: λ1(g), λ2(g) ∈ R. Then λ1(g)− 1 = 1− λ2(g), by (2.12), (2.13). Thus, g ∈ Λ2.
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Case 2: λ1(g) ∈ R, λ2(g) /∈ R. Set λ3(g) = λ2(g), which is also a root of Qg(λ). By (2.12),
(λ1(g)− 1)2 = (λ2(g)− 1)(λ3(g)− 1), hence g ∈ Λ3.
Case 3: λ1(g), λ2(g) /∈ R. Set λ3(g) = λ1(g), λ4(g) = λ2(g). By (2.12), (2.13),
(λ1(g)− 1)(λ3(g)− 1) = (λ2(g)− 1)(λ4(g)− 1). Hence g ∈ Λ4. ✷
Thus, the set U is Zariski open in G and consists of elements satisfying statements 1) and 2).
Now for the proof of Proposition 2.23 it suffices to show that the set U is nonempty. Fix a Cartan
subalgebra h ⊂ g (see Subsection 2.5). Let T = exp h ⊂ G be the corresponding maximal connected
commutative Lie subgroup.
Claim 2. U ∩ T 6= ∅.
Proof The algebra hC has n− r distinct roots. For every g = exp v ∈ T , v ∈ h, one has
λj(g) = exp(αj(v)), α1, . . . , αn−r ∈ h∗C \ 0 are the roots of hC. (2.14)
Suppose that U ∩ T = ∅. This means that the sets Λ0, . . . ,Λ4 (which are Zariski closed in G) cover
T . One of the Λi’ s contains T , since T is a smooth connected analytic variety.
Case 1: T ⊂ Λ0. Then by (2.14), αj ≡ 0 on h for some j. Thus, αj = 0 ∈ h∗C, - a contradiction.
Case 2: T ⊂ Λ1. Then αj1 ≡ αj2 on h for some distinct roots αj1 and αj2 , - a contradiction.
Case 3: T ⊂ Λ2. Then there are distinct roots, we number them as α1, α2, such that
eα1(v) − 1 = 1− eα2(v) for every v ∈ h.
Taking the derivative at v = 0, one gets α1 ≡ −α2. Thus,
eα1(v) − 1 ≡ 1− e−α1(v) ≡ e−α1(v)(eα1(v) − 1).
Hence, α1 ≡ 0, - a contradiction.
Case 4: T ⊂ Λ3. Then there exists a triple of distinct roots α1, α2, α3 such that
(eα1(v) − 1)2 = (eα2(v) − 1)(eα3(v) − 1) for every v ∈ h.
Taking the second derivative at v = 0, we get
α21(v) = α2(v)α3(v) for every v ∈ h, and hence, for every v ∈ hC, (2.15)
by analyticity. Therefore, the zero hyperplanes in hC of α1, α2, α3 coincide, thus, the latter roots are
proportional and α2, α3 = ±α1 (statement d) from Subsection 2.5). Hence, the roots α1, α2, α3 are
not distinct, - a contradiction.
Case 5: T ⊂ Λ4. Then there exist 4 distinct roots α1, . . . , α4, such that
(eα1(v) − 1)(eα2(v) − 1) ≡ (eα3(v) − 1)(eα4(v) − 1) on h. (2.16)
Taking the second derivative at v = 0, we get (as above) α1(v)α2(v) ≡ α3(v)α4(v) on h, hence on hC.
Then as in (2.15), one of the roots α3, α4 (say, α3) is proportional to α1, and α4 is proportional to
α2. Since the roots are distinct, one has
α3 = −α1, α4 = −α2, (2.17)
(eα1(v) − 1)(eα2(v) − 1) ≡ (e−α1(v) − 1)(e−α2(v) − 1) ≡ e−(α1(v)+α2(v))(eα1(v) − 1)(eα2(v) − 1),
by (2.16) and (2.17). Therefore, α1 ≡ −α2. This together with (2.17) implies that α1 = α4, and the
roots α1, . . . , α4 are not distinct, - a contradiction. This proves Claim 2. ✷
Thus, U is a nonempty Zariski open subset in G. This proves Proposition 2.23. ✷
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8 A preparatory linear algebra for C-1-proximal elements
The results of this subsection (Propositions 2.32 and 2.33) will be used in the proof of Theorem 1.8
for groups without proximal elements. They deal with
- a n- tuple of real-linear complex-valued forms σ1, . . . , σn : R
n → C such that the linear operator
Σ = (σ1, . . . , σn) : R
n → Cn is injective,
- a n- dimensional real vector space E and a n- tuple of two-dimensional subspaces Λj ⊂ E
equipped with structures of complex lines compatible with their R- linear structures,
- a n- tuple Y = (Y1, . . . , Yn), Yj ∈ Λj , and the linear operator ΩY,Σ =
∑
Yjσj : R
n → E.
The statements of both propositions say that under certain conditions the operator ΩY,Σ is invert-
ible. We state Proposition 2.32 and use both propositions in the case, when E = g and Λj are the
dominating planes for appropriate n- tuple of C-1-proximal elements of G.
Remark 2.31 The products Yjσj in the above sum are linear operators R
n → Λj ⊂ E, and their sum
is a linear operator Rn → E.
Proposition 2.32 Let G be a real Lie group with irreducible adjoint representation, n = dimG.
Let A1, . . . , An ∈ G be arbitrary collection of C-1-proximal elements, L(Aj) ⊂ g be the corre-
sponding dominating planes equipped with the s(Aj)- complex structures (see Definition 2.28). Let
Σ = (σ1, . . . , σn) be as above. Then there exist r1, . . . , rn ∈ {1, . . . , n} (not necessarily distinct) and
elements H1, . . . , Hn ∈ G, so that for
A˜j = HjArjH
−1
j , σ˜j = σrj , Σ˜ = (σ˜1, . . . , σ˜n),
there exists a n- tuple Y = (Y1, . . . , Yn), Yj ∈ L(A˜j), for which the linear operator ΩY,Σ˜ =
∑n
j=1 Yj σ˜j :
Rn → g is invertible.
Proof We construct elements Hj , indices rj and Yj ∈ L(A˜j) = AdHjL(Arj ) by induction on j so
that for every j = 1, . . . , n the linear operator
Ωj =
j∑
i=1
Yiσri : R
n → g has kernel Kj = KerΩj of codimension at least j. (2.18)
By definition, Ω
Y,Σ˜ = Ωn. This together with (2.18) proves the proposition.
Induction base: j = 1. Recall that KerΣ = 0. Take an arbitrary r1 so that σr1 6≡ 0 and arbitrary
H1 ∈ G, Y1 ∈ L(A˜1) \ 0. Then Ω1 = Y1σr1 6≡ 0 and statement (2.18) is obvious.
Induction step: 1 < j ≤ n. Let we have already chosen ri, Hi, Yi for i ≤ j − 1 so that (2.18)
holds with j replaced by j − 1. Let Ωj−1 be the corresponding operator, Kj−1 = KerΩj−1. Let us
construct rj , Hj and Yj for which (2.18) holds.
By the induction hypothesis,
codimKj−1 ≥ j − 1.
If codimKj−1 ≥ j, then (2.18) holds with Yj = 0 and arbitrary rj , Hj : in this case Kj = Kj−1. Thus,
everywhere below we assume that
dimΩj−1(Rn) = codimKj−1 = j − 1 < n, in particular, Kj−1 6= 0, Ωj−1(Rn) 6= g. (2.19)
Let us fix a rj ∈ {1, . . . , n} such that
σrj |Kj−1 6≡ 0. (2.20)
It exists by (2.19) and since KerΣ = 0. The irreducibility of the adjoint and (2.19) imply that there
exists a Hj ∈ G such that for A˜j = HjArjH−1j one has
L = L(A˜j) = AdHjL(Arj ) 6⊂ Ωj−1(Rn). Set Λ = Ωj−1(Rn) ∩ L. (2.21)
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Fix this Hj . Then Λ is a linear subspace in the plane L, and Λ 6= L. Thus, either Λ = 0, or Λ is a
line in L. For every choice of Yj ∈ L one has
Ωj = Ωj−1 + Yjσrj , Kj−1,Kj ⊂ P = Ω−1j−1(Λ), codimP = codimKj−1 − dimΛ : (2.22)
Ωj(v) = 0 if and only if Ωj−1(v) = −Yjσrj (v) ∈ Ωj−1(Rn) ∩ L = Λ. (2.23)
Case 1: Λ = 0. Take an arbitrary Yj ∈ L \ 0. Then the images of Rn under the linear operators
Ωj−1 and −Yjσrj are linear subspaces in g with zero intersection. This together with (2.23), implies
that the kernel Kj is the intersection of the kernels of the latter operators: Kj = Ker(σrj |Kj−1),
codimKj ≥ codimKj−1 + 1 = j, by (2.20). This proves (2.18).
Case 2: Λ is a line. Recall that Kj−1 ⊂ P by (2.22). Hence, by (2.20) and (2.22),
σrj (P ) 6= 0, codimP = codimKj−1 − 1 = j − 2. (2.24)
Consider the following subcases, where σrj (P ) ⊂ C is either a real line, or the entire C.
Subcase 2.1: σrj (P ) ⊂ C is a line. Take a Yj ∈ L \ 0 so that the lines lˆ = Yjσrj (P ) and Λ be
distinct. These lines, which have zero intersection, are the images of the space P under the operators
from Case 1, and Kj−1,Kj ⊂ P by (2.22). This implies (2.18), as in Case 1.
Subcase 2.2: σrj (P ) = C. Fix an arbitrary Yj ∈ L \ 0. Then Yjσrj (P ) = L ⊃ Λ. Set
P ′ = {v ∈ P | Yjσrj (v) ∈ Λ} : P ′ is a hyperplane in P, codimP ′ = j − 1,
by (2.24). The kernel Kj is the subspace in P
′ defined by the linear equation
Ωj−1(v) = −Yjσrj (v), (2.25)
by (2.23). The left-hand side in (2.25) is independent on Yj . Its right-hand side does not vanish
identically on P ′: σrj |P ′ 6≡ 0, since P ′ ⊂ P is a hyperplane, and σrj (P ) = C. The subspace P ′
depends on Yj , but does not change when we multiply Yj by a real constant. Hence, multiplying Yj
by a constant, one can achieve that equation (2.25) does not hold identically in v ∈ P ′. Then its
solution space Kj is smaller than P
′, thus, codimKj ≥ codimP ′ + 1 = j. The induction step is over.
This proves (2.18) and Proposition 2.32. ✷
Proposition 2.33 Let n ∈ N, E, Λ1, . . . ,Λn ⊂ E be the same, as at the beginning of the subsection.
Let Σ = (σ1, . . . , σn) : R
n → Cn be a linear operator suct that there exist Yj ∈ Λj, for which the
corresponding operator ΩY,Σ is invertible. Let s1, . . . , sn ∈ C \ 0 be a n- tuple of complex numbers
such that 0 < |sj | < 1 and αj = arg sjpi /∈ ∪nq=1 1qZ. Then for every other collection Y˜ = (Y˜1, . . . , Y˜n),
Y˜j ∈ Λj \ 0, there exists an l = (l1, . . . , ln) ∈ Zn such that for
Y ′j = s
lj
j Y˜j , Y
′ = (Y ′1 , . . . , Y
′
n)
the operator ΩY ′,Σ =
∑n
j=1 Y
′
j σj : R
n → E is also invertible.
Proof Consider the set
Reg = {Y = (Y1, . . . , Yn) ∈ Λ1 × · · · × Λn = R2n | the operator ΩY,Σ is invertible}.
The set Reg is nonempty, by the conditions of Proposition 2.33. Fix an arbitrary collection Y˜ =
(Y˜1, . . . , Y˜n), Y˜j ∈ Λj \ 0. Set
Lj = {sqj Y˜j | q ∈ Z} ⊂ Λj , L = L1 × · · · × Ln ⊂ R2n. (2.26)
The statement of the proposition is equivalent to the inequality L ∩Reg 6= ∅.
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Claim 1. The complement R2n \ Reg is the zero set of a nonzero homogeneous polynomial of
degree n.
Proof Fix some bases in Rn, E and in the planes Λj. The above complement is the zero set of the
determinant detΩY,Σ of the matrix of the operator ΩY,Σ : R
n → E. The latter operator depends
linearly on the vector parameter Y . Thus, detΩY,Σ is a homogeneous polynomial of degree n in the
components of Yj . One has detΩY,Σ 6≡ 0, since Reg 6= ∅. ✷
Claim 2. The set L is not contained in the zero set of a nonzero polynomial of degree n.
For the proof of Claim 2 we consider the real Zariski closures Lj ⊂ Λj, L ⊂ R2n of the sets Lj and
L and split the set {1, . . . , n} into the two following auxiliary subsets I and J :
I = {j = 1, . . . , n | αj /∈ Q}, J = {j = 1, . . . , n | αj = pj
qj
∈ Q}. (2.27)
Let Λj,q denote the line Rs
q
j Y˜j ⊂ Λj. Then
Lj = Λj if j ∈ I; Lj = ∪qj−1q=0 Λj,q if j ∈ J ; L = L1 × · · · × Ln. (2.28)
Statement (2.28) follows from definition and the convergence sqj → 0, as q → +∞ (recall that 0 <
|sj | < 1). Recall that qj > n for every j ∈ J , by the conditions of Proposition 2.33. Thus, for j ∈ J ,
the set Lj is a union of qj > n lines Λj,q.
Proof of Claim 2. We prove the claim by contradiction. Suppose that there exists a nonzero
polynomial P of degree n that vanishes identically on L, and hence, on L. We show that P ≡ 0 on
R2n, - a contradiction to the nontriviality of P . To do this, we introduce the auxiliary subspaces
LJ′,DJ′ ⊂ R2n defined as follows. Given
J ′ ⊂ J, DJ′ = (dj)j∈J′ , dj ∈ Z, 0 ≤ dj ≤ qj − 1, (2.29)
set
LJ′,DJ′ = (
∏
j∈I∪(J\J′)
Λj)× (
∏
j∈J′
Λj,dj ). (2.30)
In particular, L∅ = R2n. Then we have L = ∪DJLJ,DJ , by (2.28). We show that
P |LJ′,D
J′
≡ 0 for every LJ′,DJ′ as in (2.30), including L∅ = R2n, (2.31)
by induction on the cardinality |J \ J ′|.
Induction base: |J \ J ′| = 0. Then J ′ = J , LJ,DJ ⊂ L, see (2.30), hence, P ≡ 0 on LJ,DJ .
Induction step: |J \ J ′| = k ≥ 1. We assume the induction hypothesis holds:
P |LJ′′,D
J′′
≡ 0 for every J ′′, DJ′′ as in (2.29) with |J \ J ′′| < k.
Take some DJ′ = (dj)j∈J′ , as in (2.29), and s ∈ J \ J ′. Set
J ′′ = J ′ ∪ {s}.
For every q = 0, . . . , qs − 1 set
dj,q = dj for j ∈ J ′, ds,q = q, DJ′′(q) = (dj,q)j∈J′′ .
The linear space LJ′,DJ′ contains qs distinct hyperplanes LJ′′,DJ′′ (q), q = 0, . . . , qs−1, on which P ≡ 0
(the induction hypothesis). One has n = degP < qs. Hence, P ≡ 0 on the ambient space LJ′,DJ′ .
The induction step is over. Statement (2.31) is proved.
Statement (2.31) and its above proof work for the space L∅ = R2n, hence, P |R2n ≡ 0, - a contra-
diction to the nontriviality of the polynomial P . This proves Claim 2. ✷
Proposition 2.33 follows immediately from Claims 1 and 2. ✷
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9 Case of group Aff+(R).
Recall that Aff+(R) is the group of orientation-preserving affine transformations R → R. For every
s > 0 and u ∈ R set
gs : x 7→ sx, tu : x 7→ x+ u, gs, tu ∈ Aff+(R).
Define the group Γ =< g, t | [[g, t], t] = 1 >. For each s ∈ R define the representation ρs ∈
Hom(Γ, Aff+(R)): ρs(g) = gs, ρs(t) = t1.
Proposition 2.34 For every s0 > 0 there exist sequences sk > 0 and γk ∈ Γ such that
sk → s0, as k →∞, ρsk(γk) = 1, but ρs(γk) 6≡ 1 in s ∈ R+.
Proof It suffices to prove the statement of the proposition for open and dense subset of the values
s0 > 0 (afterwards we pass to the closure and diagonal sequences). Thus, without loss of generality
we assume that s0 6= 1. We also assume that 0 < s0 < 1, since ρs(Γ) = ρs−1(Γ).
Each group ρs(Γ) contains the elements tmsk = ρs(g
ktmg−k), m ∈ Z, k ∈ N. Set
mk = [s
−k
0 ], γk = g
ktmkg−kt−1.
The relation ρs(γk) = 1 is equivalent to the equation mks
k = 1. It obviously does not hold identically
and has a solution sk → s0, as k → ∞. Indeed, consider the new parameter u˜ = k(s − s0) and
mappings ψk : u˜ 7→ mk(s0 + k−1u˜)k. One has mksk = ψk(u˜), mksk0 → 1,
ψk(u˜) = mks
k
0(1 + k
−1 u˜
s0
)k → ψ(u˜) = e u˜s0 , as k →∞. (2.32)
The convergence is uniform with derivatives on compact sets. The limit is a diffeomorphism ψ :
R → R+, and ψ(0) = 1. Hence, the equations ψk(u˜) = 1 have solutions u˜k → 0, and the equations
ρs(γk) = 1 have solutions sk = s0 + k
−1u˜k → s0. The proposition is proved. ✷
The next generalization of the limit (2.32) will be used in the proof of Theorem 1.8.
Proposition 2.35 Let s : Rn → C be a smooth function on a neighborhood of zero, 0 < |s| < 1. Let
ε ∈ C and sequences kr,mr ∈ Z be such that kr → +∞ and mrskr (0) → ε. Then mrskr (k−1r u˜) →
εe(d ln s(0))u˜, as r →∞, uniformly with derivatives on compact sets in Rn.
Remark 2.36 The logarithmic differential d ln s(0) is well-defined, since s(0) 6= 0.
Proof Analogously to (2.32), one has
skr (k−1r u˜) = (s(0) + k
−1
r (ds(0))u˜ + o(k
−1
r ))
kr = skr (0)(1 + k−1r (d ln s(0))u˜ + o(k
−1
r ))
kr .
The latter power of expression in the brackets tends to e(d ln s(0))u˜, whilemrs
kr (0)→ ε, by assumption.
This proves the proposition. ✷
10 Normal form of contracting dynamics with dominated splitting
Definition 2.37 A linear operator is contracting, if all its complex eigenvalues lie in the unit disk.
Theorem 2.38 Let φ : (Cn, 0) → (Cn, 0) be an analytic mapping germ at its fixed point 0. Assume
that its differential F = dφ(0) be contracting and have complementary invariant subspaces E±: T0Cn =
E+ ⊕ E−. Set
F± = F |E± , pi± : T0Cn → E± (the projection along E∓).
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Assume that for each (complex) eigenvalue λ+ of F+ and any eigenvalue λ of F one has
λ+ 6= 0, |λ−1+ λ2| < 1. (2.33)
Then there exists a unique germ of analytic mapping x+ : (C
n, 0)→ (E+, 0) such that
x+ ◦ φ = F+ ◦ x+ and dx+(0) = pi+. (2.34)
Thus, for any germ of analytic vector function x− : (Cn, 0)→ (E−, 0) with dx−(0) = pi− one has local
coordinates x = (x+, x−) near 0, in which the mapping φ can be written as
φ : (x+, x−) 7→ (F+x+, F−x− +O(||x||2)), as x→ 0. (2.35)
Remark 2.39 In the case, when the differential dφ(0) is invertible, Theorem 2.38 follows from
Poincare´-Dulac theorem ([2], chapter 5, section 25, subsection D). The author is pretty sure that
the general statement of Theorem 2.38 is well-known to specialists, but he did not find it in literature.
A proof of Theorem 2.38 is given below.
Corollary 2.40 Let φ, E±, F+, x+ be the same, as in Theorem 2.38, and let T0Cn = E+ ⊕ E−
be a dominated splitting for dφ(0) (see Definition 2.12). Fix an arbitrary germ of biholomorphism
(T0C
n, 0)→ (Cn, 0) tangent to the identity. Then
φk(h) = F k+x+(h) + o(||F k+||||h||), as k →∞. (2.36)
The vector F k+x+(h) ∈ E+ ⊂ T0Cn represents a point in Cn via the above biholomorphism. The “o”
in (2.36) is uniform with derivatives on a neighborhood of zero (independent on k).
Addendum to Theorem 2.38 and Corollary 2.40. If in Theorem 2.38 the mapping germ φ
and the splitting T0C
n = E+ ⊕E− are complexifications of a real mapping germ φ : (Rn, 0)→ (Rn, 0)
and a dφ(0)- invariant splitting of T0R
n, then the corresponding vector function x+ is also real-valued
on Rn. If φ and the above splitting depend analytically on some parameter, then x+ also depends
analytically on the same parameter. If in Corollary 2.40 the identification (T0C
n, 0)→ (Cn, 0) is fixed
and the germ φ depends analytically on a parameter, then the corresponding “o” in (2.36) is uniform
with derivatives on compact sets in the product of the phase and parameter spaces.
The corollary and the addendum are proved below.
Let G be a Lie group, ΠR,1, ΠC,1, s(g) be the same, as in (2.9) and (2.11). Set
Πˆ = {g ∈ G is either 1- proximal, or C− 1-proximal | |s(g)| < 1} = ΠR,1 ⊔ ΠC,1. (2.37)
Remark 2.41 Let G be a semisimple linear algebraic group. Then the set Πˆ is open and accumulates
to the identity (Theorem 2.20 and Proposition 2.30); G has no proximal elements if and only if
Πˆ = ΠC,1.
We apply Theorem 2.38, Corollary 2.40 and the addendum to the following commutator mapping φg
with g ∈ Πˆ:
φg : G→ G, h 7→ ghg−1h−1 : φg(1) = 1, dφg(1) = Adg − Id : g→ g. (2.38)
In what follows, for every 1-proximal or C-1-proximal element g ∈ Πˆ let
L(g) ⊂ g denote the dominating subspace (line or plane) of the operator Adg − Id.
In the case, when g is C-1-proximal, see the convention of choice of the complex eigenvalue s(g) in
Subsection 2.7 (after Proposition 2.29).
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Remark 2.42 The subspaces L(g) and the eigenvalues s(g) depend analytically on g ∈ Πˆ. The ana-
lyticity in the 1-proximal elements g follows from the simplicity of the eigenvalue s(g). The analyticity
on ΠC,1 follows from Proposition 2.29 and the discussion afterwards.
Proposition 2.43 Let G be a Lie group, Πˆ, L(g) be as above, Πˆ 6= ∅. There exist an open subset
Π′ ⊂ Πˆ×G, Π′ ⊃ Πˆ× 1, (2.39)
and a g- valued vector function vg(y) analytic in (g, y) ∈ Π′, vg(1) = 0, such that for every (g, y) ∈ Π′
one has vg(y) ∈ L(g),
dvg|L(g) = Id : L(g)→ L(g), φkg(y) = exp(sk(g)vg(y) + o(|sk(g)|dist(y, 1))), (2.40)
as k → +∞. The latter “o” is uniform with derivatives in (g, y) on compact subsets in Π′.
Remark 2.44 In the above proposition and in what follows dvg : g → g is the differential of the
mapping vg : G→ g at the point 1 ∈ G, φkg is the k- th iteration of the mapping φg. In the case, when
g is C-1-proximal, the multiplication of vectors in the plane L(g) by complex numbers is defined in
terms of the s(g)- complex structure, see Definition 2.28.
Proof of Proposition 2.43. For every g ∈ Πˆ the complexified mapping φg satisfies the conditions
of Theorem 2.38 and Corollary 2.40. Indeed, the real mapping φg has contracting differential FR =
Adg − Id at 1 with dominated splitting, E+,R = L(g), F+,R : L(g) → L(g) being the multiplication
by λ+ = s(g). The latter operator on L(g) has at most two distinct complex eigenvalues, and they
have the same modulus |s(g)| 6= 0. For each complex eigenvalue λ of FR one has |λ| ≤ |s(g)| < 1, by
definition and (C-)1- proximality. This implies (2.33):
|λ+| = |s(g)| 6= 0, |λ−1+ λ2| = |(s(g))−1λ2| ≤ |λ| ≤ |s(g)| < 1.
Let vg(y) = x+(y) be the corresponding vector function from (2.34). Now the statements of Propo-
sition 2.43 follow from (2.34), Corollary 2.40 and its addendum applied to the complexified local
exponential identification exp : (g, 0)→ (G, 1). ✷
Corollary 2.45 Let G, Π′ be the same, as in Proposition 2.43. Let g(u), h(u) be two families of
elements of G depending smoothly on a parameter u ∈ Rn. Let (g(0), h(0)) ∈ Π′. Set
χk(u) = φ
k
g(u)(h(u)) ∈ G,
sg(u) = s(g(u)), ν˜g(u) = vg(u)(h(u)), νg = ν˜g(0) ∈ L(g(0)) ⊂ g.
Let ε ∈ R if g(0) ∈ ΠR,1, or ε ∈ C if g(0) ∈ ΠC,1. Let mr, kr ∈ Z be two integer sequences such that
kr → +∞ and mrskrg (0)→ ε, as r→∞. Then
(χkr (k
−1
r u˜))
mr → exp(εe(d ln sg(0))u˜νg), as r →∞ (2.41)
uniformly with derivatives on compact sets in Rn.
Proof The functions sg(u) and ν˜g(u) are well-defined on a neighborhood of zero (openness of the set
Π′). By (2.40), one has
(χkr (k
−1
r u˜))
mr = exp(mr(s
kr
g (k
−1
r u˜)ν˜g(k
−1
r u˜) + o(|skrg (k−1r u˜)|dist(h(k−1r u˜), 1)))), as r →∞.
The expression under exponent tends to εe(d ln sg(0))u˜νg uniformly with derivatives on compact sets,
by Proposition 2.35 and since ν˜g(k
−1
r u˜)→ νg, as kr →∞. This proves (2.41). ✷
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In the proof of Theorem 2.38 and Corollary 2.40 we use the following notations. Let Λ± denote
the collection of the (complex) eigenvalues of F± : E± → E±. Set
λ±,min = min{|λ| | λ ∈ Λ±}, λ±,max = max{|λ| | λ ∈ Λ±}, λmax = maxλ±,max.
Let us fix λ1, λ2, λ3 > 0 such that
0 < λ1 < λ+,min ≤ λmax < λ2 < λ3 < 1, µ = λ−11 λ23 < 1. (2.42)
They exist by definition and inequality (2.33). Fix some positive Hermitian scalar products on E±,
let || || denote the norm on T0Cn corresponding to their direct sum, such that
λ1||v|| ≤ ||F+v|| ≤ λ2||v|| for every v ∈ E+, ||dφ(0)|| ≤ λ2. (2.43)
The existence of the scalar products satisfying (2.43) follows by definition and (2.42). Set Dδ =
{||h|| < δ} ⊂ Cn. By (2.42) and (2.43), there exists a δ > 0 (let us fix it) such that
φ is holomorphic on Dδ, ||φ(h)|| ≤ λ3||h|| for every h ∈ Dδ, thus, φ(Dδ) ⊂ Dδ. (2.44)
Proof of Theorem 2.38. We follow the classical scheme (cf. [10] and [16] p. 65). Let us identify Cn
with T0C
n in the canonical way. The subspaces in Cn corresponding to E± ⊂ T0Cn will be denoted
by the same symbols E±. The norm on Cn is the one induced by that from (2.43). Given φ, define
Qφ : (C
n, 0)→ (Cn, 0) by
φ(h) = F+pi+h+ F−pi−h+Qφ(h) : Qφ(h) = O(||h||2), as h→ 0.
The function x+ we are looking for has the following type:
x+(h) = pi+h+Q(h), Q(h) ∈ E+, Q(h) = O(||h||2), as h→ 0.
Substituting the latter to (2.34), cancelling linear terms and applying the inverse F−1+ translates (2.34)
into the fixed point equation Q = Φ(Q) for the following transformation Φ. Set
R(h) = F−1+ pi+Qφ(h), AQ = F
−1
+ ◦Q ◦ φ, Φ(Q) = R+AQ. (2.45)
(The operator F+ : E+ → E+ is invertible, since 0 /∈ Λ+, see (2.33).) Recall that the mapping φ, and
hence, Qφ, is holomorphic on Dδ, see (2.44). We show that the transformation Φ is contracting, and
hence, has a unique fixed point, in the Banach space
Bδ = {Q : Dδ → E+ | Q is holomorphic on Dδ and continuous on Dδ, dQ(0) = 0}
with the norm ||Q||δ = sup
Dδ\0
||Q(h)||
||h||2 .
Note that R is a constant linear non-homogeneous operator (independent on Q), thus, the contractibil-
ity of AQ +R is equivalent to that of AQ.
Claim. Let A be the operator from (2.45). For every Q ∈ Bδ one has AQ ∈ Bδ, ||AQ||δ ≤ µ||Q||δ
, where µ = λ−11 λ
2
3 < 1, see (2.42).
Proof Let Q ∈ Bδ. By definition, AQ = F−1+ ◦Q ◦ φ. By (2.44), one has Q ◦ φ ∈ Bδ,
||Q ◦ φ||δ ≤ sup
Dδ\{φ=0}
||Q(φ(h))||
||φ(h)||2 sup
Dδ\0
(
||φ(h)||
||h|| )
2 ≤ ||Q||δλ23, ||F−1+ || ≤ λ−11 ,
by (2.44) and (2.43). The two above inequalities together imply the claim. ✷
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Every analytic germ Q(h) = O(||h||2) with values in E+ represents an element of the space Bδ
with a δ satisfying (2.44). The transformation Φ is a contracting self-mapping Bδ → Bδ, by the claim.
Hence, it has a unique fixed point there. This proves Theorem 2.38. ✷
Proof of Corollary 2.40. Consider the coordinates x = (x+, x−), see (2.35). It suffices to prove
(2.36) for the canonical identification T0C
n = Cn induced by the coordinates x: the asymptotics (2.36)
survives after passing to another identification germ (T0C
n, 0)→ (Cn, 0) tangent to the identity. Let
λ0, λ1, λ3, δ > 0 and the norms on the spaces E± and T0Cn be the same, as in (2.42)-(2.44), such that
in addition,
λ−,max < λ0 < λ1 < λ+,min, ||F−|| < λ0. (2.46)
These λ0, λ1, λ3, δ exist by our assumption on the dominated splitting. There exists a c > 0 such
that
||x− ◦ φ(h)− F−x−(h)|| ≤ c||h||2 for every h ∈ Dδ,
by (2.35) and (2.44). Hence, by (2.44) and (2.46), for each k > 0, 0 ≤ l ≤ k − 1, and h ∈ Dδ
||F l−x− ◦ φk−l(h)− F l+1− x− ◦ φk−l−1(h)|| ≤ c||F l−||||φk−l−1(h)||2 ≤ cλl0λ2(k−l−1)3 ||h||2.
Summing these inequalities for all l and taking the maximum of the right-hand sides yields
||x− ◦ φk(h)− F k−x−(h)|| ≤ ck max
0≤l<k
(λl0λ
2(k−l−1)
3 )||h||2 = ck(max{λ0, λ23})k−1||h||2. (2.47)
Recall that λ0, λ
2
3 < λ1 < 1 by (2.42) and (2.46), ||F k+|| ≥ λk1 by (2.43), ||F k−|| ≤ λk0 by (2.46).
Hence, ||F k−||, kλk−10 , kλ2(k−1)3 = o(λk1) = o(||F k+||), as k →∞. This together with (2.47) implies that
x− ◦ φk(h) = o(||F k+||||h||). This implies (2.36), by (2.35). ✷
Proof of Addendum. Let the mapping φ and the subspaces E± from Theorem 2.38 be complex-
ifications of real ones. Then the contracting transformation Φ from (2.45) preserves the subspace in
Bδ of the real-valued vector functions on Rn. Hence, its unique fixed point x+ also belongs to this
subspace. If φ and E± depend analytically on a parameter, then the mapping Φ, and hence x+, both
depend analytically on the same parameter. The uniformity of the “o” from (2.36) with derivatives
follows from the proof of Corollary 2.40. ✷
3 Special cases of Theorems 1.2 and 1.8
1 A simple proof of Theorem 1.2 for G = PSL2(R)
Let Γ have rank M , thus, R(Γ, G) = GM . Without loss of generality we assume that ρ(Γ) = G.
Otherwise, ρ(Γ) would be dense in a Lie subgroup of dimension at most two, which is solvable, and
hence, Γ = ρ(Γ) cannot be free. The group G = PSL2(R) acts conformally on the unit disk D1. There
is an open subset U ⊂ G \ 1 formed by elliptic transformations, which are conformally conjugate to
nontrivial rotations. The rotation number (the rotation angle divided by 2pi) is a nonvanishing analytic
function R : U → R/Z. A transformation f ∈ U has order k, if and only if R(f) = m
k
(modZ) ∈ Q/Z.
Let us lift the representation ρ to SL2(R), which is possible since Γ is free. For every w ∈ Γ the trace
tr(φ(w)) is an analytic function of φ ∈ R(Γ, SL2(R)). Ellipticity of g ∈ SL2(R) is equivalent to the
inequality
−2 < tr(g) < 2.
Fix a w ∈ Γ with ρ(w) ∈ U : then ρ(w) 6= 1, hence, w 6= 1. Let λ±1(g) denote the eigenvalues of
a matrix g ∈ SL2(R). Since λ(g) + λ−1(g) = tr(g) and, for elliptic elements, λ(g) = e±piiR(g) (up
to multiplication by −1), it follows that either the trace of φ(w) is constant on the representation
variety to SL2(R), or R(ψ(w)) ∈ Q/Z for ψ arbitrarily close to any given φ. In the latter case there
exists a sequence ρn → ρ such that R(ρn(w)) = mnkn (modZ) ∈ Q/Z. Thus, ρn(w2kn) = 1 and the
representations ρn are non-injective. The former case (the constance of the trace) is impossible by
deforming φ to the trivial representation φ0 for which tr(φ0(w)) = 2.
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2 On flexibility of representations of arbitrary finitely-generated group
Everywhere in this subsection Γ is a finitely-generated (not necessarily free) group, G is a real semisim-
ple linear algebraic group. First we briefly overview results related to Theorem 1.8 on structural
stability of representations Γ→ G. Then we state an open question.
Definition 3.1 An injective representation ρ ∈ R(Γ, G) is called flexible, if it is a limit of non-
injective representations. Otherwise, the representation is called structurally-stable ([26], page 243).
Example 3.2 If ρ ∈ R(Γ, G) is a dense representation and [ρ] ∈ X(Γ, G) is an isolated point, then
ρ is structurally-stable: each close representation is conjugate to ρ, by Proposition 2.3. Other exam-
ples of structurally-stable representations include those discrete representations that are not limits of
nondiscrete ones. The next theorem of D.Sullivan describes the structurally-stable finitely-generated
torsion-free subgroups in PSL2(C). N.Hitchin studied the space of those representations of a surface
group to G = PSLn(R), n > 2, whose compositions with the adjoint representation are completely
reducible. He proved that this representation space has three components if n is odd, and six com-
ponents if n is even ([14], p.450, theorem B). The Teichmu¨ller component is the one containing the
injective discrete cocompact Fuchsian representations to a given subgroup PSL2(R) ⊂ G. F.Labourie
proved that all the representations in the Teichmu¨ller component are discrete and injective (as the
above ones) and structurally stable in this component ([21], page 53, theorem 1.5).
Theorem 3.3 ([26], page 243) An injective representation ρ : Γ → G = PSL2(C) of a finitely-
generated torsion-free group Γ is structurally-stable, if and only if either [ρ] ∈ X(Γ, G) is an isolated
point, or ρ(Γ) is discrete geometrically finite without parabolics.
Example 3.4 (suggested by the referee). There exist injective dense representations that correspond
to an isolated point in the character variety. For example, let Γ be the group of Z[
√
2]- integer
automorphisms of the quadratic form x21 + · · · + x2n −
√
2x2n+1, n ≥ 4. The Galois conjugation σ :
a+ b
√
2 7→ a− b√2 maps Γ onto a dense subgroup of the compact Lie group O(n + 1) preserving the
quadratic form x21 + · · ·+ x2n +
√
2x2n+1. The conjugation σ induces an isomorphism (also denoted σ)
between the Lie algebras of the Lie groups preserving the above quadratic forms. The representation
σ : Γ → O(n + 1) is injective and locally rigid: the corresponding point of the character variety is
isolated, since H1(Γ, Ad◦σ) = 0. (See Subsection 2.3 for the definition of the first cohomology group.)
The latter holds true, since H1(Γ, Ad) = 0 (Garland-Raghunathan rigidity theorem, [7], p.284, theorem
0.10) and σ is induced by an underlying field isomorphism, and hence, defines an isomorphism between
the above cohomology groups.
Remark 3.5 Theorem 1.8 for G = PSL2(C) and Γ torsion-free follows from Theorem 3.3.
Theorem 1.8 implies the following corollary.
Corollary 3.6 Suppose that Γ has deficiency at least 2, i.e., it admits a finite presentation with k
generators and k − 2 relators. Then every injective dense representation of Γ to a complex simple
linear algebraic group G is flexible.
Proof The representation variety R(Γ, G) is given by (k − 2)dimG equations on k(dimG) variables.
(Here all the dimensions are over C.) Therefore, dimR(Γ, G) ≥ 2dimG at every point. Every dense
representation ρ : Γ → G lies in the set S from Proposition 2.3. Hence, dim[ρ]X(Γ, G) ≥ dimG, by
Proposition 2.3. Every complex simple Lie group is simple as a real Lie group. Now, the assertion of
the corollary follows from Theorem 1.8. ✷
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Remark 3.7 (due to the referee). Theorem 1.8 fails for dense representations to general semisimple
linear algebraic groups (not necessarily without connected normal Lie subgroups). Namely, let Γ be an
arithmetic lattice in SO(n, 1), n ≥ 4, from Example 3.4. Then for every j ≥ 2 the group Γ contains
a finite index subgroup which admits an epimorphism to Fj (the free group with j generators). This
follows from the proof of theorem 3.1 in [22], p.75. Take j = 3, and let Γ denote the latter subgroup.
Let ρ1 = σ : Γ → O(n + 1) denote the dense representation from Example 3.4. Let ρ2 : Γ →
F3 → SO(n+ 2) be a dense representation. Set ρ0 = (ρ1, ρ2) : Γ → G = O(n + 1)× SO(n+ 2). The
representation ρ0 is dense, since so are ρ1 and ρ2 and there are no nontrivial closed Lie subgroups in G
projected epimorphically onto each factor of G: the groups O(n+1) and SO(n+2) are non-isomorphic
simple groups. The representation ρ0 admits nontrivial deformations coming from deforming the
homomorphism F3 → SO(n+ 2). Therefore, dim[ρ0]X(Γ, G) ≥ 2dim(SO(n+ 2)) > dimG, since this
is the case for dense representations of F3 to SO(n+2). However the representation ρ0 is structurally
stable, as is ρ1. Thus, all the representations close to ρ0 are injective.
Question 3. Let G be a simple linear algebraic group. Do there exist a finitely-generated group
Γ and a structurally-stable dense representation ρ : Γ→ G such that [ρ] ∈ X(Γ, G) is not an isolated
point?
For G = PSL2(C) and Γ torsion-free, Theorem 3.3 gives a negative answer.
4 Proof of Theorem 1.8: plan and Main Technical Lemma
Here we sketch the proof of Theorem 1.8 in the general case and finish it for groups with proximal
elements. We complete it for groups without proximal elements in Section 5.
1 Motivation and the plan of the proof of Theorem 1.8
Each representation satisfying the conditions of Theorem 1.8 is a limit of representations ρ ∈ Sreg ⊂
Rreg(Γ, G), see Proposition 2.3, such that
ρ(Γ) ⊃ G0, [ρ] ∈ Xreg(Γ, G), rank(pi) = dim[ρ]X(Γ, G) ≥ dimG at ρ, (4.1)
recall that pi denotes the projection R(Γ, G) → X(Γ, G). It suffices to prove Theorem 1.8 for every
injective representation ρ satisfying (4.1). Its statement for every limit of injective representations
(4.1) then follows by diagonal sequence argument. (If the approximants (4.1) are already non-injective,
then the flexibility of ρ follows immediately.)
Definition 4.1 Let Γ be a finitely-generated group, G be a semisimple linear algebraic group, n =
dimG. A family of representations ρu : Γ→ G depending smoothly on the parameter u ∈ Rn is called
(G,X)- immersive, if X(Γ, G) is smooth at the points [ρu], and
the mapping Rn → X(Γ, G) : u 7→ [ρu], is an immersion to Xreg(Γ, G). (4.2)
In this section, whenever the contrary is not specified, we make the following assumption.
Assumption 4.2 The group Γ is finitely-generated, G is a semisimple linear algebraic group, n =
dimG, ρ = ρ0 : Γ → G is an injective representation satisfying (4.1), the Lie subgroup ρ(Γ) has no
nontrivial connected normal Lie subgroups, ρu is a (G,X)- immersive deformation of ρ, which exists
by (4.1).
We construct sequences wr ∈ Γ and ur ∈ Rn such that
ur → 0, as r→∞, ρur (wr) = 1, ρu(wr) 6≡ 1. (4.3)
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Then wr 6= 1 (by the last inequality), the representations ρur are non-injective, and hence, ρ =
limr→∞ ρur is flexible. This proves Theorem 1.8.
First let us motivate the construction of wr and ur. One would naturally look for wr among
those sequences for which ρ(wr) → 1, as r → ∞. This is the case, e.g, if we take two elements
h1, h2 ∈ Γ with ρ(h1), ρ(h2) close to the identity and set wr = [. . . [h1, h2], . . . , h2]: the r- th iterated
commutator. To show that ρur(wr) = 1 for some ur → 0, one has to prove a lower bound of derivative
implying, e.g., that for every v ∈ T0Rn with |v| = 1 the derivative dρu(wr)dv asymptotically dominates
dist(ρ(wr), 1), as r →∞. But for the above wr both latter quantities tend to zero exponentially fast.
We modify wr using the following observation, which holds under some genericity assumptions on the
families of elements ρu(h1) and ρu(h2). Fix a ∆ > 0 small enough and a sequence mr ∈ N such that
∆ < dist(ρ(wmrr ), 1) < 2∆ for all r. Then for a generic v, the derivative
dρu(w
mr
r )
dv
grows linearly in r,
as r →∞.
In what follows we construct appropriate
- elements g1, . . . , gn, h, w ∈ Γ and define recurrently the iterated commutators
wi,0 = h, wi,r = giwi,r−1g−1i w
−1
i,r−1, (4.4)
- vector l = (l1, . . . , ln) ∈ Zn,
- sequences kr ∈ N, kr → +∞, as r →∞, and mjr ∈ Z, j = 1, . . . , n, and set
ωr = w
m1r
1,kr+l1
. . . wmnrn,kr+ln , wr = w
−1ωr. (4.5)
We show that
ρk−1r u˜(ωr)→ Ψ(u˜), as r →∞; Ψ : Rn → G0 is a local diffeomorphism at 0, (4.6)
the above convergence is uniform with derivatives on compact subsets in Rn. Theorem 1.8 will be
easily deduced from (4.6) at the end of the subsection.
First we make a preliminary construction of the above gj , h, kr and mjr = mjr(ε), the latter
depending on an additional small parameter ε > 0, so that the mapping sequence (4.6) converges for
every l. The limit mapping Ψ depends only on gj, h, l and ε. Afterwards we show (and this is the
main technical part of the proof of Theorem 1.8) that one can adjust the latter so that Ψ is a local
diffeomorphism at 0 (Main Technical Lemma 4.5, Corollary 4.6 and Lemma 4.7). Lemma 4.5 is proved
in Subsection 4.3. Lemma 4.7 is proved in Subsection 4.2 for groups with proximal elements and in
Section 5 for groups without proximal elements.
Let Πˆ = ΠR,1 ⊔ΠC,1 ⊂ G, Π′ ⊂ Πˆ×G, s(g) and vg be the same, as in (2.37) and Proposition 2.43.
We construct elements gj and h so that
(ρ0(gj), ρ0(h)) ∈ Π′ for all j. (4.7)
Set
sj(u) = s(ρu(gj)) ∈ C, ν˜j(u) = vρu(gj)(ρu(h)) ∈ g, νj = ν˜j(0). (4.8)
For a natural sequence kr → +∞ and an ε > 0, for every r ∈ N and j = 1, . . . , n set
mjr = [ε|sj |−kr (0)] ∈ N. (4.9)
Preliminary construction of ωr: case when G has proximal elements. We set
kr = 2r, lj = 0.
We choose gj and h so that (4.7) holds and each ρ0(gj) is 1-proximal and take mjr as in (4.9).
Claim 0. In the above assumptions,
ρk−1r u˜(ωr)→ Ψ(u˜) = exp(εe(d ln s1(0))u˜ν1) . . . exp(εe(d ln sn(0))u˜νn), as r →∞, (4.10)
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uniformly with derivatives on compact sets in Rn.
The claim and a more general Proposition 4.4 are proved below.
Preliminary construction of ωr: case when G has no proximal elements. We choose gj
and h so that (4.7) holds and each ρ0(gj) is C-1-proximal. Set
ζj = arg sj(0). (4.11)
Proposition 4.3 For every real vector ζ = (ζ1, . . . , ζn) ∈ Rn there exists a sequence of numbers
kr ∈ N, kr → +∞, as r →∞, such that
krζj → 0(mod2pi), as r →∞, for every j = 1, . . . , n. (4.12)
Proof Consider ζ as an element of the torus Tn = Rn/2piZn. The subgroup < ζ >⊂ Tn either
is discrete, or accumulates to 0. In both cases there exists a sequence kr ∈ N, kr → ∞, such that
krζ → 0 in Tn (which is equivalent to (4.12)). In the second case this follows from definition. In the
first case the group < ζ > is finite cyclic by compactness. Let m denote its order, kr = rm. Then
krζ = 0 for all r ∈ N. This proves Proposition 4.3. ✷
We take kr the same, as in (4.12), with ζj as in (4.11), and mjr the same, as in (4.9), and an
arbitrary vector l ∈ Zn. The preliminary construction of ωr is complete.
Proposition 4.4 Let Γ be a finitely-generated group, G be a Lie group, n = dimG, ρu : Γ → G
be a family of representations depending on a parameter u ∈ Rn. Let g1, . . . , gn, h ∈ Γ be such that
(ρ0(gj), ρ0(h)) ∈ Π′ for all j. (Here any ρ0(gj) may be either 1-proximal, or C-1-proximal.) Let sj,
νj and ζj be the same, as in (4.8) and (4.11). Let kr → +∞ be a natural sequence satisfying (4.12).
Let ε > 0, and let mjr be the same, as in (4.9). Let l = (l1, . . . , ln) ∈ Zn, and let ωr ∈ Γ be the
corresponding sequence of elements (4.5). Then
ρk−1r u˜(ωr)→ Ψ(u˜) = exp(εs
l1
1 (0)e
(d ln s1(0))u˜ν1) . . . exp(εs
ln
n (0)e
(d ln sn(0))u˜νn), (4.13)
as r → ∞, uniformly with derivatives on compact sets in Rn. In the case, when the element ρ0(gj)
is C-1-proximal, the multiplication of the vector νj in the dominating plane L(ρ0(gj)) by complex
numbers is defined in terms of the s(ρ0(gj))- complex structure.
Proof One has mjrs
kr+lj
j (0)→ εsljj (0), as r →∞, by (4.9) and (4.12). Therefore,
ρk−1r u˜(w
mjr
j,kr+lj
)→ exp(εsljj (0)e(d ln sj(0))u˜νj),
by Corollary 2.45 applied to g(u) = ρu(gj), h(u) = ρu(h), mr = mjr, kr being replaced by kr + lj =
kr(1 + o(1)) and ε being replaced by εs
lj
j (0). This implies the proposition. ✷
Proof of Claim 0. One has ζj = arg sj(0) ∈ piZ: sj(0) ∈ R, since ρ0(gj) are 1-proximal. Thus,
krζj = 2rζj = 0(mod2pi). Now Proposition 4.4 with lj = 0 implies the claim. ✷
Lemma 4.5 (Main Technical Lemma). Let Γ, G, n, ρu be the same, as in the above Assumption
4.2. Let U ⊂ ρ(Γ) be an arbitrary open subset, and let σ : U → R be a smooth locally nonconstant
function. Then there exist n elements g1, . . . , gn ∈ Γ with ρ0(gj) ∈ U so that the function u 7→
(s1(u), . . . , sn(u)), defined by sj(u) = σ(ρu(gj)), is a local diffeomorphism at 0. Moreover, for any
given A1, . . . , An ∈ U one can chose g1, . . . , gn so that in addition, the elements ρ0(gj) ∈ U are
arbitrarily close to Aj.
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Corollary 4.6 Let Γ, G, n, ρu be as in Assumption 4.2, Πˆ be the same, as in (2.37). Set
σ(g) = s(g) if g ∈ ΠR,1, σ(g) = arg s(g) if g ∈ ΠC,1.
Let Π0 ⊂ G0 denote the union of those connected components of Πˆ that intersect at least one one-
parametric subgroup in G. Then there exist g1, . . . , gn ∈ Γ such that ρ0(gj) ∈ Π0 and the function
u 7→ (s1(u), . . . , sn(u)) defined by sj(u) = σ(ρu(gj)) is a local diffeomorphism at 0. Moreover, for any
given A1, . . . , An ∈ Π0 one can choose the above g1, . . . , gn so that ρ0(gj) are arbitrarily close to Aj.
Proof The function σ(g) is analytic and single-valued on Πˆ (Proposition 2.29 and Remark 2.42). It is
locally nonconstant on Π0, since it is nonconstant along each one-parametric subgroup H intersecting
Πˆ. Indeed, the eigenvalue s(g) + 1 of the adjoint Adg yields a nontrivial homomorphism H → C∗,
since s(g) 6= 0 for g ∈ Πˆ. Hence, s 6≡ const along H and σ = s 6≡ const along the intersection H ∩ΠR,1
(if the latter is non-empty). In the case, when H ∩ ΠC,1 6= ∅, one has σ(g) = arg s(g) and s(g) /∈ R
on this intersection (C-1-proximality). Therefore, in this case the image of the above homomorphism
is not contained in the real line, thus σ 6≡ const along H . This together with Lemma 4.5 proves
Corollary 4.6. ✷
Lemma 4.7 Let Γ, G, n, ρu be as in Assumption 4.2. Then there exist elements g1, . . . , gn, h ∈ Γ
satisfying (4.7) and a vector l ∈ Zn such that for every ε > 0 small enough, the corresponding mapping
Ψ : Rn → G0 from (4.13) is a local diffeomorphism at 0. In the case of group G with proximal elements
one can take l = 0 for appropriate gj and h.
Proof of Theorem 1.8 modulo Lemmas 4.5 and 4.7. Let g1, . . . , gn, h, l, ε be as in Lemma
4.7, sj(u) = s(ρu(gj)), ζj = arg sj(0). Let kr → +∞ be a natural sequence satisfying (4.12), mjr
be the numbers from (4.9). Let ωr be the corresponding iterated commutator power product (4.5),
Ψ be the mapping from (4.13). Fix a δ > 0 and an element w ∈ Γ such that Ψ : Dδ → Ψ(Dδ) is
a diffeomorphism and ρ0(w) ∈ Ψ(Dδ). Set wr = w−1ωr. Then ρk−1r u˜(wr) → ψ(u˜) = ρ0(w−1)Ψ(u˜),
as r → ∞. Furthermore, ψ : Dδ → ψ(Dδ) ⊂ G is a diffeomorphism, 1 ∈ ψ(Dδ), and the above
convergence is uniform with derivatives on compact subsets in Rn, by construction and Proposition
4.4. Thus, for each r large enough ρk−1r u˜r (wr) = 1 for some u˜r ∈ Dδ. Set ur = k−1r u˜r. Then
limr→∞ ur = 0 and ρur (wr) = 1. One has ρu(wr) 6≡ 1, since the mappings u˜ 7→ ρk−1r u˜(wr) are
diffeomorphisms on Dδ for large r, as is their limit ψ(u˜). Thus, the elements wr satisfy (4.3). This
proves Theorem 1.8. ✷
The above discussion implies the next theorem, which summarizes the technical results of Sections
4 and 5. It will be used in the proof of Theorems 1.5 and 7.22 (Section 7).
Theorem 4.8 Let Γ, G, n, ρu be the same, as in Assumption 4.2. Then there exist sequences of
elements wr ∈ Γ, numbers kr ∈ N, kr → +∞, as r →∞, a real-analytic mapping ψ : Rn → G0 and a
δ > 0 such that
ρk−1r u˜(wr)→ ψ(u˜) uniformly with derivatives on compact subsets in Rn, as r →∞, (4.14)
ψ : Dδ → ψ(Dδ) ⊂ G0 is a diffeomorphism, and 1 ∈ ψ(Dδ). (4.15)
Definition 4.9 Under the assumptions of Theorem 4.8 the tuple ({wr}, {kr}, ψ, δ) is called the con-
verging tuple associated to the given (G,X)- immersive representation family ρu.
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2 The diffeomorphicity: case of proximal elements
In this section we assume that G contains proximal elements and prove Lemma 4.7 modulo the Main
Technical Lemma 4.5. To do that, we consider the mapping Ψ = Ψε(u˜) corresponding to fixed gj , h ∈ Γ
and variable ε. Recall that in the case under consideration l = 0 and sj(u) are real-valued functions
on a neighborhood of zero, 0 < |sj(u)| < 1. Set
σj = d ln sj(0) : T0R
n = Rn → R, Ψj,ε(u˜) = exp(εeσj(u˜)νj) : Ψε(u˜) = Ψ1,ε(u˜) . . .Ψn,ε(u˜);
Ψ˜ε(u˜) = Ψε(u˜)(Ψε(0))
−1. (4.16)
Proposition 4.10 Let σ1, . . . , σn : T0R
n → R be arbitrary linear forms, ν1, . . . , νn ∈ g. Let Ψε, Ψ˜ε
be the corresponding mappings (4.16). Then
Ψ˜′ε(0) = ε
n∑
j=1
νjσj +O(ε
2), as ε→ 0. (4.17)
Here Ψ˜′ε is the derivative of the mapping Ψ˜ε.
Proposition 4.11 Under Assumption 4.2 there exist g1, . . . , gn, h ∈ Γ satisfying (4.7) and such that
the elements ρ0(gj) ∈ G are 1-proximal and the linear operator
∑n
j=1 νjσj : T0R
n → g is invertible.
Here σj = d ln sj(0), and νj are the same, as in (4.8).
Proof of Lemma 4.7. The gj and h from Proposition 4.11 and l = 0 satisfy the statement of
the lemma: if ε is small enough, then the derivative Ψ˜′ε(0) (and hence, Ψ
′
ε(0)) is invertible, as is the
operator
∑n
j=1 νjσj in (4.17), by (4.17) and Proposition 4.11. ✷
Proof of Proposition 4.10. Let F be the free group with generators x1, . . . , xn. Consider the
family of representations φu˜,ε : F → G defined by
φu˜,ε(xj) = Ψj,ε(u˜).
Then
φu˜,ε(x1 . . . xn) = Ψε(u˜).
For every ε > 0 and v ∈ T0Rn the vector function cv,ε : F → g: cv,ε(x) = dφu˜,ε(x)dv (φ0,ε(x))−1 is a cocy-
cle with respect to the homomorphism Ad◦φ0,ε, see Subsection 2.3. Set Ψ˜j,ε(u˜) = Ψj,ε(u˜)(Ψj,ε(0))−1.
Then cv,ε(xj) =
dΨ˜j,ε(u˜)
dv
, cv,ε(x1 . . . xn) =
dΨ˜ε(u˜)
dv
. Therefore,
Ψ˜′ε(0) = Ψ˜
′
1,ε(0) +AdΨ1,ε(0)Ψ˜
′
2,ε(0) + · · ·+AdΨ1,ε(0)...Ψn−1,ε(0)Ψ˜′n,ε(0), (4.18)
by the generalized cocycle identity (2.5) applied to cv,ε for all v. One has Ψj,ε(0) = exp(ενj),
Ψ˜j,ε(u˜) = exp(εe
σj(u˜)νj) exp(−ενj) = exp(ενj(eσj(u˜) − 1)).
Hence,
Ψ˜′j,ε(0) = ενjσj , (4.19)
AdΨj,ε(0) = Id+O(ε), AdΨ1,ε(0)...Ψk,ε(0) = Id+O(ε), as ε→ 0, (4.20)
since dist(Ψj,ε(0), 1) = O(ε). Substituting (4.19) and (4.20) to (4.18) yields (4.17). ✷
Proof of Proposition 4.11. Let Π0 be the same, as in Corollary 4.6. The intersection Π0 ∩ΠR,1 is
open, nonempty (Theorem 2.20) and invariant under conjugations. Fix an A1 ∈ Π0 ∩ΠR,1. Fix some
H2, . . . , Hn ∈ ρ(Γ), set H1 = Id, Aj = HjA1H−1j , such that the lines L(Aj) = AdHjL(A1) ⊂ g are
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linearly independent (the irreducibility of the adjoint of the Lie group ρ(Γ), which has no nontrivial
connected normal Lie subgroups). Then Aj ∈ Π0 ∩ ΠR,1. Fix elements gj ∈ Γ from Corollary 4.6
(already proved modulo Lemma 4.5) so that A′j = ρ0(gj) are close enough to Aj : the lines L(A
′
j)
should be also linearly independent. Fix a h ∈ Γ so that (A′j , ρ0(h)) ∈ Π′ and νj = vA′j (ρ0(h)) 6= 0
for all j. This h exists, since dvA′j 6= 0, see (2.40), and ρ0(Γ) is dense in G0. The vectors νj are
linearly independent, as are the ambient lines L(A′j). The forms σj = d ln sj(0) are also independent,
by Corollary 4.6. Thus, the operator
∑n
j=1 νjσj is invertible. Proposition 4.11 is proved. Lemma
4.7 and Theorem 1.8 are proved for Lie groups with proximal elements modulo the Main Technical
Lemma 4.5. ✷
3 Independent eigenvalues. Proof of Main Technical Lemma 4.5
Let Γ ⊂ G be a subgroup whose closure Γ ⊂ G is an open Lie subgroup. In what follows we denote
G the latter open Lie subgroup. Let ρ0 : Γ → Γ ⊂ Γ be the identity representation. It suffices
to prove Lemma 4.5 for deformations of the identity representation ρ0. In this subsection we fix a
right-invariant Riemannian metric on G. For every v ∈ T0Rn \ 0 we set
cv : Γ→ g the 1- cocycle associated to the derivative dρu
dv
∈ Tρ0R(Γ, G), see (2.2).
Claim 1. For every v ∈ T0Rn\0 the cocycle cv is not Lipschitz at 1 in the metric on Γ = ρ0(Γ) ⊂ G
induced from G.
Proof Fix a v ∈ T0Rn \ 0. Assume to the contrary that cv is Lipschitz at 1. Then cv extends to a
locally Lipschitz cocycle on G with coefficients in Ad (Proposition 2.9). Therefore, cv is a coboundary
(Corollary 2.10). Hence, the derivative dρu
dv
is tangent to the G- orbit of ρ0 (Remark 2.6). Thus,
d[ρu]
dv
= 0, - a contradiction to the (G,X)- immersivity, see (4.2). ✷
Proposition 4.12 Let G be a Lie group with irreducible adjoint representation, Γ ⊂ G be a dense
subgroup. Let c ∈ Z1(Γ, Ad) be a cocycle that is not Lipschitz at the identity in the metric on Γ induced
from G. Then for every one-dimensional linear subspace Λ ⊂ g there exists a sequence of elements
bk ∈ Γ such that
c(bk) 6= 0 for all k; bk → 1, c(bk)
dist(bk, 1)
→∞, Rc(bk)→ Λ, as k →∞. (4.21)
Here the lines Rc(bk) converge to Λ as points of the projectivization of g.
Below we prove Proposition 4.12 and deduce the following proposition from it.
Proposition 4.13 Let G, Γ, c be as in Proposition 4.12. Consider the vector field ν on Γ, ν(γ) =
c(γ)γ ∈ TγG, γ ∈ Γ, corresponding to the cocycle c (denoted va in (2.2)). Let U ⊂ G be an open
subset, and let σ : U → R be a C1- smooth locally-nonconstant function. Then each g ∈ U is a limit
of a sequence hk ∈ Γ such that dσdν(hk) 6= 0 for all k.
Proof of Main Technical Lemma 4.5 modulo Proposition 4.13. For every v ∈ T0Rn \ 0 the
vector field
νv(γ) =
dρu(γ)
dv
= cv(γ)γ ∈ TγG, γ ∈ Γ,
satisfies the conditions of Proposition 4.13 with G = ρ0(Γ), since the cocycle cv is not Lipschitz at 1
(Claim 1) and AdG is irreducible (Remark 1.9). Fix a collection A1, . . . , An ∈ U , a ε > 0 and a vector
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v1 ∈ T0Rn \ 0. There exists an element g1 ∈ U ∩ Γ ε- close to A1 such that dσdνv1 (g1) 6= 0. This follows
from Proposition 4.13 applied to g = A1: g1 is an ε- approximant hk of g. One has
s1(u) = σ(ρu(g1)),
ds1
dv1
=
dσ
dνv1(g1)
6= 0.
Hence, codimKer(ds1(0)) = 1. Fix a v
2 ∈ Ker(ds1(0)) \ 0. We construct similarly a g2 ∈ U ∩ Γ ε-
close to A2, such that
ds2
dv2
= dσ
dνv2 (g2)
6= 0. One has: codim(Ker(ds1(0)) ∩ Ker(ds2(0))) = 2. Now
fix a v3 ∈ Ker(ds1(0), ds2(0)) \ 0 and construct g3 etc. The elements g1, . . . , gn ∈ Γ thus constructed
are the ones we are looking for: codimKer(ds1(0), . . . , dsn(0)) = n. Thus, this kernel vanishes,
(s1(u), . . . , sn(u)) is a local diffeomorphism at 0. Lemma 4.5 is proved. ✷
Proof of Proposition 4.12. For every one-dimensional linear subspace Λ ⊂ g define the following
set of sequences and union of lines:
PΛ = {{bk}k∈N ⊂ Γ | statement (4.21) holds},
Lˆ = the union of the lines Λ ⊂ g for which PΛ 6= ∅. (4.22)
The set Lˆ is nonempty. Indeed, there exists a sequence {bk}k∈N ⊂ Γ ⊂ G such that bk → 1 and
dist(bk, 1) = o(c(bk)), as k → ∞, since the cocycle is not Lipschitz at 1. Passing to a subsequence,
one can achieve that c(bk) 6= 0 for all k and the lines Rc(bk) converge to a line Λ. Then {bk}k∈N ∈ PΛ
and Λ ⊂ Lˆ. The set Lˆ is closed by definition and the diagonal sequence argument. We claim that this
set is dense in g (this will prove Proposition 4.12). To prove density we fix some Λ with PΛ 6= ∅, a
{bk}k∈N ∈ PΛ, a ξ ∈ Λ \ 0 and g1 = id, g2, . . . , gn ∈ Γ such that
the vectors ξ = Adg1ξ, Adg2ξ, . . . , Adgnξ form a basis in g. (4.23)
These elements gi exist by the irreducibility ofAd and the density of Γ. For any r = (r1, . . . , rn) ∈ Zn\0
we consider the following auxiliary linear operator, lines and sequence of elements of Γ:
Lr =
n∑
j=1
rjAdgj : g→ g, Λr = Lr(Λ), br,k = g1br1k g−11 . . . gnbrnk g−1n . (4.24)
Note that for any r ∈ Zn \ 0 the operator Lr : Λ → Λr is invertible, by (4.23), and hence, the space
Λr is a line. The union of all the lines Λr, r ∈ Zn \ 0, is dense in g, by (4.23).
Claim 2. For every r ∈ Zn \ 0 one has {br,k}k∈N ∈ PΛr : thus, Λr ⊂ Lˆ.
The claim (proved below) together with the previous statement implies that the closed set Lˆ
contains a dense subset ∪rΛr ⊂ g. Hence, Lˆ = g. This proves Proposition 4.12.
In the proof of Claim 2 we use the following asymptotic formula:
c(br,k) = Lrc(bk) + o(c(bk)), as k →∞. (4.25)
Proof of (4.25). Let us calculate the cocycle value c(br,k). Set
χj,k = gjb
rj
k g
−1
j .
One has br,k = χ1,k . . . χn,k. Hence, by (2.5),
c(br,k) = c(χ1,k) +Adχ1,kc(χ2,k) + · · ·+Adχ1,k ...χn−1,kc(χn,k). (4.26)
Claim 3. c(χj,k) = rjAdgj c(bk) + o(c(bk)), as k →∞.
Proof For simplicity we prove the claim assuming that rj > 0; for rj ≤ 0 the proof is analogous and
uses (2.6). Writing χj,k = gjbk . . . bkg
−1
j and applying (2.5), (2.6) yields
c(χj,k) = c(gj) + (Adgj +Adgjbk + · · ·+Adgjbrj−1k )c(bk) +Adgjbrjk c(g
−1
j )
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= c(gj) +Adgj (Id+Adbk + · · ·+Adrj−1bk )c(bk)−Adgjbrjk Adg−1j c(gj)
= (Id−Adχj,k )c(gj) + rjAdgj c(bk) +Adgj
rj−1∑
i=1
(Adibk − Id)c(bk). (4.27)
Recall that (since gj ’s are fixed), as k→∞,
dist(bk, 1) = o(1) = o(c(bk)), dist(χj,k, 1) = O(dist(bk, 1)) = o(1) = o(c(bk)), (4.28)
by (4.21) and the definition of χj,k. Hence, the adjoints Adbk , Adχj,k are O(dist(bk, 1)) = o(1) =
o(c(bk))- close to the identity. This implies that the first and third terms in the right-hand side of
(4.27) are o(c(bk)). This together with (4.27) proves the claim. ✷
Claim 3 together with (4.26) and the latter asymptotics of adjoints implies (4.25). ✷
Proof of Claim 2. One has
lim
k→∞
br,k = 1,
since bk → 1 and gj ’s are fixed. Moreover, c(br,k) 6= 0 for large k and Rc(br,k) → Λr, by (4.25), the
invertibility of the operator Lr : Λ→ Λr and since c(bk) 6= 0 and Rc(bk)→ Λ, see (4.21). Now for the
proof of Claim 2 it suffices to show that
dist(br,k, 1) = o(c(br,k)), as k →∞. (4.29)
Indeed, one has
dist(br,k, 1) = O(dist(bk, 1)) = o(c(bk)), (4.30)
by definition and (4.21). On the other hand,
c(bk) = O(c(br,k)). (4.31)
This follows from the invertibility of the operator Lr : Λ → Λr, (4.21) and (4.25). Statements (4.30)
and (4.31) imply (4.29). This proves Claim 2. ✷
Claim 2 implies Proposition 4.12, as was shown above. ✷
Proof of Proposition 4.13. We say that an element g ∈ U is σ- regular, if dσ(g) 6= 0. Set
S = {h ∈ U ∩Γ | h is σ− regular}. Each g ∈ U is a limit of elements of S (by the local nonconstance
of σ and the density of Γ). Hence, it suffices to prove Proposition 4.13 for every g ∈ S. Fix a g ∈ S.
If dσ
dν(g) 6= 0, we set hk = g, and we are done. Thus, in what follows, we assume that
dσ
dν(g)
= 0. (4.32)
Fix a one-dimensional linear subspace Λ′ ⊂ TgG transversal to the hypersurface σ = σ(g), which is
smooth by the σ- regularity of g. Set
Λ = Λ′g−1 ⊂ g.
By Proposition 4.12, there exists a sequence bk ∈ Γ satisfying (4.21). Set
hk = bkg.
Then limk→∞ hk = g. Now it suffices to prove the inequality dσdν(hk) 6= 0 for large k. To do this, we
decompose ν(hk) via the cocycle identity (2.3): c(hk) = c(bk) +Adbkc(g). Thus,
ν(hk) = c(hk)hk = vk + ζk, vk, ζk ∈ ThkG, vk = c(bk)hk, ζk = (Adbkc(g))hk. (4.33)
We show next that the derivative dσ
dvk
dominates dσ
dζk
(Claims 4 and 5 below).
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Claim 4. There exists a p > 0 such that for every k large enough
| dσ
dvk
| > p|c(bk)|. (4.34)
Proof The sequence of lines Rvk tends to Λg = Λ
′ (in the projectivization of the tangent bundle
over G), as k → ∞, by (4.33) and since Rc(bk) → Λ, see (4.21), and hk → g. The limit line Λ′ is
tranversal to the level hypersurface σ = σ(g) at the σ- regular point g. Therefore, there exists a p > 0
such that for every k large enough | dσ
dvk
| > p|vk|. This together with the equality |vk| = |c(bk)| (the
right invariance of the metric) implies (4.34). ✷
Let Gg be the component of G containing g. We measure the distances between the vectors in
TGg (that may belong to distinct tangent spaces) in the metric induced from G.
Claim 5. dist(ζk, ν(g)) = O(dist(bk, 1)), as k →∞.
Proof One has ζk = (Adbkc(g))hk, Adbk = Id+O(dist(bk, 1)), as k →∞. Hence,
ζk = c(g)hk +O(dist(bk, 1)); (4.35)
dist(ζk, ν(g)) ≤ dist(ζk, c(g)hk) + dist(c(g)hk, ν(g)). (4.36)
The first term in the latter right-hand side is O(dist(bk, 1)), by (4.35). The second term is also
O(dist(bk, 1)), since ν(g) = c(g)g and dist(hk, g) = dist(bk, 1) (the right invariance of the metric).
This together with (4.36) proves the claim. ✷
Claim 5 together with (4.32) implies that dσ
dζk
= O(dist(bk, 1)), as k →∞. Hence, | dσdvk | > | dσdζk | for
every k large enough, by Claim 4 and (4.21). This together with the equality ν(hk) = vk + ζk implies
that dσ
dν(hk)
6= 0. Proposition 4.13 is proved. ✷
5 Groups without proximal elements: proof of Lemma 4.7
In this section we assume that the group G contains no proximal elements and prove Lemma 4.7 for
this case. Together with the discussion at the end of Subsection 4.1, this proves Theorem 1.8.
Set ρ = ρ0. In what follows we will be using elements g1, . . . , gn, h ∈ Γ such that Aj = ρ(gj) ∈ ΠC,1
and ρ(h) is sufficiently close to 1 ∈ G, so that h˜ = log(ρ(h)) ∈ g is well-defined and (Aj , ρ(h)) ∈ Π′ for
all j. Here log is a branch of the inverse to exp : g→ G, so that log(1) = 0. Then νj = vAj (exp(h˜)),
by (4.8). Set A = (A1, . . . , An). We consider the mapping Ψ = Ψh˜,ε corresponding to fixed gj, lj and
variable h˜, ε. We first compute the asymptotics of its derivative at 0, as h˜, ε → 0 (Proposition 5.1,
which is an analogue of Proposition 4.10). Then we show that the dominant term in its asymptotic
expression is an injective linear map for appropriate gj , lj and h˜ (Proposition 5.2).
Recall that in the case under consideration sj(u) are complex-valued functions, 0 < |sj(u)| < 1,
and L(Aj) are planes equipped with complex structures. We write the mapping Ψh˜,ε and its derivative
using the following notations. Let us introduce linear 1- forms σj , linear operator Σ and auxiliary
functions Λ
j,h˜,ε
(u˜), Ψ
j,h˜,ε
(u˜):
σj = d ln sj(0) : T0R
n → C, Σ = (σ1, . . . , σn) : T0Rn → Cn, (5.1)
Λ
j,h˜,ε
(u˜) = εslj (Aj)e
σj(u˜)vAj (exp(h˜)) ∈ L(Aj), Ψj,h˜,ε(u˜) = exp ◦Λj,h˜,ε(u˜). (5.2)
Then
Ψ(u˜) = Ψ
h˜,ε
(u˜) = Ψ1,h˜,ε(u˜) . . .Ψn,h˜,ε(u˜). (5.3)
Set
Ψ˜
h˜,ε
(u˜) = Ψ
h˜,ε
(u˜)(Ψ
h˜,ε
(0))−1,
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Yj = Yj(Aj , h˜, lj) = s
lj (Aj)dvAj (h˜) ∈ L(Aj), Y = Y (A, h˜, l) = (Y1, . . . , Yn). (5.4)
Sketch of the proof of Lemma 4.7. Recall that dvAj denotes the differential at 1 of the vector
function vAj , see Remark 2.44. Proposition 5.1 below provides an asymptotic formula for the derivative
Ψ˜′
h˜,ε
(0), as h˜, ε→ 0. The main asymptotic term there is ε times the linear operator
ΩY,Σ =
n∑
j=1
Yjσj : T0R
n → g, (5.5)
which is defined as in Remark 2.31. The principal part of the proof of Lemma 4.7 is Proposition 5.2,
which says that the operator ΩY,Σ is invertible for appropriately chosen gj, l and h˜. To prove that,
we first choose (using the density of ρ(Γ) in G0 and Corollary 4.6) some “preliminary” gj ∈ Γ so that
Aj ∈ ΠC,1,
the operator Σ : T0R
n → Cn is injective, and α(Aj) = arg s(Aj)
pi
/∈ ∪nq=1
1
q
Z. (5.6)
Proposition 2.32 shows that after replacing these gj by appropriate conjugates g˜j = hjgrjh
−1
j (which
consists of replacing Aj by a conjugate A˜j of Arj and σj by σrj ) one can choose some Yj ∈ L(A˜j)
such that the corresponding operator ΩY,Σ from (5.5) is invertible. Here we use only the injectivity
condition from (5.6) and the irreducibility of the adjoint of the group ρ(Γ). For the new g˜j, Proposition
2.33 implies that the latter Yj can be realized as Yj(A˜j , h˜, lj) for some h˜ ∈ g and lj ∈ Z. Here we use
the argument condition from (5.6), which is invariant under conjugation. Lemma 4.7 is deduced from
Propositions 5.1 and 5.2 at the end of the subsection.
We now proceed with the proofs.
Proposition 5.1 Let G be a real Lie group. Let ΠC,1 be the same, as in (2.11), A1, . . . , An ∈ ΠC,1,
l ∈ Zn, h˜ ∈ g. Let Σ = (σ1, . . . , σn) be a collection of R- linear complex-valued 1- forms σj :
T0R
n = Rn → C. Let vAj (y) be the vector function from Proposition 2.43. Let Ψj,h˜,ε, Ψh˜,ε, Ψ˜h˜,ε,
Y = Y (A, h˜, l), ΩY,Σ be as in (5.2)-(5.5). Then
Ψ˜′
h˜,ε
(0) = ε(ΩY,Σ +O(|h˜|2)), as h˜, ε→ 0. (5.7)
Proof Set Ψ˜
j,h˜,ε
(u˜) = Ψ
j,h˜,ε
(u˜)(Ψ
j,h˜,ε
(0))−1.
Claim. Ψ˜′
j,h˜,ε
(0) = ε(Yj +O(|h˜|2))σj , as ε, h˜→ 0.
Proof Let Λ
j,h˜,ε
(u˜) = logΨ
j,h˜,ε
(u˜) ∈ L(Aj) ⊂ g, see (5.2), Tj,h˜,ε : G → G be the right translation
T
j,h˜,ε
(g) = g(Ψ
j,h˜,ε
(0))−1. One has
Ψ˜
j,h˜,ε
= T
j,h˜,ε
◦ exp ◦Λ
j,h˜,ε
. (5.8)
Let us calculate asymptotically the derivative at 0 of the latter composition. Recall that vAj (1) = 0,
see Proposition 2.43, exp′(0) = Id. Hence,
vAj (exp(h˜)) = dvAj (h˜) +O(|h˜|2) = O(|h˜|), as h˜→ 0. (5.9)
Substituting (5.9) and eσj(0) = 1 to the expressions (5.2) for Λ
j,h˜,ε
and Ψ
j,h˜,ε
yields
Λ
j,h˜,ε
(0) = εslj (Aj)(dvAj (h˜) +O(|h˜|2)) = O(ε|h˜|), dist(Ψj,h˜,ε(0), 1) = O(ε|h˜|). (5.10)
Recall that Yj = Yj(Aj , h˜, lj) = s
lj (Aj)dvAj (h˜) = O(|h˜|). Hence, by (5.2) and (5.10),
Λ′
j,h˜,ε
(0) = Λ
j,h˜,ε
(0)σj = ε(Yj +O(|h˜|2))σj . (5.11)
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Writing Ψ˜
j,h˜,ε
and T
j,h˜,ε
in the exponential chart as mappings Rn → g and g→ g yields Ψ˜
j,h˜,ε
=
T
j,h˜,ε
◦Λ
j,h˜,ε
, T ′
j,h˜,ε
= Id+O(ε|h˜|) uniformly on compact sets in g, by (5.8) and (5.10). This together
with (5.11) and the asymptotics Yj = O(|h˜|) implies the claim. ✷
We can now finish the proof of Proposition 5.1. Similarly to (4.18), one has
Ψ˜′
h˜,ε
(0) = Ψ˜′
1,h˜,ε
(0) +AdΨ
1,h˜,ε
(0)Ψ˜
′
2,h˜,ε
(0) + · · ·+AdΨ
1,h˜,ε
(0)...Ψ
n−1,h˜,ε
(0)Ψ˜
′
n,h˜,ε
(0). (5.12)
Each adjoint in (5.12) is Id+O(ε|h˜|), by (5.10), as in the proof of Proposition 4.10. Substituting this
and the formula from the claim to (5.12) yields (5.7), as in the proof of Proposition 4.10. ✷
Proposition 5.2 Let Γ, G, n, ρu satisfy Assumption 4.2 at the beginning of Section 4, and G have no
proximal elements. Let ΠC,1 ⊂ G be the subset from (2.11). Then there exist elements g1, . . . , gn ∈ Γ
with Aj = ρ0(gj) ∈ ΠC,1 that satisfy the following statements. Let sj(u) = s(ρu(gj)), Σ be the same,
as in (5.1), vAj (y) be the vector function from Proposition 2.43, dvAj be its differential at 1. Then for
every h′ ∈ g such that dvAj (h′) 6= 0 for all j there exists an l ∈ Zn such that the operator ΩY (A,h′,l),Σ,
see (5.4), (5.5), is invertible.
Proof Step 1: “preliminary” elements gj satisfying (5.6). Let Π
0 ⊂ Πˆ = ΠC,1 be the open set
from Corollary 4.6: Π0 6= ∅ and arg s(g)|Π0 is locally nonconstant (see Remark 2.41 and the proof of
Corollary 4.6). Fix arbitrary A′1, . . . , A
′
n ∈ Π0 such that α(A′j) =
arg s(A′j)
pi
/∈ Q. Fix a δ > 0 so that
the δ- neighborhood of each A′j consists of elements g ∈ Π0 with α(g) /∈ ∪nq=1 1qZ. The elements gj ∈ Γ
given by Corollary 4.6 with Aj = ρ0(gj) being δ- close to A
′
j and Σ = (σ1, . . . , σn) with σj = d ln sj(0)
satisfy (5.6). Indeed, the inequality on arguments from (5.6) follows by construction. The operator Σ
is injective, since its imaginary part (d(arg s1)(0), . . . , d(arg sn)(0)) is injective (Corollary 4.6).
Step 2: making the operator ΩY,Σ invertible for some Y . Fix elements g1, . . . , gn constructed on
Step 1. The Lie group ρ0(Γ) and the above Aj and σj satisfy the conditions of Proposition 2.32,
by construction. By Proposition 2.32, there exist H1, . . . , Hn ∈ ρ0(Γ), r1, . . . , rn ∈ {1, . . . , n} and
Yj ∈ AdHjL(Arj ), j = 1, . . . , n, such that the operator
∑
j Yjσrj : T0R
n → g is invertible. Without
loss of generality we can assume that Hj = ρ0(hj) for some hj ∈ Γ (density and persistence of
invertibility under perturbations). Fix these hj and set
g˜j = hjgrjh
−1
j , A˜j = ρ0(g˜j), s˜j(u) = s(ρu(g˜j)), σ˜j = σrj = d ln s˜j(0), Σ˜ = (σ˜1, . . . , σ˜n).
Step 3: Let g˜j, A˜j , Σ˜ be as above, A˜ = (A˜1, . . . , A˜n). Fix an arbitrary h
′ ∈ g such that
Y˜j = dvA˜j (h
′) 6= 0 for each j.
Set Y˜ = (Y˜1, . . . , Y˜n). Recall that the operator ΩY,Σ˜ =
∑
j Yj σ˜j is invertible for a certain Y =
(Y1, . . . , Yn), Yj ∈ L(A˜j), and Yj(A˜j , h′, lj) = slj (A˜j)Y˜j , see (5.4). Therefore, there exists a vector
l = (l1, . . . , ln) ∈ Zn such that the operator ΩY (A˜,h′,l),Σ˜ is invertible, by (5.6) and Proposition 2.33
(applied to E = g, Λj = L(A˜j), sj = s(A˜j) = s(Arj ) and Σ˜). This proves Proposition 5.2 for the
above g˜j and Σ˜. ✷
Proof of Lemma 4.7. Fix g1, . . . .gn ∈ Γ, h′ ∈ g and l ∈ Zn satisfying the statements of Proposition
5.2: the operator ΩY (A,h′,l),Σ, see (5.1), (5.4), (5.5), is invertible. Let us show that there exists an
element h ∈ Γ such that for every ε > 0 small enough the derivative Ψ′(0) is invertible. To do this,
we fix a c > 0 and an open cone K ⊂ g, h′ ∈ K, such that for every h′′ ∈ K and each v ∈ T0Rn one
has
||ΩY (A,h′′,l),Σ(v)|| ≥ c||h′′||||v||. (5.13)
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These c and K exist by the linear dependence of the operator ΩY (A,h′′,l),Σ on the parameter h
′′ and
the persistence of its invertibility under small perturbations. By Proposition 5.1,
Ψ˜′
h˜,ε
(0) = ε(Ω
Y (A,h˜,l),Σ + o(h˜)), as h˜, ε→ 0. (5.14)
Fix a ε0 > 0 and a neighborhood W of zero in g such that for every ε < ε0 and each h˜ ∈W
||o(h˜)|| ≤ c
2
||h˜||. (5.15)
(These ε0 and W exist by definition.) Fix a h ∈ Γ such that h˜ = log(ρ0(h)) ∈W ∩K (it exists by the
density of ρ0(Γ) in G0). Then for every ε < ε0 and each v ∈ T0Rn one has
||Ψ˜′
h˜,ε
(0)v|| ≥ c
2
ε||h˜||||v||,
by (5.13)-(5.15). Thus, the derivative Ψ˜′
h˜,ε
(0), and hence, Ψ′(0) is invertible for every ε < ε0. The
proof of Lemma 4.7 is complete. ✷
6 Proof of Theorem 1.2 for arbitrary Lie group
Let G be a real Lie group, Gˆss denote its quotient by the radical of its identity component. The group
Gˆss is semisimple, hence Gss = Ad(Gˆss) is an open subgroup in the semisimple linear algebraic group
Aut(gˆss) = Aut(gss) (see [28], p.214, theorem 1 and problem 3).
Definition 6.1 The above group Gss will be called the canonical semisimple part of G. Let p : G →
Gss denote the quotient projection. Given a representation ρ : Γ → G, the induced representation
ρss = p ◦ ρ : Γ→ Gss ⊂ Aut(gss) is called the canonical semisimple part of ρ.
Without loss of generality we assume that the representation ρ : Γ → G is dense, passing to the
Lie subgroup ρ(Γ) ⊂ G. Recall that Γ is a free group of rank M ≥ 2.
Case 1): G ≃ Gss ⊂ Aut(g) and G has no nontrivial connected normal Lie subgroups.
One has R(Γ, Aut(g)) = (Aut(g))M . Therefore, dim[ρ]X(Γ, Aut(g)) = (M − 1)dimG ≥ dimG (Propo-
sition 2.3 applied to the representation ρ : Γ → Aut(g), see Example 2.4). Hence, ρ is a limit of
non-injective representations (Theorem 1.8).
Case 2): G ≃ Gss, general case. We show that ρ is almost a product of representations for which
Theorem 1.2 is already proved (Proposition 6.2). We then deduce Theorem 1.2 for the representation
ρ using purely algebraic Propositions 6.3 and 6.4 stated below.
Proposition 6.2 Let G be a semisimple Lie group with trivial centralizer of the identity component.
Then there exists a collection of semisimple Lie groups H1, . . . , Hs with trivial centralizers of their
identity components and without nontrivial connected normal Lie subgroups and an injective homo-
morphism
pi : G→ H1 × · · · ×Hs
that is a local diffeomorphism, whose image pi(G) projects surjectively onto each factor Hj.
Proof Each AdG- invariant linear subspace is an ideal in the semisimple Lie algebra g. The only
ideals are direct sums of simple factors of g. Therefore, the adjoint representation of G is a direct sum
of irreducible representations AdG : hj → hj , hj are semisimple Lie algebras, and g = h1⊕· · ·⊕hs. Let
Gj ⊂ G be the connected normal Lie subgroup with the Lie algebra hj . Then take Hi = G/
∏
j 6=iGj .
Recall that G has trivial centralizer of the identity component, which is equivalent to the injectivity
of AdG. The adjoint AdHi = AdG|hi of each group Hi is injective (as is that of G) and irreducible.
Therefore, each group Hi is semisimple with trivial centralizer of the identity component and has
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no nontrivial connected normal Lie subgroups. There is an obvious homomorphism from G to
∏
Hi
satisfying the required conditions. Proposition 6.2 is proved. ✷
Proposition 6.3 Let G = H1 × · · · ×Hs be a direct product of groups H1, . . . , Hs, pij : G → Hj be
the corresponding projections. Let g1, . . . , gs ∈ G be such that pij(gj) = 1 for all j. Then
[. . . [[g1, g2], g3], . . . , gs] = 1. (6.1)
Proof One has pi1([g1, g2]) = pi2([g1, g2]) = 1, since pi1(g1) = pi2(g2) = 1. Analogously pij([[g1, g2], g3]) =
1 for every j = 1, 2, 3, etc. This proves (6.1). ✷
Let pi : G → H1 × · · · × Hs, pij : G → Hj be respectively the homomorphism from Proposition
6.2 and its compositions with the projections to Hj . Each group Hj is isomorphic to an open Lie
subgroup of the linear algebraic group Aut(hj) (triviality of the centralizer of the identity component
and semisimplicity). Each representation pij ◦ ρ : Γ → Hj is dense, as is ρ. Thus, Theorem 1.2 is
already proved for the representations pij ◦ ρ : Γ → Hj ⊂ Aut(hj): for every j = 1, . . . , s there exist
sequences ρjk ∈ R(Γ, Hj) and γjk ∈ Γ \ 1 such that
ρjk → pij ◦ ρ, as k →∞, and ρjk(γjk) = 1. (6.2)
(The representation pij ◦ρ may be not injective; in this case we choose ρjk = pij ◦ρ and γjk independent
on k.) For every k the collection ρ1k, . . . , ρsk lifts to a representation
ρk : Γ→ G such that pij ◦ ρk = ρjk and ρk → ρ, as k→∞
(the local diffeomorphicity of the mapping pi and the freeness of Γ). For every k ∈ N set
wk = [. . . [[γ1k, γ2k], γ3k], . . . , γsk] : ρk(wk) = 1 for every k, (6.3)
by (6.2) and Proposition 6.3 with gj = pi ◦ ρk(γjk). The next proposition shows that replacing some
γjk by their conjugates by appropriate generators of Γ, one can achieve that wk 6= 1.
Proposition 6.4 Let Γ be a noncyclic free group. For every s ∈ N and every γ1, . . . , γs ∈ Γ \ 1 there
exist elements a1, . . . , as ∈ Γ (that may be chosen to be either trivial or some generators of Γ) such
that for γˆj = ajγja
−1
j we have wˆs = [. . . [[γˆ1, γˆ2], γˆ3], . . . , γˆs] 6= 1.
Proof Induction on s.
Induction base: s = 1. Set a1 = 1. The element γˆ1 = γ1 is nontrivial by assumption.
Induction step for s = 2. If [γ1, γ2] 6= 1, set a2 = 1. Otherwise, if [γ1, γ2] = 1, fix a generator a2 of
Γ that does not commute with γ2. Then by construction, wˆ2 = [γ1, γˆ2] 6= 1.
Induction step for arbitrary s. Let we have already constructed aj for j ≤ s− 1 so that wˆs−1 6= 1.
Then as is constructed by applying the above induction step to γ1 replaced by wˆs−1 and γ2 replaced
by γs. By construction, wˆs 6= 1. Proposition 6.4 is proved. ✷
We can assume that wk 6= 1 by replacing γjk by their appropriate conjugates ajkγjka−1jk , |ajk| ≤ 1,
by Proposition 6.4. (The latter inequalities will be used in the next section.) Equalities ρjk(γjk) = 1
and hence, ρk(wk) = 1 remain valid. Thus, the representations ρk are non-injective, and ρk → ρ. This
proves Theorem 1.2.
Case 3): G 6≃ Gss. Let H ⊂ G denote the kernel of the quotient projection p : G → Gss. Its
identity component H0 is the radical of G0. Let Γ be a noncyclic free group.
Proposition 6.5 Let Γ, G, H, H0, Gss be as above, and let s be the derived length of H0: H
(0)
0 = H0,
H
(1)
0 = [H0, H0], H
(2)
0 = [H
(1)
0 , H
(1)
0 ], . . . , H
(s)
0 = 1; H
(s−1)
0 6= 1. For each γ ∈ Γ \ 1 there exists a
γ˜ ∈ Γ \ 1 such that for every nondiscrete representation ρ ∈ R(Γ, G) with ρ(γ) ∈ H one has
ρ(γ˜) = 1; |γ˜| ≤ 4s+2(|γ|+ l(ρ)), l(ρ) = min{|a| | a ∈ Γ \ 1, ρ(a) ∈ G0}+ 2. (6.4)
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Proof First observe that for every g ∈ G0 and h ∈ H one has [g, h] ∈ H0. Indeed, since H is normal
in G, we have [G, h] ⊂ H . Moreover, since the commutator map is continuous and G0 is the identity
component of G, it follows that for every h ∈ H the set [G0, h] is contained in H0. Fix an element
a ∈ Γ \ 1 such that ρ(a) ∈ G0. One can achieve that a does not commute with γ and |a| ≤ l(ρ),
choosing first a with the minimal possible value |a| and then applying conjugation by appropriate
generator of Γ. (This conjugation may increase |a| by at most 2.) Fix a generator b of Γ that does
not commute with [a, γ]. Set inductively
σ0,0 = [a, γ], σ0,1 = [b, σ0,0], σi+1,0 = [σi,0, σi,1], σi+1,1 = [σi,0, σ
−1
i,1 ]; γ˜ = σs,1. (6.5)
The element γ˜ ∈ Γ is nontrivial and ρ(γ˜) = 1 by construction: ρ(σi,j) ∈ H(i)0 for all i, j by definition.
Inequality (6.4) follows from definition. Proposition 6.5 is proved. ✷
Let p : G → Gss be the quotient projection, ρ ∈ R(Γ, G) be an injective dense representation.
The representation ρss = p ◦ ρ : Γ → Gss is also dense and injective. Indeed, if ρss(γ) = 1 for some
γ 6= 1, then ρ is not injective: ρ(γ) ∈ H , hence ρ(γ˜) = 1 for the corresponding γ˜ 6= 1 from (6.4),
- a conradiction to the injectivity of ρ. Thus, Theorem 1.2 is already proved for the representation
ρss. Hence, ρss is a limit of non-injective representations ρss,k : Γ → Gss. The latter can be lifted
to representations ρk : Γ → G such that p ◦ ρk = ρss,k and ρk → ρ, as k → ∞ (by the freeness of
Γ and the submersivity of the projection). The representations ρk are non-injective, as are ρss,k, see
the above argument for ρ and ρss. Hence, ρ is a limit of non-injective representations ρk. The proof
of Theorem 1.2 is complete.
Proof of the Addendum to Theorem 1.2. LetM denote the rank of Γ. We prove the addendum
by induction onM . Without loss of generality we assume that the representation ρ is dense, replacing
G by its Lie subgroup ρ(Γ). Fix an arbitrary sequence of non-injective representations ρr : Γ → G
converging to ρ. These representations are dense, whenever r is large enough (Proposition 2.1). Set
Fr = ρr(Γ) ⊂ G.
Induction base: M = 2. The group Fr is not cyclic for every r large enough, since abelian groups
cannot approximate nonabelian ones. Suppose that Fr is free. Then it has to be of rank 2, and thus,
isomorphic to Γ. In other words, one obtains a non-injective epimorphism ρr : Γ → Fr = Γ. This
contradicts the fact that finitely-generated free groups are Hopfian.
Induction step: M > 2. Suppose the statement of the addendum is proved for the free groups of
ranks less than M . Let us prove it for the given Γ. Suppose Fr are free for all r large enough. Fix
an arbitrary r, for which Fr is free and dense. Let k denote the rank of Fr, and let Γ
′ denote the
abstract free group of rank k. One has k < M , since ρr : Γ→ Fr ≃ Γ′ is a non-injective epimorphism
and the free groups are Hopfian, as in the above argument. The canonical identification I : Γ′ ≃→ Fr
is a dense injective representation of Γ′ to G. The group Γ′ satisfies the statement of the addendum,
by the induction hypothesis. Thus, the representation I is a limit of non-injective representations
φi : Γ
′ → G whose images are not free. The compositions φi ◦ ρr : Γ → G are representations with
the same non-free images that can be chosen arbitrarily close to ρ, taking r and i large enough. This
together with a diagonal sequence argument yields a sequence of representations Γ → G converging
to ρ with non-free images. The induction step is over. The addendum is proved. ✷
7 Approximations by non-injective representations. Proof of
Theorem 1.5
In the proof of Theorem 1.5 we use results of approximations of elements of a semisimple Lie group
by elements of its finitely-generated subgroups. These results are stated in Subsection 7.1 and proved
in the same subsection and Section 8. In Subsection 7.2 we prove Theorem 1.5 as a corollary of more
general Theorem 7.22 stated at the same place. Theorem 7.22 is proved in Subsections 7.3 (case when
G ≃ Gss and G has no nontrivial connected normal Lie subgroups), 7.4 (general case G ≃ Gss) and
7.5 (case G 6≃ Gss).
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1 Approximations by elements of dense subgroups.
Definition 7.1 Given a metric space E, a subset K ⊂ E and a δ > 0, we say that a subset S in E is
a δ- net on K, if for the δ- neighborhood Sδ (respectively, Kδ) of S (respectively, K) we have K ⊂ Sδ
and S ⊂ Kδ.
In what follows (unless we say otherwise), given a point a in a metric space (which will be either
Rn, or a Lie group equipped with a Riemannian metric) and r > 0, we denote
Dr(a) the ball centered at a of radius r, Dr = Dr(0) ⊂ Rn (respectively, Dr = Dr(1) ⊂ G0).
Usually we measure the distance on a connected component of a Lie group in a given left-invariant
Riemannian metric. We use the following property of a left-invariant distance.
Proposition 7.2 Let δ1, δ2 > 0, G be a connected Lie group equipped with a left-invariant Riemannian
metric, K ⊂ G be an arbitrary subset. Let Ω,Ω′ ⊂ G be two subsets such that Ω contains a δ1- net on
K and Ω′ contains a δ2- net on the δ1- ball Dδ1 ⊂ G. Then the product ΩΩ′ ⊂ G contains a δ2- net
on K.
Proof Take an arbitrary x ∈ K and some its δ1- approximant ω ∈ Ω. Then x′ = ω−1x ∈ Dδ1 (the
left invariance of the metric). Take a δ2- approximant ω
′ ∈ Ω′ of x′. Then ωω′ is a δ2- approximant
of x: dist(ωω′, x) = dist(ω′, x′) < δ2. This proves the proposition. ✷
Definition 7.3 A decreasing function ε : R+ → R+ is said to have superlinear decay, if there exists
a X > 0 so that for every c > 1 and x ≥ X we have
ε(cx) < c−1ε(x). (7.1)
Example 7.4 For every κ > 0 the function ε(x) = e−x
κ
has superlinear decay.
Given a free group Γ of rank M and a dense representation ρ : Γ → G, we will approximate the
elements of G by elements ρ(w), w ∈ Γ, so that the approximation rate is controlled by a certain
superlinear decay function ε(|w|), as described below.
For every w ∈ Γ set
Rw : R(Γ, G) = G
M → G : Rw(φ) = φ(w). (7.2)
Let ρ : Γ→ G be a dense representation, ε(x) be a superlinear decay function.
Definition 7.5 Let Γ, M , G, ρ, ε(x) be as above, K ⊂ G0 be a bounded set. We say that G is ε(x)-
approximable on K by ρ(Γ), if there exist a c = c(ρ,K) > 0, a sequence of numbers lm = lm(ρ,K) ∈ N
(called length majorants), lm → ∞, as m → ∞, and a sequence of subsets ΩK,m = ΩK,ρ,m ⊂ Γ such
that for every m ∈ N
|w| ≤ lm for each w ∈ ΩK,m and (7.3)
the subset ρ(ΩK,m) lies in G0 and contains an ε(clm)− net on K. (7.4)
We say that G is ε(x)- approximable on K by ρ(Γ) with bounded derivatives, if c, lm and ΩK,m
satisfying (7.3) and (7.4) may be chosen so that the subset ∪mρ(ΩK,m) ⊂ G0 is bounded and there
exists a neighborhood V ⊂ R(Γ, G) = GM of ρ such that the mappings (7.2) corresponding to w ∈
∪mΩK,m have uniformly bounded derivatives on V .
The next proposition shows that the ε(x)- approximability is metric-independent.
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Proposition 7.6 Let Γ, G, ρ, ε(x) be as above, K ⊂ G0 be a bounded set. Let g1, g2 be two complete
Riemannian metrics on G. Let the group G equipped with the metric g1 be ε(x)- approximable on
K by ρ(Γ) (with bounded derivatives), ΩK,m ⊂ Γ, lm = lm(ρ,K), c1 = c(ρ,K) be the corresponding
sequences and constant from (7.3) and (7.4). Let
δ = max
m
ε(c1lm), Kδ be the closed δ − neighborhood of K in the metric g1.
Then the group G equipped with the metric g2 is also ε(x)- approximable on K by ρ(Γ) (with bounded
derivatives), with respect to the same sequences ΩK,m, lm and the new constant
c2 = c2(ρ,K) = r
−1c1, r = max{ sup
x,y∈Kδ,x 6=y
dg2(x, y)
dg1(x, y)
, 1},
where dgj is the distance in the metric gj, j = 1, 2.
Proof Each set ρ(ΩK,m) contains an ε(c1lm)- net on K in the metric g1. By definition, the latter
net is contained in Kδ and is an rε(c1lm)- net on K in the metric g2. One has
rε(c1lm) ≤ ε(r−1c1lm) = ε(c2lm), whenever m is large enough,
by (7.1). This proves the ε(x)- approximability in the metric g2. Now let the group G equipped
with the metric g1 be ε(x)- approximable on K with bounded derivatives: the set ∪mρ(ΩK,m) be
bounded and the mappings Rw, see (7.2), corresponding to w ∈ ∪mΩK,m have uniformly bounded
derivatives on a bounded neighborhood V of ρ (in the metric g1). Then the set V˜ = ∪w∈∪mΩK,mRw(V )
is bounded and hence, sup
x,y∈V˜ ,x 6=y
dg2(x,y)
dg1(x,y)
< +∞. The latter inequality together with the above
uniform boundedness of the derivatives on V in the metric g1 implies their uniform boundedness on
V in the metric g2. This proves the proposition. ✷
The following proposition shows that the ε(x)- approximability on the unit ball centered at 1
implies the ε- approximability on arbitrary bounded subset in the identity component.
Proposition 7.7 Let Γ, G, ρ, ε(x) be as above, and let the Riemannian metric on G be left-invariant.
Let G be ε(x)- approximable by ρ(Γ) (with bounded derivatives) on the unit ball D1 ⊂ G0. Let c(ρ,D1),
lm(D1) = lm(ρ,D1), ΩD1,m be the corresponding constant and sequences from (7.3) and (7.4). Let
R > 1, ΩR ⊂ Γ be a finite subset such that the set ρ(ΩR) is contained in G0 and forms a 1- net on
DR ⊂ G0,
l(R) = max
w∈ΩR
|w|.
Then G is ε(x)- approximable on DR by ρ(Γ) (with bounded derivatives), where
ΩDR,m = ΩRΩD1,m, lm(DR) = lm(ρ,DR) = l(R) + lm(D1), c(ρ,DR) =
c(ρ,D1)
l(R) + 1
. (7.5)
Proof Let ΩDR,m, lm(DR) be the finite sets and numbers given by (7.5). For every m ∈ N the set
ρ(ΩDR,m) contains a δ(m)- net on DR,
δ(m) = ε(c1lm(D1)), c1 = c(ρ,D1),
by Proposition 7.2 applied to K = DR, Ω = ρ(ΩR), δ1 = 1, Ω
′ = ρ(ΩD1,m), δ2 = δ(m). (The latter
satisfy the conditions of the proposition by ε(x)- approximability on D1.) One has
|w| ≤ lm(DR) for every w ∈ ΩDR,m,
δ(m) ≤ ε(c1(inf
m
lm(D1)
lm(DR)
)lm(DR)) ≤ ε(c(ρ,DR)lm(DR)).
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This follows by definition, (7.5), the inequality lm(D1)
lm(DR)
≥ 1
l(R)+1 and the decreasing of the function ε(x).
If in addition, the subset ∪mρ(ΩD1,m) ⊂ G0 is bounded and the mappings (7.2) with w ∈ ∪mΩD1,m
have uniformly bounded derivatives on a neighborhood V of ρ, then the same holds with ΩD1,m
replaced by ΩDR,m, since the collection ΩR is finite. This proves the ε(x)- approximability on DR
(with bounded derivatives) and Proposition 7.7. ✷
Corollary 7.8 Any Lie group ε(x)- approximable by some ρ(Γ) on the unit ball in its identity com-
ponent (with bounded derivatives) is ε(x)- approximable by ρ(Γ) on each bounded subset of its identity
component (with bounded derivatives).
Definition 7.9 Let Γ be a finitely-generated free group, G be a Lie group. Let ρ : Γ → G be a
dense representation. We say that G is ε(x)- approximable (with bounded derivatives) by ρ(Γ), if it
is ε(x)- approximable on each bounded subset of the identity component G0. We say that G is ε(x)-
approximable (with bounded derivatives), if it is ε(x)- approximable (with bounded derivatives) for
every dense representation ρ : Γ→ G.
Let M denote the rank of Γ. The following well-known question is open. It was stated in [23],
p.624 (without bounds of derivatives) for the groups SU(n).
Question 4. Is it true that each semisimple Lie group having at least one irrational M - tuple
of elements is always ε(x)- approximable with ε(x) = e−x? If yes, does the same hold with bounded
derivatives?
Theorem 7.10 Let G be an arbitrary semisimple Lie group, Γ be a finitely-generated free group,
ρ : Γ → G be a dense representation. Then the group G is ε(x)- approximable by ρ(Γ) with bounded
derivatives, where
ε(x) = e−x
κ
, κ =
ln 1.5
ln 9
, (7.6)
the majorants lm = lm(ρ,D1) form a geometric progression lm+1 = 9lm. (7.7)
Theorem 7.10 follows from Lemma 7.18 and Theorem 7.19 (both formulated below).
We will show that for many Lie groups the above approximation rate can be slightly improved.
To state the corresponding result, let us introduce the following
Definition 7.11 Let g be a Lie algebra with a fixed a positive definite scalar product on it. We say
that g has surjective commutator, if for each z ∈ g there exist x, y ∈ g such that
[x, y] = z. (7.8)
We say that g satisfies the Solovay-Kitaev inequality, if there exists a c > 0 such that for every z ∈ g
there exist x, y ∈ g satisfying (7.8) and such that
|x| = |y| ≤ c
√
|z|. (7.9)
Theorem 7.12 (G.Brown, [4]). Each complex semisimple Lie algebra and each real semisimple split
Lie algebra (see [28], p.288) have surjective commutator.
It is also known that in every connected compact semisimple Lie group and in every connected
complex semisimple Lie group each element is a commutator [11, 24, 25]. The Lie algebras sun satisfy
the Solovay-Kitaev inequality [5, 19, 23]. As it is shown in Subsection 8.1, Brown’s proof of Theorem
7.12 together with simple estimates imply the following
Theorem 7.13 Each complex semisimple Lie algebra and each real semisimple split Lie algebra satisfy
the Solovay-Kitaev inequality.
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Question 5. Is it true that each real semisimple Lie algebra has surjective commutator? If yes,
is it true that it satisfies the Solovay-Kitaev inequality?
The following theorem is implicitly contained in [5, 19, 23].
Theorem 7.14 (R.Solovay, A.Kitaev). Let G be a Lie group whose Lie algebra satisfies the Solovay-
Kitaev inequality, Γ be a finitely-generated free group, and ρ : Γ→ G be a dense representation. Then
G is ε′(x)- approximable by ρ(Γ), where
ε′(x) = e−x
κ′
, κ′ =
ln 1.5
ln 5
, (7.10)
the majorants lm = lm(ρ,D1) form a geometric progression lm+1 = 5lm. (7.11)
Remark 7.15 In fact, in Theorem 7.14 the Lie group is ε′(x)- approximable with bounded derivatives,
with majorants lm(ρ,D1) satisfying (7.11). This can be easily derived from Kitaev’s proof [5, 19, 23].
A proof of this statement is outlined at the end of Subsection 8.2.
Definition 7.16 Let g be a Lie algebra with a fixed positive definite scalar product. We say that g
satisfies the weak Solovay-Kitaev inequality, if there exists a constant c > 0 such that for every z ∈ g,
there exist xj , yj ∈ g, j = 1, 2, such that
z = [x1, y1] + [x2, y2], |xj | = |yj | ≤ c
√
|z|. (7.12)
Remark 7.17 The condition that a Lie algebra satisfies a (weak or strong) Solovay-Kitaev inequality
is independent on the choice of the scalar product, while the corresponding constant c depends on the
scalar product: any two positive scalar products define equivalent norms. A Lie algebra satisfying the
strong Solovay-Kitaev inequality obviously satisfies the weak one.
Lemma 7.18 Each semisimple Lie algebra satisfies the weak Solovay-Kitaev inequality.
Theorem 7.19 Let a Lie group G have a Lie algebra satisfying the weak Solovay-Kitaev inequality.
Let Γ be a finitely-generated free group, ρ : Γ → G be a dense representation. Then the group G is
ε(x)- approximable with bounded derivatives, where ε(x), lm = lm(ρ,D1) are the same as in (7.6) and
(7.7) respectively.
As it is shown in Subsection 8.1, Lemma 7.18 easily follows from Theorem 7.13. Theorem 7.19 is
proved in Subsection 8.2 analogously to the proof from [5, 19, 23] of Theorem 7.14. Together, they
imply Theorem 7.10.
2 Approximations by non-injective representations
Let G be a Lie group, dimG > 0. We fix a Riemannian metric on G. We define the distance between
any two points of G to be the Riemannian distance, if they lie in the same connected component of
G, and the infinity otherwise. Let Γ be a finitely-generated noncyclic free group. The above distance
induces a distance on the space of representations Γ → G as a subset in GM , M = rankΓ. Let
ρ : Γ → G be a nondiscrete injective representation. Theorem 1.5 says that ρ is e−xκ- approximable
by non-injective representations, as in the following definition.
Definition 7.20 Let G, Γ, ρ be as above. Let ε(x) be a superlinear decay function. We say that ρ
is ε(x)- approximable by non-injective representations, if there exist a c = c(ρ) > 0 and sequences of
numbers lr ∈ N (called the relation length majorants), lr → ∞, as r → ∞, elements wr ∈ Γ \ 1 and
representations ρr : Γ→ G such that
ρr(wr) = 1, |wr| ≤ lr and dist(ρr, ρ) < ε(clr) for every r ∈ N. (7.13)
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Remark 7.21 The above definition and the corresponding sequence wr are independent on the choice
of the Riemannian metric on G (while the constant c depends on the metric). The proof of this
statement is analogous to the proof of Proposition 7.6.
Let Gss and ρss : Γ → Gss be the semisimple parts of G and ρ respectively, see Definition 6.1. Note
that dimGss > 0. Indeed, otherwise the group G0, and hence, ρ(Γ)∩G0 are solvable. But the latter is
free noncyclic, being a nontrivial normal subgroup in the noncyclic free group ρ(Γ), - a contradiction.
We will prove Theorem 1.5 as a corollary of the following theorem.
Theorem 7.22 Let Γ, G, Gss, ρ, ρss be as above, and the representation ρss be dense. Let ε(x) be
a superlinear decay function, and the group Gss be ε(x)- approximable with bounded derivatives by
ρss(Γ) (see Definition 7.9). Then ρ is ε(x)- approximable by non-injective representations.
Addendum to Theorem 7.22. Under the assumptions of Theorem 7.22 let lm = lm(ρ,D1)
be the length majorants from (7.3) for the ε(x)- approximations of Gss by ρss(Γ) on the unit ball
D1 ⊂ Gss. Then there exist constants d, q ∈ N depending only on ρ such that ρ is ε(x)- approximable
by non-injective representations with relation length majorants
l′m = dlm, m ≥ q. (7.14)
Proof of Theorem 1.5 modulo Lemma 7.18 and Theorems 7.19, 7.22. Without loss of
generality we assume that the representation ρ is dense, replacing G by its Lie subgroup ρ(Γ). Then
ρss is also dense. The function ε(x) = e
−xκ with κ = ln 1.5ln 9 satisfies the conditions of Theorem 7.22
and its addendum with a majorant sequence lm such that lm+1 = 9lm (Theorem 7.10 applied to the
representation ρss). This, together with Theorem 7.22 and its addendum, see (7.14), implies the ε(x)-
approximability of ρ by non-injective representations with majorants l′m = dlm. This proves Theorem
1.5. ✷
Corollary 7.23 Let Γ, G, Gss, ρ, ρss be as above. Let the semisimple part gss satisfy the Solovay-
Kitaev inequality, and the representation ρss be dense. Then ρ is ε
′(x) = e−x
κ′
- approximable by non-
injective representations, where κ′ = ln 1.5ln 5 , see (7.10). The corresponding relation length majorant
sequence lr can be chosen so that lr+1 = 5lr.
Corollary 7.23 follows from Theorem 7.22 (with the addendum), Theorem 7.14 and Remark 7.15,
analogously to the above proof of Theorem 1.5. Theorem 7.22 together with its addendum are proved
in the next three subsections.
Question 6. Is it true that any injective dense representation of a finitely-generated noncyclic
free group to a Lie group is always e−x- approximable by non-injective representations?
By Theorem 7.22, a positive solution of Question 4 with bounded derivatives (see Subsection 7.1)
would imply a positive answer to Question 6.
3 Proof of Theorem 7.22: case when G ≃ Gss and G has no nontrivial
connected normal Lie subgroups
The representation ρ : Γ → G ⊂ Aut(g) satisfies (4.1) (with G replaced by Aut(g)), analogously to
the discussion at the beginning of Section 6. Fix a left-invariant Riemannian metric on G and an
(Aut(g), X)- immersive deformation ρu of ρ, see Definition 4.1:
ρu : Γ→ G, u ∈ Rn, ρ0 = ρ, ||dρu
du
|| ≤ 1. (7.15)
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The inequality in (7.15) may be achieved by a reparametrization of the given family ρu. We show
that ρ is ε(x)- approximable by appropriate non-injective representations ρvm . To do this, we fix a
converging tuple ({wr}, {kr}, ψ, δ), see Definition 4.9: kr → +∞, as r →∞,
ρk−1r u˜(wr)→ ψ(u˜), ψ : Dδ → ψ(Dδ) ⊂ G0 is a diffeomorphism, (7.16)
the latter convergence being uniform with derivatives on Dδ. Fix an R > 0 such that
ψ(Dδ) ∪ (ψ(Dδ))−1 ⋐ DR ⊂ G0. (7.17)
Recall that G is ε(x)- approximable on DR by ρ0(Γ) with bounded derivatives. Let
Ωm = ΩDR,m ⊂ Γ, l˜m = lm(ρ0, DR), c = c(ρ0, DR) > 0 (7.18)
be the corresponding subset and majorant sequences and constant from Definition 7.5. One has
ρk−1r u˜(wwr) = ρk−1r u˜(w)ρk−1r u˜(wr)→ χw(u˜) = ρ0(w)ψ(u˜), as r →∞, (7.19)
uniformly in u˜ ∈ Dδ, w ∈ ∪mΩm, with derivatives in u˜. Indeed, ρk−1r u˜(w)→ ρ0(w) in the latter sense:
the derivatives dρu(w)
du
are uniformly bounded on a fixed neighborhood V = V (0) ⊂ Rn (Definition 7.5
and (7.15)); kr → ∞ (in particular, k−1r Dδ ⊂ V , whenever r is large enough). This, together with
(7.16), implies (7.19).
Let C > 0 be the Lipschitz constant of the diffeomorphism ψ−1|ψ(Dδ). The limit mappings
χw(u˜)|Dδ , see (7.19), are also diffeomorphisms, and their inverses have the same Lipschitz constant
on the images of Dδ (the left invariance of the metric). Fix a r > 0 such that for every w ∈ ∪mΩm
the mapping u˜ 7→ ρk−1r u˜(wwr) is a diffeomorphism of Dδ onto its image, its inverse is 2C- Lipschitz
there, and ρ0(w
±1
r ) ∈ DR. This r exists by (7.19) and the convergence ρ0(w±1r ) → (ψ(0))±1 ∈ DR,
see (7.16) and (7.17). For each m ∈ N fix an element
ωm ∈ Ωm such that dist(ρ0(ωm), ρ0(w−1r )) < ε(cl˜m). (7.20)
It exists by Definition 7.5 and the inclusion ρ0(w
±1
r ) ∈ DR. Set
w˜m = ωmwr, ψm(u˜) = ρk−1r u˜(w˜m).
Then ψm : Dδ → ψm(Dδ) are diffeomorphisms,
ψ−1m : ψm(Dδ)→ Dδ are 2C − Lipschitz diffeomorphisms, (7.21)
by the choice of r. We assume that ε(cl˜m) < R, restricting ourselves to sufficiently large m’s. Thus,
ρ0(ωm) ∈ D2R, by (7.20). Consider the right translations G → G: x 7→ xg. Let K denote the
maximum of norms of their derivatives in x at x ∈ D2R for all g ∈ D2R. One has ψm(0) = ρ0(w˜m) =
ρ0(ωm)ρ0(wr),
dist(ψm(0), 1) ≤ Kdist(ρ0(ωm), ρ0(w−1r )) < Kε(cl˜m), (7.22)
by the definition of K, the inclusions ρ0(w
±1
r ), ρ0(ωm) ∈ D2R and (7.20). By (7.21) and (7.22), for
every m large enough (so that Kε(cl˜m) <
δ
2C ) there exists a u˜m ∈ Dδ such that
ψm(u˜m) = 1, |u˜m| ≤ 2Cdist(ψm(0), 1) < 2CKε(cl˜m) < δ. (7.23)
Let vm = k
−1
r u˜m, lm = lm(D1) be the length majorants for the ε(x)- approximations on D1 by ρ(Γ):
l˜m = l(R) + lm ≥ lm, l(R) is the same, as in (7.5). (7.24)
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By (7.23), (7.24) and elementary inequalities, we have:
ρvm(w˜m) = ψm(u˜m) = 1, |w˜m| ≤ |ωm|+ |wr| ≤ l˜m + |wr | ≤ l′m = dlm, d = l(R) + |wr |+ 1,
dist(ρvm , ρ0) ≤ |vm| ≤ |u˜m| < 2CKε(cl˜m) ≤ 2CKε(clm) ≤ ε(c′l′m), c′ =
c
2CKd
for every m large enough, by the inequality in (7.15), (7.23) and (7.1). The elements w˜m ∈ Γ
are nontrivial, since ψm(u˜) = ρk−1r u˜(w˜m) 6≡ 1, by the diffeomorphicity of ψm. The three latter
statements together imply that the injective representation ρ = ρ0 is ε(x)- approximable by non-
injective representations ρvm with relation length majorants l
′
m = dlm. This proves Theorem 7.22 and
its addendum.
4 Proof of Theorem 7.22: general case G ≃ Gss
Let pi : G → H1 × · · · × Hs be the homomorphism from Proposition 6.2, pij : G → Hj be the
compositions of pi with the product projections. Theorem 7.22 and its addendum are already proved
for each group Hj . We fix some left-invariant Riemannian metrics on the groups Hj . The pi- pullback
of their product yields a left-invariant metric on G. Each pij is surjective and maps D1 ⊂ G0 onto
D1 ⊂ Hj without increasing distances, by the choice of the metrics. Set ρj = pij ◦ ρ. Then, each
representation ρj is dense, as is ρ, the group Hj is ε(x)- approximable by ρj(Γ) on D1 ⊂ Hj with
bounded derivatives, as is G. The ε(x)- approximating subsets Ωm = ΩD1,m, the majorants lm =
lm(D1) and the constant c = c(ρ,D1) > 0 corresponding to G and ρ are the same for Hj and ρj . Each
ρj is a limit of a representation sequence ρjm : Γ→ Hj such that there exist a dj ∈ N and a sequence
wjm ∈ Γ \ 1 for which
ρjm(wjm) = 1, |wjm| ≤ ljm = dj lm, dist(ρjm, ρj) < ε(cljm) ≤ ε(clm). (7.25)
This follows from Theorem 7.22 and its addendum, applied to each representation ρj : Γ → Hj ,
and (7.1). (If ρj is not injective, then we set ρjm = ρj and choose wjm independent on m, and set
dj = |wjm|.) The representations ρjm may be lifted to representations
ρm : Γ→ G, pij ◦ ρm = ρjm, dist(ρm, ρ) ≤ smax
j
dist(ρjm, ρj) < sε(clm), (7.26)
by the freeness of Γ and (7.25). By construction, ρm → ρ, as m→∞. Set
wm = [. . . [[w1m, w2m], w3m], . . . , wsm] : ρm(wm) = 1, (7.27)
by (7.25) and Proposition 6.3 applied to gj = pi ◦ ρm(wjm). One can achieve that wm 6= 1 replacing
wjm by their conjugates with appropriate generators of Γ (Proposition 6.4). The latter operation may
increase |wjm| no more than three times. The representations ρm and the elements wm ∈ Γ \ 1 thus
constructed satisfy the following statements:
ρm(wm) = 1, |wm| ≤ 3× 4s−1max
j
|wjm| ≤ l˜m, l˜m = dlm, d = 3× 4s−1 ×max
j
dj ,
dist(ρm, ρ) < sε(clm) ≤ ε(c˜l˜m), c˜ = c
ds
,
for largem, by (7.26). Thus, ρ is ε(x)- approximable by non-injective representations ρm with relation
length majorants l˜m = dlm. This proves Theorem 7.22 and its addendum.
5 Proof of Theorem 7.22: case G 6≃ Gss
Let H ⊂ G be the kernel of the quotient projection p : G → Gss. Fix arbitrary left-invariant
Riemannian metrics on G and Gss. The representation ρss = p◦ρ is injective, as at the end of Section
44
6. Recall that by the conditions of Theorem 7.22, the representation ρss is dense, and the group Gss
is ε(x)- approximable by ρss(Γ) on D1 with bounded derivatives. Let lm be the corresponding length
majorants. By Theorem 7.22 and its addendum, already proved for ρss, there exist c > 0, d ∈ N and
representations ρss,m : Γ→ Gss and wm ∈ Γ \ 1 such that for all sufficiently large m
ρss,m(wm) = 1, |wm| ≤ l′m = dlm, dist(ρss,m, ρss) < ε(cl′m). (7.28)
The representations ρss,m may be lifted to representations ρm : Γ→ G such that
ρss,m = p ◦ ρm, dist(ρm, ρ) ≤ Kdist(ρss,m, ρss) < Kε(cl′m), (7.29)
where K > 0 is a constant depending on the metrics on G and Gss and ρ. One has ρm(wm) ∈ H , by
(7.28). Let w˜m ∈ Γ \ 1 be the elements from (6.4) corresponding to wm, l(ρm) be the corresponding
constant from (6.4). Note that l(ρm) = l(ρ) for all m large enough, since ρm → ρ. Let s be the derived
length of H0. Then
ρm(w˜m) = 1, |w˜m| ≤ 4s+2(|wm|+ l(ρ)) ≤ l˜m = d˜lm, d˜ = 4s+2(d+ l(ρ)),
dist(ρm, ρ) < Kε(cl
′
m) ≤ Kε(clm) < ε(c˜l˜m), c˜ =
c
Kd˜
,
whenever m is large enough, by (7.28), (7.29) and (7.1). Thus, ρ is ε(x)- approximable by non-
injective representations ρm with relation length majorants l˜m = d˜lm. The proof of Theorem 7.22 and
its addendum is complete.
8 Approximability of semisimple Lie groups
In this section we first prove Theorem 7.13 and Lemma 7.18, and then Theorem 7.19.
1 The Solovay-Kitaev inequality: Theorem 7.13 and Lemma 7.18
Proof of Theorem 7.13. The proof repeats the arguments from [4] (pp.765-767) with additional
estimates. (The result and the arguments from the paper [4] were independently rediscovered and
explained to the author by J.-F.Quint.) We prove Theorem 7.13 for the real semisimple split Lie
algebras g; the proof for the complex semisimple Lie algebras is analogous. Let G be the identity
component of Aut(g). Fix a subalgebra h ⊂ g corresponding to a maximal connected R- split torus
in Aut(g). Its adjoint action adh : g → g is R- diagonalizable. The non-identically zero eigenvalues
of the latter action are the values of the roots of h: the restrictions to h of the roots of the complex
Cartan subalgebra hC ⊂ gC. Set
E = the sum of the root eigenlines of adh : g = h⊕ E; adh(E) = E.
Remark 8.1 A regular element x˜ ∈ h induces a linear automorphism adx˜ : E → E. Therefore, each
z ∈ E is a Lie bracket: [x˜, (adx˜ |E)−1z] = z.
It was shown in [4] that each element of g has a conjugate in E. As it is shown below, Theorem
7.13 is easily implied by the following more precise lemma.
Lemma 8.2 There exists a compact subset K ⊂ G such that each element of g is conjugate to an
element of E by an element of K.
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Proof Without loss of generality we assume that the Lie algebra g is simple. Let Φ ⊂ h∗ denote
the collection of the roots of h. Let {eβ}β∈Φ be the standard adh- eigenbase of E, and let hβ be the
corresponding elements of h:
[hβ , e±β] = ±2e±β, [eβ, e−β] = hβ , E = ⊕β∈ΦReβ . (8.1)
Fix a system ∆ ⊂ Φ of simple roots, i.e., an integer root basis (see Subsection 2.5).
Proposition 8.3 For every α ∈ ∆ there exists a compact subset Kα ⊂ G such that each element of
g is conjugate to an element v ∈ g of the following type by an element of Kα:
v =
∑
φ∈∆\α
cφhφ +
∑
β∈Φ
aβeβ . (8.2)
Proof Recall that the collection {hφ}φ∈∆ is a basis of h, and its union with {eβ}β∈Φ is a basis of g.
Fix a positive scalar product on g for which the latter basis of g is orthogonal. Let pi : g → h denote
the projection along E. We write each v ∈ g as follows:
v = piv +
∑
β∈Φ
aβ(v)eβ .
For every α ∈ ∆, v ∈ g \ 0 and δ > 0 set
qα(v) =
|aα(v)|
|v − aα(v)eα| ∈ [0,+∞], Vδ(α) = {v ∈ g \ 0 | qα(v) > δ} :
g \ (∪δVδ(α)) = Hα = {aα(v) = 0} = h⊕⊕β∈Φ\αReβ . (8.3)
Claim 1. For every α ∈ ∆ there exist a δ0 > 0 and a finite subset Pα ⊂ G such that each element
of g \ 0 is conjugate to an element of Vδ0(α) by an element of Pα.
Proof Fix an α ∈ ∆. The vector spaces AdgHα, g ∈ G, have zero intersection. Indeed, otherwise
their intersection would be a nontrivial AdG- invariant subspace in g, - a contradiction to the simplicity
of g. Therefore, there exists a finite collection of elements g1, . . . , gk ∈ G such that the images AdgjHα
have zero intersection. Then there exists a δ0 > 0 such that ∪jAdgjVδ0 (α) = g \ 0, by (8.3). This
proves the claim for Pα = {g−11 , . . . , g−1k }. ✷
Fix an α ∈ ∆ and the corresponding δ0 and Pα from Claim 1. Let us fix a u ∈ g \ 0 and show that
it is conjugate to an expression (8.2) by an element from a compact subset in G. Applying conjugation
by a g ∈ Pα one can achieve that u ∈ Vδ0(α) (Claim 1). Let piu =
∑
φ∈∆ cφhφ, s =
cα(u)
aα(u)
: |s| ≤ δ−10 ,
by definition. Then the conjugate Adexp(se−α)u has the type (8.2), by (8.1). This proves Proposition
8.3 for Kα = exp([−δ−10 , δ−10 ]e−α)Pα. ✷
Now let us prove Lemma 8.2 by induction on the rank r of g.
Induction base: r = 1. Then Lemma 8.2 follows from Proposition 8.3.
Induction step. Let us prove Lemma 8.2 for the given Lie algebra g, assuming it is already proved
for the algebras of smaller ranks. Fix an α ∈ ∆ and the corresponding set Kα from Proposition 8.3.
Let Φα ⊂ Φ denote the collection of those roots that are integer linear combinations of the roots from
∆ \ α. The linear subspace tα ⊂ g generated by the vectors hφ with φ ∈ ∆ \ α and eβ with β ∈ Φα
is a semisimple Lie algebra, and hence, a direct sum of simple Lie algebras ([4], p.765, Lemma 4.2).
Let Tα ⊂ G be the connected (virtual) Lie subgroup corresponding to the subalgebra tα. Lemma 8.2
is already proved for each simple summand of tα (the induction hypothesis), and hence, for the whole
tα and the group Ad(Tα) ⊂ Aut(tα). Thus, there exists a compact subset K ′ ⊂ Tα such that each
element of tα is conjugate to an element of E ∩ tα by an element of K ′.
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Fix a v ∈ g\ 0. Let us show that v is conjugate to an element of E by an element of some compact
subset in G. Without loss of generality we assume that v has the type (8.2), applying a conjugation
by an element of Kα. Let u ∈ tα denote the tα- part of v:
u =
∑
φ∈∆\α
cφhφ +
∑
β∈Φα
aβeβ .
The element u is conjugate to an element of E by an element g ∈ K ′ ⊂ Tα. The difference v − u is
a linear combination of vectors eβ with β /∈ Φα. The conjugation sends each of these vectors eβ to a
linear combination of the vectors eγ with γ ≡ β modulo the integer linear combinations of the roots
from Φα. Therefore, γ 6= 0, Adg(v − u) ∈ E and hence, Adgv ∈ E. This proves Lemma 8.2 for the
compact subset K = K ′Kα ⊂ G. ✷
Now let us prove Theorem 7.13. Fix a positive definite scalar product on g. Fix a regular element
x˜ ∈ h. Take an arbitrary z ∈ g. Let g ∈ K be an element such that Adgz ∈ E (which exists by Lemma
8.2). Set
x′ = Ad−1g x˜, y
′ = Ad−1g (adx˜ |E)−1Adgz, L = max
g∈K∪K−1
||Adg||,
x = x′
√
|y′|
|x′| , y = y
′
√
|x′|
|y′| , c =
√
L3|x˜|||(adx˜ |E)−1|| (8.4)
These x, y and c satisfy the Solovay-Kitaev inequality (7.9). Indeed, [x, y] = z by construction and
Remark 8.1 applied to Adgz instead of z; |x| = |y| =
√|x′||y′| ≤ c√|z|, by elementary inequalities.
Theorem 7.13 is proved. ✷
Proof of Lemma 7.18. Let g be a real semisimple Lie algebra. Fix a positive definite scalar product
on g and extend it to a Hermitian norm on gC. The complexification gC satisfies the Solovay-Kitaev
inequality (Theorem 7.13). Let c > 0 denote the corresponding constant. Thus, for every z ∈ g there
exist x, y ∈ gC such that
[x, y] = z, |x| = |y| ≤ c
√
|z|; x = x1 + ix2, y = y1 + iy2.
Taking real part yields
[x1, y1] + [−x2, y2] = z, |xj |, |yj | ≤ |x| = |y| ≤ c
√
|z|.
Now for every j let us replace xj and yj by their rescalings with equal moduli, as in (8.4). The new xj
and yj thus obtained satisfy the weak Solovay-Kitaev inequality with the above constant c. Lemma
7.18 is proved. ✷
2 Approximations with weak Solovay-Kitaev property. Proof of Theorem
7.19
First we give a proof of Theorem 7.19. It is similar to the proof of Theorem 7.14 given in [5, 19, 23].
The proof of the boundedness of derivatives in Theorem 7.14 (see Remark 7.15) will be briefly discussed
at the end of the subsection.
Let G be a Lie group whose Lie algebra satisfies the weak Solovay-Kitaev inequality (7.12), c be
the constant from (7.12). The group G is equipped with a left-invariant Riemannian metric. Let Γ
be a free group with M ≥ 2 generators, ρ : Γ → G be a dense representation. For every subset Ω in
either Γ, or G, set
Ω′′ = {[x1, y1][x2, y2] | xi, yi ∈ Ω}.
For the proof of Theorem 7.19 it suffices to show that the group G is ε(x)- approximable on the unit
ball D1 ⊂ G0 by ρ(Γ) with bounded derivatives, where the function ε(x) and the length majorants
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lm = lm(ρ,D1) are the same as in (7.6) and (7.7). In (8.17) we construct the corresponding subsets
Ωm = ΩD1,m ⊂ Γ by induction on m so that each element of Ωm+1 is a product of an element of Ωm
and some (iterated) commutators of elements of ∪k≤mΩk. To show that ρ(Ωm) contains a net on D1
with appropriate radius, we use the following lemma. It implies that if Ω ⊂ G0 is a δ- net on D1, then
the product ΩΩ′′ contains a c′′δ
3
2 - net on D1, c
′′ > 0 is a constant depending only on the metric of
G, the constant δ is arbitrary (small enough).
Lemma 8.4 Let G be a connected Lie group whose Lie algebra satisfies the weak Solovay-Kitaev
inequality (7.12). Then there exist constants c′, c′′ > 0 such that for every δ > 0 small enough and
each δ- net Ω on Dc′
√
δ ⊂ G the set Ω′′ contains a c′′δ
3
2 - net on Dδ. (The constant c
′ may be chosen
arbitrarily close to the corresponding constant c from inequality (7.12).)
Proof Fix an arbitrary c′ > c. For every small δ > 0 and every z ∈ Dδ set
v = log z ∈ g : |v| = dist(z, 1)(1 + o(1)) ≤ δ(1 + o(1)), as δ → 0, (8.5)
v = [u1, v1] + [u2, v2], ui, vi ∈ g, |ui| = |vi| ≤ c
√
|v| ≤ c
√
δ(1 + o(1)) < c′
√
δ, (8.6)
whenever δ is small enough (depending on G and the choice of c′), by (7.12) and (8.5). Set
x˜i = expui, y˜i = exp vi : x˜i, y˜i ∈ Dc′√δ, (8.7)
by (8.6) and the left invariance of the metric.
Claim 2. dist(z, [x˜1, y˜1][x˜2, y˜2]) = O(δ
3
2 ), as δ → 0. The “O” is uniform in z, x˜i, y˜i.
Proof We use the following asymptotic relations between products and commutators in Lie group
and sums and brackets in its Lie algebra:
dist(exp(a+ b), exp a exp b) = O(|a||b|), as a, b→ 0, (8.8)
dist(exp([u, v]), [expu, exp v]) = O(|u|3 + |v|3), as u, v→ 0. (8.9)
Formula (8.8) is obvious.
Proof of (8.9). One has
[expu, exp v] = expu exp v exp(−u) exp(−v) = exp(Adexpuv) exp(−v),
Adexpuv = v + [u, v] +O(|u|3 + |v|3).
Substituting the latter formula to the above right-hand side yields
[expu, exp v] = exp(([u, v] +O(|u|3 + |v|3)) + v) exp(−v) = exp([u, v] +O(|u|3 + |v|3)),
by formula (8.8) applied to a = [u, v] +O(|u|3 + |v|3) and b = v. This proves (8.9). ✷
Set a = [u1, v1], b = [u2, v2]: z = exp(a+ b); |a|, |b| = O(δ), by (8.5) and (8.6). One has
dist(z, exp([u1, v1]) exp([u2, v2])) = O(δ
2), (8.10)
by (8.8). Set u = ui, v = vi: |u| = |v| = O(
√
δ), by (8.6). Then
dist(exp([ui, vi]), [x˜i, y˜i]) = O(δ
3
2 ),
by (8.9). Substituting the latter equality to (8.10) yields the claim. ✷
Claim 3. Let δ > 0, Ω be a δ- net on Dc′
√
δ, z ∈ Dδ. Let v, ui, vi and x˜i, y˜i be the same, as in
(8.6) and (8.7). Let xi, yi ∈ Ω be some δ- approximants of x˜i and y˜i respectively. Then
dist(z, [x1, y1][x2, y2]) = O(δ
3
2 ), as δ → 0; the “O” is uniform in z, Ω, xi, yi. (8.11)
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Proof The mapping G × G → G, (g, h) 7→ [g, h], restricted to D∆ × D∆ has derivative with
norm bounded by O(∆), as ∆ → 0. Set ∆(δ) = c′√δ + δ. One has xi, x˜i, yi, y˜i ∈ D∆(δ) and
dist(xi, x˜i), dist(yi, y˜i) < δ for each i = 1, 2, by definition and (8.7). Therefore, dist([xi, yi], [x˜i, y˜i]) =
O(δ∆(δ)) = O(δ
3
2 ). This together with Claim 2 implies (8.11). ✷
There exists a constant c′′ > 0 (depending only on c′ and the metric of G) such that the “O” in
(8.11) is less than c′′δ
3
2 , whenever δ is small enough. Then [x1, y1][x2, y2] ∈ Ω′′ is a c′′δ 32 - approximant
of z, by Claim 3. This proves Lemma 8.4. ✷
Let c′, c′′ be the constants from Lemma 8.4 (applied to the identity component G0 of G). Choosing
them big enough, without loss of generality everywhere below we can assume that
c′, c′′ > 1. (8.12)
Fix a 0 < δ < 1 small enough that satisfies the statements of Lemma 8.4 and the inequality
c′′δ
3
2 < δ. (8.13)
Consider a sequence of positive numbers δm > 0 defined recursively as follows:
δ1 = δ, δm+1 = c
′′δ
3
2
m. (8.14)
Then δm ց 0 superexponentially fast, by (8.13). Fix a finite subset Ω ⊂ Γ so that
ρ(Ω) is a δ − net on D1 ⊂ G0.
We define sequences of subsets Ωm, Ω˜m ⊂ Γ by induction in m as follows:
Ω1 = Ω, Ω˜1 = {w ∈ Ω1 | ρ(w) ∈ D2c′√δ1 ⊂ G0}, (8.15)
Ω2 = Ω1Ω˜
′′
1 , Ω˜2 = {w ∈ Ω2 | ρ(w) ∈ D2c′√δ2 ⊂ G0}, (8.16)
Ωm+1 = ΩmΩ˜
′′
m, Ω˜m+1 = Ω˜
′′
m−1Ω˜
′′
m for every m ≥ 2. (8.17)
We show that the sequence of collections Ωm, the set K = D1 ⊂ G0 and the numbers
lm = 9
m−1l1, l1 = max
w∈Ω
|w|, (8.18)
satisfy the statements of Definition 7.5 (the ε(x)- approximability on D1 with bounded derivatives),
whenever δ is small enough. To do this, it suffices to show that
|w| ≤ lm for every w ∈ Ωm and each m ∈ N, (8.19)
the subset ρ(Ωm) ⊂ G0 contains a δm − net on D1 for all m ∈ N, (8.20)
there exists a cˆ > 0 (depending on δ and Ω) such that δm < ε(cˆlm) for all m ∈ N, (8.21)
the subset ρ(∪mΩm) ⊂ G0 is bounded, (8.22)
there exists a neighborhood V ⊂ GM = R(Γ, G) of ρ where the mappings from (7.2):
Rw : V → G, Rw(φ) = φ(w), w ∈ ∪mΩm, have uniformly bounded derivatives. (8.23)
Statements (8.20) and (8.21) imply that the set ρ(Ωm) contains an ε(cˆlm)- net on D1. This together
with (8.19), (8.22) and (8.23) proves the ε(x)- approximability of G on D1 by ρ(Γ) with bounded
derivatives. This proves Theorem 7.19.
Statements (8.19)-(8.23) are proved below. Statement (8.19) will be proved for arbitrary δ, while
statements (8.20)-(8.23) will be proved for every δ small enough (as it will be specified at the beginning
of the proof of each one of these statements).
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Proof of (8.19). We prove (8.19) and the next auxiliary inequality by induction on m:
|w| ≤ lm for every w ∈ Ω˜m. (8.24)
Induction base. For m = 1 inequalities (8.19), (8.24) follow from definition and (8.15).
Induction step. Let (8.19), (8.24) hold for all m ≤ j. Let us prove them for m = j + 1. One has
|w| ≤ 8lk for every w ∈ Ω′′k ∪ Ω˜′′k , k ≤ j, (8.25)
since w = [x1, y1][x2, y2], xi, yi ∈ Ωk ∪ Ω˜k, and |xi|, |yi| ≤ lk (the induction hypothesis).
First let us prove (8.19). For every w ∈ Ωj+1 one has
w = w1w2, w1 ∈ Ωj , w2 ∈ Ω˜′′j , |w1| ≤ lj , |w2| ≤ 8lj,
by (8.16), (8.17), (8.25) and the induction hypothesis of (8.19). Therefore, |w| ≤ 9lj = lj+1. Inequality
(8.19) for m = j + 1 is proved.
Now let us prove inequality (8.24). Let w ∈ Ω˜j+1. If j + 1 = 2, then Ω˜j+1 ⊂ Ωj+1, see (8.16), and
inequality (8.19) (already proved) implies (8.24). Let now j + 1 ≥ 3. Then
w = w1w2, w1 ∈ Ω˜′′j−1, w2 ∈ Ω˜′′j , |w1| ≤ 8lj−1, |w2| ≤ 8lj,
by (8.25). This together with the inequality 8lj−1 + 8lj = (1 − 19 )lj + 8lj < 9lj = lj+1 proves (8.24)
for m = j + 1. The induction step is over. Inequalities (8.19) and (8.24) are proved. ✷
Proof of (8.20). One has
2c′
√
δ < 1, δm < c
′√δm, δm−2 > c′
√
δm for every m ∈ N, (8.26)
whenever δ is small enough. We prove (8.20) for those δ that satisfy the statements of Lemma 8.4
and (8.26) by induction on m. We use and prove simultaneously (by induction) that
the set ρ(Ω˜′′m) contains a δm+1 − net on Dδm for every m. (8.27)
Induction base: m=1,2. The set ρ(Ω1) is a δ1- net on D1 by definition. This proves (8.20) for
m = 1. Let us prove (8.27) for m = 1. The set ρ(Ω˜1) consists of those elements of the above δ1- net
that lie in the ball D2c′
√
δ1
(by definition). Therefore, ρ(Ω˜1) contains a δ1- net on D2c′
√
δ1−δ1 ⊃ Dc′√δ1
(the middle inequality in (8.26)). Hence, the set ρ(Ω˜′′1 ) contains a δ2 = c
′′δ
3
2
1 - net on Dδ1 (Lemma
8.4). This proves (8.27) for m = 1.
The set ρ(Ω2) = ρ(Ω1)ρ(Ω˜
′′
1 ) contains a δ2- net on D1, since ρ(Ω1) is a δ1- net on D1, ρ(Ω˜
′′
1)
contains a δ2- net on Dδ1 (as was shown above) and by Proposition 7.2. This proves (8.20) for m = 2.
The set ρ(Ω˜′′2 ) contains a δ3- net on Dδ2 , analogously to the previous similar statement on ρ(Ω˜′′1 ). This
proves statement (8.27) for m = 2.
Induction step: m ≥ 3. Assume that statements (8.20), (8.27) hold for indices less than m. Let
us prove them for the given m. The collection ρ(Ωm) = ρ(Ωm−1)ρ(Ω˜′′m−1) contains a δm- net on D1,
since ρ(Ωm−1) contains a δm−1- net on D1 and ρ(Ω˜′′m−1) contains a δm- net on Dδm−1 (the induction
hypothesis). This proves (8.20). Similarly, the set ρ(Ω˜m) = ρ(Ω˜
′′
m−2)ρ(Ω˜′′m−1) contains a δm- net on
Dδm−2 , since ρ(Ω˜
′′
m−2) contains a δm−1- net on Dδm−2 and ρ(Ω˜
′′
m−1) contains a δm- net on Dδm−1 .
One has δm−2 > c′
√
δm, by (8.26). Hence, the set ρ(Ω˜m) contains a δm- net on Dc′
√
δm
. Thus, the set
ρ(Ω˜′′m) contains a δm+1 = c′′δ
3
2
m- net on Dδm (Lemma 8.4). This proves (8.27). The induction step is
over. Statements (8.20) and (8.27) are proved. ✷
Proof of (8.21). We prove (8.21) for every δ satisfying the inequality (c′′)2δ < 1. Set q =
− ln((c′′)2δ) > 0. More precisely, we show that
δm < ε(cˆlm) = e
−(cˆlm)κ for every m ∈ N, where κ = ln 1.5
ln 9
, cˆ =
q
1
κ
l1
. (8.28)
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Indeed, the sequence ln δm is the orbit of ln δ1 = ln δ under the affine mapping L(x) =
3
2x + ln c
′′,
which has a fixed point x0 = −2 ln c′′ < 0, see (8.12). Hence,
ln δm = x0 + (
3
2
)m−1(ln δ − x0) = x0 − (3
2
)m−1q, (8.29)
since ln δ − x0 = ln δ + 2 ln c′′ = −q by definition. Recall that x0 < 0. Therefore,
ln δm < −(3
2
)m−1q = −9κ(m−1)q = −( lm
l1
)κq = −(cˆlm)κ, (8.30)
by definition and (8.29). Exponentiating (8.30) yields (8.28) and proves (8.21). ✷
Proof of (8.22) and (8.23). We consider a neighborhood GˆC ⊃ G of G in its complexification
equipped with the natural structure of (local) complex Lie group. We denote GˆC,0 the identity
component of GˆC, which is a connected neighborhood of G0. The left-invariant Riemannian metric
on G extends to a left-invariant Riemannian metric on GˆC. By definition,
Ωm = Ω1Ω
′
m−1, Ω
′
k = Ω˜
′′
1 . . . Ω˜
′′
k , for m ≥ 2, k ≥ 1. (8.31)
The collections Ωm, Ω
′
m depend on δ and Ω. In (8.34) we define a continuous function τ = τ(δ) in
small δ, τ(0) = 0. We show that for every small δ and any choice of Ω there exists a neighborhood
U ⊂ GˆM
C
of ρ ∈ R(Γ, G) = GM ⊂ GˆM
C
such that each mapping Rw : R(Γ, G)→ G, Rw(φ) = φ(w), see
(7.2), with w ∈ ∪mΩ′m extends to a holomorphic mapping
Rw : U → Dτ(δ) ⊂ GˆC,0. (8.32)
Then the Cauchy bound for derivative of holomorphic function implies (8.23).
In what follows all the balls Dq ⊂ GˆC,0 under question are complex. Fix constants c˜, σ > 0 (which
obviously exist) such that for every q ≤ σ the commutator mapping G×G→ G:
(x, y) 7→ [x, y] extends to a holomorphic mapping Dq ×Dq → Dc˜q2 ⋐ GˆC,0. (8.33)
Proof of (8.32). Let c′ be the constant from (8.15), c˜, σ be the constants from (8.33). Consider
the sequence τm = τm(δ) > 0 defined recursively as follows and their sum τ :
τ1 = τ2 = 4c
′√δ, τj = 4c˜max{τ2j−2, τ2j−1} for j ≥ 3; τ = τ(δ) =
∞∑
j=1
τj . (8.34)
Recall that GˆC is an open subset of a complex manifoldM with a holomorphic multiplication operation
GˆC × GˆC →M. It is equipped with a left-invariant Riemannian metric.
There exists a δ0 > 0 such that τj(δ0) ց 0 superexponentially fast in j ≥ 2. The sum τ(δ) is
an increasing continuous function in 0 ≤ δ ≤ δ0, since so are τj(δ), τ(0) = 0. Fix this δ0 so that in
addition, for every 0 ≤ δ ≤ δ0
τ(δ) < min{σ, 1
6
dist(1, ∂GˆC,0)} : Dτj ⋐ D5τ ⋐ GˆC,0. (8.35)
Fix a δ ∈ (0, δ0]. Take a neighborhood U ⊂ GˆMC of ρ where the mappings Rw, w ∈ Ω˜1 ∪ Ω˜2, are
holomorphic and such that
Rw(U) ⊂ Dτ1 = Dτ2 ⊂ GˆC,0 for every w ∈ Ω˜1 ∪ Ω˜2. (8.36)
This U exists by (8.15) and (8.16). We prove (8.32) for this U .
Claim 4. For every m ∈ N and w ∈ Ω˜m ∪ Ω˜′′m the mapping Rw is holomorphic on U and
Rw(U) ⊂ Dτm ⊂ GˆC,0 for every w ∈ Ω˜m, (8.37)
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Rw(U) ⊂ D2c˜τ2m ⊂ GˆC,0 for every w ∈ Ω˜′′m. (8.38)
Proof We prove (8.37) and (8.38) simultaneously by induction using the inequalities
4c˜τ21 < τ2, 2c˜τ
2
m−2 + 2c˜τ
2
m−1 ≤ τm < τ for every m ≥ 3. (8.39)
Indeed, for each m ≥ 3 one has 4c˜τ2m−2, 4c˜τ2m−1 ≤ τm < τ , by (8.34). One has 4c˜τ21 ≤ τ3 < τ2, by the
latter inequality and decreasing. The two latter inequalities together imply (8.39).
Induction base for (8.37). For m = 1, 2 statement (8.37) follows from (8.36).
Induction base and step for (8.38). Let we have already proved (8.37) for a given m. Let us prove
(8.38) for the same m. Each w ∈ Ω˜′′m is a commutator product [x1, y1][x2, y2], x1, y1, x2, y2 ∈ Ω˜m. One
has Rxi(U), Ryi(U) ⊂ Dτm , by (8.37). Therefore, each R[xi,yi] is a holomorphic mapping U → Dc˜τ2m ,
by (8.33) and (8.35). This implies (8.38).
Induction step for (8.37): m ≥ 3. Let statement (8.37) hold for smaller indices. Then statement
(8.38) also holds for the same indices, as was shown above. By definition,
Ω˜m = Ω˜
′′
m−2Ω˜
′′
m−1.
This together with (8.38) (applied to the indices m− 2 and m− 1) and (8.39) implies (8.37) for the
given m. The induction step is over. Claim 4 is proved. ✷
Corollary 8.5 For every m ∈ N and w ∈ Ω′m the mapping Rw is holomorphic on U and
Rw(U) ⊂ DTm , Tm = τ1 + · · ·+ τm. (8.40)
Proof Induction base: m = 1. Each w ∈ Ω′1 = Ω˜′′1 defines a holomorphic mapping Rw : U → D2c˜τ2
1
,
by (8.38). One has 2c˜τ21 < τ2 = τ1 = T1, by definition and (8.39). This shows that Rw(U) ⊂ Dτ1 =
DT1 and proves (8.40).
Induction step: m ≥ 2. Let us prove (8.40) assuming it is proved for smaller indices. By definition,
Ω′m = Ω
′
m−1Ω˜
′′
m. (8.41)
Each w ∈ Ω′m−1 ∪ Ω˜′′m defines a holomorphic mapping Rw : U → GˆC,0,
Rw(U) ⊂ DTm−1 for every w ∈ Ω′m−1, Rw(U) ⊂ D2c˜τ2m ⊂ Dτm for every w ∈ Ω˜′′m, (8.42)
by the induction hypothesis, (8.38) and the inequality 2c˜τ2m ≤ 2c˜τ2m−1 ≤ τm (the decreasing of the
sequence τj for j ≥ 2 and (8.39)). One has Tm−1 + τm = Tm. This together with (8.41) and (8.42)
proves the induction step and (8.40). ✷
Corollary 8.5 immediately implies (8.32). ✷
We take δ so small that the closed ball Dτ(δ) ⊂ GˆC,0 is covered by a holomorphic chart of GˆC.
The mappings (8.32) become uniformly bounded holomorphic mappings U → Cn in the latter chart.
Take an arbitrary smaller (real) neighborhood V ⊂ GM of ρ such that V ⊂ U . The mappings (8.32)
are uniformly bounded with derivatives on V by the previous statement and the Cauchy estimate for
derivatives of bounded holomorphic functions. This together with (8.31) implies (8.22) and (8.23). ✷
Statements (8.19)-(8.23) imply Theorem 7.19. The proof of Theorem 7.19 is complete.
Proof of Theorem 7.14 with the boundedness of derivatives (Remark 7.15). To show that
a Lie group with a Lie algebra satisfying the (strong) Solovay-Kitaev inequality is ε′(x)- approximable
(see (7.10)) with bounded derivatives, we replace the above Ω′′ by
Ω′′ = {[x, y] | x, y ∈ Ω}.
Then an analogue of Lemma 8.4 holds for this Ω′′. Afterwards the proof repeats the previous one (of
Theorem 7.19) with obvious changes. ✷
52
9 Acknowledgments
I am grateful to E´.Ghys who had attracted my attention to the problem. I wish to thank him and
also E´.Breuillard, J.-F.Quint, B.Sevennec, G.Tomanov, E.B.Vinberg for helpful conversations. I am
grateful to the referees for very valuable remarks inspiring major improvements. A significant part of
the proof of the Main Technical Lemma was obtained during my stay at RIMS (Kyoto). The paper
was partly written while I was visiting the Universities of Toronto and Stony Brook. I wish to thank
these institutions for their hospitality and support.
References
[1] H. Abels, G.A.Margulis, G.A. Soifer, Semigroups containing proximal linear maps, Israel J.
Math., 91 (1995), 1–30.
[2] V. I. Arnold, Dopolnitelnye glavy teorii obyknovennykh differentsialnykh uravnenii. (Russian)
[Supplementary chapters to the theory of ordinary differential equations], “Nauka”, Moscow,
1978.
[3] E. Breuillard, T. Gelander, On dense free subgroups of Lie groups, J.Algebra, 261 (2003), No.
2, 448–467.
[4] G. Brown, G. On commutators in a simple Lie algebra, Proc. Amer. Math. Soc., 14 (1963),
763–767.
[5] C. M. Dawson, M. A. Nielsen, The Solovay-Kitaev algorithm, Quantum Inf. Comput., 6 (2006),
No. 1, 81–95.
[6] A. Gamburd, D. Jakobson, P. Sarnak, Spectra of elements in the group ring of SU(2), J. Eur.
Math. Soc. (JEMS), 1 (1999), No. 1, 51–85.
[7] H. Garland, M. S. Raghunathan, Fundamental domains for lattices in (R-)rank 1 semisimple
Lie groups, Ann. of Math., 92 (1970), No. 2, 279-326.
[8] T. Gelander, On deformations of Fn in compact Lie groups, Israel J. Math., 167 (2008), 15–26.
[9] E´. Ghys, Y. Carrie`re, Relations d’e´quivalence moyennables sur les groupes de Lie, C. R. Acad.
Sci. Paris Se´r. I Math., 300 (1985), No. 19, 677-680.
[10] I. A. Gorbovitskis, Normal forms of families of mappings in the Poincare´ domain, Tr. Mat.
Inst. Steklova, 254 (2006), Nelinein. Anal. Differ. Uravn., 101–110 (in Russian); translation in
Proc. Steklov Inst. Math., 254 (2006), No. 3, 94–102.
[11] M. Goto, A theorem on compact semi-simple groups, J. Math. Soc. Japan, 1 (1949), 270–272.
[12] A. Guichardet, Cohomologie des groupes topologiques et des alge`bres de Lie, Textes
Mathe´matiques, 2. CEDIC, Paris, 1980.
[13] D. B. A. Epstein, Almost all subgroups of a Lie group are free, J. Algebra, 19 (1971), 261–262.
[14] N. Hitchin, Lie groups and Teichmu¨ller space, Topology, 31 (1992), No 3, 449-473.
[15] Yu.S. Ilyashenko, A.S. Pyartli, The monodromy group at infinity of a generic polynomial vector
field on the complex projective plane, Russian J. Math. Phys., 2 (1994), No. 3, 275–315.
[16] Yu. S. Ilyashenko, S. Yu. Yakovenko, Lectures on analytic differential equations, Graduate
Studies in Mathematics, 86. - American Mathematical Society, Providence, RI, 2008.
53
[17] D. Johnson, J.J. Millson, Deformation spaces associated to compact hyperbolic manifolds, In
“Discrete Groups in Geometry and Analysis”, Papers in honor of G.D.Mostow on his 60-th
birthday, R.Howe (ed.), Progress in Mathematics, 67, Birkhauser (1987), 48-106.
[18] V. Kaloshin, I. Rodnianski, Diophantine properties of elements of SO(3), Geom. Funct. Anal.,
11 (2001), No. 5, 953–970.
[19] A. Yu. Kitaev, Quantum computations: algorithms and error correction (Russian), Uspekhi
Mat. Nauk, 52 (1997), No. 6 (318), 53–112. English translation in Russian Math. Surveys, 52
(1997), No. 6, 1191–1249.
[20] M. Kuranishi, On everywhere dense embedding of free groups in Lie groups, Nagoya Math. J.,
2 (1951), 63-71.
[21] F. Labourie, Anosov flows, surface groups and curves in projective space, Invent. Math., 165
(2006), 51-114.
[22] A. Lubotzky, Free quotients and the first Betti number of some hyperbolic manifolds, Trans-
form. Groups, 1 (1996), No. 1-2, 71-82.
[23] M. A. Nielsen, I.L. Chuang, Quantum computation and quantum information, Cambridge
University Press, Cambridge, 2000. xxvi+676 pp.
[24] S. Pasiencier, H.-C. Wang, Commutators in a semisimple Lie group, Proc. Amer. Math. Soc.,
13 (1962), No. 6, 907-913.
[25] R. Ree, Commutators in semisimple algebraic groups, Proc. Amer. Math. Soc., 15 (1964), No.
3, 457-460.
[26] D. Sullivan, Quasiconformal homeomorphisms and dynamics II, Acta Math., 155 (1985), 243-
260.
[27] J. Tits, Free subgroups in linear groups, J.Algebra, 20 (1972), 250-270.
[28] E. B. Vinberg, A. L. Onishchik, Seminar po gruppam Li i algebraicheskim gruppam (Russian)
[A seminar on Lie groups and algebraic groups], Second edition. URSS, Moscow, 1995.
[29] A. Weil, Remarks on the cohomology of groups, Annals of Math., 80 (1964), 149-157.
54
