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SUMMARY 
1 . ." 
The l i n e a r  time optimal control problem is  t ransformed into a Lagrange problem 
by means of a mapping  which takes  a c losed control  region into an open one.  Then 
the problem and a p a r t i c u l a r  example thereof are i n v e s t i g a t e d  i n  l i g h t  o f  t h e  
classical necessa ry  and  su f f i c i en t  cond i t ions  in  the  ca l cu lus  of v a r i a t i o n s .  
INTRODUCTION 
There are s e v e r a l  d i f f e r e n t  ways  of approaching an optimal control problem 
by  means  of t h e  c a l c u l u s  of var ia t ions.  Perhaps the most  w e l l  known technique,  
d e s c r i b e d  i n  a paper by Berkovitz (l), involves  ad jo in ing  new v a r i a b l e s  t o  t h e  
system, commonly c a l l e d  s l a c k  v a r i a b l e s ,  i n  o r d e r  t o  t r a n s f o r m  i n e q u a l i t y  
cons t r a in t s   i n to   d i f f e ren t i a l   equa t ions .   Ano the r   app roach ,   desc r ibed  by 
Kalman ( 4 ) ,  u t i l i ze s  the  Hami l ton ian  theo ry  of t he  ca l cu lus  of v a r i a t i o n s  i n  
a framework principally due to Caratheodory. These methods have been applied 
to  var ious  problems wi th  some degree of success .  
I n  t h i s  p a p e r  a method described by Park (5) w i l l  b e  i l l u s t r a t e d  by means 
of a simple  example. However,  whenever conven ien t ,   r e su l t s   fo r   t he   gene ra l  
l i n e a r  time opt imal  control  problem w i l l  be  exhibi ted.  This  technique involves  
the  t ransformat ion  of  the  c losed  cont ro l  reg ion  in  an  opt imal  cont ro l  problem 
to an open one by  means  of a s u i t a b l e  mapping, thereby making the problem 
access ib l e  to  t echn iques  of t he  ca l cu lus  of v a r i a t i o n s ,  i n c l u d i n g  s u f f i c i e n c y  
c r i te r ia .  
Sec t ion  I d e s c r i b e s  i n  d e t a i l  t h e  p r o b l e m s  t o  b e  c o n s i d e r e d  and t h e i r  
t ransformation  into  c lass ical   Lagrange  problems.   Sect ion I1 f i r s t  l i s ts  t h e  
fundamental  necessary condi t ions of  the calculus  of  var ia t ions for  the Lagrange 
problem, and then examines their  implicat ions for  the par t icular  t ransformed 
control   problems  being  considered.   Final ly ,   Sect ion I11 conta ins   an   inves t i -  
ga t ion  o f  f i e ld  imbedd ib i l i t y  and the  Weierstrass suf f ic iency  condi t ion ,  and 
a l s o  a g loba l  suf f ic ien t  condi t ion  tha t  does  not  requi re  embeddabi l i ty .  
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ANALYSIS 
I. The Problem. 
The problem to  be  cons ide red ,  a l inear  t ime-opt imal  control  problem, i s  
the  fo l lowing:  
Consider  the  equation = u where u is  a real c o n t r o l  r e s t r i c t e d  by t h e  
condi t ion  IuI 5 1. To be  found is  a sec t iona l ly  ccn t inuous  func t ion  u ( t )  wh ich  
y i e l d s  a so lu t ion  to  the  above  d i f f e ren t i a l  equa t ion  such  tha t  one a r r i v e s  a t  
the  or ig in  f rom a g i v e n  i n i t i a l  s ta te  i n  t h e  s h o r t e s t  p o s s i b l e  time. That is, 
u ( t )  is  def ined on some i n t e r v a l  [ O , t l ]  s u c h  t h a t  x ( 0 )  = x!, k(0) = x! and 
x ( t , )  = 0, x ( t , )  = 0 ,  and t l  i s  as smal l  as it can possibly be.  
Notice that  wri t ing the above as  a f i r s t  o rde r  sys t em we ge t :  
and 
x1 (0) = x; X l ( t l )  = 0 
X2(O) = x; X2( t l )  = 0 
s u c h   t h a t   d t  is a minimum. 
I n  t h i s  case, the  con t ro l  r eg ion  i s  the   c losed   in te rva l   [ -1 ,1] .  However, 
i f  w e  r ep lace  u by cos x then  the  new v a r i a b l e  x 3  is n o t  r e s t r i c t e d  i n  any 
sense  s ince  the  cos ine  func t ion  maps t h e  e n t i r e  rea l  l i ne  on to  the  c losed  
i n t e r v a l  [-1,13. The r eason  tha t  t he  new v a r i a b l e  is  introduced as a d e r i v a t i v e  
is  t h a t  t h e  c l a s s i c a l  t h e o r y  i n  t h e  c a l c u l u s  o f  v a r i a t i o n s  r e q u i r e s  t h a t  e a c h  
3 ’  
so lu t ion  func t ion  x i ( t )  be  sec t iona l ly  smoo th ,  and of course w e  want t o  a l l o w  
t h e  c o n t r o l  v a r i a b l e  t o  b e  p o s s i b l y  d i s c o n t i n u o u s  a t  a f i n i t e  number of  points .  
Thus t h e  new problem, an equivalent Lagrange problem, may b e  s t a t e d  as 
fol lows : 
T o  be  found is (x , ( t ) ,  x2 ( t ) ,  x , ( t )>  de f ined  on  [O , t , ]  such  tha t  t heee  
f u n c t i o n s  s a t i s f y  t h e  d i f f e r e n t i a l  e q u a t i o n s :  
3 
x , - x  = o  
x* - cos  x3  = 0 
2 
and the boundary conditions:  
X1(O) = x; X l ( t l )  = 0 
x 2  (0) = x0 x2 (t,) = 0 2 
such  tha t  
’0 
Whenever convenient,  the following more g e n e r a l  l i n e a r  time opt imal  cont ro l  
problem w i l l  be considered: 4 = Ax + Bu where x = (xl, . . . , xn) and u = (u,, ... , urn) 
with A and B being constant n x n and n x m mat r i ces  r e spec t ive ly .  Here aga in  the  
c o n t r o l s  a r e  r e s t r i c t e d  by the  condi t ion  lu i ( t )  I 5 1 f o r  i = 1, ... , m. We i n t r o -  
duce y = (y,, ..., ym)  by s e t t i n g  ui = cos yi f o r  i = 1, ..., m. Note t h a t  f o r  
the previous problem n = 2,  m = 1, 
A = [I and B = (I) . 
We have now stated the problem t o  b e  considered as a LZgrange problem wh’ich 
i n  i t s  most gene ra l  form is as follows: 
To be found i s  a vec tor  func t ion  x = ( x , ( t ) ,  ... , x n ( t ) )  d e f i n e d  o n  [ t o , t l ]  
which s a t i s f i e s  t h e  c o n s t r a i n i n g  d i f f e r e n t i a l  e q u a t i o n s  $ . ( t , x , x )  = 0 
i = 1, 2 ,  ..., p < n and i n i t i a l  and te rmina l  condi t ions :  
1 
Xi(tO) = x0 i i = 1, 2 ,  ..., n 
q t l , x ( t l ) )  = 0 i = 1, 2 ,  ..., k 5 n  
and i s  such  tha t  
it’ f ( t   , x ( t )   , G ( t ) ) d t  
J 
t akes  on t h e  smallest poss ib l e  va lue .  We a l s o  r e q u i r e  t h a t  x ( t )  b e  s e c t i o n a l l y  
smooth,  and tha t   the   func t ions   $ i ,  $i and f be  con t inuous ly  d i f f e ren t i ab le .  A 
f u l l  t r e a t m e n t  of the  theory  assoc ia ted  wi th  th i s  problem may be found i n  Sagan (7) .  
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11. Necessary  Conditions 
If x ( t )  = (x1 ( t ) ,  ... , x ( t ) ) ,  a s e c t i o n a l l y  smooth vector  valued funct ion,  n 
i s  a s o l u t i o n  of t h e  Lagrange problem and i f  
rank(6G;) = p , rank(@,) = k 
p a r t i a l s  composed of elements of the form - and Qx denotes  the  k x n mat r ix  
a R j  
composed of t h e  - then: a @ i  ax 
j 
1. Lagrange  Multiplier  Rule 
The re  ex i s t s  a sec t iona l ly  cont inuous  vec tor  func t ion  X = (X1, ..., X ) and 
IJ 
a cons tan t  X. s uch   t ha t  ( X  X . . . , Xu) # ( 0 ,  0, . . . , 0) and 
0 ’  1’  
+ ( t , x , x )  = 0 (Constraining  equat ions)  
and 
h x ( t , x , k X )  - dt h.[t,x,&,X) x = 0 (Mayer equat ions)  
Note t h a t  by X - +  is  meant the vector dot product of the p-vectors X and +. This  
w i l l  be  commonly employed throughout  the  tex t  of t h i s  p a p e r .  
2. Corner  Conditions 
A t  every point where x has  a jump d i s c o n t i n u i t y  w e  must have that 




3. Transversal i ty   Condi t ions 
The re  ex i s t s  a non-zero constant vector v = (v,, .. . , v ) such  tha t  k 
$ ( t l r x ( t l ) )  = 0 ( te rmina l   condi t ions)  
and 
~ a $ t ( t l ~ x ( t l ) )  = - ~ o f ( t l , x ( t , ) y ~ ( t l ) )  - h ; ( ( t l , x ( t l ) , ~ ( t l ) , X ( t l ) ) * ~ ( t l )  
( t ime  t r ansve r sa l i t y  cond i t ion )  
and 
v Jlx( t ,   ,x( t , ) )  = h;(tl , x ( t , ) , x ( t , ) , X ( t , ) ) .   ( s t a t e   t r a n s v e r s a l i t y   c o n d i t i o n s )  
If  t h e  i n i t i a l  s t a t e  is not  f ixed ,  bu t  expressed  as above, we apply similar 
condi t ions  a t  t = to.  
4 .  Clebsch  Condition 
For every vector u = ( u l y  . . . , u ) such  tha t  u is  a s o l u t i o n  t o  t h e  l i n e a r  n 
system 
p ( t , x ( t ) , & ) ) . o  = 0 
w e  must have 
a*h**(t,x(t),;(t),X(t))u xx 0 
( see  Bliss (8) , p. 2 2 4 ) .  
5. Weierstrass Condition. 
For a l l  ( t y x y & )  # ( t ,x , ; )  and sat isfying the constraining equat ions w e  
have 
E ( t  ,xy;,GyA) 2 0 
where 
(Weiers t rass  excess  func t ion) .  
Using these necessary condi t ions we s h a l l  now see what they mean i n  terms 
of ou r  pa r t i cu la r  problem. 
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PROPOSITION 1 
L e t  u s  assume t h a t  t h e  r a n k  of t he  matrix (Bj, AB', . . . , An'lB' ) is  n f o r  
1 j 5 m where B j  denotes  the jth column of B, and t h a t  u ( t )  y i e l d s  a s o l u t i o n  
t o  t h e  g e n e r a l  l i n e a r  time optimal control problem. Then, u(t)  i s  s e c t i o n a l l y  
cons tan t  and takes  on only the values  +1 o r  -1. Moreover ,  the mult ipl iers  
X ( t )  m u s t  s a t i s f y  t h e  d i f f e r e n t i a l  e q u a t i o n s  i = -A X .  T 
Proof: 
According t o  t h e  m u l t i p l i e r  r u l e ,  h = - X o  C X-(; - Ax - B cos y) where 
cos y = (cos yl, ..., cos $m). Therefore   the Mayer equa t ions  y i e ld  
i = -A X and X*BJ T 
f o r  1 5 j 5 m on each smooth arc of our 
t e l l  u s  t h a t  X and t h e  X*BJ s i n  i must 
j 
s i n  y E constant  
j 
so lu t ion .  Now the  corner   condi t ions 
remain continuous a t  a switching point .  
Hence, t h e  above  equat ions  must   be  sat isf ied  throughout   [ tO, t l ] .  Looking a t  
t h e  s t a t e  t r a n s v e r s a l i t y  c o n d i t i o n s  and u s i n g  t h e  f a c t  t h a t  y ( t  ) i s  not  f ixed  
we see t h a t   h -  = X-B' s i n  ij 1 = 0 f o r  1 5 j f m .  Hence 
1 
Y j  t = t l  t = t l  
A - B J  s i n  
Now 
i n t e r v a l  
i j  0 f o r  a l l  t E [ t o , t , ]  and 1 2 j (m. 
suppose s in  9 # 0 on some i n t e r v a l  f o r  some j , t hen  X*BJ = 0 on t h a t  
and w e  may d i f f e r e n t i a t e  i n s i d e  t h a t  i n t e r v a l  o b t a i n i n g  
j 
Since X # 0 t h i s  means t h a t   ( B j  ,ABJ,.  . . ,An-$' 1 i s  a l inear ly  dependent  set of 
vec to r s  o r  equ iva len t ly  tha t  t he  ma t r ix  (B j ,  AB', . . . , An''Bj) has rank less 
than n,  a con t r ad ic t ion .  
7 
Thus we h a v e   t h a t   s i n  = 0 except   possibly a t  i s o l a t e d   p o i n t s   ( t h e  
j 
switching  points)  and so u = cos y = +1 o r  -1. 
Note t h a t  i n  t h e  example 
j j 
(B,AB) e 1: i) 
which c lear ly  has  rank  2 ,  so the  above  propos i t ion  appl ies ,  
It i s  u s e f u l  t o  form the  express ion  H = X,, + X * ( A x  + Bu). We s h a l l  r e f e r  
t o  t h i s  as the  Hamiltonian of the  system.  Notice  that  
H X = A x + B u = x  
and 
PROPOSITION 2 
The Hamiltonian is cons tan t  and e q u a l  t o  0 along a s o l u t i o n  t o  t h e  l i n e a r  
time-optimal control problem. 
Proof: 
I f  we d i f f e r e n t i a t e  H along a smooth a r c  of a s o l u t i o n  we ob ta in  
- (H) = i*(Ax + Bu) + X*G d d t  
s i n c e  u ( t )  i s  cons tan t  on any  smooth arc. Now u s i n g  t h e  f a c t  t h a t  
 AX and i = ~ x + ~ u  T 
we ob ta in  
- (H) = - X*A(Ax + Bu) + h * A ( A x  + Bu) 0 d d t  
Thus the  Hamiltonian i s  constant along any smooth a r c  of a solution.  Moreover, 
looking a t  t h e  second corner condition we see t h a t  
8 
along  a  solution  must  be  continuous  at  the  switching  points, so H is  constant 
everywhere.  Finally  the  time  transversality  condition  yields  that 
0 - X o  - 4.h. - ;oh. - H 
X Y 
at  t = tl.  Therefore H f 0 everywhere  along our solution. 
PROPOSITION 3 
If u(t) yields  a  solution  to  the  linear  time-optimal  control  problem,  then 
X-Bu 2 X - B U  for  all 7 i  such  that lTil 2 1 for  1 2 i ( m .  
Proof: 
For  this  problem  the  excess  function is 
Now h; = X and h e  = X *Bj sin ; = 0 along  a  solution  by  Proposition 1, Therefore, 
YA j 
when  simplified 
be  non-negative 
X-Bu 2 A * = .  
J 
the  excess  function  becomes E = h*B cos $ - X*B cos f which  must 
by  the  Weierstrass  Condition.  That is, since  u = cos y, 
Now  let  us  see  what  we  now  know  about  the  example.  We  have 
x1 = x2 
x = u = +1 or -1 2 
and 
, i = - A X  SO T by  Proposition 1; 
H = X. + X x + A,u Z 0 by  Proposition 2; 1 2  
and X*Bu = X,U 2 X-BE = X2T for all i 
such  that IC1 2 1 by  Proposition 3 .  Notice  that  the  last  statement  means,  since 




a switching point ,  the  product  X2u must  be cont inuous also because every other  
term i n  H is obviously continuous. Thus, when u swi tches  we must have that 
X, = 0. 
Now, the  ad jo in t  equa t ions  y i e ld  
X ,  = k, 
X, = -k,t + k, 
where  k,  and k, are constants.  Moreover,  from the proof of Proposit ion 1, we 
saw t h a t  we can only have that B'X = 0 a t  i s o l a t e d  p o i n t s .  But i n  t h i s  case 
B X = A 2  so, s i n c e  X, i s  a l i n e a r  f u n c t i o n ,  we  see t h a t  X has  at most  one  zero 
on any in t e rva l .  The re fo re ,  any s o l u t i o n  w i l l  have a t  most  one swi tch ing  poin t .  
T 
2 
Case 1 (u = 1 )  
I f  w e  i n t e g r a t e  t h e  state equat ions we ob ta in  
x1 = - t 2  + c2t  + c1 1 2 
x2 = t + c2 
and e l imina t ion  of  t from the  above  y ie lds  
x, = - x2 + (c ,  - - c2) = - x2 
2 2  2 2 2 2 + c '  
1 1 1 
I n  t h e  p h a s e  p l a n e  t h i s  d e f i n e s  a one parameter family of parabolas with the 
x -axis a s  t h e i r  a x i s  of symmetry  and a l l  opening t o  t h e  r i g h t .  Moreover,  since 
x = u = +1, the phase point  moves from  bottom to  top  a long  one  of t hese  
parabolas  as  t increases .  
1 
2 
By applying the boundary condi t ions to  ( 2 )  we see t h a t  c1 = x: and c2 = x' 2 '  
and t h a t  it is poss ib l e  to  r each  the  o r ig in  wi thou t  swi t ch ing  on ly  i f  one  starts 
out  on the  parabola  x, = T x; with  x2 5 0. 1 
Case 2 (u = -1) 
Here we ob ta in  
= - -  2 t2 + d,t + d l  
x2 = t + d2  
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and again el iminat ing t y i e l d s  
x1 = - - x2 + (dl + - 1 d2) = - x; + d. 
2 2  2 2  
I n  t h e  p h a s e  p l a n e  t h i s  d e f i n e s  a one parameter family of parabolas  wi th  the  
xl-axis  as t h e i r  a x i s  of  symmetry  and a l l  opening t o  t h e  l e f t .  Moreover,  since 
x2 = u = -1, the phase point  moves from top t o  bottom along one of these  parabolas  
as t increases .  
Again  the  boundary  condi t ions  y ie ld  tha t  d ,  = x: and d2  = x:, and t h a t  i t  
is  p o s s i b l e  t o  r e a c h  t h e  o r i g i n  w i t h o u t  s w i t c h i n g  o n l y  i f  o n e  starts out on the 
parabola  x1 = - - x2 wi th  x2  2 0. 1 
Now we are only allowed one switch from u = +1 t o  -1 o r  v i c e  v e r s a .  So t o  
g e t  t o  t h e  o r i g i n  from a n  a r b i t r a r y  i n i t i a l  p o i n t  n o t  l y i n g  on a parabola which 
l e a d s  t o  t h e  o r i g i n ,  w e  m u s t  do  the  following.  Through  each (x!, x i )  t h e r e  
passes   exact ly   one member  of each of t he  f ami l i e s  (3 )  and (5).  However, only 
one o f  t hese  pa rabo las  l eads  ( in  the  d i r ec t ion  of i n c r e a s i n g  t )  t o  a parabola  
which  leads t o  t h e  o r i g i n .  So  we must t r ave l  a long  tha t  pa rabo la  and swi t ch  the  
value of u when the  pa rabo la  l ead ing  to  the  o r ig in  i s  encountered.  For a f u l l e r  
d i scuss ion  of t h i s ,  see Sagan ( 7 )  pp.  295-301  and Pontryagin (6) pp. 23-27. 
To summarize, i f  
- x2  use  u = +I x 1 - 2  2 
x1 > x; u se  u = -1 
1 
1 1. x2  5 0 and 
X > - T x; use  u = -1 
x1 < - y x; use  u = +I. 
1 
1 2. X2 0 and 
1 -  
So we see that  through each point  in  the phase plane there  passes  a unique 
t r a j e c t o r y  s a t i s f y i n g  a l l  necessary condi t ions which leads to  the or igin.  
N o t i c e  t h a t  only the  above  descr ibed  t ra jec tor ies  can  be  opt imal  ( so lu t ions  
t o  our  problem).  Thus, i f  a so lu t ion  to  ou r  p rob lem ex i s t s ,  from a f i x e d  i n i t i a l  
po in t ,  t hen  i t  must necessar i ly  be  the  above  unique  t ra jec tory  pass ing  through 
t h e  g i v e n  i n i t i a l  p o i n t  and leading t o  t h e  o r i g i n .  To  f i n d  o u t  i f  t h e  above 
t r a j e c t o r i e s  are indeed optimal,  w e  t h e r e f o r e  s h a l l  examine them i n  t h e  l i g h t  
of  the classical su f f i c i ency  cond i t ions  of t he  ca l cu lus  o f  va r i a t ions .  
111. The Question  of  Sufficiency 
We s h a l l  f i r s t  c o n s i d e r  a so lu t ion  wi th  no  co rne r s .  In  a l l  t h a t  f o l l o w s  
w e  assume t h a t  X, = -1. 
DEFINITION: A smooth vec tor  va lued  func t ion  x( t )  def ined  on [ t O , t l ]  s a t i s f y i n g  
a l l  n e c e s s a r y  c o n d i t i o n s  i s  embeddable i n  a f i e l d  i f  t h e r e  ex is t s  i n  a neighbor- 
hood of x ( t )  [ c o n s i d e r e d  a s  a curve i n  n + 1 space] a smooth vector  valued funct ion 
$ ( t , x )  such  tha t  G( t )  = $ ( t , x ( t ) )  f o r  t E [ t O , t l ] ,  and a continuous vector valued 
func t ion  X ( t  , x )  such  tha t  t he  so lu t ions  of 4 = $ ( t  ,x) and X evaluated along these 
s o l u t i o n s  s a t i s f y  t h e  Mayer equat ions ,  the  cons t ra in ing  equat ions ,  the  t ransver -  
s a l i t y  c o n d i t i o n s  and the  se l f - ad jo in tness  cond i t ion  wh ich  s t a t e s  t ha t  
f o r  i, k = 1, 2 ,  ..., n. 
Now w i t h  t h i s  d e f i n i t i o n  of f i e ld  embedd ib i l i t y ,  an  inva r i an t  i n t eg ra l  can  
be found and the following sufficiency theorem proved (see Sagan ( 7 ) ,  pp.  371-375). 
THEOREM 1 
I f   x ( t )  i s  embeddable i n  a f i e l d  and i f   E ( t , x , $ ( t , x ) , e , X ( t , x ) )  0 
(Weiers t rass  Excess  Funct ion)  for  a l l  ( t , x )  i n  a neighborhood of x ( t )  and .a l l  
E f o r  wh ich  ( t , x ,K)  sa t i s f i e s  t he  cons t r a in ing  equa t ions ,  t hen  x ( t )  y i e lds  a 
solution to the Lagrange Problem. 
N o t e  t h a t  i n  t h e  c a s e  t h a t  t h e  c o n s t r a i n i n g  e q u a t i o n s  are i n  t h e  form 
4 - f ( t , x )  = 0, we have  tha t  h;; = X and consequent ly  the  se l f  ad jo in tness  
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c o n d i t i o n  i n  t h i s  case mere ly  requi res  tha t  the  mat r ix  - (X(t,x)) be symmetric. 
Also n o t i c e  t h a t  w h i l e  t h e  s o l u t i o n s  of = $ ( t , x )  must s a t i s f y  t h e  t r a n s v e r s a l i t y  
condi t ions,  the boundary condi t ions need not  be m e t .  
a 
ax 
L e t  u s  now a p p l y  t h i s  t o  o u r  example i n   t h e  case where we c a n  g e t  t o  t h e  
or igin without  switching.  For  example i f  we t a k e  u = +1 then  w e  w i l l  have 
xo  = 1 xo2 wi th  x; 2 0 and 1 2 2  
1 
2 X I  = - t 2  + c2t  + c1 
x2 = t + c2 
x3 = c3 
X, = kl  
X2 = - k l t  + k, 
where k and k must  be  chosen s o  t h a t  H 0,  sgn(X2) = sgn(u) and t h e   s e l f  
ad jo in tness  cond i t ion  i s  sa t i s f i ed  a long  ou r  f i e ld .  
1 2 
. 
It is eas i ly  seen  tha t  t he  fo l lowing  cho ice  o f  a f i e l d  s u f f i c e s  i n  t h i s  
case. 
X I  = 0 
h 2  = 1 
That is ,  w i t h  t h i s  c h o i c e  of $ and X ,  a l l  condi t ions  for  f ie ld  embeddabi l i ty  
are s a t i s f i e d .  Moreover, 
E ( t , x , $ ( t , x ) ,  z, X(t ,x))  = 1 - cos K3 
which i s  c lear ly  non-negat ive  for  a l l y 3 .  Hence the hypotheses  of Theorem 1 
are s a t i s f i e d ,  s o  our proposed solution i s  indeed a s o l u t i o n  t o  our problem i n  
t h i s  case. 
Now i f  we on ly  r equ i r e  tha t  4 be  sec t iona l ly  smooth i n  t and smooth i n  x, 
and t h a t  X be  sec t iona l ly  cont inuous  in  t and con t inuous  in  x ,  and r e q u i r e  t h a t  
so lu t ions  of 1; = $ ( t , x )  a l s o  s a t i s f y  t h e  c o r n e r  c o n d i t i o n s ,  t h e n  w e  ob ta in  a 
gene ra l i za t ion  of Theorem 1 f o r  t h e  case where we a l low so lu t ions  wi th  co rne r s .  
However, f o r  t h e  problem being considered if we attempt t o  embed a t r a j e c t o r y  
wi th  co rne r s  i n  a f i e l d ,  t r o u b l e  i s  encountered. It can  be shown t h a t  no  choice 
of X ( t ,x) can be made for  which along solut ions of x = 4 ( t , x )  t he  cond i t ions  
H E 0, sgn(X2) = sgn(u) ,  X 2  = 0 a t  a corner ,  and the  se l f  ad jo in tness  cond i t ion  
are a l l  met s imultaneously.  Thus,  for  this  problem it  i s  n o t  p o s s i b l e  t o  embed 
an  ex t rema1 wi th  corners  in  a f i e l d ,  s o  we must look elsewhere t o  e s t a b l i s h  
s u f f i c i e n c y  i n  t h i s  c a s e .  
The next approach that w e  s h a l l  c o n s i d e r  is  descr ibed i n  Ewing (2 ) ,  p .  129-131. 
However, t o  f a c i l i t a t e  t h e  u s e  of t h i s  t h e o r y ,  we must f i r s t  t r a n s f o r m  o u r  
problem t o  one with a f ixed  time dura t ion .  This  i s  done i n  the  fo l lowing  way. 
In t roduce  to  the  sys tem in  the  genera l  l inear  time optimal control problem 
the  new v a r i a b l e  x so t h a t  x is  a cons tan t  whose square   denotes   the  time 
dura t ion  of a t r a j e c t o r y ,  t l  - to .  Also introduce a new independent  var iable  
s by l e t t i n g  t = to + X;+~S. Then f o r  any function f we w i l l  have - = 
and when t is restricted t o   [ t l ,   t o ] ,  s w i l l  b e  r e s t r i c t e d  t o  t h e  f i x e d  i n t e r v a l  
n+l  n+l  
df  df 
d s  x;+l dt 
[OYlI 
Then our new equivalent Lagrange problem is  the  fo l lowing:  
To be  found are  vec tor  func t ions  x = (x1 (s ) ,  . . . , x n ( s ) )   , X ~ + ~ ( S )  , 
y = ( y l ( s ) ,  ..., ym(s>)  def ined  on [0 ,1]  which  sa t i s fy  the  cons t ra in ing  equat ions  
x '  = x2 ( A x  + Bcos y ' )  n+l 
x '  = 0 
n+l 
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and boundary conditions 
x(0)  = xo, x(1) = 0 
.. 
such   t ha t  x&1 d s  is minimal. 
0 
Note t h a t  h e r e  ' i s  used t o  d e n o t e  ds . It can be easi ly  shown t h a t  t h i s  d 
indeed const i tutes  an equivalent  problem and tha t  consequent ly  the  appl ica t ion  
of  necessary  condi t ions  here  y ie lds  the  same t r a j e c t o r i e s  as previous ly ,  
We a r e  now i n  a p o s i t i o n  t o  a p p l y  t h e  g l o b a l  c o n d i t i o n  i n  ( 2 ) .  For the 
Lagrange problem described i n  S e c t i o n  I de f ine  the  func t ion  G t o  be 
. .  
G(t,x,x,R,W,h) = h(t,Z,%,A) - h(t,x,G,X) + (x - ';)*hx(t,x,;,X) + (4 - *-h;(t,x,;,X). 
Then w e  have the following theorem. 
THEOREM 2 
Given a Lagrange problem for which t o  and t l  a re  f ixed  and given a t r a j e c t o r y  
x ( t )  which s a t i s f i e s  t h e  n e c e s s a r y  c o n d i t i o n s  w i t h  X. = -1, t h e n  i f  
+ [ x ( t O )  - I ( tO)]   *h ; ( t , ,x ( to)   , ; ( to )   ,X( to) )  
is non-negative for a l l  %( t )  s a t i s fy ing  the  cons t r a in ing  equa t ions  and t h e  
boundary condi t ions,  then x( t )  is  a s o l u t i o n  t o  t h i s  Lagrange problem. 
For a d i scuss ion  and  proof of t h i s  theorem, see Ewing ( 2 ) ,  pp. 129-134. 
Now for our problem 
h = x2 + A *  (X - X:+,(& + B COS y ) ) + Xn+l~A+l n+l 
so 
G = E2 + X (%' - Zt+l (E + B cos 7' ) ) + TA+l n+l - %+1 
- X*(x' - x2 (Ax + B COS y ' ) )  - hn+l~A+l - (X - T7) n+l ATX 
Now r e c a l l  t h a t  t h e  Mayer e q u a t i o n s  t o g e t h e r  w i t h  t h e  t r a n s v e r s a l i t y  c o n d i t i o n s  
( s ince   y (1)  i s  f r e e )   y i e l d  h - 0 along a so lu t ion .  Thus t h e   l a s t  term above 
i s  zero. Simplifying,  we ob ta in  
Y '  = 
= (%+I n+l - X ) 2  - z+l X * ( E  - B COS 7 ' )  .r X*(& + B COS y ' )  
+ x2 X*(= - Ax) + 2Xn+l X*(Ax + B COS y ' ) .  n+l  
Using Proposit ion 2, we have that  X * ( A x  + B cos  y ' )  = X*(Ax + Bu) = 1 s i n c e  
H E 0 along a t r a j ec to ry  wh ich  sa t i s f i e s  t he  necessa ry  cond i t ions .  The re fo re ,  
a f t e r  s i m p l i f y i n g  
G = c + l ( A * B ~  - X . B q  + - ) (X.E - X*&). n+l 
PROPOSITION 4 
Assume t h a t  u and x s a t i s f y  a l l  n e c e s s a r y  c o n d i t i o n s  and ii is any other 
admiss ib le  cont ro l  wi th  P i t s  co r re spond ing  t r a j ec to ry  such  tha t  X and ii s a t i s f y  
the  constraining  equations  and  boundary  conditions.  Then i f  
(Y:+~ - ,I: ( X - A X  - X*A3ds - > o (8) 




We apply Theorem 2. F i r s t  n o t i c e  t h a t  t h e  last two terms i n  ( 6 )  are zero  
f o r  t h i s  problem since the boundary condi t ions f ix  x a t  0 and 1 and h = 0 f o r  
t h e  f r e e  v a r i a b l e s  by t h e  t r a n s v e r s a l i t y  c o n d i t i o n s .  Thus we need only consider 
Y '  
t h e   f i r s t  term, t h a t  i s ,  G ds. Now (7)  g i v e s   t h e   e x p r e s s i o n   f o r  G ,  and by 
Propos i t i on  3 w e  see i m m e d i a t e l y ,  t h a t  t h e  f i r s t  term i n  (7)  i s  always non- 
negative.   Moreover,   condition (8) i n s u r e s  t h a t  t h e  i n t e g r a l  of the  second term 
is always non-negative, s o  the hypotheses  of  Theorem 1 are s a t i s f i e d ,  and 
J b  
t h e r e f o r e  u and x must f u r n i s h  a so lu t ion  to  our  problem (i.e. be opt imal) .  
Now le t  u s  a p p l y  t h i s  cr i ter ia  t o  t h e  t r a j e c t o r i e s  o b t a i n e d  i n  S e c t i o n  I1 
for   our   s imple  problem.  Recal l ing  that  A = (1 l) w e  o b t a i n   t h a t  
)..Ax - A . h -  = A1x2 - A,Z2. 
Thus, (8) becomes 
Now x; = ~ 3 x 2  and =1 $T2 and X, is cons t an t ,  so  we can write the  above as: 2 
(F2 3 - x:) A1[$ 1 x;   ds  - 1; Fi d.] 
0 -2 x3 
which is non-negative provided the product X,x,(O) i s  non-positive. 
Now X l  = -i, and where u = +1 initially then  A2(0) > 0 so X q  must be a 
decreas ing   func t ion .  But t h i s  i m p l i e s  t h a t  i2 < 0 and so X ,  > 0. S imi l a r ly  
we can show t h a t  i f  u = -1 i n i t i a l l y  t h e n  X ,  < 0. Thus the product Alxl(0) dl1 
be nop-posit ive for a l l  ex t remals  in  which  u(0)  = -1 and ~ ~ ( 0 )  2 0 o r  u (0 )  = +1 
and x l ( 0 )  50. Refer r ing  back  to  the  summary on page 10 we see t h a t  t h i s  i s  
s a t i s f i e d  i n  t h e  s e c o n d  and four th  quadrants  and a l s o  i n  t h e  two regions 
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R1 = (x1 ,x2) : x1 2 0, x2 < - - x2) and 1 2 2  
R2 = {(xl,x2) : x2 5 0, X > - x2) . 1 1 2 2  
Therefore ,  w e  have establ ished suff ic iency €or  any extrema1 ob ta ined  in  Sec t ion  I1 
which o r ig ina t e s  in  any  of t h e s e  p a r t s  of the plane.  Although, as i s  well known, 
t h e  t r a j e c t o r i e s  o b t a i n e d  i n  S e c t i o n  I1 o r i g i n a t i n g  a t  any point  of  the plane are  
op t ima l ,  t h i s  cond i t ion  on ly  e s t ab l i shes  tha t  f ac t  i n  t he  above  men t ioned  r eg ions .  
CONCLUDING REMARKS 
We have shown how an  opt imal  cont ro l  problem wi th  the  uni t  m-cube as con t ro l  
reg ion  may be t ransformed into a Lagrange problem. Then considering the linear 
t i m e  optimal control problem and a p a r t i c u l a r  example t h e r e o f ,  we have  inves t i -  
ga ted  the  impl ica t ions  for  these  problems of t h e  c l a s s i c a l  n e c e s s a r y  and s u f f i c i e n t  
cond i t ions  in  the  ca l cu lus  o f  va r i a t ions .  
19 
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