Technical Disclosure Commons
Defensive Publications Series
August 2022

HOLISTIC TELEMETRY ANALYSIS USING DIMENSIONALITY
REDUCTION ALGORITHMS
Sergiu Calmic
Dmitry Goloubew

Follow this and additional works at: https://www.tdcommons.org/dpubs_series

Recommended Citation
Calmic, Sergiu and Goloubew, Dmitry, "HOLISTIC TELEMETRY ANALYSIS USING DIMENSIONALITY
REDUCTION ALGORITHMS", Technical Disclosure Commons, (August 11, 2022)
https://www.tdcommons.org/dpubs_series/5309

This work is licensed under a Creative Commons Attribution 4.0 License.
This Article is brought to you for free and open access by Technical Disclosure Commons. It has been accepted for
inclusion in Defensive Publications Series by an authorized administrator of Technical Disclosure Commons.

Calmic and Goloubew: HOLISTIC TELEMETRY ANALYSIS USING DIMENSIONALITY REDUCTION ALGORI

HOLISTIC TELEMETRY ANALYSIS USING DIMENSIONALITY
REDUCTION ALGORITHMS
AUTHORS:
Sergiu Calmic
Dmitry Goloubew

ABSTRACT
Dealing with multiple sources of telemetry data is becoming more and more
important, especially given the popularity of the microservices architecture. However,
monitoring in such a situation becomes challenging as it is not humanly possible to keep
track of thousands of counters, particularly when issues span across multiple nodes (e.g.,
microservices). Techniques are presented herein that address the problem of monitoring
and analyzing high dimensional telemetry (comprising, for example, thousands of
counters). Aspects of the presented techniques support a system that applies a
dimensionality reduction algorithm, that is based on standard deviation and z-score
statistical values, transforming data with a large number of dimensions into a twodimensional array (such as, for example, a scatterplot). Application of the presented
techniques enhances issue detection by a human observer and the automated generation of
alerts.
DETAILED DESCRIPTION
Dealing with multiple sources of telemetry data is becoming more and more
important, especially given the popularity of the microservices architecture. However,
monitoring in such a situation becomes challenging as it is not humanly possible to keep
track of thousands of counters, particularly when issues span across multiple nodes (e.g.,
microservices).
Another challenge concerns issues that manifest themselves within a combination
of counters as opposed to sharp counter increases or decreases. In such a case, a problem
may be very difficult for a human being to notice.
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To address the type of challenge that was described above, techniques are presented
herein that address the problem of monitoring and analyzing high dimensional telemetry
(comprising, for example, thousands of counters).
Aspects of the techniques presented herein apply a dimensionality reduction
algorithm, transforming data having a large number of dimensions (comprising, for
example, thousands of counters) into a two- or three-dimensional array. This enhances
issue detection by a human observer and the automated generation of alerts. It is important
to note that any dimensionality reduction approach may be taken. The aim of the presented
techniques is to have a simple visualization of the state of a monitored system and to be
able to draw meaningful conclusions from same by a human observer or an automated
facility.
A system according to aspects of the techniques presented herein may comprise six
different components – a collector and database, a filter, a dimensionality reducer, a realtime anomaly detection module, a monitoring dashboard, and an explainer. Figure 1, below,
presents an exemplary arrangement for such a system.

Figure 1: Exemplary Arrangement
Aspects of the techniques presented herein incorporate a novel algorithm. At a high
level, that algorithm comprises a series of steps.
A first step encompasses the collection of telemetry from multiple sources or
counters. Additionally, the collected data may be stored in a database. A second step
encompasses filtering the data. For example, there may be known issues with the telemetry
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that is to be analyzed. Consequently, it is important to filter out those issues as early as
possible. A third step encompasses applying a dimensionality reduction algorithm. Such
an algorithm may be applied by the dimensionality reducer module that was identified
above. Preferably, the dimensionality reduction should occur in as real-time a fashion as
possible.
A fourth step encompasses analyzing the compression result and identifying
anomalies. Preferably, anomalies should be identified in real-time. Identified anomalies
may then be presented on a monitoring dashboard (as identified above). A fifth step
encompasses analyzing the identified anomalies by decompressing the data and obtaining
a root cause analysis (RCA) of the anomaly using an explainer module (as identified above).
As noted previously, the techniques presented herein encompass the application of
a dimensionality reduction algorithm. In support of that activity, aspects of the presented
techniques include the implementation of a novel dimensionality reduction algorithm. That
algorithm relies on computing altered z-scores and the aggregated standard deviation for
timeseries data and then using those values as X and Y coordinates to present each moment
in time and detect anomalous behavior.
Compared to standard dimensionality reduction solutions (such as the Uniform
Manifold Approximation and Projection (UMAP) technique or the t-distributed stochastic
neighbor embedding (t-SNE) method), the approach that is taken under the techniques
presented herein is less computationally intensive and allows for close to real-time
processing. As such, it may be implemented even on Internet of things (IoT) devices or
throughout edge computing.
In statistics, the standard deviation (STD) is a measure of the amount of variation
or dispersion of a set of values. A low standard deviation indicates that the values tend to
be close to the mean of the set, while a high standard deviation indicates that the values are
spread out over a wider range. A standard deviation value may be calculated according to
the following formula:
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where μ represents a population’s mean and σ represents the population’s standard
deviation.
A z-score describes the position of a raw value in terms of its distance from the
mean, when measured in standard deviation units. A z-score is positive if the value lies
above the mean and negative if it lies below the mean. The value of a z-score indicates how
many standard deviations a value is away from the mean. If a z-score is equal to 0, then the
value resides on the mean. A positive z-score indicates that the raw score is higher than the
mean average. For example, if a z-score is equal to +1, then it is 1 standard deviation above
the mean.
A problem with the z-score is that rather high values may be generated in a situation
where a metric that normally has a small variance (or a zero variance) displays a larger
than usual variance. One example of such a circumstance may be a small power spike due
to a temperature variation. In such a case, the z-score can skyrocket and, if it were
employed by the techniques presented herein, it could lead to false positives. Accordingly,
the techniques presented herein employ an altered z-score that is calculated based on a
median.
A classic z-score value may be calculated according to the following formula:

where x represents a datapoint, μ represents the mean, and σ represents the standard
deviation. An altered z-score value may be calculated according to the following formula:

where x represents a datapoint, median represents the median, and σ represents the standard
deviation.
The mean (i.e., the average) of a data set may be found by adding up all of the
values in the data set and then dividing the total by the number of values in the set. The
median is the middle value of a data set when the data set is ordered from the least value
to the greatest value. Being 'robust statistics,' these values are less influenced by outliers.
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An altered z-score, as described above, will be much less prone to spikes due to
small counter variations. Hence, such a value will make the techniques presented herein
more useful for practical applications. Additionally, the techniques presented herein
employ the absolute value of an altered z-score. That is, the direction of a variation from
the median is not considered, rather only the absolute value is included.
According to the techniques presented herein, metrics may be classified as being
either one of two types – a counter (incremental) or a gauge. For example, a counter is a
cumulative metric that represents a single monotonically increasing counter whose value
can only increase or be reset to zero on restart. For example, a counter may be employed
to represent the number of requests that are served, the number of tasks that are completed,
or the number of errors. A gauge is a metric that represents a single numerical value that
can arbitrarily go up and down. Gauges are typically used for measured values (like
temperatures or current memory usage) and also for "counts" (that may go up and down,
like the number of concurrent requests).
The techniques presented herein work primarily with gauge metrics. A counter
metric should be converted to a gauge metric prior to being fed into the instant algorithm.
Such a conversion is quite easy as it requires only the calculation of the difference from a
previous moment in time. The time interval between two datapoints should be also taken
into consideration.
The overall implementation algorithm of the techniques presented herein comprises
a series of steps. Importantly, the described approach may be applied to all of the collected
telemetry metrics at once or the collected telemetry metrics may be grouped together based
on some criteria. For example, metrics covering a system, metrics covering one or more
specific services, etc.
A first step encompasses obtaining telemetry data (e.g., from multiple sources for
multiple counters) and storing same in a collector database. The best approach for realtime monitoring may include analyzing a sliding window of metrics. For example, a one
week window may include always looking at the current moment in time back to one week
in the past.

5
Published by Technical Disclosure Commons, 2022

6780
6

Defensive Publications Series, Art. 5309 [2022]

Table 1, below, presents elements of a simplified example, comprising four
exemplary metrics, according to aspects of the techniques presented herein and reflective
of the above discussion.
Table 1: Simplified Example – Step 1

A second step, which may be optional, encompasses the removal of a seasonal
component from the timeseries and retaining only the residue and the trend. Another
approach may include the removal of counters that strongly correlate. A third step
encompasses the computation of the metric variation between consecutive points in time.
According to the techniques presented herein, an anomaly is a high variation of a counter.
Since only gauge metrics are being considered, the presented techniques also handle the
case where a collection was performed at non-uniform intervals.
Table 2, below, presents the exemplary data from Table 1, above, following the
above-described processing.
Table 2: Simplified Example – Step 3
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A fourth step encompasses computing, for each metric, the absolute value of the
altered z-score for each specific point in time:
Altered z-score = abs ((data point - median) / standard deviation)
The resulting value will always be positive and will show the level of variation of a metric
for a specific moment in time. Table 3, below, presents the exemplary data from Table 2,
above, following the above-described processing.
Table 3: Simplified Example – Step 4

A fifth step encompasses calculating the sum of the altered z-scores for each point
in time. Table 4, below, presents the exemplary data from Table 3, above, following the
above-described processing.
Table 4: Simplified Example – Step 5

A sixth step encompasses computing the aggregated standard deviation of the
metric values for each point in time. It is important to note that this is not the standard
deviation of a metric (i.e., a column) but rather the standard deviation of all of the metrics
for a specific point in time (i.e., rows). Hence the name of this value is aggregated standard
deviation (aSTD). The sum of altered z-scores is not taken into account.
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Table 5, below, presents the exemplary data from Table 4, above, following the
above-described processing.
Table 5: Simplified Example – Step 6

The techniques presented herein leverage the fact that an aSTD should normally be
similar for regular moments in time, while it will be different for a point in time when
anomalies arise. For a point in time with an anomalously high altered z-score, the aSTD
will identify if the anomaly is seen with one counter (i.e., a high aSTD) or with multiple
counters (i.e., a low aSTD).
A seventh step encompasses a visualization of the results. For example, as depicted
in Figure 2, below, the display of a scatter plot (with a sum of the altered z-scores and the
standard deviation) may be used.

Figure 2: Illustrative Scatter Plot
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Alternatively, as depicted in Figure 3, below, a regular line plot with an aSTD and
the sum of the altered z-scores may be used where separate scales are employed for each.
It is important to note that under the techniques presented herein any visualization approach
may be taken.

Figure 3: Illustrative Line Plot
An eighth step encompasses defining an altered z-score and aSTD threshold for
which alerts should be generated. When such a threshold is passed, alerts may be generated.
Such an activity may require a human observer to define the aSTD and altered z-score
thresholds point for the anomalies of interest. Rules may be defined for an aSTD and altered
z-score either separately or together
Figure 4, below, presents elements of an exemplary plot according to aspects of the
techniques presented herein and reflective of the above discussion.

Figure 4: Exemplary Plot
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In Figure 4, above, the normal zone, where the majority of the values will reside, is
indicated as being inside of the red region. Such a threshold region should be defined by
an expert and then reevaluated periodically.
The points that reside outside of the red lines are anomalous and correspond to
anomalous points in time. Points with a high altered z-score but a small aSTD indicate that
multiple metrics in this moment in time have anomalous values. Points with a high aSTD
but a small altered z-score indicate moments in time where a few (or even just one) counter
has an anomalous value. Both situations should be examined in detail.
A ninth step encompasses an explainer. For each identified anomaly, information
may be obtained regarding what, exactly, caused the anomaly. This is the job of the
explainer module. For example, when an alert is generated information may be obtained
on the top anomalous nodes and counters and information may be obtained on what other
counters corelate with them (from the explainer module). The explainer in such a case may
be a procedure showing the top five counters with the highest z-scores from the anomalous
moment in time. This approach has been proven to work with real-life data (as will be
described next in connection with an illustrative example).
Aspects of the techniques presented herein may be further explicated with reference
to an illustrative example comprising real-world telemetry data that was collected from a
mobile provider signaling gateway (SGW) node. Under the illustrative example, 209
metrics were analyzed simultaneously.
After applying the techniques presented herein, as described and illustrated in the
above narrative, two anomalous points were detected in the collected data – a first point at
26.09.2019 00:00:01 and a second point at 26.09.2019 00:15:01. Such anomalous points
normally indicate a spike (i.e., an anomalous increase and then decrease in a counter).
Figures 5a and 5b, below, illustrate graphically the two anomalous points.
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Figure 5a: First Anomalous Point

Figure 5b: Second Anomalous Point
An analysis of the top contributors to the altered z-score and aSTD for the indicated
moments in time revealed anomalies with several counters, most prominently the counter
"%disc-reason-256%" that captures the total number of sessions that were disconnected
due to a serving General Packet Radio Services (GPRS) support node (SGSN) Service Area
Identity (SAI) attachment failure. The anomaly is clearly visible when that specific counter
is plotted as in Figure 6, below.

11
Published by Technical Disclosure Commons, 2022

6780
12

Defensive Publications Series, Art. 5309 [2022]

Figure 6: Plot of Anomalous Counter
The illustrative example dealt with offline telemetry data that was sent to a technical
assistance center for analysis. Using a classical approach, it would have taken a significant
amount of time to manually analyze the graphs of the 209 counters. While the problem
may have been detected by a classical monitoring system, it would have required the close
monitoring of the one specific counter "%disc-reason-256%." As depicted above, the
illustrative example clearly illustrates the rapid operation of the techniques presented
herein.
It is important to note that the techniques presented herein, as described and
illustrated above, may work with any dimensionality reduction algorithm. However, the
specific simplified, novel algorithm that is included within the presented techniques (and
which was described above) is based on an altered z-score and an aggregated standard
deviation value. The driving force behind such an approach was achieving a balance
between system sophistication and computation cost. Such a balance is important for edge
computing and cloud implementations.
The dimensionality reduction algorithm that is included within the techniques
presented herein does not employ clustering or classic dimensionality reduction algorithms.
Anomalies are detected when a value exceeds a specific aSTD and/or altered z-score values
and are seen even if they are inside of a main cluster. Such an approach allows for a faster
and less computationally intensive detection of anomalies. Additionally, it makes it easier
to explain what caused an anomaly (i.e., the explainer module may be also lightweight).
Importantly, anomalies are detected in real-time (as opposed to a post-factum analysis as
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found in current solutions), there is a decrease in low variance effects through the use of
robust statistics, and an entire system may be realized (as depicted in Figure 1, above) that
may be used as a solution for, among others, a network operations center (NOC).
By applying aspects of the techniques presented herein within a NOC, a device or
component that is identified as being outside of the z-score for the like group of devices or
sources may indicate that the device has anomalous behavior in a specific point in time,
based on the holistic value of all of the monitored metrics. It does not necessary point to
an issue, however it does indicate that the situation should be investigated more closely
using the detailed insights that may be obtained from an explainer module.
It may be easy to detect a Threshold Crossing Alert for a specific counter with
classic methods (e.g., a value is greater or less than an expected quantity or a value is
greater or less than a variance from the previously collected X samples). However, in such
a case some pre-configuration is required, namely, what is the threshold or variance that is
of interest. For data comprising a very large number of dimensions (e.g., for thousands of
counters) it is unrealistic to create separate configurations for each of the counters. The
scatterplot method according to the techniques presented herein (as described and
illustrated above) reduces the number of dimensions and defines thresholds for a dataset as
a whole, for a specific moment in time, which significantly simplifies the configuration.
The scatterplot method (under the techniques presented herein) may also be applied
to a technical support environment (such as in a network equipment vendor’s technical
assistance center) that can obtain archives with raw telemetry logs (as often happens in the
mobility space) for troubleshooting. The scatterplot method supports the rapid
identification of problematic moments in time and counters without the need to manually
browse through thousands of graphs or define thresholds for each counter.
The scatterplot method also permits the detection of cumulative anomalies (e.g.,
scenarios where there was no violation of a threshold by one metric, but the combined
values of all of the metrics are abnormal). Such a situation still can indicate that network
state has changed, and some corrective actions should be taken.
As described and illustrated in the above narrative, the techniques presented herein
encompass a dimensionality reduction approach employing a simplified pseudo
dimensionality reduction algorithm which allows for the holistic monitoring of multiple
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counters (e.g., data comprising a large number of dimensions) and the detection of
anomalies in the behavior of one or multiple counters. Such an addresses the problem of
monitoring and analyzing high dimensional telemetry (comprising, for example, thousands
of counters). Aspects of the presented techniques support a system that applies a
dimensionality reduction algorithm, that is based on standard deviation and z-score
statistical values, transforming data with a large number of dimensions into a twodimensional array (such as, for example, a scatterplot). Application of the presented
techniques enhances issue detection by a human observer and the automated generation of
alerts.
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