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Abstrat:Multiore proessors an improve performane by dereasing the exeution lateny of parallel pro-grams, or by inreasing throughput, i.e., the quantity of work done per unit of time when exeutingindependent tasks. Throughput is not neessarily proportional to the number of ores and an beimpated signiantly by resoure sharing in several parts of the miroarhiteture. Quantifyingthe impat of resoure sharing on throughput requires a throughput metri. A majority of miroar-hiteture studies use equal-time throughput metris, suh as IPC throughput or weighted speedup,that are based on the impliit assumption that all the jobs exeute for a xed and equal time. Weargue that this assumption is not realisti. We propose and haraterize some new throughputmetris based on the assumption that jobs exeute a xed and equal quantity of work. We showthat using suh equal-work throughput metri may hange the onlusion of a miroarhiteturestudy.Key-words: Miroarhiteture studies, multiore proessor, throughput metri
Métriques de débit à travail onstant pour les études enmiroarhitetureRésumé : Les proesseurs multi-oeurs augmentent les performanes en réduisant le tempsd'exéution des programmes parallèle ou en augmentant le débit, 'est-à-dire la quantité de tra-vail eetuée par unité de temps lorsqu'on exéute des tâhes indépendantes. Le débit n'estpas toujours proportionnel au nombre de oeurs, il peut dépendre fortement des onits sur lesressoures partagées de la miroarhiteture. Les métriques de débit permettent au miroarhi-tete de quantier l'impat de es onits sur le débit. Une majorité d'études en miroarhitetureutilisent des métriques de débit telles que le débit d'instrutions ou la somme des aélérationsqui sont basées sur l'hypothèse impliite que toutes les tâhes s'exéutent pendant des tempsonstants et égaux. Nous pensons que ette hypothèse n'est pas réaliste. Nous proposons etaratérisons de nouvelles métriques de débit basées sur l'hypothèse que les tâhes exéutentdes quantités de travail onstantes et égales. Nous montrons que l'utilisation de es nouvellesmétriques de débit peuvent hanger les onlusions de ertaines études.Mots-lés : Études en miroarhiteture, proesseur multi-oeur, métrique de débit
Constant-work multiprogram throughput metris for miroarhiteture studies 31 IntrodutionMultiore proessors an improve performane in two ways: they an derease the exeutionlateny of parallel programs, or they an inrease throughput, i.e., the quantity of work done perunit of time when exeuting multiprogram workloads made of independent threads. While theimportane of parallel programs in the urrent or future software eosystem may be disussed,the benet of higher throughput is undisputable and has been mostly visible in data enters andin the server side of the internet. However, threads running simultaneously on a multiore sharesome resoures like the last-level ahe, pin bandwidth, hip thermal design power, et. Withsimultaneous multithreading (SMT), threads share ore miroarhiteture strutures: level-1ahes, branh preditors, physial registers, sheduling logi, exeution units, et. Beause ofresoure sharing, throughput is not neessarily proportional to the number of threads runningsimultaneously. Moore's law is expeted to ontinue in the near future, and with it the growingof the number of ores on a single hip, leading to so-alled "manyore" hips. Commerialmanyore hips existing so far exploit data parallelism and have found an important nihe ingraphis proessing, i.e., mostly on the lient side of the internet. What is not lear is whetherhips with several hundreds of general-purpose ores will be useful on the server side. Indeed,some of the shared resoures are unlikely to grow linearly with the number of ores, espeiallypin bandwidth. Miroarhitets studying general-purpose multiores or manyores are interestedin quantifying throughput, to understand, and possibly derease, the performane loss due toresoure sharing.We argue in this paper that the multiprogram throughput metris that are ommonly used formiroarhiteture studies are deient. We propose new throughput metris aimed at orretingthese deienies.This paper is organized as follows. In Setion 2 we list the most frequently used multiprogramthroughput metris and we explain why, in our opinion, they are deient. We introdue inSetion 3 a new throughput metri, the EW-IPC, whih is based on the assumption of equal-workjobs. We show that the EW-IPC may lead to throughput paradoxes: aelerating a thread mightsometimes derease throughput. Beause there is no simple analytial formula for the EW-IPC,we introdue in Setion 4 some pratial proxies for the EW-IPC: the H-IPC, ASH-IPC and SSH-IPC. We disuss in Setion 5 the possible impliations of using equal-work throughput metrisand we show with an example that the onlusions of a study may hange dramatially. Weonlude this study by reommending to use the ASH-IPC or the SSH-IPC in miroarhiteturestudies onerned with multiprogram throughput.2 Multiprogram throughput metris are brokenMultiprogram throughput is generally measured by onsidering a set of single-thread benhmarksand running simultaneously some ombinations of benhmarks, alled workloads in the rest ofthis study. In general, if the proessor an run up to K threads simultaneously, eah workload isa ombination of K benhmarks (not neessarily distint). It is ustomary in miroarhiteturestudies to dene a xed set of workloads and to simulate eah workload separately for a xed timeinterval. From simulations, a per-thread performane number is obtained for eah workload, anda global throughput number is obtained by aggregating the per-workload performane numbers.Obtaining a global throughput number is important beause this is sometimes the only wayto deide whether a mehanism should be implemented or not. Indeed, multiprogram throughputmetris are often used to study arbitration mehanisms in miroarhitetures where one or severalresoures are shared between threads running simultaneously. Dierent arbitration mehanismslead to dierent ways to allot nite resoures to ompeting threads. Frequently, this leads toRR n° 8150













IPCref (w, i)where IPCref (w, i) is a referene IPC for the thread running on ore i in the wth workload (forinstane, IPCref (w, i) may be dened as the IPC of the thread when it runs alone on a referenemahine).Weighted speedup is one of the three most frequently used multiprogram throughput metris.However, we have shown in a reent study that weighted speedup is inonsistent, as it gives moreweight to benhmarks with a low referene IPC [6℄. One may want to weight dierent benhmarksdierently, but this should be stated expliitly and this must be justied. To our knowledge, noneof the past studies that have used weighted speedup have provided a reason for weighting dierentbenhmarks dierently, perhaps beause they were not aware of the inonsisteny problem. Theharmoni mean of speedups, the third most frequently used throughput metri, is inonsistent aswell [6℄.Using an inonsistent metri may lead to artiial onlusions, as illustrated in Table 1.The inonsisteny of the weighted speedup and harmoni mean of speedups stems from usingInria
Constant-work multiprogram throughput metris for miroarhiteture studies 5singlethread mahine Xrunning AB mahine Yrunning ABbenhmark A IPCref = 0.2 IPC = 0.1 IPC = 0.2benhmark B IPCref = 1 IPC = 0.2 IPC = 0.1weighted speedup 0.7 1.1harmoni mean of speedups 0.29 0.18Table 1: Example illustrating the inonsisteny of weighted speedup and harmoni mean ofspeedups. Benhmarks A and B are equally important. Without further information on benh-marks, the only possible onlusion is that mahines X and Y oer the same throughput.a unit of work whih is not the same for all the benhmarks and whih depends on a referenemahine, the mahine on whih referene IPCs are measured. Troughput is dened as thequantity of work done per unit of time. A sound throughput metri, one whih an be used toompare mahines, should dene the unit of work independently from a referene mahine, as thehoie of a partiular referene mahine is arbitrary (the hoie of a dierent referene mahineould hange the onlusions). If one wants, for whatever reason, to give more weight to somebenhmarks, suh weighting should be done onsiously and should be justied.2.3 What about geometri mean of speedups ?It is well known that, in the ase of single-thread performane, speedups should be aggregatedwith a geometri mean in order to avoid onsisteny problems [2, 5℄, and researhers generally usethe geometri mean to summarize single-thread speedups. Oddly, in the ase of multiprogramthroughput, the pratie of adding speedups (as in weighted speedup) or taking their harmonimean is still widespread.Though we do not exlude ompletely the possibility to dene ameaningful throughput metriusing a geometri mean, it is not lear how suh metri should be dened. The geometri meanof speedups gives an estimate of the median speedup of random programs under the assumptionthat benhmarks are representative and that speedups are distributed log-normally [5℄. Thatis, an assumption is made not only on programs (as in all performane metris) but also onmahines. It is easy to imagine ases where this assumption does not hold1. The assumption oflog-normality annot be true in general but oinidentally [4℄.2.4 The SPECrate throughput metriSPEC denes a throughput metri alled SPECrate, based on running homogeneous workloads,i.e., running several independent opies of the same benhmark and measuring how long it takesfor all opies to nish exeuting [1℄. However, SPECrate is limited to homogeneous workloads. Itis not an appropriate metri for studying miroarhitetures that exploit the possible heterogene-ity of behavior among onurrently running threads. For example, if we use only homogeneousworkloads to evaluate multiprogram throughput, we may be led to onlude that a shared last-level ahe oers little throughput advantage over private ahes, overlooking the possibility fora shared ahe to exploit the fat that dierent appliations may have dierent ahe spaerequirements [8℄.1For example, onsider a proessor X suh that IPCs are distributed log-normally, with a median IPC equalto 1. That is, 50% of programs have an IPC greater than 1. Then onsider a proessor Y that an issue only asingle instrution per yle, so that 50% of programs have an IPC lose to 1. The IPC distribution of proessorY is not log-normal, neither the speedups.RR n° 8150
6 Mihaud2.5 Equal-time throughput metrisA meaningful throughput metri is assoiated with a throughput experiment suh that the quan-tity of work per unit of time measured with this experiment is equal to the throughput valuegiven by the metri.Both the ET-IPC and the weighted speedup metris are equal-time throughput metris: thethroughput experiment with whih they are assoiated divides the exeution of a set of indepen-dent jobs into equal time intervals suh that, during a time interval, a single workload is runningontinuously (that is, no ontext swith happens)2.Hene if a set of workloads is dened independently from any partiular mahine, and if allthe benhmarks ontribute equally to the jobs onstituting the workloads, all the benhmarksrun for the same total time, whatever the mahine's performane.There exists some appliations that atually behave like that, i.e., they try to do as muhwork as possible during a xed time. This typially orresponds to some interative or real-timeappliations that an adapt the quality of their output as a funtion of the mahine's performane.Suh appliations produe jobs that may be termed onstant-time jobs. However, this onernsa minority of appliations.Most jobs, inluding bath jobs but also interative and real-time jobs, are onstant-workjobs. A onstant-work job has xed work to do, whih typially orresponds to a xed numberof program instrutions to exeute, and the time to do this work depends on the mahine'sperformane.In our opinion, the impliit assumption of onstant-time jobs in the onventional "IPCthroughput" metri is the main drawbak of that metri. Replaing raw IPCs with speedups,as in weighted speedup, not only makes the metri inonsistent but does not solve the basiproblem: the quantity of work done by a job still depends on the mahines performane.To solve this issue, we propose in the rest of this study some new multiprogram throughputmetris that are based on the assumption that jobs exeute a xed and equal quantity of work.Our goal is to state the assumptions learly and to haraterize the metris we propose, unlikewhat has been done with other throughput metris.3 The EW-IPC: an equal-work IPC throughput metriWe propose to dene an equal-work throughput metri for miroarhiteture studies based onthe following throughput experiment:(1) The unit of work is the instrution(2) The behavior of a job is similar to one of the benhmarks, hosen randomly, andall the benhmarks are equally likely(3) All the jobs exeute a xed and equal number of instrutions(4) There is a single job queue, whih is never empty(5) The sheduling poliy is rst-in rst-out (FIFO, aka rst-ome rst-served)We assume that the unit of work is the instrution, whih is a natural unit of work for the mi-roarhitet. This brings onsisteny: all the benhmarks are treated equally. Hene throughputis given in instrutions per unit of time, e.g., instrutions per yle (for a xed lok yle) or2The only dierene between ET-IPC and weighted speedup is that they use dierent units of work. TheET-IPC assumes that the unit of work is the instrution, and that one instrution from one benhmark is worthone instrution of another benhmark. The weighted speedup assumes that the unit of work for a benhmark isthe average number of instrutions exeuted in a lok yle by the benhmark when it runs alone on a referenemahine (hene dierent units of work for dierent benhmarks). Inria
























insegments AB and BA respetively.From the exeution trajetory, we an obtain the segment frations fAA, fBB, fAB and fBAInria














NIwhere NI is the total number of instrutions exeuted. Then, the EW-IPC an be omputed asEW-IPC = NI








(2)The main diulty lies in omputing the segment frations. In general, segment frations mustbe obtained from a Monte Carlo simulation. However, in the partiular ase of two benhmarksexeuting on a symmetri dual-ore, an exat analyti expression an be obtained. Notie thatan exeution trajetory suh as the one depited in Figure 1 does not depend on IPCAA and











]yield the exat same trajetory, hene the exat same segment frations. But matrix M′ orre-sponds to a situation where the IPC of a job does not depend on whih job is running on theother ore. In this situation, the two ores are independent, and the segment frations an beomputed easily (see the appendix):
































=⇒ EW-IPC = 1 M2 = [1 02 0.2] =⇒ EW-IPC = 2From the IPC matries, one may believe that mahine M1 should oer more throughput thanmahine M2, while in fat it is the opposite. In this example, dereasing IPCAB from 4 to 0doubles the EW-IPC ! By freezing a job of type A when the other ore runs a job of type B, weinrease the job throughput, whih is ounter intuitive. Let us analyze what is happening. Onboth mahines, workload BB is a workload type that we would like to avoid as muh as possiblebeause in this ase the IPC is very small. On mahine M2, a job of type A annot terminatewhile the other ore runs a job of type B. The only way for a workload BB to our is whenthe workload running previously was also a workload BB, or when both ores start a new jobRR n° 8150












IPCi[b]The EW-IPC is 1
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(6)where IPCi[b, w] is the IPC value in the bth row and wth olumn of the IPC matrix of ore i, and
(b, w) runs over all rows and olumns. That is, the H-IPC is obtained by summing the harmonimeans of the IPC matries.We distinguish two sorts of multiores: symmetri and asymmetri. We say that a multioreis symmetri when all the ores have equivalent IPC matries3. A multiore that is not symmetriis asymmetri. For instane, most general-purpose multiore proessors today are symmetri,inluding those whose physial ores are SMT.3The IPC matries of two ores are equivalent if the two matries an be made equal by a renumbering of oresInria
Constant-work multiprogram throughput metris for miroarhiteture studies 11
IPC[b,w] = min(3, max(0.1, BIPC[b]× S[b, w]))Random variable S[b, w] normally distributed with mean equal to 1





















Figure 3: IPC matrix model: umulative distribution funtion of the normally-distributed speedup


































































































































Figure 4: Coeient of variation (lower is better) of R = H-IPCEW-IPC for symmetri multiores, fordierent values of STDEV.Our goal is to understand to what extent the H-IPC an be used as a proxy for the EW-IPC.This does not neessarily mean that the H-IPC values should be lose to the EW-IPC values.The H-IPC and EW-IPC are equivalent if, for any two mahines X and Y,H-IPC[Y ]H-IPC[X ] ≈ EW-IPC[Y ]EW-IPC[X ] (8)In words, the two metris must indiate approximately the same speedup. Condition (8) isequivalent to H-IPC[Y ]EW-IPC[Y ] ≈ H-IPC[X ]EW-IPC[X ] (9)That is, the H-IPC and EW-IPC are equivalent if the ratio R = H-IPCEW-IPC is approximatelyonstant (not neessarily equal to 1). To quantify the equivalene between the two metris, wegenerate 1000 IPC matries aording to the IPC matrix model of Figure 2. For eah IPC matrix,we ompute R (we obtain the EW-IPC with Monte Carlo simulations). Eventually, the oeientof variation CVR = σR/µR (with µR and σR respetively the mean and standard deviation of R)quanties the extent to whih the two metris are equivalent. We observed experimentally thatthe fration R ∈ [µR − 2σR, µR + 2σR] is greater than 0.93. For instane, a CVR of 1% meansthat if we ompare two miroarhitetures X and Y, and if the H-IPC of Y is 10% higher thanthe H-IPC of X, then the EW-IPC of Y is likely between 8% and 12% higher than the EW-IPCof X.Results are presented in Figure 4 for symmetri multiores and in Figure 5 for asymmetrimultiores. These graphs show CVR when we vary the number of ores K, the number ofInria






























































































































































6 cores, 4 benchmarks
Figure 6: Satter plots with the EW-IPC on the x axis and the H-IPC on the y axis (1000 points),for a symmetri 6-ore, assuming STDEV=0.3. The left plot is for 2 benhmarks, and the right plotfor 4 benhmarks.RR n° 8150














(11)That is, the SSH-IPC is the global harmoni mean of IPCs times the number of ores.The oeient of variation of ASH-IPCH-IPC and SSH-IPCH-IPC quanties the extent to whih theASH-IPC and SSH-IPC give the same onlusions as the H-IPC. As in Setion 4.1, we dene1000 IPC matries aording to the model of Figure 2, for symmetri and asymmetri multiores.Results are shown in Figures 7 and 8 for a symmetri and asymmetri 4-ore respetively,assuming 20 benhmarks, STDEV=0.05 and STDEV=0.3. The left graphs show the oeientof variation of ASH-IPCH-IPC as a funtion of the number of workloads in the sample, and the right4For the asymmetri 6-ore ase, we do not have results for 20 benhmarks beause the IPC matries are verybig, whih makes simulations very slow. For symmetri multiores, we use a muh more ompat representationof the IPC matrix, taking advantage of the redundanies in it. Inria






























































































































































































































































Figure 8: Coeient of variation of ASH-IPCH-IPC (left graphs) and SSH-IPCH-IPC (right graphs) for anasymmetri 4-ore, assuming 20 benhmarks, STDEV=0.05 and STDEV=0.3.
Inria
































Figure 9: Coeient of variation of S = ASH-IPCEW-IPC for a symmetri 4-ore , with 20 benhmarks,using per-ore balaned workloads.graphs show the oeient of variation of SSH-IPCH-IPC . For eah graph, we show 3 urves, eahorresponding to a dierent way to selet the workloads: Random. Workloads are hosen ompletely randomly. Global balane. Among the total W × K threads onstituting the W workloads, eahbenhmark ours K × W/B times, W being a multiple of the number B of benhmarks. Per-ore balane. Eah benhmark ours W/B times on eah ore, with W a multipleof B.A rst observation is that balaning the benhmarks dereases signiantly the oeient ofvariation. For asymmetri multiores, per-ore balane is the best of the 3 workload seletionmethods. For symmetri multiores, per-ore balane is better than global balane for the ASH-IPC. For symmetri multiores, the SSH-IPC is nearly equivalent to the ASH-IPC under per-orebalane, and it is better than the ASH-IPC under global balane and under random workloads.For asymmetri multiores, as expeted, the ASH-IPC is superior to the SSH-IPC. In onlusion,we reommend using per-ore balaned workload samples and the ASH-IPC or, for symmetrimultiores, the SSH-IPC.The required sample size depends on benhmarks sensitivity and on the miroarhiteturesbeing ompared. If benhmarks have a small sensitivity (STDEV < 0.05) and if the performanedierene between the two miroarhitetures is signiant (a few perents), taking a few tens ofworkloads is ok. But if the performane dierene between the miroarhitetures is less than 1%,several hundreds of workloads may be neessary to quantify preisely the performane dierene.Figure 9 shows the oeient of variation CVS of S = ASH-IPCEW-IPC for a symmetri 4-ore with 20benhmarks, using per-ore balaned workloads. The number of workloads neessary to make
CVS 1% or smaller inreases with benhmarks sensitivity (i.e., with STDEV). For STDEV=0.05,20 workloads are suient for having CVS . 0.01, but we need 60 workloads for STDEV=0.1and 400 workloads for STDEV=0.2.RR n° 8150
18 Mihaudworkload single-thread IPC SoE IPC SoEreferene IPC fairness=0.25 fairness=1mgrid+art 0.31 ; 0.42 0.28 ; 0.19 0.25 ; 0.19luas+applu 0.78 ; 0.75 0.56 ; 0.50 0.56 ; 0.50galgel+g 0.22 ; 1.31 0.06 ; 1.03 0.11 ; 0.78vortex+gzip 1.03 ; 1.36 0.25 ; 1.03 0.56 ; 0.67g+eon 0.56 ; 1.44 0.08 ; 1.25 0.33 ; 0.92gap+vpr 1.36 ; 1.19 1.11 ; 0.31 0.78 ; 0.56vpr+eon 1.19 ; 1.72 0.22 ; 1.33 0.58 ; 0.83apsi+swim 2.06 ; 0.28 1.81 ; 0.06 1.31 ; 0.19mgrid+mgrid 0.61 ; 0.61 0.50 ; 0.50 0.47 ; 0.44bzip2+bzip2 1.92 ; 1.92 1.08 ; 1.03 1.06 ; 1.06Table 2: IPC numbers reprodued approximately from Figure 6 in referene [3℄5 Impliations for the miroarhitetFrom a mathematial point of view, the dierene between an equal-time throughput metrisuh as the ET-IPC and an equal-work throughput metri suh as the H-IPC is the dierenebetween an arithmeti mean and a harmoni mean. Miroarhiteture tehniques that inrease allthreads IPCs will likely be assessed similarly by the ET-IPC and the H-IPC, at least qualitatively.However the situation is more omplex when some IPCs are inreased while others are dereased,whih happens for instane when omparing several dierent ways to arbitrate shared resoures.Using the ET-IPC favors solutions that make high IPCs higher, even if this makes low IPCslower. In partiular, if a high-IPC thread is in onit with a low-IPC thread for a resoure,the ET-IPC tends to favor solutions that give priority to the high-IPC thread. Contrary to theET-IPC, the H-IPC favors solutions that tend to equalize the threads IPCs. That is, when ahigh-IPC thread is in onit for a resoure with a low-IPC thread, the H-IPC tends to favorsolutions that give priority to the low-IPC thread.The following example is taken from a study by Gabor et al. published in 2006 [3℄. Inthis study, the authors propose a mehanism for ontrolling fairness in proessors implementingSwith-on-Event (SoE) multithreading, aka oarse grained multithreading. With SoE multi-threading, a single thread is running at a given time, the other threads are waiting. Upon a longlateny event, like a last-level ahe miss, the exeution swithes to another thread. This permitshiding (to some exent) the ahe miss lateny. However, the authors show that a naive implemen-tation of SoE that swithes threads on every ahe miss may be very unfair to small-IPC threadsthat exeute few instrutions between onseutive misses. Therefore, they propose a mehanismfor ontrolling fairness. The relative performane of a thread is the thread's IPC in SoE modedivided by the thread's IPC when running alone. They dene fairness as the minimum relativeperformane divided by the maximum relative performane. In the proposed mehanism, thefairness target is set between 0 (no fairness enforement) and 1 (strong fairness enforement),and the mehanism introdues extra thread swithes in suh a way that the atual fairness islose to the fairness target. One of the onlusions they draw from their experiments is thatenforing fairness requires to sarie some throughput. But the throughput metri they used isthe ET-IPC.Table 2 shows the IPC number that we have measured approximately from Figure 6 inreferene [3℄, whih gives the instrution throughput obtained by simulating a dual-threadedInria
Constant-work multiprogram throughput metris for miroarhiteture studies 19ET-IPC weighted harmoni mean ASH-IPC SSH-IPCspeedup of speedupsfairness=0.25 1.32 1.17 0.41 0.51 0.49fairness=1 1.22 1.19 0.58 0.82 0.81ratio 0.92 1.02 1.40 1.61 1.65Table 3: Throughput metris applied on the IPC numbers of Table 2SoE proessor, for dierent values of the fairness target5. We give in Table 3 the throughputnumbers for several metris applied on the IPCs of Table 2. Aording to the ET-IPC (seondolumn), inreasing the fairness target dereases throughput moderately, whih is onsistent withthe onlusions of [3℄. The authors of [3℄ wanted to distinguish learly notions of throughputand fairness, this is why they did not use the weighted speedup and the harmoni mean ofspeedups. Nevertheless, we show these two metris in the third and fourth olumns sine theyare still frequently used. Going from a fairness target of 0.25 to a fainess target of 1 keepsweighted speedup almost the same. However, a fairness target of 1 inreases the harmoni meanof speedups by roughly 40% ompared to a fairness target of 0.25. The last two olumns of Table3 give the ASH-IPC and the SSH-IPC. Aording to these equal-work throughput metris, afairness target of 1 yields about 60%-65% more throughput than a fairness target of 0.25. Equal-work throughput is inreased beause enforing fairness inreases the fration of proessor timeallotted to small-IPC threads, thereby inreasing these threads IPCs. Had the authors of [3℄ usedthe ASH-IPC or the SSH-IPC, they would have onluded that not only does their mehanismallow to ontrol fairness, but it inreases throughput quite substantially.6 Summary and onlusionThe throughput metris used in miroarhiteture sudies so far are equal-time throughput metrisbased on the assumption that all the jobs exeute for a xed and equal time. We argue that thisassumption is not realisti, and we advoate for equal-work throughput metris based on theassumption that the IPC of a random job is not orrelated with the total number of instrutionsexeuted by that job. We have introdued suh equal-work throughput metri, alled the EW-IPC, whih is assoiated with a throughput experiment and hene has a lear physial meaning.We have shown that the EW-IPC ould lead to throughput paradoxes suh that aeleratingan individual thread might derease throughput. Beause there is no simple analytial formulafor the EW-IPC in the general ase, we introdued the H-IPC, a simple proxy for the EW-IPC.Using an IPC matrix model, we have studied to what extent the H-IPC is a good proxy forthe EW-IPC. We have onsidered the pratial ase where only a relatively small number ofworkloads are simulated, and we have proposed two dierent estimators for the H-IPC in thisase, the ASH-IPC and the SSH-IPC. We have shown that these estimators work best whenall the benhmarks are equally represented in the sample workloads. We have shown with anexample that using an equal-work throughput metri suh as the H-IPC may lead to onludedierently in a miroarhiteture study. While equal-time throughput metris tend to favormiroarhitetures that aelerate faster threads, equal-work throughput metris tend to favormiroarhitetures that make threads performane more uniform. In onlusion, we reommend5Figure 6 in [3℄ shows only 10 of the 16 workloads they have used for their study. The missing workloads arehomogeneous workloads that are slightly impated by fairness enforement.RR n° 8150
20 Mihaudthat miroarhiteture studies onerned with multiprogram throughput use the ASH-IPC or,for symmetri multiores, the SSH-IPC.AppendixLet us assume that the IPC of a running job does not depend on the job running on the otherore. Consequently, the two ores are independent. We denote IPCA and IPCB the IPCs ofjobs of type A and B respetively. Let PA and PB = 1 − PA be the probabilities that, at arandom time, a given ore is exeuting a job of type A or B respetively. In the limit, beauseof the assumptions for the EW-IPC (Setion 3), a given ore exeutes as many instrutions fromjobs of type A and B, whih means
PA × IPCA = PB × IPCB








(13)The average total IPC is
IPC = 2 × (PA × IPCA + PB × IPCB) =
4IPCAIPCB
IPCA + IPCB
(14)Beause the two ores are independent, the probabilities an be multiplied. For instane, theprobability to be on a segment of type AB at a random time (that is, ore 1 is exeuting a jobof type A while ore 2 is exeuting a job of type B) is equal to PA × PB. The segment frationsare:
fAA =
P 2A × 2 × IPCA
IPC
fBB =
P 2B × 2 × IPCB
IPC
fAB = fBA =
PAPB × (IPCA + IPCB)
IPCReplaing PA, PB and IPC with the expressions in equations (12), (13) and (14), yields














IPCA + IPCBReferenes[1℄ A. Carlton. CINT92 and CFP92 homogeneous apaity method oers fair measure of proessingapaity. http://www.spe.org/pu92/sperate.txt. Inria
Constant-work multiprogram throughput metris for miroarhiteture studies 21[2℄ P. J. Fleming and J. J. Wallae. How not to lie with statistis: The orret way to summarizebenhmark results. Communiations of the ACM, 29(3):218221, Mar. 1986.[3℄ R. Gabor, S. Weiss, and A. Mendelson. Fairness and throughput in swith on event multithreading.In Pro. of the 39th Annual International Symposium on Miroarhiteture, 2006.[4℄ M. F. Iqbal and L. K. John. Confusion by all means. In Workshop on Unique Chips and Systems(UCAS), 2010.[5℄ J. R. Mashey. War of the benhmark means : Time for a true. ACM SIGARCH ComputerArhiteture News, 32(4), Sept. 2004.[6℄ P. Mihaud. Demystifying multiore throughput metris. IEEE Computer Arhiteture Letters,Aug. 2012.[7℄ S. Parekh, S. Eggers, H. Levy, and J. Lo. Thread-sensitive sheduling for SMT proessors. TehnialReport UW-CSE-00-04-02, University of Washington, 2000.[8℄ M. K. Qureshi and Y. N. Patt. Utility-based ahe partitioning: A low-overhead, high-performane,runtime mehanism to partition shared ahes. In Pro. ot the International Symposium on Mi-roarhiteture, 2006.[9℄ Y. Sazeides and T. Juan. How to ompare the performane of two SMT miroarhitetures. In Pro.of the IEEE International Symposium on Performane Analysis of Software and Systems, 2001.[10℄ A. Snavely and D. M. Tullsen. Symbioti jobsheduling for a simultaneous multithreading arhite-ture. In Pro. of the International Conferene on Arhitetural Support for Programming Languagesand Operating Systems, 2000.[11℄ A. Snavely, D. M. Tullsen, and G. Voelker. Symbioti jobsheduling with priorities for a simulta-neous multithreading proessor. In Pro. of the ACM SIGMETRICS International Conferene onMeasurement and Modeling of Computer Systems, 2002.[12℄ D. M. Tullsen, S. J. Eggers, J. S. Emer, H. M. Levy, J. L. Lo, and R. L. Stamm. Exploiting hoie:instrution feth and issue on an implementable simultaneous multithreading proessor. In Pro. ofthe 23rd Annual International Symposium on Computer Arhiteture, 1996.[13℄ D. M. Tullsen, S. J. Eggers, and H. M. Levy. Simultaneous multithreading : Maximizing on-hipparallelism. In Pro. of the 22nd Annual International Symposium on Computer Arhiteture, 1995.[14℄ M. Van Biesbrouk, L. Eekhout, and B. Calder. Considering all starting points for simultaneousmultithreading simulation. In Pro. of the IEEE International Symposium on Performane Analysisof Systems and Software, 2006.[15℄ M. Van Biesbrouk, T. Sherwood, and B. Calder. A o-phase matrix to guide simultaneous multi-threading simulation. In Pro. of the IEEE International Symposium on Performane Analysis ofSystems and Software, 2004.
RR n° 8150
RESEARCH CENTRE
RENNES – BRETAGNE ATLANTIQUE




Domaine de Voluceau - Rocquencourt
BP 105 - 78153 Le Chesnay Cedex
inria.fr
ISSN 0249-6399
