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Coordinates
The coordinates used for the vast majority of the thesis are {u, v, θ, z}. The
similarity variable is defined by η = v/u. We use the rescaling τ = − log η
in Chapters 2,3 and 4. We use the rescaling t = log(−η) in Chapters 5 and
6. N− and N+ are used to denote the past and future null cones of the
scaling origin O. They are the hypersurfaces defined by v = 0 and u = 0,
respectively.
Metric functions
The metric functions for the non-self-similar metric are γ¯(u, v), φ¯(u, v) and
r(u, v). The self-similar metric functions are γ(η), φ(η) and S(η). They are
related by
γ¯ = γ, φ¯ = φ− 1
2
log |u|, r = |u|S.
Parameters
The system of field equations has two parameters, k and V0. We also make
common use of the translation λ = 1− k2/2.
Matter functions
The scalar field is denoted by ψ(u, v) and the potential by V (ψ). The self-
similar form of the scalar field is then given by ψ = F (η) + log |u|k/2. The
translation l = 2F/k − log |η|1/2 is used much more widely in the analysis.
The potential is shown to satisfy V = V0e
λl.
Other variables
We introduce the variable R = eτ/2S in Chapter 2. The analysis in Chapter
4 is carried out using the system of variables
u1(τ) =
R˙
R
, u2(τ) = V0eλl, u3(τ) = l˙,
where the overdot denotes differentiation with respect to τ .
In Chapters 5 and 6 we use S(η) = σ(t) and the analysis is carried out using
the system of variables
x1 =
σ′(t)
σ
, x2 = V0e
λl, x3 =
dl
dt
+
1
2
.
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Abstract
The aim of this thesis is to give a rigorous analysis of the Einstein field equa-
tions which arise when modelling the collapse of a scalar field in self-similar,
whole-cylinder symmetry. The principal motivation is to discover whether,
and under what conditions, this class of spacetimes admit the existence of
a naked singularity. Imposing self-similarity on the spacetime gives rise to
a set of single variable functions describing the metric. Furthermore, it is
shown that the scalar field is dependent on a single unknown function of the
same variable and that the scalar field potential has exponential form. The
Einstein equations then take the form of a set of ODEs, with two degrees of
freedom and a free initial datum, where initial data is given on the regular
axis. Self-similarity also gives rise to a scalar curvature singularity at the
scaling origin, to the future of the regular axis. The field equations have
singular points along the axis and along the past and future null cones of
the singularity, labelled N− and N+, respectively. We label the region be-
tween the axis and N− as region I and the region bounded by N− and N+
as region II. The problem naturally divides into two stages, that is, solv-
ing the equations in these two separate regions. The independent variable
may be rescaled in each separate region to obtain an autonomous system of
field equations and a dynamical systems approach is used to obtain quali-
tative solutions. It is shown that some solutions have a maximal interval of
existence ending either on or before N−, where the termination of the solu-
tion corresponds to either a spacetime singularity or future null infinity, and
that some solutions may be extended into region II. All of these solutions
are then shown to terminate in a spacelike singularity before reaching N+.
This supports the Cosmic Censorship Hypothesis.
ix
Chapter 1
Introduction
Gravitational collapse is one of the most intriguing processes in nature, lead-
ing to such exotic phenomena as supernovae, white dwarfs, neutron stars
and black holes. It is one the most fruitful topics in the theory of General
Relativity (GR). In the words of John Wheeler “..one feels that he has at
last in gravitational collapse a phenomenon where general relativity comes
into its own..” [41] A black hole is formed when the collapse of a suffi-
ciently massive body is unimpeded by atomic pressures and continues to
contract to a vanishingly small radius, forming a singularity which is hidden
behind an event horizon. The event horizon prevents the escape of mat-
ter and radiation from the region within a certain radius of the singularity,
thus shielding the external universe from it. The existence of black holes
was predicted by the famous Schwarzschild solution and there is now strong
observational evidence that they do indeed exist. Indeed, the singularity
theorems of Hawking and Penrose prove the existence of singularities in
the theory of GR. A related phenomenon which arises in some theoretical
models of collapse is the naked singularity, which is when the singularity is
formed before the event horizon, thus rendering it visible to outside world.
This is an undesirable effect since the predictability of classical physics is
compromised; infinite amounts of energy may be emitted from the singular-
ity and, therefore, one cannot predict its causal future. In response to this,
Penrose conjectured that the collapse of physically realistic matter could
only result in the creation of singularities which are censored by an event
horizon. Known as the Cosmic Censorship Hypothesis (CCH), it has yet to
be proven and its veracity is one of the principal outstanding questions in
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GR. However, the models which do exhibit naked singularity formation are
highly idealised and are generally thought to be unrealistic for one reason or
another and a plausible counter-example to the CCH has yet to be found.
The purpose of this work is to add to the literature on this subject and to
determine whether or not the class of self-similar cylindrically symmetric
scalar field spacetimes obeys the CCH.
In the following section we give a brief account of the notation used through-
out the thesis. In Section 1.2, we describe the mathematical concepts of GR
necessary to formulate the problem at hand. Section 1.3 gives a review of
some of the existing literature on cylindrical symmetry and Section 1.4 is a
brief on note the role of self-similarity in GR. We summarise the findings
and layout of the thesis in Section 1.5.
1.1 Notation
We use the notation M for a manifold and g for the metric tensor. A
bold symbol is used for index-free representations of all tensors, including
vectors and one-forms. We use the signature (-,+,+,+) for the metric. Latin
indices are used for all abstract indices for tensors and these always run
over the values (0,1,2,3). Components in a particular coordinate basis are
labelled using the coordinates, for example, the g22 component of the metric
in the coordinate basis {u, v, θ, z} would be labelled gθθ. We use the Einstein
summation convention so that repeated indices are summed over all values,
for example,
V awa = V
0w0 + V
1w1 + V
2w2 + V
3w3. (1.1.1)
Partial derivatives are denoted by ∂f/∂x = ∂xf = f,x. The Lie derivative
with respect to ξ is denoted by Lξ and the covariant derivative by ∇a.
The covariant derivative along a vector field X is given by ∇X . An affine
parameter along a geodesic is always given by µ and an overdot represents
the derivative with respect to the affine parameter. We also use an overdot
to denote a derivative with respect to the independent variable τ in Chapter
4. We refer to ordinary and partial differential equations as ODEs and
PDEs, respectively.
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1.2 General Relativity
In this section, we outline some of the fundamentals of GR which lead us to
the field equations of the theory, which relate the matter to the geometry
of the spacetime. Central to the theory of GR is the geometry of curved
spaces, as it is the curvature of the four dimensional spacetime manifold in
which the gravitational field manifests itself. Hence, an understanding of
differential geometry is essential and we outline some of the fundamentals
below.
1.2.1 Manifolds and tensor fields
An n-dimensional manifoldM is roughly defined as a space which, at every
point, looks locally like Euclidean space of the corresponding dimension, Rn,
but which may have a much different global structure. One can set up a
non-degenerate coordinate system which parameterisesM locally, although
the system may not extend to the whole manifold. An atlas for M is a set
of local coordinate systems such that their union covers M entirely. The
definition of curves and surfaces inM as constraints on, or parameterisations
of, the coordinates follows naturally. M is said to be differentiable (smooth)
if the transformations between any two coordinate systems are differentiable
(smooth) on subsets ofM on which they overlap. All manifolds are assumed
to be of this type in GR. We can define vectors on a smooth manifold as
tangents to curves in the manifold and we denote by Tp(M) the space of
all tangent vectors at a point p in M. It may be shown that Tp(M) is a
vector space of the same dimension as M. Given a basis for the tangent
space {ea} = {∂/∂xa} then V ∈ Tp(M) can be written as
V = V a
∂
∂xa
= V a∂a, (1.2.1)
where V a are the components of V in the basis {ea}. A dual vector, or
one-form, acts on vectors to produce a real number. The space of all one
forms at a point p is denoted T ∗p (M) and is dual to Tp(M). Introducing
a basis {ea} = {dxa} on T ∗p (M) such that eaeb = δab , then we can write
w ∈ T ∗p (M) as
w = wadx
a, (1.2.2)
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where wa are the components of w in the basis {ea} and δab is the Kronecker
delta defined by
δab =

1, if a = b0, if a 6= b (1.2.3)
Then w(V ) produces the scalar V awa. A tensor is a geometrical object
which maps any product space of V ∈ Tp(M) and w ∈ T ∗p (M) to the
real numbers, is linear in its arguments and is invariant under coordinate
transformations. The rank of a tensor corresponds to the space on which it
acts. Vectors and one-forms are tensors of rank (1,0) and (0,1), respectively.
When changing from one coordinate system to another, the components of
vectors and one-forms change according to
V a = Xab′V
b′ , wa = X
b′
a w
b′ , (1.2.4)
where xb
′
are the new coordinates and
Xab′ =
∂xa
∂xb′
, Xb
′
a =
∂xb
′
∂xa
, (1.2.5)
are the transformation matrices or Jacobians of the transformation. A tensor
T of rank (1,1) maps the product space Tp(M)×T ∗p (M) into the reals and
its components transform according to
T ab = X
d′
b X
a
c′T
c′
d′ . (1.2.6)
Tensors of higher rank transform in an analagous way.
1.2.2 Derivatives on a manifold
It is not difficult to show from (1.2.4) that the partial derivative of a tensor
is generally not a tensor, that is, it is not invariant under coordinate trans-
formations. We introduce two types of differentiation on a manifold which
are both tensorial; the covariant derivative and the Lie derivative.
Consider the vector field in a particular basis V a evaluated at points p and
q. The covariant derivative of a vector field measures the difference between
V a(p) and the vector parallel to V a(q) at p in the limit as p→ q. It may be
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shown that this leads to
∇bV a = ∂bV a + ΓacbV c, (1.2.7)
where ∇bV a is the covariant derivative of V a. The term Γacb, called an affine
connection, is a set of functions which transform in such a way that the
combination of the terms on the righthand side above are invariant under
coordinate transformations, i.e. they are tensorial. Hence, ∇bV a is a tensor
of rank (1,1). The covariant derivative of tensors of general rank have a
similar definition. Note that ∇aψ = ∂aψ for a scalar ψ.
The covariant derivative of a vector V along a vector X is defined as
∇XV b = Xa∇aV b, (1.2.8)
which is the analogue of the directional derivative in Euclidean space. V is
said to be parallel-transported along X if ∇XV a = 0. The Lie derivative
of a tensor field with respect to a vector field ξ measures the change in that
tensor field transported along the integral curves or the flow of ξ. The Lie
derivative of a vector field V a with respect to ξ is given by
LξV a = ξb∂bV a − V b∂bξa, (1.2.9)
with similar definitions for tensors of other rank. The Lie derivative pre-
serves the rank of a tensor. As we shall see, the Lie derivative is useful in
defining the symmetries of a manifold.
1.2.3 The metric tensor
The metric tensor g on a manifold is a privileged tensor which takes as
its input two vectors and returns a scalar. It is symmetric, of rank (0,2)
and completely determines the curvature of the manifold. It allows us to
measure the length of intervals between points in the manifold through the
relation
ds2 = gabdx
adxb, (1.2.10)
which is known as the line element. We define the inverse metric, gab, by
gabgbc = δ
a
c (1.2.11)
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where δac is the Kronecker delta. It may be used to raise and lower indices
so that for a vector V a we have gabV
a = Vb, which shows that when acting
on a vector it produces a one-form. An affine connection may be defined in
terms of the metric tensor by
Γabc =
1
2
gad(∂bgdc + ∂cgdb − ∂dgbc). (1.2.12)
This connection is known as the metric connection and the connection will
always be defined in this way in GR. It is easy to see that Γabc is symmetric
in its lower indices and one can check that ∇cgab = 0 follows immediately
from this definition.
The isometries of the spacetime are defined in terms of the metric tensor by
Lξgab = 0, (1.2.13)
where ξ is a Killing vector field of the manifold. This equation demonstrates
the fact that the metric is unchanged as we follow the flow of ξ which implies
the spacetimes is symmetric along these orbits.
1.2.4 Geodesics on a manifold
Geodesics are a special class of curves whose tangent vectors X satisfy
∇XXa = 0. Given any two points on a manifold p and q which are suf-
ficiently close together, there is a unique geodesic joining p and q which
extremises the invariant spacetime interval between them. Geodesics are of
central importance to GR as they are the paths followed by unaccelerated
or free-falling particles and radiation in a gravitational field. Of particular
interest to us are the null geodesics of the spacetime, the paths along which
radiation travels, which form the boundaries of the causal past and future
of points in the spacetime. The null geodesics may be parameterised such
that the parametric equations are given by
x¨a + Γabcx˙
bx˙c = 0, (1.2.14)
where the overdot denotes differentiation with respect to an affine parameter,
which we always denote by µ. They may be derived from the Euler-Lagrange
6
equation
d
dµ
∂L
∂x˙a
− ∂L
∂xa
= 0, (1.2.15)
where
L = gabx˙
ax˙b, (1.2.16)
is the Langrangian, and we make use of both (1.2.14) and (1.2.15) in what
follows. For the majority of the thesis we use double null coordinates u and
v which pick out the outgoing and ingoing null geodesics, respectively.
1.2.5 The Riemann curvature tensor and the Einstein equa-
tion
An important measure of the curvature of a manifold is the Riemann tensor,
which captures the failure of a vector to return to itself after being parallel-
transported along a closed curve. It is a tensor of rank (1,3) with components
Rabcd = ∂cΓ
a
bd − ∂dΓabc + ΓebdΓaec − ΓebcΓaed. (1.2.17)
For a vector field Xa we have ∇c∇dXa − ∇d∇cXa = RabcdXb, which can
be thought of as the change in Xa having been transported around an in-
finitesimal closed loop. We have seen that the connection Γabc depends on
first derivatives of the metric gab and so the Riemann tensor is of second
order in derivatives of gab. Contracting the Riemann tensor on its first and
third indices we have Rcacb = Rab, which is defined as the Ricci tensor.
The trace gabRab = R is then defined as the Ricci scalar. To write down
the Einstein equation, we must define the energy-momentum tensor, which
measures the distribution of matter and energy throughout the spacetime.
It is a symmetric tensor of rank (0,2), commonly denoted Tab. For a general
scalar field ψ it is given by
Tab = ∇aψ∇bψ − 1
2
gab∇cψ∇cψ − gabV (ψ), (1.2.18)
where V (ψ) is the scalar field potential. This is the form of Tab which we use
throughout the thesis. Other forms arise for electromagnetic fields, fluids,
vacua etc. The cases V ≡ 0 and V 6= 0 are referred to as the minimally and
non-minimally coupled cases, respectively. We deal with both, however, the
vast majority of the work is on the non-minimally coupled case. We are now
7
in a position to state the Einstein equation:
Gab = Rab − 1
2
gabR = 8πG
c4
Tab, (1.2.19)
where G is Newton’s gravitational constant, Gab is the Einstein tensor and
c is the speed of light. In the most general set up, this is a set of ten
independent, non-linear, second order PDEs, the solutions of which give
the metric of the spacetime manifold. They may be greatly simplified by
assuming certain symmetries in the spacetime geometry and, as we shall see,
in the case of self-similar cylindrically symmetric solutions they reduce to
ODEs. We also make use of the definition Eab = Gab − 8πG/c4Tab and use
units such that 8πG = c = 1 throughout.
1.3 A review of research on cylindrical symmetry
Cylindrically symmetric spacetimes have been of interest since first studied
as sources for gravitational waves (GW) by Beck [3] in 1925 and later by
Einstein and Rosen [12] in 1937 who, as stated in [18] “gave the first clear
demonstration the theory of general relativity predicts the existence of ex-
act gravitational waves”. The existence of GW is a fundamental question in
GR as it is one of the principal analogies to the other classical field theories.
Although controversial at the time, it is now widely accepted that GW exist
and they are expected to be observed experimentally within a decade. Ken-
nefick [24] gives an interesting account of the controversies surrounding GW.
During the 1960s, huge advances were made in the understanding of grav-
itational radiation and gravitational collapse. In the context of cylindrical
symmetry, the work of Thorne [40] was important in both areas. He pro-
posed an energy-like measure for cylindrical systems, called ‘C-energy’. As
stated in [20], “It has several interesting and useful features: It is covariant
and is associated with a conserved flux vector; it has the correct Newto-
nian limit, the mass per specific length of the cylinder; it is propagated by
Einstein-Rosen waves.” It has proven useful in studying the dynamics of sev-
eral models, such as cylindrical electromagnetic universes and the collapse of
a cylindrical shell of counter-rotating dust particles. However, it was shown
in [20] that C-energy may be non-zero in the absence of a gravitational
field, which casts doubt on its suitability as an energy measure. Thorne also
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proved the important result that there cannot exist horizons in the collapse
of an infinite cylinder with a vacuum exterior [40]. He also showed that
naked singularities are formed in the collapse of a thin cylindrical dust shell.
The important work of Shapiro and Teukolsky [36] in non-spherical collapse
gave strong numerical evidence that naked singularities can form in the col-
lapse of dust spheroids, of which infinite cylinders are an approximation.
Apostolatos and Thorne (AT) [1] used C-energy arguments to demonstrate
that an infinitesimal amount of rotation halts the collapse of a cylindrical
shell of counter-rotating dust particles and that the shell bounces and os-
cillates before settling down to a static equilibrium. However, they make
some strong assumptions such as the total angular momentum being zero
and the existence of fixed times such that the shell is momentarily static and
radiation free. Piran [33] showed that, in some numerical examples, realistic
pressure can also prevent collapse to a singularity. Echeverria [11] expands
on the non-rotating dust case by giving more detail about the nature of the
singularity and describing a sharp burst of gravitational waves just before
the singularity forms. Letelier and Wang [26] subsequently showed that the
collision of ingoing and outgoing cylindrical null fluids, which may model the
interaction of gravitational waves with incoming radiation during the cylin-
drical collapse, results in the formation of a naked singularity. Sheel, Shapiro
and Teukolsky [34] used C-energy to prove the stability of relativistic cylin-
drical polytropes and highlight some of the short-comings in approximating
finite, non-spherical collapse using infinite cylindrical models.
Chiba [7] studied the full dust collapse scenario using analytical and nu-
merical methods and found that no gravitational waves are emitted during
the free fall time. Stachel [38] examined the behaviour of Einstein-Rosen
waves at null infinity in directions orthogonal to the axis of symmetry and
found that they are not asymptotically flat. Ashtekar, Bicˇa´k and Schmidt
generalised this study by examining these waves in all directions and they
found that, in generic directions, the curvature ‘peels off’ much better than
in directions orthogonal to the axis of symmetry. Pereira and Wang (PW)
[32] later generalised the work of AT to include the emission of gravitational
waves during the collapse. They found that, in some special cases, the rota-
tion isn’t strong enough to halt the collapse to a singularity. Although there
were some errors in their calculations, these were corrected by Gleiser [14]
who found that this model does indeed admit singularity solutions. Soon
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after, detail was added to this study by Gonc¸alves and Jhingan [17] who
claimed to establish that the previous results of PW hold for generic ini-
tial data and that there are no trapped surfaces in the spacetime. Nolan
[30] followed this up soon after with a proof that these spacetimes admitted
global naked singularity solutions. However, Seriu’s [35] analysis contradicts
the results of PW. His imposition of the weak energy condition outside the
collapsing shell causes it to bounce rather than collapse to a singularity in
all cases.
Hamity, Ce´cere and Barraco [19] performed a numerical analysis of this
model and found both stable and unstable equilibrium solutions. They
also studied a two-shell model. Two recent papers by Gleiser and Ramirez
[15],[16] revisit this problem using linearised approximations to the dynami-
cal equations governing the motion of the shell. The work of Nakao, Ida and
Kurita [28],[29] claims to have disproven some of the AT results, specifically,
that the collapsing shell of counter-rotating dust particles does not always
settle to a static equilibrium final state.
Investigation of the collapse of a self-similar massless scalar field in cylin-
drical symmetry was performed by Wang [42]. He found exact solutions,
some of which correspond to collapse to a black hole and others which cor-
respond to a censored point-like singularity. However, it appears that the
singularity existed in the initial configuration and so it wasn’t a realistic
model of collapse. We show below that the massless model is mathemati-
cally equivalent to the vacuum case which, given regular initial data, yields
global, singularity-free solutions. He performed linear perturbations of the
self-similar solutions, and found that some of the black hole solutions are
stable under these perturbations. This study is closest to our own and the
subject of this thesis is a generalisation of this problem to the massive scalar
field case. One cannot generally obtain exact solutions to the field equations
in this case, making the analysis much more complicated. Note that we have
not carried out any perturbation analysis here.
Nakao and Morisawa [27] used a linear perturbation of the cylindrical dust
spacetime to model the high-speed collapse of a perfect fluid. This was later
generalised to the collapse of two perfect fluids by Sharif and Ahmad, who
used the same high-speed approximation scheme. Nolan and Nolan [31] con-
sidered the cylindrical analogue of the Oppenheimer-Snyder model, that is,
the matching of an isotropic dust interior to a vacuum exterior and showed
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that it is impossible to perform such a matching. Harada, Nolan and Nakao
[20] gave a complete description of self-similar, cylindrical vacuum space-
times and it was here that they indentified a problem with the definition
and interpretation of C-energy.
1.4 Self-similarity
Self-similarity plays an important role in many theories of classical physics.
In GR, Carr’s self-similarity hypothesis asserts that under certain physical
conditions, solutions naturally evolve to a self-similar form [4], thus self-
similar solutions are highly relevant to the study of gravitational collapse.
Another motivation for the assumption of self-similarity is that it brings
about a significant simplification, reducing the field equations to ODEs,
and self-similar cylindrical spacetimes are now well understood (see, for ex-
ample, [8],[6],[5]). Indeed, many of the spacetimes violating the CCH are
self-similar, although some of the more realistic models in which naked sin-
gularities arise have been shown to be unstable under perturbations [9],[13].
We note that this work is the cylindrical analogue of the work carried out
in [8].
There are two types of self-similarity; continuous or homothetic self-similarity
and discrete self-similarity, also known as the first and second kinds, respec-
tively. We only consider self-similarity of the first kind here and we simply
refer to it a self-similarity henceforth. Spacetimes which are self-similar
admit a homothetic Killing vector field ξ such that
Lξgab = 2gab. (1.4.1)
This captures the notion of invariance under scale transformations [4]. The
coefficient of gab on the right may be rescaled and is chosen as 2 for conve-
nience.
1.5 Summary of results
This work gives a rigorous, analytical study of the class of self-similar, cylin-
dricallly symmetric spacetimes coupled to a non-linear scalar field, where
the Killing vectors are assumed to be hypersurface orthogonal and where
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the homothetic vector field is assumed to be orthogonal to the cylinders of
symmetry. These spacetimes contain a singularity at a point along the axis
and so to model a collapse scenario we assume a regular axis to the past of
this singularity. The field equations for this class reduce to a system of ODEs
for three metric functions and the scalar field. The system has two degrees
of freedom and a free initial datum. Solutions for the entire parameter space
are examined and, apart from a few critical values of the parameters where
exact solutions may be obtained, qualitative solutions are given. The global
structure of these solutions is presented in all cases and it is shown that the
singularity of the spacetime is censored in all cases, thereby upholding the
cosmic censorship hypothesis for these spacetimes.
In Chapter 2, we give a description of the spacetimes in question which leads
to the formulation of the initial value problem with the regular axis as the
initial data point. In Chapter 3, we prove existence and uniqueness of solu-
tions emanating from the regular axis and Chapter 4 gives all solutions to
the causal past of the singularity. These solutions may be divided broadly
into two classes; those that terminate on or before the boundary of the
causal past of the singularity and those which are regular there. In Chapter
5, the solutions which fall into the latter class are extended into the region
beyond this surface, which leads up to the boundary of the causal future of
the singularity. They are shown to terminate in a spacelike singularity in
all cases. Chapter 6 is devoted to an alternative method for finding these
solutions which may be used to obtain more detail about their behaviour in
some cases and which is of interest in its own right.
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Chapter 2
Self-similar cylindrically
symmetric scalar field
spacetimes
The purpose of this chapter is to give a description of the self-similar, cylin-
drically symmetric spacetimes coupled to a scalar field, which ultimately
leads to the form of the Einstein equations and initial data which we work
with for the remainder of the thesis. We start by giving the line element
for spacetimes with whole-cylinder symmetry in a double null coordinate
system, that is, a coordinate system where the two null coordinates pick
out the paths of ingoing and outgoing radial null rays. We give the energy-
momentum tensor for a general scalar field and the corresponding field equa-
tions. Before imposing self-similarity, we deal with the special case of non-
minimal coupling, i.e. with vanishing potential, in the more general setting.
We show that it is, essentially, mathematically equivalent to the vacuum case
and that the field equations are practically identical to those studied in [2].
We then specialise to the self-similar setting, showing that the self-similar
line element and scalar field essentially depend on a single variable and that
the scalar field potential has exponential form. To ensure that the collapse
ensues from an initially regular configuration we impose regular axis condi-
tions [22] to the past of the scaling origin O, (u, v) = (0, 0). This is defined
as the point at which the homothetic Killing vector field is identically zero.
This gives a restricted initial data set from which to evolve the equations.
We finish with a proof of the existence of a curvature singularity at O.
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2.1 Cylindrically symmetric spacetimes
Cylindrically symmetric spacetimes are invariant under translations along
and rotations about an axis of symmetry. They admit a pair of commuting,
spacelike Killing vectors, which may be written as
ξ(θ) = ∂θ, ξ(z) = ∂z, (2.1.1)
where the Killing coordinates are θ and z and θ is identified at 0 and 2π.
We make the further assumption that these are hypersurface orthogonal,
which is known as whole-cylinder symmetry [40]. We choose our other two
coordinates u and v such that lines of constant u and v represent the paths
of outgoing and ingoing radial null rays, respectively. By outgoing we mean
travelling from the axis of symmetry to future null infinity (if it exists)
and vice versa. Given these symmetries, the line element may generally be
written as
ds2 = −2e2γ¯+2φ¯dudv + e2φ¯r2dθ2 + e−2φ¯dz2, (2.1.2)
where the functions γ¯, φ¯ and r depend only on the null coordinates u and v.
The function r gives the radius of the cylinders of symmetry. This form of
the metric is invariant under the following coordinate transformations.
u→ u¯(u), v → v¯(v), z → λz, (2.1.3)
for constant λ. Note that θ ∈ [0, 2π) where 0 and 2π are identified and so
transformations of the kind θ → λθ are not allowed in general.
2.2 Field equations for a cylindrically symmetric
scalar field
As mentioned in Section 1.2 we take our matter source to be a cylindri-
cally symmetric, self-interacting scalar field ψ(u, v) with stress-energy ten-
sor given by (1.2.18). Coupling this to the line element (2.1.2) produces the
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Einstein field equations, which reduce to
2r,u γ¯,u−r,uu−2rφ¯,2u = rψ,2u , (2.2.1a)
r,uv = re
2γ¯+2φ¯V (ψ), (2.2.1b)
2r,v γ¯,v −r,vv −2rφ¯,2v = rψ,2v , (2.2.1c)
2(φ¯,u φ¯,v +γ¯,uv ) = −ψ,u ψ,v +e2γ¯+2φ¯V (ψ), (2.2.1d)
2rφ¯,uv +r,u φ¯,v +r,v φ¯,u+r,uv = 0. (2.2.1e)
The last equation here corresponds to Ezz − r · Eθθ = 0. Our scalar field ψ
satisfies the Klein-Gordon equation
∇a∇aψ − V ′(ψ) = 0, (2.2.2)
which implies ∇aTab = 0. Letting g = −e4φ¯+4γ¯r2 denote the metric deter-
minant we have
∇a∇aψ = 1
(−g)1/2∂a
[
(−g)1/2gab∂bψ
]
=
1
(−g)1/2
[
∂u((−g)1/2guv∂vψ) + ∂v((−g)1/2gvu∂uψ)
]
(2.2.3)
= − 1
e2γ¯+2φ¯r
[∂u(rψ,v ) + ∂v(rψ,u )] .
Combining this with (2.2.2) and simplifying, we arrive at
2rψ,uv +r,v ψ,u+r,u ψ,v +re
2γ¯+2φ¯V ′(ψ) = 0, (2.2.4)
which is the wave equation for the scalar field ψ. Note that (2.2.4) can be
derived from (2.2.1a)-(2.2.1e) and that from this point onwards we make use
of (2.2.1a)-(2.2.1c),(2.2.4) and (2.2.1e) in our analysis.
2.3 The minimally coupled case
Before imposing self-similarity we deal with the case where the scalar field
potential V is equal to zero, i.e. the minimally coupled case, which has
already been studied in depth in both the general and self-similar cases.
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With V = 0, equation (2.2.1b) gives
r,uv = 0, r = f(u) + g(v). (2.3.1)
We require the absence of trapped cylinders in the initial configuration so
the gradient of r must be spacelike [41]. This reduces to the condition
f ′(u)g′(v) < 0. (2.3.2)
Using the coordinate freedom (2.1.3), we then set
r =
v − u√
2
. (2.3.3)
To demonstrate equivalence to the vacuum case, we follow the example of
[20] and introduce time and radial coordinates
T =
v + u√
2
, X =
v − u√
2
. (2.3.4)
The line element is given by
ds2 = e2γ¯+2φ¯(dX2 − dT 2) +X2e2φ¯dθ2 + e−2φ¯dz2, (2.3.5)
the remaining field equations then reduce to
γ¯,X = X
(
φ¯,2T +φ¯,
2
X +
ψ,2T
2
+
ψ,2X
2
)
, (2.3.6a)
γ¯,T = X(2φ¯,T φ¯,X +ψ,X ψ,T ), (2.3.6b)
ψ,TT −ψ,XX −ψ,X
X
= 0, (2.3.6c)
φ¯,TT −φ¯,XX − φ¯,X
X
= 0. (2.3.6d)
Given regular initial data, the linear wave equations for ψ and φ¯ yield unique,
globally hyperbolic, singularity free spacetimes. Solutions of γ¯ may be then
be obtained from (2.3.6a) and (2.3.6b). We note that this is, essentially,
mathematically equivalent to the vacuum case, which results from setting
ψ = 0, and refer the reader to [2] and [20] (for the self-similar case) for a
full treatment of the problem.
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2.4 The self-similar field equations
We assume self-similarity of the first kind which is equivalent to the existence
of a homothetic Killing vector field ξ satisfying (1.4.1). We also assume that
ξ has the form
ξ = α(u, v)
∂
∂u
+ β(u, v)
∂
∂v
, (2.4.1)
so that ξ is orthogonal to the the cylinders of symmetry. Thus ξ is cylindri-
cally symmetric. Equation (1.4.1) is equivalent to
∇aξb +∇bξa = 2gab. (2.4.2)
The equations given by (a, b) = (0, 0) and (a, b) = (1, 1) simplify to
β,u= 0, α,v = 0, (2.4.3)
so we have α = α(u) and β = β(v). Given the coordinate freedom (2.1.3) we
may choose u and v such that α = 2u and β = 2v. The remaining equations
then simplify to
uγ,u+vγ,v = 0, (2.4.4a)
vr,v +ur,u = r, (2.4.4b)
2vφ,v +2uφ,u = −1. (2.4.4c)
We define
η =
v
u
, (2.4.5)
which we label the similarity variable. Using the method of characteristics
we find that (2.4.4a)-(2.4.4c) have solutions
γ¯ = γ(η), φ¯ = φ(η)− log |u|1/2, r = |u|S(η). (2.4.6)
These solutions give rise to the self-similar cylindrical metric:
ds2 = −2|u|−1e2γ(η)+2φ(η)dudv + |u|e2φ(η)S2(η)dθ + |u|e−2φ(η)dz2. (2.4.7)
The coordinate transformations that preserve this form of the metric are
u→ λu, v → µv, z → σz, (2.4.8)
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for constants λ, µ, σ. We now show that, in self-similar spacetimes, the scalar
field reduces to a function of essentially one variable and that the potential
has exponential form. Note that a proof of the following result appears in
[43] and is quoted in [25]. Note also that it doesn’t depend on the form
of the homothetic Killing vector ξ and holds under either of the separate
assumptions Lξgab = 2gab and LξTab = 0. Note that we use the notation
∇aψ = ψa below.
Proposition 2.4.1. For a self-similar scalar field ψ with energy-momentum
tensor (1.2.18) and V (ψ) 6= 0, admitting a homothetic Killing vector ξ such
that (1.4.1) holds, the potential V (ψ) has the exponential form
V (ψ) = V¯0e
−2ψ/k, (2.4.9)
where V¯0 6= 0, k 6= 0 are constants.
Proof. It can be shown that (1.4.1) leads to LξTab = 0 via the Einstein
equations, which is known as a matter collineation [4]. For Tab given by
(1.2.18) we have
ψaLξψb + ψbLξψa − gab
(
ψcψc +
1
2
ψcLξψc + 1
2
ψcLξψc
+2V + V ′(ψ)Lξψ
)
= 0. (2.4.10)
Now Lξψc = Lξgbcψb = 2ψc + gbcLξψb, and so
ψcLξψc = 2ψcψc + ψcLξψc. (2.4.11)
Combining this with (2.4.10) and taking the trace then yields
−ψcLξψc = 4V + 2V ′(ψ)Lξψ. (2.4.12)
Using (2.4.12) to eliminate 2V + V ′(ψ)Lξψ from (2.4.10) and simplifying
produces
ψaLξψb + ψbLξψa − 1
2
gabψ
cLξψc = 0. (2.4.13)
Contracting with ψa gives
ψcψcLξψb + 1
2
ψbψ
cLξψc = 0, (2.4.14)
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and contracting with ψb gives
3
2
ψbψb(ψ
cLξψc) = 0. (2.4.15)
In the case ψcψc = 0 we have ψ
cLξψc = 0, from (2.4.14), since ψcLξψc = 0 is
given by ψb = 0. It then follows from (2.4.11) that ψcLξψc = 0. Contracting
(2.4.13) with Lξψb produces
ψaLξψbLξψb + ψbLξψbLξψa = ψaLξψbLξψb = 0, (2.4.16)
and we see that Lξψb is null, since it is automatically null if ψa = 0. Given
that it is also orthogonal to ψb, it must be parallel to it, i.e. Lξψb = Λψb
for some quantity Λ. Putting this into (2.4.13) gives 2Λψaψb = 0, which
reveals that Λ must be zero, i.e. Lξψb = 0.
In the case ψcψc 6= 0, we also have ψcLξψc = 0, by (2.4.15). It follows im-
mediately from (2.4.14) that Lξψb = 0 in this case also. It is straightforward
to show that ∂bLξψ = Lξψb, so we have ∂bLξψ = 0, and thus Lξψ = k, for
some constant k. Equation (2.4.12) then simplifies to 2V + kV ′ = 0, which
yields (2.4.9) for k 6= 0. Note that k = 0 gives V = 0, which is dealt with in
section 2.3.
Corollary 2.4.1. If ξ has the form (2.4.1) with α = 2u and β = 2v, then
ψ and V (ψ) may be written as
ψ = F (η) +
k
2
log |u|, V (ψ) = V¯0e
− 2
k
F (η)
|u| . (2.4.17)
Proof. In this case, Lξψ = k reduces to
Lξψ = 2uψ,u+2vψ,v = k, (2.4.18)
from which ψ = F (η) + log |u|k/2 follows. Proposition 2.4.1 then gives the
potential V .
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We are now in a position to formulate the field equations as a set of ODEs.
In terms of γ, φ, S and F , (2.2.1a)-(2.2.1c),(2.2.4) and (2.2.1e) are given by
2ηγ′(S − ηS′) + η2S′′ + 2S
(
ηφ′ +
1
2
)2
= −S
(
ηF ′ − k
2
)2
, (2.4.19a)
ηS′′ = −V¯0Se2γ+2φ−2F/k, (2.4.19b)
2S′γ′ − S′′ − 2Sφ′2 = SF ′2, (2.4.19c)
2ηS′′ + 4ηSφ′′ + 4ηS′φ′ + 2Sφ′ + S′ = 0, (2.4.19d)
2ηSF ′′ + 2ηS′F ′ + SF ′ − kS
′
2
+
2V¯0
k
Se2γ+2φ−2F/k = 0. (2.4.19e)
Now, (2.4.19a)+η2 (2.4.19c) simplifies to
1
2
+ 2ηγ′ + 2ηφ′ = kηF ′ − k
2
4
. (2.4.20)
Dividing by η and integrating gives
2γ + 2φ = kF −
(
1
2
+
k2
4
)
log |η|+ c1, (2.4.21)
for some constant c1. Equation (2.4.19b) then reduces to
ηS′′ = V0e
(k−2/k)F |η|−(1/2+k2/4)S, (2.4.22)
where V0 = V¯0e
c1 and we have used (2.4.21) to replace e2γ+2φ. We define
l =
2F
k
− log |η|1/2, λ = k
2
2
− 1, (2.4.23)
which gives
ηS′′ = −V0|η|−1eλlS. (2.4.24)
Equation (2.4.19d) is exact and may be integrated to give
2Sφ′ + S′ = c2|η|−1/2, (2.4.25)
for some constant c2. Written in terms of l and S, (2.4.19e) becomes
ηSl′′ + ηS′l′ +
Sl′
2
− S
4η
+
2V0
k2|η|Se
λl = 0. (2.4.26)
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2.5 The regular axis conditions
To ensure that the collapse ensues from an initially regular configuration we
impose regular axis conditions [22] to the past of the scaling origin (u, v) =
(0, 0). The circumferential radius ρ and the specific length L of the cylinders
are given by the norms of the Killing vectors
ρ =
√
ξa(θ).ξ(θ)a = |u|
1
2 eφS, L =
√
ξa(z).ξ(z)a = |u|
1
2 e−φ. (2.5.1)
The axis is defined by ρ = 0. We rule out the case u = 0 as this is a null
hypersurface and we require the axis to be timelike. For a regular axis,
the specific length L must be non-zero and finite, and so φ must also be
finite. A regular axis must therefore correspond to S(η) = 0. Hence, η must
be constant along the axis and a rescaling of u and v using the coordinate
freedom (2.4.8) places the axis at η = 1.
Note that the past null cone of the origin N− corresponds to η = 0 and the
interval η ∈ (0, 1] constitutes region I. Note, however, that all of region I
may not exists as part of the spacetime, as shown in Chapter 4. Further
conditions for a regular axis are as follows [22]:
∇aρ∇aρ = 1 +O(ρ2), ∇aρ∇aL = O(ρ), ∇aL∇aL = O(1), (2.5.2)
where the big-oh relations hold in the limit ρ → 0. The first condition
ensures the standard 2π-periodicity of the azimuthal coordinate near the
axis, while the remaining conditions ensure the absence of any curvature
singularities at the axis.
Proposition 2.5.1. The regular axis conditions reduce to the following set
of data:
S(1) = 0, S′(1) = −1, φ′(1) = −1
4
, γ′(1) = 0, l′(1) = 0. (2.5.3)
This sets c2 = −1 in (2.4.25).
Proof. Note that u < 0 to the past of the origin (0,0) and, therefore, u < 0
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on the axis. The equations (2.5.2) then give
lim
η→1
2e−2γ(S′ + Sφ′)2 = 1, (2.5.4a)
lim
η→1
e−2γ
(
S′ + Sφ′
)(1
2
+ 2φ′
)
= 0, (2.5.4b)
lim
η→1
2e−2γ
(
1
2
+ φ′
)
φ′ = L0, (2.5.4c)
for some L0 ∈ R. Equation (2.5.4a) gives
lim
η→1
e−γ(S′ + Sφ′) = ± 1√
2
, (2.5.4d)
which may be used to simplify (2.5.4b) to
lim
η→1
e−γ√
2
(
1
2
+ 2φ′
)
= 0. (2.5.4e)
So we either have limη→1 φ
′ = −1/4 or limη→1 e−γ = 0. In the latter case, it
follows from (2.5.4e) that limη→1 e
−γφ′ = 0 also. Now (2.4.25) may be used
to replace S′ + Sφ′ with c2 − Sφ′ in (2.5.4d), and so
lim
η→1
e−γ(c2 − Sφ′) = ± 1√
2
. (2.5.4f)
This is inconsistent with limη→1 e
−γ = limη→1 e
−γφ′ = 0 since limη→1 S = 0,
and so we must have φ′(1) = −1/4, S′(1) = c2 and e−γ(1) = ±
√
2c2 6= 0.
The areal radius ρ, and therefore S, must increase away from the axis.
Recall that η ∈ [0, 1] in region I, so that η is decreasing away from the axis
at η = 1. We must then have S′(1) < 0. Note that the field equations
(2.4.19a)-(2.4.19e) are invariant under the transformation S¯ → S/(−S′(1)),
so we may set S′(1) = −1.
It follows from finiteness of γ(1), φ(1) and equations (2.4.21),(2.4.23) that
F (1) and l(1) must also be finite. Equation (2.4.24) then gives S′′(1) = 0
and, using this fact, (2.4.19c) gives γ′(1) = 0. Inserting φ′(1) = −1/4 and
γ′(1) = 0 into (2.4.20), we arrive at F ′(1) = k/4, which is equivalent to
l′(1) = 0.
The following result deals with the subcase ψcψc = 0 which is one of two
which arise from (2.4.15).
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Proposition 2.5.2. In the case ψcψc = 0, solutions to the Einstein equa-
tion with line element and energy-momentum tensor given by (2.4.7) and
(1.2.18), respectively, admit a regular axis if and only if k = 0.
Proof. First note that ψcψc = 2g
01ψ,u ψ,v = 0 leads to either ψ,u= 0 or
ψ,v = 0. Equation (2.4.17) then gives
ψ,u = −vF
′
u2
+
k
2u
= 0, ψ,v =
F ′
u
= 0, (2.5.5a)
⇒ F ′ = k
2η
, ⇒ F ′ = 0. (2.5.5b)
In both cases, F ′(1) = k/4, which was established in the previous proof,
holds if and only if k = 0, i.e. if and only if V ≡ 0.
2.6 Singular nature of the scaling origin
As an immediate consequence of the assumption of self-similarity, in the
non-minimally coupled case, there exists a spacetime singularity where the
homothetic Killing vector is identically zero, i.e., at (u, v) = (0, 0).
Proposition 2.6.1. Let T denote the scalar invariant T abTab. Then
lim
u→0
(T |η=1
)
=∞. (2.6.1)
Proof. It is straightforward to show that
T = 2(guv)2 (TuuTvv + T 2uv)+ (gθθTθθ)2 + (gzzTzz)2
≥ 2(guv)2TuuTvv.
(2.6.2)
Now,
(guv)2TuuTvv =
e−4γ−4φ
u2
ψ,2u ψ,
2
v = e
−4γ−4φ
(
ηF ′ − k
2
)2 F ′2
u2
. (2.6.3)
Using F ′(1) = k/4 we have
T (1) ≥ 2e−4γ(1)−4φ(1)
(
k2
16u
)2
. (2.6.4)
Since k 6= 0, taking the limit u→ 0 completes the proof.
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Chapter 3
Solutions emanating from
the regular axis
This main purpose of this chapter is to prove existence and uniqueness of
solutions to the self-similar field equations (2.4.19a)-(2.4.19e) in a neigh-
bourhood of the regular axis. Note that (2.4.19e) is singular at the axis
S = 0 and so this is a non-trivial problem. We also cast the field equations
as an autonomous set using a rescaling of η which is valid throughout region
I.
3.1 The field equations in region I
Here we derive the form of the Einstein equations with which we will work
for the remainder of the chapter. The following choice of dependent and
independent variables gives an autonomous system.
Proposition 3.1.1 (Autonomous field equations). Let
τ = − log η, R = eτ/2S. (3.1.1)
Then the interval η ∈ [1, 0), i.e. region I of the spacetime, corresponds to
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τ ∈ [0,∞) and the field equations are equivalent to
2γ + 2φ =
k2l
2
+
τ
2
+ c1, (3.1.2a)
R¨ =
(
1
4
− V0eλl
)
R, (3.1.2b)
R˙+
(
2φ˙− 1
2
)
R = 1, (3.1.2c)
Rl¨ + R˙l˙ =
(
1
4
− 2
k2
V0e
λl
)
R, (3.1.2d)
R˙2 − 1
R2
+
k2R˙l˙
R
+ 2V0e
λl − 2 + k
2
8
− k
2 l˙2
2
= 0, (3.1.2e)
R(0) = 0, R˙(0) = 1, l(0) = l0, l˙(0) = 0, (3.1.2f)
where the overdot denotes a derivative with respect to τ . The regular axis
conditions correspond to the initial conditions (3.1.2f).
Proof. For a general function f we have ηf ′ = −f˙ and η2f ′′ = f¨ + f˙ . Then
for η > 0, multiplying equations (2.4.24),(2.4.25),(2.4.26) by η and changing
variables gives
S¨ + S˙ = −V0eλlS, (3.1.3a)
2Sφ˙+ S˙ = −c2e−τ/2 = e−τ/2, (3.1.3b)
Sl¨ + S˙l˙ +
Sl˙
2
= S
(
1
4
− 2V0e
λl
k2
)
. (3.1.3c)
Writing these in terms of R gives (3.1.2b)-(3.1.2d). Equation (3.1.2a) comes
directly from (2.4.21),(2.4.23) and the definition of τ . Multiplying (2.4.19c)
by η2 and changing variables yields
2
(
R˙− R
2
)
γ˙ + V0e
λlR− 2Rφ˙2 = k
2R
4
(
l˙ − 1
2
)2
, (3.1.4)
where we have used (2.4.23) and (2.4.24) to replace ηF ′ and η2S′′, respec-
tively. Using (3.1.2c) and the derivative of (3.1.2a) to replace γ˙ and φ˙ with
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expressions in R and l then produces
(
R˙− R
2
)(
k2 l˙
2
− 1
R
+
R˙
R
)
+ V0e
λlR
−R
2
(
1
R
− R˙
R
+
1
2
)2
=
k2R
4
(
l˙ − 1
2
)2
. (3.1.5)
Multiplying by 2/R and simplifying, we arrive at (3.1.2e). Finally, the axis
is at τ = 0, so R(0) = 0, l(0) = l0. Furthermore, l˙(τ = 0) = −l′(η = 1) = 0
and S˙(τ = 0) = −S′(η = 1) = R˙(0)−R(0)/2 which gives R˙(0) = 1.
Equations (3.1.2) are equivalent to the Einstein field equations with line el-
ement (2.4.7), energy-momentum tensor (1.2.18) and a regular axis. Hence-
forth, we study equations (3.1.2b),(3.1.2d) and (3.1.2e) to determine solu-
tions for R and l. Solutions for φ are then obtained by integrating (3.1.2c)
and, once this is found, γ is given by (3.1.2a). Note that τ ∈ [0,∞) in region
I and τ →∞ at N−, if the solution extends this far.
3.2 Existence and uniqueness of solutions with a
regular axis
In this section we present a series of results which culminate in the proof
of existence and uniqueness of solutions emanating from the regular axis.
The axis is a singular point of (3.1.2d) and so existence and uniqueness of a
solution is not guaranteed. However, using a fixed point argument, we can
prove that for fixed values of k2, V0 and l0, a unique solution to (3.1.2) exists
on an interval [0, τ∗], for some τ∗ > 0.
The argument involves and application of the following theorem which may
found in [10].
Theorem 3.2.1 (Banach’s Fixed Point Theorem). Let χ be a closed subset
of a Banach space E and let T be a contraction mapping from χ into χ.
Then there exists a unique x in χ such that T (x) = x.

Note that on the axis, R is zero to first order only, that is, R˙(0) = dR/dτ |τ=0 6=
0. It is convenient to work with a new variable x = R/τ , which is non-zero
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on the axis, and to look for solutions which are C2. We use a first-order
reduction and write the system as a set of integral equations according to
the following results:
Lemma 3.2.1. Let x = R/τ . Then initial data for x, x˙ corresponding to a
regular axis are given by
x(0) = 1, x˙(0) = 0. (3.2.1)
Proof. Using Taylor’s theorem about τ = 0, with the assumption that R ∈
C2[0, τ∗) for some τ∗ > 0, we write R and thus x as
R(τ) = τ + R¨(τˆ(τ))
τ2
2
, (3.2.2a)
x(τ) = 1 + R¨(τˆ(τ))
τ
2
, (3.2.2b)
for some τˆ ∈ [0, τ ] and 0 < τ < τ∗. Evaluating x˙(0) from first principles, we
find
x˙(0) = lim
τ→0
x(τ)− x(0)
τ
= lim
τ→0
R¨(τˆ)τ
2τ
= lim
τ→0
R¨(τˆ(τ))
2
. (3.2.3)
Now, τˆ ∈ [0, τ ] goes to zero in the limit τ → 0 and so x˙(0) = R¨(0)/2 = 0,
from (3.1.2b).
Lemma 3.2.2. Let x1 = x, x2 = x˙, x3 = l, x4 = l˙. Then (3.1.2b),(3.1.2d)
and (3.1.2e) are equivalent to the following set of integral equations:
x1(τ) = 1 +
∫ τ
0
x2(t)dt, (3.2.4a)
x2(τ) =
∫ τ
0
t2
τ2
x1(t)α(x3(t))dt, (3.2.4b)
x3(τ) = l0 +
∫ τ
0
x4(t)dt, (3.2.4c)
x4(τ) =
∫ τ
0
tx1(t)
τx1(τ)
β(x3(t))dt, (3.2.4d)
where
α(x3(t)) =
1
4
− V0eλx3(t), β(x3(t)) = 1
4
− 2
k2
V0e
λx3(t). (3.2.4e)
27
Proof. From (3.1.2b) and R = τx, we have
τR¨ = τ2x¨+ 2τ x˙ = τ2x
(
1
4
− V0eλl
)
(3.2.5)
which can be integrated to give
x˙ =
1
τ2
∫ τ
0
t2x(t)
(
1
4
− V0eλl(t)
)
dt.
Equation (3.1.2d) may also be written in the integral form
l˙ =
1
R
∫ τ
0
R
(
1
4
− 2
k2
V0e
λl(t)
)
dt, (3.2.6)
=
∫ τ
0
tx1(t)
τx1(τ)
β(x3(t))dt.
Equations (5.3.10) and (5.3.9) follow immediately from the definitions.
A solution of (3.2.4) corresponds to a fixed point of the the mapping
T : x→ T (x) = y where
y1(τ) = 1 +
∫ τ
0
x2(t)dt, (3.2.7a)
y2(τ) =
∫ τ
0
t2
τ2
x1(t)α(x3(t))dt, (3.2.7b)
y3(τ) = l0 +
∫ τ
0
x4(t)dt, (3.2.7c)
y4(τ) =
∫ τ
0
tx1(t)
τx1(τ)
β(x3(t))dt. (3.2.7d)
We aim to use Banach’s fixed point theorem (the contraction mapping
principle)[10] to show that T has a unique fixed point. We begin by defining
the space χ in which x lies, which we require to be a closed subset of a
Banach space. Let E = C0([0, τ∗],R
4), with the norm of a vector x given
by
||x||E = sup
τ∈[0,τ∗]
||x(τ)|| = sup
τ∈[0,τ∗]
max
1≤i≤4
|xi(τ)|. (3.2.8)
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E is therefore a Banach space [10]. Let
χ(τ∗, b, B) = {x ∈ C0([0, τ∗],R4) : x(0) = x0,
sup
τ∈[0,τ∗]
||x− x0|| ≤ B, inf
τ∈[0,τ∗]
x1(τ) ≥ b > 0}, (3.2.9)
where
x0 = (1, 0, l0, 0)
T , and b < 1. (3.2.10)
Then χ is a closed subset of E, and is therefore also a Banach space. We wish
to show that it is possible to choose τ∗, b and B such that T is a contraction
mapping on χ, i.e. T maps χ into itself and that there is a number 0 < κ < 1
such that for any vectors x(1),x(2) ∈ χ,
||y(1) − y(2)|| ≤ κ||x(1) − x(2)||. (3.2.11)
The following four results verify that Tx = y ∈ χ.
Lemma 3.2.3. The image Tx = y of x ∈ χ, has the same initial data as
x. That is, y(0) = x0.
Proof. It is straightforward to show that the integrals in (3.2.7) equal zero
at τ = 0 by using the weighted mean value theorem for integrals.
Lemma 3.2.4. Let
M1 = max
{
B, (B + 1)
(
1
4
+ δ
)
,
(B + 1)
b
(
1
4
+
2δ
k2
)}
, (3.2.12)
where δ = |V0|e|λ|(B+|l0|). If τ∗ ≤ B/M1, then for x ∈ χ(τ∗, b, B)
sup
τ∈[0,τ∗]
||x− x0|| ≤ B, ⇒ sup
τ∈[0,τ∗]
||y − y0|| ≤ B. (3.2.13)
Proof. We first note the following inequalities, which hold on [0, τ∗] for x ∈
χ(τ∗, b, B).
b ≤ x1 ≤ B + 1, x2 ≤ B, x3 ≤ B + |l0|, x4 ≤ B, (3.2.14a)
|α(x3)| =
∣∣∣∣14 − V0eλx3
∣∣∣∣ ≤ 14 + δ, (3.2.14b)
|β(x3)| =
∣∣∣∣14 − 2k2V0eλx3
∣∣∣∣ ≤ 14 + 2δk2 , (3.2.14c)
29
Now,
sup
τ∈[0,τ∗]
||y − y0|| = sup
τ∈[0,τ∗]
max(A), (3.2.15)
where
A =
{∣∣∣∣
∫ τ
0
x2(t)dt
∣∣∣∣ ,
∣∣∣∣
∫ τ
0
t2
τ2
x1(t)α(x3(t))dt
∣∣∣∣ , (3.2.16)∣∣∣∣
∫ τ
0
x4(t)dt
∣∣∣∣ ,
∣∣∣∣
∫ τ
0
tx1(t)
τx1(τ)
β(x3(t))dt
∣∣∣∣
}
.
We derive a bound for each element of A as follows:∣∣∣∣
∫ τ
0
x2(t)dt
∣∣∣∣ ≤
∫ τ
0
|x2(t)|dt ≤
∫ τ
0
Bdt = Bτ. (3.2.17)
∣∣∣∣
∫ τ
0
t2
τ2
x1(t)α(x3(t))dt
∣∣∣∣ ≤
∫ τ
0
|x1(t)α(x3(t))|dt,
≤
∫ τ
0
(B + 1)
(
1
4
+ δ
)
dt, (3.2.18)
= (B + 1)
(
1
4
+ δ
)
τ.
∣∣∣∣
∫ τ
0
x4(t)dt
∣∣∣∣ ≤
∫ τ
0
|x4(t)|dt ≤
∫ τ
0
Bdt = Bτ. (3.2.19)
∣∣∣∣
∫ τ
0
tx1(t)
τx1(τ)
β(x3(t))dt
∣∣∣∣ ≤
∫ τ
0
∣∣∣∣ x1(t)x1(τ)β(x3(t))
∣∣∣∣ dt,
≤
∫ τ
0
(B + 1)
b
(
1
4
+
2δ
k2
)
dt (3.2.20)
=
B + 1
b
(
1
4
+
2δ
k2
)
τ.
We then have max(A) ≤M1τ and so supτ∈[0,τ∗]max(A) ≤M1τ∗. We choose
τ∗ ≤ B/M1 and (3.2.13) is satisfied.
Lemma 3.2.5. If τ∗ ≤ (1− b)/B, then
inf
τ∈[0,τ∗]
x1 ≥ b > 0 ⇒ inf
τ∈[0,τ∗]
y1 ≥ b > 0. (3.2.21)
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Proof. It follows from (3.2.17) that that
inf
τ∈[0,τ∗]
∫ τ
0
x2(t)dt ≥ −Bτ∗. (3.2.22)
Hence,
inf
τ∈[0,τ∗]
y1 = 1 + inf
τ∈[0,τ∗]
∫ τ
0
x2(t)dt ≥ 1−Bτ∗. (3.2.23)
We then choose τ∗ ≤ (1 − b)/B so that (3.2.21) is satisfied. Note that
x1(0) = 1 > b and so the upper bound on τ∗ is strictly positive.
Proposition 3.2.1. For a given x ∈ χ(τ∗, B, b), with τ∗ ≤ min{b/M1, (1−
b)/B}, we have Tx = y ∈ χ, where T is defined by (37).
Proof. The proof follows immediately from the three preceding lemmas.
Proposition 3.2.2. Let
M˜ = max
{
1
4
+ δ, λ(B + 1)δ
}
(3.2.24a)
M¯ = max
{
1
4
+
2δ
k2
,
2λ
k2
(B + 1)δ
}
, (3.2.24b)
M2 = max
{
1, M˜ , (B + 1)
(
1
4
+
2δ
k2
)
1
b2
+
1
b
M¯
}
. (3.2.24c)
The mapping
T : χ→ χ; 7→ Tx = y, (3.2.25)
with χ defined by (3.2.9), with τ∗ < min{b/M1, (1− b)/B, 1/M2}, is a con-
traction mapping, i.e., there exists a number κ satisfying 0 < κ < 1 such
that
||Tx(1) − Tx(2)||χ = ||y(1) − y(2)||χ ≤ κ||x(1) − x(2)||χ, (3.2.26)
for any x(1),x(2) in χ.
Proof. First note that the hypothesis of the previous result is satisfied in
this case and so T maps χ into itself. Recall
||y(1) − y(2)||χ = sup
τ∈[0,τ∗]
max
1≤i≤4
|y(1)i − y(2)i |. (3.2.27)
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We show that for each i, 1 ≤ i ≤ 4, we have |y(1)i − y(2)i | ≤ aστ∗ where a
is some constant and σ = ||x(1) − x(2)||χ. Then by choosing an appropriate
value for τ∗, we show that T is a contraction on the interval [0, τ∗]. We have
|y(1)1 − y(2)1 | =
∣∣∣∣
∫ τ
0
x
(1)
2 (t)− x(2)2 (t)dt
∣∣∣∣ ≤
∫ τ
0
∣∣∣x(1)2 (t)− x(2)2 (t)∣∣∣ dt,
≤
∫ τ
0
σdt = στ. (3.2.28)
|y(1)2 − y(2)2 | =
∣∣∣∣
∫ τ
0
(α(1)(t)x
(1)
1 (t)− α(2)(t)x(2)1 (t))
t2
τ2
dt
∣∣∣∣ ,
≤
∫ τ
0
∣∣∣(α(1)(t)x(1)1 (t)− α(2)(t)x(2)1 (t))∣∣∣ dt, (3.2.29)
where α(j) = α(x
(j)
3 ). Let p
(i) = (x
(i)
1 , x
(i)
3 )
T , f(p(i)) = α(x
(i)
3 )x
(i)
1 for i = 1, 2.
Then, by the mean value theorem, there exists some point pˆ = (xˆ1, xˆ3) on
the line segment joining p(1) to p(2) such that
α(1)x
(1)
1 − α(2)x(2)1 = f(p(1))− f(p(2)) = ~∇f(pˆ) · (p(1) − p(2)), (3.2.30)
where the · denotes the Euclidean inner product. Then, by the Cauchy-
Schwarz inequality, we have
||α(1)x(1)1 − α(2)x(2)1 || ≤
(
||~∇f(pˆ)||
)
||p(1) − p(2)||, (3.2.31)
where the norm here is Euclidean. Note that f is differentiable everywhere
and thus satisfies the hypotheses of the mean value theorem. We have
~∇f(pˆ) =
(
1
4
− V0eλxˆ3 ,−λV0eλxˆ3 xˆ1
)T
. (3.2.32)
Using the inequalities xˆ1 ≤ B + 1, xˆ3 ≤ B + |l0|, we find
||~∇f(pˆ)|| ≤
√(
1
4
+ δ
)2
+ (λ(B + 1)δ)2 = M˜. (3.2.33)
Using (3.2.31) and (3.2.33) we find |α(1)x(1)1 − α(2)x(2)1 || ≤ M˜ ||p(1) − p(2)||.
32
It is easy to show that ||p(1) − p(2)|| ≤ √2σ = √2||x(1) − x(2)||χ, and so∫ τ
0
∣∣∣y(1)2 − y(2)2 ∣∣∣ dt =
∫ τ
0
∣∣∣(α(1)(t)x(1)1 (t)− α(2)(t)x(2)1 (t))∣∣∣ dt
≤
∫ τ
0
√
2σM˜dt =
√
2σM˜τ. (3.2.34)
Similarly, we have
∣∣∣y(1)3 − y(2)3 ∣∣∣ =
∣∣∣∣
∫ τ
0
x
(1)
4 (t)− x(2)4 (t)dt
∣∣∣∣ ≤
∫ τ
0
∣∣∣x(1)4 (t)− x(2)4 (t)∣∣∣ dt (3.2.35)
≤
∫ τ
0
σdt = στ.
Finally,
∣∣∣y(1)4 − y(2)4 ∣∣∣ =
∣∣∣∣∣
∫ τ
0
(
β(1)x
(1)
1 (t)
x
(1)
1 (τ)
− β
(2)x
(2)
1 (t)
x
(2)
1 (τ)
)
t
τ
dt
∣∣∣∣∣ (3.2.36)
≤
∫ τ
0
∣∣∣∣∣β
(1)x
(1)
1 (t)
x
(1)
1 (τ)
− β
(2)x
(2)
1 (t)
x
(2)
1 (τ)
∣∣∣∣∣ dt
=
∫ τ
0
∣∣∣∣∣β(1)x(1)1 (t)
(
x
(2)
1 (τ)− x(1)1 (τ)
x
(1)
1 (τ)x
(2)
1 (τ)
)
+
β(1)x
(1)
1 (t)− β(2)x(2)1 (t)
x
(2)
1 (τ)
∣∣∣∣∣ dt
≤
∫ τ
0
∣∣∣β(1)x(1)1 (t)∣∣∣ σb2dt+
∫ τ
0
1
b
∣∣∣β(1)x(1)1 (t)− β(2)x(2)1 ∣∣∣ dt = I1 + I2,
using 1/b ≥ 1/x1 and |x(2)1 − x(1)1 | ≤ σ. Using the mean value theorem and
the Cauchy-Schwarz inequality again here we find I2 ≤ M¯στ/b, where
M¯ = max
{
1
4
+
2δ
k2
,
2λ
k2
(B + 1)δ
}
. (3.2.37)
Using the bounds defined by (3.2.7) we find
I1 ≤ (B + 1)
(
1
4
+
2δ
k2
)
σ
b2
τ. (3.2.38)
So we have
|y(1)4 − y(2)4 | ≤
[
(B + 1)
(
1
4
+
2δ
k2
)
1
b2
+
M¯
b
]
στ (3.2.39)
Gathering these bounds we find that supτ∈[0,τ∗]max1≤i≤4 |y1i −y2i | ≤M2τ∗σ,
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where
M2 = max
{
1, M˜ , (B + 1)
(
1
4
+
2δ
k2
)
1
b2
+
M¯
b
}
. (3.2.40)
Let κ =M2τ∗. Then if τ∗ < 1/M2, we have ||y(1)−y(2)||χ ≤ κ||x(1)−x(2)||χ
where 0 < κ < 1 and so T is a contraction mapping.
Proposition 3.2.3. For τ∗ sufficiently small, the mapping T defined above
has a unique fixed point on [0, τ∗].
Proof. Given any constants B and b, letm = min {B/M1, (1− b)/B, 1/M2}.
For τ∗ < m, then, Propositions 3.2.1 and 3.2.2 hold, so T is a contractive
mapping from a closed subset χ of a Banach space E, into itself. Using
Banach’s fixed point theorem completes the proof. [10]
In light of this result, we know that there is a unique x on [0, τ∗], such
that Tx = x. Combining this with (3.2.7) shows that there is a unique x
such that (3.2.4) holds, hence (3.1.2) has a unique solution on some interval
[0, τ∗].
Proposition 3.2.4. (3.1.2b) and (3.1.2d) subject to (3.1.2f) have a unique
solution on [0, τ∗], for some τ∗ > 0.
Proof. Proposition 3.2.3 shows that we have a unique solution for l and
x = Rτ on [0, τ∗], so we have a unique solution for R and l.
Theorem 3.2.2 (Existence and Uniqueness). Let k, V0 ∈ R. For each
l0, φ0 ∈ R there exists a unique solution of (3.1.2) on an interval [0, τ∗] cor-
responding to a spacetime with line element (2.4.7) and energy-momentum
tensor (1.2.18). The spacetime admits a regular axis for u+ v < 0.
Proof. Using Proposition 3.2.4 we have a unique solution for R and l on
some interval [0, τ∗]. Integrating (3.1.2c) we have
φ = φ0 +
τ
4
+
∫ τ
0
1− R˙
R
dt,
which gives a unique solution for φ. Equation (3.1.2a) then gives a unique
solution for γ.
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Chapter 4
From the axis to N−
In this chapter we determine the global structure of all solutions in the
region bounded by the axis and N−, region I. Section 4.1 deals with the
most general cases and Section 4.2 deals with a number of subcases where
exact solutions may be found, which correspond to specific values of the
parameters. We finish the chapter with a theorem which summarises the
various global structures that obtain throughout the parameter space in
Section 4.3. Of particular interest are the solutions with k2 < 2, V0 < 0 and
k2 < 2, V0 > 0, V0e
λl0 > k2/8, as these have regular behaviour throughout
region I, including on its future boundary, N−. These solutions are extended
into region II in the following chapter.
4.1 Qualitative solutions
We may reduce (3.1.2b),(3.1.2d) and (3.1.2f) to a set of three first order
equations by the following change of variables.
u1 =
R˙
R
, u2 = |V0|eλl, u3 = l˙. (4.1.1)
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They satsify
u˙1 =
1
4
− ǫu2 − u21, (4.1.2a)
u˙2 = λu2u3, (4.1.2b)
u˙3 =
1
4
− ǫ2u2
k2
− u1u3, (4.1.2c)
u2(0) = |V0|eλl0 > 0, u3(0) = 0, (4.1.2d)
where
ǫ = sgn(V0), λ =
k2
2
− 1. (4.1.3)
Note that u1 is not defined on τ ≤ 0 and that limτ→0+ u1 = ∞. Note also
that u2 > 0 by definition.
Using the results from Chapter 3, there exists τM such that u = (u1, u2, u3)
has a unique solution on (0, τM ). The following standard result proves use-
ful in determining the maximal interval of existence in each case(see, for
example, [39]).
Theorem 4.1.1. Let Ψa(t) be the unique solution of the DE x
′ = f(x),
where f ∈ C1(Rn), which satisfies x(0) = a, and let (tmin, tmax) be the
maximal interval of existence on which Ψa(t) is defined. If tmax is finite,
then
lim
t→t−max
||Ψa(t)|| = +∞, (4.1.4)
where ||.|| denotes the standard norm on Rn.
This result may be adapted to our system by defining (0, τM ) as the
maximal interval of existence for the unique solution u(τ) of (4.1.2). It
follows from Theorem 4.1.1 that if the components of the solution u1, u2
and u3 satisfy finite lower and upper bounds for all τ ∈ (0, τM ), then we
have τM =∞. Furthermore, if τM is finite then we have limτ→τ−
M
|ui| = +∞
for at least one i ∈ {1, 2, 3}.
The system has three parameters {k2, V0, l0}. The qualitative picture of
solutions depends primarily on the signs of V0 and λ = k
2/2− 1 and so we
devote a subsection to each of the four permutations.
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4.1.1 V0 < 0, λ > 0.
In this case, we find that τM is finite and the hypersurface τ = τM corre-
sponds to radial null infinity . Note that ǫ = −1 and k2 > 2 here.
Lemma 4.1.1. If V0 < 0, λ > 0 then u3 > 0, u˙3 > 0 and u1 > u3 for all
τ ∈ (0, τM ).
Proof. First note that since limη→0+ u1 = +∞, then u1 > u3 holds initially.
Now consider
u˙1 − u˙3 = −ǫ2λ
k2
u2 − u1(u1 − u3) = 2λ
k2
u2 − u1(u1 − u3). (4.1.5)
for ǫ = −1. Since u2 > 0, λ > 0, it is clear that u1 − u3 cannot cross zero
from above, so u1 > u3 for τ ∈ (0, τM ). At u1 = 1/2 we have u˙1 = −ǫu2 > 0
if ǫ = −1, so u1 = R˙/R > 1/2 for all τ ∈ (0, τM ). Hence, R > 0 for all
τ ∈ (0, τM ). Equation (3.1.2d) may be integrated to give
l˙ = u3 =
1
R
∫ τ
0
(
1
4
− ǫ2u2
k2
)
Rdτ ′, (4.1.6)
which is clearly positive for R > 0, ǫ = −1. Since u3(0) = 0 we must have
u˙3 > 0 initially. It is straightforward to check that, at u˙3 = 0, we have
u¨3 = (u1 − u3)u1u3 which is positive for u1 > u3 > 0.
Lemma 4.1.2. Let λˆ = (λ +
√
λ2 + 16)/4. If V0 < 0 and λ > 0, then
u1 > u
1/2
2 /λˆ for all τ ∈ (0, τM ) and there exists τ1 ∈ (0, τM ) such that u1
is monotonically increasing and bounded above by
√
1/4 + u2 for all τ ∈
(τ1, τM ).
Proof. First note that u1 > (1/4 + u2)
1/2 > u
1/2
2 /λˆ on some initial interval,
where the second inequality holds due to λˆ > 1. The preceding lemma
tells us that u3 > 0, u˙3 > 0, from which it follows that u˙2 > 0, u¨2 > 0,
for all τ ∈ (0, τM ). Since u˙2/λu2 = u3 < u1, the ui are bounded, and
solutions therefore exist, while u1 is decreasing. By inspection of (4.1.2a)
with ǫ = −1, u1 is decreasing for u1 > (1/4 + u2)1/2. Since u¨2 > 0, there
must exist some τ1 ∈ (0, τM ) such that u1(τ1) = (1/4 + u2(τ1))1/2. Note
that at u1 = (1/4 + u2)
1/2 we have u˙1 = 0 and
d
dτ
[
u1 −
(
1
4
+ u2
)1/2]
= − u˙2
2(1/4 + u2)1/2
< 0. (4.1.7)
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u1 is therefore increasing and bounded above by (1/4 + u2)
1/2 for all τ ∈
(τ1, τM ). Now consider
d
dτ
(
u
1/2
2
λˆ
)
=
λu
1/2
2 u3
2λˆ
<
λu
1/2
2 u1
2λˆ
. (4.1.8)
Suppose there exists τ∗ such that u1(τ∗) = u
1/2
2 (τ∗)/λˆ. Then, using (4.1.2a)
and (4.1.8)
u˙1(τ∗)− d
dτ
(
u
1/2
2
λˆ
)∣∣∣∣∣
τ=τ∗
>
1
4
+ u2(τ∗)− u2(τ∗)
λˆ2
− λu2(τ∗)
2λˆ2
(4.1.9)
=
1
4
+
(
1− 1
λˆ2
− λ
2λˆ
)
u2(τ∗) =
1
4
> 0,
so u1 cannot cross u
1/2
2 /λˆ from above.
Lemma 4.1.3. If V0 < 0, λ > 0, then there exists τ2 ∈ (0, τM ) such that
u1(τ2) = k
2u3(τ2) and u1 < k
2u3 for all τ ∈ (τ2, τM ).
Proof. Consider
u˙1 − k2u˙3 = −k
2 − 1
4
− u2 − u1
(
u1 − k2u3
) ≤ −1
4
− u2, (4.1.10)
provided u1 > k
2u3, which holds initially. This also shows that u1 − k2u3
can only cross zero from above. If τM = ∞, then the result must follow
from (4.1.10). If not then limτ→τ−
M
|ui| =∞ for at least one ui, by Theorem
4.1.1. Since u
1/2
2 /λˆ < u1 < (1/4 + u2)
1/2 and 0 < u3 < u1 for τ ∈ (τ1, τM ),
we must then have limτ→τ−
M
u2 = limτ→τ−
M
u1 = ∞. We know from Lemma
4.1.2 that u1 > u
1/2
2 /λˆ for all 0 < τ < τM , which gives u˙1 < 1/4 + λu2/2,
since 1− 1/λˆ2 = λ/2. We then have
lim
τ→τM
∫ τ
τ1
λu2
2
dτ ′ > lim
τ→τM
(
u1 − u1(τ1)− τ − τ1
4
)
=∞. (4.1.11)
Suppose then that u1 > k
2u3 for all τ ∈ (0, τM ). Integrating (4.1.10) and
taking the limit gives limτ→τ−
M
(u1−k2u3) = −∞, using (4.1.11), so we have
a contradiction.
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Lemma 4.1.4. If V0 < 0 and λ > 0, then τM <∞ and for i = {1, 2, 3},
lim
τ→τM
ui =∞. (4.1.12)
Proof. Using Lemmas 4.1.2 and 4.1.3 we have
u˙2 >
λu1u2
k2
>
λu
3/2
2
k2λˆ
, (4.1.13)
for τ ∈ (τ2, τM ). Integrating over [τ2, τ ] and rearranging we find
u2 >
(
1
u1/2(τ2)
− λ(τ − τ2)
2k2λˆ
)−2
, (4.1.14)
so we have τM ≤ k2λˆu−1/22 (τ2)/λ + τ2 and limτ→τ−
M
u2 = ∞. It follows di-
rectly from Lemma 4.1.2 that limτ→τ−
M
u1 = ∞. Lemmas 4.1.1 and 4.1.3
tell us that u1/k
2 < u3 < u1 approaching τM and so the the proof is com-
plete.
Proposition 4.1.1. For V0 < 0, λ > 0, the surface corresponding to τ = τM
represents future null infinity and the Ricci scalar decays to zero there.
Proof. We aim to show that along outgoing radial null geodesics, an infinite
amount of affine parameter time is required to reach the surface τ = τM .
These geodesics correspond to lines of constant u, θ, z. The geodesic equation
(1.2.14) then reduces to
v¨ + (2γ¯,v +2φ¯,v )v˙
2 = 0, (4.1.15)
where here the dot denotes differentiation with respect to an affine parameter
µ, which is chosen such that v˙ > 0 and µ(τ = 0) = 0. Dividing by v˙ and
integrating, we find
e2γ¯+2φ¯v˙ =
1
|u0|e
2γ+2φv˙ = C, (4.1.16)
for constants u0 < 0, C > 0, recalling (2.4.6). Substituting 2γ + 2φ using
(3.1.2a) gives
1
|u0|e
(k2l+τ)/2+c1 v˙ = C. (4.1.17)
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Along the geodesics, we also have v = u0η = u0e
−τ , and thus dv =
−u0e−τdτ . Integrating (4.1.17) then leads to
1
|u0|
∫ v
v0
e(k
2l+τ ′)/2+c1dv′ =
∫ τ
0
e(k
2l−τ ′)/2+c1dτ ′ = Cµ. (4.1.18)
Clearly ek
2l/2 = |V0|−1elu2 > u2 holds for τ sufficiently close to τM , since
el →∞. Using (4.1.11) and the fact that τM is finite then gives limτ→τM µ =
∞. This confirms that the surface τ = τM corresponds to radial null infinity.
To demonstrate the decay of the Ricci scalar, which we label R, it is conve-
nient to consider the trace of the energy-momentum tensor:
gabTab = −2g01ψ,u ψ,v −4V
= 2|u|e−2γ−2φ
(
−ηF
′
u
+
k
2u
)
F ′
u
− 4V¯0e
−2F/k
|u| (4.1.19)
=
2e−2γ−2φ
|u|η
[(
−kηl
′
2
+
k
4
)(
kηl′
2
+
k
4
)
− 2V0eλl
]
=
e−k
2l/2+τ/2−c1
|u|
(
k2
2
(
1
4
− l˙2
)
− 4V0eλl
)
=
eτ/2−c1
|u|
(
k2
2
(
1
4
− l˙2
)
e−k
2l/2 − 4V0e−l
)
= −R. (4.1.20)
Recall that 1/2 < l˙ = u3 < u1 < (1/4 + u2)
1/2 approaching τM . It follows
that 0 > e−k
2l/2(1/4− l˙2) > e−k2l/2u2 = |V0|e−l. Since e−l → 0, both terms
in the bracket have limit zero as τ → τM . Since τM < ∞, it follows that
limτ→τM R = 0.
4.1.2 V0 < 0, λ < 0
Here we find that the surface N− corresponds to a fixed point of the u-
system, is regular and is reached by radial null rays in finite affine time.
These are some of the solutions which may be extended into region II. Note
that ǫ = −1, k2 < 2 here.
Lemma 4.1.5. If V0 < 0 and λ < 0, then τM = +∞ and
lim
τ→∞
(u1, u2, u3) =
(
1
2
, 0,
1
2
)
. (4.1.21)
Proof. We have seen in the proof of Lemma 4.1.1 that if V0 < 0, then u3 > 0
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for all τ ∈ (0, τM ). Equation (4.1.2b) with λ < 0 then tells us that u2 is
monotonically decreasing on (0, τM ). Equation (4.1.7) then tells us that u1
cannot cross (1/4 + u2)
1/2 from above. Since u˙1 < 0 if u1 > (1/4 + u2)
1/2,
u1 is decreasing and bounded below by this term for all τ ∈ (0, τM ). For
any τ∗ ∈ (0, τM ) we then have u2 < u2(τ∗) and 1/2 < u1 < u1(τ∗) for all
τ ∈ (τ∗, τM ). Hence, for all τ ∈ (τ∗, τM ) we have
1
4
− u1(τ∗)u3 < u˙3 < 1
4
+
2u2(τ∗)
k2
− u3
2
, (4.1.22)
from which it follows that
min{1/4u1(τ∗), u3(τ∗)} < u3 < max{1/2 + 4u2(τ∗)/k2, u3(τ∗)}. (4.1.23)
We have thus far proven that each of the ui are bounded above and below
for all τ ∈ (τ∗, τM ) and so τM = +∞ by Theorem 4.1.1. Now, it follows from
(4.1.5) that u1−u3 can only change sign once. Recalling u¨3 = (u1−u3)u1u3
at u˙3 = 0, u˙3 can only change sign a finite number of times and so u3 must
be monotone as τ → ∞. Hence, each of the ui are bounded and monotone
in the limit as τ → ∞ and so the system must evolve to a fixed point. It
is easily checked that the only fixed point of the system (4.1.2a)-(4.1.2c)
consistent with the given analysis is (1/2, 0, 1/2).
We now prove that the metric is regular in the limit as τ → ∞ in this
case. The following theorem, which may be found in Chapter 9 of [21],
proves useful.
Theorem 4.1.2. In the differential equation
x′(t) = Ex+ F (x), (4.1.24)
let F (x) be of class C1 with F (0) = 0, ∂xF (0) = 0. Let the constant matrix E
possess d > 0 eigenvalues having negative real parts, say, di eigenvalues with
real parts equal to αi, where α1 < . . . < αr < 0 and d1+ . . .+dr = d, whereas
the other eigenvalues, if any, have non-positive real parts. If αrω < 0, then
(4.1.24) has solutions x = x(t) 6= 0, satisfying
||x(t)||eωt = 0, as t→ +∞, (4.1.25)
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where ||x(t)|| denotes the Euclidean norm, and any such solution satisfies
lim
t→+∞
t−1 log ||x(t)|| = αi, for some i. (4.1.26)

Proposition 4.1.2. If V0 < 0 and λ < 0, then the metric is regular in the
limit as τ → ∞, i.e. on N−, and outgoing radial null rays reach N− in
finite parameter time.
Proof. We define a new system of variables via
uˆ = (uˆ1, uˆ2, uˆ3),
uˆ1 = u1 − 12
uˆ2 = u2
uˆ3 = u3 − 12
(4.1.27)
Then it is easy to check that the uˆ-system of equations is of the form (4.1.24),
satisfying F (0) = 0, ∂xF (0) = 0, where the matrix
E =


−1 −ǫ 0
0 λ/2 0
−1/2 −2ǫ/k2 −1/2

 (4.1.28)
has 3 negative eigenvalues, λ/2−, 1/2 and −1, of which λ/2 is the greatest.
Using (4.1.26) and αi ≤ λ/2, for any ε > 0 there exists T (ε) such that
|uˆ1| ≤ ||uˆ|| < e(λ/2+ε)τ . Note that uˆ1 = S˙/S, and so
−e(λ/2+ε)τ < S˙
S
< e(λ/2+ε)τ (4.1.29)
for τ > T (ε). Integrating and taking the limit τ → ∞ then shows that
0 < limτ→∞ S < +∞. Rearranging (3.1.3b) we have
2φ˙ =
e−τ/2
S
− S˙
S
, (4.1.30)
which may be integrated using (4.1.29) to show limτ→∞ |φ| < +∞. Hence
the metric components gθθ = |u|e2φS2 and gzz = |u|e−2φ are regular on N−.
Notice, however, that 2γ ∼ (k2/4 + 1/2)τ as τ → ∞, by (3.1.2a), and so
42
the component guv = |u|−1e2γ+2φ blows up at N−. This turns out to be a
coordinate singularity and may be avoided by making the transformation
|v| → v¯ = |v|−λ/2. It is straightforward to check that the metric component
is then given by guv¯ = |u|−1|v|1+λ/2e2γ+2φ. Note that v = uη = ue−τ and
1+λ/2 = k2/4+1/2, so the metric is well behaved in this coordinate system.
We also have e(k
2l−τ)/2 ∼ eλτ/2 as τ → +∞ and so it follows from (4.1.18)
that limτ→∞ µ < +∞.
4.1.3 V0 > 0, λ < 0
There are two subcases here, distinguished the sign of u2(0)− k2/8. When
negative, the solutions have a similar structure to those outlined in the
previous section. In the positive case, we have a finite interval of existence
and a singularity at τM . We deal with the case u2(0) = k
2/8 in Section
4.2.2. Note that ǫ = 1, k2 < 2 here.
Lemma 4.1.6. If V0 > 0, λ < 0 and u2(0) < k
2/8, then τM =∞ and
lim
τ→∞
(u1, u2, u3) =
(
1
2
, 0,
1
2
)
. (4.1.31)
Proof. Using equation (4.1.6), with ǫ = 1, and u2(0) < k
2/8, we must have
u3 initially positive, since R is initially positive.
Since u3 cannot cross zero from above while u2 < k
2/8 and u3 > 0, λ < 0
give u˙2 < 0, we have u˙2 < 0, u2 < k
2/8 and u3 > 0 for all τ ∈ (0, τM ). At
u˙1 = 0 we have u¨1 = −u˙2 > 0. Given that u˙1 < 0 initially, it must then
hold for all τ ∈ (0, τM ). Note also that u˙1 > −λ/4− u21 and so u1 >
√|λ|/2
for all τ ∈ (0, τM ). It then follows that u˙3 < 1/4−
√|λ|u3/2, from which it
follows that u3 < 1/2
√|λ|, for all τ ∈ (0, τM ). Hence, all the ui are bounded
and so τM =∞. The remainder of the proof is analogous to that of Lemma
4.1.5.
Proposition 4.1.3. If V0 < 0 and λ < 0, then the metric is regular in the
limit as τ → ∞, i.e. on N−, and outgoing radial null rays reach N− in
finite parameter time.
Proof. Note that the sign of V0 does not affect the arguments in Proposition
4.1.2 and so the proof is identical.
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Lemma 4.1.7. For V0 > 0, suppose there exists τ0 ∈ (0, τM ) such that
u1(τ0) ≤ −1/2. Then τM <∞ and limτ→τ−M u1 = −∞.
Proof. We define a new variable u¯1 = u1 + 1/2, which satisfies
˙¯u1 = u¯1 − u2 − u¯21 < u¯1 − u¯21. (4.1.32)
If u¯1 < 0 then ˙¯u1 < 0 so we have u¯1 < 0 for all τ ∈ (τ0, τM ). In-
tegrating (4.1.32) then shows that there exists some τ1 > τ0 such that
limτ→τ−1
u¯1 = −∞. Then we must have τM ≤ τ1 and, using Theorem 4.1.1,
limτ→τ−
M
|ui| = +∞ for some i. Suppose that limτ→τ−
M
u1 > −∞. It is clear
from (4.1.2b) that u2 is finite provided u3 and τ are finite and so we must
have limτ→τ−
M
|u3| = ∞. If limτ→τ−
M
u3 = +∞, it follows from (4.1.6) and
the fact that u2 > 0 and 0 < R < R(τ0) that limτ→τ−
M
R = 0. Note that
R < R(τ0) follows from u1 < 0 here. Note also that
R = R(τ0) exp
(∫ τ
τ0
u1 dτ
′
)
, (4.1.33)
and so limτ→τ−
M
R = 0 implies that
lim
τ→τ−
M
∫ τ
τ0
u1 dτ
′ = −∞, (4.1.34)
from which it must follow that limτ→τ−
M
u1 = −∞. If limτ→τ−
M
u3 = −∞
then we have either limτ→τ−
M
R = 0 or
lim
τ→τ−
M
∫ τ
0
u2 dτ
′ = +∞, (4.1.35)
where we have used (4.1.6) and the fact that R is bounded above again. It
follows immediately from (4.1.2a) and (4.1.35) that limτ→τ−
M
u1 = −∞ in
this case also. Hence τ1 = τM and the proof is complete.
Lemma 4.1.8. If V0 > 0, λ < 0 and u2(0) > k
2/8, then τM <∞ and
lim
τ→τ−
M
u1 = −∞, lim
τ→τ−
M
u3 = −∞, lim
τ→τ−
M
u2 = +∞. (4.1.36)
Proof. In this case we have u2 > k
2/8, u3 < 0 on some initial interval, using
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equation (4.1.6). Moreover, u3 cannot cross zero from below while u2 > k
2/8
and since u2 is increasing for u3 < 0, these conditions hold for all τ ∈ (0, τM ).
We then have
u˙1 <
|λ|
4
− u21, (4.1.37)
for all τ ∈ (0, τM ). For u1 >
√|λ|/2, this may be integrated over (0, τ) to
give
u1 < m coth(mτ), (4.1.38)
where m =
√|λ|/2 and we have used limτ→0+ u1 = ∞. Note that (4.1.38)
automatically holds for u1 < m also, since coth(mτ) > 1 for all τ .
Combining (4.1.38) with (4.1.2c) and u2 < u2(0) gives
u˙3 < −b− (m coth(mτ))u3, (4.1.39)
where b = 2u2(0)/k
2 − 1/4 > 0. This may be integrated to give
u3 < −b(cosh(mτ)− 1)
m sinh(mτ)
, (4.1.40)
λ
∫ τ
0
u3 dτ
′ > −2λb
m2
log
(
cosh
(mτ
2
))
= 8b log
(
cosh
(mτ
2
))
. (4.1.41)
We then arrive at
u2 = u2(0) exp
[∫ τ
0
u3 dτ
′
]
> cosh8b
(mτ
2
)
. (4.1.42)
Suppose that τM is infinite. Then we would have τ∗ ∈ (0,∞) such that
u2 > 1/2, which gives u˙1 < −1/4 − u21, for all τ ∈ (τ∗,∞), using (4.1.2a)
with ǫ = 1. Integrating this inequality shows that limτ→τ−
M
u1 = −∞ for
τM finite, which is a contradiciton. So we must have limτ→τ−
M
|ui| = ∞ for
at least one of the ui, by Theorem 4.1.1. Now consider X = u1 − k2u3/2,
which satisfies
X˙ = −λ
4
− u1X > −u1X. (4.1.43)
Note that X is initially positive and at X = 0 we have X˙ > 0, so X > 0
for τ ∈ (0, τM ). Suppose that u1 ≥ −1/2, which gives X˙ < X/2, for all τ ∈
(0, τM ). Then X is bounded above, which in turn gives a lower bound for u3.
This gives an upper bound on u2, which contradicts limτ→τ−
M
||u(τ)|| = ∞.
Hence, u1 must cross −1/2 in finite τ and thus limτ→τ−
M
u1 = −∞, using the
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preceding lemma. It follows immediately from X > 0 that limτ→τ−
M
u3 =
−∞ also.
To complete the proof, we assume limτ→τ−
M
u2 = B + 1/4 < ∞ for some
constant B, and then arrive at a contradiction. Note that u2 is monotone
and so the limit must exist. The assumption gives u2 < B + 1/4, and
thus u˙1 > −B − u21, for all τ ∈ (0, τM ). Dividing by u1 we have u˙1/u1 <
−B/u1 − u1 for u1 < 0. Choosing τ0 such that u1(τ0) < 0 and integrating
over [τ0, τ ] gives
u1 > u1(τ0) exp
[∫ τ
τ0
−B
u1
− u1 dτ ′
]
. (4.1.44)
Since limτ→τ−
M
u1 = −∞, it must follow that
lim
τ→τ−
M
∫ τ
τ0
u1 dτ
′ = −∞. (4.1.45)
Now, u1 > k
2u3/2 gives u˙2 > 2λu2u1/k
2. Dividing by u2, integrating and
using the above, we find limτ→τ−
M
u2 =∞, which is our contradiction.
Proposition 4.1.4. If V0 > 0, λ < 0, and u2(0) > k
2/8 then τM <∞ and
there is a singularity at τM .
Proof. In terms of u2, u3, with V0 > 0, the Ricci scalar is given by
R = e
τ/2−c1
|u|
(
k2
2
(
u23 −
1
4
)
u
−k2/2λ
2 + 4u
−1/λ
2
)
. (4.1.46)
Using the previous lemma we have τM <∞, limτ→τ−
M
u2 =∞ and
limτ→τ−
M
u3 = −∞. Since λ < 0, it is clear that limτ→τ−
M
R =∞.
4.1.4 V0 > 0, λ > 0.
Similarly to the previous section, we have two different pictures depending
on the sign of u2(0)−k2/8. When positive, u3 is initially negative, and vice-
versa. Hence, u2 either starts above k
2/8 and is decreasing, or vice-versa.
We show that the maximal interval of existence of solutions is finite and give
the limiting behaviour at τM in each of the two subcases. We then prove
the existence of a singularity at τM in each case. The case u2(0) = k
2/8 is
dealt with in Section 4.2.2. Note that ǫ = 1, k2 > 2 here.
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u2(0) > k
2/8
Lemma 4.1.9. If V0 > 0, λ > 0 and u2(0) > k
2/8, then there exists τ0 ∈
(0, τM ) such that u1(τ0) = 0 and u2 > k
2/8 for all τ ∈ [0, τ0].
Proof. Recall that u2(0) > k
2/8 gives u3 < 0, u˙3 < 0 on some initial interval.
Differentiating (4.1.2c) gives
u¨3 =
(
2u2
k2
− 1
4
+ u21
)
u3 − u1u˙3. (4.1.47)
At u˙3 = 0 we have u¨3 = (u1 − u3)u1u3, which is negative for u1 > 0 > u3,
and so u˙3 < 0 holds while u1 > 0. We then have 0 < u2 < u2(0) and
u˙3 > 1/4 − 2u2(0)/k2 for u1 > 0. Hence, the ui are all bounded above
and below for u1 > 0, and so either τM = ∞, or there exists τ0 such
that u1(τ0) = 0. Consider (4.1.43) with u1 > 0 and u3 < 0, which give
X˙ < −λ/4−u21. It is obvious that either X or u1 must cross zero in finite τ .
However, u1 < X if u3 < 0 and so there must exist τ0 such that u1(τ0) = 0.
We then have u˙3(τ0) = 1/4 − 2u2(τ0)/k2 < 0, from which u2(τ0) > k2/8
immediately follows. The fact that u˙2 = λu2u3 < 0 for τ ∈ (0, τ0] completes
the proof.
Lemma 4.1.10. If V0 > 0, λ > 0, u2(0) > k
2/8, then u1 < 0, u3 < 0, u˙3 <
0, u¨3 < 0 for all τ ∈ (τ0, τM ), where u1(τ0) = 0.
Proof. If u2 ≥ k2/8 and ǫ = 1 then u˙1 ≤ −λ/4 − u21 < 0, which preserves
u1 < 0. If u2 < k
2/8 and u˙3 < 0, then by (4.1.2c) we have u1u3 > 0. For τ ∈
(τ0, τM ) then, u1 < 0 holds while u3 < 0, u˙3 < 0 hold. Using the preceding
lemma and (3.1.2b), we have R¨ < −λR/4 for all τ ∈ [0, τ0]. This may be
integrated to give R < m−1 sin(mτ) ≤ m−1, which gives R−2 > m2 = λ/4,
for τ ∈ [0, τ0]. Now, (3.1.2e) may be rearranged to give
1
R2
− λ
4
+ λu21 +
k2
2
(u1 − u3)2 = k2
(
2u2
k2
− 1
4
+ u21
)
. (4.1.48)
Then, for R−2 > λ/4 > 0, which follows from u1 < 0, we must have
2u2
k2
− 1
4
+ u21 > 0. (4.1.49)
We see from equation (4.1.47) that this inequality, along with u1 < 0, u3 < 0
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and u˙3 < 0, gives u¨3 < 0, which preserves u˙3 < 0. Since R
−2 > λ/4 holds
for u1 = R˙/R < 0, we must have u1, u3, u˙3, u¨3 negative for τ ∈ [τ0, τM ).
Proposition 4.1.5. If V0 > 0, λ > 0 and u2(0) > k
2/8, then τM < ∞ and
limτ→τ−
M
u1 = limτ→τ−
M
u3 = −∞.
Proof. We know that there exists τ0 such that u˙3 < 0, u¨3 < 0 for all τ ∈
(τ0, τM ). Supposing that τM = +∞, then we must have limτ→τ−
M
u3 = −∞
and thus u2 finite for all τ ∈ (0,∞). We must also have u1 > −1/2 for all
τ ∈ (0, τM ), by Lemma 4.1.7. We also know from the preceding proof that
R−2 > λ/4 for all τ ∈ (0, τM ). Equation (4.1.48) then gives
k2
2
(u1 − u3)2 < k2
(
2u2
k2
− 1
4
+ u21
)
. (4.1.50)
If u1 > −1/2, then the lefthand side blows up at τM which, given that u2 is
finite, is a clear contradiction. Hence, u1 crosses −1/2 at some finite τ and
limτ→τ−
M
u1 = −∞ for τM finite. Dividing (4.1.2a) by u1, integrating and
taking the limit τ → τM we find
lim
τ→τ−
M
∫ τ
τ∗
1− 4u2
4u1
− u1 dτ ′ = lim
τ→τ−
M
log
u1
u1(τ∗)
=∞, (4.1.51)
where τ∗ is chosen such that u1 < 0 for τ ∈ [τ∗, τM ). Since limτ→τ−
M
(1 −
4u2)/4u1 = 0, it follows that
lim
τ→τ−
M
∫ τ
τ∗
u1 dτ
′ = −∞. (4.1.52)
Integrating u˙3/u3 and taking the limit we find
lim
τ→τ−
M
log
u3
u3(τ∗)
= lim
τ→τ−
M
∫ τ
τ∗
k2 − 8u2
4k2u3
− u1 dτ ′ = +∞, (4.1.53)
using the fact that (k2 − 8u2)/4k2u3 is bounded for τ ∈ (0, τM ). The result
immediately follows.
u2(0) < k
2/8
Lemma 4.1.11. If V0 > 0, λ > 0 and u2(0) < k
2/8, then τM > π/2m
and u1(π/2m) > 0, u2(π/2m) < k
2/8, u3(π/2m) > 0, R(π/2m) > m
−1 and
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k2u3/2 > u1 for all τ ∈ [π/2m, τM ).
Proof. For u2 < k
2/8 we have u˙1 > −λ/4− u21. Integrating over (0, τ) gives
u1 > m cot(mτ), (4.1.54)
where we have used limτ→0+ u1 = ∞. While u3 > 0, which holds initially,
we have u2 > u2(0). Combined with the above, this gives
u˙3 <
1
4
− 2u2(0)
k2
− (m cot(mτ))u3. (4.1.55)
Integrating over (0, τ) gives
u3 <
b˜(1− cos(mτ))
m sin(mτ)
=
b˜ sin(mτ/2)
m cos(mτ/2)
, (4.1.56)
where b˜ = 1/4− 2u2(0)/k2. Integrating again we find
λ
∫ τ
0
u3 dτ
′ < −2λb˜
m2
log
[
cos
(mτ
2
)]
= −8b˜ log
[
cos
(mτ
2
)]
, (4.1.57)
and so using u˙2 = λu2u3,
u2 < u2(0) cos
−8b˜
(mτ
2
)
. (4.1.58)
Note that u3 cannot cross zero from above if u2 < k
2/8. The bounds u3 > 0,
(4.1.54),(4.1.56) and (4.1.58) therefore hold, and solutions exist, as long as
u2 < k
2/8 holds. Assuming τM > π/2m we have u2(π/2m) < 2
4b˜u2(0).
Letting z = 8u2(0)/k
2 < 1, and using 4b˜ = 1− 8u2(0)/k2 = 1− z, we have
8u2(π/2m)
k2
< 21−zz ≤ 1, (4.1.59)
for all z ≤ 1, which is equivalent to u2(π/2m) < k2/8. Our assumption
is then validated and u3(π/2m) > 0. We also have u1(π/2m) > 0 from
(4.1.54), and it is straightforward to show by integrating (4.1.54) that R >
m−1 sin(mτ) on [0, π/2m], which gives R(π/2m) > m−1.
Recall X = u1 − k2u3/2, which satisfies
X˙ < −λ
4
−X2, (4.1.60)
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provided u3 > 0, X ≥ 0, using (4.1.43). Integrating over (0, τ) we find X <
m cot(mτ). Since cot(mτ) = 0 at τ = π/2m and u3 > 0 for τ ∈ (0, π/2m),
there must exist τ∗ ∈ (0, π/2m) such that X(τ∗) = 0. Note also that X
cannot cross zero from below if λ > 0 and so X < 0 for τ ∈ (τ∗, τM ).
Lemma 4.1.12. If V0 > 0, λ > 0 and u2(0) < k
2/8, then there exists
τ0 ∈ (0, τM ) such that u1(τ0) = 0, u3(τ0) > 0 and R(τ0) > m−1.
Proof. Suppose u1 > 0 for all τ ∈ (0, τM ). Then u3 > 0 for all τ ∈ (0, τM ),
since u3(π/2m) > 0 and u3 > 2u1/k
2 for all τ ∈ (π/2m, τM ) by the previous
lemma. We then have u˙3 < 1/4 for all τ ∈ (0, τM ), which gives a finite
upper bound on u3, and thus u2 and u1, for finite τ . Hence, τM = +∞. If
u2 ≤ 1/4 we have
u˙3 ≥ λ
2k2
− u1u3 > λ
2k2
− k
2u23
2
, (4.1.61)
using u1 < k
2u3/2. It follows that u3 > um = min{u3(π/2m),
√
λ/k2}
for u2 ≤ 1/4 and τ ∈ (π/2m, τM ). This gives u˙2 > λumu2, and so there
must exist τ∗ ∈ (π/2m, τM ) such that u2 > 1/4 for all τ ∈ (τ∗, τM ). By
inspection of (4.1.2a), there must then exist τ0 ∈ (τ∗, τM ) such that u1(τ0) =
0. Using Lemma 4.1.11, we have τ0 > π/2m and thus u3(τ0) > 0 and
R(τ0) > R(π/2m) > m
−1.
Lemma 4.1.13. For V0 > 0, λ > 0, suppose there exists τ0 ∈ (0, τM ) such
that u1(τ0) = 0 and u2(τ0) > k
2/8. Then τM < +∞ and limτ→τ−
M
u1 =
−∞, limτ→τ−
M
u3 = +∞.
Proof. Equation (4.1.48) may also be written as
u21 −
1
R2
+
λ
4
− k
2u23
2
= k2
(
1
4
− 2u2
k2
− u1u3
)
= k2u˙3. (4.1.62)
Now define
Γ = u21 −
1
R2
+
λ
4
, (4.1.63)
which satisfies
Γ˙ = 2u1u˙1 +
2R˙
R3
= 2u1
(
1
4
− u2 − u21 +
1
R2
)
= 2u1
(
k2
8
− u2 − Γ
)
. (4.1.64)
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If Γ > 0, u2 > k
2/8 and u1 < 0, then Γ˙ > 0. From the hypothesis we have
Γ(τ0) > 0 and as long as u2 > k
2/8 holds we have u˙1 < −λ/4−u21. If Γ > 0,
equation (4.1.62) tells us that u˙3 > 0 if u3 <
√
2Γ/k2 and so we have u3 > 0,
which gives u2 > k
2/8, while Γ > 0. Hence, Γ > 0, u2 > k
2/8, u1 < 0 and
u3 > 0 hold for all τ ∈ (τ0, τM ). We then have u˙1 < −λ/4 − u21 for τ ∈
(τ0, τM ), which may be integrated to show that τM < +∞ and limτ→τ−
M
u1 =
limτ→τ−
M
X = −∞, since X < u1. Integrating X˙/X = −λ/4X − u1, then
shows that
lim
τ→τ−
M
∫ τ
τ∗
u1 = −∞, (4.1.65)
where τ∗ is chosen such that u1(τ∗) < 0. We can use this to show limτ→τ−
M
Γ =
+∞ by integrating (4.1.64). Since u˙3 < 0 for u3 >
√
2Γ/k2, we must
have u3 <
√
2Γ/k2 and u˙3 > 0, for τ sufficiently close to τM and so
limτ→τ−
M
u3 must exist. Now suppose limτ→τ−
M
u3 < +∞. We then have
limτ→τ−
M
u2 < +∞ and
lim
τ→τ−
M
log
(
u3
u3(τ∗)
)
= lim
τ→τ−
M
∫ τ
τ∗
(
1
4u3
− 2u2
k2u3
− u1
)
dτ ′ = +∞, (4.1.66)
since 1/4u3 − 2u2/k2u3 is bounded above and below under the assumption.
Hence, we have limτ→τ−
M
u3 = +∞, by contradiction.
Lemma 4.1.14. For V0 > 0, λ > 0, suppose there exists τ0 ∈ (0, τM ) such
that u1(τ0) = 0, u2(τ0) < k
2/8 and u1 > 0 for τ ∈ (0, τ0). Then τM < +∞
and limτ→τ−
M
u1 = −∞, limτ→τ−
M
u3 = +∞.
Proof. Since u˙1(τ0) = 1/4 − u2(τ0) and u1 is approaching zero from above
we must have u2(τ0) ≥ 1/4. Lemma 4.1.12 tells us that u3(τ0) > 0. It
is clear from (4.1.2c) that if u1 < 0, u2 < k
2/8 and u3 > 0, then u˙3 > 0.
Suppose there exists τ∗ ∈ (τ0, τM ) such that u2(τ∗) = k2/8. Then u1 < 0,
since u˙1 < 0, on (τ0, τ∗). These combine to give u˙3 > 0 on (τ0, τ∗). It follows
from (4.1.47) that u˙3 cannot cross zero from above if u2 ≥ k2/8 and u3 > 0.
Hence, u˙3 > 0 for all τ ∈ (τ0, τM ). We then also have u3 > 0, u˙2 > 0, u¨2 >
on (τ0, τM ). Suppose τM =∞. Then u2 must exceed k2/8 in finite τ which
gives u˙1 < −λ/4−u21. We have seen that this implies limτ→τ−
M
u1 = −∞ for
τM < +∞, so we have a contradiction. A similar argument to one given in
the preceding lemma gives limτ→τ−
M
u3 = +∞.
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Lemma 4.1.15. For V0 > 0, λ > 0, suppose there exists τ0 ∈ (0, τM ) such
that u1(τ0) = 0, u2(τ0) = k
2/8. Then τM < +∞ and limτ→τ−
M
u1 = −∞,
limτ→τ−
M
u3 = +∞.
Proof. At τ0 we have u˙3 = u¨3 = 0, and it is not hard to check that
...
u 3(τ0) =
−u˙1(τ0)u3(τ0)2 > 0. A similar argument to the one given above then shows
that u2 > k
2/8, u˙3 > 0 obtain for τ ∈ (τ0, τM ) and the rest follows in a
similar fashion.
Proposition 4.1.6. If V0 > 0, λ > 0 and u2(0) > k
2/8 then τM is finite
and limτ→τ−
M
u1 = −∞, limτ→τ−
M
u3 = +∞
Proof. Lemma 4.1.12 shows that there exists τ0 such that u1(τ0) = 0 which
we can assume, without loss of generality, that it is the first such τ0. De-
pending on the sign of u2 − k2/8, Lemma 4.1.13, 4.1.14 or 4.1.15 completes
the proof.
Lemma 4.1.16. For V0 > 0, λ > 0, suppose that τM <∞ and
lim
τ→τ−
M
u1 = −∞, lim
τ→τ−
M
u3 = −∞. (4.1.67)
Then limτ→τ−
M
R =∞ and limτ→τ−
M
µ < +∞, i.e. there exists a singularity
at τ = τM which is reached by outgoing null rays in finite affine time.
Proof. If limτ→τ−
M
u3 = −∞ then limτ→τ−
M
u2 < ∞ and, since λ > 0,
limτ→τ−
M
u
−k2/2λ
2 6= 0. Using (4.1.46) then shows limτ→τ−
M
R = ∞. The
solution to the geodesic equation (4.1.18) and the finiteness of l reveal
limτ→τ−
M
µ <∞.
Lemma 4.1.17. For V0 > 0, λ > 0, suppose that τM <∞ and limτ→τ−
M
u1 =
−∞, limτ→τ−
M
u3 = +∞. Then for any τ∗ < τM such that u3 > 0 for all
τ ∈ (τ∗, τM ) we have
lim
τ→τ−
M
∫ τ
τ∗
u1dτ = −∞. (4.1.68)
Proof. Note that for u3 > 0 and ǫ = 1 we have u˙3/u3 < 1/4u3 − u1. Inte-
grating then gives
u3 < u3(τ∗) exp
(∫ τ
τ∗
1
4u3
− u1dτ ′
)
. (4.1.69)
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Rearranging and taking the limit we have
lim
τ→τ−
M
exp
(
−
∫ τ
τ∗
u1dτ
′
)
> lim
τ→τ−
M
u3
u3(τ∗)
exp
(
−
∫ τ
τ∗
1
4u3
dτ ′
)
= +∞,
(4.1.70)
since limτ→τ−
M
1/4u3 = 0. The result immediately follows.
Lemma 4.1.18. For V0 > 0, λ > 0, suppose that τM <∞ and
limτ→τ−
M
u1 = −∞, limτ→τ−
M
u3 = +∞. Then limτ→τ−
M
x1/x3 = ℓ exists and
lim
τ→τ−
M
u2 = +∞, −∞ < ℓ < −k2 − 1
4
. (4.1.71)
Proof. First we define q1 = u1/u3, which satisfies
q˙1 =
1
u3
(
1
4
− u2
)
− q1
u3
(
1
4
− 2u2
k2
)
. (4.1.72)
Now, suppose u2 is bounded above for all τ ∈ (0, τM ). Then it straightfor-
ward to show that q1 must be bounded below, since the first term and the
coefficient of q1 in (4.1.72) are then bounded below and above, respectively.
So there exists some ℓ∗ < 0 such that u1/u3 > ℓ∗, for τ ∈ (0, τM ). We then
have u˙2/u2 > λu1/ℓ∗ for τ ∈ (0, τM ). Integrating and using Lemma 4.1.17
then shows that limτ→τ−
M
u2 = +∞, and so u2 is unbounded, by contradic-
tion. Given that u2 is monotone increasing for u3 > 0, which obtains for τ
sufficiently close to τM , we must have limτ→τ−
M
u2 = +∞.
It is clear from (4.1.72) that q˙1 is negative if u2 > k
2/8 > 1/4, q1 < 0 and
u3 > 0, which all hold for τ sufficiently close to τM . Thus, q1 is monotone
decreasing for τ sufficiently close to τM and the limit limτ→∞ q1 = ℓ < 0 ex-
ists. We now prove by contradiction that ℓ is finite. Assuming limτ→τ−
M
q1 =
−∞, there must exist some τ∗ ∈ (0, τM ) such that q1 < −2λ, which gives
λu3 < −u1/2, for τ ∈ (τ∗, τM ). Now define q2 = u2/u1, which satisfies
q˙2
q2
= λu3 − 1
4u1
+
u2
u1
+ u1 < − 1
4u1
+
u1
2
, (4.1.73)
for u1 < 0, u2 > 1/4, q1 < −2λ. Integrating and taking the limit τ → τ∗ we
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have
lim
τ→τ−
M
q2 ≥ q2(τ∗) lim
τ→τ−
M
exp
(
1
2
∫ τ
τ∗
u1 − 1
2u1
dτ ′
)
= 0, (4.1.74)
where we’ve used Lemma 4.1.17, limτ→τ−
M
1/u1 = 0 and q2 < 0. It follows
that limτ→τ−
M
q2 = 0. Defining q3 = u2/u3 we have
q˙3
q3
= λu3 − 1
4u3
+
2u2
k2u3
+ u1. (4.1.75)
Since limτ→τ−
M
q2 = 0 we can choose τ∗ such that we also have
2u2
k2u3
=
2q2u1
k2u3
< −u1
4
, (4.1.76)
and thus
q˙3
q3
<
u1
4
, (4.1.77)
for τ ∈ (τ∗, τM ), where we have used λu3 < −u1/2 and (4.1.75). Integrating
and using Lemma 4.1.17 then shows that limτ→τ−
M
q3 = 0.
However, it follows from u1 < 0, u3 > 0 and (4.1.72) that
q˙1 > −q3 + 2q3
k2
q1. (4.1.78)
It is clear that if limτ→τ−
M
q3 = 0, then limτ→τ−
M
q1 is finite and so we have a
contradiction. Therefore, ℓ must be finite.
To estimate ℓ, we divide (3.1.2e) across by u23 which, in the case ǫ = 1,
gives (
1− 1
R˙2
)
q21 +
2u2
u23
+ k2q1 +
2 + k2
8u23
− k
2
2
= 0, (4.1.79)
in terms of R, u1, u2, u3. Let q4 = u2/u
2
3. To determine the limiting be-
haviour of q4, we consider its derivative, which may be written as
q˙4 =
u2
u3
(
λ+
1
2u23
+
4q4
k2
+ 2q1
)
= q2Y, (4.1.80)
where Y = λ+1/2u23+4q4/k
2+2q1. Recall that q1 is monotone decreasing
and u3 > 0, u˙3 > 0 sufficiently close to τM , say, on an interval (τ0, τM ).
Suppose there exists τ1 ∈ (τ0, τM ) such that q˙4(τ1) = 0. Then we must
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have Y (τ1) = 0, since q2(τ1) > 0. It is easily shown that this gives q¨4(τ1) =
q2(τ1)Y˙ (τ1). Moreover, since Y˙ = −u˙3/u33 + 4q˙4/k2 + 2q˙1, we have Y˙ (τ1) =
−2u˙3(τ1)/u33(τ1)+2q˙1(τ1) < 0, and thus q¨4(τ1) < 0. So q˙4 can only cross zero
in (τ0, τM ) with negative slope, i.e. it may only change sign once on (τ0, τM ).
Therefore, q4 must be monotone close to τM and, therefore, limτ→τ−
M
q4
exists. Suppose limτ→τ−
M
q4 6= 0. Then, since q4 is positive, there must exist
some ε > 0, δ > 0 such that u2 > εu
2
3 > 1/4 for τM − τ < δ. Using this,
u1/u3 > ℓ and (4.1.72) produces
q˙1 < − ℓ
4u3
+
2εu1
k2
, (4.1.81)
for τ ∈ (τM − δ, τM ). It follows that
lim
τ→τ−
M
q1 < lim
τ→τ−
M
(
q1(τM − δ) +
∫ τ
τM−δ
(
2εu1
k2
− ℓ
4u3
)
dτ ′
)
= −∞,
(4.1.82)
using Lemma 4.1.17 and limτ→τ−
M
ℓ/u3 = 0. This contradicts the fact the ℓ
is finite and so we have limτ→τ−
M
q4 = 0. Taking the limit of (4.1.79) then
yields
ωℓ2 + k2ℓ− k
2
2
= 0, (4.1.83)
where ω = limτ→τ−
M
(1 − R˙−2). Note that ω ≤ 0 gives ℓ ≥ 1/2 which
contradicts ℓ < 0. We then have
ℓ = − k
2
2ω
−
√
k4
4ω2
+
k2
2ω
, (4.1.84)
since the upper root of (4.1.84) is positive and, therefore, not allowed.
Clearly ω < 1, so ℓ < −k2/2−√k4/4 + k2/2 < −k2 − 1/4, if k2 > 1/4.
Lemma 4.1.19. For V0 > 0, λ > 0, suppose that τM <∞ and
lim
τ→τ−
M
u1 = −∞, lim
τ→τ−
M
u3 = +∞. (4.1.85)
Then limτ→τ−
M
R =∞ and limτ→τ−
M
µ < +∞, i.e. there exists a singularity
at τ = τM which is reached by outgoing null rays in finite affine time.
Proof. Lemma 4.1.18 and λ > 0 give limτ→τ−
M
u2 = limτ→τ−
M
l = ∞. Using
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equation (4.1.20) we have
lim
τ→τ−
M
R = k
2eτM/2−c1
2|u| limτ→τ−
M
(
e−k
2lu3
)1/2
u
3/2
3 . (4.1.86)
Define Z = e−k
2lu1, which satisfies
Z˙ = e−k
2l
(
1
4
− u2 − u21 − k2u1u3
)
<
(−u1 − k2u3)Z, (4.1.87)
for u2 > 1/4. Using Lemma 4.1.18, we may choose some τ∗ ∈ (0, τM )
such that u1/u3 < −k2 − 1/8 and Z < 0 for all τ ∈ (τ∗, τM ). We then
have Z˙/Z > u3/8 > −u1/8ℓ for all τ ∈ (τ∗, τM ). Integrating and using
Lemma 4.1.17 then proves limτ→τ−
M
Z = −∞. Hence, limτ→τ−
M
e−k
2lu3 =
ℓ−1 limτ→τ−
M
Z = +∞, which gives limτ→τ−
M
R = +∞, by (4.2.13).
Recall that µ parameterises the outgoing radial null geodesics. To show that
limτ→τ−
M
µ < +∞, note that e−k2lu1 = Z < Z(τ∗) for some τ∗ ∈ (0, τM ).
This gives ek
2l < u1/Z(τ∗), which in turn gives e
k2l/2 < (u1/Z(τ∗))
1/2. Now
let p = (−u1)1/2 and consider
p˙ =
1
2p
(
−1
4
+ u2 + u
2
1
)
>
p3
2
, (4.1.88)
for u2 > 1/4. Dividing by p
2 and integrating we have
∫ τ
τ∗
p˙
p2
dτ ′ =
1
p(τ∗)
− 1
p
>
∫ τ
τ∗
p
2
dτ ′. (4.1.89)
Using equation (4.1.18) we have
Cµ =
∫ τ
0
ek
2l/2−τ ′/2dτ ′ <
∫ τ∗
0
ek
2l/2dτ ′ +
∫ τ
τ∗
(
u1
Z(τ∗)
)1/2
dτ ′ (4.1.90)
=
∫ τ∗
0
ek
2l/2dτ ′ +
∫ τ
τ∗
p
(−Z(τ∗))1/2
dτ ′.
Taking the limit and using (4.1.89) we find that limτ→τ−
M
µ < +∞.
Proposition 4.1.7. For V0 > 0, λ > 0, u2(0) 6= k2/8 we have τM <∞ and
there is a curvature singularity at τM , which is reached by outgoing null rays
in finite affine time.
Proof. In the subcase u2(0) > k
2/8, Proposition 4.1.5 and Lemma 4.1.16
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give the result. If u2(0) < k
2/8 Proposition 4.1.6 and Lemma 4.1.19 give
the result.
4.2 Exact solutions
4.2.1 k2 = 2
In this case we have λ = 0 which gives us constant potential V = V0. We
then have
R¨ =
d
dτ
Rl˙ =
(
1
4
− V0
)
R. (4.2.1)
Proposition 4.2.1. If k2 = 2 and 0 < V0 ≤ 1/4, then there is a curvature
singularity along N− which is reached by outgoing radial null rays in finite
affine time.
Proof. In the case V0 < 1/4, solutions of (4.2.1) in terms of S are given by
S = υ−1e−τ/2 sinh(υτ), l = l0 + log
[
1
2
(1 + cosh(υτ))
]
, (4.2.2)
where υ =
√
1/4− V0. Clearly τM = +∞. We also have
lim
τ→∞
l˙ = lim
τ→∞
υ sinh(υτ)
1 + cosh(υτ)
= υ. (4.2.3)
For k2 = 2 we then have
lim
τ→∞
R = lim
τ→∞
eτ/2−l
|u|
(
1
4
− l˙2 + 4V0
)
= lim
τ→∞
10V0e
τ/2−l0
|u|(1 + cosh(υτ)) . (4.2.4)
The solution to the geodesic equation (4.1.18) reduces to
1
2
∫ τ
0
el0−τ
′/2(1 + cosh(υτ)′)dτ ′ = Cµ. (4.2.5)
Note that V0 > 0 gives υ < 1/2 for which
lim
τ→∞
S = 0, lim
τ→∞
R =∞, lim
τ→∞
µ <∞. (4.2.6)
For V0 = 1/4 we have
S = τe−τ/2, l = l0, R = 5e
τ/2−l0
4|u| , (4.2.7)
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which give
lim
τ→∞
S = 0, lim
τ→∞
R =∞, lim
τ→∞
µ <∞. (4.2.8)
Proposition 4.2.2. If k2 = 2, V0 < 0, then N− corresponds to radial null
infinity and the Ricci scalar decays to zero there.
Proof. In the case υ > 1/2 (V0 < 0), (4.2.2),(4.2.4) and (4.2.5) tell us that
lim
τ→∞
S =∞, lim
τ→∞
R = 0, lim
τ→∞
µ =∞. (4.2.9)
We remind the reader that we are not considering the case V0 = 0(υ =
1/2).
Proposition 4.2.3. If k2 = 2, V0 > 1/4, there exists a curvature singluarity
along τ = π/υ¯ where υ¯ =
√
V0 − 1/4.
Proof. In the case V0 > 1/4, solutions to (4.2.1) are given by
S = υ¯−1e−τ/2 sin(υ¯τ), l = l0 + log
[
1
2
(1 + cos(υ¯τ))
]
. (4.2.10)
At υ¯τ = π we have S = 0 and
lim
τ→pi/υ¯
l = −∞, lim
τ→pi/υ¯
l˙ = − lim
τ→pi/υ¯
υ¯ tan
( υ¯τ
2
)
= −∞, (4.2.11)
which give limτ→pi/υ¯R =∞.
4.2.2 V0e
λl0 = k2/8
Lemma 4.2.1. u3 is monotone in a neighbourhood of the axis.
Proof. Note that there exists τ1 ∈ (0, τM ) such that u1 > u3 and u1 > 0
hold for τ ∈ (0, τ1). Suppose there exists τ0 ∈ (0, τ1) with u˙3(τ0) = 0. We
then have u¨3(τ0) = (u1(τ0) − u3(τ0))u1(τ0)u3(τ0), which has the same sign
as u3(τ0), since u1(τ0) > u3(τ0), u1(τ0) > 0. So either u3(τ0) < 0 and is a
local max, or u3(τ0) > 0 and is a local min. Since u3(0) = 0, in the former
case we must then have τ∗ ∈ (0, τ0) such that u3(τ∗) < 0 is a local min,
which is contradiction. Similarly for the latter case. Hence, u3 is monotone
on (0, τ1).
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Lemma 4.2.2. If u2(0) = k
2/8, then u2 = k
2/8 and u3 = 0 for all τ ∈
[0, τM ).
Proof. First note that u2 = k
2/8, u3 = 0 is an invariant manifold of the
system (4.1.2a)-(4.1.2c) with ǫ = −1. The system (4.1.2a)-(4.1.2c) is not
defined at τ = 0 and so we must show that there exists τ0 > 0 such that
u2(τ0) = k
2/8, u3(τ0) = 0. Using the preceding result, u3 is monotone and,
since u3(0) = 0, has the same sign while u1 > u3 and u1 > 0 hold. There
must therefore exist τ1 such that u2 is monotone on [0, τ1]. It follows that
u2 − k2/8 has the same sign on (0, τ1). Suppose that u2 − k2/8 > 0 on
(0, τ1). We can choose τ1 such that R > 0 on (0, τ1). Then, using (4.1.6)
and R > 0, l˙ = u3 must be negative on (0, τ1), which is a contradiction. A
similar argument rules out u2−k2/8 < 0 on (0, τ1), so we have u2−k2/8 = 0
for all τ ∈ (0, τ1). If u2 is constant on (0, τ1) then u3 = 0 must also hold
there.
Proposition 4.2.4. Recall m =
√
λ/2. If V0e
λl0 = k2/8 and λ < 0 then
there is a singularity at τ = ∞, which is reached by radial null rays in
finite affine time. If V0e
λl0 = k2/8 and λ > 0 then there is a singularity at
τ = π/m, which is reached by radial null rays in finite affine time.
Proof. Using the preceding result, we have u2 = k
2/8, u3 = 0, and thus
R¨ = −λR/4, for all τ ∈ (0, τM ). The solutions in terms of S are
S =
{
m−1e−τ/2 sin(mτ), if λ > 0.
m−1e−τ/2 sinh(mτ), if λ < 0.
(4.2.12)
Note that the case λ = 0, u2(0) = k
2/8 is precisely the case k2 = 2, V0 = 1/4
covered in Proposition 4.2.2. If λ < 0 then we clearly have τM = +∞. In
this case we also have m =
√
1/4− k2/8 < 1/2 and so limτ→∞ S = 0. Using
l˙ = 0,V0e
λl = k2/8 and (4.1.20) the Ricci scalar reduces to
R = 3k
2e−k
2l0/2+τ/2−c1
8|u| , (4.2.13)
and it immediately apparent that limτ→∞R = +∞.
In the case λ > 0 we have S(π/m) = 0. In the cases studied thus far,
surfaces characterised by S = 0, other than the regular axis, have been
singular, which was demonstrated by an infinite curvature invariant. In this
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case, however, it is clear from (4.2.13) above that R is finite if τ is finite, and
one can check that this is the case for other invariants such as T = T abTab
and the Kretschmann scalar RabcdRabcd. However, the specific length of
the cylinders L limits to zero as τ → π/m, which violates the regular axis
conditions. This may be seen solving (3.1.2c) for φ given the solutions for
R = eτ/2S given above, which yields
eφ =
eφ0+τ/4
cos(mτ/2)
. (4.2.14)
Recalling L = |u|e−φ, we have limτ→pi/m L = 0. We speculate that we have
a non-scalar curvature spacetime singularity at τ = π/m in this case. The
solution to the geodesic equation (4.1.18) with l = l0 shows that µ is finite
for all τ > 0 in both cases.
4.3 Global structure of solutions in region I
In this section we gather the results from the two previous sections which
give the global structure of solutions in region I for the entire parameter
space. They are summarised by the following theorem and the corresponding
spacetime diagrams are depicted in Fig. 4.1.
Theorem 4.3.1 (Global structure of solutions in the causal past of the
scaling origin O). For each k, V0, l0 ∈ R, let [0, τM ) be the maximal interval
of existence for the unique solution of (4.1.2). The global structure of the
solution is given by one of the following cases:
Case 1. If k2 > 2, V0 < 0, then τM < ∞ and the hypersurface τ = τM
corresponds to radial null infinity, with the Ricci scalar decaying to zero
there.
Case 2. If k2 = 2 and V0 < 0, then τM = +∞ and N− corresponds to
radial null infinity, with the Ricci scalar decaying to zero there.
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Case 3. If
(i) k2 < 2 and V0 < 0,
(ii) k2 < 2, V0 > 0 and V0e
λl0 < k2/8,
then τM =∞, the metric is regular on N−, which is reached in finite affine
time along radial null rays. Hence, N− exists as part of the spacetime.
Case 4. If
(i) k2 < 2, V0 > 0 and V0e
λl0 > k2/8,
(ii) k2 > 2 and V0 > 0,
(iii) k2 = 2 and V0 > 1/4,
then τM < ∞ and there is a singularity at τ = τM , with the radius of the
cylinders of symmetry equal to zero there and which is reached by outgoing
radial null rays in finite affine time.
Case 5. If
(i) k2 = 2 and 0 < V0 ≤ 1/4,
(ii) k2 < 2 and V0e
λl0 = k2/8,
then τM = +∞ and there is a curvature singularity on N−, with the radius
of the cylinders of symmetry equal to zero there and which is reached by
outgoing radial null rays in finite affine time.
Proof. The proof of cases 1 and 2 are given by Propositions 4.1.1 and 4.2.2,
respectively. For case 3, part (i) is given by Proposition 4.1.2 and part (ii)
is given by Proposition 4.1.3. Case 4 part (i) is given by Propositions 4.1.4,
part (ii) is given by Propositions 4.1.5 and 4.2.4, and part (iii) by Proposition
4.2.3. Case 5 is proven by Propositions 4.2.1 and 4.2.4.
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Figure 4.1: Global structure of the spacetime in region I for each subcase.
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Chapter 5
The future of N−
In this chapter we investigate those solutions which are regular up toN− and
which may be extended to its future, that is, the solutions corresponding
to values of k2 < 2, V0 < 0 and k
2 < 2, V0 > 0, V0e
λl0 > k2/8. As in
region I, we work with a rescaling of the independent variable, t = log(−η),
which gives an autonomous set of field equations. N− and N+ are singular
points of the field equations and correspond to the limits t → −∞ and
t → +∞, respectively. We first determine the asymptotic behaviour of
solutions emanating from N− and then given an analysis of the fixed points
of the autonomous system. These fixed points are possible end states for
solutions and give the behaviour of solutions on the surface N+, if it exists
as part of the spacetime. It is shown that, for one of three available fixed
points, if a solution evolves to this point then the metric is regular on N+,
the future null cone of O. A spacetime corresponding to that solutions
would, therefore, admit a naked singularity.
However, we then examine the evolution of solutions emanating from N−
and show that in all cases the maximal interval of existence has a finite
upper limit tM and that there exists a spacelike curvature singularity along
the surface t = tM . Thus, no solution to the field equations evolves to any of
the fixed points mentioned above, and the surface N+ does not exist as part
of the spacetime, ruling out the possibility of a naked singularity solution.
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5.1 Asymptotic behaviour of solutions at N−
Proposition 5.1.1. Let t = log(−η), ǫ = sgn(V0), σ(t) = S(η) and
x0(t) =
et/2
σ(t)
, x1(t) =
ηS′(η)
S
=
σ′(t)
σ(t)
,
x2(t) = |V0|eλl(η), x3(t) = ηl′(η) + 1
2
=
dl
dt
+
1
2
.
(5.1.1)
Then x0, x1, x2, x3 satisfy
x′1(t) = x1 + ǫx2 − x21, (5.1.2a)
x′2(t) = |λ|
(
1
2
− x3
)
x2, (5.1.2b)
x′3(t) =
x3
2
+
x1
2
+ ǫ
2x2
k2
− x1x3, (5.1.2c)
x21 − x20 −
(
k2
2
+ 1
)
x1 − k
2x23
2
+ k2x1x3 − 2ǫx2 = 0, (5.1.2d)
lim
t→−∞
(x0, x1, x2, x3) = (0, 0, 0, 0). (5.1.2e)
Proof. First note that (5.1.2b) comes directly from the definitions of x2 and
x3. Given f(η), defining F (t) = f(η) yields ηf
′(η) = F ′(t) and η2f ′′(η) =
F ′′(t) − F ′(t). Equations (5.1.2a) and (5.1.2c) follow directly from (2.4.24)
and (2.4.26). Equation (2.4.25) is equivalent to
dφ
dt
=
x0 − x1
2
. (5.1.3)
Differentiating (3.1.2a) with respect to t gives
2
dγ
dt
= −2dφ
dt
+
k2
2
dl
dt
− 1
2
= x1 − x0 + k
2x3
2
− k
2
4
− 1
2
. (5.1.4)
Dividing (3.1.2c) by S, changing variables and replacing dγ/dt and dφ/dt
using (5.1.3) and (5.1.4) produces
x1
(
x1 − x0 + k
2x3
2
− k
2
4
− 1
2
)
− ǫx2 − 1
2
(x0 − x1)2 = k
2x23
4
. (5.1.5)
Multiplying by 2 and simplifying gives (5.1.2d). It was shown in Chapter 4
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that if k2 < 2 then
lim
η→0+
(
ηl′(η), |V0|eλl, ηS
′(η)
S
)
=
(
−1
2
, 0, 0
)
, (5.1.6)
and that S is non-zero and finite at η = 0. The condition (5.1.2e) follows
immediately.
We note that the equations (5.1.2a)-(5.1.2c) subject to (5.1.2e) define a
dynamical system and may be studied independently of (5.1.2d).
Proposition 5.1.2. Let
µ1 = x1 +Ax2, µ3 = x3 +Bx2, (5.1.7a)
A = ǫ
4
2 + k2
, B = ǫ
16
k2(2 + k2)
. (5.1.7b)
Then µ1, µ3 satisfy
µ′1 = µ1 − x21 −Aλx2x3, (5.1.7c)
µ′3 =
µ3
2
+
µ1
2
− x1x3 −Bλx2x3. (5.1.7d)
Proof. It is straightforward to check that (5.1.7c),(5.1.7d) follow directly
from (5.1.7a)(5.1.7b) and (5.1.2a)-(5.1.2c).
Note that Theorem 4.1.2 may also be used in analysing limits as t→ −∞
in an analagous way. We define the vector x by
x = (x1, x2, x3). (5.1.8)
The system defined by (5.1.2a)-(5.1.2c) and (5.1.2e) satisfies the hypothesis
of Theorem 4.1.2, which grants local existence of solutions near the origin
of the x-system, which is at t = −∞. We denote by (−∞, tM ) the maximal
interval of existence for a given solution.
Lemma 5.1.1. For any ε > 0, there exists T (ε) ∈ (−∞, tM ) such that
|xi| < e(|λ|/2−ε)t, (5.1.9)
for t < T (ε) and each i ∈ {1, 2, 3}.
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Proof. The system defined by (5.1.2a)-(5.1.2c) is of the form (4.1.24), satis-
fying F (0) = 0, ∂xF (0) = 0, where the matrix
E =


1 ǫ 0
0 |λ|/2 0
1/2 2ǫ/k2 1/2

 (5.1.10)
has 3 positive eigenvalues, |λ|/2, 1/2 and 1, of which |λ|/2 is the small-
est. Solutions to the system (5.1.2a)-(5.1.2c) therefore exist, which satisfy
(4.1.25) and (4.1.26). Using (4.1.26), for any ε > 0, there exists T (ε) < 0
such that
log ||x(t)|| < (|λ|/2− ε)t, (5.1.11)
for all t < T (ε). Since |xi| < ||x|| for each i ∈ {1, 2, 3}, the result follows.
Lemma 5.1.2. For ǫ = 1 (ǫ = −1), there exists T ∈ (−∞, tM ) such that
x1 < 0, x3 < 0 (x1 > 0, x3 > 0) for t ∈ (−∞, T ).
Proof. Using Lemma 5.1.1 we have |xi| = O(e(|λ|/2−ε)t) in the limit t→ −∞,
for any ε > 0. From (5.1.7c) we then have
d
dt
(
e−tµ1
)
= −e−t(x21+Aλx2x3) = O(e(|λ|−2ε−1)t) as t→ −∞, (5.1.12)
which may be integrated to give
µ1 = c3e
t +O(e(|λ|−2ε)t) = O(e(|λ|−2ε)t), (5.1.13)
and so
x1 = −Ax2 +O(e(|λ|−2ε)t) as t→ −∞, (5.1.14)
for some constant c3, since |λ| − 2ε < 1. A similar process using (5.1.7d)
yields µ3 = O(e
m˜t), which gives
x3 = −Bx2 +O(em˜t) as t→ −∞, (5.1.15)
where m˜ = min{1/2, |λ| − 2ε}. Since limt→−∞ x3 = 0, we may choose T (ε)
such that |λx3| < ε for t < T (ε). We then have
x′2
x2
<
|λ|
2
+ ε, for t ∈ (−∞, T (ε)).
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Integrating over [t, T ] shows that x2(t) > x2(T )e
(|λ|/2+ε)(t−T ) on the same
interval. Choosing ε such that |λ|/2+ ε < min{1/2, |λ|−2ε} shows that the
x2 terms in equations (5.1.14) and (5.1.15) are dominant for t sufficiently
close to −∞. T may be then chosen, without loss of generality, such that
x1 and x3 have the same sign as −Ax2 and −Bx2 on (−∞, T ), respectively.
Note from (5.1.7b) that A and B have the same sign as ǫ.
Proposition 5.1.3. There exists c4 > 0 such that
lim
t→−∞
e−|λ|t/2x = c4 (A, 1, B) . (5.1.16)
Proof. Integrating (5.1.2b) over [t, T ] we have
e−|λ|t/2x2(t) = e
−|λ|T/2x2(T ) +
∫ T
t
e−|λ|t
′/2|λ|x2x3 dt′. (5.1.17)
Consider the case ǫ = −1. By Lemma 5.1.2 we have x3 > 0 on t ∈ (−∞, T ),
and by choosing T sufficiently small such that the bounds of Lemma 5.1.1
hold, we have
e−|λ|T/2x2(T ) < e
−|λ|t/2x2 < e
−|λ|T/2x2(T )+
∫ T
t
|λ|e(|λ|/2−2ε)t′ dt′. (5.1.18)
The integral here is finite in the limit as t → −∞ for ε < |λ|/4 and so
e−|λ|t/2x2 has positive and finite upper and lower bounds in the limit as
t → −∞. It also monotone for t < T since x3 > 0 there, and so we have
limt→−∞ e
−|λ|t/2x2 = c4, for some c4 > 0. A similar argument gives this
result in the case ǫ = 1. Multiplying (5.1.14) and (5.1.15) by e−|λ|t/2 and
taking the limit t→ −∞ gives limt→−∞ x = c3(A, 1, B).
Remark For convenience, we define t∗ by c4 = e
−|λ|t∗/2. Notice then
that the result of Proposition 5.1.3 may be written as limt¯→−∞ e
−|λ|t¯/2x =
(A, 1, B) . Noting that (5.1.2a)-(5.1.2d) is invariant under translations of the
independent variable we drop the bar and let t¯ = t. Hence
lim
t→−∞
e−|λ|t/2x = (A, 1, B) . (5.1.19)
This describes the asymptotic behaviour of solutions to the future of N−, as
they emerge from N−.
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5.2 Analysis of fixed points
Proposition 5.2.1. Let
P1 = (1, 0, 1), P2 =
(
α−,
k2
8
,
1
2
)
, P3 =
(
α+,
k2
8
,
1
2
)
, (5.2.1)
where
α± =
1±√|λ|
2
. (5.2.2)
If ǫ = 1 then the equilibria of the system (5.1.2a)-(5.1.2c) are P1 and the
origin. If ǫ = −1 then the equilibria are P1, P2, P3 and the origin.
Proof. This is straightforward to check.
Proposition 5.2.2. Define F (x) by setting x′(t) = F (x), where the com-
ponent equations are given by (5.1.2a)-(5.1.2c). Let
y(s) = (y1, y2, y3),
y1(s) = 1− x1(t)
y2(s) = x2(t)
y3(s) = 1− x3(t)
s = −t. (5.2.3)
Then
y′(s) = F (y). (5.2.4)
Proof. This is straightforward to check using (5.1.2a)-(5.1.2c).
Proposition 5.2.3. Suppose limt→∞ x = P1. Then
lim
t→∞
e|λ|t/2(1− x1, x2, 1− x3) = c5(A, 1, B), (5.2.5)
for some constant c5 > 0.
Proof. First note that limt→∞ x = P1 is equivalent to lims→−∞ y = (0, 0, 0).
Since y′(s) = F (y), solutions emanating from the origin of the y-system
satisfy the exact conditions satisfied by solutions emanating from the origin
of the x-system used in the proofs of section 5.1. We may, therefore, carry
out an identical analysis to find
lim
s→−∞
e−|λ|s/2y = c5(A, 1, B), (5.2.6)
which is our result.
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Proposition 5.2.4. Let k2 < 2 and suppose that limt→∞ x = P1. Then
the metric is regular in the limit approaching N+ along lines of constant v.
Furthermore, if k2 6= √3− 1 then limt→∞R 6= 0.
Proof. Using Proposition 5.2.3, for any ε > 0 there exists T (ε) such that
1− (Ac5 + ε)e−|λ|t/2 < x1 < 1− (Ac5 − ε)e−|λ|t/2, (5.2.7)
for t > T (ε). Recalling x1 = σ
′/σ, it is straightforward to show that this
leads to
c6 < e
−tσ < c7, t > T (ε), (5.2.8)
for positive constants c6, c7. We also have
d
dt
(e−tσ) = e−tσ (x1 − 1) . (5.2.9)
Using the asymptotic behaviour of solutions at P1 derived in Proposition
5.2.3 shows that e−tσ is monotone near P1. Hence, e
−tσ has a finite, positive
limit as t → ∞. In region II of the spacetime we have v > 0, u < 0 and
thus |u| = −v/η = ve−t, and so r = |u|σ = ve−tσ has a positive finite limit
approaching N+ (u = 0) along lines of constant v. Combining (5.1.3),(5.2.7)
and (5.2.8) we have
1
c6et/2
+ (Ac5 − ε)e−|λ|t/2 < 2dφ
dt
+ 1 <
1
c7et/2
+ (Ac5 + ε)e
−|λ|t/2, (5.2.10)
for t > T (ε). We see that if ε ≤ Ac5 then 2φ+t is monotone in t. Integrating
and taking exponentials then shows that limt→∞ e
2φ+t exists and is non-
zero and finite. Hence, limt→∞ |u|e−2φ = limt→∞ ve−2φ−t is non-zero and
finite. So far we have shown that gθθ = |u|e2φr2 and gzz = |u|e2φ have
non-zero, finite limits as t → +∞. Using similar arguments, it may shown
that the metric component |u|−1e2γ+2φ behaves like e(1−|λ|/2)t in the limit as
t→ +∞ and, therefore, has limit +∞. However, by making the coordinate
transformation u¯ = −2|u||λ|/2/|λ| we avoid this problem. The corresponding
metric component in this coordinate system is 2|u¯|−1e2γ+2φ/|λ| and it may
be shown in a similar fashion that this has a non-zero, finite limit as t→ +∞.
Following (4.1.20), the Ricci scalar may be written as
R = e
−k2l/2+t/2−c1
v
(
k2
2
(1− x3)x3 − 4ǫx2
)
. (5.2.11)
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It may be shown, using (5.2.5) in a similar way, that for t > T (ǫ) we have
c8e
|λ|t/2 < e−k
2l/2+t/2−c1 < c9e
|λ|t/2, (5.2.12)
for positive constants c8, c9. It also follows from (5.2.5) that
lim
t→∞
e|λ|t/2
(
k2
2
(1− x3)x3 − 4εx2
)
=
k2Bc5
2
− 4ǫc5 (5.2.13)
=
(
8
k2(2 + k2)
− 4
)
ǫc5 6= 0,
for k2 6= √3 − 1. Combining this with (5.2.11) and (5.2.12) shows that
limt→∞R is non-zero and finite for all k2 < 2 with k2 6=
√
3− 1.
This result shows that in spacetimes where the solutions to the field
equations satisfy limt→∞ x = P1, the future null cone of the singularity N+
is regular and exists are part of the spacetime, thus rendering the singularity
at the origin naked. However, it is shown in later sections that none of the
solutions actually do evolve to P1.
Proposition 5.2.5. If limt→∞ x = P2 or limt→∞ x = P3, then limt→∞ r =
0 and limt→∞R = +∞, where r is the radius of the cylinders and R is the
Ricci scalar.
Proof. If limt→∞ x1 = α± then for any ε > 0 there exists T (ε) such that x1 <
α++ε for t > T (ε), since α− < α+. Note that
√|λ| =√1− k2/2 < 1−k2/4,
which gives α+ < 1−k2/8. This leads to σ < σ(T )e(1−k2/8+ε)(t−T ) for t > T .
It follows that r = |u|σ < vσ(T )e(−k2/8+ε)(t−T ) for t > T . Choosing ε < k2/8
shows that limt→∞ r = 0, for v ∈ (0,∞). It is straightforward to show that
limt→∞ e
−k2l/2+t/2 = +∞ follows from limt→∞ l′(t) = 0, which is equivalent
to limt→∞ x3 = 1/2. Then using limt→∞ x2 = k
2/8 and ǫ = −1 we find that
limt→∞R = +∞.
Proposition 5.2.6. Let ǫ = −1. Then there is no solution of (5.1.2a)-
(5.1.2d) which satisfies limt→∞ x = P2.
Proof. First note that x0 satisfies
x′0 = x0
(
1
2
− x1
)
. (5.2.14)
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If limt→∞ x1 = 1/2 −
√|λ|/2 then x′0 ∼ √|λ|/2 as t → +∞. Since x0 > 0
we must have limt→∞ x0 = +∞. This contradicts limt→∞ x = P2 and
(5.1.2d).
Comment 5.2.1. We note that limt→t−
M
x = P1 or P3 are consistent with
(5.1.2d).
5.3 Evolution of solutions
Lemma 5.3.1. For V0 < 0, suppose there exists t0 ∈ (−∞, tM ) such that
x3(t0) = 1/2. Then x2(t0) < k
2/8 and x3 > 1/2, x2 ≤ k2/8 hold for all
t ∈ (t0, tM ).
Proof. First note that x3 = 1/2, x2 = k
2/8 defines an invariant manifold
of the system, so if x3(t0) = 1/2, x2(t0) = k
2/8, then we would have x3 =
1/2, x2 = k
2/8 for all t ∈ (−∞, tM ), which is clearly not the case. Moreover,
at x3 = 1/2 we have
x′3 =
1
4
− 2x2
k2
, (5.3.1)
and so x3 cannot reach 1/2 from below if x2 > k
2/8. Hence, we must have
x2(t0) < k
2/8 and x′3(t0) > 0. Equation (5.3.1) also shows that x3 cannot
cross 1/2 from above if x2 < k
2/8. Given that x2 is decreasing if x3 > 1/2,
we must have x3 > 1/2, x2 < k
2/8, and x˙2 < 0 for all t ∈ (t0, tM ).
This lemma highlights the importance of x3(t0) = 1/2 for some t0. If
such a t0 exists then x3 > 1/2 is preserved for all t ∈ (t0, tM ) and x2 is
monotonically decreasing there.
Lemma 5.3.2. Let i ∈ {1, 2, 3}. Then each xi is monotone in the limit as
t→ t−M . Hence, either limt→t−
M
xi exists or limt→t−
M
xi = ±∞.
Proof. Lemma 5.3.1 tells us that if ǫ = −1, then x3 − 1/2 can only change
sign once. If ǫ = 1, then at x3 = 1/2 we have x
′
3 = 1/4 + 2x2/k
2 > 0,
so x3 − 1/2, and thus x′2, can only change sign once in this case also. At
x′1 = 0 we have x
′′
1 = ǫx
′
2, which means that x
′
1 can only change sign twice.
At x1 − x3 = 0 we have x′1 − x′3 = ǫ(1− 2/k2)x2 which always has the same
sign, specifically, the opposite sign to ǫ. Hence, x1−x3 can only change sign
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once also. Now, at x′3 = 0 we have
x′′3 =
(
1
2
− x3
)(
1
2
− x1
)
(x1 − x3) . (5.3.2)
The righthand side here may only change sign a finite number of times.
Hence, x′3 eventually becomes fixed in sign and x3 becomes monotone.
Lemma 5.3.3. Let t0 ∈ (−∞, tM ) be such that σ(t0) 6= 0. Then
lim
t→t−
M
σ = 0 ⇔ lim
t→t−
M
∫ t
t0
x1 dt
′ = −∞. (5.3.3)
Proof. By the definition of x1 we have
σ = σ(t0) exp
(∫ t
t0
x1 dt
′
)
. (5.3.4)
The result immediately follows.
Lemma 5.3.4. If V0 < 0 (V0 > 0) then x1 < 1 (x1 < 0) for all t ∈ (−∞, tM ).
Proof. If ǫ = −1 then it follows directly from (5.1.2a) that x1 cannot cross
1 from below. If ǫ = 1 then by Lemma 5.1.2 we have x1 < 0 on an initial
interval, say (−∞, t0). Now suppose that x1(t0) = 0. It is clear that x′0 > 0
on (−∞, t0) and so x0(t0) > 0. At t0, (5.1.2d) with ǫ = 1 then reduces to
−x20(t0)−
k2x23(t0)
2
− 2x2(t0) = 0, (5.3.5)
which clearly contradicts x0(t0) > 0. Hence, no such t0 exists.
Lemma 5.3.5. If tM is finite and limt→t−
M
x1 = −∞ then limt→t−
M
σ = 0 .
Proof. If limt→t−
M
x1 = −∞ then either limt→t−
M
σ′ = −∞ or limt→t−
M
σ = 0.
Writing (2.4.24) in terms of t, x2 and σ gives
σ′′ = σ′ + ǫx2σ. (5.3.6)
If ǫ = 1 then we have σ′′ > σ′, which rules out limt→t−
M
σ = −∞, since
tM is finite. Suppose that ǫ = −1, x2 is bounded above by a constant b
for all t ∈ (−∞, tM ] and let σM be the maximum of σ. Then we have
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σ′′ > σ′ − bσM , which also rules out limt→t−
M
σ −∞.
Now let X˜ = x1 − k2x3/2. If X˜ > 0 then
X˜ ′ =
|λ|x1
2
−
(
1
2
− x1
)
X˜ <
|λ|
2
+
X˜
2
, (5.3.7)
using x1 < 1, which holds by Lemma 5.3.4. So on intervals where X˜ > 0 it
is sub-exponential. For finite t then, it is bounded above by a constant bˆ .
This gives
x′2
x2
< |λ|
(
1
2
+
2bˆ
k2
− 2x1
k2
)
. (5.3.8)
Integrating shows that if x2 is unbounded above then the integral of x1 is
unbounded below, which gives limt→t−
M
σ = 0 by Lemma 5.3.3.
We note that these last two results tell us that limt→t−
M
σ = 0 if and only if
limt→t−
M
x1 = −∞.
Lemma 5.3.6. If tM is finite and limt→t−
M
x1 = −∞, then limt→t−
M
x3 =
±∞.
Proof. Note that if |x3| is bounded on (−∞, tM ), then x2 is also bounded.
Integrating (5.1.2c) we have
x3 = e
(t−t0)/2x3(t0) +
∫ t
t0
e(t−t
′)/2
((
1
2
− x3
)
x1 + ǫ
2x2
k2
)
dt′, (5.3.9)
for any t0 ∈ (−∞, tM ). Given that limt→t−
M
x1 = −∞, we have
lim
t→t−
M
∫ t
t0
x1 dt
′ = −∞, (5.3.10)
by Lemmas 5.3.3 and 5.3.4. By Lemma 5.3.2 we either have limt→t−
M
x3 =
±∞ or limt→t−
M
x3 = h ∈ R. Suppose that limt→t−
M
x3 = h 6= 1/2. Then
limt→t−
M
x2 <∞ and by inspection of (5.3.9) with (5.3.10) we have limt→t−
M
x3 =
±∞, which is a contradiction. We may rule out the case limt→t−
M
x3 = 1/2
as follows. Consider
x1 + x0 =
σ′ + et/2
σ
. (5.3.11)
Since limt→t−
M
σ = 0, we either have limt→t−
M
σ′ + et/2 = 0 or limt→t−
M
x1 +
x0 = ±∞. In the latter case, if limt→t−
M
x3 = 1/2 then (5.1.2d) could not be
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satisfied, since x21 − x20 would then dominate and the left hand side would
become infinite in the limit as t→ tM . In the former case, using l’Hoˆpital’s
rule, we have
lim
t→t−
M
(x1+ x0) = lim
t→t−
M
2σ′′ + et/2
2σ′
= lim
t→t−
M
2σ′ − 2x2σ + et/2
2σ′
= −1
2
, (5.3.12)
where we have used limt→t−
M
σ′ + et/2 = 0, limt→t−
M
σ = 0 and limt→t−
M
x2 <
+∞. Taking the limit of (5.1.2d) then gives
−2 lim
t→t−
M
x1 − 1
4
− k
2
8
− 2ǫ lim
t→t−
M
x2 = 0, (5.3.13)
where we have used limt→t−
M
x3 = 1/2. This is a clear contradiction of
limt→t−
M
x1 = −∞, limt→t−
M
x2 < +∞.
Lemma 5.3.7. If tM is finite and limt→t−
M
x3 = ±∞, then limt→t−
M
x1 =
−∞ and limt→t−
M
σ = 0.
Proof. If limt→t−
M
x3 = +∞ then limt→t−
M
x2 < ∞, by (5.1.2b). By in-
spection of (5.1.2c), we see that x1 must be unbounded below approaching
tM . Using Lemma 5.3.2, we then have limt→t−
M
x1 = −∞. Recall that
X˜ = x1 − k2x3/2 < bˆ for all t ∈ (−∞, tM ). It follows immediately that if
limt→t−
M
x3 = −∞, then limt→t−
M
x1 = −∞.
Lemma 5.3.8. If tM is finite then
lim
t→t−
M
x1 = −∞, lim
t→t−
M
x3 = ±∞, lim
t→t−
M
σ = 0. (5.3.14)
Proof. Using Theorem 4.1.1 and Lemma 5.3.2 we must have limt→t−
M
|xi| =
+∞ for some i ∈ {1, 2, 3}. Given that if x3 is bounded and t is finite
then x2 is bounded, and x1 < 1 for all t ∈ (−∞, tM ), we must have either
limt→t−
M
x1 = −∞ or limt→t−
M
x3 = ±∞. Lemmas 5.3.5, 5.3.6 and 5.3.7
complete the proof.
Lemma 5.3.9. For V0 < 0, suppose there exists t0 ∈ (−∞, tM ) such that
x1(t0) < 0. Then tM is finite.
Proof. If x1(t0) < 0 and ǫ = −1 then (5.1.2a) yields x′1(t0) < −x1(t0)2 and
so x1 < 0 persists. That is, x1 < 0 and x
′
1 < −x21 for all t ∈ (t0, tM ).
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Integrating shows x1 diverges to −∞ in finite time and so tM must be
finite.
Lemma 5.3.10. For V0 < 0, suppose there exists t0 ∈ (−∞, tM ) such that
x2(t0) = k
2/8. Then x3(t0) < 1/2 and x3 < 1/2, x2 > k
2/8 hold for all
t ∈ (t0, tM ).
Proof. Using Lemma 5.3.1, we must have x3 < 1/2 for all t ∈ (−∞, t0]. We
also have x′2 > 0 while x3 < 1/2 and since x3 cannot cross 1/2 from below
while x2 ≥ k2/8 then we must have x2 > k2/8, x˙2 > 0 and x3 < 1/2 for all
t ∈ (t0, tM ).
Lemma 5.3.11. For V0 < 0, suppose there exists t0 ∈ (−∞, tM ) such that
x1(t0) = 1/2. Then tM is finite.
Proof. At x1 = 1/2, equation (5.1.2d) with ǫ = −1 simplifies to
1
4
+ x20 +
k2
4
+
k2
2
(
x23 − x3
)
= 2x2. (5.3.15)
Using the fact the x23 − x3 ≥ −1/4 we then have
x2(t0) >
1
8
+
k2
16
+
x20
2
>
k2
8
. (5.3.16)
There must then exist t∗ ∈ (−∞, t0) such that x2(t∗) = k2/8. Using Lemma
5.3.10 we have x3 < 1/2, and thus x
′
2 > 0, for all t ∈ (t∗, tM ). Using (5.3.16)
we have x2 > 1/8 + k
2/16, from which it follows that
x′3 <
λ
4k2
−
(
1
2
− x1
)(
1
2
− x3
)
<
λ
4k2
+
1
2
(
1
2
− x3
)
(5.3.17)
for all t ∈ (t0, tM ), where we have used x1 < 1. This shows that x′3 < 0 if
x3 > 1/2+λ/2k
2. It follows that x3−1/2 < mˆ = max{x3(t0)−1/2, λ/2k2} <
0, which gives x′2 > λmˆx2 > 0 , for all t ∈ (t0, tM ). Supposing that tM =
+∞, there must exist t1 ∈ (t0, tM ) such that x2 > 1/2, and thus x′1 < −1/4,
for t ∈ (t1, tM ). Then we must have t2 ∈ (t1, tM ) such that x1(t2) < 0, which
contradicts tM = +∞, by Lemma 5.3.9.
Proposition 5.3.1. If V0 < 0, then tM is finite.
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Proof. The preceding lemma rules out the possibility that x limits to P1 or
P3 as t→∞, since the x1 components of P1 and P3 are greater than one half.
Proposition 5.2.6 rules out the possibility that x limits to P2. Taking note of
Lemma 5.3.2 which rules out limit cycles and other behaviours, we see that
we must either have limt→∞ ||x|| = +∞ or tM finite with limt→t−
M
||x|| =∞.
We may rule out the former case as follows. Assuming tM =∞, Lemma 5.3.2
tells us that each limt→∞ xi exists. Now, we can’t have limt→∞ x1 = −∞,
because in that case there would exists t0 < +∞ such that x1(t0) < 0 and
thus tM would be finite by Lemma 5.3.9. Nor can we have limt→∞ x2 = +∞
since this would cause x1 to become negative in finite t, via (5.1.2a), so
we would have tM finite here also. This also rules out limt→∞ x3 = −∞
since this would give limt→∞ x2 = +∞, by (5.1.2b). Given that x2 > 0
by definition and x1 < 1 by Lemma 5.3.4, this leaves the possibility that
limt→∞ x3 = +∞. However, it is easy to see that if limt→∞ x3 = +∞ and
limt→∞ |x1| > −∞, then (5.1.2d) is not satisfied, since in that case we have
limt→∞ x2 < ∞ and the left hand side has limit −∞. We must, therefore,
have tM finite.
Proposition 5.3.2. If V0 > 0 then tM is finite.
Proof. It is easily checked that (5.1.2d) with ǫ = 1 may be written as
(
1 +
k2
2
)(
x1 − x21
)
= −2x2 − x20 −
k2
2
(x1 − x3)2 < −x20, (5.3.18)
from which it follows that
−
(
x1 − 1
2
)2
< −
(x0
κ
)2
, (5.3.19)
x1 − 1
2
< −x0
κ
, (5.3.20)
where κ2 = 1 + k2/2 and we have used x0 > 0 and x1 < 0, which is given
by Lemma 5.3.4, and x0 > 0. This is equivalent to
x′0 >
x20
κ
. (5.3.21)
Integrating shows that x0 = e
t/2/σ blows up in finite time, and so tM is
finite with limt→t−
M
σ = 0.
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Proposition 5.3.3. For all solutions to (5.1.2d)-(5.1.2c) with k2 < 2 we
have tM finite and limt→t−
M
T = +∞.
Proof. Propositions 5.3.1 and 5.3.2 tell us that tM is finite in all cases and
Lemma 5.3.8 tells us that (5.3.14) holds in each case. In Proposition 2.6.1
it was shown that
T ≥ k
4e−4γ−4φ
16v2
(
η2l′(η)2 − 1
4
)2
=
k4e−k
2l−t−2c1
16v2
x23(1− x3)2. (5.3.22)
If limt→t−
M
x3 = −∞, then clearly limt→t−
M
e−k
2l > 0, so we have limt→t−
M
T =
+∞. We now consider the case limt→t−
M
x3 = +∞, where it is possible that
limt→t−
M
e−k
2l = 0. Given that limt→t−
M
x2 < +∞ in this case, dividing
(5.1.2d) by x21 and taking the limit t→ tM yields
1− lim
t→t−
M
[
et
σ′2
− k
2
2
(
x3
x1
)2
− k2
(
x3
x1
)]
= 0. (5.3.23)
Now, given that limt→t−
M
σ = 0 and limt→t−
M
x2 < ∞, it is clear that σ′′ ∼
σ′ < 0 as t → tM . Hence, σ′ is monotone near tM and has a finite limit.
It follows that limt→t−
M
et/σ′2 exists and, in light of (5.3.23), limt→t−
M
x3/x1
also exists. Letting limt→t−
M
et/σ′2 = ω > 0 and limt→t−
M
x3/x1 = ℓ we have
ℓ2 − 2ℓ = 2
k2
(1− ω) < 2
k2
, (5.3.24)
from which it follows that
ℓ > 1−
√
1 +
2
k2
> − 1
k2
. (5.3.25)
Now consider Y = e−k
2l/4x3, which obeys
Y ′
Y
=
1
2
+
k2
8
+ ǫ
2x2
k2x3
− x1
(
1− 1
2x3
)
− k
2x3
4
. (5.3.26)
Using limt→t−
M
x2/x3 = 0 and limt→t−
M
x3/x1 = ℓ > −1/k2, there must exist
t0 sufficiently close to tM such that x3 < −2x1/k2 and
Y ′
Y
> −x1
(
1
2
− 1
2x3
)
, (5.3.27)
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on (t0, tM ). We may choose t0, without loss of generality, such that (5.3.3)
holds and so integrating the inequality above shows that limt→t−
M
Y = +∞.
We observe that the lower bound for T seen in (5.3.22) behaves like Y 4 as
t→ tM , so the proof is complete.
Theorem 5.3.1. For all solutions to the system (11), tM is finite and there
is a spacelike curvature singularity along t = tM .
Proof. Note that surfaces of constant t ∈ (−∞,+∞) are spacelike. Propo-
sition 5.3.3 completes the proof.
Proposition 5.3.4. The surface corresponding to t = tM is reached by
outgoing radial null rays in finite parameter time.
Proof. Recall Propositions 4.1.2 and 4.1.3 which proved that, if k2 < 2,
then outgoing radial null geodesics reach N− in finite paramater time. For
convenience, we choose a new parameter µ such that v˙ > 0 and µ(η = 0) = 0.
Then a similar calculation to the one in Proposition 4.1.1 reveals that
C˜µ =
∫ t
−∞
ek
2l/2+t/2−c1dt′, (5.3.28)
for constant C˜ > 0. Given that limt→−∞ l = −1/2 we have ek2l/2+t/2 ∼
e|λ|t/2 as t → −∞ and it is straightforward to show that there exists t0 ∈
(−∞, tM ) such that the portion of the integral in (5.3.28) over the interval
(−∞, t0) is finite. In fact, this is true of any t0 which is bounded away from
tM . In the case limt→t−
M
x3 = −∞ we have limt→t−
M
ek
2l/2 = 0 and, given that
tM is finite, taking the limit t→ tM of (5.3.28) shows that limt→t−
M
µ < +∞.
We now turn to the case limt→t−
M
x3 = +∞.
Let Y˜ = e−2k
2l/3x1. It may be shown in an analogous way to the proof
of Proposition 5.3.3, using limt→t−
M
x3/x1 > −1/k2, that limt→t−
M
Y˜ = −∞.
We can then choose t0 ∈ (−∞, tM ) such that Y˜ < −1, which gives ek2l/2 <
(−x1)3/4, for t ∈ (t0, tM ). Letting p˜ = (−x1)3/4 we have
p˜′ =
3(−x1)−1/4
4
(−x1 − ǫx2 + x21) . (5.3.29)
We can choose t0 such that −x1−ǫx2 > 0 on t ∈ (t0, tM ), since limt→t−
M
x2 <
+∞ in this case. We then have 3p˜7/3/4 < ˙˜p, which we divide by 3p˜4/3/4
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and integrate to obtain
∫ t
t0
ek
2l/2 dt′ <
∫ t
t0
p˜ dt′ <
4
p˜
1/3
0
− 4
p˜1/3
. (5.3.30)
Taking the limit t→ tM shows that
lim
t→t−
M
∫ t
t0
ek
2l/2 dt′ <∞. (5.3.31)
Since tM is finite, the result follows from (5.3.28).
Proposition 5.3.5. Ingoing radial null geodesics have infinite affine length.
Proof. For ingoing radial null geodesics we have v = v0, θ˙ = z˙ = 0 and
u = v/η = −v0e−t, du = −udt. Solutions to the geodesic equation are then
given by
e2γ+2φ
dt
dµ
= ek
2l/2−t/2+c1
dt
dµ
= Cˆ, (5.3.32)
for constant Cˆ > 0. To determine whether the spacetime has a past null
infinity we look for limu→−∞ µ, which is given by limt→−∞ µ, since t→ −∞
as u → −∞ along lines of constant v. Integrating over (t, t0) and taking
this limit we find
C˜ lim
t→−∞
(µ0 − µ) = lim
t→−∞
∫ t0
t
ek
2l/2−t/2+c1dt′. (5.3.33)
Given that limt→−∞ l = −1/2, we clearly have limt→−∞ µ = −∞.
For completeness we now examine the behaviour of the null geodesic along
N−. Our current coordinate system is not suited to the task since the
metric is constant on this surface and we have a coordinate singularity there.
Specifically, we have seen that e2γ+2φ ∼ e−(k2/4+1/2)t = (−η)−(k2/4+1/2) in
the limit as t→ −∞, η → 0−. We define a new coordinate and constant by
ξ(η) =
∫ η
0
e2γ(η
′)+2φ(η′)dη′, β =
k2
4
+
1
2
. (5.3.34)
Since e2γ+2φ ∼ (−η)−β and 0 < β < 1 for k2 < 2, it is straightforward to
show that ξ ∼ η1−β at η = 0 and that ξ(0) = 0. Writing the line element in
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terms of ξ we have
ds2 = 2e2γ+2φ(dudη + u−1η du2) + e2φr2dθ2 + e−2φdz2
= 2dudξ + 2e2γ(η(ξ))+2φ(η(ξ))u−1η(ξ) du2
+ e2φr2dθ2 + e−2φdz2.
(5.3.35)
To derive the geodesic equation we consider the Lagrangian L which sim-
plifies to
L = 2u˙ξ˙ + 2u−1ηe2γ+2φu˙2, (5.3.36)
along ingoing radial null geodesics. We then have
d
dµ
∂L
∂ξ˙
− ∂L
∂ξ
= 2u¨− 2u−1 d
dξ
(
ηe2γ+2φ
)
u˙2 = 0. (5.3.37)
Using dξ = e2γ+2φdη and the derivative of (2.4.21) we have
d
dξ
(
ηe2γ+2φ
)
= 1 + η(2γ′(η) + 2φ′(η)) =
k2ηl′
2
+
1
2
. (5.3.38)
Given that ηl′ = −1/2 everwhere on N−, the geodesic equation reduces to
u¨
u˙
− |λ|u˙
2u
= 0, (5.3.39)
which may be integrated to give
u˙
u˙0
=
(
u
u0
)|λ|/2
. (5.3.40)
Integrating again shows that µ ∼ |u|1−|λ|/2 and so limu→−∞ µ = +∞.
These three final results determine the global structure of the spacetime
for all solutions corresponding to k2 < 2. It is depicted in Fig 5.1 below.
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b t = tM P
η = 1
N− (v=0)
O
I
−(u = −∞)
Figure 5.1: Global structure of the spacetimes with k2 < 2.
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Chapter 6
Analytic series solutions in
region II
In this chapter we present an alternative method for solving the dynamical
system (5.1.2a)-(5.1.2c). It involves using analytic series solutions to these
equations using power series in e|λ|t/2. By writing the solutions in this way,
we obtain recurrence relations for the coefficients of these series. We then
show that, for almost all values k2 < 2, the coefficients of the series satisfy
a geometric bound and that the series themselves are, therefore, uniformly
convergent for small enough t, i.e. in a neighbourhood of the origin of the
system, N−. We derive an analytical bound for the truncation error of the
series for a given fixed number of terms, which enables us to approximate the
solutions and their derivatives, to any required degree of accuracy, within
the interval on which the series converge. In many cases, this may be used
to assert that a particular solution satisfies the hypothesis of one or more re-
sults which then give the global structure of the solution. Although we have
given an adequate description of the possible spacetimes for all parameter
values in chapters 3,4 and 5 to rule out the existence of naked singularities in
each case, the present approach allows us to add more detail in certain cases.
For example, for k2 < 2 in region II we have shown that limt→t−
M
x3 = ±∞
in all cases but have not given any indication which of those two situations
prevails. Using this method, we show that in fact both may arise depending
on the values of k2 and V0. Although superfluous in terms of the question
fo cosmic censorship, this information might be useful for other physical in-
terpretations. Furthermore, the method could easily be generalised to other
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dynamical systems of a similar type, i.e. those with quadratic non-linearities
and a similar eigen-structure, and is therefore of interest in its own right.
6.1 Analytic series solutions
Let ζ = e|λ|t/2. We begin by writing formal series solutions to (5.1.2a)-
(5.1.2c) as follows:
x1 =
∞∑
n=1
anζ
n, x2 =
∞∑
n=1
bnζ
n, x3 =
∞∑
n=1
cnζ
n. (6.1.1)
Substituting these expressions into in the system yields
∞∑
n=1
n|λ|
2
anζ
n =
∞∑
n=1
(an + ǫbn)ζ
n −
∞∑
n=1

n−1∑
j=1
ajan−j

 ζn, (6.1.2a)
∞∑
n=1
n|λ|
2
bnζ
n =
∞∑
n=1
|λ|
2
bnζ
n − |λ|
∞∑
n=1

n−1∑
j=1
bjcn−j

 ζn, (6.1.2b)
∞∑
n=1
n|λ|
2
cnζ
n =
∞∑
n=1
(
cn
2
+
an
2
+ ǫ
2bn
k2
)
ζn −
∞∑
n=1

n−1∑
j=1
ajcn−j

 ζn. (6.1.2c)
The coefficients of the series then satisfy the following recurrence relations,
obtained by equating powers of ζ:
an =
(
n|λ|
2
− 1
)−1ǫbn − n−1∑
j=1
ajan−j

 , (6.1.3a)
bn = − 2
n− 1
n−1∑
j=1
bjcn−j , (6.1.3b)
cn =
(
n|λ|
2
− 1
2
)−1an
2
+ ǫ
2bn
k2
−
n−1∑
j=1
ajcn−j

 . (6.1.3c)
Recall the asymptotic behaviour given in Proposition 5.1.3. This gives us
the first coefficient in each series by
a1 = A = ǫ
4
2 + k2
, b1 = 1, c1 = B = ǫ
16
k4(2 + k2)
. (6.1.4)
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The coefficients for n > 1 are then given by the recurrence relations. Note
that bn depends only on coefficients with index j < n. Once bn is found, an
followed by cn may be computed. Notice that these relations are problematic
at n = 2/|λ|, n = 1/|λ|. However, these only arise when k2 is such that
2/|λ| ∈ N. We define the set K = {2 − 4/n;n ∈ N/{0, 1}} and note that
if k2 < 2 and k2 /∈ K then 2/|λ| /∈ N. This is a countably infinite set with
an accumulation at k2 = 2. As a subset of the reals it is a set of measure
zero and so we do not see this as a serious limitation of this method. As
an example, in the case ǫ = 1, we have
a4 =
1024(64 + 112k2 − 480k4 + 340k6 + 96k8 − 161k10 + 38k12)
3k12(−1 + k2)2(2 + k2)4(−4 + 3k2) . (6.1.5)
We see this quantity is not defined at k2 = 1, k2 = 0 and k2 = 4/3, which are
all inK, but is otherwise well-defined. The coefficients become very complex
polynomials in k2 as n gets large but we may still prove the following useful
results.
Proposition 6.1.1. Let k2 /∈ K,α > 0, δ > 0 and N ∈ N be such that
|aj |, |bj |, |cj | ≤ αδj−1/j for all j < N , and that
N >
2
|λ|
(
1 +
2
k2
+
2α
δ
HN−1
)
, (6.1.6)
where Hn is the n-th harmonic number defined by
Hn =
n∑
j=1
1
j
. (6.1.7)
Then |aN |, |bN |, |cN | ≤ αδN−1/N .
Proof. It is easy to see that if k2 /∈ K and N is finite then aj , bj , cj with
j < N are also finite. Then we can always choose α and δ large enough such
that |aj |, |bj |, |cj | ≤ αδj−1/j for all j < N . From (6.1.3b) we have
|bN | ≤ 2
N − 1
N−1∑
j=1
|bj ||cN−j | ≤ 2
N − 1
N−1∑
j=1
α2δN−2
j(N − j) (6.1.8)
=
2α2δN−2
N − 1
N−1∑
j=1
1
j(N − j) .
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Now,
N−1∑
j=1
1
j(N − j) =
N−1∑
j=1
1
N
(
1
j
+
1
N − j
)
=
2
N
HN−1, (6.1.9)
and so |bN | ≤ αδN−1/N is satisfied if
N ≥ 4αHN−1
δ
+ 1 (6.1.10)
Note that limn→∞Hn/n = 0 and so for any choice of α, δ, this is satisfied
for large enough N . It follows from (6.1.6) that N |λ|/2− 1 > 0, and so
|aN | ≤
(
N |λ|
2
− 1
)−1|bN |+ N−1∑
j=1
|aj ||aN−j |


≤
(
N |λ|
2
− 1
)−1αδN−1
N
+
N−1∑
j=1
α2δN−2
j(N − j)

 (6.1.11)
=
(
N |λ|
2
− 1
)−1(αδN−1
N
+
2α2δN−2
N
HN−1
)
.
|aN | ≤ αδN−1/N is then satisfied if
(
N |λ|
2
− 1
)−1(αδN−1
N
+
2α2δN−2
N
HN−1
)
≤ αδ
N−1
N
, (6.1.12)
which simplifies to
N ≥ 4|λ|
(
1 +
αHN−1
δ
)
. (6.1.13)
Similarly
|cN | ≤
(
N |λ| − 1
2
)−1 |aN |
2
+
2|bN |
k2
+
N−1∑
j=1
|aj ||cN−j |

 (6.1.14)
≤
(
N |λ| − 1
2
)−1(1
2
+
2
k2
)
αδN−1
N
+
N−1∑
j=1
α2δN−2
j(N − j)

 ,
which ensures |cN | ≤ αδN−1/N is satisfied if (6.1.6) holds. It is straightfor-
ward to show that (6.1.6) implies (6.1.10) and (6.1.13).
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Corollary 6.1.1. If the hypotheses of Proposition 6.1.1 hold for some N,α, δ,
then we have |an|, |bn|, |cn| ≤ αδn−1/n for all n ≥ 1.
Proof. Since Proposition 6.1.1 holds for N , it follows that |aj |, |bj |, |cj | ≤
αδj−1/j, for all j < N + 1. Using (6.1.6) and HN−1 = HN − 1/N we have
N + 1 >
2
|λ|
(
1 +
2
k2
+
2α
δ
HN
)
− 2α
δ|λ|N + 1. (6.1.15)
It is straightforward to show that (6.1.6) gives 1 > 2α/δ|λ|N and so we have
N + 1 >
2
|λ|
(
1 +
2
k2
+
2α
δ
HN
)
. (6.1.16)
The hypothesis of Proposition 6.1.1 then holds for N +1 and, by induction,
for all n > N .
Proposition 6.1.2. Suppose that |an|, |bn|, |cn| ≤ αδn−1/n for all n ≥ 1.
Then the series (6.1.1) converge uniformly for ζ ∈ (0, 1/δ).
Proof. Define
Mn =
αδn−1ζn
n
=
α(δζ)n
δn
. (6.1.17)
Then |anζn|, |bnζn|, |cnζn| ≤ Mn for all n ≥ 1, and the series
∑∞
n=1Mn,
converges for δζ < 1. The result is then given by the Weierstrass M-test.
Proposition 6.1.3. Let α > 0, δ > 0 and N ∈ N be such that the hypotheses
of Proposition 6.1.1 are satisfied. Let ζ¯ = δζ < 1 and x¯N be the approxi-
mation to x given by the first N − 1 terms of the series (6.1.1). Then the
truncation error eN = ||x¯N − x|| satisfies
eN ≤ αζ¯
N
δ
Φ(ζ¯ , 1, N), (6.1.18)
and limN→∞ eN = 0, where Φ is the Lerch transcendant.
Proof. Given that |an|, |bn|, |cn| ≤ αδn−1/n for all n ∈ N and the series
(6.1.1) are uniformly convergent we have
eN = ||x¯N − x|| ≤
∞∑
j=N
αδj−1ζj
j
=
αζ¯N
δ
∞∑
i=0
ζ¯i
N + i
=
αζ¯N
δ
Φ(ζ¯ , 1, N)
(6.1.19)
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Note that Φ(ζ¯ , 1, N) < 1/N − log(1− ζ¯), and so if ζ¯ < 1 then limN→∞ eN =
0.
In the following sections, we also make use of approximations to the first
derivatives of the xi and the so the following result is necessary to bound
the truncation errors for these approximations.
Corollary 6.1.2. Let
x¯′1 = x¯1 + ǫx¯2 − x¯21, x¯′3 =
x¯3
2
+
x¯1
2
+ ǫ
2x¯2
k2
− x¯1x¯3, (6.1.20)
be approximations to x′1 and x
′
3, respectively, where x¯i are the components
of x¯N mentioned above. Then
|x′1 − x¯′1| ≤ (2 + 2|x¯1|+ eN )eN ,
|x′3 − x¯′3| ≤
(
1 +
2
k2
+ 2|x¯3|+ eN
)
eN .
(6.1.21)
Proof.
|x′1 − x¯′1| = |x1 − x¯1 + ǫ(x2 − x¯2)− (x1 + x¯1)(x1 − x¯1)|
≤ (1 + |x1 + x¯1|)|x1 − x¯1|+ |x2 − x¯2|
≤ (2 + 2|x¯1|+ eN )eN ,
(6.1.22)
where we have used |x¯1|−eN ≤ |x1| ≤ |x¯1|+eN to obtain the last inequality.
The remainder of the proof is similar.
So we have shown that for k2 /∈ K the series solutions (6.1.1) are uni-
formly convergent in a neighbourhood of the origin of the system and that
the solutions may be approximated to any required degree of accuracy within
that neighbourhood by calculating a sufficient number of terms of the series.
In practice, we take a fixed value of k2 and compute the first N coefficients
for a chosen value of N , using a suitable computer programme such as Math-
ematica. We then choose α and δ such that the hypotheses of Proposition
6.1.1 are satisfied and plot the approximate solution over the interval of
validity, looking for information which allows us to determine the future
evolution. The first 100 coefficients for each of the series may be computed
in a few seconds using a standard laptop computer and this is more than
adequate for the majority of values of k2. In the following section we give
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some examples of this process and some analytical results which are adapted
to the information acquired.
6.2 Some analytical results adapted to the method
Here we present some results which prove useful in determining the future
evolution of solutions which pass through certain points in the phase space.
These build on and add to the results of Chapter 5. In the following section,
we prove that the hypotheses of these lemmas are satisfied in certain cases.
This is established using the results of the previous section.
Lemma 6.2.1. Suppose that for V0 < 0, there exists t0 such that x1(t0) < 0
and x3(t0) > 1/2. Then tM is finite, limt→t−
M
x1 = −∞ and limt→t−
M
x3 =
+∞.
Proof. Given that x1(t0) < 0, Lemmas 5.3.9 and 5.3.8 tell us that tM is
finite and limt→t−
M
x1 = −∞, limt→t−
M
x3 = ±∞. Lemma 5.3.1 tells us that
x3 > 1/2 holds for t ∈ (t0, tM ), which completes the proof.
Lemma 6.2.2. For V0 < 0, suppose there exists t0 such that x1(t0) < 0 and
x3(t0) < 0. Then tM is finite and limt→t−
M
x1 = −∞, limt→t−
M
x3 = −∞.
Proof. Note that ǫ = −1, x1 < 0, x3 < 0 give x′1 < 0 and x′3 < 0 and so
we must have x1 < 0, x3 < 0 for all t ∈ (t0, ζM ). Lemmas 5.3.9 and 5.3.8
complete the proof.
Lemma 6.2.3. Let V0 > 0. Suppose there exists t0 such that
(1− Λ)x3(t0) + Λ− Λ1/2 > 0, where Λ = x1(t0)
x1(t0)− 1 . (6.2.1)
Then limt→t−
M
x1 = −∞, limt→t−
M
x3 = +∞.
Proof. If ǫ = 1 then x′1 > x1 − x21, which may be integrated over [t0, t] to
give x1 > −Λet¯/(1 + Λet¯), where t¯ = t − t0. It then follows from (5.1.2c)
that if x3 ≤ 1/2 we have
x′3 > −
Λet¯
1 + Λet¯
+
(
1
2
+
Λet¯
1 + Λet¯
)
x3, (6.2.2)
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which may be integrated to give
x3 >
(1− Λ)x3(t0)− Λ(et¯/2 − 1)
e−t¯/2(1− Λet¯) . (6.2.3)
Using Lemma 5.3.8, solutions exists while x1 is bounded below, which is true
for et¯ > −Λ−1. Using (1 − Λ)x3(t0) + Λ − Λ1/2 > 0, the righthand side of
(6.2.3) has limit +∞ as et¯ → Λ−1. Given that (6.2.3) is valid for all x3 ≤ 1/2
and t ∈ (t0, tM ) there must exist t1 ∈ (t0, tM ) such that x3(t1) ≥ 1/2, which
must then hold for all t ∈ (t1, tM ), as we have seen that x3 can only cross
1/2 once. We know by Proposition 5.3.2 that tM is finite, so Lemma 5.3.8
and x3 ≥ 1/2 completes the proof.
Lemma 6.2.4. Let V0 > 0, z = x3/x1 and w = −x2/x1. Suppose there
exists t0 such that
− 1
∆k2
< z(t0) <
1
|λ| , z
′(t0) < 0, w(t0) < A
−1, (6.2.4)
where
∆ =
x1(t0)
|λ| − 2x1(t0) < 0. (6.2.5)
Then limt→t−
M
x1 = −∞, limt→t−
M
x3 = −∞.
Proof. Note that z and w satisfy
z′ =
(
w − 1
2
)
z +
1
2
− 2w
k2
, (6.2.6)
w′ = w
(
w −A−1 + x1(1− |λ|z)
)
. (6.2.7)
Recall from Lemma 5.3.4 that if ǫ = 1 then x1 < 0, and thus w > 0,
for all t ∈ (−∞, tM ). It then follows from (6.2.7) that if w < A−1 and
z < 1/|λ| then w′ < 0. It is straightforward to show that if z′ = 0 then
z′′ = (z − 2/k2)w′ which is negative if z > 2/k2 and w′ < 0. Then while
z > 2/k2 holds we have z′ < 0 and w′ < 0, which give z < z0, w < A
−1 and
x1 < −Ax2, where z0 = z(t0). These combine to give
x′1 < |λ|x2 − x21,
w′
w
< x1(1− |λ|z0), (6.2.8)
using (5.1.2a) and (6.2.7). The first inequality may be integrated over (t0, t)
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to give
x1 <
|λ|∆
1 + 2∆e|λ|t¯/2
. (6.2.9)
We may rearrange (6.2.6) as
z′ = (z − 2/k2)w + (1− z)/2. (6.2.10)
It becomes clear that if z > 2/k2 and w > k2/4 then z′ > −|λ|z/2, which
may be integrated to give z > z0e
|λ|t¯/2. Since −2∆z0 > 2/k2 from the
hypothesis, z > 2/k2 holds provided e|λ|t¯/2 ≤ −2∆ and w > k2/4. Hence,
(6.2.8) and (6.2.9) hold while e|λ|t¯/2 ≤ −2∆ and w > k2/4. Suppose w >
k2/4 holds for all t ∈ (−∞, tM ). Then (6.2.9) holds for all e|λ|t¯/2 ≤ −2∆.
But then tM must be such that e
|λ|t¯M/2 ≤ −2∆ since the right-hand side
blows up at e|λ|t¯M/2 = 2∆. This means that w > k2/4 and (6.2.8) hold for
all t ∈ (t0, tM ). However, integrating the second inequality in (6.2.8) using
5.3.10 shows that this cannot happen, so we have a contradiction. Hence,
there must exist t1 ∈ (t0, tM ) such that w(t1) < k2/4 and 2/k2 < z(t1) <
1/|λ|. Note that 5.3.10 holds for all cases, as proven by Lemmas 5.3.4, 5.3.5.
and 5.3.8
Now, if w < k2/4 then either z < 2/k2 or z > 2/k2 and z′ < −|λ|z/2,
using (6.2.10). Since 2/k2 < z(t1) < 1/|λ| we must have z < 1/|λ| provided
w < k2/4. It is clear from (6.2.7) that if z < 1/|λ| and w < k2/4 then
w′ < 0. Hence, w < k2/4 and z < 1/|λ| hold for all t ∈ (t1, tM ). Finally, at
z = 0 we have z′ = 1/2 − 2w/k2 > 0 and so z > 0, which gives x3 < 0, for
all t ∈ (t0, tM ). Proposition 5.3.2 and Lemma 5.3.8 complete the proof.
6.3 Computation of some approximate solutions
Here we give information regarding the computation of the series (6.1.1) and
show that this can be used in conjuction with the results of the previous
section to prove certain properties of the global solutions. We present a
small sample to give the reader a flavour of the application of the method
which is by no means exhaustive. In fact, the global structure of solutions
may be obtained for the majority of values of k2 with both ǫ = ±1 using
this method and a range of other analytical results which we have omitted
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for the sake of brevity. We define
m = max
1≤j≤N
{
j|aj |
αδj−1
,
j|bj |
αδj−1
,
j|cj |
αδj−1
}
, Ω =
2
|λ|
(
1 +
2
k2
+
2α
δ
HN−1
)
.
Then, for a given value of k2, if α, δ and N are chosen such that m < 1 and
N > Ω then Proposition 6.1.1 is satisfied.
Let x¯1 and x¯3 be the approximations to x1 and x3 using the first N terms
in the series (6.1.1) for a given value of N . Table 6.1 gives values for
m,Ω, x¯1(ζ0), x¯3(ζ0) and an upper bound on eN (t0) corresponding to V0 < 0
and chosen values of k2, δ, α and ζ0.
Note that N = 100 and all values are rounded to three significant figures in
all tables presented in this section.
We emphasise that these tables represent (rounded) values of exact calcula-
tions, rather than numerical approximations.
k2 δ α m Ω ζ0 x¯1(ζ0) x¯3(ζ0) eN (ζ0) <
0.57 18 50 .878 93.1 .03 -.160 .784 10−28
0.60 18 50 .631 94.6 .03 -.122 .687 10−28
0.63 18 50 .462 96.2 .03 -.0939 .610 10−28
0.66 18 50 .345 97.9 .03 -.0723 .546 10−28
Table 6.1: Information for solutions with k2 ∈ {0.57, 0.60, 0.63, 0.66} and
V0 < 0 showing that Lemma 6.2.1 holds in each case.
It shows that if V0 < 0, k
2 ∈ {0.57, 0.60, 0.63, 0.66}, δ = 18, α = 50 and
N = 100, then m < 1 and N > Ω, which proves |an|, |bn|, |cn| ≤ αδn−1/n
for all n ∈ N. Given the values of the approximations and the bound on
the truncation error it also shows that the actual solutions satisfy x1(ζ0 =
0.3) < 0 and x3(ζ0 = 0.3) > 1/2 and, therefore, the hypothesis of Lemma
6.2.1. This proves that limt→t−
M
x1 = −∞ and limt→t−
M
x3 = +∞ in these
cases. Figures 6.1 and 6.2 plot the approximations to x1 and x3 for V0 < 0
and the relevant values of k2. They give a very strong indication that the
solutions corresponding to the values between these discrete values have
similar behaviours.
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-0.005
0.005
Figure 6.1: Plot of solutions for x1 with k
2 = 0.57, 0.6, 0.63, 0.66 and V0 < 0
over the interval ζ ∈ [0, 0.17]. In each case x1 crosses 0 in finite ζ.
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1.0
Figure 6.2: Plot of solutions for x3 with k
2 = 0.57, 0.6, 0.63, 0.66 and V0 < 0
over the interval ζ ∈ [0, 0.35]. In each case x3 crosses 1/2 in finite ζ. Note
also the curve for k2 = 0.66 starts to turn down toward the end of the
interval where the series is no longer convergent.
Table 6.2 shows that solutions with ǫ = −1, k2 = 0.99 also satisfy Lemma
6.2.1 and those with ǫ = −1, k2 ∈ {1.01, 1.02} have both x1 and x3 negative
at some finite value of ζ and, therefore, satisfy Lemma 6.2.2. This switching
of behaviour of the solutions as the value of k2 crosses 1 is interesting and
is demonstrated in Fig. 6.3 below. Recall that k2 = 1 is an element of the
exceptional set K. This switching of behaviour occurs at other elements of
K also, which suggests that these values have some significance relative to
the dynamical system.
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k2 δ α m Ω ζ0 x¯1(ζ0) x¯3(ζ0) eN (ζ0) <
0.98 25 50 .919 93.1 .028 -.114 .550 10−16
0.99 34 70 .930 96.4 .022 -.145 .593 10−12
1.01 33 68 .917 98.3 .025 -.05 -.602 10−6
1.02 25 40 .992 79.7 .036 -.0151 -.495 10−6
Table 6.2: Information for solutions with k2 ∈ {0.98, 0.99, 1.01, 1.02} and
V0 < 0 showing that Lemma 6.2.1 holds for these values which are less than
one and that Lemma 6.2.2 holds for these values that are greater than one.
0.005 0.010 0.015 0.020 0.025
-0.5
0.5
1.0
Figure 6.3: Plot of approximation to solutions for x3 with k
2 ∈
{0.98, 0.99, 1.01, 1.02} and V0 < 0 over the interval ζ ∈ [0, 0.16]. The be-
haviour of x3 is markedly different for values of k
2 either side of 1.
We complete the section with two short tables showing that Lemmas
6.2.3 and 6.2.4 are satisfied for some values of k2. In table 6.3, Λˆ = (1 −
Λ¯)x¯3(t0) + Λ¯ − Λ¯1/2 where Λ¯ = x¯1/(x¯1 − 1). We note that it is trivial to
derive a bound on the truncation error for w and z which is of the order of
eN .
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k2 δ α m Ω ζ0 Λˆ eN (ζ0) <
0.84 12.5 30 .904 97.4 .072 .0116 10−5
0.87 13 30 .867 96.3 .068 .0239 10−6
0.90 13.5 30 .947 95.4 .067 .0123 10−5
Table 6.3: Information for solutions with k2 ∈ {0.84, 0.87, .90} and V0 > 0
showing that Lemma 6.2.3 applies in each case.
k2 δ α m Ω ζ0 w¯ −A−1 −(∆¯k2)−1 z¯0 |λ|−1 z¯′0 eN (ζ0) <
1.30 7.7 11 .982 99.0 .012 -.132 1.91 2.76 2.86 -.0328 10−4
1.31 8.2 11 .948 95.2 .11 -.159 1.99 2.84 2.90 -.0424 10−5
1.32 9 12.5 .976 99.4 .105 -.281 1.87 2.92 2.94 -.189 10−5
Table 6.4: Information for solutions with k2 ∈ {1.30, 1.31, 1.32} and V0 > 0
showing that Lemma 6.2.4 applies in each case.
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Conclusions and further
work
As stated in the introduction, the main result of this thesis is that the singu-
larity resulting in the collapse of self-similar, cylindrically symmetric scalar
field is censored for all values of the parameters and initial data of the Ein-
stein equations relevant to these spacetimes. This is interesting as it differs
in this way to many other models of collapse in both spherical and cylindri-
cal self-similar spacetimes.
In the future we would like to attempt to analyse the more general ana-
logue of this spacetime in spherical symmetry, that is, the collapse of a
non-minimally coupled scalar field in self-similar, spherical symmetry. This
would build on the work of Christodoulou who considered the minimally
coupled case in [8]. We would also like to develop the method presented in
Chapter 6 by generalising it to systems of the form
x′ = Ax+ xTBx, (6.3.1)
with constant matrices A and B.
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