Guía para un análisis estructurado de la programación estructurada by Sáez Vacas, Fernando
GUIA PARA UN ANALISIS ESTRUCTURADO 
DE LA PROGRAMACION ESTRUCTURADA. 
F. Sáez Vacas 
Director de Formación de ERIA 
Catedrático Numerario- de Ordenado 
res Electrónicos de la E.T.S.I. 
Telecomunicación da Madrid. 
GUIA PARA UN ANALISIS ESTRUCTURADO DE LA PROGRAMACION ESTRUCTURADA 
Resumen: Se presenta un marco dinámico y contextual para la progra 
mación estructurada, válido para otras técnicas de informática. Si 
se quiere hacer síntesis el marco hay que considerarlo en su senti 
do "top-down", * pero si es de análisis de lo que se trata - y es 
de lo que se trata en esta ponencia; - el sentida es "bottom-up" 
1. INTRODUCCION 
La programación estructurada es un'tema de moda como lo fúé, no 
hace mucho, el de memoria virtual. Tanto, que sospecho que pue-
da aplicársele, con las debidas modificaciones, la adivinanza 
que cita Teichroew (1) sustituyendo las palabras "decision-ta-
bles" por "structured programming": ¿What do structured program-
ming and algol have in common? y la respuesta, "both are more 
honored than used" que quiere decir, más o menos, que se habla 
mucho de ellos pero se utilizan poco. 
Los actuales puntos de vista con respecto a la programación es-
tructurada son tan confusos e incoherentes como corresponden a 
algo que está en su etapa de lanzamiento y por ello sometido a 
un régimen transitorio. Diferentes autores se encaraman en la on 
da del momento y nos ilustran, nos deleitan, nos orientan o nos 
* Términos muy utilizados en la jerga de la programación estructurada. 
desorientan con sus opiniones, experiencias y variaciones sobre 
el mismo tema. Tanto el estudiosa como el usuario preocupada de 
mejorar su trabajo se muestran desorientados o en el otro extre-
mo, excesiva y peligrosamente seguros en cuanto al contenido y 
significación de la programación estructurada. Los creadores de 
mitos echan leña al fuego, se marcan un tanto como especialis-
tas al día y se preparan para agarrarse al próxima tema suscep-
tible de mitificación. Lo que se echa de menos en todo este pro 
ceso es un análisis, con • expresa definición del marco en que se 
sitúa el mismo. 
Muchos indicios señalan que el tiempo de respuesta del profesio-
nal ante un nuevo concepto o técnica de informática (na transpa-
rente) ha disminuido, si nos referimos a un plano verbal, pero 
posiblemente ha aumentado en el plano fáctico^! a de uso real. 
Si esta es así, coma supongo, la gran mayoría de los profesiona-
les de la informática estarían asistiendo(asistiendo nada más) al 
gran espectáculo de la P.E. A mi entender, lo primero que se de-
be intentar, para que además de asistir se animen a participar, 
es situarles mínimamente en un marco adecuado de referencias. To 
dos sabemos que cuando se establece un marca para el estudio de 
un problema, automáticamente se aporta claridad y coherencia y cíe 
ello se induce una mayor rapidez en su resolución. 
Aquí pretendo proponer una guía o modo de estructuración del análi— 
sis de la P.E., eventualmente de cualquier técnica informática^ 
con el deseo de contribuir al acortamiento del tiempo de réspues 
ta hacia su uso real. 
EL LARGO VIAJE DEL FABRICANTE AL CONSUMIDOR 
En plan abstracto y•esquemático es lícito imaginar que una idea 
o una técnica se genera con ciertos grados de libertad, en , 
un determinado contexto: laboratorio, centro de investigación, 
seminario ..., que llamaremos A. Durante una cierta cantidad de 
tiempo la idea es manipulada, desarrollada y perfeccionada en 
ese contexto. Llega un momento- en que su nivel de desarrollo es-
suficiente para que sea captada por uno u otros contextos espe-
cíficos de aplicación (B3-)jen donde es sometida a nuevas prue-
bas, manipulaciones, especializaciones y complementaciones, al 
objeto de hacer de ella un elemento manejable por los consumi-
dores finales. Estos ofrecen una resistencia a sustituir ante-
riores elementos por uno nuevo y transcurre otro intervalo de 
tiempo hasta ser aceptado, generalizado su uso, o rechazado pro 
visional o definitivamente. El proceso que acabo de describir 
está representado (en el plano fáctico) en la figura 1, donde 
las flechas de trazo lleno indican el flujo de influencias y el 
sentida del tiempo. Por supuesto hay que admitir un efecto de 
"feed-back" o reacción (flechas de trazo) y también que las co-
sas na son tan simples, ya que hay solapamientos de los flujos. 
Pero desde un punto de vista global y en relación con mis inten 
ciones, el esquema es suficientemente explicativo, porque resal 
ta la variedad de contextos y el fluir del tiempo. 
* A esto me refiero con la palabra "fabricante" 
Según este razonamiento, aplicado en el mundo de la informática, 
habría una parte del personal activa en el contexto A, otra en el 
contexto Bi y otra, la mayoría, como consumidores de lo ideado por 
unos y transformado por otros, cada parte con su espacio de proble-
mas, sus herramientas de trabajo y sus propios medios y formas de 
expresión. Creo que, en buena medida, el personal trabaja, habla, 
escribe, escucha o usa sin conocer su pertenencia funcional a un 
contexto determinado y sin .conectarse debidamente con el flujo cau 
sa-efecto en el tiempo. El resultado es un barullo y su consecuen-
cia más triste, la ralentización del Flujo y, a veces, el agosta-
miento del mismo. . 
Tomemos el caso de la programación estructurada. La onda aún no 
se ha estabilizado en el consumidor, hablando naturalmente en ténrii: 
nos estadísticos, y hacienda salvedad de la espectacular expecta-
ción que está despertando. Por consiguiente, la P.E.,en su fluir, 
ha llegado a C1 y está en su período t2 t3, pero al mismo tiem-
po nuevas elaboraciones en Bi y en A alcanzarán en un futuro a 
Ci y a Bi y Ci respectivamente, y este es el marco de referencia. 
Solo queda dar nombres y apóllidos a los contextos y decidir 
momento y lugar en que nos situaremos en el flujo de las técni-
cas de programación. Al menos, como primera aproximación. 
Consideraremos tres contextos posibles: el A, o laboratorio de 
ideas y técnicas avanzadas, el Bi correspondiente al espacio de 
aplicaciones a las que puede aplicarse el concepto de ciclo.de 
vida de un sistema y el 82» espacio del resto de aplicaciones, 
de gran variedad y difícil sistematización. Dedicaré, casi con 
exclusividad, mi interés al contexto B1. 
. EL CICLO DE VIDA DE LOS SISTEMAS Y LA PROGRAMACION ESTRUCTURADA 
No cabe duda de que el concepto de ciclo de vida de un sistema 
de información es algo que posee una cierta solera. Esta clase 
de sistemas,, cuyo ciclo ha sido descrito bajo diferentes formas 
por muchas autores (1) y en raras ocasiones prácticas desarro-
llado metódicamente, intercambia información con los sistemas de-
decisión y de operación de la organización que, a su vez, están 
sumergidos en un determinada entorno (2). 
Una organización puede ser estudiada como un sistema que compor-
ta una jerarquía de subsistemas, cada uno compuesto de tres- sub-
sistemas: de decisión, de operación, de información. Si se cén-
trala atención en cualquier subistema, que llamaríamos sistema, 
su entorno es el conjunto de los sistemas que no son subsistemas 
del que consideramos (-3), (4). Un sistema importante para noso-
tros es aquél (llámese Centro de.Proceso de Datos, Departamento 
de Informática, etc. y esté donde este situado en" la jerarquía de 
la organización) que produce y opera en todo o en parte sistemas 
de,información, incluyendo el suyo propio. Estos sistemas de in-
formación pueden quizá constituir a su vez un sistema. Todos los 
sistemas citadas tienen su entorno con el que -se comunican, por 
consiguiente son sistemas abiertos (esta es su principal y olvi-
dada característica) y sujetos a las presiones y variaciones de 
aquél. Hacer frente a.éstas supone incorporar los mecanismos de 
control necesarios, con objeto de mantener, al menos, (homeosta 
sis) los objetivos del sistema, lo cual requiere una importación 
de energía externa. Desgraciadamente, no pacos Departamentos de 
Informática y Centros de producción de software se dedican más 
que nada a mantener los objetivos de los sistemas de información." 
ya creados, y escasamente a producir algunos nuevos o a mejorar 
los objetivos (calidad y performances) (Sáez(5)p.67) antiguas. 
Ocurre frecuentemente, además, que la importación de energía en 
el sistema es excesiva en comparación con la exportación de nue-
vos o mejores sistemas de información y la balanza se desequilibra, 
cuando por añadidura el precio de la energía aumenta. En suma, el 
Departamento de Informática que, como hemos dicho, es asimismo 
un sistema abierto, tampoco puede mantener sus objetivos relati— 
vos;a no ser que reorganice sus subsistemas y sus procesos. Esto 
sólo puede hacerse a través de una adecuada toma de decisiones, 
entre las que se contará la incorporación de la "tecnología" * ne 
cesaria para aumentar la productividad y la calidad de los men-
cionados procesas y de sus productos, los sistemas de información. 
Pera vamos a los procesos, pues es en ellos donde encaja la P.E. 
vista ya como una pieza "tecnológica" Éon el suficiente grado 
de desarrollo para ser, par lo menos, analizada por el consumi-
dor inserto en este contexto. 
Siguiendo a Eriksen (6), el proyecto, construcción, operación y 
evolución de los sistemas de información es un procesa organizado 
* En un sentido figurado. Especialemente no se refiere a los or-
nadores. 
de cooperación entre seres humanos y máquinas de tratamiento de 
la información que se desglosa en una secuencia de actividades, 
documentos y decisiones. Varias actividades constituyen una fa-
se y las actividades pueden descomponerse en tareas (fig. 3). 
Otros autores, entre ellos Teichroew, proponen denominaciones 
y divisiones equivalentes. 
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Realizar una tarea supone el empleo de unas técnicas, de manera 
que aquella está profundamente afectada por los cambios en éstas. 
En el contexto considerado, parece que una nueva técnica debe ser 
analizada desde el lado del consumidor, ente activo del ciclo, 
como un agente modificador de la tarea implicada, de la activi-
dad, de la fase, de otras fases y hasta del conjunto del ciclo, 
cuya estructura puede quedar alterada hasta encontrar otro pun-
ta de equilibrio. Desde esta perspectiva relativista, la P.E. pide 
ser analizada, por extensiones sucesivas, al nivel de instrumenta 
ción (al que coge de lleno), al nivel de fase e interfas.es y fi-
nalmente al de cicla, y analizarse, en cada caso, en relación con 
la etapa y los elementos correspondientes del proceso y con los 
productos resultantes de dicha etapa. 
4. ACTIVIDAD DE INSTRUMENTACION DEL CICLO 
Esta etapa, que también se puede llamar dé implementación o de 
construcción, comprende las tareas de diseño de programas, co-
dificación, puesta a punto, documentación de los programas, pre 
paración y creación de ficheros y test del sistema. Es parte 
crucial y la única del - proceso que se ve sometida a un control 
riguroso: el ordenador. 
4.1. ¿Qué es la programación estructurada?. Sus principio o re-
glas fundamentales. 
No existe, a mi conocimiento, ninguna definición rigurosaf 
Gries (7), en una polémica con otro profesor universitario . 
recoge hasta 14 distintas tomadas de la bibliografía sobre 
el tema, Wirth ( a ) , probablemente uno de los más conspicuos 
científicos de la programación, emite la suya propia, no in 
cluida entre las 14 anteriores: "Programación estructurada 
es la formulación de programas como estructuras jerárquicas 
de sentencias y objetos de computación". Hoy y aquí, noso-
tros (9) definimos qué es P.E. todo diseño de programas que 
respeta los siguientes principios: 
19. Estudia el problema por el procedimiento "top-
down" , es decir, de arriba abajo^p-or.niveles j£ 
rarquizados. 
2-. Aplica unas estructuras básicas y predeterminadas. . 
1 
39. Utiliza lo que se llama- el recurso abstracto 
Los dos primeros principios se han descrito con profusión en 
la literatura, no tanto el tercero que es tan vital como los 
anteriores Debido a ello, voy a recoger unos párrafos de 
Wirth (b) . También puede leerse algo sobre este asunto en (17) 
en Dahl et al (23) y Dijkstra (40). Al recurso abstracto lo 
llamaba Djkstra en 1.969 (40) perlas que se ensartan sucesi-
* En particular, este principio puede tener repercusión trascenden-
tal en el diseño de hardware y software y especialmente en el cami 
no hacia la programación automática. 
vamente para formar un collar y en 1.972 máquinas virtua-
les o conceptuales. 
Wirth (1.974): "Nuestra herramienta mental más importante ' 
para manejar lo compleja es la abstracción. Asi, un proble-
ma complejo no deberá contemplarse inmediatamente en términos 
de instrucciones de ordenador, de bits y de "palabras lógicas", 
sino más bien en términos y entidades naturales al mismo pr£ 
blema, abstraídos en alguna forma adecuada. En este proceso 
se obtiene un programa abstracto que realiza operaciones es-
pecificas sobre datos abstractos y formulado en alguna nota-
ción apropiada, muy posiblemente en lenguaje natural. Se con 
sideran entonces las operaciones como constituyentes del pro 
grama, que serán más adelante sometidos a descomposición en un 
próximo nivel más bajo de abstracción. Tal proceso de refina 
miento continúa hasta alcanzar un nivel que pueda ser compren 
dido por un ordenador, ya sea un lenguaje de programación de 
alto nivel o bien un código de máquina. • 
Para el manejo intelectual es crucial que las operaciones 
constituyentes a cada nivel de abstracción sean conectadas de 
acuerdo con esquemas de programa suficientemente simples y 
bien comprendidos". 
Los principios anteriores se pueden desarrollar o abordar de 
formas y con alcances diversos, lo que da lugar a distintas 
técnicas, métodos o modelos de programación estructurada. 
4.2. Pequeña historia de las técnicas de programación éstructu.- • 
rada en España. 
Lo que sigue no es solamente una historia incompleta sino 
probablemente, subjetiva, dado el papel activo que he podi 
do jugar en ella. En las tres últimas ediciones de Inforprim 
se ha tocado el tema de la programación estructurada. En el 
1,973 se presenta una ponencia con este" mismo titulo (10), 
quizás por primera vez utilizándose públicamente por estos 
pagos el mágico nombre de P.E., en donde se ofrecen los con 
ceptos más importantes de la programación modular, de la 
programación- estructurada.en base a los tres esquemas de -
Dijkstra y del equipa estructurado de programación (chief 
programmer team). Al año siguiente,.el atento consumidor que 
asiste a Inforprim recibe una somera descripción (ll) de un 
modelo de programación estructurada con Cobol, modelo que, ade 
más, en opinión de sus autores (Bertini y Tallineau) ases-
ta un severo palmetazo a una forma clásica de descripción 
de los programas: el organigrama (ordinograma, diagrama, de 
flujo de tratamientos). (Esta ofensiva ha continuado fuera 
de nuestras fronteras con el apoyo de un libro (12) y un ar 
tículo (l3), titulada espectacularmente con aires de esque-
la necrológica). En España la empresa consultora Delta Infor 
mática viene impulsando este modelo o uno muy semejante, 
El autor de esta líneas, responsable y máximo entusiasta de 
la introducción en nuestro país, desde mediadas de 1,970,;de 
las Leyes de Construcción de Programas (LCP) de J.D. Warnier 
y B.M. Flanagan((14), en fascículos de difusión interna en 
Honeywell Bull desde por lo menos 1.969, después traducidas 
al español, italiana, japonés, rumano, holandés e inglés), 
mientras lee los artículos del número de Datamation de Di-
ciembre de 1.973 bajo el título genérico de "Revolutión in 
Programming" (15, 16,17 y 18) se pregunta si la panencia(l9) 
que sobre LCP presentaron miembros de su equipa en Inforprini 
1,972 podría incluirse en éste movimiento revolucionario. La 
respuesta ha sido afirmativa, pera el punta de partida para 
el razonamiento propiciaba las dudas y las sospechas sobre 
sutilidades inaprensibles para mis colaboradores y para mí. 
Imagínense, un articula de Datamation hablando de revolución, 
cuando la División de Educación de Honeywell Bull en España 
impartía cursos de programación estructurada a sus clientes 
(bajo el nombre de "metodología de programación") desdé dos 
años antes (desde el 18 de Octubre de 1.97l). En otro lugar 
de éste mismo volumen (20) se describen las relaciones del 
trabaja de Warnier con las estructuras de Dijkstra y con el 
modela de Bertini, considerando decididamente a aquél coma 
un modelo de programación estructurada, toda vez que respeta 
los principios enunciados más arriba (14, 19, 20) , principios 
que hemos acuñado muy reciente y quizá provisionalmente (9). 
Creo que lo más honesta es reconocer que el procesa para res-
ponder afirmativamente a la pregunta anterior ha sido largo 
y complejo. Lo primero fue localizar, obtener y estudiar al-
gunas publicaciones aparentemente significativas,por este orden 
(21), (22) y (23). Saltaba a la vista que estas últimas re-
ferencias y los trabajos de Warnier correspondían a dos mundos 
distintas, pero ¿ por qué, si ambos trataban de la estructu-
ración de programas?. 
Poco tiempo antes, la A.T.I. (Asociación de Técnicos de Infor 
mática) organizaba un curso (24) en el que, empleando sin va-
cilación el nombre de P.E., se discutían las LCP y la progra-
mación modular a través de un seminario (25) con HIPO, Cobol 
estructurado y LCP en el programa, si mis noticias son fide-
dignas. Mientras, la División de Educacidn-de - HE) y-todas las de 
legaciones de dicha compañía en nuestra país seguían impar-
tiendo la LCP, bajo la denominación de Metodología de la Pro-
gramación formando parte de un cicla estándar de formación de 
programadores de gestión (26). Un organismo de formación de 
funcionarios públicos, la Escuela Nacional de Administración 
Pública, las introduce en su IV curso de Programación (1973-74), 
en plan de ensaya, y decididamente en el V curso (1.974—75), 
si no recueidomal con el nombre de Lógica dé la Programación. 
Fuera de nuestras fronteras, un artículo de Maleval (27) con 
sidera las LCP como un modelo de programación estructurada, 
pera EDP Analyzer (28) ("aunque existen algunos puntos de se 
mejanza con la P.E., también parecen darse algunas impartan-
tes diferencias") y el propio Warnier no estáh'de acuerdo, y 
éste última especifica en (29) dichas "importantes diferen-
cias" . Personalmente ya he dado mi respuesta y después haré 
unas puritualizaciones al respecto. 
•tros enfoques, para mi hasta ahora desconocidos y que, por 
consiguiente, no puedo describir ni enjuiciar son los que, 
impulsados por IBM España, utilizan las estructuras de da-
tos y bloques de jackson y más recientemente la teoría de 
• autómatas (ver (3Q)en este mismo volumen). 
4,3. Varios modelos y ¿una sola y verdadera programación estruc-
turada? 
Aquí se puede hablar del bonito juego de la percepción huma-
na, de la adaptación a un contexto y del tiempo, para expli-
carse los orígenes, los objetivos, las herramientas, las con_ 
troversias en torno a la P.E. y la evolución de sus distin-
tas apariencias. Hay un camino interpretativo que pasa por 
la psicología. ' . ' 
El fenómeno de la percepción es manejado con soltura poir los 
psicólogos y por los expertos en comunicaciones humanas, pe 
ro muy poco o nada por los profesionales de otras ramas. Y 
sin embargo, recurrir a algunos conceptos muy simples y des-
provistos de todo aparato especializado sobre la percepción 
y el pensamiento constituye una palanca para mover un mundo 
- de ambigüedades en muchos casos. A fin de cuenta son seres 
humanos quienes inventan,adaptan o aplican las técnicas, lúe 
go en ello tiene que haber mucho de psicológico. Si utiliza-
mas alguna de las ideas emitidas por Fourastié, y recopila-
das numeradamente en un anexa a esta ponencia (Ver anexo y 
Fourastié (31)), no tendremos ningún reparo en admitir que 
distintas autores hayan llegado con vehículos diferentes a 
lugares diferentes habitados por gentes diferentes, para — 
ofrecerles cosas diferentes, respetando a coincidiendo en — 
los mismos principios de la P.E. (F 1, F2, F3, F4J: 
Di jkstra, Formación en física teórica y matemática (32). 
Contextos A y B^. Ambiente: universitaria en in-
vestigación y enseñanza. Herramientas: razonamien 
to matemático. Experiencia en programación cien— 
tífica, sistemas operativos, Ciencia de la Prú-—: 
gramación. Más conocido a partir de mediados los 
años 6G y universalmente a partir de los primeros 
70. 
Warnier. Formación en humanidades. Contexto B^, Ambiente: 
empresa constructora. Herramientas; Algebra de -
Boole y Teoría de conjuntos, Experiencia en f a — 
bricación de hardware, programación de máquinas 
tabuladoras (paneles con lógica cableada), apli-
caciones de procesa de datos de gestión. Más co-
nocido a partir de las primeros 70. 
(*) La letra F seguida de un número indica la cita de Fourastié 
gura en anexo y que apoya la idea que intento transmitir. 
que fi-
Bertirji. Formación (?). Contexto Bf y B2« Ambiente: -
instituto de investigación relacionado con 
empresa constructora. Herramienta: lingüís-
tica, lenguajes. Experiencia: al menos últi 
mámente, formación (ll). Posterior a los dos 
autores citados. 
Otros: Mismo procedimiento. 
La circunstancia de cada autor condiciona su percepción de 
la realidad de la programación y sus métodos de ataque, así 
como su grado de proximidad en el tiempo y el grado de comu-
nicación que puede esperar tener con el consumidor de un cier 
to contexto (F1, F2, F3, F4 y F6) . Ahí es donde radican las 
"importantes diferencias" que se mencionaban en el punto 4.2. 
Las ponencias de Reyero y Rodero (.20) y.Martin (30) presen-
tan distintos métodos de P.E. elaborados en distintos momentos 
del flujo de la P.E. y dirigidos a usuarios de C1 . Estos tie 
nen la elección. • 
Dijkstra queda, a mi modo de ver, como el.principal y más 
elegante exegeta de los principios fundamentales de la progra 
mación estructurada (-23), (32) , (33), razón por la que nos 
apoyaremos frecuentemente en sus publicaciones. 
Supuesto aceptada a estas alturas por el lector contexto ' -
Cl) la existencia de unos principios universales de P.E. y 
de modelas distintos de P.E. si quiere estudiar algunos de 
éstos se bifurcará así: Modelo Warnier, (14) o en plan más 
condensado (34), (19) y (20); Modelo Bertini, (12) y : (|3) ; 
Modela Jackson-Teoría de autómatas, (30) y las fuentes re-
cogidas en (30). Al analizar estos u otros modelos quizá 
puedan ayudarle, dependiendo de su intervención en el proce 
so de desarrollo de sistemas de información, las considera-
ciones qué siguen. 
4.4 Implicaciones de un modelo de P.E. en la estructura, efica-
cia y costes del proceso de instrumentación del sistema. 
4.4.1 El diseño de programas, ¿arte o ciencia?. 
Knuth (35), premia Turing 1974, nos dice que por aho-
ra es tanto una ciencia como un arte y ambos aspectos 
se complementan bien. \ 
Si ciencia significa "conocimiento ordenado lógicamen-
te y sistematizado en forma de "leyes generales" y, -
por consiguiente, el enfoque científico viene caracte-
rizado por palabras tales como lógico, sistemático, im 
personal, racional, mientras que enfoque artístico se 
puede adjetivar mejor con palabras como estético, crea 
tivo, humano, intuitivo, no cabe duda de que él primer 
aspecto encaja más con la naturaleza industrial y eco-
nómica del ciclo de vida de un sistema. 
La vertiente creativa de la programación está perdien-
do aparentemente batallas desde la aparición de len— 
guajes de alto nivel, pasando por los sistemas operati 
vos y la memoria virtual, hasta llegar a los métodos -
de programación estructurada. El próximo paso, fuerte-
mente impulsado por la P.E., será la programación auto 
rnática. Pero lo que está ocurriendo en realidad es que 
las tareas más mecanizables de la programación (ruti— 
ñas en el sentido cibernética de la palabra) se están 
mecanizando, sistematizando y, por última automatizan-
do, Es un movimiento que sitúa la creatividad en capas 
cada vez más altas del diseño, más cerca del problema 
que de la máquina. Por supuesto los problemas más sen-
cillos en su estructura son los primeros en ser siste-
matizados (recordar texto de Wirth en punto 4.1), 
Largos años de predominio de los intereses creados por 
la máquina (F7), han impreso carácter en'muchos, que -
confunden creatividad con habilidad y les costará tra-
bajo aceptar sustituir trucologla por metodología, 
•pino como Knuth, la programación es arte y es ciencia 
pero el problema aquí es cuál será el tiempo de respues 
ta (ver Introducción) necesario para vencer la barrera 
de muchos hábitos "artísticos" (personales, psicológi-
cos) y sustituirlos en C^ por métodos científicos (F2, 
F3, F4, F6). "Nadie sobrevive a la primera educación -
recibida sin algunas cicatrices. Según mi experiencia, 
la influencia intelectualmente degradante de algunos -
procesos educativas es una seria barrera para aclarar 
el pensamiento. A mis aspirantes les exijo, y no es -
broma, que no tengan ni idea de Fortran".- Dijkstra -
(36, pág. 22). 
Aconsejo estudiar las formas o procedimientos que cada 
método propone para realizar esta tarea (organigrama, 
no organigrama (árbol, pseudocódigo), etc.) y contras-
tar con los hábitos o métodos en práctica. 
4.4.2, La codificación. 
En relación con esta tarea se plantean mayores friccio 
nes técnicas. ¿Son los lenguajes actuales una barrera 
a la descripción de los programas estructurados (36)?. 
Como ocurre fatalmente se han elaborado antes los len-
guajes que las técnicas de diseño de programas (F7, F8). 
El método de Warnier no establece ninguna limitación en 
el uso de los lenguajes mientras que Bertini ataca 
decididamente el problema de la adaptación del Cobol a 
la programación estructurada. En un ámbito más general 
se empieza a considerar peligroso el uso de la Senten-
cia GOTO (22) y se acaba por crear lenguajes especial-
mente estructurados, como Pascal. 
No pocas personas identifican la P.E. con una programa 
ción sin Goto, lo que, como hemos visto, no es cierto. 
Las dificultades más trascendentales que combate la P. 
E. son la programación de sistemas complejos y la falta 
de fiabilidad de los programas, Si solamente se trata-
se de eliminar el goto, no se resolverla más que una — 
parte del problema de la fiabilidad (ver Boehm (37) pá 
gina 53). Además, desplazar lenguajes no estructurados 
pero muy extendidos (Cobol (59%), Ensamblador ( 2 0 ° / o ) , -
RPG (6%), Fortran (5%), PL/1 (4%), otros (resto c/o) 
(38) parece ingente labor. Quiere decirse que, a corto 
plazo, cualquier método que imponga severas restriccio 
nes al uso de un lenguaje muy extendido encontrará re-
sistencia. 
(*) No olvidar la influencia de las características de los lenguajes 
en la productividad del programador y en la eficacia del .código 
de máquina. 
Los lenguajes estructurados que puedan diseñarse ahora 
tienen por delante un largo viaje hasta el consumidor 
(Ver punto 2), pasando primero por vehículo de comuni-
cación más que de producción de programas (39) como le 
ha ocurrido, aunque en circunstancias bien distintasj 
al Algol (8). 
4.4,3 La puesta a punto de programas y el test del sistema. 
La falta de fiabilidad del software es un problema de 
enormes proporciones que han sentida en sus carnes to-
dos los que utilizan un sistema operativo y los usua-
rios en relación con un software de aplicación. La — -
prueba de un programa a través de un juego de ensayo — 
no demuestra nunca la ausencia de errores, pues las -
condiciones de entrada hacen recorrer a la máquina so-
lamente un número muy reducida de los pasibles estados 
descritas par el código. 
El conjunto de estadas crece con la complejidad del•pro 
grama. El programador, por su parte, tiene en su cabeza 
la posibilidad de multiplicar par un factor muy varia-
ble la dimensión del conjunto en función de su concep-
ción del algoritmo. Esto en lo que concierne a un pro-
grama. Tratándose de un sistema completa, el número de 
combinaciones sube. Como expone Dijkstra (40, pág. 84) 
si un programa es un compuesto de N "componentes de -
programa", el nivel de confianza de los componentes in 
dividuales ha de ser excepcionalmente alto si N es muy 
grande. Si los componentes pueden construirse con una 
probabilidad "p" de que sean correctos, la probabili— 
dad de que el programa completo sea correcto no será -
N 
mayor que. P = p . Para un valor grande de N, p deberá 
ser prácticamente la unidad si se quiere que P no sea muy 
diferente de cero. 
La P.E. reduce el número de combinaciones y en conse— 
cuencia tiene que reducir el número de errores; ¿en -
qué porcentaje?. Esto dependerá del método seguido y -
de otros factores. Existe poca perspectiva al respecto 
aunque se ha dado alguna experiencia. En casos senci—• 
líos se puede llegar a demostrar formalmente la correc 
ción del programa, aspecto que es de los más investiga 
dos en la actualidad. 
A título de ejemplo, el coste relativo de los trabajas 
de chequea y test de un software compleja (arrastrando 
además todos los prpblemas de infiabilidad mencionados) 
supone aproximadamente un 40% del total de los traba— 
jos de desarrolla del misma (41) (37). 
La productividad en estas tareas es intolerablemente ~ 
baja a base de técnicas de programación no estructurada 
El lector se preguntará en qué medida cada uno de los 
métodos de P.E. puede influir en los factores conside-
rados. Personalmente, conozco algunos resultadas esta-
dísticas en relación con el uso de las LCP dadas en -
(42) y recogidos en parte en este mismo volumen (20). 
4.4.4 La documentación de programas. 
Recordemos que el proceso reseñado en el punto 3 es una 
secuencia de actividades, documentos y decisiones. Los 
documentos aparecen como eslabón explícito en el proce-
so y su influencia es notoria a lo largo del mismo, aun 
que más bien se deja sentir en etapas posteriores a -
aquéllas en que ha habido que crear la documentación. 
Una buena documentación es siempre rentable, aunque es 
difícil que el autor de la misma, normalmente acosado 
•por el corto plfeizo, lo perciba así y una mala o - — — 
ninguna documentación implica en todos los casos conse 
cuencias graves. 
Desde este punto de vista es evidente la necesidad de 
enjuiciar el grado de comunicabilidad y las caracteris 
ticas documentales de cada método. Es un punto impar-— 
tante y configura uno de los factores de calidad de la 
metodología de trabajo. El programador no realiza un -
trabajo aislado, aunque lo realice solo, sino en cone-
xión con los analistas, con otros programadores, con — 
el personal de explotación, con los usuarios del siste 
ma, consigo mismo. La documentación creada en un Depar 
tamento de Informática se integra en su propio subsis-
tema de información que, recordémoslo (Punto 3), sirve 
de base a los subsistemas de decisión y de operación -
del mismo departamento. De ahi la importancia de que -
el subsistema de decisión comprenda la importancia de 
tomar la decisión de contar con un buen subsistema de 
información. 
4,4.5 El humilde, programador. 
Nadie ha escrito posiblemente cosas tan bellas acerca 
de la figura del programador como Dijkstra (32) y - -
Ershow (43). Ambos consideran la programación como un 
desafio intelectual de altura y a los programadores — 
como un grupo de élite, "el primer grupo humano cuyo — 
trabaja le lleva a aquellos limites del conocimiento hu 
mano marcadas por problemas algorítmicamente insolu- -
bles y que tocan aspectos secretas del cerebro humana". 
Aún más, Ershow concibe la programación como una activi 
dad que "comprende ricos, profundos y nuevos principias 
estéticos sobre los que se basa la relación Intima de 
un programador con su profesión, y que le dan una s a — 
tisfacción tanto intelectual como emocional,". 
Estas reflexiones no me parecen poder aplicarse a la — 
realidad de los contextos B^ y C^, por lo menos a. la -
mayar parte de las actividades de programación que en 
ellos se realizan. 
Las creo más adecuadas a otros contextos, aunque su -
carga es más bien normativa y describen lo que pudiéra 
mas llamar las cotas más altas de la profesión. 
Lo cierta es, sin llegar tan lejos, que la actividad -
del programador, piedra angular de la informática, no 
está debidamente encauzada ni valorada, La cuestión, -
desde esta ponencia, es sugerir interrogarse acerca de 
los efectos de los métodos de P.E. sobre el trabajo -
del programador actual y su curva de aprendizaje -
(formación y adaptación al nuevo estilo) en función -
de sus características aptitudinales y personales, 
•tro aspecto interesante es el impacto que las nuevas 
técnicas de programación producen en esta actividad, 
La programación se empieza a parecer cada día más a — 
una ciencia y existe un amplio espectro de apartado— 
nes para renovar este campo en cualquiera de los con-
textos, Se avanza deprisa en la lógica de la programa-
ción y en la psicología de la misma (44), desmenuzando 
la estructura de los procesos, la estructura de la cori 
cepción de los procesos y hasta la estructura de las -
condiciones óptimas (individuales y de grupo) para rea 
lizar los procesos, El concepto del "chief programmer 
team", que muchos han identificada con la P.E., es una 
organización en la que se utilizan de manera más ade-
cuada las experiencias, saberes y aptitudes de varias 
individuos para constituir un sistema (decisión, opera 
ción, información) con el que resolver un proyecto im-
portante. La herramienta de trabajo es la P.E., porque 
es necesario conseguir una comunicabilidad, una fiabi-
lidad y una productividad mayores,pero el concepto es 
típico de "management" (por lo cual, no es extraña que 
pueda haberse aplicado en U.S.A. (18), (45)). Estos y 
otros estudios y experiencias sugieren jerarquías de -
programadores, interesantes carreras y especializacio-
nes en una actividad muy rica. La programación empieza 
a liberarse de la máquina. Pero, en duro contraste, la 
situación real funciona en sentido contraria y nos en-
contramos con el hecho de que el programador es una fl 
gura en tránsito, en tránsito hacia otro puesto, por — 
ejemplo, analista. Ni educacionalmente, ni laboralmen-
te, ni socialmente, está conformada la situación para 
dar salida a las posibilidades promovidas por las nue-
vas técnicas. Aquí cabe preguntarse cuánto tiempo será 
necesario para voltear esta situación (F2, F3, F4, F6). 
4.5 Implicaciones de un modelo.de P.E. en la eficacia del Sis-
terna. 
Me refiero al resultado de cada una de las tareas del proce 
so, En la fase de instrumentación son interesantes las i m — 
plicaciones sobre la fiabilidad de los programas, ocupación 
de memoria y tiempo de ejecución. Hoy es el primer factor -
el más trascendental, Los dos restantes han de ser sopesa-
dos con cuidado en lo que concierne a ciertas aplicaciones 
pero en términos generales van siendo superados por el cos-
te de la tecnología de hardware y software ,de base. El últ:L 
mo, tiempo de ejecución, que ha sido origen de hermosos málaba 
rismos en programación, puede ya ser mirado, en una gran ma 
yoría de casos, bajo un prisma coste/eficacia integrando, en 
el coste el tiempo de programación (coste creciente). 
5. FASES DEL CICLO. 
Un método de P.E. altera en alguna forma las actividades de otras 
fases y no sólo, aunque sea en mayor medida, la de instrumenta— 
ción. Con brevedad me referiré a las de operación y mantenimiento 
y de análisis y diseño del sistema. 
En cuanto a la operación del sistema ya he citado los aspectos — 
de comunicabilidad (con los usuarios y con el servicio de Explo-
tación), a los que habrá que añadir la consideración del grado — 
de adaptación con el sistema operativo. El mantenimiento promovi 
do por evolución de las condiciones en que tiene que operar un — 
sistema es necesario, podríamos decir que forma parte de los da 
tos del problema, al tratarse de un sistema abierto. Si hablamos 
de software de aplicaciones, el tiempo dedicado a mantenimiento 
llega a consumir hasta 2/3 del tiempo de análisis y programación, 
segón los resultados de una encuesta recogidos en (5), los que — 
parecen dar por buenas las observaciones emitidas al final del — 
apartado 3 de esta ponencia. Aquí puede repetirse el último p á — 
rrafo del punto 4,4.3, a los que se puede añadir el papel cru 
cial desempeñado en este terreno concreto por la documentación, 
A nivel de fase no hay que considerar a ésta como un ente aisla-
do, sino en relación con la que la precede y la que la sigue, es 
decir, las interfases. ¿Se ocupan o resuelven las interfases los 
métodos propuestos? ¿Cuáles y cómo?. Ya se ha dicho (punto 4.3) 
que los distintos modelos resuelven el problema de forma y con -
objetivos distintas. Por ejemplo, los modelos de Warnier y de — 
Jackson realizan la estructuración de datos;' el de Bertini la co 
dificación utilizando un recurso real (Cobol). Preguntarse sobre 
la comunicabilidad con las actividades del análisis y el diseño. 
Los métodos de P.E,, ¿están siendo prolongados por otros métodos 
coherentes en la fase de análisis y. diseño? 
Y por último, a nivel de ciclo, hay que meditar sobre las carac-
terísticas relevantes de cada modelo y sus implicaciones en la — 
planificación, organización y coste del desarrolla y con la efi-
cacia, fiabilidad, adaptabilidad, mañtenibilidad y progreso del 
Sistema, 
EL FUTURO DE LA PROGRAMACION ESTRUCTURADA. 
No es cuestión de profetizar, perú sí de dejar constancia de que 
se ha desencadenado un movimiento, que se está trabajando en A y 
que lo que hoy es investigación llegará dentro de algún tiempo a 
los consumidores, quizá modificando los métodos que actualmente 
conocemos como modelos de P.E. u originando otros nuevos. 
Nombres como Manna, Floyd, Mills, Wirth, BShm, Nivat, nd resulta-
rán muy familiares a bastantes lectores, porque laboran en A o -
en B^ y se ocupan de problemas tales como semántica formal de — 
lenguajes, demostración automática y verificación de pruebas, — 
formalización de rasgos especiales de lenguajes, recuperación de 
errores en la compilación, etc. Buscan nuevos esquemas de progra 
ma o una nueva formulación de la programación de los ordenadores 
(46). Martínez Carrillo, en este mismo volumen (39), nos descri-
be algunas de estas vías. 
La A.C.M. (Association for Computing Machinery) de U.S.A. prevé 
y explícitamente lo declara, aunque sea en plan de ejemplo, que 
diversos grupas de trabajo en áreas de interés especial (S.I.A.) 
puedan ocuparse con distinta percepción y con distinto nivel de 
la programación estructurada (47, página 80). El "SIA" en Compu-
ter Science and Technology se ocuparla de promover y transmitir 
entre sus miembros los conceptas de P.E. ; el "SIA" en Computer 
Management and Personnel de cómo aplicarlos; el "SIA" en Uses -
and Effects of the Computer de diseminarlos entre los programado 
res de aplicaciones; estas experiencias se combinarían con la 
teoría original en cursos sobre P.E. desarrollados por el "SIA" 
en Computer Education. 
Esperemos que ésto ocurra también entre nosotros, poniendo en -
marcha medios adecuados para llegar en un plazo razonable a los . 
profesionales y conseguir un sustancioso acortamiento del viaje 
del fabricante al consumidor. 
ANEXO. FOURASTIE dixit. 
F1.- El rasgo más importante en el pensamiento del hambre es lo que 
llamo la.unicidad de la idea clara, o sea, el hecho simple de 
que no puede prácticamente tener más que un solo pensamiento -
consciente y claro en un momento dado (p. 13) ... De ella se -
desprende la extremada dificultad para conocer la realidad del 
mundo, a pesar de la facultad de percibir algunas elementos por 
los sentidos, 
F2.~ El hombre hace lo que ha aprendido a hacer (103], 
F3.- El stock de ideas anteriormente adquiridas prima sobre la expe 
riencia, 
F4.~ Conciba seis etapas en la información del cerebro, a partir de 
la "sensación". 1, La selección de las informaciones no percibí 
das y de las informaciones percibidas. Esta selección es incon£ 
cíente, involuntaria. Resulta de la situación biológica: los -
cinco sentidos, las pulsiones instintivas del código genético, 
las informaciones anteriormente adquiridas (modelas a progra-
mas, ,..). 2. La selección (eficaz o no) (voluntaria o no) de 
las informaciones percibidas rechazadas y de las informaciones 
percibidas aceptadas. Esta selección se hace por una evalúa 
ción, por un juicio sobre el interés de la información; interés 
que depende de las informaciones anteriormente almacenadas y -
del advenimiento de un vínculo de parentesco (a de una aposi-
ción) perceptibles entre la información almacenada y la nueva 
información (244 y 245). 
F5.— La abstracción y la unicidad del pensamiento. Es un arma esen-
cial al conocimiento, pero es solamente por nuestras deficien-
cias que tal arma es necesaria (102). 
F6.~ Para introducir en una cabeza una idea nueva de rango,n, es -
preciso o bien que esté de acuerda can las lineas más genera— 
les (de rango (n - 1)) que dicha cabeza posee o bien intrrodu— 
cir una nueva idea de rango n — 1 que esté de acuerdo con ella 
(116). 
F7.- El hombre debe oponerse a la tendencia, que pone en él el pen-
samiento único a corto plazo, de hacerse una concepción técni-
ca de los procedimientos técnicos, según la cual, no siendo -
las técnicas más que medios no tendrían ninguna influencia so-
bre las fines y sabré el comportamiento intelectual y moral — 
del hombre (156). . 
F8.- Cada conjunta de ideas racionales, es decir, ligadas por arti-
culaciones "si... entonces" es para el cerebro un programa de 
búsqueda de la información por los sentidos y por la memoria -
(236)..o La trama del programa es necesaria, pero lejos de ser 
suficiente para la reconstitución de una realidad compleja, que 
na puede ser percibida más que analíticamente, sucesivamente — 
(mientras que existe globalmente, simultáneamente, experimental 
mente) (237) ... En otros términos, un programa racional es bue 
no o mejor que otro, en la medida que permite al cerebro perci-
bir en lo real, o en la memoria, una mayor cantidad de informa-
ciones útiles a la descripción, a la decisión y a la acción (242). 
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