An index formula for the product of linear relations  by Sandovici, Adrian & de Snoo, Henk
Linear Algebra and its Applications 431 (2009) 2160–2171
Contents lists available at ScienceDirect
Linear Algebra and its Applications
j ourna l homepage: www.e lsev ie r .com/ loca te / laa
An index formula for the product of linear relations
Adrian Sandovici a, Henk de Snoo b,∗
a Department of Mathematics, National College “Petru Rares¸", 610101 Piatra Neamt¸, Str. S¸tefan Cel Mare, Nr. 4, Romania
b Department of Mathematics and Computing Science, University of Groningen, P.O. Box 407, 9700 AK Groningen, The Netherlands
A R T I C L E I N F O A B S T R A C T
Article history:
Received 16 March 2009
Accepted 5 July 2009
Available online 26 August 2009
Submitted by H. Schneider
AMS classiﬁcation:
Primary 47A06
Secondary 47A53
Keywords:
Linear space
Linear relation
Fredholm index
Let X,Y, andZ be linear spaces and let A and B be linear relations
from X toY and fromY toZ, respectively. The main result of this
note is a formula which relates the nullities and the defects of the
relations A and B with those of the product relation BA.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Let X,Y, andZ be linear spaces and let A and B be everywhere deﬁned linear operators from X to
Y and fromY toZ, respectively. Then the formula
dim ker BA + dim Y
ran A
+ dim Z
ran B
(1.1)
= dim Z
ran BA
+ dim ker A + dim ker B
expresses the fact that the index of BA is the sum of the indices of the operators A and B, cf. [1,5]. An
algebraic proof of the last fact was presented by Sarason in [6] and a direct algebraic argument for
(1.2) was given by Hadwin in [3]. Sarason mentions that his reasoning can be easily adapted to obtain
the corresponding fact for unbounded Fredholm operators. It is the purpose of this note to prove the
following version of (1.2) for the case when A and B are linear relations (multivalued operators):
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dim ker BA + dim Y
ran A
+ dim Z
ran B
+ dim (mul A ∩ ker B) (1.2)
= dim Z
ran BA
+ dim ker A + dim ker B + dim Y
ran A + dom B .
Here, as in (1.2), the relevant quantities are not necessarily ﬁnite. Clearly, the formula (1.3) reduces to
the formula (1.2) if A and B are linear relations for which
mul A ∩ ker B = {0}, dim Y
ran A + dom B = 0.
If A is a linear operator, then (1.3) reduces to
dim ker BA + dim Y
ran A
+ dim Z
ran B
(1.3)
= dim Z
ran BA
+ dim ker A + dim ker B + dim Y
ran A + dom B ,
which seems to be a new formula, even when B is an operator. If A is a linear operator and B is a
linear relation with dom B = Y, then (1.2) holds. In particular, when A and B are everywhere deﬁned
operators the formula (1.3) reduces to (1.2). It should be pointed out that an earlier version of (1.3) goes
back toCross [2],with the restrictive assumption that domB = Y, so that the last term in the righthand
side of (1.3) is absent. When A and B are operators with, for instance, dom B = Y, an algebraic proof
of the index formula was given by Przeworska-Rolewicz and Rolewicz [5].
The reasoning behind the validity of (1.2) goes back to the arguments used by Taylor [8] and some
simpliﬁcations and extensions introduced by Kaashoek [4]. These arguments and extensions were
already successfully applied in the case of the ascent and descent of linear relations (cf. [7]) and they
turn out to be the natural tool in the study of indices of linear relations. The arguments in the present
note differ considerably from those in [2]. The authors thank the referee for pointing out the work of
Przeworska-Rolewicz and Rolewicz.
2. Linear relations in linear spaces
All linear spaces in this paper are assumed to be over the ﬁeld K of real or complex numbers. For
the convenience of the reader some auxiliary results concerning quotient spaces and complementary
subspaces are recalled. LetM andN be subspaces of a linear spaceX. In this paper a subspace is always
assumed to be linear. The sumM + N ofM andN is given by
M + N = {x + y : x ∈ M, y ∈ N},
and it is the smallest subspace ofXwhich containsM andN. Two linear spacesX1 andX2 are said to
be isomorphic, denoted byX1 ∼=X2, whenever there exists a one-to-one linear mapping fromX1 onto
X2. IfM is a subspace of X then
X/M or
X
M
denotes the linear space of all co-sets [x] = x + M, with x ∈ X. If X is a linear space, the dimension
of X is denoted by dim X. Isomorphic linear spaces have the same dimension. IfM is a subspace of a
linear space X, then
dim X = dim X/M + dimM.
The following lemmas, together with their proofs, can be found in [8,4], respectively.
Lemma 2.1. LetM andN be subspaces of a linear space X and assume thatM ⊂ N. Then
dim X/M = dim X/N + dimN/M.
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Lemma 2.2. LetM andN be subspaces of a linear space X. Then
M
M ∩ N
∼= M + N
N
.
A linear relation, or relation for short, A from the linear space X to the linear space Y is a (linear)
subspace of the space X × Y, the Cartesian product of X with Y. Denote by L(X,Y) the class of all
linear relations from the linear space X to the linear spaceY. The notations dom A and ran A denote
the domain and the range of A, which are the linear spaces deﬁned by
dom A = {x : {x, y} ∈ A}, ran A = {y : {x, y} ∈ A}.
Furthermore, ker A and mul A denote the kernel and the multi-valued part of A, which are the linear
spaces deﬁned by
ker A = {x : {x, 0} ∈ A}, mul A = {y : {0, y} ∈ A}.
A relation A is the graph of an operator if and only if mul A = {0}. The inverse A−1 is given by {{y, x} :
{x, y} ∈ A}. The following identities express the duality of A and its inverse A−1:
dom A−1 = ran A, ran A−1 = dom A, ker A−1 = mul A, mul A−1 = ker A.
Let X,Y, and Z be linear spaces and let A ∈ L(X,Y) and B ∈ L(Y,Z). The product BA is deﬁned as
the relation
BA = {{x, z} : {x, y} ∈ A, {y, z} ∈ B for some y ∈ Y}.
Lemma 2.3. Let X,Y, andZ be linear spaces and let A ∈ L(X,Y) and B ∈ L(Y,Z). Then
ker A ⊂ ker BA ⊂ dom BA ⊂ dom A (2.1)
and
mul B ⊂ mul BA ⊂ ran BA ⊂ ran B. (2.2)
Proof. Let x ∈ ker A, so that {x, 0} ∈ A. Since {0, 0} ∈ B, it follows that {x, 0} ∈ BA. Then x ∈ kerBA,
which shows that ker A ⊂ ker BA. Clearly, ker BA ⊂ dom BA. Let now x ∈ dom BA, so that {x, z} ∈ BA
for some z ∈ Z. Then {x, y} ∈ A and {y, z} ∈ B for some y ∈ Y, which shows that x ∈ dom A. Thus
(2.1) has been shown.
In order to prove (2.2), let z ∈ mul B, so that {0, z} ∈ B. Since {0, 0} ∈ A, it follows that {0, z} ∈ BA.
Then z ∈ mul BA, which shows that mul B ⊂ mul BA. Clearly, mul BA ⊂ ran BA. Let now z ∈ ran BA,
so that {x, z} ∈ BA for some x ∈ X. Then {x, y} ∈ A and {y, z} ∈ B for some y ∈ Y. Thus, z ∈ ran B. Of
course, (2.2) can also be obtained from (2.1) by considering the inverse relation. 
3. Isomorphism results for linear relations
This section contains some isomorphism results in the context of relations in linear spaces.
Lemma 3.1. Let X andY be linear spaces and let A ∈ L(X,Y). Then
dom A
ker A
∼= ran A
mul A
. (3.1)
Proof. The inclusions ker A ⊂ dom A and mul A ⊂ ran A show that the quotient spaces in (3.1) are
well deﬁned. For y ∈ ran A denote by [y] the corresponding coset in ran A/mul A. Then
J = {{x, [y]} : {x, y} ∈ A}
deﬁnes a linear relation from dom A into ran A/mul A, which is actually onto. The relation J is (the
graph of) an operator. To see this, let {0, [y]} ∈ J with {0, y} ∈ A; therefore y ∈ mul A and [y] = 0.
Hence mul J = {0} and J is an operator.
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Next it is shown that ker J = ker A. Assume that x ∈ ker J, so that Jx = [y] for some y ∈ mul A.
Then
{x, 0} = {x, y} − {0, y} ∈ A,
so that x ∈ ker A. Thus, ker J ⊂ ker A. To show the converse inclusion, let x ∈ ker A, so that {x, 0} ∈ A.
Then Jx = [0], which shows that x ∈ ker J.
Thus J is a linear mapping from dom A onto ran A/mul A and ker J = ker A. Therefore J induces an
isomorphism between the spaces in (3.1). 
Lemma3.1 implies thataneverywheredeﬁned linearoperatorA ∈ L(X,Y) satisﬁesX/kerA∼= ranA.
Observe that the statement in (3.1) is invariant under taking the formal inverse of the relation. For the
sake of completeness the next results are stated in pairs (each result is related to its companion by
going from a relation to its inverse).
Lemma 3.2. Let X,Y, andZ be linear spaces and let A ∈ L(X,Y) and B ∈ L(Y,Z). Then
ker BA
ker A
∼= ran A ∩ ker B
mul A ∩ ker B (3.2)
and
mul BA
mul B
∼= dom B ∩ mul A
ker B ∩ mul A . (3.3)
Proof. The inclusions ker A ⊂ ker BA andmulA ⊂ ranA show that the quotient spaces in (3.2) arewell
deﬁned. Fory ∈ ranA ∩ ker Bdenoteby [y] the correspondingcoset in (ranA ∩ ker B)/(mulA ∩ ker B).
Then
J = {{x, [y]} : {x, y} ∈ A, {y, 0} ∈ B}
deﬁnes a linear relation from ker BA into (ran A ∩ ker B)/(mul A ∩ ker B), which is actually onto. The
relation J is (the graph of) an operator. To see this, let {0, [y]} ∈ J with {0, y} ∈ A, {y, 0} ∈ B; therefore
y ∈ mul A ∩ ker B and [y] = 0. Hence mul J = {0} and J is an operator.
Next it is shownthatker J = kerA. Assumethatx ∈ ker J, so that Jx = [y] for somey ∈ mulA ∩ kerB
with {x, y} ∈ A and {y, 0} ∈ B. Then
{x, 0} = {x, y} − {0, y} ∈ A,
so that x ∈ ker A. Thus, ker J ⊂ ker A. To show the converse inclusion, let x ∈ ker A, so that {x, 0} ∈ A.
Since {0, 0} ∈ B, it follows that Jx = [0], which shows that x ∈ ker J.
Thus J is a linear mapping from ker BA onto (ran A ∩ ker B)/(mul A ∩ ker B) and ker J = ker A.
Therefore J induces an isomorphism between the spaces in (3.2).
The isomorphism in (3.3) can be proved using the duality between a relation and its inverse:
mul BA
mul B
= ker (BA)
−1
ker B−1
= ker A
−1B−1
ker B−1
(3.4)
∼= ran B
−1 ∩ ker A−1
mul B−1 ∩ ker A−1 =
dom B ∩ mul A
ker B ∩ mul A .
This completes the proof. 
Lemma 3.3. Let X,Y, andZ be linear spaces and let A ∈ L(X,Y) and B ∈ L(Y,Z). Then
ran A ∩ dom B
ran A ∩ ker B
∼= ran BA
mul B
(3.5)
and
dom B ∩ ran A
dom B ∩ mul A
∼= dom BA
ker A
. (3.6)
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Proof. The inclusions ker B ⊂ dom B and mul B ⊂ ran BA show that the quotient spaces in (3.5) are
well deﬁned. For z ∈ ran BA denote by [z] the corresponding coset in ran BA/mul B. Then
J = {{y, [z]} : y ∈ ran A, {y, z} ∈ B}
deﬁnes a linear relation from ran A into ran BA/mul B, which is actually onto. The relation J is (the
graph of) an operator. To see this, let {0, [z]} ∈ J with {0, z} ∈ B; therefore [z] = 0. Hence mul J = {0}
and J is an operator.
Next it is shown that ker J = ran A ∩ ker B. Assume that y ∈ ker J, so that Jy = [z] for some z ∈
mul B. Then y ∈ ran A, {y, z} ∈ B and {0, z} ∈ B. It follows that
{y, 0} = {y, z} − {0, z} ∈ B,
so that y ∈ ker B, and thus y ∈ ker B ∩ ran A. Hence, ker J ⊂ ran A ∩ ker B. To show the converse
inclusion, let y ∈ ran A ∩ ker B, so that y ∈ ran A and {y, 0} ∈ B. Therefore, Jy = [0], which shows that
y ∈ ker J.
Thus J is a linear mapping from ran A ∩ dom B onto ran BA/mul B and ker J = ran A ∩ ker B.
Therefore J induces an isomorphism between the spaces in (3.5).
The isomorphism in (3.6) can be proved using the duality between a relation and its inverse:
dom BA
ker A
= ran (BA)
−1
mul A−1
= ran A
−1B−1
mul A−1
∼= ran B
−1 ∩ dom A−1
ran B−1 ∩ ker A−1 =
dom B ∩ ran A
dom B ∩ mul A . (3.7)
This completes the proof. 
Lemma 3.4. Let X,Y, andZ be linear spaces and let A ∈ L(X,Y) and B ∈ L(Y,Z). Then
dom B
ran A∩dom B
ker B+ran A∩dom B
ran A∩dom B
∼= ran B
ran BA
(3.8)
and
ran A
dom B∩ran A
mul A+dom B∩ran A
dom B∩ran A
∼= dom A
dom BA
. (3.9)
Proof. The inclusions ker B + ran A ∩ dom B ⊂ dom B and ran BA ⊂ ran B show that the quotient
spaces in (3.8) arewell deﬁned. For y ∈ domBdenote by [y] the corresponding coset in domB/(ranA ∩
dom B) and, likewise, for z ∈ ran B denote by [z] the corresponding coset in ran B/ran BA. Then
J = {{[y], [z]} : {y, z} ∈ B}
deﬁnes a linear relation from dom B/(ran A ∩ dom B) to ran B/ran BA, which is actually onto. The
relation J is (the graph of) an operator. To see this, let {0, [z]} ∈ J, so that there exists {y, z} ∈ B with
y ∈ ran A ∩ dom B. Thus {x, y} ∈ A for some x ∈ X. Then {x, z} ∈ BA, so that y ∈ ran BA, which implies
[z] = [0]. Hence mul J = {0} and J is an operator.
Next it is shown that ker J = R, whereR is deﬁned by
R = ker B + ran A ∩ dom B
ran A ∩ dom B .
Assume that [y] ∈ ker J, so that J[y] = [z] for some z ∈ ran BA and {y, z} ∈ B. Then {x1, y1} ∈ A and{y1, z} ∈ B for some x1 ∈ dom A and y1 ∈ ran A ∩ dom B. It follows that
{y − y1, 0} = {y, z} − {y1, z} ∈ B,
so that y − y1 ∈ ker B. Therefore,
y = (y − y1) + y1 ∈ ker B + ran A ∩ dom B,
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which implies that [y] ∈ R. Thus, ker J ⊂ R. To show the converse inclusion, let [y] ∈ R, so that y =
y1 + y2 for some y1 ∈ ker B and y2 ∈ ran A ∩ dom B. Therefore, {y1, 0} ∈ B, {y2, z} ∈ B, and {x2, y2} ∈
A for some z ∈ ran B and x2 ∈ dom A. Hence, {x2, z} ∈ BA, which shows that z ∈ ran BA. Moreover,
{y, z} = {y1, 0} + {y2, z} ∈ B,
so that J[y] = [z] = [0], which shows that [y] ∈ ker J.
Thus J is a linearmapping fromdom B/(ran A ∩ dom B) onto ran B/ran BA and ker J = R. Therefore
J induces an isomorphism between the spaces in (3.8).
The isomorphism in (3.9) can be proved using the duality between a relation and its inverse:
dom A
dom BA
= ran A
−1
ran (BA)−1
= ran A
−1
ran A−1B−1
∼=
dom A−1
ran B−1∩dom A−1
ker A−1+ran B−1∩dom A−1
ran B−1∩dom A−1
=
ran A
dom B∩ran A
mul A+dom B∩ran A
dom B∩ran A
. (3.10)
This completes the proof. 
Lemma 3.5. Let X,Y, andZ be linear spaces and let A ∈ L(X,Y) and B ∈ L(Y,Z). Then
ker B + ran A ∩ dom B
ran A ∩ dom B
∼= ker B
ran A ∩ ker B (3.11)
and
mul A + ran A ∩ dom B
ran A ∩ dom B
∼= mul A
mul A ∩ dom B . (3.12)
Proof. It follows from Lemma 2.2 that:
ker B + ran A ∩ dom B
ran A ∩ dom B
∼= ker B
ker B ∩ ran A ∩ dom B =
ker B
ran A ∩ ker B ,
so that (3.11) follows.
Furthermore, (3.12) follows by symmetry from (3.11). 
4. The main theorem
Theorem 4.1. Let X,Y, andZ be linear spaces and let A ∈ L(X,Y) and B ∈ L(Y,Z). Then
dim ker BA + dim Y
ran A
+ dim Z
ran B
+ dim (mul A ∩ ker B) (4.1)
= dim Z
ran BA
+ dim ker A + dim ker B + dim Y
ran A + dom B
and
dim mul BA + dim X
dom A
+ dim Y
dom B
+ dim (mul A ∩ ker B) (4.2)
= dim X
dom BA
+ dim mul A + dim mul B + dim Y
ran A + dom B .
Proof. It follows from (3.2) that
dim ker BA + dim (mul A ∩ ker B) = dim ker A + dim (ran A ∩ ker B). (4.3)
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Moreover, it follows from (3.8) and (3.11) that
dim
dom B
ran A ∩ dom B = dim
ker B
ran A ∩ ker B + dim
ran B
ran BA
. (4.4)
In order to rewrite (4.4) observe that Lemma 2.1 implies that
dim
Y
ran A
= dim Y
dom B + ran A + dim
dom B + ran A
ran A
, (4.5)
while Lemma 2.2 implies that
dim
dom B + ran A
ran A
= dim dom B
ran A ∩ dom B . (4.6)
A combination of (4.5) and (4.6) leads to
dim
Y
ran A
= dim Y
dom B + ran A + dim
dom B
ran A ∩ dom B . (4.7)
Therefore, (4.4) and (4.7) now give
dim
Y
ran A
= dim Y
dom B + ran A + dim
ker B
ran A ∩ ker B + dim
ran B
ran BA
. (4.8)
Combining (4.3) and (4.8) one has
dim ker BA + dim Y
ran A
+ dim Z
ran B
+ dim (mul A ∩ ker B)
= dim ker A + dim (ran A ∩ ker B) + dim Y
dom B+ran A
+ dim ker B
ran A∩ker B + dim ran Bran BA + dim Zran B .
(4.9)
The obvious inclusion ran A ∩ ker B ⊂ ker B leads to
dim
ker B
ran A ∩ ker B + dim (ran A ∩ ker B) = dim ker B, (4.10)
and the inclusion ran BA ⊂ ran B in (2.2) implies that
dim
ran B
ran BA
+ dim Z
ran B
= dim Z
ran BA
. (4.11)
A combination of (4.9), (4.10), and (4.11) leads to (4.2).
Finally, the identity (4.3) follows by symmetry from the identity (4.2). 
5. Indices
Let X andY be linear spaces and let A ∈ L(X,Y). Deﬁne the nullity and the co-nullity of A by
n(A) = dim ker A, nc(A) = dim mul A,
and deﬁne the defect and the co-defect of A by
d(A) = dimY/ran A, dc(A) = dim X/dom A.
Note that n(A) = 0 (nc(A) = 0) and d(A) = 0 (dc(A) = 0) are equivalent with ker A = {0} (mul A ={0}) and ran A = H (dom A = H), respectively. The nullity and co-nullity, defect and co-defect of a
linear relation are not necessarily ﬁnite (inwhich case they are deﬁned as∞). The following equalities
n(A) = nc(A−1), d(A) = dc(A−1),
show that the notions of nullity and co-nullity, and defect and co-defect preserve the duality of A and
A−1. The index r(A) and the co-index rc(A) of the relation A is deﬁned as
r(A) = n(A) − d(A), rc(A) = nc(A) − dc(A),
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provided that n(A) and d(A), and that nc(A) and dc(A) are not both inﬁnite, respectively. If n(A) and
d(A) are both inﬁnite, then A is said to have no index, and if nc(A) and dc(A) are both inﬁnite, then A
is said to have no co-index.
Lemma 5.1. Let X,Y, andZ be linear spaces and let A ∈ L(X,Y) and B ∈ L(Y,Z). Then
n(BA) n(A) + n(B), d(BA) d(A) + d(B), (5.1)
and
nc(BA) nc(A) + nc(B), dc(BA) dc(A) + dc(B). (5.2)
Proof. It follows from (3.2) that
dim
ker BA
ker A
 dim (ran A ∩ ker B) dim ker B = n(B). (5.3)
Furthermore, by Lemma 2.1,
n(BA) = dim ker BA = dim ker BA
ker A
+ dim ker A = dim ker BA
ker A
+ n(A). (5.4)
A combination of (5.3) and (5.4) leads to the ﬁrst inequality in (5.1). It follows from (3.8) and Lemma
2.2 that
dim
ran B
ran BA
 dim
dom B
ran A ∩ dom B (5.5)
= dim dom B + ran A ∩ dom B
ran A
 dim
X
ran A
= d(A).
Furthermore, by Lemma 2.1,
d(BA) = dim X
ran BA
= dim X
ran B
+ dim ran B
ran BA
. (5.6)
A combination of (5.5) and (5.6) leads to the second inequality in (5.1).
The inequalities in (5.2) can be proved in a similar way. 
In particular, the inequalities in (5.1) show that n(BA) is ﬁnite provided that both n(A) and n(B) are
ﬁnite, and d(BA) is ﬁnite provided that both d(A) and d(B) are ﬁnite, respectively. Consequently, the
index of BA is ﬁnite provided that the indices of A and B are both ﬁnite. Furthermore, the inequalities
in (5.2) show that nc(BA) is ﬁnite provided that both nc(A) and nc(B) are ﬁnite, and dc(BA) is ﬁnite
provided that both dc(A) and dc(B) are ﬁnite, respectively. Consequently, the co-index of BA is ﬁnite
provided that the co-indices of A and B are both ﬁnite.
In terms of indices and co-indices the main result of this note reads as follows.
Proposition 5.2. Let X,Y, andZ be linear spaces and let A ∈ L(X,Y) and B ∈ L(Y,Z). Assume that A
and B have ﬁnite indices. Then
r(BA) − r(A) − r(B) = rc(BA) − rc(A) − rc(B) (5.7)
= dim Y
ran A + dom B − dim (mul A ∩ ker B).
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Proof. Since d(A) < ∞ and ran A ⊂ ran A + dom B it follows that
dim
Y
ran A + dom B < ∞.
Furthermore, it follows from n(B) < ∞ and mul A ∩ ker B ⊂ ker B that
dim (mul A ∩ ker B) < ∞.
Then (5.7) follows easily from (4.2) and (4.3). 
6. Powers of a Fredholm relation
Denote by L(X) the class of all linear relations from the linear space X to itself. For λ ∈ K the
relation λA in X is deﬁned by
λA = {{x, λy} : {x, y} ∈ A},
while A − λ stands for A − λI, where I is the identity operator on X:
A − λ = {{x, y − λx} : {x, y} ∈ A}.
The powers An, n ∈ Z, of the relation A are deﬁned as usual with A0 = I and A1 = A. The inequalities
in (5.1) show that
n(An) n n(A), d(An) n d(A)
for all n ∈ N. Hence, n(An) is ﬁnite provided that n(A) is ﬁnite, and d(An) is ﬁnite provided that d(A)
is ﬁnite. Consequently, the index of An is ﬁnite provided that the index of A is ﬁnite. Furthermore, the
inequalities in (5.2) show that
nc(A
n) n nc(A), dc(An) n dc(A)
for all n ∈ N. Hence, nc(An) is ﬁnite provided that nc(A) is ﬁnite, and dc(An) is ﬁnite provided that
dc(A) is ﬁnite. Consequently, the co-index of A
n is ﬁnite provided that the co-index of A is ﬁnite.
The extended algebraic resolvent set re(A) of A is a subset of the extended planeC ∪ {∞} deﬁned as
follows:
λ ∈ re(A) ∩ C ⇔ ker (A − λ) = {0} and ran (A − λ) = X,
and
∞ ∈ re(A) ⇔ mul A = {0} and dom A = X.
It is easily veriﬁed that
λ ∈ re(A) ⇔ 1/λ ∈ re(A−1),
when the following conventions 1/∞ = 0 and 1/0 = ∞ are assumed.
Lemma 6.1. Let X be a linear space, let A ∈ L(X), and assume that re(A) /= ∅. Then for all p, q ∈ N:
X = dom Aq + ran Ap, mul Ap ∩ ker Aq = {0}. (6.1)
Proof. Let λ ∈ re(A) and choose p, q ∈ N.
Assume that λ = 0. Then, by deﬁnition, ker A = {0} and ran A = X. Therefore, ker Aq = {0} and
ran Ap = X. Thus
X = ran Ap = ran Ap + dom Aq,
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and
mul Ap ∩ ker Aq = mul Ap ∩ {0} = {0}.
Now assume that λ ∈ C and λ /= 0. Then by deﬁnition ker (A − λ) = {0} and ran (A − λ) = X.
For the ﬁrst identity in (6.1) it sufﬁces to establish thatX ⊂ dom Aq + ran Ap. Let y ∈ X, then {x, y} ∈
(A − λ)p+q for some x ∈ X, since ran (A − λ) = X. Hence, there exist xk ∈ X, 1 k p + q − 1, such
that
{x0, x1}, {x1, x2}, . . . , {xp+q−1, xp+q} ∈ A − λ,
where x0 = x and xp+q = y. This means that
{x0, x1 + λx0}, {x1, x2 + λx1}, . . . , {xp+q−1, xp+q + λxp+q−1} ∈ A. (6.2)
Deﬁne the vectors vk = ∑kj=0
(
k
k − j
)
λk−jxj ∈ X, 0 k p + q. Then
{vk , vk+1} =
k∑
j=0
(
k
k − j
)
λk−j{xj , xj+1 + λxj} ∈ A, (6.3)
for all 0 k p + q − 1. It follows from (6.3) that {v0, vk} ∈ Ak for all 1 k p + q, and {vk , vp+q} ∈
Ap+q−k for all 0 k p + q − 1. Therefore vk ∈ ran Ak for all 1 k p + q and vk ∈ dom Ap+q−k for
all 0 k p + q − 1. Then
v0 ∈ dom Ap+q ⊂ dom Aq, vp+q ∈ ran Ap+q ⊂ ran Ap. (6.4)
Furthermore, vk ∈ ran Ak ∩ dom Ap+q−k for all 1 k p + q − 1. In particular,
vk ∈ ran Ak ∩ dom Ap+q−k ⊂ dom Ap+q−k ⊂ dom Aq, (6.5)
for all 1 k p; and
vk ⊂ ran Ak ∩ dom Ap+q−k ⊂ ran Ak ⊂ ran Ap, (6.6)
for all p + 1 k p + q − 1. Consider the linear system
k∑
j=0
(
k
k − j
)
λk−jxj = vk , 0 k p + q. (6.7)
The system (6.7) has a unique solution, since the coefﬁcient matrix⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
(
0
0
)
0 · · · · · · 0
(
1
1
) (
1
0
)
. . .
...
(
2
2
) (
2
1
) (
2
0
)
. . .
...
...
...
... · · · 0(
k
k
) (
k
k − 1
) (
k
k − 2
)
· · ·
(
k
0
)
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
is invertible. Thus, there exist elements ak, j ∈ K, depending on λ, 0 j k p + q, such that
xk =
k∑
j=0
ak, jvj , 0 k p + q. (6.8)
It follows from (6.4)–(6.8) that
y = xp+q =
p+q∑
j=0
ap+q, jvj =
p∑
j=0
ap+q, jvj +
p+q∑
j=p+1
ap+q, jvj ∈ dom Aq + ran Ap.
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Thus X ⊂ dom Aq + ran Ap, as announced. For the second equality in (6.1) assume that mul Ap ∩
ker Aq /= {0}. Let x ∈ mul Ap ∩ ker Aq, x /= 0, and deﬁne t = p + q − 1. Then there exist nonzero
xi ∈ X, 1 i t, such that
{0, x1}, {x1, x2}, . . . , {xt−1, xt}, {xt , 0} ∈ A,
with xp = x. This means that
{0, x1}, {x1, x2 − λx1}, {x2, x3 − λx2}, . . . , {xt−2, xt−1 − λxt−2},
{xt−1, xt − λxt−1}, {xt , xt+1 − λxt} ∈ A − λ,
where xt+1 = 0. Deﬁne zm,n ∈ K for 0 nm t + 1 by
zm,n = λm−n
(
t − n
m − n
)
.
Then
⎧⎨
⎩
zt+1,n = 0, 0 n t + 1,
zm,m = 1, 0m t,
zm,n − λzm,n+1 = zm+1,n+1, 0 nm t,
(6.9)
and it follows that
zk,0{0, x1} +
k∑
i=1
zk,i{xi, xi+1 − λxi} ∈ A − λ, 1 k t + 1.
Therefore,
⎧⎨
⎩
k∑
i=1
zk,ixi,
k∑
i=1
(zk,i−1 − λzk,i)xi + zk,kxk+1
⎫⎬
⎭ ∈ A − λ, 1 k t + 1, (6.10)
where xt+1 = xt+2 = 0. Deﬁne yk = ∑ki=1 zk,ixi for 1 k t + 1. Then one ﬁnds from (6.10) and (6.9)
that
{yk , yk+1} ∈ A − λ, 1 k t,
where y1 = x1 and yt+1 = 0. Therefore,
{0, y1}, {y1, y2}, . . . , {yt , 0} ∈ A − λ,
contradicting the assumption that ker (A − λ) = {0}, because y1 = x1 /= 0.
Finally assume that λ = ∞. In this case, mul A = {0} and dom A = X, so that mul Ap = {0} and
dom Aq = X. Thus
X = dom Aq = ran Ap + dom Aq, mul Ap ∩ ker Aq = {0} ∩ ker Aq = {0}.
This completes the proof. 
Proposition 6.2. Let X be a linear space, let A ∈ L(X), and assume that re(A) /= ∅. Moreover, assume
that the index of A and the co-index of A are both ﬁnite. Then
r(Ap+q) = r(Ap) + r(Aq), rc(Ap+q) = rc(Ap) + rc(Aq) (6.11)
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for all p, q ∈ N. In particular,
r(An) = n r(A), rc(An) = n rc(A)
for all n ∈ N.
Proof. If follows from Proposition 5.2 that
r(Ap+q) − r(Ap) − r(Aq) = rc(Ap+q) − rc(Ap) − rc(Aq)
= dim X
ran Ap + dom Aq − dim (mul A
p ∩ ker Aq). (6.12)
According to Lemma 6.1 the identities (6.1) hold. A combination of (6.1) and (6.12) now leads
to (6.11). 
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