Simulation of rainfall over a region for long time-sequences can be very useful for planning and policy-making, especially in India where the economy is heavily reliant on monsoon rainfall. However, such simulations should be able to preserve known spatial and temporal characteristics of rainfall over India. General Circulation Models (GCMs) are unable to do so, and various rainfall generators designed by hydrologists using stochastic processes like Gaussian Processes are also di cult to apply over the highly diverse landscape of India. In this paper, we explore a series of Bayesian models based on conditional distributions of latent variables that describe weather conditions at speci c locations and over the whole country. During parameter estimation from observed data, we use spatio-temporal smoothing using Markov Random Field so that the parameters learnt are spatially and temporally coherent. Also, we use a nonparametric spatial clustering based on Chinese Restaurant Process to identify homogeneous regions, which are utilized by some of the proposed models to improve spatial correlations of the simulated rainfall. e models are able to simulate daily rainfall across India for years, and can also utilize contextual information for conditional simulation. We use two datasets of di erent spatial resolutions over India, and focus on the period 2000-2015. We consider metrics to study the spatio-temporal properties of the simulations by the models, and compare them with the observed data to evaluate the strengths and weaknesses of the models.
INTRODUCTION
Simulation of climatic variables such as rainfall is very important for impact assessment of projects. Such simulations are o en the inputs to various process models like biophysical crop models and hydrological models. One simple and elegant way to make such simulation is Stochastic Weather Generator. First proposed by Richardson [12] , they model rainfall occurrence, rainfall volume and sometimes other climatic variables like temperature using conditional probability distributions (as in a Bayesian Network), conditioned on rainfall occurrence. rough probability distributions, these methods are capable of simulating deviations from climatological means. Most of these stochastic simulators follow the general approach of using the training dataset to t various parameters of these distributions, and then long temporal sequences of meteorological variables are simulated by sampling sequentially from these distributions. Next, various statistics of interest are computed from this simulated data, and they are compared with the corresponding statistics from the observed data. is is the general approach prescribed by the Intergovernmental Panel on Climate Change (IPCC) [9] for Stochastic Weather Generators, in which rainfall simulation is the most important step. A number of models have been proposed along these lines [1, [4] [5] [6] . However, none of them pay any special a ention to preserving spatio-temporal properties of the original data. In this work we consider a set of models for monsoon rainfall simulation over India, a complex process with a lot of spatio-temporal diversity [2] .
DATASETS, VARIABLES AND PARAMETERS
We use two datasets, both compiled and released by Indian Meteorological Department (IMD). In the rst dataset, daily rainfall data from 1901 to 2011 is available over 357 grid-points all over India, each grid-point of size 100Km-by-100Km. In the second dataset, daily rainfall data is available for the months April-November, from 1901 to 2014, over 4964 grid-points all over India, each of which is of size 25Km-by-25Km. Since most of the places in India receive almost 80% of their annual rainfall from the Indian monsoon (June-September), in this work we use only these four months for our simulation. We focus on the period 2000-2014.
Consider S grid-locations, and the T days. Any location s has a set of neighboring locations N B(s), according to the grid coordinates. Only locations lying on Indian geo-political landmass are considered. At each location s and day t, X (s, t) denotes the volume of rainfall received, while Y (t) denotes the aggregate rainfall received by the entire country on that day. When these variables are measured from the dataset, we denote them as X DAT A (s, t) and Y DAT A (t) and as X M (s, t) and Y M (t) when they are simulation outputs of model M. Now, we introduce two latent variables that indicate the rainfall conditions. Each state of binary variable Z (s, t) represents a distribution over the rainfall volume at location s and day t, one state (Z = 1) peaked at higher value and the other (Z = 2) close to 0. Mathematically, X (s, t) ∼ Gamma(α skt , β skt ) where k = Z (s, t).
(α, β) are the parameters of a Gamma distribution -dependent on Z , and potentially varying across locations and time. We drop the timedependence of these parameters to improve model complexity.Z st actually corresponds to the weather condition at location s and day t, that is expected to be spatio-temporally coherent. At each location s, we use a distribution prob(Z (s, t) = k |Z (s, t − 1) = l) = τ slk that quanti es the temporal coherence of Z . We also consider a variable U (t) that takes 3 values and indicates the rainfall conditions over the entire country. U = 1 is associated with active spells [2] , and signi es that most of the S locations are in state Z = 1. But U = 2 is associated with the pre-onset and break spells [2] , and signi es that most of the S locations are in state Z = 2. U = 3 signi es normal conditions. For each location s, its relation to the all-India condition is encoded by a distribution prob(Z (s, t) = k |U (t) = l) = θ slk .
Clearly, for simulation we need to learn the parameters α, β, θ and τ . In the model training phase, we t a Markov Random Field to nd the best assignment of Z , U variables that ts the observations X and also preserves spatio-temporal coherence, which is achieved by de ning suitable edge potential functions. For details, the reader is referred to [15] . Using these inferred variables we can make MAP estimation of the parameters (α, β, τ , θ ), which we can use as parameters for our simulation models.
SIMPLE SIMULATION MODELS
In this section, we will introduce four simple models, two of which are single-site models, while the other two make use of interaction between local and all-India weather states. e parameters estimated from the MRF are used for these.
Model 1
e rst model is a simple single-site model. Here, each Z M 1 (s, t) is sampled independently, followed by X M 1 (s, t). Mathematically,
Here,τ is the marginal distribution of the states computed from the state-transition distribution τ .
Model 2
e second model is also single-site, but this time we consider the temporal dynamics of Z M 2 (s, t) as a Markov process to make the simulations from this model temporally coherent, and dry/wet spells can be simulated with their lengths following geometric distribution. Mathematically,
Model 3
In the third model, we consider the relations between all-India weather state variable U and the local weather state variable Z . For each day, rst the U variables are sampled. is can be done according to a state transition distribution λ for U , learnt from U M RF . But they can also be estimated from supervision information, which allows us to perform conditional simulation based on coarse external information that acts as a driver (like [10] ).
Since the MRF-based parameter estimation has ensured that the parameters are spatially correlated, we can expect to see an increased spatial coherence of Z M 3 and spatial correlation of X M 3 under the driving e ect of U .
Model 4
Finally, in model 4 we combine models 2 and 3 together, by de ning conditional distributions π s that denote prob
ese are also learnt a-posteriori using Z M RF and U M RF . e model is as follows:
is model hopes to achieve temporal coherence by conditioning on Z (s, t − 1) and spatial coherence by conditioning on U (t).
MODELS FOR SPATIALLY COHERENT SIMULATION
In this section we propose two more models, which are along the lines of the previous models but based on spatially coherent zones. is allows us to gain additional spatial coherence of Z .
Identi cation of Coherent Zones
To reduce the parameter complexity, as well as improve spatial coherence, we now a empt to partition the landmass into coherent zones, so that some of the model variables such as Z can be made speci c to zones rather than to locations. For this purpose we use the Z M RF assignments in the framework of spatial clustering. e T -dimensional binary vectors Z M RF from all locations serve as the set of feature vectors. However, since we do not know the number of clusters, i.e. coherent zones to be formed, we cannot use approaches like Spectral Clustering. Instead, we make use of Nonparametric approaches based on Chinese Restaurant Process. Such methods have been used for spatial clustering, in context of image segmentation [7, 8] . We let each location s to be assigned to a coherent zone H (s). ese zones have associated canonical binary vectors {V 1 , V 2 , . . . } of dimension T . e Z -vector of each location is modelled as a noisy version of V H (s) , with binary entries ipped with probability p. e number of zones created depends on p, let this number be K p . e assignment of H (s)-variables and estimation of {V } is explained in [15] . We nd that for the lowresolution dataset with S = 357, the number of zones is 129 for p = 0.9, while for the high-resolution dataset with S = 4964, we have K 0.9 = 248.
Model 5
is model is along the lines of Model 4, but using an additional variable C for weather state at zone z. e π distributions are now de ned over these zones instead of locations. Once the zonal weather states C have been simulated according to π , the local weather states Z (s, t) are selected by se ing them equal to the corresponding zonal state C(H (s), t) with probability p, and the reverse of the zonal state with probability (1 − p).
is is done according to the spatial clustering model discussed above. e model is as follows:
Model 6
Finally, we come to our nal model, which is an extension of Model 5, but with the express purpose of scaling up spatial correlation of local rainfall volume X (s, t) with its neighbors. Unlike all the previous models, here the rainfall amount sampled as Gamma distribution is not speci c to locations but to the coherent zones, conditioned on the zonal weather state C as in Model 5, and denoted by W (z, t).
is rainfall volume is distributed among the constituent locations of each zone, according to a distribution ϕ(z), learnt from the training dataset.
is not separately assigned in this model, for evaluation purposes we will consider Z M 6 (s, t) = C M 6 (H (s), t).
CONDITIONAL SIMULATION
Now that the models are ready, we consider various se ings for the simulations to run. One possibility is for the simulations to run unconditionally, i.e. without any external input apart from the parameters. In case of such a simulation, all the latent variables are simulated according to the models as described above. Such a simulation can give us an estimate for the future as it runs fully independently, and hence it is useful for impact assessment etc. However, since it has no link with the actual conditions of a speci c year, a comparison with the data (once it becomes available) or across di erent models for their evaluation is almost meaningless. e only way to evaluate unconditional simulations is to let them run long enough and compare the long-term statistical properties of such simulations with those of the data (when it become available). e other alternative is conditional simulation, like [10] , which runs conditioned on some information about the days or years being simulated. Usually, this information is quite coarse level, but we may use them to estimate some of the random variables, and this estimation has an impact on the simulation of the other variables. We consider conditional simulation based on the daily all-India rainfall. For more conditional simulations, the reader is referred to [15] .
Consider the total rainfall over India, i.e. Y (t) is known for every day. We use this information to infer U (t), and this is in turn used as input to the models. Models 1 and 2 cannot make use of it, but Models 3-6 are bene ted from it. e inference of U is done by considering a Hidden Markov Model with 3 states having Gaussian emission with parameters {µ k , σ k } 3 k =1 and state transition distribution λ -all estimated from U M RF and Y DAT A .
MODEL PERFORMANCE EVALUATION
Now, we discuss the measures by which we compare the simulation results to the data. is step is most essential to understand the strengths and weaknesses of each model. We compare both locationspeci c properties, and spatio-temporal pa erns.
We compute the mean and standard deviation of X at all locations, and also Y . We compare SY -the standard deviation of daily all-India rainfall (mean all-India rainfall is similar for most models a er the standardization). Since we cannot tabulate the location-speci c statistics of all locations, we instead compute dMX and dSX : the mean relative error in these quantities, i.e. dMX = where sd s (X ) is the standard deviation of X at location s across all the days. Also, to see how well local extreme rainfall are simulated, we also measure X 100: the total number of times that any location has received over 100mm of rainfall on any day.
Conditional Simulation
We next consider conditional simulation, where the model's evaluation period is beyond its training period. e model parameters are learnt using the Markov Random Fields for 6 years-every even year in 2000-2011, for both the high-resolution and low-resolution datasets. Using these parameters, we simulate daily monsoon rainfall for the period 2000-2011 for low-resolution dataset, and 2000-2015 for high-resolution dataset, for the months June-September each year. e simulations are conditioned on all-India rainfall each day, as discussed above. We evaluate the simulated X and Y variables and the results are shown in Tables 1 and 2. e tables reveal some broad pa erns of results. All models underestimate the standard deviation of Y , i.e. the daily total rainfall. Model 6 grossly underestimates the number of local extreme events which is understandable, as it sets every local X to a fraction of the total rainfall in its zone, reducing the variance. e other models are able to simulate this property reasonably. e mean length of wet spells is underestimated by all models except Model 6, which matches the true value on the low-resolution dataset, but falls Table 2 : Evaluation of rainfall simulated by di erent models, conditioned on daily all-India rainfall for the period 2000-2015, on the high-resolution dataset short on the high-resolution one. e spatial correlation is low for all models compared to the data, though Models 5 and 6 are somewhat be er than the other models in this respect. e temporal correlation is best for Model 6. e models 3-6 (especially 3,4) also show reasonably good daily correlation, which is expected since they are all linked to the actual days by Y .
Unconditional Simulation
Finally, we let the models are run without any contextual information. As before we learn the model parameters from every even year in 2000-2011, and run them for 12 years without any input. e results for the low-resolution and high-resolution data are shown in Tables 3 and 4 . Since daily correlation is irrelevant in this case (as there is no connection with the actual days) we drop that criteria from these tables. It can be seen that the gures are hardly di erent from those in case of conditional simulations. in Tables 1-2. is shows that our models can achieve decent simulation performance without supervision.
Comparison with GCMs
General Circulation Models (GCM) make simulations of climatic variables including rainfall all over the world. However, they run at coarse scale and are not very successful in simulating Indian monsoon.
e study [3] identi ed some models as being somewhat suitable for Indian monsoon. Regional climate models, which downscale the GCMs to lower resolution are not be er either [14] . We evaluate GCMs identi ed by [3] using the measures above, and nd their performance far worse than the proposed models, especially with respect to local mean, standard deviation, and temporal coherence. For detailed results, the reader is referred to [15] . 
