It is well known that finite element solutions for elliptic PDEs with Dirac measures as source terms converge, due to the fact that the solution is not in H 1 , suboptimal in classical norms. A standard remedy is to use graded meshes, then quasioptimality, i.e., optimal up to a log-factor, for low order finite elements can be recovered, e.g., in the L 2 -norm. Here we show for the lowest order case quasioptimality and for higher order finite elements optimal order a priori estimates on a family of quasi-uniform meshes in an L 2 -seminorm. The seminorm is defined as an L 2 -norm on a fixed subdomain which excludes the locations of the delta source terms. Our motivation in the use of such a norm results from the observation that in many applications the error at the singularity is dominated by the model error, e.g., in dimension reduced settings or is not the quantity of interest, e.g., in optimal control problems. The quasi-optimal and optimal order a priori bounds are obtained recursively by using Aubin-Nitsche techniques, local Wahlbin-type error estimates, interior regularity results, and weighted Sobolev norms. For the proof of these results no graded meshes are required, it is sufficient to work on a family of quasi-uniform meshes. Numerical tests in two and three space dimensions confirm our theoretical results.
1.
Introduction. This paper is concerned with the accuracy of finite element approximations of elliptic boundary value problems where the solution is not an H 1 -function, and thus standard a priori results on a sequence of uniform meshes do not yield optimal order estimates. We consider the following elliptic model problem Such types of right-hand sides can be found in many applications from different areas, e.g., in the mathematical modeling of electromagnetic fields [20] and in the adjoint equation of optimal control problems [8, 9] . The use of measures plays an important role in controllability for elliptic and parabolic equations; see the recent contributions [10, 11, 23] and the references therein.
Our interest in (1.1) and a priori bounds on a family of quasi-uniform meshes is motivated by the mathematical modeling of flow in fractures which are embedded in a porous medium. A possible approach is to simulate the flow inside the fractures by reduced models of different dimensions [12, 14, 17, 18] . As an example one can T. KÖPPL AND B. WOHLMUTH consider a one-dimensional fracture, described by a curve Λ, which is embedded in a three-dimensional matrix. For a straight line Λ, the model can be further reduced to a two-dimensional-zero-dimensional (2D-0D) coupled problem. If we assume that the solution in the fracture is known, the resulting simplified decoupled model problem (see, e.g., [12, Early work on the numerical solution of the Poisson equation with delta terms on the right with finite difference methods on uniformly structured meshes can be found in [29] . Here second order convergence can be recovered if a mesh-dependent smoothing kernel is applied to the source term. This results in a local modification of the right-hand side and influences only a small and fixed number of entries. The analysis is then based on perturbation arguments and stability. Efficient multigrid solvers for problems with singularities in the solution resulting from re-entrant corners, delta source terms, and heterogeneous coefficients are designed in [31] . The construction of suitable smoothing operators in terms of B-splines is investigated in [21] where also quite general distributions as right-hand sides, such as, e.g., dipoles and quadrupoles, and alternative strategies, such as, e.g., boundary or domain modifications, are discussed. A combination of B-splines and numerical differentiation, τ -extrapolation, and multigrid strategies (see, e.g., [30] ), guarantees convergence up to order four and the efficiency of the numerical scheme.
In this paper, we focus on standard finite element techniques without a modification of the right side and show that no pollution effect for delta source terms occurs. Up to now several global a priori discretization error bounds on a family of quasi-uniform or graded meshes do exist for (1.1). On quasi-uniform meshes with mesh size h a series of papers analyzes the convergence in the L 2 -norm. In [6] , convergence of order h 1− , > 0, for a two-dimensional smooth domain is shown. A priori error estimates of order 2 − d 2 are established in [33] , and even more general right-hand sides are considered in [8] . Similar results for parabolic problems with a homogeneous boundary condition on a smooth domain Ω ⊂ R d , d ∈ {2, 3}, where the source term is given by a measure μ ∈ [C(Ω)] * are provided in [36] . Interior pointwise error estimates for a standard finite element approximation of the Green's function are derived in [32, Theorem 6.1] . One of these estimates reveals that the L ∞ -error exhibits an optimal convergence behavior on subdomains, having a fixed distance to the singularity and to the boundary of the computional domain.
In order to improve the convergence order, the authors of [3] study the influence of locally refined meshes (graded meshes [4] ) around the singular points. It is then possible to prove an L 2 (Ω)-error estimate of order h 2 | ln h| 3 2 for lowest order conforming finite elements in two dimensions. Optimal finite element convergence rates were also shown in [12, 13] by using weighted Sobolev spaces and graded meshes. A posteriori error estimates based on weighted Sobolev spaces are presented in [2] .
However many theoretical a priori results for finite elements require the use of graded meshes which increases the complexity of the meshing and the computational cost, in particular, if several Dirac source terms are present. In applications, the error Downloaded 01/26/16 to 129.187.254.46. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php at x i , i = 0, . . . , N, is often dominated by the model reduction approach. Thus in practice, we are not interested in very accurate numerical solutions of the simplified model at x i . This observation is a motivation to consider the L 2 -norm on a fixed subdomain which excludes all locations of the delta source terms and show quasi-optimal convergence for low order and optimal convergence for higher order conforming finite elements. Our results imply that the use of graded meshes is not required to recover optimality away from the singular points and that no pollution effect occurs. A similar result can be derived by the help of the estimates presented in [32, Theorem 6 .1] (see also section 2), but contrary to our estimates this result only holds in the interior of the computional domain.
The rest of the paper is organized as follows: In section 2, we formulate the main result and give an outline of its proof. This outline motivates the auxiliary results of section 3. The proof of the main result is presented in section 4. Finally in section 5, we illustrate our theoretical results by some numerical model examples in two and three dimensions.
Model problem and main result.
In this section, we formulate our model problem, state our main result, and give a brief outline of the proof.
Problem formulation.
Both (1.1) and (1.2) form linear problems, such that the superposition principle for its solutions apply. Thus we focus on the discretization error resulting from the Dirac measure source terms. To do so, we study a simple model problem. We start by introducing Green's functionv 0 concentrated at x 0 [16] : 
the solution of the Dirac problem
is given by v = η ·v 0 . A straightforward computation shows thatv 0 and v are not
Therefore the term solution of (2.2) has to be defined in a careful way. Doing so, we follow an approach presented in [5, 32] and consider the solution v of (2.2) as an element of W
the weak formulation of (2.2) is given by find v ∈ W 
This finite element formulation is well defined because 
Here we use the inequality sign if we want to omit a generic constant on the right-hand side independent of h, but possibly depending on dist(x 0 , ∂B), dist(B, ∂Ω), the solution, and the order k of the finite element approximation. The relative position of x 0 with respect to the vertices of the mesh does not play a role, and Theorem 2.1 holds for any x 0 ∈ B, dist(x 0 , ∂B) > 0.
A similar result can be proved using the bounds presented in [32, Theorem 6.1]. Based on interior maximum norm estimates, pointwise error estimates for the numerical approximation of Green's function are derived. As a consequence of these results, one can prove for the finite element error e h of a Dirac problem with homogeneous Neumann boundary conditions the following estimates:
Since this estimate only holds in the interior, we cannot directly apply this result to obtain (2.5).
The proof is a simple consequence of the superposition principle, interior regularity results [37] , and the regularity assumption on u on Ω \ B. We note that our Downloaded 01/26/16 to 129.187.254.46. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php convexity assumption on Ω guarantees that u ∈ H 2 (Ω \ B) but higher regularity is not guaranteed from the smoothness of the right-hand side f . In the case of a reduced regularity of u, it stems from the corners of the domain and can be compensated, e.g., by energy corrected finite element methods [15] . Higher order estimates on smooth domains require the use of nonaffine element mappings and will be not considered here.
Outline of the proof.
In the rest of this section, we present an outline of the proof for Theorem 2.1. The a priori result (2.5) is proved by induction with respect to the approximation order k. From now on B s stands for a ball centered at x 0 having s > 0 as radius. We introduce a sequence of nested concentric balls B r l , l = 0, . . . , k, with
and B r k ⊂ B. Setting r l = (r l + r l−1 )/2, l = 0, . . . , k, with r −1 = 0, we obtain the following sequence of nonempty properly nested subdomains:
On each ball B r l suitable bounds for the
To do so, we define for l = 0, . . . , k a dual problem for the Poisson equation (2.2) and its finite element approximation v h ∈ V k h as follows:
where X Ω\Br l is the characteristic function of Ω \ B r l and 
where S h is a suitable interpolation operator onto V k h which will be specified in subsection 3.2. We apply to both terms on the right the Hölder inequality yielding the Downloaded 01/26/16 to 129.187.254.46. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php following bounds:
From (2.9) and (2.10) it follows that we have to derive suitable upper bounds of the four error terms occurring on the right. The upper bounds for the four terms will be provided in Lemmas 3.3, 3.5, 3.6, and 3.10, respectively.
Auxiliary results.
In this section, several technical results are provided which are important ingredients for the proof of Theorem 2.1.
Properties of the fundamental solution.
The upper bounds for the four terms on the right of (2.9) and (2.10) depend crucially on the properties of the weighted fundamental solution v = ηv 0 , solving (2.3). These properties also play an important role in the L ∞ -analysis of finite elements; see, e.g., [28, 34, 32] . We recall 
Upper bounds for second derivatives restricted to Ω \ B ch :
Upper bounds for third derivatives restricted to Ω \ B ch :
Proof. We consider only (3.1a), the remaining estimates are left to the reader. Without loss of generality, we assume that ch is sufficiently small such that η = 1 holds on B ch which yields, together with (2.1), [33] relies on suitably weighted Sobolov spaces; see also, e.g., [22, 24] .
Interpolation errors.
Considering the outline of the proof from subsection 2.2, we have to specify the interpolation operator:
Due to its local stability and approximation properties we choose an operator of 
and the stability estimate:
, we have the approximation bound 
Proof. Replacing S h by the nodal Lagrange interpolation operator, the proof of the approximation error in the weighted L 2 -norm can be found in [12 
Proof. Using the approximation property of S h and the Sobolev embedding
An interior regularity result [19, Theorem 8.10] , the H 2 -regularity of w l , and the fact that w l is harmonic within the ball B r l yields
which completes the proof.
Upper bounds for the finite element solution.
In the previous subsection, we provided estimates for the interpolation errors in (2.9) and (2.10). It still remains to estimate the terms in ∇(v − v h ). The L 2 -norm on Ω \ B r l can be easily bounded by Wahlbin-type arguments; see, e.g., [27, 37, 38] . 
Originally it is stated for solutions in H 1 (Ω) and its Galerkin approximations. However, it can be easily extended to our settings, i.e., H 1 (Ω \ B r 0 ). The approximation result (3.4c) and r l − r l−1 = O(1) yield (3.5).
We note that the regularity requirement v ∈ H k+1 (Ω \ B r l−1 ) in the proof of Lemma 3.6 is fulfilled by the solution v of the auxiliary problem (2.2).
In the rest of this section, we focus on the L 1 -error term. The main result will be provided in Lemma 3.10. We start with a global bound. The triangle inequality trivially yields 
where k denotes the polynomial order of the finite element approximation. Proof. We decompose Ω into B ch and Ω \ B ch , c ≥ 3, and have
The local stability (3.4b) of S h in combination with the local bound (3.1a) yield that the first summand is bounded by O(h) independently of k. The bound for the second term on the right depends on k. Setting in (3.4a) p = 1, m = 1, and n = 2 and n = 3 for k = 1 and k > 1, respectively, we find the required bound by using (3.2a) and (3.3a), respectively. Before we can bound the second term on the right of (3.6), we have to provide two technical results on weighted L 2 -norms. First, we consider a negative exponent in the weighting factor and restrict ourselves to d = 2. 
Proof. The main ingredient for the proof is the local bound 
For the first term, we apply the triangle inequality twice and use the local stability of S h with respect to different norms. We recall that since we have local L 1 -stability of ∇S h v, then (3.1a) guarantees, for d = 2,
Using this observation in combination with (3.1b) and the local L 2 -stability of S h , we find in terms of Lemma 3.2
Second we consider a positive exponent in the weighting factor depending on the space dimension. A crucial role for the proof of the next two lemma play weighted Wahlbin-type estimates. We refer to [37, 
Proof. We define a sequence of dyadic concentric balls B ρ l , ρ l = 2 l (ch), l ∈ N 0 , covering the domain Ω and fix c ∈ N sufficiently large. Then we have
where S l = B ρ l \ B ρ l−1 . In terms of ρ 0 ∈ O(h) and Lemma 3.2, we have
Associated with each l, we define a dual problem
By the Hölder inequality, we have
As we will see, the second factor on the right can be bounded by O( √ h). We use the weighted Wahlbin estimate 
will be decomposed into two terms. The first one is associated with B ρ l−2 , ρ −1 = ρ 0 /2, and we exploit that z l is harmonic on B ρ l−1 . Using the Hölder inequality and the approximation property (3.4a) we have
An interior regularity result for harmonic functions (see, e.g., [16, Chapter 2.2, Theorem 7]) in combination with a scaling argument and the H 2 -regularity of z l , we get
The bound for the second term relies on the H 2 -regularity and a trivial bound for
Now (3.12) results in the upper estimate
Observing l≥0 1 (2 1−2 ) l 1, we have, using (3.9) and (3.10),
By means of Lemma 3.9, we are now able to formulate an upper bound of the gradient error 
Proof. Lemma 3.7 and the triangle inequality (3.6) show that it is sufficient to study the term ∇( 
, where
In order to derive an upper bound for the weighted error r
we recall the weighted bound (3.8) and set α = d/2 + < (d + 1)/2. For k = 1, we set = 0 and apply Lemma 3.4 for l = 1 in combination with (3.2c) and Lemma 3.9. For k > 1 we fix 0 < < 1 2 and use Lemma 3.4 for l = 2 in combination with (3.3b) and Lemma 3.9.
Proof of the main result.
Considering the outline of the proof presented in section 2.2, we are now able to prove our main result formulated in Theorem 2.1 by the help of the auxiliary results which are given in section 3. The idea of the proof is to show Theorem 2.1 by induction. Due to (2.8), it remains to estimate the four terms on the right of (2.9) and (2.10). By Lemmas 3.5, 3.6, 3.10 and (3.4c) for m = 1, n = 2, p = 2, we find for the L 2 -error restricted to Ω\ B r l a recursive structure,
By Lemma 3.2 we have, for l = 0,
h 2 , and thus by induction it follows, for 2
Numerical results.
In this section, we illustrate our theoretical results by numerical examples and consider the boundary value problem (1.1) with
For the computation of the finite element approximation, we use the PDE framework DUNE [7] . The expression nco in the tables is an abbreviation for the numerical convergence order.
Single Dirac distribution (d = 2).
We choose f = 0 and q 0 = 0.5 and set the Dirichlet boundary values such that the exact solution is given by where x = (x 1 , x 2 ) T ∈ Ω and x 0 = (x 01 , x 02 ) T = (0.5, 0.5) T ; see Figure 1 . In the following, we consider the L 2 -error e R = u − u h L 2 (Ω\BR(x0)) for different radii R ∈ {0, 0.05, 0.1, 0.2} and different approximation orders k ∈ {1, 2}. In order to compute this error norm, we use an adaptive quadrature formula, defined on a finer submesh to guarantee an accurate error evaluation. We note that in the case R = 0 no second order convergence can be expected. Tables 1 and 2 show the numerical results for k = 1 and k = 2, respectively. In both cases, the theoretically obtained upper bounds hold for our numerical results. The theoretically predicted log factor in the case k = 1 is difficult to identify in numerics. We point out that in the preasymptotic range, i.e., R h, a reduced convergence rate is obtained. The smaller R is, the later the asymptotic range starts; see the bold marked rates in Tables 1 and 2 . For a mesh size h that is smaller than R the computed convergence rates are optimal. As expected from the well-known L 2 -analysis, the global error is qualitatively independent of k and only of order h.
Single Dirac distribution (d = 3).
We choose again f = 0 and q 0 = 1 and set the Dirichlet boundary values such that the exact solution is given by
, where r(x) = ( 
T ∈ Ω, and x 0 = (x 01 , x 02 , x 03 ) T = (0.5, 0.5, 0.5) T . In three dimensions the expected global L 2 -error decay is even of lower order compared to the two dimensional case; see, e.g., [33, Theorem 1] . However, our theoretical results for the error e R are independent of the space dimension. Table 3 shows the case k = 1 whereas Table 4 gives the results for k = 2. For R > 0, we observe the predicted quasi-optimal and optimal convergence order.
Multiple Dirac distributions.
In this subsection, we consider more than one Dirac measure, and we choose f (x, y) = 2π 2 sin (πx) sin (πy) .
Three Dirac measures are placed at x 0 ≈ (0.55, 0.55), x 1 ≈ (0.6, 0.4), x 2 ≈ (0.47, 0.52) weighted with q 0 = 0.25, q 1 = 0.1, q 2 = −0.2, and a uniform mesh is used; see Figure 2 . None of these points coincides with an edge or a node of an element. As before, the Dirichlet boundary values are chosen such that the exact solution can be computed by the superposition principle. Considering the numerical results in Table 5 the same convergence behavior as in the previous subsections, dealing with only one Dirac measure. The computation of the convergence order reveals a good agreement with Corollary 2.2.
Convergence on a circle.
From the coupling condition in (1.2), we can see that the mean valueū plays an important role. To obtain an accurate numerical approximation on Ω \ B R (x 0 ), we have to provide an accurate approximation ofū. It is obvious that |ū −ū h | u − u h L 2 (∂BR(x0)) , therefore we examine in this subsection the L 2 -error on a circle of radius R around x 0 , i.e., e h circ,R = u − u h L 2 (∂BR(x0)) . By this numerical study, we obtain some insight into the convergence behavior on a circle around the singularity. As parameters we choose Ω = (0, 1)
2 , x 0 = (0.5, 0.5), and R ∈ {0.15, 0.25, 0.35}. For the numerical solution, we use standard finite elements of order k = 1. The errors are shown in Figure 3 . We observe that for R ∈ {0.25, 0.35}, we have a convergence order of almost two from the very beginning on. This is not the case for R = 0.15. Here, the preasymptotic behavior can be observed, and the predicted asymptotic convergence order can only be seen on finer meshes. This effect is the same as in the previous numerical studies. We recall that our theoretical results hold provided that the mesh size h is smaller than the radius R. behavior on Ω \ B R (x 0 ) for R ∈ {0.05, 0.1, 0.15}. A comparison between the convergence rates reported in Tables 6 and 1 reveals that linear finite elements exhibit the same local convergence behavior for both problem settings. It can be observed that the preasymptotic range grows for a decreasing radius R.
