Abstract. Social networks have demonstrated in the last few years to be a powerful and flexible concept useful to represent and analyze data emerging from social interactions and social activities. The study of these networks can thus provide a deeper understanding of many emergent global phenomena. The amount of data available in the form of social networks is growing by the day. This poses many computational challenging problems for their analysis. In fact many analysis tools suitable to analyze small to medium sized networks are inefficient for large social networks. The computation of the betweenness centrality index (BC) is a well established method for network data analysis and it is also important as subroutine in more advanced algorithms, such as the Girvan-Newman method for graph partitioning.
Abstract. Social networks have demonstrated in the last few years to be a powerful and flexible concept useful to represent and analyze data emerging from social interactions and social activities. The study of these networks can thus provide a deeper understanding of many emergent global phenomena. The amount of data available in the form of social networks is growing by the day. This poses many computational challenging problems for their analysis. In fact many analysis tools suitable to analyze small to medium sized networks are inefficient for large social networks. The computation of the betweenness centrality index (BC) is a well established method for network data analysis and it is also important as subroutine in more advanced algorithms, such as the Girvan-Newman method for graph partitioning.
In this paper we present a novel approach for the computation of the betweenness centrality, which speeds up considerably Brandes' algorithm (the current state of the art) in the context of social networks. Our approach exploits the natural sparsity of the data to algebraically (and efficiently) determine the betweenness of those nodes forming trees (treenodes) in the social network. Moreover, for the residual network, which is often of much smaller size, we modify directly the Brandes' algorithm so that we can remove the nodes already processed and perform the computation of the shortest paths only for the residual nodes. We also give a fast sampling-based algorithm that computes an approximation of the betweenness centrality values of the residual network while returns the exact value for the tree-nodes. This algorithm improves in speed and precision over current state of the art approximation methods.
Tests conducted on a sample of publicly available large networks from the Stanford repository show that, for the exact algorithm, speed improvements of a factor ranging between 2 and 5 are possible on several such graphs, when the sparsity, measured by the ratio of tree-nodes to the total number of nodes, is in a medium range (30% to 50%). For some large networks from the Stanford repository and for a sample of social networks provided by Sistemi Territoriali with high sparsity (80% and above) tests show that our algorithm, named SPVB (for Shortest Path Vertex Betweenness), consistently runs between one and two orders of magnitude faster than the current state of the art exact algorithm.
and size of social networks have been consistently increasing over time, efficient algorithms have emerged to cope with this trend.
The fastest exact algorithm to date is due to Brandes [6] . It requires O(n+m) space and O(nm) time where n is the number of nodes and m the number of edges in the graph. For sparse graphs, where m = O(n), Brandes' method is a huge improvement over the naive direct method, however it is still quadratic in n, regardless of any other special feature the input graph may have.
In this paper we propose an evolution of the Brandes' algorithm, named SPVB (for Shortest Path Vertex Betweenness), which exploits some widespread topological characteristic of social networks to speed up the computation of the betweenness centrality index. We show that for nodes in the graph that belong to certain tree structures the beteenness value can be computed by a straightforward counting argument. The advantage of our approach is two-fold: on the one hand we do not need to count shortest paths for the subset of network nodes that have the required tree-structure, and, on the other hand, for the residual nodes we compute the shortest paths only between nodes belonging to the residual of the original graph, thus more efficiently. Our algorithm performance strictly depends on the number of nodes for which we can algebraically derive the betweenness. Therefore it works well in practice for social networks since we observed that such tree structures are quite frequent in the context of social networks where the number of edges of the graph is of the same order of magnitude of the number of nodes. Note, however, that SPVB still reduces to the Brandes' algorithm in a strict worst case scenario.
We have tested graphs with up to 500K nodes, which is a fair size for many applications. However in some applications (e.g. web graphs, telephone calls graphs) we face much larger graphs in the regions of millions of nodes, and we might want to trade off speed and precision in computing the Betweenness Centrality (BC). In this case approximating betweenness may be the strategy of choice. Thus we combine our algebraic computation with the sampling approach in [3] so to gain the benefits of both (see Section 6), obtaining the algorithm ASPVB (for Approximate Shortest Path Vertex Betweenness).
We tested our algorithm on a set of 18 social graphs of Sistemi Territoriali which is an ICT company with headquarters in Italy, specializing in Business Intelligence applications. These graphs coming from real applications are very large and very sparse, a property SPVB exploits to gain in efficiency. Compared to Brandes' method we can gain orders of magnitudes (between one and two) in terms of computation time. We also tested SPVB on a set of 16 social graphs from the Stanford Large Network Dataset Collection. We obtained marginal improvements on seven cases, speed ups by a factor from 2 to 6 in six cases, and speedups by orders of magnitude in two cases. At the best of our knowledge this approach is novel.
The paper is organized as follows. Section 2 gives a brief survey of related work, while section 3 gives key insights from Brandes' methods. In section 4 we describe our method in detail for exact computations. In Section 5 we give the experimental results for exact computations. In Section 6 we give the approximation algorithm and the corresponding experimental results.
Related work
Let G = (V, E) be the graph associated to a social network, we denote as: σ st the number of shortest paths starting from the node s and ending in t, σ st (v) the cardinality of the subset of geodesic paths from s to t passing through v. Betweenness centrality [13] measures, for a given vertex v, the fraction of all the possible shortest paths between pairs of nodes which pass through v. Formally betweenness centrality B(v) is defined as:
The practical application of centrality indices depends also on the scalability of the algorithm designed to compute them. Early exact algorithms have a complexity in the order of O(n 3 ) [17] , where n is the number of nodes. Thus the computation of betweenness by this direct approach becomes impractical for networks with just a few thousands nodes.
In 2001 Brandes [6] developed the asymptotically fastest exact algorithm to date, that exploits a recursive formula for computing partial betweenness indices efficiently. It requires O(n + m) space and O(nm) time where n is the number of nodes and m the number of edges in the graph. For sparse graphs, where m = O(n), Brandes' method is a huge improvement over the naive direct method, allowing to tackle graphs with tens of thousands of nodes.
Given the importance of the index, and the increasing size of networks to be analyzed, several strategies for scaling up the computation have been pursued. Algorithms for parallel models of computations have been developed (se e.g. [22] , [18] and [2] ).
A second strategy is to resort to approximations of the betweenness [8] . In [3] the authors describe an approximation algorithm based on adaptive sampling which reduces the number of shortest paths computations for vertices with high centrality. In [14] the authors present a framework that generalizes the Brandes' approach to approximate betweenness. In [25] the authors propose a definition of betweenness which takes into account paths up to a fixed length k.
Another important complexity reduction strategy was presented in [12] where ego-networks are used to approximate betweenness. A ego-network is a graph composed by a node, called ego, and by all the nodes, alters, connected to the ego. Thus if two nodes are not directly connected, there is only a possible alternative path which passes through the ego node. The authors have empirically shown over random generated networks that the betweenness of a node v is strongly correlated to that of the ego network associated to v.
In order to extend the use of betweenness centrality to a wider range of applications, many variants of this index were proposed in the literature. For example in [9] the betweenness definition is applied to dynamic graphs, while in [23] geodesic paths are replaced with random walks. Modularity properties of social networks are used in [10] to define a notion of Community Inbetweenness. In experiments this measure is shown to weakly correlate with standard BC for networks of high modularity.
In graphs that change dynamically or are built incrementally (e.g. in a streaming model) algorithms have been proposed that dynamically update the betweenness by detecting efficiently those nodes whose BC is affected by the graph update (see [16, 20] ).
In this paper we propose to use specific local structures abundant in many types of social graphs in order to speed up the exact computation of the betweenness index of each node by an adaptation of the exact algorithm due to Brandes. An approach that exploits special structures in social graphs is advocated also a paper by Puzis et al. [24] that appeared just after the preliminary conference version of this work [4] . In [24] R. Puzis et al. develop two algorithms for exact BC computation. The first algorithm is advantageous when many nodes that are structurally equivalent, that is when they have the same set of neighbors. In this case equivalent nodes can be contracted into a single node and a quotient graph is generated. The original Brandes' procedure is adapted to work on the quotient graph, while computing the BC relative to the original graph. Experiments in [24] show a speed up from 2 to 3 in several Autonomous Systems (AS) graphs, and from 2 to 6 in DBLP co-authors graphs. The second algorithm generates the biconnected components of the input graph, computes partial BC independently for each bi-connected, and then combines the results of the single components to produce the BC with respect to the original graph. Combining the two algorithms it is shown a speed from 2 to 7 in the set of AS-graphs. The edges of the treelike structures we exploit are bi-connected components of the input graph thus, our trees are a special case of the components considered in [24] , however the code we propose are much simpler than the algorithm in [24] , while attaining comparable speed ups in the tested as-graphs.
Background
In this section we give some key features of Brandes' algorithm, since it gives a background to our approach. This method is based on an accumulation technique where the betweenness of a node can be computed as the sum of the contributions of all the shortest paths starting from each node of the graph taken in turns. Given three nodes s, t, v ∈ V , Brandes introduces the notion of pair-dependency of s and t on v as the fraction of all the shortest paths from s to t through v over those from s to t:
The betweenness centrality of the node v is obtained as the sum of the pairdependency of each pair of nodes on v. To eliminate the direct computation of all the sums, Brandes introduces the dependency of a vertex s on v as:
Thus the betweenness centrality B, of node v is given by summing the dependencies from all source nodes:
Observation 1 If a node v is a predecessor of w in a shortest path starting in s, then v is a predecessor also in any other shortest path starting from s and passing through w [6] .
Arguing form the observation 1, equation 1 can be rewritten as a recursive formula:
where P s (w) is the set of direct predecessors of a certain node w in the shortest paths from s to w, encoded in a BFS (Breadth First Search) rooted DAG (Directed Acyclic Graph) form node s.
Our Algorithm: SPVB
Our algorithm algebraically computes the betweenness of nodes belonging to trees in the network obtained by iteratively removing nodes of degree 1. Afterwards we apply a modification of Brandes' algorithm [6] to compute the betweenness of the nodes in the residual graph. A first trivial observation is that nodes with a single neighbor can be only shortest paths endpoints, thus their betweenness is equal to zero. Thus we would like to remove these nodes from the graph. However, these nodes by their presence influence the betweenness of their (unique) neighbors. In fact, such neighbor v works as a bridge to connect the node to the rest of the graph and all the shortest paths to (from) this node pass through that unique neighbor. Our procedure computes the betweenness of a node v as the sum of the contribution of all nodes for which v is their unique direct neighbor.
Following this strategy, once the contribution of the nodes with degree 1 has been considered in the computation of the betweenness of their neighbors, they provide no more information, and can be virtually removed from the graph. The removal of the nodes with degree 1 from the graph, can cause that the degree of some other node becomes 1. Thus the previous considerations can be repeated on a new set of degree one nodes. When we iterate, however, we need also to record the number of nodes connected to each of the degree one nodes that were removed from the graph. This recursive procedure allows us to algebraically compute the betweenness of trees in the graph.
Algorithm formalization and description
We will assume the input G to be connected, in order to simplify the argument. If G is not connected, the argument can be repeated for each connected component separately. Let F be the set of nodes in G = (V, E) that can be removed by iteratively delete nodes of degree 1, and their adjacent edge. We call the nodes in F the tree-nodes. Let G = (V , E ) be the residual graph for the residuals set of node, with V = V \ F . The set F induces a forest in G, moreover the root of each tree T i of the forest is adjacent to a unique vertex in V . Each node in F is a root to a sub-tree. Let R G (w, F ) be the set of nodes of trees in F having w as their root-neighbor in G . The formula for the betweenness of node v ∈ V involves a summation over pairs of nodes s, t ∈ V . Thus we can split this summation into sub-summations involving different types of nodes, and provide different algorithms and formulae for each case. Tree-nodes. Let u be a node in F , and let v 1 , .., v k be the children of u in the tree T u , and let T vi , for i = 1, ..k, be the subtrees rooted at v i . When s and t are in the same subtree T vi , then there is only one shortest path connecting them completely in T vi and this path does not contain u, thus the contribution to B(u) is null. When s is in some tree T vi , and t is in the complement (V \ {u}) \ T vi , then each shortest path connecting them will contain u. Thus the contribution to the betweenness of u is given by the number of such pairs. We will compute such number of pairs incrementally interleaved with the computation of the set F by peeling away nodes of degree 1 from the graph. When at iteration j, we peel away node v i we have recursively computed the value of |T vi |, and also for the node u the value |R G (u, F j )| which is the sum of the sizes of trees T v h , for h ∈ [1, ..k], i = k already peeled away in previous iterations. The number of new pairs to be added to B(u) is:
This ensures that each pair (s,t) is counted only once. Finally observe that when both s and t are in V no shortest path between them will contain u therefore their contribution to B(u) is zero. Since the roles of s and t are symmetrical in the formula we need to multiply the final result by 2 in order to cont all pairs (s, t) correctly. The pseudocode for this procedure is shown in Section 4.2. See Figure 1 for an illustration. Residual graph nodes. Let u be a node in V , we will see how to modify Brandes' algorithm so that executing the modified version on the residual graph G (thus at a reduced computational cost), but actually computing the betweenness of the nodes in u ∈ V relative to the initial graph G. Brandes algorithm's inner loop works by computing from a fixed node s a BFS search DAG in the input graph, which is a rooted DAG (rooted at s), and by applying a structural induction from the sinks of the DAG towards the root as in formula (2). Subcase 1. If a node x ∈ V has R(x, F ) = ∅ the tree formed by R(x, F ) and x would be part of the BFS DAG in G having its source in V , however, since we run the algorithm on the reduced graph G , we need to account for the contribution of the trimmed trees to the structural recursive formula (2). The correction term for δ s• (x) is equal to |R G (x, F )| since each shortest path from s to y ∈ R G (x, F ) must contain x. Thus we obtain the new formula:
Note that in the development of the above formula R(s, F ) does not appear. Since no shortest path from s ∈ V to any t ∈ R(s, F ) may include a node u ∈ V , this subtree has zero contribution to δ s• (u). Subcase 2. Consider now a node x ∈ R(s, F ) as source for the BFS. In the computation of δ x• (u), for u ∈ V each shortest path from x to t ∈ R(s, F ) cannot contain u thus gives zero contribution. For t ∈ V \ R(s, F ), such shortest path would contain a shortest path from s, thus we have δ x• (u) = δ s• (u) for all x ∈ R(s, F ). In order to account for these contributions to B(u) it suffices to multiply the contribution δ s• by (1 + |R(s, F )|), obtaining:
Algorithm pseudo-code
In the following Algorithm 1 we show the pseudo-code for SPVB (Shortest-paths vertex betweenness) preprocessing, handling degree 1 nodes. For simplicity we assume G to be connected. For a disconnected graph G, the algorithm should be applied to each connected component separately. For a node v of degree 1 at a certain stage of the iteration, the vector p records the number of nodes in a subtree rooted at v (excluding the root). For any other node u, vector p records the sum of the sizes of subtrees rooted at children of that node that have been deleted in previous iterations.
SPVB:
Data: undirected unweighted graph G=(V,E) Result: the graph's node betweenness
Algorithm 1: Shortest-paths vertex betweenness
The modification of Brandes' algorithm does not change its asymptotic complexity, which however must be evaluated on the residual graph with n = |V | − |F | nodes and m = |E| − |F | edges, thus with a time complexity O(n m ). The complexity of the first part of SPVB is constant for each node in F , except for the operations needed to dynamically modify the graph G i in Algorithm 1 and maintain the set of degree-1 nodes. With standard dynamic dictionary data structure we have an overhead of O(log n) for each update operation.
Experiments
In order to evaluate the performance of our algorithm we run a set of experiments using both a collection of 18 graphs provided by Sistemi Territoriali (SisTer), which is an Italian ICT company involved in the field of data analysis for Business Intelligence and a collection of graphs downloaded from the Stanford Large Network Dataset Collection 3 . Since both SPVB and Brandes' compute the exact value of betweenness, we tested the correctness of the implementation by comparing the two output vectors. Here we report only on the the running time of the two algorithms. For our experiments we used a standard PC endowed with a 2.5 GHz Intel Core 2, 8Gb of RAM and Linux 2.6.37 operating system. The two algorithms were implemented in Java. In order to avoid possible biases in the running time evaluation due to the particular CPU architecture, we decided to implement the algorithm as a mono-processor sequential program. SisTer Collection. In Table 1 we report the graph id, the number of nodes and edges in the SisTer collection and the percentage of tree-nodes in each graph. Note that a very large percentage of the nodes can be dealt with algebraically by SPVB and the residual graph, on which we ran a modified Brandes', is quite small relative to the original size. Table 1 . SisTer Collection. For each graph it is listed the number of nodes, the number of edges, and the percentage of tree-nodes. The graphs need not be connected. Figure 2 compares the running time of our and Brandes' algorithms. On the x-axis we report the graph id, while on the y-axis we report in logarithmic scale the running time expressed in seconds. From Figure 2 it is possible to observe that SPVB is always more than one order of magnitude faster than the procedure of Brandes, sometimes even two orders of magnitude faster. For graph G1, with 233,377 nodes, for example, we were able to finish the computation within one hour while Brandes' needs approximately two days. For graph G6, with 169,059 nodes, we could complete in about 1 minute, compared to two days for Brandes. A notable result is shown also for graph G18 which is our biggest 4 5 6 7 8 9 10 11 12 13 14 15 16 17 Stanford Collection. We have selected a subset of graphs from the Stanford collection, using the following criteria. First the graphs have been ranked by number of nodes and we have selected representative graphs from as many categories as possible (Social networks, Communication Networks, Citation networks, Collaboration networks, Web graphs, Internet peer-to-peer networks, and Autonomous systems graphs). We have excluded graphs that because of their size would take more than one week of computing time. In Table ( 2) we have listed these graphs, their size in number of nodes and edges, and the percentage of tree-nodes, which is the most important parameter influencing the performance of our method. Each input graph was considered undirected. We decided a cut-off time of seven days. In order to measure the convergence of the two methods we collected also the partial output of the two algorithms every 24 hours of execution. In Table 3 the running time, expressed in seconds, of the two methods is shown, and the speed up factor. As it is expected the speed up factor is strongly correlated to the fraction of the tree-nodes in the graph. We notice a speed-up factor ranging from 2 to almost 6 when the ratio of tree-nodes to the total number of nodes is in the range 30% to 50%. Two large test graphs are quite noticeable. Graph Email-EuAll has a percentage of 80% of tree-nodes which is a value closer to those found in the SisTer collection, thus the speed up measured is at least 27 (since we stopped Brandes' after one week). That value is between one and two orders of magnitude, consistently with those measured in the SisTer collection. For the web-NotreDame graph, which is the largest graph in our sample of the Stanford collection, we estimate the convergence properties of the two algorithms as follows. SPVB has been run to completion (in about 9 days) in order to have the exact target solution vector. Also at fixed intervals each day we recorded the intermediate values of the betweenness vectors for both algorithms. For each vertex we compute the ratio of the intermediate value over the target value (setting 0/0 to value 1), and then we average over all the vertices. This measure is strongly biased by the fact that for leaves (nodes with degree 1) both Brandes and SPVB assign at initialization the correct value 0, thus in this case precision is attained by default. To avoid this bias we repeat the measurement by averaging only over those nodes with final value of betweenness greater than zero (see Figure 3 ). From Figure 3 we can appreciate that the average convergence rate is almost linear in both case, but the curve for SPVB has a much higher slope. After 7 days our algorithm reached about 75% of the target, against 10% of Brandes', by a linear extrapolation we can thus predict a speed up factor of about 8. 
Approximating Betweenness Centrality
In this section we show how we can combine our algebraic approach to computing BC with the approximation scheme in [3] , which is based on adaptive sampling.
First of all we notice that it is not possible in general to choose a random sample size for each data set that ensures a uniform relative error at each node. In [3] it is shown that with high probability, we can approximate the betweeenness B[v] of a node v in a graph of n nodes, up to a factor 1/ , with a number s of randomly chosen source nodes (from here referred as pivots), where s = s (B[v] , n, ). Since s depends also on the value B[v] we cannot hope to have a uniform approximation factor bound over all the nodes in the graph. For this reason, we select an uniform sample size function having as input only the number of nodes and we measure the resulting mean relative error in each experiment. Thus we select a fixed value s = √ n, and we measure empirically the mean relative error against the exact value 4 . The BC value of tree-nodes is known exactly and their contribution to the BC value of other nodes can be attributed to the root of the tree, therefore we restrict the sampling on the nodes in the residual graph. Also the shortest path computations are done in the residual graph. Note however that the expansion factor used to estimate the BC is referred to the size of the original graph. The pseudocode of the combined approach is shown in Algorithms 3, 4, and 5.
Approximate Algorithm Pseudo Code
In the following Algorithm 3 we show the pseudo-code for ASPVB (Approximate Shortest-paths vertex betweenness) preprocessing. For the sake of clarity we consider G to be connected. For disconnected graphs the same procedure should be applied to each component.
The algorithm takes as input an undirected graph G = (V, E) and returns the approximate betweenness value for each node of the graph. Since the algebraic computation is the same of the exact algorithm, for nodes whose betweenness is algebraically computed the returned value is exact.
In Algorithm 4 we show our approximate algorithm for the residual graph. We compute the betweenness of the nodes in each path starting from a generic node s as if we were considering the path in the whole graph (see lines 1 and 2 in Algorithm 4). This is because we need to consider the contribution of the node within the whole graph when computing its approximate value. We maintain update an auxiliary structure (see line 3 in Algorithm 4) with the weight of each node in the shortest path from s for all the nodes connected to the residual graph through s. This value will be used in case of exact computation (see line 1 in Algorithm 5) to return the exact value of each node. As in [3] , the computation of the approximate betweenness is the sum of the contributions due to the pivots times √ n.
Experimental results on approximating betweenness
In Tables 4 and 5 we report quality (measured by the mean relative error) vs. time measurements over ten runs of our approximation algorithm and the ASPVB: Data: unweighted graph G=(V,E) Result: the graph's node approximate betweenness
stores the algebraic computation of the degree one nodes */ 
// S returns vertices in order of non-increasing distance from s while S not empty do pop w← S; Approximate betweenness AB, the betweenness value depending on nodes not in the residual graph ABs, the algebraic betweenness computation c0, the number of nodes in the original graph, n the number of pivot, max the number of nodes in the residual graph, nr Result: the graph's node approximate betweenness Table 5 . Running time (in seconds) of the two approximate methods over selected Sister Collection graphs, their mean relative error and their ratio (speed up factor). Each value is the mean of 10 runs with different random samples. For G2 the sample size is the residual graph size, thus the computation is exact.
original scheme in [3] , where both algorithms are executed with the same number of samples.
We notice that almost always on the graphs from the Stanford repository our combined approximations scheme gains against [3] in quality (reducing the mean relative error), even with a low percentage of tree-nodes. We also gain in speed by a factor between 3.5 and 1.7 for graphs with a large percentage of treenodes. The speedup factor is not as high as in the exact case since the uniform sampling size (same number of sources) eliminates one of the gain factors we have in the exact case. For the Sister Collection, due to the very high sparsity we gain substantially in speed (by a factor 3 or larger), and the error is reduced (often by an order of magnitude) in 14 tests over 18. In two cases, G6 and G13, the speed up effect is large, but the quality measure is worse. This is due to the fact that the sample size is smaller but close to the the residual graph size, thus the final scaling factor introduces a small bias. However in such cases the exact algorithm of Section 4, should be run, as there is no time gain in resorting to the approximated version.
Conclusions
Brandes' algorithm for computing betweenness centrality in a graph is a key breakthrough beyond the naive cubic method that computes explicitly the shortest paths in a graph. However, it is not able to exploit possible additional locally sparse features of the input graph to speed up further the computation on large graphs. In this work we show that combining exact algebraic determination of betweenness centrality for some tree-like sub-graphs of the input graph, with a modified Brands' procedure on the residual graph we can gain orders of magnitudes (between one and two) in terms of computation time for very sparse graphs, and a good factor from 2 to 5, in moderately sparse graphs. Also in the approximate setting combining the algebraic technique with an adaptive sampling our experiments show gains in speed and/or precision over state of the art approximate algorithms. At the best of our knowledge this approach is novel. Among the graphs tested in this paper, we did not find a significant number of tree-nodes only in author collaboration graphs and citation graphs, while for the other categories we found a significant number of tree-nodes. We thus conjecture that this feature is common enough in a range of social networks so to make the application of our method an interesting option when exact or approximate betweenness is to be computed.
As future work we plan to explore further this approach by determining other classes of subgraphs (besides trees) in which we can gain by the direct algebraic determination of the betweenness. Moreover the impact of our approach combined with other approximation schemes will be investigated.
