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Abstract
In order to satisfy safety conditions, a reinforcement learned (RL) agent may
be constrained from acting freely, e.g., to prevent trajectories that might cause
unwanted behavior or physical damage in a robot. We propose a general frame-
work for augmenting a Markov decision process (MDP) with constraints that are
described in formal languages over sequences of MDP states and agent actions.
Constraint enforcement is implemented by filtering the allowed action set or by
applying potential-based reward shaping to implement hard and soft constraint
enforcement, respectively. We instantiate this framework using deterministic finite
automata to encode constraints and propose methods of augmenting MDP obser-
vations with the state of the constraint automaton for learning. We empirically
evaluate these methods with a variety of constraints by training Deep Q Networks
in Atari games as well as Proximal Policy Optimization in MuJoCo environments.
We experimentally find that our approaches are effective in significantly reducing
or eliminating constraint violations with either minimal negative or, depending on
the constraint, a clear positive impact on final performance.
1 Introduction
The ability to impose safety constraints on an agent is a key requirement for the deployment of
reinforcement learning (RL) systems to unconstrained real-world environments [4]. Controllers
that are derived mathematically typically rely on agent behavior remaining within a pre-defined
“envelope of safety” and fully a priori analysis in order to guarantee safe operation [5]. This approach
limits controllers to trajectories that are sufficiently simple to remain within pre-defined operational
limits. Alternatively, reinforcement learned controllers are free to learn control trajectories that
better suit their tasks and goals, but verifying their safety properties can be difficult and there is
no obvious method of constraining the learning process to ensure it does not result in an unsafe
controller. A variety of existing approaches to safety exist, but almost all focus on modifying the
agent’s optimization or exploration to be safer [19]. These safety advances have been separate from
much of the rapid progress that has been made in deep reinforcement learning. In contrast, we ask:
What if we could analyze the safety properties of an environment itself a priori, entirely agnostic
to the properties of the learning algorithm or learned agent? By wrapping a base environment in
constraints, the set of possible solutions to the learning problem can be modified, guiding a general-
purpose RL algorithm to learn to avoid safety constraint violations and still maximize performance in
the base environment.
Rather than trying to specify properties of the controller and then verify its safety, we introduce a
general a priori method of adding constraints, specified in a formal language, to the Markov decision
process itself. These constraints can be hard or soft, depending on the criticality of the constraint,
and can be defined on any sequence of MDP states and agent actions for which a formal language
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can be specified. Further, these constraints can be used with any reinforcement learning system that
operates in the Markov decision process setting.
A significant advantage of specifying constraints using formal languages is that they already form a
well-developed basis for engineering components of safety-critical systems [26, 14, 32, 6] and we can
exploit those constraints further for safe reinforcement learning. Moreover, the recognition problem
for many classes of formal language imposes modest computational requirements which has made
them suitable for efficient runtime verification [13] and which we exploit to incorporate them into
training and deployment of MDPs.
Our constraints have two varieties: hard constraints, used when a safety condition must not be
violated for any reason, and soft constraints, in the case that violations are discouraged, but are
allowed if it leads to great enough reward. We employ separate mechanisms in each case to train an
agent that respects each type of constraint without unduly negatively impacting performance.
Our main contribution is the introduction of a method of applying formal language constraints to
learning Markov decision processes over MDP state and action sequences. We discuss a variety of
methods for augmenting MDP state, discuss strategies for reward shaping with soft constraints, and
how hard constraints are accommodated through action shaping, which limits action choices during
training to those that meet constraints. We experimentally validate these methods by applying example
constraints, based on action sequences and/or MDP states, to Atari and MuJoCo environments and
then report on learning, returns, and constraint violations made by standard model-free deep RL
algorithms.
The remainder of this work is organized as follows. Section 2 describes our formal language constraint
framework. Section 3 presents our experimental setup and results. Finally, we present related work in
Section 4 and future work in Section 5.
2 Formal Language Constraint Framework
A formal language constraint C ⊂ (S × A)∗ is defined as a set of prohibited trajectories,
sequences of states and actions over S × A. We call an MDP augmented by formal lan-
guage constraints a “Constraint Augmented MDP” (CAMDP), defined by a 6-tuple M ′ =
(M,D, ftl,SAug ,RShape,AShape), where M is the base MDP and D is the set of recognizers
that encode the constraint languages whose accepting states imply a constraint violation. ftl is a
set of translation functions (one for each recognizer in D) that is evaluated at each MDP time step
and outputs a token to be input into the associated recognizer in D. Translation functions implicitly
operate on prefixes of trajectories through the MDP state space and abstract the action and MDP
state to reflect equivalence classes that are discriminated by recognizers. The last three elements
are functions of the recognizer state: SAug : D × S → S′ is a function that augments the MDP
state with information about the recognizer state, RShape : D × R→ R performs reward shaping in
the case of a soft constraint, and AShape : D × A → A′ restricts the available actions to prevent
constraint violations in the case of a hard constraint.
This framework interacts with the MDP in a simple loop (Figure 1(a)). At time step t, the MDP state
and agent’s selected action are passed to the translation layer, ftl, and the output token is fed into the
recognizer, D. Then, the recognizer’s state is used to compute reward shaping for the return with
RShape at time t, and the allowed action set with AShape and state augmentation with SAug for
time step t+ 1.
2.1 Recognizer
D includes a recognizer for each constraint. Using multiple constraints simplifies their expression by
allowing them to focus on individual components of the state or action space (e.g., a constraint on the
behaviour of each joint). The framework’s only major assumption about the recognizers is that they
define some meaningful state that may be used as input to SAug , AShape , and RShape .
Our implementation of the framework uses a deterministic finite automaton (DFA) as the recognizer
for each constraint, defined as (Q,Σ, δ, q0, F ), where Q is the finite set of the DFA’s states, Σ is the
alphabet over which the constraints are defined, δ : Q × A → Q is the DFA’s transition function,
q0 ∈ Q is the DFA’s start state, and F ⊂ Q is the set of accepting states which represent constraint
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Figure 1: (a) Illustration of the formal language constraint framework operating through time. In the
same way state is carried forward through time by the MDP, it’s also propagated by the translation
layer, ftl, and the recognizer, D. (b) No-1D-dithering constraint: .∗ (` r)2
violations. The DFA is advanced at each time step with the output of the translation layer and, after
reaching an accepting state, is reset to the initial state.
Although we’ve chosen to use DFAs as a relatively simple recognizer, the other parts of our instanti-
ation of the framework can be easily modified to work with automata which encode richer formal
languages, e.g., pushdown automata or hybrid automata. Further, real-valued or continuous-time
actions and states may be discretized with ftl in order to be used with the formal language framework.
Restricting constraints to being encoded in discrete, finite languages may be awkward for some
classes of constraint, but this can be ameliorated by a more sophisticated translation function.
2.2 Translation Layer
Formal languages are straightforward to define over discrete, finite sets of actions and MDP states,
but less so when working with continuous or infinite spaces. The translation layer can be any function
that accepts inputs of the MDP state and agent action at each time step, and outputs a token in the
discrete, finite language of the associated recognizer.
Our implementation of the framework uses the following translation functions. In Atari, the output
token is the passed-through action input, which we chose because each action set is small and we only
define constraints on action sequences in the Atari environments. In MuJoCo, since the constraints
are defined per joint, the translation layer discretizes the joint torques by sign or by magnitude and
assigns all values beyond a pre-defined range to a single token to make the space finite. The Reacher
environment uses a similar state space discretization of the distance from the goal state.
2.3 Hard Constraints and Action Shaping
When safety constraints are strict, the set of available actions in the MDP is modified to ensure a
constraint violation cannot occur. AShape is a function of the automaton state that removes actions
from the available action set that, if executed, would move the recognizer into an accepting state. If
the constraint is not strict, AShape can be the identity function. Because this enforcement mechanism
requires knowledge of which actions will or will not set the agent and MDP on a violating trajectory,
AShape may only be applied when the dependence of violations on MDP state is well-defined. For
example, when violations are independent of state as in purely action based constraints.
Our implementation of the framework initially allows the agent to freely choose its action, but before
finalizing that choice, simulates stepping the DFA with the resulting token from the translation layer
and, if that lookahead action choice would move it into a violating state, it moves to the next best
choice until a non-violating action is found. If none is found (which is impossible for the constraints
we evaluate), the episode is terminated immediately. In our experiments, we refer to this approach
as constraint enforcement (ce). The application of ce during training is called action shaping
(in contrast with reward shaping for training policies with soft constraints). Applying ce during
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deployment, or testing, guarantees the lack of constraint violations even if the trained MDP may
exhibit them.
2.4 Soft Constraints and Reward Shaping
Reward shaping is used at training time to implement soft constraints. One of two mechanisms may
be employed. The first is sparse reward shaping, in which the MDP reward signal is only modified
when the constraint is violated. The second is dense reward shaping, which applies shaping at every
time step according to the function RShape(rt, dt−1, dt) = r + γΦ(dt)− Φ(dt−1), where dt is the
recognizer state at time t and Φ is a function that decreases as the recognizer state moves closer to a
violation. This has the general form of a potential-based shaping function, which facilitates learning
by acting as a dense feedback signal without changing the optimality or near-optimality of policies
learned in the CAMDP M ′ relative to the MDP M [40]. However, the optimal policy in the CAMDP
should trade off minimizing violations and maximizing reward, so we modify this reward shaping
scheme such that, after a constraint violation, no reward is re-gained from the recognizer being reset.
This results in a mechanism we call pseudo-potential based shaping, which modifies the optimal
policy to reflect the constraints.
One implementation of the potential function Φ is the product of the a priori selected value of violating
the constraint and an estimate of the probability the constraint will be violated by the end of the episode.
We estimate Φ with two counters attached to each automaton state: Φ(dt) = rc ∗
violations(dt)
visits(dt)
,
where rc is the value assigned to the constraint, violations counts the number of times the constraint
has been violated after visiting dt, and visits counts the total number of times dt has been visited.
This allows reward shaping to dynamically adjust the value of each DFA state according to how close
the agent is to a constraint violation, but are updated only after each episode to ensure Φ is stationary.
2.5 State Augmentation
Input: CAMDP M ′ , policy pi
Reset MDP M to get initial state s0
Reset recognizer D to get initial state d0
repeat
Filter available action set to get
A′t = AShape(dt−1)
Choose action from available set with
at = argmaxa∈A′t pi(a | st−1)
Advance MDP st, rt = M(at)
Update D with dt = D(ftl(st, at))
Augment state st = SAug(s,D)
Shape reward rt = RShape(r,D)
Train agent with modified reward and state
until episode terminates
Algorithm 1: Applying formal language con-
straints to RL training loop over an episode
As part of the framework, we propose augment-
ing MDP state observations that the agent uses
to choose actions with the state of the recog-
nizer. This allows the agent to learn how to
avoid constraint violations as part of learning
how to maximize return. We describe a variety
of approaches to SAug in Section 3.1, how they
were applied in each Atari and MuJoCo environ-
ment in Section 3.3, and find that each of these
methods is appropriate in a different setting in
Section 3.4.
2.6 Algorithm
Algorithm 1 implements the basic reinforcement
learning training loop with a Constraint Aug-
mented MDP. Implementing AShape can be
done via constraint enforcement by simply sim-
ulating the chosen action in D and checking for
a violation, requesting the agent’s second-choice action if there is one. Thus, the increase in time
complexity of our algorithm over non-constrained RL depends on this and on the time required to
compute ftl, SAug , and RShape.
3 Experimental Evaluation
We present experiments aimed at evaluating instantiations of the proposed framework that help to
answer the following research questions:
(RQ1) What methods are most effective in minimizing constraint violations and achieving high
reward?
(RQ2) Can final performance in the MDP be enhanced by simple constraints?
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We address these questions with experiments using the following state augmentations, constraints,
and environments.
3.1 State Augmentation Methods
We developed three variants of the framework’s SAug function. One-hot DFA state encoding
concatenates a one-hot representation of the DFA state at time t to the state representation. Action
history concatenates the last k agent actions from time t− k to time t in a one-hot encoding to the
state representation (in our experiments, we set k = 10). Finally, in DFA state embedding, we
augment with an embedding of the DFA state learned a priori by node2vec [24]. We directly applied
node2vec’s standard random walk with d = 3, and performed 200 iterations of 200 random walks
of each DFA, each of length 80. Our context window size was 5, and our random walks were a
combination of BFS and DFS, setting p = q = 1.
3.2 Constraints
We evaluated our implementation of the framework on two families of constraints.
No-dithering: A no-dithering constraint prohibits movements in small, tight patterns that cover
very small areas. For Atari environments, in one dimension, we define no-1D-dithering as having a
violation as .∗ (` r)2, i.e., never move left then right then left then right; here “.∗” is any sequence over
actions from A. The automaton encoding this constraint is depicted in Figure 1(b). In environments
with two dimensional action spaces, such as Atari Seaquest, we generalize this to no-2D-dithering,
which extends to vertical and diagonal moves and constrains actions that take the agent back to where
it started in at most four steps.2 In MuJoCo environments, the constraint is applied per joint and the
translation layer maps negative and positive-valued actions to ‘`’ and ‘r’, respectively.
No-overactuating: In general, a no-overactuating constraint prohibits repeated movements in the
same direction over a long period of time. In Atari environments, in one dimension, a violation is
.∗ (`4 ∪ r4), i.e., never move left four times in a row or right four times in a row. In two dimensions,
this is extended to include vertical move groups: .∗ (L4 ∪ R4 ∪ U4 ∪D4). Each of left (L), right
(R), up (U ) and down (D) groups contains the primary direction it’s named after and diagonal moves
that contain the primary direction, e.g., L = ` ∪ `+u ∪ `+d, where “`+u” is the atomic left-up
diagonal action. In MuJoCo environments, overactuation is modelled as occurring when the sum of
the magnitudes of joint actuations exceeds a threshold. This requires the translation layer to discretize
the magnitude in order to set up a DFA that calculates an approximate sum. The MDP state-based
version is called dynamic actuation, which sets the constraint threshold dynamically based on a
discretized distance from a goal state.
3.3 Environments and Experiments
We evaluated the framework on these augmentations and constraints in three Atari environments and
two MuJoCo environments.3
3.3.1 Atari
We focused on three Atari games: Breakout, Space Invaders, and Seaquest [8], which have diverse
action spaces and high-reward game play strategies. For each game we considered the two generic
constraints described in Section 3.2. Each constraint is applicable to each of the games. The Atari
environments used no translation layer other than to pass the action directly as the token to the
recognizer DFA. Deep Q networks were used for action selection and identical in architecture to
[37] except for concatenating the output a learned linear function of SAug to the output of the final
convolutional layer. There are two main sets of Atari experiments, a sparse soft constraint with
varied4 reward shaping per constraint violation (Table 1), and a hard constraint (Table 2). In the hard
constraint experiments, non-baseline approaches were trained via action shaping, where an action
2The regex describing this constraint is 7320 characters long and is thus omitted.
3Code can be found at https://github.com/neurips2019submission/
Formal-Language-Constraints-for-Markov-Decision-Processes
4We tested shaping penalty values rc ∈ {−1,−10,−100,−1000}. Results for rc = −10 are reported in
Table 1; other results are in supplementary material.
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Table 1: Per-episode rewards for Atari environments and soft constraints with reward shaping
rc = −10
Reward Shaping (Violation Penalty rc = −10)
Environments Constraints Baseline Shaping Only State Augmentationaction history dfa one-hot dfa embedding
rewards violations rewards violations rewards violations rewards violations rewards violations
Breakout Actuation 27.06± 12.38 60.82± 336.80 24.23± 12.88 4.85± 36.28 17.86± 9.11 4.55± 49.06 21.27± 9.59 0.23± 0.48 19.36± 8.98 2.97± 106.78Dithering 27.97± 13.09 68.37± 532.01 25.54± 12.46 0.27± 0.50 26.99± 12.58 0.20± 0.43 26.45± 11.87 0.15± 0.37 27.45± 12.80 0.18± 0.41
Space Invader Actuation 248.76± 124.82 99.36± 53.49 266.62± 105.53 16.81± 15.34 234.50± 122.84 6.18± 5.67 248.44± 123.18 0.64± 0.91 308.48± 144.38 1.08± 1.28Dithering 274.73± 175.72 3.39± 3.27 246.56± 144.70 2.18± 1.89 271.08± 182.96 0.76± 0.99 251.66± 137.83 0.33± 0.59 309.72± 168.20 0.33± 0.59
Seaquest Actuation 940.43± 691.40 57.69± 37.79 1389.10± 845.49 14.56± 11.80 1589.61± 685.61 4.67± 3.71 1474.23± 680.18 0.75± 1.24 1643.71± 697.86 12.03± 9.952d-dithering 1307.50± 936.24 6.13± 5.70 632.90± 803.84 3.45± 3.83 1456.64± 689.19 1.29± 1.30 1310.88± 874.82 0.93± 1.10 1032.56± 808.08 2.06± 1.90
chosen during training is tested for a constraint violation before applied to the environment. If a
violation occurs, the action is changed via constraint enforcement (ce) to the agent’s highest-scoring
action choice that does not violate the constraint. All agents except Baseline were trained this way
(action shaping only; no reward shaping). Table 2 presents results both where ce is applied and not
applied during testing.
Our loss function and optimizer were mean absolute error and Adam with a learning rate of 2.5×10−4.
Our discount future reward γ = 0.99 and we used -greedy as an exploration policy with  decreasing
from 1 to 0.1 over 10M steps. We set the experience replay memory limit to 1M samples. Every state
of the game was represented with 4 frames. We trained the network with random mini-batches of
size 32 from the replay memory at every 4 steps. The target network was updated every 10K steps.
For each approach of Section 3.1 and our baseline methods, we trained the agent for 10M steps for
10 different training seeds. We tested each of our 10 trained agents for 10 different test seeds. Each
test case includes 100 game episodes running to completion.
3.3.2 MuJoCo
We ran another set of experiments on two MuJoCo environments: Reacher with the overactuation and
MDP state-based dynamic overactuation constraints, and HalfCheetah with the dithering constraint [9].
The unmodified OpenAI Baselines [15] implementation of Proximal Policy Optimization [44] was
used for action selection, except for state augmentation concatenated with the network input. The
only state augmentation tested was dfa one-hot and the only tested constraint was the dense soft
constraint discussed in Section 2.4 with reward shaping value rc ∈ {0,−1,−10,−100,−1000}.
Training took place over 1M steps and was repeated with 20 seeds. Final results were calculated as
the mean of the 100 episodes with greatest total reward, as done in the OpenAI Baselines library.
Both constraints were applied to each joint, so there were two instances of the no-overactuating
constraint applied to Reacher and six of the no-dithering constraint applied to HalfCheetah. The
translation layer for Reacher calculated an approximate sum of the action magnitudes by discretizing
each action in increments of 0.2 into 15 tokens (the first for 0 to 0.2, the second for 0.2 to 0.4,
etc.) and assigning all action values with magnitude greater than 3 to a special token. Then, the
threshold for violating the overactuation constraint was set to 0.8 over three time steps. A similar
state space discretization was calculated using the Euclidean distance from the goal state for the
dynamic actuation constraint. The translation layer for HalfCheetah discretized the space of actions
into positive ‘r’ and negative ‘`’ tokens, with 0 assigned arbitrarily to negative. Then, the same no-1D
dithering constraint as in Atari is applied.
3.4 Results and Analysis
3.4.1 Research Question 1
Tables 1 and 2 present average numbers of rewards and violations per test episode. Every instance in
Table 1 is trained with reward shaping for soft constraints and trained with action shaping for hard
constraints in Table 2. In each table, “baseline” denotes performance of an agent trained without any
state augmentation or (reward or action) shaping, i.e., the same approach as [37], and all other names
are identical to those presented in Section 3.1. Each value is combined with an error term indicating
one standard deviation, and a “−” means there were no violations due to constraint enforcement (ce)
during testing. Boldface numbers on a gray background indicate the best values for that row.
When using reward shaping for soft constraints with a reward shaping penalty of −10, dfa one-hot
always had the minimum number of violations, particularly over shaping only and baseline. Further,
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Table 2: Per-episode rewards and violations for Atari environments and hard constraints trained with
action shaping. Results are presented with and without hard constraint enforcement (ce) applied at
test time.
Action Shaping
Environments Constraints Baseline Shaping Only State Augmentationaction history dfa one-hot dfa embedding
rewards violations rewards violations rewards violations rewards violations rewards violations
Breakout
Actuation 27.06± 12.38 60.82± 336.80 22.06± 12.83 1484.88± 4932.09 20.66± 9.41 43.19± 194.62 22.82± 11.66 51.76± 602.77 22.36± 11.81 21.58± 67.12
Actuation w/ce 22.73± 11.88 - 22.62± 12.69 - 22.43± 9.84 - 24.90± 10.30 - 24.72± 11.33 -
Dithering 27.97± 13.09 68.37± 532.01 27.03± 11.54 1.77± 2.06 21.97± 8.71 16.36± 236.86 20.80± 12.22 0.57± 9.63 24.11± 12.28 10.54± 198.08
Dithering w/ce 27.71± 12.74 - 25.93± 11.03 - 22.07± 8.89 - 20.88± 12.30 - 23.31± 11.26 -
Space Invader
Actuation 248.76± 124.82 99.36± 53.49 222.93± 112.38 103.86± 47.35 224.97± 127.06 64.07± 34.94 256.70± 130.76 34.10± 18.01 206.80± 117.66 64.21± 25.88
Actuation w/ce 254.06± 147.98 - 254.41± 132.52 - 244.41± 137.48 - 280.87± 164.63 - 231.11± 129.75 -
Dithering 274.73± 175.72 3.39± 3.27 250.62± 138.48 2.73± 2.18 298.70± 169.49 2.96± 2.81 280.42± 166.95 7.15± 7.51 218.02± 107.24 1.88± 1.94
Dithering w/ce 223.81± 113.50 - 240.20± 127.94 - 299.05± 169.60 - 260.34± 145.54 - 217.96± 110.42 -
Seaquest
Actuation 940.43± 691.40 57.69± 37.79 980.31± 539.36 31.96± 18.48 1098.78± 532.28 42.10± 27.86 1154.45± 753.72 25.44± 21.70 900.82± 532.79 50.37± 39.90
Actuation w/ce 982.71± 737.38 - 980.89± 551.03 - 1093.44± 520.48 - 1199.64± 753.53 - 953.22± 595.25 -
2d-Dithering 1307.50± 936.24 6.13± 5.70 909.67± 471.31 10.40± 8.97 1394.83± 737.04 9.91± 7.43 1462.38± 831.41 19.24± 17.19 860.70± 550.56 7.13± 6.16
2d-Dithering w/ce 1276.26± 917.37 - 998.90± 491.18 - 1443.19± 724.14 - 1526.45± 845.42 - 917.83± 572.07 -
Table 3: Mean per-episode MuJoCo rewards and violations with soft constraints. Top row displays
the reward shaping value rc.
Environment Constraint Baseline
Reward Shaping Value
0 −1 −10 −100 −1000
rewards violations rewards violations rewards violations rewards violations rewards violations rewards violations
Half cheetah dithering 1555.30± 27.42 82.84± 6.26 1458.68± 32.23 80.57± 5.74 2054.84± 451.78 73.06± 13.37 2524.10± 436.68 62.31± 11.25 1495.21± 165.21 43.27± 10.21 639.00± 30.38 16.73± 6.70
Reacher actuation −6.55± 0.94 0.61± 0.06 −6.28± 0.51 0.59± 0.04 −6.55± 0.98 0.02± 0.03 −5.28± 0.22 0.00± 0.00 −8.36± 0.40 0.00± 0.00 −13.44± 0.61 0.00± 0.00dynamic actuation 0.00± 0.00 −5.93± 1.67 0.00± 0.00 −5.69± 1.02 0.00± 0.00 −5.53± 1.32 0.00± 0.00 −4.75± 0.88 0.00± 0.00 −11.40± 0.61 0.00± 0.00
except for the Breakout environment, there was always a state-augmented approach (typically dfa
embedding) with maximum reward. Table 3 shows a similar result for MuJoCo. Thus, we conclude
that shaping plus state augmentation can effectively reduce constraint violations while yielding good
reward performance.
When using action shaping for hard constraints, if no ce is used at test time, there was always at
least one state-augmented approach that was better than shaping only in terms of violations, and,
on all tests except Seaquest/2d-Dithering, better than baseline. Further, in environments other than
Breakout, there was always a state-augmented method with better rewards as than both shaping only
and baseline. With ce applied at test time, except for Breakout/Dithering, there was always at least
one state-augmented approach with better rewards than baseline and shaping only. Thus, we conclude
that the application of both state augmentation and action shaping can effectively reduce constraint
violations while improving (or at least not significantly negatively impacting) total reward.
3.4.2 Research Question 2
Separate from the overall effect of constraints on rewards and violations, we are interested in whether
the application of constraints can enhance performance in the MDP, regardless of constraint violations.
Both Tables 1 and 2 show that, while training in the presence of constraints in Breakout does not tend
to improve rewards, training with hard or soft constraints with shaping and state augmentation clearly
does boost rewards in Space Invader and Seaquest. The use of these constraints during training
seems to encourage exploration of better policies, we speculate by limiting exploration of ineffective
policies. For example, moving in a tight pattern and ending up where one started is often not a good
policy for Seaquest game play. Since this is prohibited by no-2D-dithering, arguably this constraint is
forcing the agent to explore alternatives, and hence discover better policies.
The constraints also clearly improved performance in the MuJoCo environments, seen in Table 3.
Here, we examine different choices of reward shaping value and find that, in all cases, there is a
medium value that is large enough to have an effect, but not so large that it radically changes the
underlying reward function. The zero-valued reward shaping trials act as an ablation study where
the augmentation is present, but without reward shaping. Results show that, although adding only
augmentation produces mixed results (helpful for Reacher and unhelpful for HalfCheetah), using
both reward shaping and augmentation clearly improves performance. Interestingly, performance is
still enhanced over zero shaping when using the dynamic actuation constraint, even though no agent
is violating the constraint by the end of training. We interpret this as evidence that the constraints
influence the exploration process as training proceeds.
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4 Related Work
Previous work in safety in reinforcement learning falls under two general categories; some work
incorporates safety with a modified optimality criterion, while others modify the exploration process
to avoid undesirable situations [19].
Optimality Criterion Broadly, these works change the optimization objective to incorporate
safety in some way, including optimizing to maximize worst-case performance [20, 41, 45]. Others
introduce a risk function and optimize the linear combination of risk and return [43, 22], and still
others modify the criterion to optimize reward subject to constraints, often on the allowed variance of
the return [38, 30, 12, 2]. Our model of enforcing soft constraints with reward shaping resembles
these methods, though we modify the MDP directly rather than the learner’s optimality criterion.
Exploration Process Here, external information is provided during exploration to enhance safety,
including using prior knowledge to initialize training [16, 17] and the use of examples to learn a model
for safe off policy-learning, instead of random exploration [1, 46]. Others harness a teacher, either a
human or an automated controller, available during exploration for guidance [18, 23, 47, 42, 31, 48].
Our method uses external information during exploration and is most similar to the usage of external
information [21, 33], where the value function is replaced by a risk-adjusted utility function. The risk
function is learned during training which requires random exploration to discover which trajectories
should be avoided. In contrast, our method uses constraints which are known a priori and can be
specified exactly. In addition, we augment MDP states with the constraint recognizer state information
to aid learning how to avoid constraint violations. The instantiation of our framework employs DFAs
to represent undesirable action sequences.
Automata have been used in RL for task specification or as task abstractions (options) in hierarchical
reinforcement learning [28, 35, 49, 25, 39]. In some cases, these automata were derived from Linear
Temporal Logic (LTL) formulae, in others LTL or other formal language formulae have been directly
used to specify tasks [27]. Littman et al. [36] defined a modified LTL to be used in reinforcement
learning. In robotics, LTL is used for task learning [35], sometimes in conjunction with teacher
demonstrations [34]. In contrast, our work uses automata to disallow action sequences for safety.
Teacher Advice and Reward Shaping A subset of reinforcement learning safety that uses external
information during the exploration process uses the potential-based reward shaping mechanism [40].
Wiewiora et al. [50] introduce a general method for incorporating arbitrary advice into the reward
structure of an RL agent. Camacho et al. [11, 10] use DFAs with static reward shaping attached to
states to express non-Markovian rewards. We build on this with a learned reward shaping function in
the case of dense soft constraints, and by considering the translation of actions and states into the
symbols used in the DFA alphabet. Other work in verifying the safety of deep RL policies includes
Bastani et al. [7], which learns a decision tree-based policy and verifies it with a scalable algorithm,
as opposed to our method of modifying the MDP itself.
Similar to teacher advice is shielding [29, 3], in which an agent’s actions are filtered through a shield,
which blocks actions that would introduce an unsafe state (similar to our constraint enforcement for
hard constraints). Their work also involves constructing shields via probabilistic model checking,
involving learning a model of adversary behavior and partitioning the MDP into zones to delineate
safe from unsafe situations. They do not explore action shaping or state augmentation, which we
found to be beneficial in achieving high reward performance and constraint conformance.
5 Conclusions and Future Work
We introduced a novel framework for applying state and action sequence constraints to MDPs using
formal languages, supporting both soft and hard constraints. We also introduced a variety of methods
to augment the MDP state space so reinforcement learners can learn to maximize rewards while
respecting the constraints. Our empirical results on multiple constraints in multiple environments
show that it is possible to train a policy to significantly reduce the rate of constraint violations when
no constraint enforcement (ce) is applied. Also, in many of our results, it is possible to specify
constraints to improve reward by, during training, constraining the agents away from action sequences
that are known to be unhelpful.
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Table 4: Per-episode rewards for Atari environments and soft constraints with reward shaping rc = −1
Reward Shaping (Violation Penalty = −1)
Environments Constraints Baseline Shaping Only State Augmentationaction history dfa one-hot dfa embedding
rewards violations rewards violations rewards violations rewards violations rewards violations
Breakout Actuation 27.06± 12.38 60.82± 336.80 32.12± 13.05 1.72± 22.72 27.68± 13.30 3.01± 29.20 24.41± 10.82 0.33± 0.61 24.35± 12.13 3.40± 31.73Dithering 27.97± 13.09 68.37± 532.01 29.87± 13.13 0.43± 0.72 23.45± 10.56 0.70± 1.40 28.00± 13.26 0.16± 0.37 20.76± 10.48 0.18± 0.40
Space Invader Actuation 248.76± 124.82 99.36± 53.49 230.64± 104.55 14.93± 11.28 282.49± 134.01 6.29± 5.46 249.28± 152.46 0.93± 1.16 323.30± 168.01 2.52± 2.23Dithering 274.73± 175.72 3.39± 3.27 306.62± 175.38 2.71± 2.08 249.41± 121.10 0.77± 0.93 223.58± 123.78 0.34± 0.60 227.27± 122.69 0.36± 0.62
Seaquest Actuation 940.43± 691.40 57.69± 37.79 1230.53± 866.39 32.65± 19.68 1161.07± 677.36 14.03± 9.52 970.77± 632.48 0.99± 1.48 1548.76± 797.89 24.42± 16.272d-dithering 1307.50± 936.24 6.13± 5.70 1382.31± 734.02 5.53± 3.52 1055.24± 543.70 1.36± 1.29 1290.80± 634.89 0.94± 1.11 1081.62± 547.72 4.25± 5.17
Table 5: Per-episode rewards for Atari environments and soft constraints with reward shaping
rc = −10
Reward Shaping (Violation Penalty = −10)
Environments Constraints Baseline Shaping Only State Augmentationaction history dfa one-hot dfa embedding
rewards violations rewards violations rewards violations rewards violations rewards violations
Breakout Actuation 27.06± 12.38 60.82± 336.80 24.23± 12.88 4.85± 36.28 17.86± 9.11 4.55± 49.06 21.27± 9.59 0.23± 0.48 19.36± 8.98 2.97± 106.78Dithering 27.97± 13.09 68.37± 532.01 25.54± 12.46 0.27± 0.50 26.99± 12.58 0.20± 0.43 26.45± 11.87 0.15± 0.37 27.45± 12.80 0.18± 0.41
Space Invader Actuation 248.76± 124.82 99.36± 53.49 266.62± 105.53 16.81± 15.34 234.50± 122.84 6.18± 5.67 248.44± 123.18 0.64± 0.91 308.48± 144.38 1.08± 1.28Dithering 274.73± 175.72 3.39± 3.27 246.56± 144.70 2.18± 1.89 271.08± 182.96 0.76± 0.99 251.66± 137.83 0.33± 0.59 309.72± 168.20 0.33± 0.59
Seaquest Actuation 940.43± 691.40 57.69± 37.79 1389.10± 845.49 14.56± 11.80 1589.61± 685.61 4.67± 3.71 1474.23± 680.18 0.75± 1.24 1643.71± 697.86 12.03± 9.952d-dithering 1307.50± 936.24 6.13± 5.70 632.90± 803.84 3.45± 3.83 1456.64± 689.19 1.29± 1.30 1310.88± 874.82 0.93± 1.10 1032.56± 808.08 2.06± 1.90
Table 6: Per-episode rewards for Atari environments and soft constraints with reward shaping
rc = −100
Reward Shaping (Violation Penalty = −100)
Environments Constraints Baseline Shaping Only State Augmentationaction history dfa one-hot dfa embedding
rewards violations rewards violations rewards violations rewards violations rewards violations
Breakout Actuation 27.06± 12.38 60.82± 336.80 9.66± 7.45 50.13± 138.97 13.92± 6.94 0.71± 1.61 15.52± 9.14 0.23± 0.48 15.03± 9.00 3.85± 123.79Dithering 27.97± 13.09 68.37± 532.01 16.80± 6.84 0.23± 0.46 13.22± 8.35 0.24± 0.51 16.61± 6.54 0.15± 0.37 17.49± 6.94 0.15± 0.37
Space Invader Actuation 248.76± 124.82 99.36± 53.49 237.41± 100.43 11.61± 16.44 245.16± 114.04 3.39± 4.06 250.99± 150.48 0.64± 0.91 216.27± 132.40 0.98± 1.18Dithering 274.73± 175.72 3.39± 3.27 222.74± 128.29 2.56± 1.90 274.59± 130.07 0.58± 0.78 244.99± 149.52 0.33± 0.59 206.50± 143.11 0.33± 0.59
Seaquest Actuation 940.43± 691.40 57.69± 37.79 1085.26± 579.68 29.64± 26.70 1211.84± 778.90 2.98± 3.54 1367.67± 795.80 0.11± 0.40 1340.12± 894.52 18.59± 29.032d-dithering 1307.50± 936.24 6.13± 5.70 1621.43± 840.11 6.68± 4.99 1118.29± 500.60 1.51± 1.41 1234.05± 701.23 0.93± 1.10 1158.97± 1138.63 2.75± 3.75
Table 7: Per-episode rewards for Atari environments and soft constraints with reward shaping
rc = −1000
Reward Shaping (Violation Penalty = −1000)
Environments Constraints Baseline Shaping Only State Augmentationaction history dfa one-hot dfa embedding
rewards violations rewards violations rewards violations rewards violations rewards violations
Breakout Actuation 27.06± 12.38 60.82± 336.80 2.35± 1.95 38.15± 122.20 3.17± 2.40 12.21± 68.50 3.04± 2.27 0.23± 0.48 3.38± 3.64 9.73± 53.69Dithering 27.97± 13.09 68.37± 532.01 5.98± 4.03 0.17± 0.40 7.00± 4.03 0.19± 1.74 5.42± 4.55 0.15± 0.37 4.65± 4.27 0.16± 0.37
Space Invader Actuation 248.76± 124.82 99.36± 53.49 244.55± 141.62 16.68± 16.87 273.06± 128.07 5.73± 4.22 234.59± 139.82 0.64± 0.91 169.98± 121.59 0.97± 1.25Dithering 274.73± 175.72 3.39± 3.27 247.57± 198.57 2.66± 2.14 251.67± 132.38 1.20± 1.67 258.98± 140.54 0.33± 0.59 199.29± 130.66 0.35± 0.61
Seaquest Actuation 940.43± 691.40 57.69± 37.79 1011.86± 717.78 25.04± 21.57 1343.50± 636.67 6.90± 6.17 1107.85± 620.55 0.10± 0.33 1299.00± 692.49 17.16± 14.202d-dithering 1307.50± 936.24 6.13± 5.70 956.59± 807.72 6.54± 5.71 982.58± 689.03 1.79± 1.72 1353.97± 724.53 0.93± 1.10 1163.53± 820.72 2.15± 2.21
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