In this paper, the inverse problem of recovering the potential function, on a general finite interval, of a singular Sturm-Liouville problem with a new spectral parameter, called the nodal point, is studied. In addition, we give an asymptotic formula for nodal points and the density of the nodal set.
Introduction
Inverse spectral analysis involves the problem of restoring a linear operator from some of its spectral parameters. Currently, inverse problems are being studied for certain special classes of ordinary differential operators. The simplest of these is the Sturm-Liouville operator L(y) = −y + q(x)y. For the case where it is considered on the whole line or half-line, the Sturm-Liouville operator together with the function q(x) has been called a potential. In this direction, Borg [1] gave important results. He showed that, in general, one spectrum does not determine a Sturm-Liouville operator, so the result of Ambartsumyan [2] is an exception to the general rule. In the same paper, Borg showed that two spectra of a Sturm-Liouville operator determine it uniquely. Later, Levinson [3] , Levitan [4] and Hochstadt [5] showed that when the boundary condition and one possible reduced spectrum are given, then the potential is uniquely determined. Using spectral data, i.e. the spectral function, spectrum and norming constant, different methods have been proposed for obtaining the potential function in a Sturm-Liouville problem. Such problems were subsequently investigated by other authors [4] [5] [6] [7] . On the other hand, inverse problems for regular and singular Sturm-Liouville operators have been extensively solved by [8] [9] [10] [11] [12] [13] [14] [15] .
We consider the problem L(y) = λy, (1.1)
In recent years, Hald and McLaughlin have taken an inverse problem approach to the problem (1.1)-(1.3). The novelty of this method lies in the use of nodal points of the eigenfunctions of (1.1) as spectral parameters. In 1989, Hald and McLaughlin [16] and, in 1996, Browne and Sleeman [17] showed that knowledge of just the nodal points can allow determination of the potential function of the regular Sturm-Liouville problem. This is the so-called inverse nodal problem. In the past few years, the inverse nodal problem for the regular Sturm-Liouville problem has been investigated by several authors [18, 19] .
The results of this paper can be compared to the usual spectral theory for the Sturm-Liouville problem. To determine the potential uniquely, one needs a set of eigenvalues and a set of norming constants. Thus, we need two pieces of information per eigenfunction to determine the potential. With less information we lose uniqueness unless we add a constraint. Thus the potential is uniquely determined by the eigenvalues if it is even around the middle of the interval. In this paper, we can delete any finite number of nodes or even an infinite number of nodes and still obtain uniqueness. Therefore, this problem is vastly overdetermined.
In this paper, we obtain an asymptotic formula for the nodal points, and their density, and we show that nodal points alone are sufficient for showing uniqueness of a potential function with the Bessel operator which has singularity type l(l +1)/x 2 at zero. We recall that this problem was solved for the regular Sturm-Liouville problem on the unit interval by McLaughlin [20] .
Preliminaries
Before giving some results concerning the Bessel equation, we should give its physical properties. The total energy of the particle is given by E =
where p is its initial or final momentum, and k the corresponding wavenumber. The reduced radial Schrödinger equation for the partial wave of angular momentum l then reads [21, 22] 
When V = 0, the above equation reduces to the classical Bessel equation in the form
This equation has the solution J l (r ), called the Bessel function. Consider the following singular Sturm-Liouville equation:
with the boundary conditions
where q(x) ∈ L 1 (0, 1), l is a nonnegative real number, H and a > 1 are finite numbers. The solution of the problem (2.1)-(2.3) can be approximated by the form [13] y(x, λ) = cos
and more precisely, for λ → ∞,
Zeros of (2.3) for λ are eigenvalues of the problem (2.1)-(2.3). Thus the asymptotic expression for these values is
. In fact, for positive λ the estimate (2.4) assumes the form
Furthermore, differentiating relation (2.4) with respect to x and inserting the values of y(x, λ) and y (x, λ) into the boundary condition (2.3), after some straightforward computations, we get
The above asymptotic formula can be improved substantially. Indeed, differentiating (2.4) with respect to x and inserting it in (2.7), we obtain after simple transformations, for
then we yield (2.6).
To obtain more results we will need the two fundamental solutions y 1 (x, λ n ), y 2 (x, λ n ) of (2.1) satisfying y 1 (1, λ) = 1, y 1 (1, λ) = 0 and y 2 (1, λ) = 0, y 2 (1, λ) = 1, respectively. Then it is known that
< a be nodal points of the jth eigenfunction y n . In other words, y n (x j n ) = 0. The sequence {x j n } is called the associated nodal sequence defined by H . It is important to establish more detailed information about the positions x j n (q), j = 1, 2, . . . , n − 1, of the nodes. We take it that when q ≡ 0, the eigenvalues of (2. 
Main results
In this section, we establish some uniqueness results for singular Sturm-Liouville problems. But first we must give some important results concerning the nodal points and density of the nodal set. We recall that these results were given for regular Sturm-Liouville problems defined on the interval (0, 1) by McLaughlin [20] .
The position of x j n (q), the jth zero of the nth eigenfunction y 2 (x, λ n ), is a continuously differentiable nonlinear mapping from L 2 to R. We define
Lemma 3.1. We take q ∈ L 2 (1, a) and x j n (q) as the nodal points of the problem (2.1)-(2.3). Then 1, a) . We consider the eigenvalue problem
and let y 2 (x, q, λ n ) be the eigenfunction for λ = λ n and x j n be the position of the jth zero of y 2 (x, q, λ n ). Then the nodal points satisfy the asymptotic expression
Proof. Since x j n is a smooth function of q we can write
. Now, we must find a bound on d tq x j n [q] for all t. We take for real λ
and the very crude bounḋ
After some easy computations, we obtain
This proves the lemma. , k = 0, 1, 2, . . . , m = 0, 1, . . . , 2 k − 1, is dense in the interval (1, a).
Remark 3.1. The set of numbers
, is the set of all the eigenvalues except λ = λ 1 , for (2.1)-(2.3), when q ≡ 0. The fraction
is a zero for the eigenfunction corresponding to the eigenvalue
. Then, the set of rational numbers given in the above lemma represents a selection of one zero from each eigenfunction, except the eigenfunction corresponding to λ = λ 1 = is dense in (1, a) . Now, we will establish a uniqueness result. Expressed in words, the uniqueness result says that if we know the position of one node of each eigenfunction and we know the average of q on the interval, then there is at most one q ∈ L 2 for which we can get that set of nodes.
Theorem 3.1. Suppose that q 1 , q 2 ∈ L 2 and we consider the eigenvalue problems
x 2 y = λy,
and
For n ≥ 0, select j (n) chosen as in Lemma 3.4. Assume that the positions of the specifically chosen zeros satisfy x
(q 2 ) and that
Proof. Firstly, we get that {x j (n) n } n≥2 is dense in the following way. Let x ∈ (1, a), fixed and arbitrary, be chosen. Then, by definition of j (n) there exists a subsequence n k , k = 1, 2, . . ., such that lim k→∞ x
By using a standard Sturm identity for (2.1)-(2.3), it can be shown that P k = 0, k = 1, 2, . . .. We seek to establish the limiting expression lim k→∞ P k . Then, we can see from the asymptotic forms for the eigenvalue that since a 1 (q 1 − q 2 )dt = 0, and since
it follows that λ n k (q 1 ) − λ n k (q 2 ) = B k where lim B k = 0. Furthermore, there exists a constant M > 0 such that, for 1 ≤ x ≤ a, n 2 k π 2 y 2 (x, q 1 , λ n k (q 1 )).y 2 (x, q 1 , λ n k (q 2 )) − 1 − cos 2n k π (x − 1) 2 ≤ M n k .
Finally we recall that Combining these results we have that most of the terms in P k approach zero as k → ∞, and taking the limit we are left with
(q 1 (t) − q 1 (t)) dt = 0.
While the proof has been obtained for fixed x, x was chosen arbitrarily. Hence
(q 1 (t) − q 2 (t)) dt = 0, x ∈ (1, a) and q 1 − q 2 = 0 almost everywhere on (1, a).
