We introduce new implicit and explicit iterative schemes for finding a common element of the set of fixed points of k-strictly pseudocontractive mapping and the set of zeros of the sum of two monotone operators in a Hilbert space. Then we establish strong convergence of the sequences generated by the proposed schemes to a common point of two sets, which is a solution of a certain variational inequality. Further, we find the unique solution of the quadratic minimization problem, where the constraint is the common set of two sets mentioned above. As applications, we consider iterative schemes for the Hartmann-Stampacchia variational inequality problem and the equilibrium problem coupled with fixed point problem. MSC: 47H05; 47H09; 47H10; 47J05; 47J07; 47J25; 47J20; 49M05
Introduction
Let H be a real Hilbert space with the inner product ·, · and the induced norm · . Let C be a nonempty closed convex subset of H, and let T : C → C be a self-mapping on C. The MIP (.) provides a convenient framework for studying a number of problems arising in structural analysis, mechanics, economics and others; see, for instance [, ] . Also, various types of inclusion problems have been extended and generalized, and there are many algorithms for solving variational inclusions. For more details, see [-] and the references therein. The class of pseudocontractive mappings is one of the most important classes of mappings among nonlinear mappings. We recall that a mapping T : C → H is said to be ©2013 Jung; licensee Springer. This is an Open Access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/2.0), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited. http://www.fixedpointtheoryandapplications.com/content/2013/1/272 k-strictly pseudocontractive if there exists a constant k ∈ [, ) such that
We denote by F(T) the set of fixed points of T, that is, F(T)
Note that the class of k-strictly pseudocontractive mappings includes the class of nonexpansive mappings as a subclass. That is, T is nonexpansive (i.e., Tx -Ty ≤ x -y , ∀x, y ∈ C) if and only if T is -strictly pseudocontractive. The mapping T is also said to be pseudocontractive if k = , and T is said to be strongly pseudocontractive if there exists a constant λ ∈ (, ) such that T -λI is pseudocontractive. Clearly, the class of k-strictly pseudocontractive mappings falls into the one between classes of nonexpansive mappings and pseudocontractive mappings. Also, we remark that the class of strongly pseudocontractive mappings is independent of the class of k-strictly pseudocontractive mappings (see [] ). Recently, many authors have been devoting the studies on the problems of finding fixed points for pseudocontractive mappings (see, for example, [-] and the references therein).
Recently, in order to study the MIP (.) coupled with the fixed point problem, many authors have introduced some iterative schemes for finding a common element of the set of solutions of the MIP (.) and the set of fixed points of a countable family of nonexpansive mappings (see [, , ] and the references therein).
Inspired and motivated by the above-mentioned recent works, in this paper, we introduce new implicit and explicit iterative schemes for finding a common element of the set of the solutions of the MIP (.) with a set-valued maximal monotone operator B and an inverse-strongly monotone mapping A and the set of fixed points of a k-strictly pseudocontractive mapping T. Then we establish results of the strong convergence of the sequences generated by the proposed schemes to a common point of two sets, which is a solution of a certain variational inequality. As a direct consequence, we find the unique solution of the quadratic minimization problem:
Moreover, as applications, we consider iterative algorithms for the Hartmann-Stampacchia variational inequality problem and the equilibrium problem coupled with fixed point problem of nonexpansive mappings. 
and that the resolvent identity
holds for all λ, μ >  and x ∈ H. It is worth mentioning that the resolvent operator J λ is nonexpansive and -inverse-strongly monotone, and that a solution of the MIP (.) is a fixed point of the operator J λ (I -λA) for all λ >  (see [] ). In a real Hilbert space H, we have
for all x, y ∈ H and λ ∈ R. For every point x ∈ H, there exists a unique nearest point in C, denoted by P C x, such that
P C is called the metric projection of H onto C. It is well known that P C is nonexpansive, and P C is characterized by the property
It is also well known that H satisfies the Opial condition, that is, for any sequence {x n } with x n x, the inequality lim inf n→∞ x n -x < lim inf n→∞ x n -y holds for every y ∈ H with y = x. For these facts, see [] . We need the following lemmas for the proof of our main results.
Lemma . In a real
Hilbert space H, the following inequality holds: 
Lemma . 
In particular, if  ≤ r ≤ α, then I -rA is nonexpansive. 
is equivalent to the dual variational inequalitỹ
Lemma . [] Let {x n } and {z n } be bounded sequences in a real Banach space E, and let {γ n } be a sequence in [, ] , which satisfies the following condition:
Suppose that x n+ = γ n x n + ( -γ n )z n for all n ≥ , and
Then lim n→∞ z n -x n = .
Lemma . []
Let {s n } be a sequence of non-negative real numbers satisfying
where {ξ } and {δ n } satisfy the following conditions:
Iterative schemes
Throughout the rest of this paper, we always assume as follows: Let H be a real Hilbert space, and let C be a nonempty closed convex subset of H. Let A : C → H be an α-inverse strongly monotone mapping, and let B be a maximal monotone operator on H such that the domain of B is included in C. Let J λ = (I + λB) - be the resolvent of B for λ > . Let f :
C → C be a contractive mapping with constant l ∈ (, ), and let T : C → C be a k-strictly pseudocontractive mapping. Define a mapping S :
In this section, we introduce the following iterative scheme that generates a net {x t } in an implicit way:
where  < a ≤ λ t ≤ b < α. We prove strong convergence of {x t }, as t → , to a pointx in
which is a solution of the following variational inequality:
If we take f ≡  in (.), then we have
We also propose the following iterative scheme which generates a sequence {x n } in an explicit way:
where {α n }, {β n } ⊂ (, ), {λ n } ⊂ (, α) and x  ∈ C is an arbitrary initial guess, and establish the strong convergence of this sequence to a fixed pointx of T, which is also a solution of the variational inequality (.). If we take f ≡  in (.), then we have
Strong convergence of the implicit algorithm
For t ∈ (, ), consider the following mapping Q t on C defined by
By Lemma ., we have
Since  <  -( -l)t < , Q t is a contractive mapping. Therefore, by the Banach contraction principle, Q t has a unique fixed point x t ∈ C, which uniquely solves the fixed point equation
Now, we prove strong convergence of the sequence {x t }, and show the existence ofx ∈
F(T) ∩ (A + B)
- , which solves the variational inequality (.).
Theorem . Suppose that F(T) ∩ (A + B) - . Then the net {x t } defined by the implicit method (.) converges strongly, as t → , to a pointx ∈ F(T) ∩ (A + B) - , which is the unique solution of the variational inequality (.).
Proof First, we can show easily the uniqueness of a solution of the variational inequality
Then we have
Adding up (.) and (.) yields
This implies that ( -l) x -x  ≤ . Sox =x, and the uniqueness is proved. Below, we usẽ
-  to denote the unique solution of the variational inequality (.).
Now, we prove that {x t } is bounded. Set from Lemma . that
So, we have that
Moreover, from (.), it follows that
that is,
Hence, {x t } is bounded, and so are {y t }, {f (x t )}, {Ax t } and {Sy t }. From (.) and (.), we have
where M  >  is an appropriate constant. This means that
Since a(α -b) > , we deduce that
From (.) and (.), we also obtain
So, we get
Since ·  is a convex function, by (.), we have
We deduce from (.) that
where M  >  is an appropriate constant. Since t →  and Ax t -Ap → , we have
Observing that
by (.), we obtain
Let {t n } ⊂ (, ) be a sequence such that t n →  as n → ∞. Put x n := x t n , y n := y t n and λ n := λ t n . Since {x n } is bounded, there exists a subsequence {x n i } of {x n }, which converges weakly tox.
Next, we show thatx ∈ F(T) ∩ (A + B) - . Since C is closed and convex, C is weakly closed. So, we havex ∈ C. Let us showx ∈ F(T). Assume thatx / ∈ F(T) (= F(S)). Since x n i x andx = Sx, it follows from the Opial condition and (.) that
which is a contradiction. So we getx ∈ F(T). We shall show thatx ∈ (A + B) - . Since x t -y t →  as t → , it follows that {y n i } converges weakly tox. We choose a subsequence
Noting that
we have that
and so,
Since B is monotone, we have for (u, v) ∈ B,
and (.), we obtain
Since B is maximal monotone, this implies that -Ax ∈ Bx, that is,  ∈ (A + B)x. Hence, we havex ∈ (A + B) - . Thus, we conclude thatx
On the one hand, we note that for p ∈ F(T) ∩ (A + B) - ,
Then it follows that
Hence, we have
In particular,
we obtain
Since x n i x, it follows from (.) that x n i →x as i → ∞.
Now, we return to (.) and take the limit as i → ∞ to get
In particular,x solves the following variational inequalitỹ
or the equivalent dual variational inequality (see Lemma .)
Finally, we show that the net {x t } converges strongly, as t → , tox. To this end, let {s k } ⊂ (, ) be another sequence such that s k →  as k → ∞. Put x k := x s k , y k := y s k and λ k := λ s k . Let {x k j } be a subsequence of {x k }, and assume that x k j x. By the same proof as the one above, we havex ∈ F(T) ∩ (A + B) - . Moreover, it follows from (.) that
Interchangingx andx, we obtain
Adding up (.) and (.) yields
Hence,
Since l ∈ (, ), we havex =x. Therefore, we conclude that x t →x as t → . Note that P F(T)∩(A+B) -  is well defined by Lemma . and Remark .. The variational inequality (.) can be rewritten as
By (.), this is equivalent to the fixed point equatioñ
This completes the proof.
From Theorem ., we can deduce the following result.
Corollary . Suppose that F(T) ∩ (A + B) -  = ∅. Then the net {x t } defined by the implicit method (.) converges strongly, as t → , tox, which solves the following minimum norm problem: findx ∈ F(T) ∩ (A + B)
-  such that
Proof From (.) with f ≡  and l = , we have
Equivalently,
This obviously implies that
It turns out that x ≤ p for all p ∈ F(T) ∩ (A + B) - . Therefore,x is the minimum-norm point of F(T) ∩ (A + B)
- .
Strong convergence of the explicit algorithm
Now, using Theorem ., we establish the strong convergence of an explicit iterative scheme for finding a solution of the variational inequality (.), where the constraint set is the common set of the fixed point set F(T) of the k-strictly pseudocontractive mapping T and the solution set (A + B) -  of the MIP (.). http://www.fixedpointtheoryandapplications.com/content/2013/1/272
Theorem . Suppose that F(T) ∩ (A + B)
-  = ∅. Let {α n }, {β n } ⊂ (, ) and {λ n } ⊂ (, α) satisfy the following conditions:
Let the sequence {x n } be generated iteratively by (.):
is an arbitrary initial guess. Then the sequence {x n } converges strongly to a pointx in F(T) ∩ (A + B) - , which is the unique solution of the variational inequality (.).
Proof First, from condition (C), without loss of generality, we assume that
< , and we note that F(T) = F(S)
. From now, we put y n = J λ n (x n -λ n Ax n ).
We divide the proof several steps as follows.
Step . We show that
, Sp = p and Lemma ., we get
Using (.), we have
Using an induction, we have
Hence, {x n } is bounded, and so are {y n }, {Ax n }, {f (x n )} and {Sy n }. http://www.fixedpointtheoryandapplications.com/content/2013/1/272
Step . We show that lim n→∞ x n+ -x n = . Put u n = x n -λ n Ax n , and define
Since I -λ n+ A is nonexpansive for λ n+ ∈ (, α) (by Lemma .), we have
By the resolvent identity (.) and (.), we get
where M  >  is an appropriate constant. Hence, from (.) and (.), we obtain
It follows from conditions (C) and (C) that
Thus, by Lemma ., we have
Consequently, we obtain
Step . We show that
and Lemma ., we have
where M  >  is an appropriate constant. From (.) and conditions (C) and (C), we deduce that
Since α n →  (by condition (C)) and x n+ -x n →  (by Step ), we conclude that
Step . We show that lim n→∞ x n -y n = . First, from (.) and (.), we get for
So, we have
Using (.) and (.), we obtain
where M  , M  >  are appropriate constants. This implies that
Thus, from condition (C),
Step  and Step , we deduce that
Step . We show that lim n→∞ Sx n -x n = . First, by (.), we have
By conditions (C) and (C) and Step , we obtain
This together with Step  yields that
Step . We show that Since {x n i } is bounded, there exists a subsequence {x n i j } of {x n i }, which converges weakly to w. Without loss of generality, we can assume that x n i w. By the same argument as in the proof of Theorem . together with Step , we have w ∈ F(T)
is the unique solution of the variational inequality (.), we deduce that
Step . We show that lim n→∞ x n -x = , wherex = lim t→ x t with x t being defined by (.), andx is the unique solution of the variational inequality (.). Indeed, from (.), we note that
Applying Lemma ., we have
This implies that
where M  >  is an appropriate constant,
From conditions (C) and (C) and Step , it is easy to see that ξ n → , ∞ n= ξ n = ∞ and lim sup n→∞ δ n ≤ . Hence, by Lemma ., we conclude that x n →x as n → ∞. This completes the proof.
From Theorem ., we deduce immediately the following result.
Corollary . Suppose that F(T) ∩ (A + B)
-  = ∅. Let {α n }, {β n } ⊂ (, ) and {λ n } ⊂ (, α)
satisfy the following conditions:
Let the sequence {x n } be generated iteratively by (.):
is an arbitrary initial guess. Then the sequence {x n } converges strongly to a pointx in F(T) ∩ (A + B) - , which is the unique solution of the minimum norm problem (.).
Proof The variational inequality (.) is reduced to the inequality
This is equivalent to 
Applications
Let H be a real Hilbert space, and let g be a proper lower semicontinuous convex function of H into (-∞, ∞]. Then the subdifferential ∂g of g is defined as follows:
, we know that ∂g is maximal monotone. Let C be a closed convex subset of H, and let i C be the indicator function of C, i.e.,
Since i C is a proper lower semicontinuous convex function on H, the subdifferential ∂i C of i C is a maximal monotone operator. It is well known that if B = ∂i C , then the MIP (.) is equivalent to find u ∈ C such that
This problem is called Hartman-Stampacchia variational inequality (see [] ). The set of solutions of the variational inequality (.) is denoted by VI (C, A) .
The following result is proved by Takahashi 
Applying Theorem ., we can obtain a strong convergence theorem for finding a common element of the set of solutions to the variational inequality (.) and the set of fixed points of a nonexpansive mapping.
Theorem . Let C be a nonempty closed convex subset of a real Hilbert space H. Let A be an α-inverse strongly monotone mapping of C into H, and let S be a nonexpansive mapping of C into itself such that F(S)
∩ VI(C, A) = ∅. Let {α n }, {β n } ⊂ (, ) and {λ n } ⊂ (, α) satisfy the following conditions:
Let the sequence {x n } be generated iteratively by
where x  ∈ C is an arbitrary initial guess. Then the sequence {x n } converges strongly to a pointx in F(S) ∩ VI(C, A).
From Lemma ., we get J λ n = P C for all λ n . Hence, the desired result follows from Theorem .. 
∞ n= α n = ∞; (C)  < c ≤ β n ≤ d < ; (C)  < a ≤ λ n ≤ b < α and lim n→∞ (λ n -λ n+ ) = . Let the sequence {x n } be generated iteratively by x n+ = α n f (x n ) + β n x n + ( -α n -β n )ST λ n (x n ), ∀n ≥ , where x  ∈ C is an arbitrary initial guess. Then the sequence {x n } converges strongly to a pointx in F(S) ∩ EP( ).
Proof Put A =  in Theorem .. From Lemma ., we also know that J λ n = T λ n for all n ≥ . Hence, the desired result follows from Theorem .. () For several iterative schemes for zeros of monotone operators, variational inequality problems, generalized equilibrium problems, convex minimization problems, and fixed point problems, we can also refer to [-] and the references therein. By combining our methods in this paper and methods in [-], we will consider new iterative schemes for the above-mentioned problems coupled with the fixed point problems of nonlinear operators.
