Abstract-This paper proposes a new design support approach, which efficiently utilizes the information of many non-dominated solutions obtained from evolutionary multi-criterion optimization (EMO). The proposed approach consists of four mechanisms: grouping (clustering), reducing the number of candidates (selecting the representative solutions), dimensionality reduction, and estimation. In this paper, we examine the characteristics and effectiveness of the proposed approach through computational experiments on a design problem of a counter rotating axial fan turbojet engine. The design target of this problem is two fans and two turbines of the engine. We handle this task as a sevenobjective design problem.
I. INTRODUCTION
There has been a great deal of progress in the study of evolutionary multi-criterion optimization (EMO) over the last decade [1] . Since efficient EMO algorithms like NSGA-II and SPEA2 have been proposed, many real world applications using EMO were presented and they reported the excellent results of that in many fields of engineering. The mechanisms of efficient EMO algorithms became apparent through previous researches, but new problem emerges here: how to analyze the pareto solutions with many design variables and many objectives. In this background, the designer (or decision maker) would rather identify the characteristic of the problem than obtain the optimal solutions.
While there are many reports about handling the preference of solutions [2] , [3] , there is no researche about extracting the characteristic and tendency of a problem from non-dominated solutions. There were some approaches regarding the visualization of high-dimensional non-dominations and the reduction of the number of non-dominations [4] , [5] , [6] , [7] , [8] . But there is no approach that combines theses mechanism and aims to design support system.
In this paper, we proposed a new design support approach based on the four mechanisms: grouping (clustering), reducing the number of candidates (selecting the representative solutions), dimensionality reduction, and estimation. First,second and third mechanisms are used for visualizing high dimensional solutions and understanding the distribution of whole solutions. And last mechanism is aimed to derive the characteristics of sub populations through the comparison between two neighboring sub populations.
Non-dominated solutions can be regarded as a beneficial subspace in whole search space, which have the feature of being non-inferior to other solutions. Therefore, we think the proposed approach can be used to estimate the characteristics of a problem through the interaction with the designer.
In this paper, we investigated the characteristics and effectiveness of the proposed approach through applying the design problem of the counter rotating axial fan turbojet engine. The design target of this problem is two fans and two turbines of the engine and we formulated this problem as seven objectives; thrust per unit area, diffusion factor of fans, specific heat under constant pressure and etc. In this problem, air mass flow, compression efficiency, blade chord length, tip and hub diameter and etc. were parameterized in total of 27 design variables.
II. PREVIOUS WORKS
Previously, many researches about multiple criteria decision making(MCDM) and multiple criteria decision aid (MCDA) have been proposed in many fields [9] , [3] .
From the survey of Coello et al. [3] , there are two main lines in MCDM: the French school and the American Multi Attribute Utility Theory(MAUT). The former is based on an outranking relation through the pair-wise comparisons, and the latter is based on the formulation of an overall utility function. Most approaches of these are to estimate the preference of the decision maker (designer) through an interactive process and/or to search the preference solutions of the decision maker.
Also, many MCDM methods using Evolutionally Algorithms (EAs) have been proposed. One method is to treat the prearranged target as additional objective [10] , another is to gather multi-objectives to single utility function based on the preference of the decision maker like a MAUT, and the other is to estimate the preference of the decision maker using fuzzylogic [3] . However, most of MCDM methods using EA aim to increase efficiency of the search by limiting the range of EA search space and there are few methods for providing the information of whole non-dominated solutions.
In order to select good candidates from many high dimensional non-dominated solutions, at least two mechanisms should be implemented: reducing (selecting the representative solutions) and dimensionality reduction. As for the visualization of high dimensional non-dominated solutions, Obayashi et al. proposed a dimensionality reduction approach using SOM [4] . Also, some previous researches in regard to reducing the number of solutions have been proposed: −dominance by Laumanns et al. [5] , α−domination by Ikeda et al. [6] , and Local-dominance (LD) by Sato et al. [7] , [8] . However, the approach with both mechanisms hasn't been proposed yet.
III. PROPOSED APPROACH FOR DESIGN SUPPORT
In this paper, we proposed a new design support approach based on the following four mechanisms: 1) Grouping 2) Reducing(selecting the representative solutions) 3) dimensionality reduction 4) Estimation (based on the pair-wise comparisons of sub populations) Our approach is designed to aid the designer to select good candidates from non-dominated solutions by using these mechanisms. Fig. 1 shows the flow of the proposed approach.
The main feature of the proposed approach is to treat a whole non-dominated solutions as some sub-groups. Our approach treats the preference of designer in the grouping process. Therefore, we should decide how to group solutions into sub-groups.
In our approach, we arranged three kinds of grouping: (2) Grouping based on some kind of clustering method (such as k-means and Fuzzy c-means) (3) The mixture grouping of (1) and (2) The details of these mechanisms were described as follows.
A. Grouping(Clustering)
In this paper, we think first grouping approach (1) is most standard approach and second approach (2) can be used as an assistance method of approach (1).
If we use clustering method, it should be defined how to calculate the distance between solutions. In this paper, we used three different distance definitions.
• The distance definition in design variable space.
• The distance definition in objective space.
• The distance definition in both of design variable and objective space. 3rd definition of the above-mentioned is defined as the combination of both distances in equal weight ratio 1 .
B. Selecting the representative solutions
We used Local Dominance(LD),which proposed by Sato et al. [7] , [8] , as selecting method. LD generalizes the concept of domination and is designed to control the covered area of dominance. The fitness modification of LD is shown in Fig.  2 . In this figure, LD evaluates the relationship of domination using three parameters (r, ω i and ϕ i ) in order to modify fitness vector f (x). To contract and expand the dominance area of solutions, LD modify fitness value for each objective function by changing the user defined parameter S i in the following general equation:
where
We can control the dominance area with modification of S i . In case of S i = 0.5, the dominance area doesn't change (f i (x) = f i (x)). S i < 0.5 leads to more strong dominance (f i (x) > f i (x)), conversely , S i > 0.5 leads to more weak dominance (f i (x) < f i (x)). Because we use LD as selecting methods, only S i < 0.5 cases were used in our approach. Fig. 3 represents the relationship between the dominance and parameter S i . For more details of LD, please refer [7] , [8] . In our approach, the expanding of dominance using LD is based on "the directional characteristic of area". Specifically, we treat the average values of objective values in each sub group as the directional characteristic of area, and the weight ω i of (1) is calculated by the following equation.
where f i represents the average of the ith objective and f sum means the sum of all f i . Since LD is performed based on "the directional characteristic of area", we think selecting solutions can be regarded as representative candidates in each groups. If we choose only one representative candidate, it is easy and appropriate way to select the closest solution to the clustrer center. But LD can make we choose many candidates from comprehensive preference relation. It is important thing that candidates selected by LD are backed by dominance preference relation.
By increasing the value of parameter S i , the number of nondominated solutions can be reduced. Once dominated solutions by LD are regarded as already dominated ones, we can reduce the number of non-dominated solutions to the desired number in the case of convex pareto pront.
C. Kernel dimensionality reduction
In this paper, we used Kernel dimensionality reduction(KDR) as a reducing mechanism [11] . KDR is kernelbased method for dimensionality reduction.
Given a label variable Y and attribute variable X, KDR try to find a low dimensional space that retains the statistical relationship between X and Y. The features of KDR are to have the capability to apply nonlinear problem, and KDR doesn't need a model for regression and any strong assumption on the distributions.
KDR treats the estimation of a low dimensional effective subspace (S) as an optimization problem in the following equation:
where Y is a label value.
Equation (3) means to search the optimum matrix U which can explain Y . The space represented by matrix U is effective subspace (S). Since matrix U is to multiply the elements of attribute variables by matrix B, the purpose of KDR is to estimate the elements of matrix B. For more details of KDR, please refer [11] .
D. The feature analysis of solutions
In this paper, we use KDR so as to analyze which attributes of X effect on the characterization of group. As noted above, matrix B obtained by the optimization of KDR can be regarded as the degree of importance of each attribute. In other word, we can presume that large value elements of matrix B have a significant role for the effective subspace (S), conversely, the elements with smaller value in matrix B is dispensable.
We proposed a new analysis approach for non-dominated solutions. In this approach, we perform KDR between two groups and reduce the dimension of the data to 1-dimension. The matrix B obtained by 1-dimensionality reduction can be used to estimate the significance of each attribute values. The followings are the procedure of our approach:
1) From the results of grouping (clustering), designer selects two interesting groups. 2) KDR reduce the dimension of the data of these groups to 1-dimension. 3) From the elements of the matrix B obtained by KDR, we can estimate the significance of attribute values. We expect that the feature of group can be clarified by using above analysis approach.
IV. THE DESIGN OF FAN TURBOJET ENGINE
In this paper, we investigated the characteristics and effectiveness of the proposed approach through the design problem of fan turbojet engine. The engine of this problem is for subscale supersonic unmanned plane and has the feature of small and strong thrust force. It is main different from general jet engine that the 1st Fan and 2nd Fan spin in the opposite direction, called the counter rotating axial fan. This mechanism can perform a high compression efficiency compared to conventional mechanisms.
On the other hand, there is a problem that the empirical knowledge of conventional fan design cannot be applied to the design of the counter rotating axial fan. Because the structure design of this is large different from that of conventional mechanisms.
Therefore, we optimized this problem with evolutionary multi-criterion optimization (EMO) and applied the proposed design support approach to the non-dominated solutions derived by EMO. The followings are the outline of the target engine design. For more details of fan turbojet engine, please refer [12] , [13] .
A. The counter rotating axial fan turbojet engine
The target engine in this paper is composed by two fans and two turbines. Two fans deal with high and low pressure, respectively, and two turbines are linked to each fan. shows the cutaway drawing of this engine. The main design variables of this engine are the shapes and characteristics concerning these fans and turbines. In this paper, we formulated this problem as seven objectives and 27 design variables. The main design parameters are air mass flow, compression efficiency, blade chord length, and tip/hub diameter. Table I shows seven objectives. All objectives except F/A are associated with easy of designing or implementation. Also, we defined 18 constraints. All these constraints are in connection with physical and air inflow angle.
V. EXAMPLE
It is very difficult to provide the effectiveness of designer support(or aid) system. Therefore, we tried to show the potency of the proposed design support approach through the application for real world problem. In this paper, we applied evolutionary multi-criterion optimization (EMO) to the counter rotating axial fan turbojet engine as mentioned in the section IV and then applied the proposed approach for the analysis of non-dominated solutions. We used SPEA2+ [14] proposed by Kim et al. as EMO algorithms. The parameter of SPEA2+ are shown in Table II . As mentioned in the section III, our approach are composed of four mechanisms: grouping, reducing, dimensionality reduction, and estimation. We described the application result of each mechanism as follow.
A. Grouping and Reducing phase
At the beginning, we performed clustering based on the preference of designer and LD was applied to each cluster so as to select representative solutions (candidate) in each cluster. In this example, we used fan-circumferential-velocity based classification as clustering in complying with designer's demand. Fan-circumferential-velocity can be calculated by the size ,shape and rotation speed of fan. Generally, the fan efficiency can be improved in higher fan-circumferential-velocity. The results of clustering based on fan-circumferential-velocity are shown in Table III . In this example, we set that the number of cluster is five and LD extracted two representing solutions from each cluster. As a result of applying LD, ten representing solutions were selected from 600 non-dominated solutions.
In this paper, we provided the feature informations of cluster to designer (decision maker). Because of space limitations, two cluster(cluster 1 and 5) informations are shown in Fig. 6 . We used the distribution (average/variance) of each objective and fan-circumferential-velocity as cluster information.
Note that designer can easily analyze the results of each cluster, because designer previously knows the criterion of clustering. In Fig. 6 , the objective values of cluster 5 are better except thrust per unit area(F/A) ,while that of cluster 1 are best F/A and bad other objectives. From this results, we can guess that the case of high fan-circumferential-velocity is a light design load and low F/A, on the other hand, the case of low fan-circumferential-velocity is high design load and high F/A.
B. Dimensionality reduction
The results of applying KDR were shown in Fig. 5 . In Fig.  5 , five clusters overlap each other, but we could understand that each cluster almost keeps the cohesiveness in a twodimensional space . Also, Fig. 5 indicates that cluster 1 and 5 having most different features were separately-placed and three clusters having an intermediate feature between cluster 1 and 5 were placed on between the distribution of cluster 1 and that of cluster 5.
Our approach expects that designer would check the contents of each solution in two-dimensional space. We can think designer could search smoothly the target solutions from 
C. Feature analysis
From the results of the proposed approach, we investigated which parameters have an impact on fan-circumferentialvelocity. In here, we applied a proposed feature analysis based on the comparison of two clusters to two cases: "cluster 1 and 3", and "cluster 3 and 5".
The result of a feature analysis between cluster 1 and 3, which is the top 5 attributes of matrix B obtained by KDR, shown in Table IV . From this result, we could understand that "Number of rotations of 2nd FAN " and "Tip diameter of 1st FAN inlet" have strong effect on fan-circumferential-velocity. Since first attribute strongly relates to a work efficiency in turbine,we can guess that a work efficiency in turbine have strong influence to an improvement of maximum thrust.And second one directly relate to the quantity of airflow in inlet. It is known that the bigger diameter of fan increase thrust and this matter could be exemplified by the result of this feature analysis.
VI. CONCLUSION
In this paper, we proposed a new design support approach for selecting good candidates from many high dimensional non-dominated solutions and extracting the characteristic and tendency of a problem. The proposed approach based on the four mechanisms: grouping (clustering), reducing the number of candidates (selecting the representative solutions), dimensionality reduction, and estimation. And we tried to perform a effective design support by combining these mechanisms.
To investigate the characteristics and effectiveness of the proposed approach, we applied the proposed approach to the design problem of the counter rotating axial fan turbojet engine. Through examples,the following points were clarified:
• There is a strong relationship between thrust and fan-circumferential-velocity, and the high fancircumferential-velocity doesn't necessarily increase thrust.
• It can reduce the design load by increasing fancircumferential-velocity, while thrust should be decreased.
• "Number of rotations of 2nd FAN " and "Tip diameter of 1st FAN inlet" have strong influence to fancircumferential-velocity. It is very difficult to validate the effectivity of design support systems, but we think that a certain usefulness of our approach can be indicated through the application for real world problem.
