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Таким образом, общая оценка погрешности для неявного итерационного метода (3) с 
учётом вычислительных погрешностей имеет вид 
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В гильбертовом пространстве H решается линейное операторное уравнение  
yAx =                                                              (1) 
с положительным ограниченным самосопряженным оператором А, для которого нуль не 
является собственным значением. Однако предполагается, что нуль принадлежит спек-
тру оператора А, поэтому задача (1) неустойчива и, следовательно, некорректна. Для 
решения задачи предлагается явная итерационная двухшаговая процедура 
.0,)()(2 102221 ==α+α−−α−= −− xxAyxAExAEx nnn             (2) 
В случае, когда правая часть y уравнения (1) известна приближённо δ≤− δyy , ме-
тод (2) примет вид 
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Ниже, под сходимостью метода (3) понимается утверждение о том, что приближения (3) 
сколь угодно близко подходят к точному решению х уравнения (1) при подходящем вы-
боре n и достаточно малых δ .  
Теорема 1. Итерационный процесс (2) при условии А20 <α<  сходится. 
Теорема 2. Итерационный процесс (3) сходится при условии 
А4
50 ≤α< , если выби-
рать число итераций n в зависимости от δ  так, чтобы 0,,0 →δ∞→→δ nn . 
Теорема 3. При условии 
А4
50 ≤α<  и  0, >= szAx s  оценка погрешности для ите-
рационного метода (3) имеет вид 
[ ] ( ) δα−+α−+≤− −δ )1(45)1()2(, nzenssxx ssn .                   (4) 
Оптимизируем по n полученную оценку погрешности. Для её минимизации производ-
ную по n от правой части оценки погрешности приравняем нулю. Получим 
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Подставив nопт в (4), найдем оптимальную оценку погрешности для метода (3): 
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