Platform for Mobile Agents in Wireless Sensor Networks by Horáček, Jan
VYSOKE´ UCˇENI´ TECHNICKE´ V BRNEˇ
BRNO UNIVERSITY OF TECHNOLOGY
FAKULTA INFORMACˇNI´CH TECHNOLOGII´
U´STAV INTELIGENTNI´CH SYSTE´MU˚
FACULTY OF INFORMATION TECHNOLOGY
DEPARTMENT OF INTELLIGENT SYSTEMS
PLATFORMA PRO MOBILNI´ AGENTY V BEZDRA´TOVY´CH
SENZOROVY´CH SI´TI´CH
DIPLOMOVA´ PRA´CE
MASTER’S THESIS
AUTOR PRA´CE JAN HORA´CˇEK
AUTHOR
BRNO 2009
VYSOKE´ UCˇENI´ TECHNICKE´ V BRNEˇ
BRNO UNIVERSITY OF TECHNOLOGY
FAKULTA INFORMACˇNI´CH TECHNOLOGII´
U´STAV INTELIGENTNI´CH SYSTE´MU˚
FACULTY OF INFORMATION TECHNOLOGY
DEPARTMENT OF INTELLIGENT SYSTEMS
PLATFORMA PRO MOBILNI´ AGENTY V BEZDRA´TOVY´CH
SENZOROVY´CH SI´TI´CH
PLATFORM FOR MOBILE AGENTS IN WIRELESS SENSOR NETWORKS
DIPLOMOVA´ PRA´CE
MASTER’S THESIS
AUTOR PRA´CE JAN HORA´CˇEK
AUTHOR
VEDOUCI´ PRA´CE Ing. ZBORˇIL FRANTISˇEK, Ph.D.
SUPERVISOR
BRNO 2009
Vysoke´ ucˇen´ı technicke´ v Brneˇ - Fakulta informacˇn´ıch technologi´ı
U´stav inteligentn´ıch syste´mu˚ Akademicky´ rok 2008/2009
Zada´n´ı diplomove´ pra´ce
Rˇesˇitel: Jan Hora´cˇek
Obor: Inteligentn´ı syste´my
Te´ma: Platforma pro mobiln´ı agenty v bezdra´tovy´ch senzorovy´ch s´ıt´ıch
Kategorie: Umeˇla´ inteligence
Pokyny:
1. Seznamte se s tvorbou aplikac´ı pro bezdra´tove´ senzorove´ s´ıteˇ, ktere´ jsou zalozˇeny na
techologi´ıch firmy CrossBow a mikrokontrolerech ATMEL128L.
2. Navrhneˇte architekturu platformy pro mobiln´ı agenty implementovane´ v jazyce ALLL,
ktera´ by umozˇnˇovala existenci teˇchto agent˚u v senzorovy´ch uzlech, jejich spra´vnou
cˇinnost a to vcˇetneˇ komunikace a agentn´ı mobility mezi platformami.
3. Implementujte tuto platformu a oveˇrˇte, zˇe splnˇuje vy´sˇe uvedene´ pozˇadavky.
4. Vyuzˇijte dodane´ho interpretru jazyka ALLL a zacˇenˇte jej do syste´mu. Na jedno-
duchy´ch prˇikladech oveˇrˇte fungova´n´ı platformy.
5. Zhodnot’te na´roky a mozˇnosti vyuzˇit´ı inteligentn´ıch mobiln´ıch agent˚u v prostrˇed´ı
bezdra´tovy´ch s´ıt´ı a uved’te prˇ´ıpadne´ dalˇs´ı mozˇnosti rozsˇ´ıˇren´ı teˇchto typ˚u agentn´ıch
platforem.
6. Zhotovte poster forma´tu A2, ktery´ bude na´zorneˇ demonstrovat vytvorˇene´ d´ılo, jeho
architekturu, principy a pouzˇitelnost pro rea´lne´ aplikace.
Abstrakt
Pra´ce pojedna´va´ o na´vrhu agentn´ı platformy umozˇnuj´ıc´ı beˇh agent˚u v bezdra´tovy´ch sen-
zorovy´ch s´ıt´ıch. Implementace je provozova´na na platformeˇ MICAz, pouzˇ´ıvaj´ıc´ı k vy´voji
aplikac´ı operacˇn´ıho syste´mu TinyOS. Pra´ce obsahuje seznam vybrany´ch cˇa´st´ı TinyOS a
na´zorneˇ uka´zˇe, jak je lze pro implementaci agentn´ı platformy vyuzˇ´ıt. Pop´ıˇseme za´kladn´ı
charakteristiky jazyka ALLL a uvedeme prˇ´ıklady, jak s jeho pomoc´ı vytvorˇit agenta.
Abstract
This work deals with implementation of an agent platform, which is able to run agent code in
wireless sensor networks. Implementation has been done for MICAz platform, which uses
TinyOS operating system for developing applications. This work contains list of chosen
TinyOS parts and illustrates, how such a platform can be used for our purposes. We will
describe main features of ALLL language and we will also demonstrate some examples of
agents.
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Kapitola 1
U´vod
K tomu abychom si le´pe prˇedstavili co to vlastneˇ bezdra´tova´ senzorova´ s´ıt’ znamena´ a
kde nacha´z´ı sve´ uplatneˇn´ı by bylo dobre´ rˇ´ıci nejprve neˇco z historie. V doba´ch rane´ho
rozvoje vy´pocˇetn´ı techniky existovala obrovska´ vy´pocˇetn´ı centra velikosti budov. Z dnesˇn´ıho
pohledu byl vy´pocˇetn´ı vy´kon minima´ln´ı a naprosto neporovnatelny´ s vy´konem dnesˇn´ıch
vy´pocˇetn´ıch center. U takovy´chto typ˚u syste´mu˚ je hlavn´ım c´ılem maxima´ln´ı vy´kon cele´
soustavy.
Pojem osobn´ı pocˇ´ıtacˇ, zkra´ceneˇ PC1, vznikl v 70. letech minule´ho stolet´ı. Jednalo se
o pracovn´ı stanice, tak jak je zna´me dnes. Mysˇlenkou bylo nab´ıdnout pocˇ´ıtacˇe verˇejnosti,
neboli umozˇnit kazˇde´mu mı´t sv˚uj osobn´ı pocˇ´ıtacˇ. V pr˚ubeˇhu neˇkolika posledn´ıch let je videˇt
rozvoj laptop˚u, u na´s nazy´vany´ch takte´zˇ notebook˚u. Zde je nav´ıc kladen d˚uraz na mobilitu,
cˇ´ımzˇ se sta´va´ pocˇ´ıtacˇ opravdu osobn´ım. Viditelny´ je takte´zˇ trend minimalizace.
Na prˇ´ıkladu vyb´ıra´n´ı vlasn´ıho notebooku je zrˇejma´ za´vislost jednotlivy´ch parametr˚u.
Podle zameˇrˇen´ı mu˚zˇeme volit jako hlavn´ı parametr vy´drzˇ na baterie, velikost monitoru,
u´lozˇnou kapacitu cˇi typ procesoru. Pokud chceme rychly´ procesor, mus´ıme takte´zˇ pocˇ´ıtat
s nizˇsˇ´ı vy´drzˇ´ı na baterie. Proto pokud jeden parametr zvol´ıme jako kl´ıcˇovy´, ostatn´ı z˚ustanou
v pozad´ı.
Dalˇs´ım typem zarˇ´ızen´ı, ktere´ mozˇna´ ani veˇtsˇina populace necha´pe jako pocˇ´ıtacˇe jsou
vestaveˇna´ zarˇ´ızen´ı. Veˇtsˇina lid´ı nenazve svou novou pracˇku, mobiln´ı telefon, televizi cˇi
zabezpecˇovac´ı syste´m domu pocˇ´ıtacˇem. Kazˇde´ takove´to zarˇ´ızen´ı ma´ svoji specifickou funkci,
kterou vykona´va´.
V pr˚umyslu velmi uzˇ´ıvany´mi zarˇ´ızen´ımi jsou jednoduche´ mikrokontrole´ry rˇ´ıd´ıc´ı vy´robn´ı
proces. Jejich hlavn´ı cˇinnost´ı je z´ıska´va´n´ı dat ze senzor˚u a pocˇ´ıta´n´ı vy´stup˚u ovlivnˇuj´ıc´ı
proces. Senzory mohou meˇrˇit vzda´lenost, tlak, vlhkost a dalˇs´ı fyzika´ln´ı vlastnosti. Vy´stupem
mu˚zˇe by´t rˇ´ızen´ı servomotoru, signalizace obsluze, komunikace po s´ıti a dalˇs´ı.
Zarˇ´ızen´ı spolu mohou komunikovat prostrˇednictv´ım s´ıteˇ a to jak pomoc´ı pevne´ho spojen´ı
cˇi bezdra´tove´ho. Pevny´m spojen´ım mu˚zˇe by´t naprˇ´ıklad klasicky´ LAN kabel, se´riova´ linka,
cˇi opticky´ kabel. Bezdra´tovy´m pak WiFi s´ıteˇ, bluetooth, GSM s´ıt’ pro mobiln´ı telefony a
dalˇs´ı.
S´ıt’ jednotlivy´ch uzl˚u, kde kazˇdy´ uzel ma´ sve´ senzory a komunikuje prostrˇednictv´ım
bezdra´tove´ s´ıteˇ nazveme bezdra´tova´ senzorova´ s´ıt’. Kazˇdy´ uzel je obvykle samostatny´ mik-
rokontrole´r, na ktere´m beˇzˇ´ı rˇ´ıd´ıc´ı program. Funguje jako samostatna´ jednotka, ktera´ sn´ıma´
data ze senzor˚u a komunikuje s ostatn´ımi uzly. Co u takove´hoto zarˇ´ızen´ı stanov´ıme jako
za´kladn´ı parametr bude spotrˇeba zarˇ´ızen´ı. U takovy´ch zarˇ´ızen´ı je azˇ jako druhy´m parame-
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trem vy´pocˇetn´ı vy´kon a dalˇs´ı.
Vyuzˇit´ı senzorovy´ch s´ıt’´ı lze uka´zat na jednoduche´m prˇ´ıkladu. Do lesa umı´st´ıme neˇkolik
takovy´chto uzl˚u sn´ımaj´ıc´ıch teplotu. Cela´ s´ıt’ bude slouzˇit jako indikace pozˇa´ru v lese. Uzly
nen´ı mozˇno prˇipojit ke zdroji napa´jen´ı, a proto budou napa´jeny pomoc´ı dvou tuzˇkovy´ch
bateri´ı. Komunikaci mezi jednotlivy´mi uzly mus´ıme tedy kv˚uli omezene´mu mnozˇstv´ı energie
omezit na mozˇne´ minimum. Asi si nedoka´zˇeme prˇedstavit kazˇdy´ druhy´ den proj´ıt cely´ les a
vymeˇnˇovat baterie v uzlech. Baterie mus´ı vydrzˇet po dobu naprˇ´ıklad dvou let. Kazˇdy´ uzel
ale mus´ı v pravidelny´ch intervalech sn´ımat teplotu ze senzoru aby bylo varova´n´ı vysla´no
vcˇas. Ovsˇem vysla´n´ı zpra´vy do s´ıteˇ je oproti z´ıska´n´ı a zpracova´n´ı dat ze senzor˚u energeticky
o mnoho rˇa´d˚u na´rocˇneˇjˇs´ı.
Existuje mnoho dalˇs´ıch oblast´ı, kde lze senzorove´ s´ıteˇ vyuzˇ´ıt. Je trˇeba si uveˇdomit
za´kladn´ı parametry jednotlivy´ch uzl˚u. Nemu˚zˇeme ocˇeka´vat vysoky´ vy´pocˇetn´ı vy´kon, rych-
lost komunikace na u´rovni WiFi, ani velke´ kapacity u´lozˇne´ho prostoru oproti PC. Mu˚zˇeme
ovsˇem ocˇeka´vat energeticky nena´rocˇna´ zarˇ´ızen´ı se schopnost´ı vza´jemne´ komunikace a sn´ıma´n´ı
dat ze senzor˚u.
Pojem agent vycha´z´ı z latinske´ho slova agentem2. Existuje v´ıce definic, ovsˇem zde se
pro jednoduchost zameˇrˇ´ıme pouze na jednu z nich. Agentem rozumı´me celek schopny´ samo-
statne´ho jedna´n´ı v dane´m prostrˇed´ı v za´vislosti na okoln´ıch podneˇtech. Agent ma´ obvykle
neˇjaky´ sv˚uj c´ıl, ktere´ho se snazˇ´ı dosa´hnout (naprˇ´ıklad u´kol tajne´ho agenta CIA). Agent se
tedy zadavateli snazˇ´ı prˇideˇleny´ u´kol splnit. Agent ma´ take´ socia´ln´ı schopnosti, tedy mozˇnost
komunikovat s ostatn´ımi agenty. Umeˇly´ agent je vytvorˇeny´ program, splnˇuj´ıc´ı vy´sˇe uvedene´
pozˇadavky, ktery´ je spjat s architekturou, na ktere´ je provozova´n. Da´le v textu budeme pro
jednoduchost cha´pat umeˇle´ho agenta pod pojmem agent[11].
V te´to pra´ci bude zna´zorneˇno, jak lze tuto agentn´ı architekturu navrhnout s vyuzˇit´ım
bezdra´tovy´ch senzorovy´ch s´ıt´ı. Kazˇdy´ uzel lze naprogramovat jako samostatne´ho agenta,
ktery´ je schopny´ komunikovat s ostatn´ımi agenty3.
Posledn´ım pozˇadavkem bude mobilita agent˚u v syste´mu, cˇili mozˇnost prˇesunut´ı agenta
z jednoho uzlu na jiny´. Jak te´to vlastnosti dosa´hnout bude popsa´no v dalˇs´ıch kapitola´ch.
Tato pra´ce navazuje na stejnojmenny´ semestra´ln´ı projekt, jehozˇ na´pln´ı bylo sezna´men´ı
se s danou problematikou. Z´ıskane´ poznatky mu˚zˇeme nale´zt v kapitola´ch 2 azˇ 6.
2Ten, kdo jedna´
3Takte´zˇ uzly senzorove´ s´ıteˇ
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Kapitola 2
Agenti
Jak jizˇ bylo zmı´neˇno, agent je ten, co kona´ ve prospeˇch neˇkoho jine´ho. Zakladn´ı vlastnosti
agenta jsou podle jedne´ z definic[6]:
• Autonomn´ı - bez prˇ´ıme´ho vlivu z okol´ı jedna´ v dane´m prostrˇed´ı. Ma´ plnou kontrolu
nad svy´m jedna´n´ım pokud se teˇchto vy´sad nevzda´.
• Reaktivn´ı - je schopen adekva´tneˇ a pohotoveˇ reagovat na zmeˇny prostrˇed´ı.
• Proaktivn´ı - je schopen uj´ımat se iniciativy a sa´m ovlivnˇovat protrˇed´ı za u´cˇelem
dosazˇen´ı svy´ch c´ıl˚u.
• Socia´ln´ı schopnosti - doka´zˇe jednat ve skupineˇ agent˚u, da´le spolupracovat a rˇesˇit
konflikty.
Dalˇs´ı vlastnost´ı kterou budeme pozˇadovat bude, aby agent byl raciona´ln´ı. Pokud raciona´ln´ı
agent ma´ znalost, zˇe neˇktera´ z akc´ı, kterou je schopen vykonat, povede k jeho c´ıli, pak ji
vykona´. Tato vlastnost do urcˇite´ mı´ry souvis´ı s proaktivn´ım chova´n´ım.
2.1 Prakticke´ usuzova´n´ı
Prakticke´ usuzova´n´ı je narozd´ıl od teoreticke´ho usuzova´n´ı ne o tom co je a co nen´ı pravda,
ale o tom, co mus´ıme udeˇlat, aby se neˇco pravdou stalo[11]. Ma´ dveˇ cˇa´sti:
• Zvazˇova´n´ı - zvolen´ı c´ıle, ktere´ho ma´ by´t dosazˇeno. Zvoleny´ c´ıl se sta´va´ za´meˇrem.
• Pla´nova´n´ı - nalezen´ı akce nebo sestaven´ı pla´nu, ktery´ mu˚zˇe dosa´hnout za´meˇru. Pro-
aktivn´ı agent se tedy bude snazˇit takovy´to pla´n vykonat.
Je d˚ulezˇite´ si uveˇdomit, zˇe dany´ pla´n nemus´ı vyu´stit ve splneˇn´ı za´meˇru. Klademe pouze
podmı´nku, zˇe prˇi proveden´ı dany´ch krok˚u je mozˇnost dosazˇen´ı c´ıle. Mu˚zˇeme tedy vyrˇadit
vsˇechny pla´ny, po jejichzˇ proveden´ı jizˇ nebudeme schopni dany´ za´meˇr splnit. Je v za´jmu
agenta aby vybral z mnozˇiny pla´n˚u ten, ktery´m za´meˇr spln´ı cˇi se k neˇmu co nejv´ıce prˇibl´ızˇ´ı.
2.1.1 Pla´nova´n´ı u raciona´ln´ıch agent˚u
Pokud je zvolen za´meˇr, je trˇeba umeˇt sestavit pla´n k jeho dosazˇen´ı. Agent da´le nemus´ı mı´t
v u´myslu vsˇechny vedlejˇs´ı u´cˇinky prˇi dosahova´n´ı za´meˇru. Urcˇita´ posloupnost akc´ı mu˚zˇe ve´st
k nemozˇnosti splnit neˇjaky´ vedlejˇs´ı c´ıl.
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Pla´novacˇ sestavuje pla´n jako (u´plneˇ) usporˇa´danou posloupnost akc´ı, ktera´ ze zna´my´ch
pocˇa´tecˇn´ıch podmı´nek je schopna zabezpecˇit splneˇn´ı dane´ho c´ıle. Mezi v dnesˇn´ı dobeˇ
pouzˇ´ıvane´ pla´novacˇe lze zarˇadit STRIPS, GraphPlan, SetPlan a dalˇs´ı. Pla´n, ktery´ byl
u´speˇsˇneˇ sestaven, nemus´ı by´t pouzˇit okamzˇiteˇ, nemus´ı dosa´hnout prˇedpokla´dane´ho c´ıle,
nemus´ı by´t vykona´n cely´ a jeho vykona´va´n´ı nemus´ı v˚ubec zacˇ´ıt.
V neˇktery´ch prˇ´ıpadech je pla´nova´n´ı zcela vynecha´no. V takove´m prˇ´ıpadeˇ je nahrazeno
knihovnou pla´n˚u. Tyto pla´ny byly doprˇedu sestaveny a pouze vybereme ten, ktery´ odpov´ıda´
nasˇ´ı aktua´ln´ı situaci.
Pla´nova´n´ı mu˚zˇe by´t jak loka´ln´ı, tak skupinove´. Skupinove´ pla´nova´n´ı mus´ı nav´ıc rˇesˇit
konflikty mezi agenty, prˇ´ıpadneˇ spolupra´ci neˇkolika agent˚u pro dosazˇen´ı spolecˇne´ho c´ıle.
Konflikty vznikaj´ı v prˇ´ıpadech, kdy jeden agent posloupnost´ı akc´ı znemozˇn´ı jine´mu agen-
tovi dosa´hnout jeho c´ıle. Spolupra´ce agent˚u mu˚zˇe by´t velmi uzˇitecˇna´ v prˇ´ıpadech, kdy
jeden agent ma´ urcˇitou znalost cˇi schopnost, kterou ostatn´ı nemaj´ı. Pote´ mu˚zˇe poskytnout
sve´ sluzˇby a znalosti ostatn´ım agent˚um za prˇ´ıpadnou protisluzˇbu. Agent mu˚zˇe danou po-
moc odmı´tnout, pokud nen´ı v jeho za´jmu ji poskytnout, cˇi nen´ı v dane´m okamzˇiku pro
agenta vy´hodna´. Agent obvykle uvazˇuje o vy´hodnosti zisku ze spolupra´ce v˚ucˇi na´rocˇnosti
poskytnut´ı pomoci.
2.2 BDI agenti
Model BDI rozdeˇluje agenta na trˇi cˇa´sti[1]:
• Belief - znalosti o okoln´ım sveˇteˇ.
• Desire - c´ıle, ktery´ch se agent snazˇ´ı dosa´hnout.
• Intention - za´meˇr neboli c´ıl, ktery´ se agent rozhodl sledovat.
Agent tedy obsahuje ba´zi znalost´ı o okoln´ım sveˇteˇ a zna´ c´ıle ktery´ch se snazˇ´ı dosa´hnout.
Za´meˇr je c´ıl, ktery´ se agent rozhodl sledovat. To veˇtsˇinou v praxi znamena´, zˇe agent jizˇ
zacˇal vykona´vat konkre´tn´ı pla´n, jak dane´ho c´ıle dosa´hnout.
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Kapitola 3
Senzorove´ s´ıteˇ
V te´to cˇa´sti se sezna´mı´me se senzorovy´mi s´ıteˇmi. Zameˇrˇ´ıme se na mikrokontrole´ry AT-
MEL128L a technologie firmy CrossBow. Budou uvedeny specifikace zarˇ´ızen´ı a jejich mozˇnosti.
Dobry´ zdroj na tuto te´matiku lze uve´st volneˇ dostupne´ pdf ”Introduction to Wireless Sensor
Networking“ [7].
3.1 CrossBow a jej´ı technologie
Firma CrossBow nab´ız´ı rˇadu rˇesˇen´ı v oblasti senzorovy´ch s´ıt´ı. Jedn´ım z nich, ktere´ vyuzˇijeme,
bude sada senzorovy´ch uzl˚u MICAz. Nab´ız´ı naprˇ´ıklad take´ MICA2, IRIS, Imote2, TelosB,
eKo a dalˇs´ı, ktery´mi se ale jizˇ da´le nebudeme zaby´vat. Kompletn´ı seznam nab´ızeny´ch rˇesˇen´ı
lze z´ıskat ze stra´nek vy´robce [?].
Jednotliva´ zarˇ´ızen´ı jsou nazva´na mote. Da´le v textu se budeme tohoto oznacˇen´ı drzˇet.
Kazˇdy´ MICAz mote obsahuje procesor ATMEL128L schopny´ zpracovat 8 milion˚u instrukc´ı
za sekundu1 prˇi pracovn´ı frekvenci 8 MHz. Da´le obsahuje IEEE 802.15.4/Zigbee kompati-
biln´ı RF vys´ılacˇ s prˇij´ımacˇem pracuj´ıc´ı na frekvenc´ıch 2.4-2.4835 GHz. Na te´to bezdra´tove´
s´ıti je schopny´ dosa´hnout prˇenosove´ rychlosti 250 kbps2. Da´le obsahuje se´rive´ rozhran´ı
UART cˇi 10ti bitovy´ ADC prˇevodn´ık.
Kazˇdy´ mote je mozˇno rozsˇ´ıˇrit pomoc´ı 51 pinove´ho rozhran´ı. T´ımto rozhran´ım lze prˇipojit
specifickou senzorovou desku. Mote lze take´ prˇipojit k basestation, pomoc´ı ktere´ mu˚zˇe by´t
programova´n. Basestation se prˇipojuje pomoc´ı USB rozhran´ı k PC. Program je vytva´rˇen
s vyuzˇit´ım na zdroje nena´rocˇne´ho operacˇn´ıho syste´mu TinyOS, o ktere´m bude rˇecˇ da´le.
Basestation mu˚zˇe by´t jak v programovac´ım rezˇimu, kdy nahra´va´me program do mote, tak
i v beˇzˇne´m rezˇimu. V beˇzˇne´m rezˇimu mu˚zˇe slouzˇit jako propojen´ı senzorove´ s´ıteˇ s PC, kdy
vyuzˇ´ıva´ konvertoru se´riove´ho rozhran´ı (z mote) na USB sbeˇrnici (propojuj´ıc´ı basestation
s PC). Mote umozˇnuje nastavit neˇkolik rezˇimu˚ pro rˇ´ızen´ı spotrˇeby, cˇ´ımzˇ lze prodlouzˇit dobu
beˇhu na baterie. Detailneˇjˇs´ı specifikaci platformy MICAz lze videˇt v tabulce 3.1.
3.2 Prˇipojen´ı senzorove´ desky
Jak jizˇ bylo zmı´neˇno, senzorovou desku je k mote mozˇno prˇipojit pomoc´ı 51 pinove´ho
rozhran´ı. Soucˇa´st´ı tohoto rozhran´ı je i propojen´ı se zdrojem napa´jec´ıho napeˇt´ı3. V nasˇem
1MIPS
2kilobit˚u za sekundu
32 AA baterie napa´jej´ıc´ı mote
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Procesor Atmel ATMega128L @ 8 MHz
Velikost flash pro program 128 kB
Extern´ı (se´riova´) flash pameˇt’ 512 kB
RAM 4 kB
Se´riove´ rozhran´ı UART
AD prˇevodn´ık 10 bit˚u
Dalˇs´ı rozhran´ı digita´ln´ı I/O, I2C, SPI
Spotrˇeba procesoru 8 mA v norma´ln´ım mo´du
1 µA v u´sporne´m mo´du
Frekvence ra´dia 2400 MHz azˇ 2438,5 MHz
Prˇenosova´ rychlost ra´dia 250 kbps
RF power (minima´ln´ı s´ıla signa´lu) -24 dBm azˇ O dBm
Citlivost prˇij´ımacˇe -90 dBm (minima´lneˇ), -94 dBm (typicky)
Odmı´tnut´ı prˇi odchylce od kana´lu 47 dB prˇi +5 MHz odchylce od kana´lu
38 dB prˇi -5 MHz odchylce od kana´lu
Dosah ra´dia (venku) 75m azˇ 100m
Dosah ra´dia (uvnitrˇ budovy) 20m azˇ 30m
Spotrˇeba ra´dia 19,7 mA prˇi prˇ´ıjmu
11 mA prˇi vys´ıla´n´ı -10 dBm
14 mA prˇi vys´ıla´n´ı -5 dBm
17,4 mA prˇi vys´ıla´n´ı 0 dBm
20 µA v necˇinnosti (regula´tor napeˇt´ı zapnut)
1 µA v uspane´m rezˇimu (regula´tor napeˇt´ı vypnut)
Napa´jen´ı 2 AA baterie
Uzˇivatelske´ rozhran´ı 3x LED dioda (cˇervena´, zelena´ a zˇluta´)
Rozmeˇry 5,7 cm x 3,2 cm x 0,6 cm
Va´ha 20 g
Rozsˇiˇruj´ıc´ı rozhran´ı 51 pin˚u
Tabulka 3.1: Specifikace platformy MICAz[7]
prˇ´ıpadeˇ se jednalo o senzorovou desku MTS400CA. Propojen´ım s mote pak z´ıska´me malou
meteorologickou stanici. Senzorova´ deska obsahuje zejme´na:
• Teplotn´ı senzor
• Senzor pro meˇrˇen´ı vlhkosti a atmosfe´ricke´ho tlaku
• Senzor pro meˇrˇen´ı intenzity okoln´ıho osveˇtlen´ı
• Dvouosy´ akcelerometr
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Kapitola 4
TinyOS
TinyOS je na zdroje nena´rocˇny´ operacˇn´ı syste´m pouzˇ´ıvany´ prˇi vy´voji aplikac´ı pro bezdra´tove´
senzorove´ s´ıteˇ. Je napsa´n v programovac´ım jazyce nesC, ktery´ bude podrobneˇji popsa´n v ka-
pitole 5. Existuj´ı dveˇ veˇtve verz´ı tohoto operacˇn´ıho syste´mu. Od verze 1.1.7 je podporova´na
platforma MICAz. TinyOS verze 2.0 a vysˇsˇ´ı nab´ız´ı pozmeˇneˇny´ styl programova´n´ı, zpeˇtneˇ
nekompatibiln´ı, ovsˇem velice podobny´, odliˇsuj´ıc´ı se v neˇkolika drobnostech. Verze 2.1 do-
konce prˇina´sˇ´ı podporu vla´ken, mozˇnost vyuzˇit´ı mutex˚u a dalˇs´ı rozsˇ´ıˇren´ı.
TinyOS nab´ız´ı ve veˇtsˇineˇ prˇ´ıpad˚u platformoveˇ neza´visly´ vy´voj aplikac´ı. Nab´ız´ı rˇadu
knihoven, ktere´ je mozˇne´ pouzˇ´ıt pro vy´voj. Tato sada knihoven utva´rˇ´ı abstrakci nad hard-
warem konkre´tn´ıho zarˇ´ızen´ı. Hardware platforem MICAz a Imote2 mu˚zˇe by´t r˚uzny´, ale d´ıky
abstrakci, kterou nab´ız´ı TinyOS je schopny´ beˇhu naprosto stejne´ aplikace, pouze prˇelozˇene´
pro konkre´tn´ı platformu.
TinyOS nen´ı operacˇn´ım syste´mem jake´ vid´ıme na beˇzˇny´ch PC. Je optimalizova´n s ohle-
dem na vyuzˇit´ı zdroj˚u, prˇedevsˇ´ım pameˇti RAM, ktere´ je v mote o neˇkolik rˇa´d˚u me´neˇ nezˇ
v dnesˇn´ıch PC. TinyOS nenab´ız´ı zˇa´dnou spra´vu dynamicke´ pameˇti. Pameˇt’ nemu˚zˇe by´t
prˇideˇlena v pr˚ubeˇhu beˇhu programu, ale pouze prˇi prˇekladu, cˇili staticky. Takte´zˇ pro vola´n´ı
funkc´ı nemu˚zˇeme vyuzˇ´ıt klasicky´ ukazatel na funkci, zrˇejmeˇ pro bezpecˇneˇjˇs´ı psan´ı programu˚.
Na druhou stranu mu˚zˇeme pouzˇ´ıt ukazatel na data. Pokud bychom potrˇebovali vyuzˇ´ıt dy-
namicke´ prˇideˇlova´n´ı pameˇti, budeme muset sami implementovat dynamickou pameˇt’ ve
staticke´m poli.
TinyOS je tedy sada knihoven, ktera´ je prˇi prˇekladu staticky spojena s na´mi napsany´m
programem do bina´rn´ıho souboru. Vsˇechny adresy funkc´ı a promeˇnny´ch jsou doprˇedu zna´my
a nemohou by´t meˇneˇny. Tento soubor je pak mozˇne´ nahra´t do zarˇ´ızen´ı.
Pro konkre´tn´ı zarˇ´ızen´ı je mozˇne´ naj´ıt i sadu specificky´ch knihoven, ktere´ jsou hardwa-
roveˇ za´visle´. Jejich vyuzˇit´ı je doporucˇeno pouze v ojedineˇly´ch prˇ´ıpadech, kdy potrˇebujeme
vyuzˇ´ıt funkce, ktere´ ostatn´ı platformy nenab´ız´ı. T´ım ovsˇem bude takto napsana´ aplikace
prˇelozˇitelna´ pouze pro konkre´tn´ı platformu.
Na nejnizˇsˇ´ı u´rovni je definova´no na jaky´ch hardwarovy´ch adresa´ch najdeme jake´ zarˇ´ızen´ı.
Je zde naprˇ´ıklad definova´no z jake´ adresy se cˇtou data ze senzor˚u, kolik cˇasovacˇ˚u je umı´steˇno
v mikrokontrole´ru, kolika bitove´ jsou atd. Pokud ma´me specifikaci k zarˇ´ızen´ı, ktere´ nen´ı
obsazˇeno v TinyOS, pak jej mu˚zˇeme t´ımto zp˚usobem do TinyOS zarˇadit.
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4.1 Prˇeklad
Pro prˇeklad programu je vyuzˇito standardn´ıho programu make. Ten hleda´ v loka´ln´ım ad-
resa´rˇi soubor “Makefile”. Pro prˇeklad pro platformu MICAz spust´ıme prˇ´ıkaz:
make micaz
Pro platformu Imote2 uvedeme:
make intelmote2
Program make zarˇ´ıd´ı spojen´ı loka´ln´ıho makefile, ve ktere´m je uveden hlavn´ı soubor pro-
jektu s makefile z TinyOS. V TinyOS je standardn´ı makefile zada´n promeˇnnou MAKERULES.
K neˇmu je prˇipojen makefile pro specifickou platformu1. Da´le mohou na´sledovat dalˇs´ı
knihovny, ktere´ chceme prˇipojit. Pro prˇipojen´ı vla´ken u platformy MICAz prˇelozˇ´ıme po-
moc´ı:
make micaz threads
T´ımto prˇ´ıkazem jsou prˇilozˇeny makefile “micaz.target” a “threads.extra”. Tyto knihovny
a rozsˇ´ıˇren´ı jsou prˇikla´da´ny explicitneˇ, na pozˇa´da´n´ı. Knihovny vyuzˇ´ıvaj´ı dalˇs´ı zdroje, prˇede-
vsˇ´ım RAM, a proto nejsou implicitneˇ prˇilozˇeny.
Loka´ln´ı makefile je velice jednoduchy´. Prˇi nestandardn´ıch pozˇadavc´ıch ale ma´me mozˇnost
si tento makefile upravit k obrazu sve´mu. Pro veˇtsˇinu jednoduchy´ch programu˚ si vystacˇ´ıme
s na´sleduj´ıc´ım makefile:
COMPONENT=HlavniKomponentaC
include $(MAKERULES)
4.2 TOSSim
Pro platformu MICAz existuje simula´tor, ktery´ je dokonce obsazˇen v bal´ıku TinyOS. Prˇi
prˇekladu je pouze nutno uve´st
make micaz sim
Je vygenerova´na sd´ılena´ dynamicka´ knihovna “ TOSSIMmodule.so”. Da´le je tato knihovna
propojena s programovac´ım jazykem Python pomoc´ı trˇ´ıd obsazˇeny´ch v “TOSSIM.py”. Je
mozˇno simulovat v´ıce uzl˚u najednou i naprˇ´ıklad komunikaci mezi uzly a to vcˇetneˇ kvality
spojen´ı a sˇumu prˇi prˇenosu dat. Z programu je mozˇno zjistit aktua´ln´ı hodnoty promeˇnny´ch,
jejichzˇ na´zev a datovy´ typ je uveden v souboru “app.xml”. Ten je takte´zˇ vygenerova´n prˇi
prˇekladu. Debugovac´ı rˇeteˇzce a ozna´men´ı se uva´deˇj´ı ve zdrojovy´ch souborech makrem dbg.
To obsahuje i na´zev kana´lu, do ktere´ho bude ozna´men´ı vlozˇeno. Vy´pis hla´sˇky do kana´lu
TEST bude vypadat na´sledovneˇ:
dbg("TEST", "Promenna i se rovna: %d\n", i);
Tu lze na´sledneˇ odchytit v testovac´ım skriptu. Ten je psa´n v programovac´ım jazyce Python
a vyuzˇ´ıva´ trˇ´ıd z drˇ´ıve vygenerovane´ho souboru TOSSIM.py. Pro spra´vnou funkci je trˇeba
prˇidat cestu k sdk do promeˇnne´ PYTHONPATH. Pro prˇedstavu jak mu˚zˇe testovac´ı skript
vypadat:
1V prvn´ım uvedene´m prˇ´ıkladeˇ “micaz.target”, ve druhe´m “intelmote2.target”
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Soubor ‘‘test.py’’
1 #! /usr/bin/python
2 from TOSSIM import *
3 import sys
4 t = Tossim([])
5 t.addChannel("TEST", sys.stdout)
6 t.getNode(1).bootAtTime(100001);
7 for i in range(0, 1000):
8 t.runNextEvent()
Na prvn´ım rˇa´dku je uvedeno o jaky´ typ souboru se jedna´. Na druhe´m rˇa´dku vlozˇ´ıme trˇ´ıdy
z vygenerovane´ho souboru “TOSSIM.py”. Na dalˇs´ım rˇa´dku vlozˇ´ıme syste´move´ knihovny,
abychom mohli vyuzˇ´ıvat vy´pisu na obrazovku. Dalˇs´ı prˇ´ıkaz vytvorˇ´ı za´kladn´ı objekt, ktery´
rˇ´ıd´ı celou simulaci. Na´sleduje nava´za´n´ı kana´lu TEST na standartn´ı vy´stup. Zbyle´ rˇa´dky spust´ı
simulaci a provedou 1000 krok˚u. Jedna´ se o opravdu jednoduchy´ testovac´ı skript. TinyOS
verze 1 obsahovalo i graficke´ uzˇivatelske´ rozhran´ı, na druhou stranu nebyli dostupne´ neˇktere´
funkce z verze 2.
Testovac´ı program je takte´zˇ mozˇno psa´t v C++. Objekty a jejich funkce jsou si velmi
podobne´, jedna´ se pouze o prˇepis syntaxe. V tomto prˇ´ıpadeˇ bude vyuzˇ´ıva´na pouze sd´ılena´
dynamicka´ knihovna “ TOSSIMmodule.so”. Stejny´ prˇ´ıklad ovsˇem v C++ syntaxi vypada´
na´sledovneˇ:
Soubor ‘‘test.cpp’’
1 #include <tossim.h>
2 #include <stdlib.h>
3 #include <stdio.h>
4 #include <unistd.h>
5 int main() {
6 Tossim* t = new Tossim(NULL);
7 Mote* m = t->getNode(1);
8 t->addChannel("TEST",stdout);
9 m->bootAtTime(100001);
10 for (int i = 0; i < 1000; i++) {
11 t->runNextEvent();
12 }
13 }
4.3 Nahra´n´ı programu do mote
Basestation mu˚zˇe by´t k PC prˇipojena r˚uzny´mi zp˚usoby (COM, USB, bezdra´toveˇ, . . . ).
V nasˇem prˇ´ıpadeˇ bude vyuzˇito pro platformu MICAz desky MIB520, ktera´ je prˇipojova´na
pomoc´ı USB. Jedna´ se o konvertor se´riove´ho rozhran´ı na USB. V linuxu vytvorˇ´ı v adresa´rˇi
“/dev” dveˇ zarˇ´ızen´ı. Jedno slouzˇ´ı pro nahra´va´n´ı programu a konfiguraci mote (obvykle
“/dev/ttyUSB0”), druhe´ pak pro samotnou komunikaci s basestation (obvykle “/dev/ttyUSB1”).
Samotnou konfiguraci mote provedeme prˇ´ıkazem:
make micaz install,<node_id> mib520,/dev/ttyUSB0
Do prˇ´ıkladu je pouze nutno dosadit cˇ´ıselnou hodnotu <node_id>. Jedna´ se o jedinecˇny´
identifika´tor pro odliˇsen´ı uzl˚u.
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4.4 Java rozhran´ı pro komunikaci
TinyOS obsahuje sadu komponent, s jejichzˇ pomoc´ı jsme schopni komunikovat s mote
v basestation. Jedna´ se o rozhran´ı a neˇkolik aplikac´ı napsany´ch v jazyce Java. Pro spra´vnou
funkci je trˇeba prˇidat cestu k sdk do promeˇnne´ CLASSPATH. Zmı´n´ıme neˇkolik pro na´s
vyuzˇitelny´ch aplikac´ı. Nejprve je ale u aplikac´ı nutne´ pozmeˇnit makefile a prˇidat neˇkolik
rˇa´dek. Pro komunici je definova´n abstraktn´ı datovy´ typ pro pakety, komunikace bude
popsa´na v kapitole 6.1.6. Aby trˇ´ıdy z sdk veˇdeˇli jak jsme si sestavili datovou cˇa´st pa-
ketu, mus´ıme pouzˇ´ıt konvertoru ko´du z nesC (prˇ´ıpadneˇ C) do jazyka Java. Makefile pak
bude obsahovat rˇa´dek tvaru:
RadioMsg.java: NasPaket.h
mig java -target=$(PLATFORM) $(CFLAGS) -java-classname=RadioMsg \
NasPaket.h radio_msg -o $@
je vyuzˇito transformacˇn´ıho programu mig.java, ktery´ vezme soubor “NasPaket.h”, zjist´ı
hodnodnotu radio_msg2 a z teˇchto informac´ı vygeneruje soubor “RadioMsg.java”. Prˇ´ıkazem
javac dosta´va´me bytecode, ktery´ jizˇ budeme moci spojit s aplikacemi z TinyOS sdk. Na
zacˇa´tku makefile da´le prˇida´me do promeˇnne´ BUILD_EXTRA_DEPS cˇa´sti, ktere´ se maj´ı prˇi
prˇekladu spustit take´.
4.4.1 Listen
Tato hotova´ aplikace zobrazuje prˇijate´ pakety. Po spusˇteˇn´ı nasloucha´ a zobrazuje jednotlive´
byty paketu v hexadecima´ln´ım tvaru. Kazˇdy´ paket je na samostatne´m rˇa´dku. Jedna´ se
o jednoduchou aplikaci, ktera´ nepotrˇebuje pro sv˚uj beˇh zna´t strukturu paketu3. Spusˇteˇn´ı
te´to aplikace lze prove´st prˇ´ıkazem:
java net.tinyos.tools.Listen -comm serial@/dev/ttyUSB1:micaz
Parametr comm uda´va´ cestu k zarˇ´ızen´ı pro komunikaci s mote a jeho typ. Zde se budeme
prˇipojovat prˇes zarˇ´ızen´ı “/dev/ttyUSB1”, ktere´ simuluje se´riovou linku. Da´le je mozˇno uve´st
prˇenosovou rychlost rozhran´ı v baudech, prˇ´ıpadneˇ uve´st skratkou micaz. V tomto prˇ´ıpadeˇ
bude prˇenosova´ rychlost doplneˇna automaticky. Parametr comm je mozˇno uve´st te´meˇrˇ ve
vsˇech aplikac´ıch z sdk.
4.4.2 MessageListener
V tomto prˇ´ıpadeˇ je mozˇnost napsa´n´ı vlastn´ı aplikace, ktera´ bude zpracova´vat prˇ´ıchoz´ı pa-
kety a takte´zˇ je bude schopna odes´ılat. Odes´ıla´n´ı a cˇeka´n´ı na prˇ´ıchoz´ı paket je oddeˇleno
pomoc´ı dvou samostatny´ch vla´ken. V prˇ´ıloze A na straneˇ 53 je uka´za´na jedna vzorova´ apli-
kace. Aplikace je odvozena od trˇ´ıdy MessageListener, ktera´ take´ podporuje zpracova´n´ı
parametru comm. Trˇ´ıda mus´ı zna´t, s jaky´m typem paketu bude pracovat, proto je nutna´
migrace ko´du s vyuzˇit´ım drˇ´ıve zminˇovane´ho mig java.
2Identifika´tor nasˇeho paketu, ktery´m se odliˇsuje od ostatn´ıch paket˚u.
3Nerozkla´da paket na hlavicˇku, datovou cˇa´st, . . .
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Kapitola 5
Programovac´ı jazyk nesC
Programovac´ı jazyk nesC je do znacˇne´ mı´ry podobny´ a kompatibiln´ı s jazykem C, ze ktere´ho
vycha´z´ı. Du˚vodem bylo stanovit techniky programova´n´ı takovy´m zp˚usobem, aby se mini-
malizovala spotrˇeba prˇi beˇhu aplikace. Hlavn´ı odliˇsnost´ı a charakteristikou jazyka nesC je
komponentn´ı na´vrh. Kazˇda´ komponenta prˇedstavuje samostatnou funkcˇn´ı jednotku, ktera´
ma´ sve´ rozhran´ı. Pomoc´ı rozhran´ı mu˚zˇe komunikovat s ostatn´ımi komponentami. Rozhran´ı
definuje jake´si prˇ´ıpojne´ body. Kazˇdy´ bod obsahuje dveˇ strany. Na jednu stranu se prˇipojuj´ı
ty body, ktere´ vys´ılaj´ı uda´lost1. Na druhou stranu se prˇipojuj´ı ty body, ktere´ uda´losti
prˇij´ımaj´ı. Obra´zek 5.1 ukazuje, jak spra´vneˇ zapojit obeˇ strany rozhran´ı. Na kazˇde´ straneˇ
mu˚zˇe by´t i v´ıce bod˚u, ktere´ jsou propojeny do jednoho bodu (na opacˇne´ straneˇ). Ovsˇem je
trˇeba dodrzˇovat smeˇr toku dat.
Obra´zek 5.1: Komponentn´ı na´vrh
Zeleneˇ peˇt spra´vny´ch zapojen´ı, sˇpatne´ zapojen´ı je cˇerveneˇ prˇesˇkrtnuto.
Tento styl programova´n´ı ma´ v senzorovy´ch s´ıt´ıch velike´ opodstatneˇn´ı. Kazˇda´ kompo-
nenta mu˚zˇe dokoncˇit svou cˇinnost a vyslat uda´lost jine´ komponenteˇ, ktera´ v cˇinnosti po-
kracˇuje, cˇi vys´ılat uda´losti pr˚ubeˇzˇneˇ. T´ım by se ovsˇem prˇ´ıstup neliˇsil od klasicke´ho vola´n´ı
1Bod˚u mu˚zˇe by´t v´ıce, z v´ıce komponent, ovsˇem se stejny´m identifika´torem
13
funkc´ı v cˇiste´m C. Zmeˇna prˇicha´z´ı prˇi cˇeka´n´ı na neˇjakou uda´lost, obvykle hardwarove´ho
charakteru. Pokud cˇeka´me na prˇerusˇen´ı od cˇasovacˇe, cˇi na prˇ´ıjem paketu ze s´ıteˇ, pak mu˚zˇe
komponenta, ktera´ se stara´ o jizˇ zminˇovany´ cˇasovacˇ (ra´dio, . . . ) vyslat uda´lost komponenteˇ,
ktera´ na ni cˇeka´. Prˇi programova´n´ı v C je pro tento u´cˇel vyuzˇito callback funkc´ı. Vyuzˇit´ı
komponent, jejich rozhran´ı a generova´n´ı uda´lost´ı le´pe prezentuje skutecˇnost a je le´pe videˇt
tok dat[4].
Uda´lostmi rˇ´ızeny´ prˇ´ıstup nut´ı programa´tora psa´t cˇa´sti komponent tak, aby po dokoncˇen´ı
jejich cˇinnosti mohl by´t procesor uspa´n. To vsˇe za prˇedpokladu zˇe se nevyskytly dalˇs´ı
uda´losti.
5.1 Moduly v nesC
Modul je v nesC cha´pa´n jako komponenta, pro dalˇs´ı oznacˇen´ı budou oba vy´razy ekviva-
lentn´ı. Kazˇdy´ modul ma´ svou specifikaci, ktera´ definuje strukturu komponenty, vcˇetneˇ typu
rozhran´ı, pomoc´ı ktere´ho mu˚zˇe by´t spojen s okoln´ımi komponentami. Specifikace mu˚zˇe
vypadat na´sledovneˇ:
module SmoothingFilterC {
provides command uint8_t topRead(uint8_t* array, uint8_t len);
uses command uint8_t bottomRead(uint8_t* array, uint8_t len);
}
Za kl´ıcˇovy´m slovem implementation na´sleduje implementacˇn´ı cˇa´st modulu. Tato cˇa´st mu˚zˇe
obsahovat mixovany´ ko´d jazyk˚u nesC a C. V kapitole 6 bude na prˇ´ıkladech na´zorneˇ uka´za´no
jak vypada´ implementacˇn´ı cˇa´st.
5.2 Rozhran´ı v nesC
Rozhran´ı, jak jizˇ bylo naznacˇeno drˇ´ıve, standardizuje propojen´ı dvou cˇi v´ıce komponent.
Strany rozhran´ı jsou oznacˇeny. Komponenta, ktera´ poskytuje neˇjake´ funkce, prˇ´ıpadneˇ infor-
muje o vy´skytu neˇjake´ uda´losti, oznacˇuje stranu rozhran´ı pomoc´ı kl´ıcˇove´ho slova provide.
Pokud se pod´ıva´me do zdrojovy´ch ko´d˚u TinyOS, pak veˇtsˇina komponent sve´ rozhran´ı po-
skytuje. Druha´ strana rozhran´ı pouzˇ´ıva´ a je oznacˇena kl´ıcˇovy´m slovem uses. V nasˇich apli-
kac´ıch to budou pra´veˇ na´mi napsane´ komponenty, ktere´ budou vyuzˇ´ıvat naprˇ´ıklad LED,
cˇasovacˇ˚u, ra´dia a dalˇs´ı. Tato rozhran´ı budou v nasˇich aplikac´ı ve veˇtsˇineˇ prˇ´ıpad˚u oznacˇena
jako uses.
V prˇ´ıkladu zna´zornˇuj´ıc´ım specifikaci modulu bylo uka´za´no jak poskytnout ostatn´ım
komponenta´m funkci topRead. Modul bude pro svou cˇinost vyuzˇ´ıvat funkce bottomRead.
O funkci, neboli prˇ´ıkaz, se jedna´ d´ıky kl´ıcˇove´mu slovu command. Funkce jsou poskytova´ny
modul˚um, ktere´ je vyuzˇ´ıvaj´ı a volaj´ı. Implementace funkce je tedy v modulu, ktery´ funkc´ı
poskytuje. Jako prˇ´ıklad je mozˇno uve´st vola´n´ı syste´move´ funkce, ktera´ na´m rosv´ıt´ı LED
diodu. Oproti tomu je mozˇno vyuzˇ´ıt signa´l˚u, oznacˇeny´ch pomoc´ı kl´ıcˇove´ho slova signal.
V klasicke´m C by se dal signa´l cha´pat callback funkc´ı. Signa´l je vysla´n z komponenty, ktera´
jej poskytuje a je zachycen a zpracova´n v komponenteˇ, ktera´ ho pouzˇ´ıva´. Ko´d reaguj´ıc´ı na
signa´l je tedy v modulu, ktery´ signa´l vyuzˇ´ıva´. Prˇ´ıkladem mu˚zˇe by´t informova´n´ı o prˇ´ıjmu
paketu ze s´ıteˇ.
V praxi jen velmi zrˇ´ıdka deklarujeme jednotlive´ funkce ve specifikaci modulu. Je proto
vhodne´ vyuzˇ´ıt kl´ıcˇove´ho slova interface. Jedna´ se o klasicke´ rozhran´ı, jak jej cha´peme
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z programovac´ıch jazyk˚u jako je naprˇ´ıklad Java. Tento abstraktn´ı datovy´ typ umozˇnˇuje
sdruzˇit neˇkolik funkc´ı a signa´l˚u a tomuto sdruzˇen´ı prˇiˇradit jme´no. Jednoduchy´ prˇ´ıklad
rozhran´ı:
interface StdControl {
command error_t start();
command error_t stop();
}
Rozhran´ı definuje dva prˇ´ıkazy, jeden pro zastaven´ı a jeden pro beˇh. Oba prˇ´ıkazy vracej´ı
hodnotu datove´ho typu error_t. Prˇ´ıklad jak vyuzˇ´ıt takto pojmenovane´ rozhran´ı v modulu:
module RoutingLayerC {
provides interface StdControl;
uses interface StdControl as SubControl;
}
module PacketLayerC {
provides interface StdControl;
}
Na prˇ´ıkladu je dobre´ si povsˇimnout kl´ıcˇove´ho slova as. Takto jednodusˇe prˇejmenujeme
na´zev rozhran´ı uvnitrˇ modulu. Prˇ´ıklad, kdy je nutne´ vyuzˇ´ıt prˇejmenova´n´ı mu˚zˇe by´t vyuzˇit´ı
dvou cˇasovacˇ˚u. Pokud budeme cht´ıt vyuzˇ´ıt dva cˇasovacˇe, kazˇdy´ s jiny´m nastaven´ım, mus´ıme
by´t schopni je od sebe odliˇsit.
5.3 Spojova´n´ı modul˚u v nesC
O spojova´n´ı komponent se v nesC staraj´ı konfigurace, ktere´ jsou oznacˇeny kl´ıcˇovy´m slovem
configuration. Uvnitrˇ kazˇde´ konfigurace definujeme jake´ komponenty obsahuje a jak jsou
spolu propojeny. Prˇ´ıklad jednoduche´ konfigurace:
configuration BlinkAppC
{
}
implementation
{
components MainC, BlinkC, LedsC;
components new TimerMilliC() as Timer0;
BlinkC.Boot -> MainC.Boot;
BlinkC.Timer0 -> Timer0;
BlinkC -> LedsC.Leds;
}
V tomto prˇ´ıpadeˇ kofigurace obsahuje cˇtyrˇi komponenty. Jsou oznacˇeny kl´ıcˇovy´m slovem
components. Komponenty MainC a LedsC jsou syste´move´ komponenty z TinyOS. Takte´zˇ
komponenta TimerMilliC je syste´movou komponentou, ovsˇem virta´ln´ı. Vygeneruje jedinecˇny´
identifika´tor, ktery´m se bude odliˇsovat od ostatn´ıch cˇasovacˇ˚u a ten prˇeda´ komponenteˇ Ti-
merMilliP. Proto je nutne´ uve´st kl´ıcˇove´ slovo new. Opeˇt je mozˇne´ pouzˇ´ıvat prˇejmenova´n´ı.
Komponenta BlinkC je na´mi napsanou komponentou. Obsahuje rozhran´ı Boot, rozhran´ı
Timer<TMilli> prˇejmenovane´ na Timer0 a posledn´ı rozhran´ı Leds.
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Existuj´ı trˇi mozˇne´ opera´tory pro spojova´n´ı komponent a to <−, −> a =. Opera´tory −>
a <− slouzˇ´ı pro zapojova´n´ı komponent uvnitrˇ konfigurace. Smeˇr sˇipky smeˇrˇuje od uzˇivatele
k poskytovateli. Proto prˇi uveden´ı poskytovatele na prave´ straneˇ, pouzˇijeme opera´tor −>.
Du˚lezˇite´ je, zˇe konfigurace mu˚zˇe, stejneˇ jako moduly, poskytovat a pouzˇ´ıvat rozhran´ı. Pote´
mu˚zˇe by´t konfigurace cha´pa´na navenek jako modul a je mozˇne´ vytvorˇit hierarchii konfigu-
rac´ı. Pro rozhran´ı, ktere´ smeˇrˇuj´ı ven z konfigurace, cˇi z venku dovnitrˇ bude vyuzˇit opera´tor
=.
Z prˇ´ıkladu je videˇt dalˇs´ı vlastnost nesC. Prˇi spojova´n´ı rozhran´ı Boot je na obou strana´ch
uvedeno o jake´ rozhran´ı se jedna´. Jedna´-li se o stejneˇ pojmenovane´ rozhran´ı, pak je mozˇne´
jeho pojmenova´n´ı na jedne´ ze stran vynechat. Takto je definova´no rozhran´ı Leds. U rozhran´ı
Timer0 na straneˇ BlinkC bohuzˇel tuto vlastnost vyuzˇ´ıt nelze. Du˚vodem je pojmenova´n´ı
u komponenty Timer0, ktere´ poskytuje rozhran´ı Timer<TMilli>, kdezˇto u komponenty
BlinkC bylo rozhran´ı prˇejmenova´no.
5.4 Vola´n´ı funkc´ı a odliˇsnosti od jazyka C
Prˇ´ıkaz mu˚zˇe by´t zavola´n od uzˇivatele rozhran´ı pomoc´ı kl´ıcˇove´ho slova call. Ko´d je spusˇteˇn
na straneˇ poskytovatele a na´vratova´ hodnota je vra´cena zpeˇt uzˇivateli. Oproti tomu signa´l
je vysla´n pomoc´ı kl´ıcˇove´ho slova signal ze strany poskytovatele k uzˇivateli a na´vratova´
hodnota vra´cena zpeˇt poskytovateli.
Existuje takte´zˇ mozˇnost spustit novou u´lohu uvozenou pomoc´ı task. Spusˇteˇn´ı nove´
u´lohy se spousˇt´ı kl´ıcˇovy´m slovem post. O prˇep´ına´n´ı mezi procesy se pak stara´ pla´novacˇ.
Bohuzˇel takto vytvorˇeny´ proces nelze pozastavit. S prˇ´ıchodem TinyOS 2.1 ma´me mozˇnost
pouzˇ´ıt vla´kna, ovsˇem te´to mozˇnosti se vzhledem k na´rocˇnosti na zdroje vyhneme.
Asi nejveˇtsˇ´ı odliˇsnost´ı a jedinou zde zmı´neˇnou je definice konstanty. Cˇ´ıselne´ konstanty
se neuvozuj´ı pomoc´ı const tak, jak zna´me z C, ale jsou definova´ny pomoc´ı vy´cˇtove´ho typu.
Konstanty mu˚zˇeme ulozˇit do hlavicˇkove´ho souboru a ten pomoc´ı #include vlozˇit. Prˇ´ıklad,
jak vytvorˇit konstantu v nesC je na´sleduj´ıc´ı:
Soubor ‘‘konstanty.h’’
1 #ifndef KONSTANTY_H
2 #define KONSTANTY_H
3 enum {
4 NASE_KONSTANTA1 = 9,
5 NASE_KONSTANTA2 = 45,
6 NASE_KONSTANTA3 = 5,
7 };
8 #endif
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Kapitola 6
Na´vrh platformy pro agenty
Proble´mem, ktery´ na´m situaci komplikuje, je prˇedevsˇ´ım staticke´ prˇideˇlen´ı pameˇti prˇi prˇekladu
programu, ktere´ nelze meˇnit. Vzhledem k tomu, zˇe mote MICAz neumozˇnˇuj´ı nahra´n´ı
nove´ho programu prˇes bezdra´tovou s´ıt’, nelze vykona´vat ko´d agenta prˇ´ımo. Du˚vodem je
agentn´ı mobilita. V neˇktery´ch situac´ıch je trˇeba agenta nahra´t, cˇi zkop´ırovat na jiny´ uzel.
Pokud bychom napsali aplikaci v nesC a implementovali bychom v n´ı chova´n´ı agenta
prˇ´ımo, nebyli bychom schopni tento ko´d prˇesunout na jiny´ uzel. Jediny´m rˇesˇen´ım by bylo
prˇeprogramova´n´ı mote v basestation, cozˇ je velmi zdlouhave´ a neprakticke´. Nav´ıc agent sa´m
o sobeˇ by se nemohl rozhodnout a sa´m sebe prˇesunout na jiny´ uzel. Proto budeme muset ko´d
interpretovat. Na´vrh byl rozdeˇlen na dveˇ cˇa´sti, ktere´ jsou zna´zorneˇny na obra´zku 6.1. Zeleneˇ
Obra´zek 6.1: Rozdeˇlen´ı na dva spolupracuj´ıc´ı celky
Tluste´ sˇede´ ora´mova´n´ı zna´zornˇuje nasˇi aplikaci. Modrˇe je vyznacˇena cˇa´st platformy
(uprostrˇed), cˇerveneˇ interpretu (vpravo).
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je vyznacˇena cˇa´st syste´movy´ch modul˚u a rozhran´ı poskytovana´ TinyOS. V sˇede´m ora´mova´n´ı
je cela´ nasˇe aplikace, ktera´ se stara´ o interpretova´n´ı agenta, zas´ıla´n´ı zpra´v, agentn´ı mobilitu,
cˇten´ı ze senzor˚u a celou rˇadu dalˇs´ıch funkc´ı. Aplikace byla rozdeˇlena na dva celky. Cˇerveneˇ
je zna´zorneˇna cˇa´st samotne´ho interpretu ko´du. Modrˇe pak blok podp˚urny´ch funkc´ı, ktere´
se staraj´ı o cˇten´ı dat ze senzor˚u a komunikaci, spra´vnou synchronizaci a rˇadu dalˇs´ıch veˇc´ı.
Tato cˇa´st byla nazva´na platformou a tvorˇ´ı mezivrstvu mezi syste´movy´mi knihovnami a
interpretem.
Interpret bude vykona´vat ko´d agenta, napsane´ho v jazyce ALLL. Jedna´ se o velice
jednoduchy´ jazyk, ktery´ je mozˇne´ interpretovat pomoc´ı stavove´ho automatu. Interpret
tedy vzˇdy provede jeden prˇechod ze soucˇasne´ho stavu do stavu nove´ho. Prˇi te´to akci ma´
mozˇnost volat pouze jednu funkci poskytovanou platformou. Tato podmı´nka vola´n´ı ma-
xima´lneˇ jedne´ funkce platformy je velice d˚ulezˇita´. Jinak by se mohlo vyskytnout prˇepsa´n´ı
neˇjake´ promeˇnne´ na straneˇ platformy, cˇi rekurentn´ımu vola´n´ı funkc´ı. V prostrˇed´ı senzo-
rovy´ch s´ıt´ıch si nemu˚zˇeme dovolit chybneˇ ukazuj´ıc´ı ukazatale do pameˇti cˇi podobne´ chyby
za beˇhu programu. Ladeˇn´ı aplikac´ı pro senzorove´ s´ıteˇ je takte´zˇ problematicˇteˇjˇs´ı nezˇ na kla-
sicke´m PC. Mus´ıme proto prˇistoupit k jisty´m programovac´ım styl˚um, ktere´ vy´skyt chyb
v programu eliminuj´ı na co mozˇna´ nejmeˇnsˇ´ı pocˇet. Omezen´ı pocˇtu vola´n´ı platformn´ıch
funkc´ı je sice do jiste´ mı´ry svazuj´ıc´ı, ovsˇem vy´pocˇetneˇ ekvivalentn´ı, ale hlavneˇ vede ke
stabilneˇjˇs´ımu ko´du.
Platforma se stara´ o komunikaci se syste´movy´mi moduly. Interpretu pak nab´ız´ı abs-
traktneˇjˇs´ı funkce a rˇ´ıd´ı beˇh nasˇ´ı aplikace. Za´kladn´ı rozhran´ı ktere´ mus´ı interpretu poskyt-
nout je sada rˇ´ıd´ıc´ıch signa´l˚u, prˇedevsˇ´ım:
• Inicializace - prˇi prˇ´ıjmu ko´du agenta nastavit prostrˇed´ı interpretu tak, aby bylo
schopne´ zacˇ´ıt vykona´vat ko´d.
• Proveden´ı jednoho kroku - prˇeda´n´ı hlavn´ıho rˇ´ızen´ı interpretu pro vykona´n´ı prˇechodu
z jednoho stavu do druhe´ho. Interpret na´s za´rovenˇ informuje, zda-li si prˇeje by´t
spusˇteˇn znovu, cˇi cˇeka´ na neˇjakou uda´lost a prˇeje si by´t pozastaven.
• Informova´n´ı o zmeˇneˇ informac´ı o okol´ı, ba´ze znalost´ı a dalˇs´ıch uda´lost´ı - probuzen´ı
z cˇeka´n´ı na uda´lost (naprˇ. vyprsˇen´ı cˇasovacˇe), cˇi jina´ uda´lost, kterou informuje o zmeˇneˇ
okol´ı (prˇ´ıjem zpra´vy od jine´ho agenta).
Jak cˇa´st platformy, tak i interpretu bude vlozˇena do samostatne´ konfigurace. Navza´jem
budou propojeny pomoc´ı rozhran´ı a budou vlozˇeny v nadrˇazene´ zobalovac´ı konfiguraci. Toto
rˇesˇen´ı umozˇnˇuje rozdeˇlen´ı na dveˇ v´ıce neza´visle´ cˇa´sti. Kazˇda´ cˇa´st si pak mu˚zˇe definovat sva´
vnitrˇn´ı rozhran´ı a zapojen´ı jednotlivy´ch komponent.
6.1 Syste´move´ komponenty TinyOS
V dalˇs´ıch kapitola´ch bude popsa´na prˇedevsˇ´ım cˇa´st platformy. Cˇa´st interpretu je soucˇa´st´ı
jine´ pra´ce a zde budou zmı´neˇny pouze ty cˇa´sti, ktere´ implementacˇneˇ souvisej´ı s na´vrhem
platformy. Bude zde zmı´neˇno jak lze pro konkre´tn´ı funkci vyuzˇ´ıt syste´movy´ch modul˚u
TinyOS a prˇ´ıpadna´ mozˇna´ rˇesˇen´ı.
6.1.1 Inicializace
Z TinyOS bude pro tento u´cˇel vyuzˇito modulu MainC, ktery´ na´m nab´ız´ı rozhran´ı Boot.
To vzˇdy prˇi spusˇteˇn´ı mote (prˇipojen´ı napa´jen´ı) vysˇle signa´l booted. Prˇ´ıklad modulu, ktery´
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pouze inicializuje promeˇnnou mu˚zˇe vypadat na´sledovneˇ:
module PrikladInitC {
uses interface Boot;
}
implementation {
int i = 0;
event void Boot.booted() {
i = 1;
}
}
V implementacˇn´ı cˇa´sti je nejprve definova´na promeˇnna´ i. Prˇi nahra´va´n´ı programu do
pameˇti mote je na adresu te´to promeˇnne´ zapsa´na hodnota 0. Jedna´ se o beˇzˇny´ ko´d v jazyce
C. Stejneˇ je mozˇno definovat a deklarovat funkce. Na´sleduje cˇa´st zpracova´vaj´ıc´ı signa´l bo-
oted z rozhran´ı Boot. Prˇi spusˇteˇn´ı je v modulu MainC vygenerova´n signa´l booted a ten je
odchycen a zpracova´n v nasˇem modulu. Propojen´ı rozhran´ı je nutno zajistit v konfiguraci
nasˇ´ı aplikace. Na´sledneˇ je zmeˇneˇna hodnota promeˇnne´ i na 1.
V inicializaci agentn´ı platformy budeme muset prˇipravit vsˇe pro to, abychom na´sledneˇ
mohli prˇijmout ko´d agenta a ten zacˇ´ıt interpretovat.
6.1.2 Vy´stup na LED
V urcˇity´ch prˇ´ıpadech mu˚zˇeme potrˇebovat signalizovat neˇjaky´ stav agenta. Pro tento u´cˇel
na´m mote MICAz nab´ız´ı signalizaci pomoc´ı trˇ´ı LED diod. Kazˇda´ z diod sv´ıt´ı jinou barvou,
ma´me k dispozici cˇervenou, zelenou a oranzˇovou. O tyto diody se stara´ syste´movy´ modul
LedsC, ktery´ je propojen s nasˇ´ı aplikac´ı rozhran´ım Leds. Jednoduchy´ prˇ´ıklad pouzˇit´ı:
module PrikladLedsC {
uses {
interface Boot;
interface Leds;
}
}
implementation {
event void Boot.booted() {
call Leds.led1On();
}
}
V prˇ´ıkladu je vyuzˇita dalˇs´ı mozˇnost jak zapsat, ktera´ rozhran´ı modul vyuzˇ´ıva´ – za kl´ıcˇovy´m
slovem uses mu˚zˇeme uve´st blok obsahuj´ıc´ı pouzˇita´ rozhran´ı. Stejnou konstrukci lze pouzˇ´ıt
i pro rozhran´ı, ktera´ nasˇe komponenta poskytuje. Vzorovy´ modul po spusˇteˇn´ı rozv´ıt´ı LED
diodu cˇ´ıslo 1. Opeˇt je nutno zajistit spra´vne´ zapojen´ı stran rozhran´ı v konfiguraci. V dalˇs´ıch
prˇ´ıkladech jizˇ tuto skutecˇnost nebudeme zminˇovat.
6.1.3 Pouzˇit´ı cˇasovacˇe
Jak vytvorˇit instanci modulu spravuj´ıc´ı cˇasovacˇ bylo uka´za´no v kapitole 5.3. Je propo-
jen s nasˇ´ı aplikac´ı pomoc´ı rozhran´ı Timer, ktere´ umozˇnuje zadat pozˇadovanou prˇesnost
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cˇasovacˇe. Prˇ´ıklad modulu vyuzˇ´ıvajc´ı cˇasovacˇ:
#include "Timer.h"
module BlinkC
{
uses interface Timer<TMilli> as Timer0;
uses interface Leds;
uses interface Boot;
}
implementation
{
event void Boot.booted()
{
call Timer0.startPeriodic( 100 );
}
event void Timer0.fired()
{
call Leds.led0Toggle();
}
}
V prˇ´ıkladu je vyuzˇit cˇasovacˇ, kde pozˇadujeme prˇesnost na milisekundy. Mozˇne´ hodnoty,
ktere´ je mozˇno dosadit jsou definova´ny v hlavicˇkove´m souboru “Timer.h”. Konkre´tneˇ se
jedna´ o hodnoty TMilli, T32khz a TMicro. Soubor je nutno nejprve vlozˇit pomoc´ı #define.
Vzorovy´ modul prˇi startu spust´ı cˇasovacˇ, ktery´ bude periodicky vys´ılat signa´l fired kazˇdy´ch
100 ms. Rozhran´ı umozˇnˇuje cˇasovacˇ zastavit, spustit pouze jednou cˇi periodicky a zjiˇst’ovat
aktua´ln´ı informace, jako je naprˇ´ıklad doba do vysla´n´ı dalˇs´ıho signa´lu fired.
Cˇasovacˇ lze vyuzˇ´ıt pro potrˇeby uspa´n´ı interpretu na urcˇitou dobu cˇi pravidelne´mu sbeˇru
dat ze senzor˚u.
6.1.4 Z´ıskan´ı dat ze senzor˚u
Hned v u´vodu lze poznamenat, zˇe platforma MICAz neobsahuje zˇa´dny´ vestaveˇny´ zdroj dat
- senzor. K mote lze ovsˇem prˇipojit specifickou senzorovou desku pomoc´ı 51 pinove´ho roz-
hran´ı. Pokud nema´me senzorovou desku k dispozici, lze pro simulacˇn´ı u´cˇely vyuzˇ´ıt modulu
ConstantSensorC cˇi SineSensorC. Vsˇechny syste´move´ komponenty staraj´ıc´ı se o senzory
poskytuj´ı rozhran´ı Read. Toto rozhran´ı za´rovenˇ definuje jake´ho typu jsou data. Naprˇ´ıklad
senzor poskytuj´ıc´ı data jako 16-ti bitove´ cˇ´ıslo bez zname´nka bude propojen pomoc´ı rozhran´ı
Read<uint16_t>.
Je trˇeba prˇesneˇ veˇdeˇt jakou senzorovou desku budeme mı´t k dispozici a jake´ senzory
budeme moci vyuzˇ´ıt. Prˇ´ıkladem budizˇ senzorova´ deska Mts300, obsahuj´ıc´ı kromeˇ jine´ho
modul TempC. Tento modul poskytuje rozhran´ı Read<uint16_t>, pomoc´ı ktere´ho lze zjistit
teplotu okol´ı. Jak jizˇ bylo zmı´neˇno, je tato oblast za´visla´ na konkre´tn´ı senzorove´ desce.
Du˚lezˇite´ ovsˇem je, zˇe vsˇechny senzory poskytuj´ı nasˇ´ı aplikaci rozhran´ı Read. Prˇ´ıklad jak
vyuzˇ´ıt rozhran´ı Read:
module PeriodicReaderC {
provides interface StdControl;
uses interface Timer<TMilli>;
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uses interface Read<uint16_t>;
}
implementation {
uint16_t lastVal = 0;
command error_t StdControl.start() {
return call Timer.startPeriodic(1000);
}
command error_t StdControl.stop() {
return call Timer.stop();
}
event void Timer.fired() {
call Read.read();
}
event void Read.readDone(error_t err, uint16_t val) {
if (err == SUCCESS) {
lastVal = val;
}
}
}
Prˇ´ıklad implementuje komponentu, ktera´ v pravidelne´m intervalu jedne´ sekundy sn´ıma´
data ze senzoru a ty ukla´da´ do vnitrˇn´ı promeˇnne´. Promeˇnna´ tedy obsahuje vzˇdy posledn´ı
hodnotu cˇtenou ze senzoru. V prˇ´ıkladu je videˇt, v TinyOS rozsˇ´ıˇrene´, rozdeˇlen´ı cˇten´ı dat
do dvou fa´z´ı. V prvn´ı pozˇa´da´me o prˇecˇten´ı dat pomoc´ı prˇ´ıkazu read. V druhe´ fa´zi na´m
syste´movy´ modul zasˇle data. Data z´ıska´me tedy azˇ po neˇjake´m cˇase, kdy jej ma´ syste´movy´
modul k dispozici. Data jsou zasla´na zpeˇt pomoc´ı signa´lu.
Agentn´ı platforma pak mu˚zˇe nab´ızet funkce, pomoc´ı ktery´ch bude mozˇno zjiˇst’ovat hod-
noty ze senzor˚u jak v jeden dany´ okamzˇik, tak i periodicky. Pokud budeme scanovat data
periodicky, pak rozhran´ı mus´ı umozˇnˇovat zvolen´ı periody. Mu˚zˇe by´t takte´zˇ ukla´da´na histo-
rie nameˇrˇeny´ch dat. Ma´me na vy´beˇr ze dvou mozˇnost´ı kam historii ulozˇit. Prvn´ı mozˇnost´ı
je pameˇt’ RAM. Druhou pak vestaveˇna´ flash pameˇt’ o velikosti 512 kB.
6.1.5 Prˇ´ıstup k pameˇti flash
Pro ulozˇen´ı dat ma´me k dispozici vestaveˇnou extern´ı pameˇt’ flash prˇ´ımo na platformeˇ MI-
CAz. Prˇ´ıstup k te´to pameˇti je rˇa´doveˇ pomalejˇs´ı nezˇ k pameˇti RAM. Nadruhou stranu na´m
nab´ız´ı veˇtsˇ´ı u´lozˇnou kapacitu. Pameˇt’ je rozdeˇlena na jednotky. Kazˇda´ jednotka je spojita´
oblast pameˇti specifikovane´ho forma´tu. K pameˇti jsou definova´ny dva za´kladn´ı prˇ´ıstupy:
• Logging
• Block
Logova´n´ı (Logging) je vyuzˇitelne´, pokud potrˇebujeme data pouze prˇipisovat, prˇ´ıpadneˇ
cˇ´ıst jako proud dat. Nova´ data se zap´ıˇsou vzˇdy na konec, cˇ´ımzˇ se zveˇtsˇ´ı velikost obsazene´
pameˇti. Tento prˇ´ıstup neumozˇnˇuje prˇepisovat sta´vaj´ıc´ı data. Jedinou mozˇnost´ı jak prˇepsat
stara´ data, je vymazat vsˇe a logovat od zacˇa´tku.Takte´zˇ neumozˇnˇuje efektivneˇ cˇ´ıst data
v na´hodne´m porˇad´ı. Prˇi cˇten´ı pracuje s proudem dat. Od aktua´ln´ı pozice cˇte data v porˇad´ı
v jake´m byla logova´na. Umozˇnˇuje sice zmeˇnu aktua´ln´ı pozice, ovsˇem vyuzˇit´ı pro na´hodny´
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prˇ´ıstup k pameˇti je znacˇneˇ neefektivn´ı. Na druhou stranu prˇipsa´n´ı novy´ch dat do pameˇti
je atomickou operac´ı. Po zavola´n´ı funkce je garantova´no zapsa´n´ı dat na flash.
Blokovy´ (Block) prˇ´ıstup umozˇnuje na´hodny´ prˇ´ıstup do pameˇti jak pro cˇten´ı, tak i za´pis.
Nevy´hodou je nutnost volat prˇ´ıkaz sync pro synchronizaci a jistotu zapsa´n´ı dat na flash.
Vytvorˇen´ı jednotky
Pro vytvorˇen´ı jednotky nejprve budeme muset vytvorˇit soubor “volumes-at45db.xml”.
U platformy MICAz se jedna´ o cˇip at45db, ktery´ tvorˇ´ı cˇa´st na´zvu souboru za pomlcˇkou.
Pokud bychom pracovali na jine´ platformeˇ nezˇ-li MICAz, pote´ by meˇl na´zev souboru tvar
“volumes-<na´zev cˇipu>.xml”. Pro vytvorˇen´ı jedne´ jednotky pojmenovanou jako BLOCKTEST
s velikost´ı 16 kB bude soubor obsahovat:
Soubor ‘‘volumes-at45db.xml’’
1 <volume_table>
2 <volume name="BLOCKTEST" size="16384"/>
3 </volume_table>
Na´sleduj´ıc´ı prˇ´ıklad obsahuje kofiguraci, ktera´ propojuje na´sˇ modul PametC se syste´movy´m
modulem BlockStorageC. Budeme tedy k pameˇti prˇistupovat v blokove´m rezˇimu. Jelikozˇ
jsme si v souboru “volumes-at45db.xml” definovali jednotku pojmenovanou BLOCKTEST,
mu˚zˇeme modulu BlockStorageC prˇiˇradit jedinecˇny´ identifika´tor VOLUME_BLOCKTEST. Jme´no
identifika´toru je tvorˇeno dveˇmi cˇa´stmi, prvn´ı je pevneˇ stanovena jako VOLUME_ a za n´ı
na´sleduje na´zev jednotky ze souboru “volumes-at45db.xml”. Na zacˇa´tku souboru take´
mus´ıme vlozˇit hlavicˇkovy´ soubor “StorageVolumes.h”. Jednoduchy´ prˇ´ıklad propojuj´ıc´ı
konfigurace:
#include "StorageVolumes.h"
configuration PametAppC { }
implementation {
components PametC, new BlockStorageC(VOLUME_BLOCKTEST),
MainC;
MainC.Boot <- PametC;
PametC.BlockRead -> BlockStorageC.BlockRead;
PametC.BlockWrite -> BlockStorageC.BlockWrite;
}
Rozhran´ı pro pra´ci s flash
K pra´ci s flash ma´me k dispozici neˇkolik rozhran´ı, podle toho k jake´mu u´cˇelu na´m bude
pameˇt’ slouzˇit. Rozhran´ı LogRead a LogWrite slouzˇ´ı pro pra´ci s pameˇt´ı v logovac´ım rezˇimu.
Rozhran´ı BlockRead a BlockWrite pak slouzˇ´ı pro pra´ci v blokove´m rezˇimu. Kromeˇ teˇchto
dvou za´kladn´ıch existuje nav´ıc rozhran´ı ConfigStorage, ktere´ spojuje obeˇ rozhran´ı BlockRead
a BlockWrite do jedine´ho celku, prˇicˇemzˇ obsahuje pouze nejpouzˇ´ıvaneˇjˇs´ı funkce pro blokovy´
prˇ´ıstup.
V nasˇ´ı aplikaci vyuzˇijeme pouze blokove´ho prˇ´ıstupu. Pro ukla´da´n´ı historie dat ze sen-
zor˚u, budeme potrˇebovat po zaplneˇn´ı cele´ho pole zacˇ´ıt zapisovat na zacˇa´tek. Prˇitom ale
chceme zachovat p˚uvodn´ı historii a proto je pro na´s logovac´ı rezˇim nepouzˇitelny´. Do pole
tedy budeme zapisovat v kruhu. Blokovy´ rezˇim na´m take´ nab´ıdne veˇtsˇ´ı u´lozˇnou kapacitu,
kterou lze vyuzˇ´ıt pro u´cˇely agenta.
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6.1.6 Komunikace
V TinyOS je komunikace realizova´na pomoc´ı pos´ıla´n´ı paket˚u. Kazˇdy´ paket ma´ svou hlavicˇku,
datovou cˇa´st, za´hlav´ı a sva´ metadata. Oblast komunikace je take´ hardwaroveˇ za´visla´. Da´le
se zameˇrˇ´ıme pouze na platformu MICAz, pouzˇ´ıvaj´ıc´ı cˇip cc2420. Za´kladn´ı velikost paketu
je definova´na na 28 byt˚u. Tuto velikost lze zmeˇnit prˇedefinova´n´ım TOSH_DATA_LENGTH. Pro
nasˇe u´cˇely velikost z˚ustane na p˚uvodn´ı hodnoteˇ.
Hlavicˇka
Kazˇdy´ paket je uvozen jedn´ım bytem s hodnotou 0x00. Hlavicˇka paketu obsahuje prˇedevsˇ´ım
smeˇrovac´ı informace, jako je zdrojova´ adresa a c´ılova´ adresa. Adresa v s´ıti je reprezentova´na´
16ti bitovy´m cˇ´ıslem. Kazˇdy´ mote ma´ po spusˇteˇn´ı prˇiˇrazenu adresu. Adresa je definova´na
pomoc´ı TOS_AM_ADDRESS a pokud nen´ı nijak zmeˇneˇna, pak je shodna´ s identifika´torem
uzlu definovany´m v TOS_NODE_ID. Je ovsˇem lepsˇ´ı do TOS_AM_ADDRESS nezasahovat a prˇ´ımo
prˇi instalaci do mote zmeˇnit oba identifika´tory tak, jak je popsa´no v kapitole 4.3. Da´le
je definova´na broadcastova´ adresa TOS_BCAST_ADDR, kdy jsou zpra´vy odesla´ny na vsˇechny
uzly.
Na´sleduje jeden byte, v ktere´m je ulozˇena velikost datove´ cˇa´sti. TinyOS umozˇnuje
sdruzˇit skupinu uzl˚u dohromady. Tato skupina je oznacˇena pomoc´ı jednoho bytu. Uzly
pak komunikuj´ı pouze s teˇmi, ktere´ lezˇ´ı ve stejne´ skupineˇ. Pro nasˇe u´cˇely si vystacˇ´ıme
s jednou skupinou ve ktere´ budou vsˇechny uzly dohromady. Posledn´ım bytem hlavicˇky je
identifika´tor typu zpra´vy. Identifika´tor typu lze vhodneˇ vyuzˇ´ıt pro odliˇsen´ı typu komunikace
mezi agenty. Prˇ´ıkladem je odliˇsen´ı zasla´n´ı zpra´vy od zasla´n´ı ko´du agenta. Pro prˇedstavu
jak mu˚zˇe prˇijaty´ paket vypadat je vlozˇena na´sleduj´ıc´ı tabulka:
start c´ıl. addr zdroj. addr de´lka dat skupina typ var1 [16bit] var2 [16bit]
00 00 02 00 01 04 22 06 8F 43 66 A0
Tabulka 6.1: Prˇ´ıklad hlavicˇky s daty
Datova´ cˇa´st
TinyOS umozˇnˇuje abstrahovat prˇena´sˇena´ data a pracovat s datovou cˇa´st´ı jakozˇto se struk-
turou. Strukturu sami definujeme, definujeme jake´ bude obsahovat promeˇnne´ a jake´ho typu
budou. Velikost struktury nesmı´ by´t veˇtsˇ´ı nezˇ je definova´no v TOSH_DATA_LENGTH. Prˇi
prˇekladu jsou jednotlive´ slozˇky rozmı´steˇny, obvykle za sebou v porˇad´ı, v jake´m byli de-
finova´ny. Prˇi odes´ıla´n´ı jsou data prˇetypova´na na pole byt˚u. Pokud chceme s daty opeˇt
pracovat, mus´ıme je po prˇijmut´ı prˇetypovat zpeˇt. Nic na´m nebra´n´ı definovat strukturu jako
pole byt˚u a s n´ım pak pracovat. Ma´me tedy k dispozici 28 byt˚u pro data na jeden paket1.
Pro nasˇe u´cˇely budeme potrˇebovat zas´ıla´n´ı zpra´v delˇs´ıch nezˇ 28 byt˚u. Veˇtsˇ´ı zpra´vu
pak rozdeˇl´ıme na jednotlive´ pakety. Budeme potrˇebovat implementovat rˇ´ızen´ı. Prˇ´ıjemce
nesmı´ by´t zahlcen daty a takte´zˇ je nutne´ reagovat na vy´padky paket˚u. V nasˇem prˇ´ıpadeˇ
bude prˇ´ıjemce kazˇdy´ paket potvrzovat. Cˇip cc2420 sice poskytuje mozˇnost potvrzovat pa-
kety hardwaroveˇ ovsˇem v nasˇem prˇ´ıpadeˇ pro mozˇnost rozsˇ´ıˇren´ı implementuje potvrzova´n´ı
vlastn´ım zp˚usobem. V potvrzovac´ı zpra´veˇ pak mu˚zˇeme pos´ılat vlastn´ı data vyuzˇitelna´ pro
1Pokud nezmeˇn´ıme definici TOSH DATA LENGTH
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rˇ´ızen´ı. Na´roky na komunikaci budou ekvivalentn´ı, hardwarove´ potvrzova´n´ı takte´zˇ zas´ıla´
norma´ln´ı zpra´vu zpeˇt, ale do datove´ cˇa´sti bychom nemohli nic vlozˇit.
Za´hlav´ı
Za´hlav´ı nen´ı u platformy MICAz vyuzˇito. Je definova´no pro ostatn´ı platformy, ktere´ mohou
tuto cˇa´st vyuzˇ´ıt k ukoncˇen´ı paketu.
Metadata
Tato cˇa´st nen´ı zas´ıla´na v paketu. Obsahuje pouze informace o konkre´tn´ım paketu jako je s´ıla
prˇijate´ho signa´lu, vys´ılac´ı vy´kon pro odesla´n´ı, zdali byl paket potvrzen druhou stranou, kolik
bude pokus˚u pro odesla´n´ı paketu a dalˇs´ı. Metadata jsou sva´za´na s konkre´tn´ı platformou.
Ta definuje, co je a co nen´ı v metadatech obsazˇeno.
UART
Komunikace pomoc´ı se´riove´ho rozhran´ı je naprosto shodna´ s bezdra´tovou komunikac´ı. Je-
dine´ na co si je potrˇeba da´t pozor je hardwarove´ zpracova´n´ı adres u cˇipu cc2420. Proto
prˇi kop´ırova´n´ı paketu prˇijate´ho ze s´ıteˇ na se´riove´ rozhran´ı mus´ıme rucˇneˇ zjistit zdrojovou a
c´ılovou adresu paketu (z rozhran´ı s´ıteˇ) a tyto hodnoty vlozˇit do paketu. Nestacˇ´ı tedy paket
vz´ıt a pouze zkop´ırovat.
Rozhran´ı pro komunikaci
Nejprve je nutno vyuzˇ´ıt rozhran´ı SplitControl poskytovane´ modulem ActiveMessageC.
Toto rozhran´ı je potrˇebne´ pro inicializaci komunikace. Vyuzˇijeme prˇ´ıkazu start. Po urcˇite´
dobeˇ je na´m zasla´n zpeˇt signa´l startDone s parametrem, zda se komunikacˇn´ı modul podarˇilo
nastartovat. V opacˇne´m prˇ´ıpadeˇ vola´me prˇ´ıkaz start znovu.
Pro pra´ci a nastavova´n´ı atribut˚u paketu budeme vyuzˇ´ıvat rozhran´ı Packet a AMPacket.
Ta umozˇnˇuj´ı zjistit a meˇnit hodnoty jako naprˇ´ıklad zdojova´ a c´ılova´ adresa, typ zpra´vy a
dalˇs´ı.
Rozhran´ı Recieve slouzˇ´ı pro prˇ´ıjem paket˚u, ktere´ na´m poskytuje syste´movy´ modul
AMReceiverC. Jako parametr prˇi jeho vytva´rˇen´ı uvedeme typ zpra´vy na kterou chceme rea-
govat. Mu˚zˇeme tak vytvorˇit neˇkolik rozhran´ı, kdy kazˇde´ bude zpracova´vat jiny´ typ zpra´vy.
Pro odes´ıla´n´ı paket˚u ma´me mozˇnost vyuzˇ´ıt rozhran´ı Send a AMSend. Hlavn´ı rozd´ıl mezi
rozhran´ımi je ten, zˇe AMSend narozd´ıl od Send umozˇnˇuje zadat c´ılovou adresu. Proto budeme
pouzˇ´ıvat prˇedevsˇ´ım toto rozhran´ı. Pro odesla´n´ı paketu zavola´me prˇ´ıkaz send. O u´speˇsˇnosti
odesla´n´ı jsme informova´ni prostrˇednictv´ım signa´lu sendDone. Komunikaci zajiˇst’uje modul
AMSenderC, ktery´ prˇi vytva´rˇen´ı takte´zˇ prˇeb´ıra´ typ zpra´vy, kterou bude pos´ılat. Vzorovy´
prˇ´ıklad nalezneme v prˇ´ıloze B, ktera´ se nacha´z´ı na straneˇ 55.
6.2 Agentn´ı platforma
V prˇedchoz´ı cˇa´sti byly popsa´ny vybrane´ komponenty. Agentn´ı platforma do znacˇne´ mı´ry
veˇtsˇinu teˇchto funkc´ı poskytne interpretu, pouze v abstraktneˇjˇs´ı podobeˇ. Uvedeme seznam
funkc´ı, ktere´ by meˇla agentn´ı platforma nab´ızet. Jedna´ se prˇedevsˇ´ım o:
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• Zas´ıla´n´ı zpra´v - zde je nutno rozsˇ´ıˇrit de´lku zpra´vy na v´ıce nezˇ 28 byt˚u. Budeme deˇlit
zpra´vu na pakety kdy prvn´ı paket bude obsahovat hlavicˇku a na´sledovat budou datove´
pakety. Kazˇdy´ paket bude potvrzova´n prˇ´ıjemcem. Hlavicˇka takte´zˇ bude obsahovat
kontroln´ı soucˇet. Pro spra´vnou cˇinnost je trˇeba stanovit rˇ´ızen´ı2.
• Zasla´n´ı ko´du agenta - upravena´ verze zas´ıla´n´ı zpra´v, zas´ıla´me pouze typoveˇ jina´ data.
• Ukla´da´n´ı zpra´v do ba´ze znalost´ı, takte´zˇ ulozˇen´ı ko´du agenta.
• Spra´va syste´movy´ch prostrˇedk˚u, prˇideˇlovan´ı pameˇti.
• Mnozˇina algoritmu˚ - pra´ce se seznamy (opera´tory cad a cdr z jazyka LISP) a dalˇs´ı.
• Rozhran´ı pro vn´ıma´n´ı - sn´ıma´n´ı dat ze senzor˚u.
• Dalˇs´ı sluzˇby - naprˇ´ıklad vytvorˇen´ı seznamu sousedn´ıch uzl˚u.
Dalˇs´ı velmi d˚ulezˇitou cˇa´st´ı bude synchronizace cˇinnosti interpretu. Agentn´ı platforma
bude rˇ´ıdit beˇh interpretu. Interpret pracuje jako stavovy´ automat. Interpretu bude v kazˇdou
chv´ıli poskytnuta mozˇnost udeˇlat jeden krok, prˇicˇemzˇ si sa´m mu˚zˇe zazˇa´dat o proveden´ı
dalˇs´ıho kroku. Agentn´ı platforma pak v dobeˇ sve´ necˇinnosti poskytne interpretu mozˇnost
prove´st dalˇs´ı krok. Prˇi kazˇde´m vola´n´ı je mozˇne´ prˇedat sadu atribut˚u a dat o ktere´ bylo
zazˇa´da´no v prˇedchoz´ım kroku, cˇi vznikla v pr˚ubeˇhu necˇinosti interpretu. Interpret takte´zˇ
bude mı´t mozˇnost uspat svoji cˇinnost a dalˇs´ı krok napla´novat prˇi vy´skytu neˇjake´ uda´losti3.
2Naprˇ´ıklad co deˇlat prˇi vy´padku paketu
3Naprˇ´ıklad prˇ´ıjem zpra´vy
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Kapitola 7
Jazyk ALLL pro popis agenta
V te´to kapitole bude popsa´n jazyk pro popis agenta nazvany´ ALLL (Agent Low Level
Language)[10]. V nasˇem prˇ´ıpadeˇ byly neˇktere´ cˇa´sti mı´rneˇ modifikova´ny, ale nejednalo se o
zˇa´dne´ vy´razne´ zmeˇny. Obsah te´to kapitoly spada´ sp´ıˇse do cˇa´sti interpretu a v te´to pra´ci
budou popsa´ny pouze vy´razne´ rysy tohoto jazyka, ktere´ jsou d˚ulezˇite´ pro implementaci
platformy. Pro detailneˇjˇs´ı popis jazyka ALLL proto odka´zˇi na bakala´rˇskou pra´ci Pavla
Spa´cˇila[8].
7.1 Rozdeˇlen´ı agenta na cˇa´sti
Agent byl v nasˇem prˇ´ıpadeˇ rozdeˇlen na 7 cˇa´st´ı, prˇicˇemzˇ zachova´va´ rysy BDI agent˚u. Obsa-
huje jak ba´zi znalost´ı o okol´ı, tak ba´zi pla´n˚u a aktua´lneˇ zvoleny´ c´ıl, cˇili za´meˇr. Ba´ze znalost´ı
je v nasˇem prˇ´ıpadeˇ rozdeˇlena do dvou kategori´ı. Prvn´ı je ba´ze znalost´ı, tak jak ji cha´peme
u BDI agent˚u. Druhou pak cˇa´st obsahuj´ıc´ı nameˇrˇene´ hodnoty ze senzor˚u a prˇ´ıchoz´ı zpra´vy.
Zbyle´ trˇi cˇa´sti tvorˇ´ı registry, ktere´ mohou slouzˇit pro r˚uzne´ vy´pocˇty. Cˇa´sti jsou pojmenova´ny
na´sledovneˇ:
• BeliefBase - ba´ze znalost´ı.
• PlanBase - ba´ze pla´n˚u.
• Plan - za´meˇr.
• InputBase - obsahuje prˇijate´ zpra´vy a nameˇrˇene´ hodnoty ze senzor˚u1.
• Registr cˇ´ıslo 1 - univerza´ln´ı registr.
• Registr cˇ´ıslo 2 - univerza´ln´ı registr.
• Registr cˇ´ıslo 3 - univerza´ln´ı registr.
7.2 Struktura jazyka ALLL
Agent pracuje s jednotlivy´mi pla´ny, ktere´ jsou slozˇeny z akc´ı. Pla´ny mohou by´t hiearchicky
zanorˇeny a v prˇ´ıpadeˇ, zˇe se jeden podpla´n nepodarˇ´ı u´speˇsˇneˇ vykonat, podpla´n je smaza´n a
pokracˇujeme v prova´deˇn´ı pla´nu na vysˇsˇ´ı u´rovni. Akc´ı tedy mu˚zˇe by´t i spusˇteˇn´ı podpla´nu.
1Spada´ do kategorie znalost´ı o okol´ı
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Jiny´m typem akce je naprˇ´ıklad komunikace prˇes ra´dio, operace pro pra´ci s ba´z´ı znalost´ı, cˇi
vola´n´ı sluzˇeb platformy.
Jazyk ALLL pracuje prˇeva´zˇneˇ se dveˇmi za´kladn´ımi strukturami a to tabulkou a sezna-
mem. Tabulka je tvorˇena seznamy na jejichzˇ porˇad´ı neza´lezˇ´ı. Seznamem cha´peme usporˇa´da-
nou posloupnost akc´ı. Kazˇdy´ seznam zacˇ´ına´ otev´ırac´ı za´vorkou2 a koncˇ´ı uzav´ırac´ı za´vorkou
3. Akce nejsou nijak oddeˇlova´ny, protozˇe kazˇdy´ typ akce je uvozen svy´m specia´ln´ım sym-
bolem. Interpret ma´ d´ıky tomu mozˇnost identifikovat zacˇa´tek dalˇs´ı akce.
Dalˇs´ım datovy´m typem je n-tice hodnot. Struktura spada´ do kategorie seznamu. Je-
diny´m rozd´ılem je, zˇe jednotlive´ polozˇky jsou oddeˇleny znakem ”,“. N-tice jsou vyuzˇ´ıva´ny
prˇedevsˇ´ım jako parametry platformn´ıch akc´ı a pro uchova´va´n´ı informac´ı v ba´zi znalost´ı.
V jazyce ALLL je mozˇne´ pro u´cˇely vyhleda´va´n´ı svy´ch znalost´ı definovat anonymn´ı
promeˇnne´ pomoc´ı symbolu ” “ a ty na´sledneˇ unifikovat. Vy´sledkem unifikace je bud
’ neu´speˇch,
cˇi substituce anonymn´ı promeˇnne´ za konkre´tn´ı hodnotu, cˇ´ımzˇ se obeˇ n-tice stanou iden-
ticky´mi.
7.3 Vyuzˇit´ı pomocny´ch registr˚u
V kazˇde´m okamzˇiku je nastaven pouze jeden z registr˚u jako aktivn´ı. Do tohoto registru je
vlozˇena hodnota vy´sledku po vykona´n´ı akce. Aktivn´ı registr nastav´ıme pomoc´ı &(1), &(2),
respektive &(3).
V kazˇde´ akci mu˚zˇeme namı´sto konkre´tn´ı hodnoty vyuzˇ´ıt za´stupne´ho symbolu registru.
Jedna´ se o &1, &2 a &3. Prˇi prova´deˇn´ı akce je hodnota zvolene´ho registru substituova´na do
tohoto mı´sta.
Prˇ´ıklad 7.1: Registr cˇ´ıslo 1 obsahuje 23. Prˇ´ıklad substituce registru do n-tice.
(98, 11,&1)⇒ (98, 11, 23)
Prˇi vkla´da´n´ı do ba´ze znalost´ı se substituce neprova´d´ı. N-tice je ulozˇena prˇesneˇ tak, jak
je zapsa´na. Proveden´ı substituce nastane azˇ prˇi vy´beˇru te´to n-tice z ba´ze znalost´ı.
7.4 Se´mantika akc´ı
V tabulce 7.4 ma´me uvedeny´ prˇehled typ˚u akc´ı, jejich parametry a vy´znam. Nyn´ı se
zameˇrˇ´ıme na specificke´ vlastnosti konkre´tn´ıch akc´ı.
Jednou z podstatny´ch vlastnost´ı je kontrola duplicity prˇi vkla´da´n´ı do ba´ze znalost´ı.
Agent tedy udrzˇuje ve sve´ ba´zi znalost´ı pouze unika´tn´ı u´daje. Prˇi odeb´ıra´n´ı polozˇek z ba´ze
znalost´ı jsou odstraneˇny vsˇechny polozˇky vyhovuj´ıc´ı unifikaci. Pokud ba´ze znalost´ı obsahuje
n-tice (1), (2) a (3,4), pak po proveden´ı akce -(_) z˚ustane v ba´zi znalost´ı pouze (3,4).
Du˚lezˇity´m rysem jazyka ALLL je, zˇe je oddeˇlena cˇa´st InputBase a BeliefBase. Proto
i test na jejich obsah zajiˇst’uj´ı odliˇsne´ akce. Cˇa´st InputBase obsahuje vzˇdy n-tice se dveˇmi
polozˇkami. Pokud je prvn´ı polozˇkou cˇ´ıslo, jedna´ se o prˇijatou zpra´vu. Nacha´zi-li se mı´sto
tohoto cˇ´ısla znak ”s“, ”m“, ”M“ cˇi ”a“, jedna´ se o data prˇijata´ ze senzor˚u. Prˇi testova´n´ı na
obsah InputBase zada´va´me pouze prvn´ı polozˇku n-tice. Nacha´z´ı-li se v InputBase takova´
n-tice, bude do aktivn´ıho registru vlozˇena pouze druha´ polozˇka n-tice a samotna´ n-tice
2Znakem
”
(“
3Znakem
”
)“
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bude z InputBase vymaza´na. Prˇ´ıkladem budizˇ akce ?(1), ktera´ na´m vybere prvn´ı n-tici
obsahuj´ıc´ı zpra´vu od uzlu cˇ´ıslo 1 a zpra´vu ulozˇ´ı do aktivn´ıho registru.
Oproti tomu test na ba´zi znalost´ı plneˇ pouzˇ´ıva´ unifikaci a prvn´ı polozˇku, ktera´ je uni-
fikovatelna´ prˇesouva´ do aktivn´ıho registru.
Ko´d akce Parametry Vy´znam
+ n-tice|registr Prˇida´n´ı do BeliefBase, unifikac´ı se kontroluje duplicitn´ı
vkla´da´n´ı
- n-tice|registr Odebra´n´ı polozˇek z BeliefBase pomoc´ı unifikace
! cˇ´ıslo|registr,
n-tice|registr
Odesla´n´ı zpra´vy zadane´ n-tic´ı nebo registrem na mote se
zadanou adresou
& cˇ´ıslo Zmeˇna aktivn´ıho registru
* n-tice|registr Test BeliefBase na zadanou n-tici nebo registr, vy´sledek
se ulozˇ´ı do aktivn´ıho registru
? cˇ´ıslo|registr|
znak
Test InputBase na zpra´vu od mote/senzoru se zadanou
adresou, vy´sledek se ulozˇ´ı do aktivn´ıho registru
@ seznam akc´ı Prˇ´ıme´ spusˇteˇn´ı, akce se vlozˇ´ı na za´sobn´ık se zara´zˇkou
^ jme´no|registr Neprˇ´ıme´ spusˇteˇn´ı, hleda´ se pla´n v PlanBase se stejny´m
jme´nem
$ p´ısmeno
(,n-tice|registr)
Vola´n´ı sluzˇeb platformy, prvn´ı parametr (p´ısmeno) je ko´d
operace, druhy´ parametr jsou parametry sluzˇby, nemus´ı
by´t u vsˇech sluzˇeb
# zˇa´dne´ Zara´zˇka za pla´nem, se´manticky tato akce nema´ zˇa´dny´
vy´znam
Tabulka 7.1: Seznam typ˚u akc´ı a jejich vy´znam[8]
Pla´ny mohou by´t jak pojmenovane´, tak nepojmenovane´. Pokud spousˇt´ıme uvnitrˇ pla´nu
zanorˇeny´ podpla´n, je nutne´ do ko´du vlozˇit zara´zˇku, abychom byli schopni identifikovat
konec tohoto podpla´nu.
Prˇ´ıklad 7.2: Ma´me aktua´ln´ı pla´n: @(+(abc)!(2,(456)))+(123). Vy´sledkem spusˇteˇn´ı ne-
pojmenovane´ho pla´nu je:
+(abc)!(2,(456))#+(123)
Du˚lezˇitou akc´ı je z nasˇeho pohledu vola´n´ı sluzˇeb platformy. V na´sleduj´ıc´ı kapitole budou
nab´ızene´ sluzˇby popsa´ny, vcˇetneˇ parametr˚u, ktere´ konkre´tn´ı sluzˇby vyzˇaduj´ı.
Jak si bylo mozˇne´ povsˇimnout, jazyk ALLL zava´d´ı pro identifikaci akce jednop´ısmenne´
identifika´tory. Cely´ jazyk se tak snazˇ´ı by´t nena´rocˇny´ na de´lku ko´du, cozˇ je pro oblast sen-
zorovy´ch s´ıt´ı, ktere´ trp´ı nedostatkem pameˇti, d˚ulezˇite´. Takte´zˇ identifikace sluzˇby platformy
je zajiˇsteˇna pomoc´ı jednoho znaku. Dı´ky tomu je mozˇne´ zapsat i pomeˇrneˇ slozˇite´ chova´n´ı
agenta do vyhrazeny´ch 2 kB pameˇti RAM.
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Kapitola 8
Hlavn´ı rˇ´ıd´ıc´ı smycˇka
V te´to kapitole bude popsa´n stavovy´ diagram. Bude nast´ıneˇno rozdeˇlen´ı aplikace na cˇa´st
platformy a interpretu a bude uka´za´no jaky´m zp˚usobem platforma vola´ interpret. Take´ se
budeme zaby´vat synchronizac´ı asynchronn´ıch sluzˇeb.
8.1 Stavovy´ diagram a popis jeho cˇa´st´ı
Na obra´zku 8.1 mu˚zˇeme videˇt za´kladn´ı sche´ma rˇ´ıd´ıc´ı smycˇky. Cˇa´st platformy je oddeˇlena
od interpretu svislou cˇa´rkovanou cˇarou. Pouzˇ´ıva´me trˇ´ı pomocny´ch promeˇnny´ch. Promeˇnna´
V INTERPRETU slouzˇ´ı jako indikace, zdali se nacha´z´ıme v cˇa´sti interpretu, cˇi platformy.
Promeˇnna´ SYNCHRO je naplneˇna v prˇ´ıpadeˇ vola´n´ı sluzˇby platformy. Obsahuje hodnotu TRUE
v prˇ´ıpadeˇ, zˇe se jedna´ o synchronn´ı operaci a explicitn´ı synchronizace nen´ı trˇeba. V opacˇne´m
prˇ´ıpadeˇ je naplneˇna hodnotou FALSE a slouzˇ´ı jako indikace, zˇe byla vola´na asynchronn´ı
operace vyzˇaduj´ıc´ı dodatecˇne´ rˇ´ızen´ı. Posledn´ı promeˇnna´ je nazva´na DALSˇI´ KROK. Je vzˇdy
naplneˇna na konci kazˇde´ho kroku interpretu. Jej´ı hodnota rˇ´ıka´, zda si prˇejeme prove´st dalˇs´ı
krok interpretu. Interpret tedy mu˚zˇe platformeˇ rˇ´ıci, zˇe jizˇ ukoncˇil svoji cˇinnost a v dalˇs´ım
kroku si jizˇ neprˇeje by´t vola´n.
8.2 Inicializace
V horn´ı cˇa´sti obra´zku se nacha´zi inicializacˇn´ı blok. Nejprve inicializujeme cˇa´st platformy.
V jednotlivy´ch cˇa´stech platformy vyzˇaduj´ıc´ıch inicializaci se nacha´z´ı obsluzˇna´ funkce zpra-
cova´vaj´ıc´ı signa´l booted z modulu MainC. Jakmile ma´me inicializova´ny vsˇechny moduly
platformy, mu˚zˇeme zavolat inicializacˇn´ı cˇa´st interpretu, na jej´ımzˇ konci je platforma infor-
mova´na, zˇe mu˚zˇe zacˇ´ıt v cyklu volat jeden krok interpretu. K tomuto u´cˇelu bylo definova´no
rozhran´ı ControlI. Obsahuje dva signa´ly, booted a nextRun, a jeden prˇ´ıkaz run. Platforma
tedy poskytuje rozhran´ı ControlI a interpret je zapojen v konfiguraci jako strana toto roz-
hran´ı pouzˇ´ıvaj´ıc´ı. Vysla´n´ım signa´lu booted se zacˇne vykona´vat inicializacˇn´ı cˇa´st interpretu.
Na konci te´to cˇa´sti zavola´me prˇ´ıkaz run. Na´sledneˇ platforma zacˇ´ına´ v cyklu vys´ılat signa´l
nextRun. Ten rˇ´ıka´ interpretu, zˇe mu˚zˇe prove´st jeden krok.
8.3 Cyklicke´ vola´n´ı jednoho kroku interpretu
Platforma tedy zacˇne vykona´vat hlavn´ı smycˇku. Na zacˇa´tku vzˇdy kontroluje, zda nepozˇa-
dujeme nahra´n´ı nove´ho agentn´ıho ko´du. Pokud zjist´ıme, zˇe ma´me za u´kol prˇijmout nove´ho
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Obra´zek 8.1: Stavovy´ diagram
zobrazuje zp˚usob jaky´m zajiˇst’ujeme synchronizaci.
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agenta, pak zastav´ıme cˇinnost stare´ho agentn´ıho ko´du a prˇijmeme novy´. V opacˇne´m prˇ´ıpadeˇ
pokracˇujeme ve vykona´va´n´ı soucˇasne´ho agentn´ıho ko´du.
Dalˇs´ım krokem, ktery´ mus´ıme prove´st prˇed prˇeda´n´ım rˇ´ızen´ı interpretu, je prˇida´va´n´ı
zpra´v ze senzor˚u a ra´dia. Du˚vodem je pouzˇit´ı promeˇnny´ch z cˇa´sti interpretu, ktere´ se
v pr˚ubeˇhu kroku interpretu meˇn´ı. Jedna´ se prˇedevsˇ´ım o ukazatele na jednotlive´ bloky
agentn´ıho ko´du.
Nyn´ı mu˚zˇe by´t rˇ´ızen´ı prˇeda´no interpretu. Pomoc´ı rozhran´ı ControlI vysˇleme signa´l
nextRun a nyn´ı ma´ interpret mozˇnost prove´st jeden krok. Za´rovenˇ take´ nastav´ıme promeˇ-
nnou V INTERPRETU na logickou hodnotu TRUE.
Interpret zacˇne svou cˇinnost t´ım, zˇe si zjist´ı na jake´ pozici v ko´du se nacha´z´ı a prˇiprav´ı
vsˇe nutne´ pro proveden´ı jedne´ jednoduche´ akce. Podle typu akce je dana´ akce provedena
bud’ v cˇa´sti interpretu, nebo je vyzˇadova´na vy´pomoc platformy. Jednoduchou akc´ı, kterou
je mozˇnost prove´st uvnitrˇ interpretu, je pra´ce se seznamy a r˚uzne´ matematicke´ operace.
Operac´ı vyzˇaduj´ıc´ı kooperaci s platformou je naprˇ´ıklad uspa´n´ı interpretu po neˇjaky´ cˇas, cˇi
cˇeka´n´ı na prˇ´ıchoz´ı zpra´vu.
Nejprve pop´ıˇseme chova´n´ı po proveden´ı jednoduche´ akce nevyzˇaduj´ıc´ıch spolupra´ce plat-
formy. Jedna´ se vzˇdy o synchronn´ı operace. Zvolena´ akce mu˚zˇe by´t dokoncˇena jak u´speˇsˇneˇ,
tak i neu´speˇsˇneˇ. Pokud se nepodarˇilo akci vykonat, pak aktua´lneˇ zvoleny´ pla´n koncˇ´ı takte´zˇ
neu´speˇchem. Interpret se pak mus´ı postarat o obsluhu neu´speˇsˇneˇ provedene´ho pla´nu a
na´slednou reakci na nastalou situaci. V prˇ´ıpadeˇ u´speˇsˇne´ho dokoncˇen´ı akce je tato akce
odebra´na a prˇiprav´ıme vsˇe potrˇebne´ na to, abychom mohli v dalˇs´ım kroku zavolat interpret
znovu. Soucˇa´st´ı je i ulozˇen´ı aktua´ln´ı pozice.
Posledn´ı operac´ı kterou interpret vykona´ je nastaven´ı promeˇnne´ DALSˇI´ KROK a navra´cen´ı
rˇ´ızen´ı zpeˇt platformeˇ. Logicka´ hodnota FALSE znacˇ´ı, zˇe interpret si prˇeje ukoncˇit svou
cˇinnost a proto nastav´ıme promeˇnnou V INTERPRETU na FALSE. V opacˇne´m prˇ´ıpadeˇ bu-
deme muset volat interpret znovu. Opeˇt nastav´ıme promeˇnnou signalizuj´ıc´ı ukoncˇen´ı cˇa´sti
interpretu (V INTERPRETU=FALSE) a zacˇneme prova´deˇt smycˇku od zacˇa´tku, tedy dotazem
zda prˇij´ıma´me agentn´ı ko´d. V implementaci syste´mu se jako promeˇnna´ DALSˇI´ KROK oznacˇuje
na´vratova´ hodnota z funkce nextRun. Nejedna´ se tedy o samostatnou promeˇnnou, ale pro
jednoduchost byla do diagramu vyznacˇena t´ımto zp˚usobem.
8.4 Vola´n´ı platformn´ı akce
Nyn´ı se zameˇrˇ´ıme na akce vyzˇaduj´ıc´ı spolupra´ce platformy. Tyto akce lze deˇlit do dvou
kategori´ı a to synchronn´ı a asynchronn´ı. Hned z u´vodu je potrˇeba rˇ´ıci, zˇe veˇtsˇina sluzˇeb
platformy jsou asynchronn´ı sluzˇby. Jednoduchy´m prˇ´ıkladem mu˚zˇe by´t jizˇ zmı´neˇne´ cˇeka´n´ı
na prˇ´ıchoz´ı zpra´vu. Interpret v prvn´ı fa´zi informuje platformu, zˇe vola´ sluzˇbu platformy. Ta
zjist´ı o jakou sluzˇbu se jedna´ a v prˇ´ıpadeˇ, zˇe je asynchronn´ı, nastav´ı promeˇnnou SYNCHRO
na logickou hodnotu FALSE. Du˚lezˇite´ je, zˇe v tomto okamzˇiku vra´t´ı rˇ´ızen´ı zpeˇt interpretu
a pokracˇuje jako by se jednalo o u´speˇsˇneˇ dokoncˇenou akci. Ten provede odebra´n´ı akce ze
za´sobn´ıku a ulozˇ´ı si svou pozici v ko´du. Na´sleduje informova´n´ı platformy o ukoncˇen´ı kroku
spolu s hodnotou, zda pozˇadujeme krok dalˇs´ı. V tuto chv´ıli na´sleduje porovna´n´ı, zda ma´me
pokracˇovat ve smycˇce. Zde je dobre´ si povsˇimnout slozˇene´ podmı´nky, jej´ızˇ soucˇa´st´ı je test
promeˇnne´ SYNCHRO.
Jelikozˇ se nejednalo o synchronn´ı operaci, cyklus v tuto chv´ıli koncˇ´ı a je nastavena
promeˇnna´ V INTERPRETU na hodnotu FALSE. Nyn´ı je hlavn´ı smycˇka pozastavena a cˇeka´me
na dokoncˇen´ı dane´ operace. Po urcˇite´m cˇase, kdy dokoncˇ´ıme operaci, otestujeme promeˇnnou
V INTERPRETU, ktera´ na´m jiny´mi slovy rˇ´ıka´, zda-li jizˇ byla hlavn´ı smycˇka ukoncˇena. Pokud
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se do nyneˇjˇs´ı doby smycˇka neukoncˇila, cˇeka´me 10ms a znovu v cyklu prova´d´ıme stejny´ test.
Je potrˇeba rˇ´ıci, zˇe v praxi se toto cˇeka´n´ı nevyskytuje. Du˚vodem je velmi rychle´ ukoncˇen´ı
hlavn´ı smycˇky (cca jednotky instrukc´ı). Oproti tomu dokoncˇen´ı akce trva´ rˇa´doveˇ mnohem
delˇs´ı dobu. Tato cˇekac´ı smycˇka je tedy navrzˇena sp´ıˇse z forma´ln´ıch a simulacˇn´ıch u´cˇel˚u.
Nyn´ı se nacha´z´ıme ve stavu, kdy jizˇ je hlavn´ı smycˇka ukoncˇena a za´rovenˇ je zvolena´
operace dokoncˇena. Nezby´va´ na´m tedy nic jine´ho, nezˇ znovu pokracˇovat v hlavn´ı smycˇce
za prˇedpokladu zˇa´dosti o dalˇs´ı krok. Jelikozˇ mu˚zˇeme s jistotou rˇ´ıci, zˇe byla hlavn´ı smycˇka
ukoncˇena, pak take´ v´ıme, zˇe byla nastavena promeˇnna´ DALSˇI´ KROK. Nyn´ı jizˇ v za´vislosti na
te´to promeˇnne´ prova´deˇn´ı ukoncˇ´ıme natrvalo, cˇi pokracˇujeme dalˇs´ım krokem.
Posledn´ım typem akce, kterou lze volat je synchronn´ı operace platformy. Jej´ı zpracova´n´ı
je stejne´ jako zpracova´n´ı akce na´lezˇ´ıc´ı interpretu. Jediny´m rozd´ılem je umı´steˇn´ı dane´ ope-
race. Prˇ´ıkladem je sluzˇba, vracej´ıc´ı pr˚umeˇrnou hodnotu z dat ze senzor˚u. V prˇ´ıpadeˇ, zˇe pole
teˇchto dat ma´me nacachova´no v pameˇti RAM, mu˚zˇeme operaci prove´st synchronneˇ. Data
v tomto prˇ´ıpadeˇ na´lezˇ´ı cˇa´sti platformy a proto se take´ jedna´ o jej´ı operaci.
8.5 Atomicita prˇiˇrazen´ı do promeˇnne´
Hojneˇ vyuzˇ´ıvanou vlastnost´ı v cele´m programu je atomicita operace prˇiˇrazuj´ıc´ı hodnotu do
promeˇnne´ typu pravda/nepravda1. Jelikozˇ se jedna´ o jednoduchou operaci, ktera´ v asem-
bleru pro Micaz zab´ıra´ jednu instrukci, je tato operace vzˇdy dokoncˇena atomicky. Pokud
bychom pracovali na procesoru, kde dane´ prˇiˇrazen´ı nen´ı atomickou operac´ı, museli bychom
atomicitu operace vyja´drˇit explicitneˇ pomoc´ı bloku atomic.
Tuto skutecˇnost zde zminˇujeme z d˚uvodu prova´zanosti jednotlivy´ch modul˚u platformy.
V jednotlivy´ch modulech mu˚zˇeme nale´zt spoustu podobny´ch prˇiˇrazen´ı, ktere´ funguj´ı pouze
d´ıky tomu, zˇe dane´ prˇiˇrazen´ı je atomicke´.
1boolean
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Kapitola 9
Sluzˇby poskytovane´ platformou
V te´to kapitole budou popsa´ny jednotlive´ sluzˇby, ktere´ platforma nab´ız´ı. Bude nast´ıneˇno,
jaky´m zp˚usobem sluzˇby pracuj´ı a pod jakou zkratkou je lze v jazyce ALLL spustit.
9.1 Vy´stup na LED
Kazˇdy´ mote obsahuje 3 LED diody (cˇervena´, zelena´ a zˇluta´). Agentn´ı platforma tedy nab´ız´ı
sluzˇby pro jejich ovla´da´n´ı. Rozhran´ı LedkyI poskytuje interpretu za´kladn´ı operace jako
naprˇ´ıklad rozsv´ıcen´ı cˇervene LED diody, jej´ı zhasnut´ı a da´le take´ operaci pro prˇeklopen´ı
stavu. Pokud tedy byla dioda v rozsv´ıcene´m stavu, bude po zavola´n´ı prˇ´ıkazu redToggle
zhasnuta.
Rozhran´ı take´ poskytuje pro komlexn´ı manipulaci prˇ´ıkaz controlLed. Ten pozˇaduje
zada´n´ı dvou parametr˚u. Prvn´ım je identifikace LED diody a druhy´m operace, kterou
pozˇadujeme se zvolenou diodou prove´st. Oba argumenty jsou vy´cˇtove´ho typu a hodnoty
ktery´ch mohou naby´vat najdeme v hlavicˇkove´m souboru “Ledky.h”. Jako prˇ´ıklad uvedeme
rozsv´ıcen´ı cˇervene´ LED diody:
call LedkyI.contolLed(LED_RED, LED_ON);
Prˇ´ıkaz controlLed je pouze jakousi zaobalovac´ı funkc´ı a cele´ rozhran´ı LedkyI v´ıceme´neˇ
kop´ıruje syste´move´ rozhran´ı Leds. Toto rozhran´ı je jako jedno z ma´la synchronn´ı a proto i
sluzˇby nab´ızene´ platformou nevyzˇaduj´ı explicitn´ı synchronizaci.
Sluzˇby maj´ı v jazyce ALLL jeden spolecˇny´ identifika´tor ”l“. Na´sleduje n-tice parametr˚u,
kdy prvn´ı urcˇuje LED s kterou chceme pracovat a druhy´m volitelny´m parametrem je hod-
nota ”1“ pro rosv´ıcen´ı a ”0“ pro zhasnut´ı. Pokud druhy´ parametr neuvedeme, platforma
pouze prˇepne stav dane´ LED.
Prˇ´ıklad 9.1: Rozsv´ıcen´ı cˇervene´ LED
$(l,(r,1))
Prˇ´ıklad 9.2: Zhasnut´ı zelene´ LED
$(l,(g,0))
Prˇ´ıklad 9.3: Prˇepnut´ı stavu zˇlute´ LED
$(l,(y))
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9.2 Sluzˇby pro rˇ´ızen´ı uspa´n´ı
Platforma nab´ız´ı take´ mozˇnost uspat interpret po urcˇity´ cˇasovy´ okamzˇik. Sluzˇby tohoto
charakteru lze volat z interpretu pomoc´ı rozhran´ı WaitI.
9.2.1 Uspa´n´ı na pozˇadovanou dobu
Prvn´ı sluzˇbou, kterou si nyn´ı pop´ıˇseme bude jednoduche´ uspa´n´ı interpretu po zvoleny´
cˇasovy´ u´sek v milisekunda´ch. Interpret je mozˇno uspat zavola´n´ım prˇ´ıkazu waitMsec. Sluzˇba
pozˇaduje zada´n´ı cˇ´ısla, ktery´m vol´ıme dobu v milisekunda´ch. Tento argument je 32-bitove´
cˇislo bez zname´nka. Mu˚zˇeme vypocˇ´ıtat maxima´ln´ı mozˇnou dobu, po kterou lze interpret
uspat jako:
tmax = 232ms = 4294967296ms ≈ 49.71dnı´
Pokud pozˇadujeme zada´n´ı delˇs´ıho cˇasove´ho u´seku, budeme muset volat tuto sluzˇbu v´ıcekra´t.
Pro veˇtsˇinu beˇzˇny´ch aplikac´ı je ale tato hodnota v´ıce nezˇ dostatecˇna´. Tato sluzˇba patrˇ´ı do
kategorie asynchronn´ıch operac´ı a proto prˇed zacˇa´tkem prova´deˇn´ı mus´ıme o te´to skutecˇnosti
informovat hlavn´ı smycˇku. Pro doda´n´ı teˇchto informac´ı hlavn´ı rˇ´ıdic´ı smycˇce z obra´zku
8.1 slouzˇ´ı vnitrˇn´ı rozhran´ı platformy iControlI. Vyuzˇijeme prˇ´ıkazu stopNextStep, ktery´
nastav´ı hodnotu promeˇnne´ SYNCHRO na FALSE.
Na´sledneˇ nastav´ıme cˇasovacˇ tak, aby na´m za pozˇadovany´ cˇasovy´ interval zaslal signa´l
fired znacˇ´ıc´ı vyprsˇen´ı cˇasovacˇe. V tuto chv´ıli jsme u´speˇsˇneˇ zaha´jili vykona´va´n´ı platformn´ı
akce. Mu˚zˇeme tedy informovat interpret, zˇe zvolena´ akce byla zaha´jena. Interpret jak je
videˇt z obra´zku 8.1 odebere akci a ulozˇ´ı svou pozici v ko´du. Vra´t´ı na´vratovou hodnotu, zda
si prˇeje byt znovu zavola´n a nyn´ı, poneˇvadzˇ byla nastavena promeˇnna´ SYNCHRO na FALSE,
je ukoncˇena hlavn´ı smycˇka.
V tuto chv´ıli je interpret uspa´n a platforma cˇeka´ na zasla´n´ı signa´lu fired od nastavene´ho
cˇasovacˇe. Jakmile cˇasovacˇ vyprsˇ´ı, mu˚zˇeme znovu zacˇ´ıt volat interpret z hlavn´ı smycˇky. Mo-
dul staraj´ıc´ı se o hlavn´ı smycˇku o te´to situaci informujeme zavola´n´ım prˇ´ıkazu continueNext-
Step opeˇt z rozhran´ı iConrolI.
Obra´zek 9.1: Sluzˇba waitMsec.
Rea´lna´ implementace vyznacˇena´ v diagramu
Na obra´zku 9.1 je na´zorneˇ videˇt prova´deˇn´ı asynchronn´ı sluzˇby. Obra´zek obsahuje ko´d
asynchronn´ı sluzˇby waitMsec a jemu odpov´ıdaj´ıc´ı vy´rˇez stavove´ho diagramu.
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Sluzˇba ma´ v jazyce ALLL identifika´tor ”w“ a vyzˇaduje zada´n´ı jedine´ho parametru,
urcˇuj´ıc´ıho po jakou dobu ma´ by´t interpret uspa´n.
Prˇ´ıklad 9.4: Rozsv´ıcen´ı zelene´ LED, uspa´n´ı interpretu na 1 sekundu a na´sledne´ zhasnut´ı
diody
$(l,(g,1))$(w,(1000))$(l,(g,0))
9.2.2 Cˇeka´n´ı na prˇ´ıchoz´ı zpra´vu
V neˇktery´ch aplikac´ıch budeme pozˇadovat, aby meˇl agent mozˇnost uspat interpret do te´
doby nezˇ je mu zasla´na neˇjaka´ zpra´va. Interpretu je tato akce zprˇ´ıstupneˇna jakozˇto prˇ´ıkaz
waitOnMessage. Ten informuje hlavn´ı smycˇku podobneˇ jako prˇi uspa´n´ı na zvolenou dobu
o tom zˇe se jedna´ o asynchronn´ı operaci. Zavola´ tedy prˇ´ıkaz stopTilMessage z rozhran´ı
iControlI. Prˇ´ıkaz stopTilMessage se od prˇ´ıkazu stopNextStep liˇs´ı v tom, zˇe hlavn´ı smycˇka
bude kooperovat s dalˇs´ımi moduly, konkre´tneˇ s modulem obsluhuj´ıc´ım prˇ´ıchoz´ı pakety.
Tento modul a jeho rozhran´ı bude popsa´no v samostatne´ kapitole. Rˇ´ızen´ı se opet navrac´ı
do cˇa´sti interpretu a hlavn´ı smycˇka testem promeˇnne´ SYNCHRO=FALSE koncˇ´ı svou cˇinnost.
Konkre´tn´ı posloupnost akc´ı vykonany´ch prˇi prˇ´ıjmu zpra´vy bude uvedena v kapitole
veˇnuj´ıc´ı se zas´ıla´n´ım zpra´v. Pro na´s je v tuto chv´ıli d˚ulezˇite´, zˇe prˇi prˇ´ıjmu zpra´vy je z
prˇ´ıslusˇne´ho modulu informova´na hlavn´ı smycˇka, zˇe mu˚zˇe opeˇt zacˇ´ıt cyklicky volat interpret.
Cˇeka´n´ı na prˇ´ıchoz´ı zpra´vu lze v jazyce ALLL zapsat pomoc´ı symbolu ”s“.
Prˇ´ıklad 9.5: Rozsv´ıcen´ı zelene´ LED, cˇeka´n´ı na zpra´vu a na´sledne´ zhasnut´ı diody
$(l,(g,1))$(s)$(l,(g,0))
V souvislosti se sluzˇbou umozˇnˇuj´ıc´ı cˇekat na prˇ´ıchoz´ı zpra´vu byla implementova´na take´
sluzˇba startOfMsgWaiting. Po zavola´n´ı te´to sluzˇby zacˇne platforma kontrolovat, zda ne-
byla prˇijata neˇjaka´ zpra´va. V prˇ´ıpadeˇ, zˇe jsme obdrzˇeli po zavola´ni startOfMsgWaiting
zpra´vu a nasˇ´ım dalˇs´ım krokem bude akce stopTilMessage, bude samotne´ cˇeka´n´ı na zpra´vu
ignorova´no.
V jazyce ALLL lze sluzˇbu identifikovat symbolem ”a“. Obra´zek 9.2 demonstruje vyuzˇit´ı
te´to sluzˇby. Zat´ımco na leve´ straneˇ jsme vyuzˇili sluzˇby ”a“, nalevo nikoli. Vy´sledkem je, zˇe
na leve´ straneˇ je prˇeskocˇena sluzˇba ”s“, cˇ´ımzˇ dojde k na´sledne´mu proveden´ı akce a zhasnut´ı
zelene´ LED. Na prave´ straneˇ se interpret zastav´ı a cˇeka´ na prˇ´ıchoz´ı zpra´vu. Jeho zelena´
LED dioda z˚usta´va´ rozsv´ıcena´.
9.2.3 Ukoncˇen´ı cˇinnosti agenta
Posledn´ı sluzˇbou nab´ızenou rozhran´ım WaitI je sluzˇba kill. Interpret vola´ tuto sluzˇbu v
ojedineˇly´ch prˇipadech, kdy si prˇeje zcela ukoncˇit svoji cˇinnost. Stejne´ho efektu je mozˇno
dosa´hnout nastaven´ım promeˇnne´ DALSˇI´ KROK na hodnotu FALSE. Zavola´n´ı te´to sluzˇby je
pouze jiny´m zp˚usobem, jak ukoncˇit prova´deˇn´ı agentn´ıho ko´du. Sluzˇba je ma´ v jazyce ALLL
identifika´tor ”k“.
Prˇ´ıklad 9.6: Rozsv´ıcen´ı zelene´ LED a ukoncˇen´ı cˇinnosti agenta prˇed rozsv´ıcen´ım cˇervene´
diody
$(l,(g,1))$(k)$(l,(r,1))
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Obra´zek 9.2: Vyuzˇit´ı sluzˇby startOfMsgWaiting.
Na leve´ straneˇ je uka´za´n agentn´ı ko´d vyuzˇ´ıvaj´ıc´ı sluzˇby startOfMsgWaiting.
9.3 Sluzˇby pro zas´ıla´n´ı zpra´v
Dalˇs´ımi operacemi, ktere´ platforma nab´ız´ı je sluzˇba pro zasla´n´ı zpra´vy a sluzˇba pro zasla´n´ı
agenta. V podkapitola´ch se dozv´ıme, jaky´m zp˚usobem jsou zpra´vy zas´ıla´ny vcˇetneˇ prˇ´ıjmu
na druhe´ straneˇ.
9.3.1 Zasla´n´ı zpra´vy
Modul staraj´ıc´ı se o zas´ıla´n´ı zpra´v se nazy´va´ SendM a poskytuje rozhran´ı SendI. Nyn´ı
pop´ıˇseme sluzˇbu sendMessage. Nejdrˇ´ıve se sezna´mı´me s parametry, ktere´ tento prˇ´ıkaz
prˇij´ıma´. Jedn´ım z parametr˚u je c´ılova´ adresa. Skryty´m parametrem, neuvedeny´m v definici
sluzˇby, je samotna´ zpra´va. Ta je umı´steˇna ve sd´ılene´ promeˇnne´ output_message. Jedna´ se
o pole byt˚u s pevneˇ stanovenou velikost´ı. Velikost tohoto pole je uvedena v hlavicˇkove´m
souboru Send.h definic´ı MAX_MSG_LEN.
Du˚vod procˇ je zpra´va ulozˇena ve sd´ılene´ promeˇnne´ je ten, zˇe interpret vyzˇadoval teˇsneˇ
prˇed odesla´n´ım urcˇite´ cˇa´sti poskla´dat do staticke´ho pole. Jednalo se prˇedevsˇ´ım o expanzi
obsahu registr˚u (viz. &1). Z d˚uvodu u´spory pameˇti a snadne´ pra´ce s promeˇnnou, prˇedevsˇ´ım
ze strany interpretu, byl zvolen tento zp˚usob1. Posledn´ım parametrem je prˇeda´n´ı de´lky
zpra´vy, ktera´ byla umı´steˇna do promeˇnne´ output_message.
Sluzˇba si po zavola´n´ı ulozˇ´ı parametry do pomocny´ch promeˇnny´ch. Jelikozˇ se jedna´
o asynchronn´ı sluzˇbu, informujeme hlavn´ı smycˇku prˇ´ıkazem stopNextStep, aby pozasta-
vila sv˚uj beˇh. Na´sledneˇ posˇleme prvn´ı paket, obsahuj´ıc´ı hlavicˇku. Hlavicˇka obsahuje de´lku
zas´ılane´ zpra´vy a takte´zˇ kontroln´ı soucˇet, ktery´ je nutno prˇed posla´n´ım hlavicˇky vypocˇ´ıtat.
Obeˇ hodnoty jsou reprezentova´ny jako 16-ti bitove´ cˇ´ıslo bez zname´nka a pro kontroln´ı soucˇet
pouzˇijeme vztah:
kontrolnı´ soucˇet = (
n−1∑
i=0
znaki) mod 216
Kazˇdy´ paket obsahuje take´ sve´ porˇadove´ cˇ´ıslo. To je vzˇdy umı´steˇno na zacˇa´tku paketu a
zab´ıra´ jeden byte. Hlavicˇka´ ma´ tedy vzˇdy porˇadove´ cˇ´ıslo 0 a kazˇdy´ na´sleduj´ıc´ı datovy´ paket
1Dalˇs´ım mozˇny´m rˇesˇen´ım je prˇeda´n´ı ukazatele do pole.
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toto cˇ´ıslo inkrementuje o 1.
Nastav´ıme cˇasovacˇ na jednu sekundu2 a na´sledneˇ cˇeka´me dokud na´m prˇij´ımaj´ıc´ı strana
nezasˇle potvrzen´ı. Po prˇijet´ı potvrzen´ı prˇ´ıjmu zacˇneme postupneˇ zas´ılat datove´ pakety ob-
sahuj´ıc´ı rozdeˇlenou zpra´vu. Pokud na´m prˇ´ıjemce nezasˇle potvrzen´ı do vyprsˇen´ı cˇasovacˇe,
posˇleme ten samy´ paket znovu. Mus´ıme tedy vzˇdy prˇed odesla´n´ım jak hlavicˇky, tak i kazˇde´ho
datove´ho paketu, znovu nastavit cˇasovacˇ.
Obra´zek 9.3: Reakce na vy´padky paket˚u
Uka´zka jak platforma zareaguje prˇi neprˇijet´ı potvrzovac´ıho paketu.
Reakce na vy´padky paket˚u je zna´zorneˇna na obra´zku 9.3. V leve´ cˇa´sti obra´zku odesˇleme
hlavicˇku a prvn´ı datovy´ paket zpra´vy. Oba pakety jsou prˇ´ıjemcem potvrzeny a tento po-
tvrzovac´ı paket je v porˇa´dku dorucˇen odes´ılac´ı straneˇ, prˇed vyprsˇen´ım timeoutu. Zas´ıla´n´ı
zpra´vy pokracˇuje na prave´ straneˇ obra´zku. Datovy´ paket cˇ´ıslo 2 je v porˇa´dku zasla´n prˇ´ıjemci
a ten posˇle potvrzen´ı. Bohuzˇel tento potvrzovac´ı paket nen´ı dorucˇen odes´ılac´ı straneˇ. Tato
situace mu˚zˇe vzniknout vlivem okoln´ıho prostrˇed´ı v rea´lne´m sveˇteˇ. Odes´ılac´ı strana tedy po
vyprsˇen´ı timeoutu znovu zas´ıla´ datovy´ paket cˇ´ıslo 2. Z obra´zku je takte´zˇ zrˇejme´, zˇe neza´lezˇ´ı
zda dojde k vy´padku potvrzovac´ıho paketu, cˇi samotne´ho datove´ho paketu putuj´ıc´ıho k
prˇ´ıjemci. Odes´ılac´ı strana reaguje na oba typy vy´padk˚u stejneˇ.
Jak si je mozˇne´ povsˇimnout, potvrzovac´ı paket obsahuje promeˇnnou result. Hodnota
result mu˚zˇe naby´vat jedne´ ze 3 hodnot:
• ACK_OK - U´speˇsˇny´ prˇ´ıjem paketu
• ACK_RESEND - Po prˇ´ıjmu cele´ zpra´vy a sˇpatne´m kontroln´ım soucˇtu
• ACK_HAVE_IT - Po u´speˇsˇne´m prˇ´ıjmu cele´ zpra´vy a znovuprˇijet´ı posledn´ıho datove´ho
paketu
Prˇijet´ı potvrzovac´ıho paketu ACK_OK a ACK_HAVE_IT znacˇ´ı u´speˇsˇne´ prˇijet´ı paketu a nen´ı
trˇeba zˇa´dne´ dalˇs´ı rˇ´ızen´ı. Po prˇ´ıjmu ACK_RESEND je trˇeba zaslat celou zpra´vu od zacˇa´tku,
vcˇetneˇ hlavicˇky.
2V dalˇs´ı verzi aplikace by bylo dobre´ tuto hodnotu meˇnit dynamicky.
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Po u´speˇsˇne´m odesla´n´ı cele´ zpra´vy, je hlavn´ı rˇ´ıd´ıc´ı smycˇka znovu spusˇteˇna zavola´n´ım
prˇ´ıkazu continueNextStep. T´ım je odes´ılaj´ıc´ı strana hotova.
Sluzˇbu v jazyce ALLL vola´me poneˇkud odliˇsneˇji nezˇ ostatn´ı sluzˇby. Pro zas´ıla´n´ı zpra´v
se namı´sto symbolu ”$“ pouzˇ´ıva´ ”!“. Na´sleduje n-tice parametr˚u, obsahuj´ıc´ı c´ılovy´ uzel a
dalˇs´ı n-tici obsahuj´ıc´ı samostatnou zpra´vu.
Prˇ´ıklad 9.7: Odesla´n´ı zpra´vy ”ahoj“ na uzel cˇ´ıslo 2
!(2,(ahoj))
9.3.2 Prˇ´ıjem zpra´vy
Prˇ´ıjem prˇ´ıchoz´ı zpra´vy je prova´deˇn neza´visle na cˇinnosti interpretu uvnitrˇ modulu RecieveM.
Platforma obsahuje vstupn´ı buffer input_message, do ktere´ho jsou postupneˇ vkla´da´ny
prˇicha´zej´ıc´ı cˇa´sti zpra´vy. Jeho velikost je stejna´ jako output_message. Prˇijemce tedy nejprve
obdrzˇ´ı paket obsahuj´ıc´ı hlavicˇku. Jednotlive´ parametry3 ulozˇ´ı do pomocny´ch promeˇnny´ch
a posˇle potvrzen´ı prˇ´ıjmu odes´ılaj´ıc´ı straneˇ.
Od te´to chv´ıle uzel komunikuje pouze s t´ımto odes´ılatelem a pokud prˇijde paket od
neˇkoho jine´ho, je automaticky zahozen. Nastala-li situace, zˇe s na´mi chteˇl komunikovat i
jiny´ uzel, jeho hlavicˇkovy´ paket bude zahozen a on, po vyprsˇen´ı timeoutu, znovu zas´ıla´
hlavicˇku. Situace se opakuje do te´ doby, kdy prˇ´ıjemce neprˇij´ıma´ zpra´vu od jine´ho uzlu.
Nyn´ı tedy ma´me zajiˇsteˇno, zˇe kazˇdy´ dalˇs´ı datovy´ paket bude od jednoho stejne´ho
odes´ılatele. Z prˇ´ıchoz´ıho paketu zjist´ıme jeho porˇadove´ cˇ´ıslo a pokud je rovno 0, jedna´
se o hlavicˇku, v opacˇne´m prˇ´ıpadeˇ o datovy´ paket. Prˇi opakovane´m prˇ´ıjmu hlavicˇky vzˇdy
aktualizujeme obsah pomocny´ch promeˇnny´ch 3. Z datove´ho paketu urcˇ´ı jeho porˇadove´ cˇ´ıslo
a obsah zpra´vy zkop´ıruje na prˇ´ıslusˇnou pozici do input_message. Za´rovenˇ ma´ informaci
o de´lce zpra´vy a v okamzˇiku, kdy je prˇijata kompletn´ı zpra´va, porovna´ kontroln´ı soucˇet a
pokud se i ten shoduje s kontroln´ım soucˇtem z hlavicˇky, mu˚zˇeme zpra´vu prˇedat interpretu.
Kazˇdy´ paket je potvrzova´n hodnotou ACK_OK za prˇedpokladu u´speˇsˇne´ho prˇijet´ı. V
posledn´ı fa´zi, kdy porovna´va´me kontroln´ı soucˇet mohou nastat dveˇ situace. Prvn´ı je jizˇ
zmı´neˇna´ shoda indikuj´ıc´ı, zˇe cela´ zpra´va byla dorucˇena v porˇa´dku. Zas´ıla´me tedy takte´zˇ
hodnotu ACK_OK. Druhou mozˇnost´ı je rozd´ılna´ hodnota kontroln´ıho soucˇtu z hlavicˇky a hod-
noty vypocˇtene´ z prˇijate´ zpra´vy. V tomto prˇ´ıpadeˇ budeme zˇa´dat odes´ılatele, aby zpra´vu
poslal znovu a to pomoc´ı hodnoty ACK_RESEND.
Posledn´ı hodnotou, kterou mu˚zˇe potvrzovac´ı paket ne´st je ACK_HAVE_IT. Mu˚zˇe nastat
situace, kdy je posledn´ı datovy´ paket u´speˇsˇneˇ dorucˇen prˇ´ıjemci, ale potvrzen´ı odes´ılateli
nedojde. Odes´ılatel tedy pos´ıla´ posledn´ı paket znovu. Hodnota ma´ pro odes´ılatele vy´znam
podobny´ ACK_OK, neboli prˇ´ıznak u´speˇsˇne´ho zasla´n´ı zpra´vy. Odliˇsna´ hodnota je sp´ıˇse pro
testovac´ı u´cˇely, kdy sledujeme vza´jemnou komunikaci uzl˚u.
Nyn´ı prˇedpokla´da´me, zˇe platforma u´speˇsˇneˇ prˇijala kompletn´ı zpra´vu. Jako dalˇs´ı krok
budeme o te´to skutecˇnosti informovat interpret. Prvn´ı informaci zas´ıla´me hlavn´ı smycˇce
a jedna´ se o probuzen´ı prˇi cˇeka´n´ı na prˇ´ıchoz´ı zpra´vu. Modul RecieveM vysˇle signa´l iRe-
cieveI.messageRecieved. Ten je zpracova´n v hlavn´ı smycˇce a pokud opravdu cˇeka´me na
prˇ´ıchoz´ı zpra´vu je spusˇteˇn dalˇs´ı cyklus. Druhy´m krokem je samotne´ prˇeda´n´ı zpra´vy. Bu-
deme se tedy snazˇit obsah bufferu input_message prˇidat do cˇa´sti InputBase. Jak je videˇt
ze stavove´ho diagramu ze strany 30, mu˚zˇeme prˇida´vat hodnoty do InputBase pouze prˇed
vola´n´ım jednoho kroku interpretu. Teˇsneˇ prˇed vola´n´ım na´s hlavn´ı smycˇka informuje, zˇe
3De´lka zpra´vy, kontroln´ı soucˇet, . . .
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mu˚zˇeme tuto zpra´vu prˇidat. To se deˇje spusˇteˇn´ım prˇ´ıkazu iRecieveI.ableToAdd. Prˇi re-
akci zjist´ıme, zˇe ma´me zpra´vu, kterou je trˇeba prˇidat do InputBase a zavola´me prˇ´ıkaz
TableI.addInputBase. Jako parametry uvedeme samotnou zpra´vu, jej´ı de´lku a adresu uzlu,
ze ktere´ho byla zpra´va zasla´na. T´ım je zpra´va u´speˇsˇneˇ vlozˇena do InputBase ve tvaru n-tice
(<odesı´latel>, <zpra´va>).
V prˇ´ıpadeˇ prˇedesˇle´ho vyuzˇit´ı sluzˇby startOfMsgWaiting z kapitoly 9.2.2, nastav´ıme
prˇ´ıznak, zˇe jsme obdrzˇeli zpra´vu. Prˇi prˇ´ıˇst´ım vola´n´ı sluzˇby stopTilMessage je tento prˇ´ıznak
vyuzˇit a samotne´ cˇeka´n´ı na zpra´vu prˇeskocˇeno. Od tohoto okamzˇiku mu˚zˇeme zacˇ´ıt komu-
nikaci s dalˇs´ım u´cˇastn´ıkem.
9.3.3 Agentn´ı mobilita
Sluzˇba se opeˇt nacha´z´ı v modulu SendM pod na´zvem sendAgent. Agentn´ı mobilita je azˇ na
drobne´ u´pravy totozˇna´ se sluzˇbou pro zasla´n´ı zpra´vy. Hlavn´ım rozd´ılem je typ prˇena´sˇeny´ch
dat. Abychom rozliˇsili, zda se jedna´ o beˇzˇnou zpra´vu, cˇi zpra´vu obsahuj´ıc´ı agentn´ı ko´d,
vyuzˇijeme postupu popsane´ho v kapitole 6.1.6. Dalˇs´ı odliˇsnost´ı je, zˇe hlavicˇka obsahuje
kromeˇ de´lky a kontroln´ıho soucˇtu indexy na jednotlive´ cˇa´sti agenta. Stary´ agentn´ı ko´d
je mozˇne´ prˇepsat azˇ po dokoncˇen´ı kroku interpretu. Proto si tyto indexy ulozˇ´ıme do po-
mocny´ch promeˇnny´ch. Pocˇka´me na spusˇteˇn´ı iRecieveI.ableToAdd, cˇ´ımzˇ v´ıme zˇe rˇ´ızen´ı je
urcˇiteˇ v cˇa´sti platformy a proto mu˚zˇeme stary´ ko´d prˇepsat. Dalˇs´ı mozˇnost´ı je, zˇe prˇi prˇ´ıjmu
hlavicˇky byl agent jizˇ ve stavu, kdy interpret ukoncˇil svoji cˇinnost. V tom prˇ´ıpadeˇ mu˚zˇeme
zacˇ´ıt prˇepisovat ko´d okamzˇiteˇ. Zameˇn´ıme tedy indexy na jednotlive´ cˇa´sti agenta a na´sledneˇ
zas´ıla´me potvrzen´ı s hodnotou ACK_OK.
Od te´to chv´ıle na´m odes´ılatel postupneˇ zas´ıla´ datove´ pakety obsahuj´ıc´ı kousky agentn´ıho
ko´du. Namı´sto plneˇn´ı bufferu input_message prˇepisujeme stary´ agentn´ı ko´d. Rozhran´ı
ArrayOpI na´m poskytuje prˇ´ıkaz insertAt, ktere´mu prˇeda´me pozici, na kterou chceme vlozˇit
novy´ kousek ko´du, samotny´ ko´d a jeho de´lku. Da´le na´m poskytuje prˇikazy pro zmeˇnu
index˚u, ktere´ jsme vyuzˇili po prˇijet´ı hlavicˇky. Jakmile prˇijmeme cely´ agentn´ı ko´d, spocˇ´ıta´me
jeho kontroln´ı soucˇet a pokud je vsˇe v porˇa´dku, spust´ıme znovu hlavn´ı smycˇku. Prˇ´ıpadneˇ
opakujeme zasla´n´ı cele´ zpra´vy.
Agentn´ı mobilita je v jazyce ALLL oznacˇena pomoc´ı p´ısmene ”m“ a prˇeb´ıra´ jeden po-
viny´ a jeden nepoviny´ parametr. Poviny´m parametrem je adresa c´ılove´ho uzlu. Nepoviny´m
parametrem uda´va´me, zda si prˇejeme po dokoncˇen´ı sluzˇby pokracˇovat v cˇinnosti, cˇi zada´n´ım
”s“ ukoncˇit svoji cˇinnost.
Prˇ´ıklad 9.8: Posla´n´ı nasˇeho agentn´ıho ko´du uzlu cˇ´ıslo 2. Oba uzly na´sledneˇ rozsv´ıt´ı
cˇervenou LED diodu.
$(m,(2))$(l,(r,1))
Prˇ´ıklad 9.9: Posla´n´ı nasˇeho agentn´ıho ko´du uzlu cˇ´ıslo 2. Odes´ılaj´ıc´ı uzel ukoncˇ´ı cˇinnost a
pouze uzel cˇ. 2 rozsv´ıt´ı cˇervenou LED diodu.
$(m,(2,k))$(l,(r,1))
9.4 Sluzˇby pro z´ıska´va´n´ı dat ze senzor˚u
Odliˇsnost´ı nasˇich agent˚u pracuj´ıc´ıch v senzorovy´ch s´ıt´ıch, oproti agent˚um jak je zna´me
z jazyk˚u jako je Jason, je prˇ´ıstup ke sn´ıma´n´ı dat z rea´lne´ho prostrˇed´ı pomoc´ı senzor˚u.
Veˇtsˇina prostrˇed´ı s touto mozˇnost´ı prˇi na´vrhu jazyka nepocˇ´ıtalo. Pro tato prostrˇed´ı mohly
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by´t informace o okol´ı ulozˇeny veˇtsˇinou pouze v ba´zi znalost´ı. Mohlo tak docha´zet ke kolizi s
ostatn´ımi informacemi zde ulozˇeny´mi. Naproti tomu agent v jazyce ALLL ma´ pro tato data
vyhrazenou samostatnou cˇa´st InputBase, kterou sd´ıl´ı spolu s prˇ´ıchoz´ımi zpra´vami. Data,
ktera´ prˇiˇsla z okol´ı jsou pohromadeˇ v oddeˇlene´ cˇa´sti a za´lezˇ´ı jen na samotne´m agentovi, zda
si tyto informace vyzvedne a ulozˇ´ı do sve´ ba´ze znalost´ı4.
Je nutno rˇ´ıci, zˇe ostatn´ı jazyky pro popis agenta k te´to problematice prˇistupuj´ı r˚uzneˇ a
agent mu˚zˇe takte´zˇ reagovat na zmeˇny okol´ı. Oproti tomu pouzˇit´ı samostatne´ cˇa´sti InputBase
umozˇnˇuje kompaktneˇjˇs´ı zakomponova´n´ı do jazyka ALLL.
V na´sleduj´ıc´ıch kapitola´ch budou popsa´ny sluzˇby pro sn´ıma´n´ı dat ze senzor˚u. Plat-
forma takte´zˇ nab´ız´ı intervalove´ meˇrˇen´ı teˇchto dat, neza´visle na chodu interpretu. Dı´ky
velikosti jsou jednotlive´ hodnoty uchova´va´ny ve flash pameˇti. Postup bude take´ uveden v
na´sleduj´ıc´ıch podkapitola´ch.
9.4.1 Senzorova´ deska MTS400CA
Spolu s mikrokontrole´rem je mozˇno spojit r˚uzne´ druhy senzorovy´ch desek. Jak jizˇ bylo
popsa´no v kapitole 3.2 jednalo se o senzorovou desku MTS400CA. Bohuzˇel ovladacˇ pro
tuto senzorovou desku v TinyOS chyb´ı. Je sice mozˇne´ na internetu naj´ıt ovladacˇ pro tento
typ desky, ovsˇem z licencˇn´ıch d˚uvod˚u nebyl do TinyOS prˇilozˇen. Ze stejny´ch d˚uvod˚u nebyl
ovladacˇ pouzˇit. Nav´ıc, vzhledem k tomu zˇe platforma bude da´le vyv´ıjena na novy´ch mote,
nejsp´ıˇse i s jinou senzorovou deskou, nebyl kladen azˇ tak velky´ d˚uraz na tuto oblast. V
budoucnu se jedna´ o jednu z oblast´ı, kterou lze znacˇneˇ rozsˇ´ıˇrit schopnosti agenta.
Nasˇteˇst´ı s univerza´ln´ım ovladacˇem basicsb fungovalo alesponˇ sn´ıma´n´ı dat z teplotn´ıho
senzoru. Dı´ky tomu mohla by´t oveˇrˇena funkcˇnost sn´ıma´n´ı dat v rea´lny´ch aplikac´ıch. Sluzˇby
tedy pracuj´ı pouze se senzorem sn´ımaj´ıc´ım teplotu a rozsˇ´ıˇren´ı na ostatn´ı senzory bude
mozˇne´ azˇ prˇi pouzˇit´ı jine´ho ovladacˇe, prˇ´ıpadneˇ jine´ podporovane´ desky.
9.4.2 Z´ıska´n´ı aktua´ln´ı teploty ze senzoru
Vsˇechny sluzˇby pro z´ıska´va´n´ı dat ze senzor˚u jsou uvedeny v modulu SensorsM. Prˇi zˇa´dosti
o aktua´ln´ı hodnotu ze senzoru vola´ interpret sluzˇbu getTemp. Sluzˇba je asynchronn´ı a proto
je pozastavena hlavn´ı smycˇka vola´n´ım prˇ´ıkazu stopNextStep. Pomoc´ı syste´move´ho rozhran´ı
Read zavola´me prˇ´ıkaz read a v reakci na signa´l readDone ulozˇ´ıme nameˇrˇenou hodnotu do
pomocne´ promeˇnne´. Nakonec znovu spust´ıme hlavn´ı smycˇku zavola´n´ım continueNextStep.
Ze stavove´ho diagramu 8.1 vid´ıme, zˇe stejneˇ jako prˇ´ıchoz´ı zpra´vy, tak i data ze senzor˚u
mohou by´t prˇida´va´na do InputBase pouze na zacˇa´tku kazˇde´ho cyklu. Hlavn´ı smycˇka na´s
o vhodne´ dobeˇ pro prˇida´n´ı dat informuje spusˇteˇn´ım prˇ´ıkazu iSensorsI.ableToAdd. Pokud
tedy ma´me neˇjakou hodnotu pro prˇida´n´ı, mu˚zˇeme ji uvnitrˇ prˇ´ıkazu ableToAdd vlozˇit do
InputBase a to ve tvaru n-tice (s, (<hodnota>)).
Sluzˇba je v jazyce ALLL oznacˇena pomoc´ı ”d“. A v tomto prˇ´ıpadeˇ neprˇeb´ıra´ zˇa´dny´
parametr.
Prˇ´ıklad 9.10: Zjiˇsteˇn´ı aktua´ln´ı hodnoty a prˇesunut´ı z InputBase do registru cˇ´ıslo 1
$(d)&(1)?(s)
4BeliefBase
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9.4.3 Intervalove´ meˇrˇen´ı
Pro intervalove´ meˇrˇen´ı vyuzˇijeme cˇasovacˇe, ktery´ je pevneˇ nastaven na 1 sekundu, tak
jak bylo uvedeno v kapitole 6.1.4. V budouc´ıch verz´ıch budou implementova´ny i sluzˇby,
ktere´ intervalove´ meˇrˇen´ı spousˇt´ı a vyp´ınaj´ı, prˇ´ıpadneˇ meˇn´ı intarval cˇasovacˇe. Kazˇdou novou
nameˇrˇenou hodnotu postupneˇ ukla´da´me do historie. Ta je z objemovy´ch d˚uvod˚u ulozˇena
ve flash pameˇti. Abychom do pameˇti nezapisovali vzˇdy jenom jednu hodnotu, cozˇ by bylo
neefektivn´ı, zapisujeme vzˇdy skupinu 16-ti nameˇrˇeny´ch hodnot. Implementujeme tedy za-
pisova´n´ı do pameˇti se spozˇdeˇny´m za´pisem.
Tato cˇa´st platformy pracuje neza´visle na cˇinnosti interpretu a jej´ım u´cˇelem je pouze
plnit a uchova´vat historii nameˇrˇeny´ch dat.
9.4.4 Virtua´ln´ı modul a rozhran´ı pro simulaci flash
Prˇi testova´n´ı intervalove´ho meˇrˇen´ı se naskytl proble´m absence simula´toru flash pameˇti.
Museli jsme tedy napsat vlastn´ı virtua´ln´ı modul, ktery´ nab´ızel stejne´ rozhran´ı, se stejny´mi
schopnostmi, jako modul staraj´ıc´ı se o rea´lnou flash pameˇt’. Na´mi implementovany´ modul
VirtualBlockM se nacha´z´ı v podadresa´rˇi “sim”. Pokud zkompilujeme aplikaci pro simu-
laci, pak se soubory z adresa´rˇe “sim” nahrad´ı vsˇechny stejneˇ pojmenovane´ soubory pro
rea´lna´ zarˇ´ızen´ı. Toho vyuzˇijeme pro prˇedefinova´n´ı hlavicˇkovy´ch soubor˚u “Storage chip.h”
a “StorageVolumes.h”. Jejich obsah je zcela pra´zdny´. Obsah p˚uvodn´ıch hlavicˇkovy´ch sou-
bor˚u vkla´dal dalˇs´ı moduly potrˇebne´ pro obsluhu rea´lne´ flash, ovsˇem v simulacˇn´ım rezˇimu
tyto moduly zp˚usobovaly proble´my. TinyOS prˇi pouzˇit´ı rozhran´ı pro pra´ci s flash automa-
ticky vkla´da´ oba hlavicˇkove´ soubory a prˇi p˚uvodn´ım obsahu obou soubor˚u nesˇlo aplikaci
zkompilovat. Prˇedefinova´n´ım obou soubor˚u zamez´ıme hiearchicke´mu vkla´da´n´ı modul˚u blo-
kuj´ıc´ıch prˇeklad a aplikaci je jizˇ mozˇno sestavit.
Samotny´ modul simuluj´ıc´ı flash je genericky´. Vyuzˇ´ıva´ staticke´ho pole, jehozˇ velikost
je mozˇne´ zmeˇnit prˇi vytva´rˇen´ı komponenty. Komponenta nab´ız´ı standartn´ı rozhran´ı jak
pro cˇten´ı i za´pis v blokove´m rezˇimu. Konkre´tneˇ se tedy jedna´ o rozhran´ı BlockRead a
BlockWrite. Obeˇ rozhran´ı poskytuj´ı asynchronn´ı operace. Nejdrˇ´ıve je tedy pozˇa´da´no o da-
nou operaci a po dokoncˇen´ı na´s modul informuje zasla´n´ım prˇ´ıslusˇne´ho signa´lu s prˇ´ıpadny´mi
pozˇadovany´mi hodnotami. Abychom zajistili stejne´ chova´n´ı vyuzˇijeme cˇasovacˇe. Operace je
sice u´speˇsˇneˇ dokoncˇena uzˇ ve fa´zi pozˇadavku o proveden´ı, ale samotny´ signa´l je zasla´n azˇ po
vyprsˇen´ı cˇasovacˇe. Cˇasovacˇ vzˇdy nastavujeme na dobu jedne´ milisekundy, ale prˇi uda´lostmi
rˇ´ızene´ simulaci na te´to hodnoteˇ neza´lezˇ´ı.
Prˇ´ıklad 9.11: Prˇ´ıklad vytvorˇen´ı virtua´ln´ı flash o velikosti 16kB (uvnitrˇ konfigurace).
components new VirtualBlockM(16384) as StorageTeplota;
components new TimerMilliC() as casovac_VirtualBlockM;
StorageTeplota.MilliTimer -> casovac_VirtualBlockM;
9.4.5 Sluzˇby pracuj´ıc´ı s histori´ı dat
V neˇktery´ch aplikac´ıch budeme potrˇebovat zjistit kromeˇ aktua´ln´ı teploty i naprˇ´ıklad pr˚u-
meˇrnou teplotu za posledn´ı hodinu. Na´sledneˇ se mu˚zˇe dle pr˚umeˇrne´ hodnoty rozhodnout,
zda aktua´ln´ı teplota byla beˇzˇnou hodnotou, prˇ´ıpadneˇ detekovat extre´mn´ı na´r˚ust teploty
a vyvolat poplach. Takove´ chova´n´ı mu˚zˇe poslouzˇit naprˇ´ıklad k detekci pozˇa´r˚u. Platforma
proto nab´ız´ı trˇi funkce - zjiˇsteˇn´ı minima´ln´ı, maxima´ln´ı a pr˚umeˇrne´ hodnoty. Kazˇda´ pracuje
s hodnotami ulozˇeny´mi do historie dat a prˇeb´ıra´ parametr, jak dlouhe´ obdob´ı bude bra´no
v potaz.
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Sluzˇby jsou v jazyce ALLL prˇidruzˇeny ke sluzˇbeˇ pro z´ıska´n´ı aktua´ln´ı hodnoty senzoru.
Ta bez uvedeny´ch parametr˚u funguje tak, jak bylo posa´no v kapitole 9.4.2. Pro nasˇe u´cˇely je
mozˇne´ zapsat dalˇs´ı parametr a od te´to chv´ıle sluzˇba bude pracovat s histori´ı dat. Paramet-
rem je n-tice obsahuj´ıc´ı dveˇ hodnoty. Prvn´ı je znak identifikuj´ıc´ı typ operace nad histori´ı dat
a druhy´m pocˇet nameˇrˇeny´ch hodnot. Pro zjiˇsteˇn´ı minima´ln´ı hodnoty je vyhrazen symbol
”m“, pro maxima´ln´ı hodnotu ”M“ a pro pr˚umeˇrnou hodnotu ”a“. V prˇ´ıpadeˇ, zˇe nema´me
k dispozici dostatek hodnot pro proveden´ı sluzˇby, nebude sluzˇba dokoncˇena a interpret na
tuto situaci reaguje pa´dem aktua´ln´ıho pla´nu. Hodnota je opeˇt ulozˇena do InputBase uvnitrˇ
prˇ´ıkazu ableToAdd. Vlozˇena´ n-tice ma´ tvar (<typ_operace>, (hodnota)).
Prˇ´ıklad 9.12: Zjiˇsteˇn´ı minima´ln´ı teploty za posledn´ıch 10 sekund. Vlozˇena´ hodnota do
InputBase mu˚zˇe vypadat (m,(412))
$(d,(m,10))
9.5 Sluzˇby pro pra´ci se seznamy
Na´sledneˇ byly implementova´ny dveˇ sluzˇby pro pra´ci se seznamy. Jedna´ se o obdobu opera´tor˚u
cad a cdr z jazyka LISP. Obeˇ sluzˇby bylo mozˇne´ implementovat prˇ´ımo uvnitrˇ interpretu.
Sluzˇba vracej´ıc´ı prvn´ı prvek seznamu je v jazyce ALLL oznacˇena symbolem ”f“, sluzˇba
vracej´ıc´ı zbytek seznamu symbolem ”r“. Jako parametr je uveden samotny´ seznam.
Prˇ´ıklad 9.13: Seznam je ulozˇen v registru cˇ´ıslo 2. Prvn´ı prvek tohoto seznamu je vlozˇen
do registru cˇ´ıslo 1.
&(1)$(f,&2)
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Kapitola 10
Vytvorˇen´ı nove´ho agenta
V te´to kapitole budou popsa´ny zp˚usoby, jaky´mi lze vytvorˇit nove´ho agenta pracuj´ıc´ıho v
s´ıti.
10.1 Naprogramova´n´ı staticke´ho agenta
Prvn´ı mozˇnost´ı a take´ historicky nejstarsˇ´ı je staticke´ naprogramova´n´ı agenta. Tato mozˇnost
byla vyuzˇ´ıva´na prˇedevsˇ´ım v ranny´ch verz´ıch aplikace a vyuzˇ´ıva´ cˇa´sti inicializuj´ıc´ı interpret.
V dobeˇ, kdy nebyla implementova´na agentn´ı mobilita se jednalo o jediny´ mozˇny´ zp˚usob
otestova´n´ı aplikace v rea´lne´m prostrˇed´ı.
Soucˇa´st´ı inicializace interpretu je naplneˇn´ı prˇ´ıslusˇny´ch registr˚u a tabulek agentn´ım
ko´dem. Po tomto naplneˇn´ı standartneˇ zavola´me platformu pomoc´ı ControlI.run a zacˇneme
vykona´vat dany´ ko´d. Inicializace interpretu se nacha´z´ı v adresa´rˇi “Interpret” v souboru
“AgentC.nc”.
Prˇ´ıklad 10.1: Vyuzˇit´ı inicializace interpretu k vytvorˇen´ı staticke´ho agenta
event void ControlI.booted() {
char c[200];
dbg_clear("Boot", "Boot: Mote booted at %s\n",sim_time_string());
call PoleCntrl.start();
// vlozeni pocatecniho planu a dalsich casti do tabulek
strcpy(c,"(blik,(&(1)*(led,_,_)&(2)$(f,&1)-&2&(1)$(r,&2)"
"&(3)$(f,&1)$(l,&3)&(2)$(r,&1)&(1)$(f,&2)$(w,&1)$(l,&3)^(blik)))");
call Tabulka.add_str(TBL_PLANBASE, c, (uint16_t)strlen(c));
strcpy(c,"(napln,(+(led,y,800)^(blik)#^(napln)))");
call Tabulka.add_str(TBL_PLANBASE, c, (uint16_t)strlen(c));
strcpy(c,"$(l,(r,0))$(l,(g,0))$(l,(y,0))^(napln)");
call Zasobnik.push_str(c, (uint16_t)strlen(c));
call ControlI.run();
}
Tento zp˚usob naprogramova´n´ı agenta se da´ vyuzˇ´ıt pro otestova´n´ı funkcˇnosti v si-
mula´toru. Mu˚zˇeme si napsat agentn´ı ko´d a ten na´sledneˇ odsimulovat. Pro tento u´cˇel byl
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napsa´n jednoduchy´ testovac´ı skript v jazyce Python s na´zvem “test.py”. Ten umozˇnˇuje
simulovat i vza´jemnou komunikaci v´ıce uzl˚u vcˇetneˇ vy´padk˚u paket˚u.
Aplikaci prˇelozˇ´ıme pomoc´ı:
make micaz sim
Na´sledneˇ spust´ıme testovac´ı skript a vy´stup ulozˇ´ıme do souboru:
./test.py > out.txt
10.2 Agent pos´ılaj´ıc´ı agenta
V dobeˇ, kdy jizˇ byla k dispozici agentn´ı mobilita jsme mohli agenta zaslat do s´ıteˇ za pomoci
jine´ho agenta. Platforma jizˇ byla schopna prˇijmout agentn´ı ko´d pomoc´ı ra´diove´ho rozhran´ı
a takte´zˇ agenta zkop´ırovat z dane´ho uzlu na uzel jiny´. Dı´ky te´to skutecˇnosti jsme mohli na-
programovat v basestation ”pra´zdne´ho“ agenta, ktery´ nebude obsahovat zˇa´dny´ ko´d. Takto
naprogramovany´ mikrokontrole´r vyjmeme z basestation a umı´st´ıme jej do mote. V tuto
chv´ıli ”pra´zdny´“ agent cˇeka´, dokud mu nen´ı zasla´n agentn´ı ko´d.
Na´sleduj´ıc´ı postup bude podobny´ prˇedcha´zej´ıc´ı sekci 10.1. Vytvorˇ´ıme staticke´ho agenta,
jehozˇ prvn´ı instrukce bude zkop´ırova´n´ı sama sebe na jiny´ uzel, cˇili posla´n´ı ”pra´zdne´mu“
agentu. Na´sledneˇ tento agent ukoncˇ´ı svoji cˇinost, cozˇ zajist´ıme prˇ´ıznakem ”s“ prˇi vola´n´ı
sluzˇby pro pos´ıla´n´ı agentn´ıho ko´du. C´ılovy´ uzel obdrzˇ´ı agentn´ı ko´d, ktery´ zacˇ´ına´ na´sleduj´ıc´ı
instrukc´ı.
Prˇ´ıklad 10.2: Poslan´ı agenta na uzel 2, ktery´ rozsv´ıt´ı cˇervenou LED diodu
event void ControlI.booted() {
char c[200];
call PoleCntrl.start();
strcpy(c,"$(m,(2,s))$(l,(r,1))");
call Zasobnik.push_str(c, (uint16_t)strlen(c));
call ControlI.run();
}
Tento zp˚usob pos´ıla´n´ı agenta vyzˇaduje prˇelozˇen´ı aplikace vzˇdy, kdyzˇ chceme poslat
nove´ho agenta do s´ıteˇ. Mikrokontrole´r vlozˇeny´ v basestation ma´ vzˇdy identifika´tor uzlu
roven 1 a sa´m se bude chovat jako norma´ln´ı agent. Mu˚zˇe tedy prˇij´ımat zpra´vy od okoln´ıch
agent˚u a vza´jemneˇ s nimi komunikovat. Ovsˇem nema´ mozˇnost tyto informace prˇedat do
PC prˇes USB rozhran´ı. V na´sleduj´ıc´ı sekci bude uvedena varianta umozˇnˇujic´ı i komunikaci
s hostitelsky´m PC.
10.3 Basestation jako komunikacˇn´ı most
Uvazˇujme agenta jehozˇ c´ılem je nameˇrˇit neˇjaka´ data a ty na´sledneˇ poslat prˇes basestation
azˇ do hostitelske´ho PC. TinyOS obsahuje hotovy´ program pro basestation, ktery´ zajist´ı
prˇepos´ıla´n´ı paket˚u z ra´dia na UART rozhran´ı1 i opacˇneˇ. Tento program najdeme v adresa´rˇi
“<Cesta k TinyOS>/apps/BaseStationCC2420”.
1Pomoc´ı prˇevodn´ıku USB/UART propojeno s PC
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Narozd´ıl od aplikace v adresa´rˇi “<Cesta k TinyOS>/apps/BaseStation” je pocˇ´ıta´no
s hardwarovy´m zpracova´n´ım adres u ra´diove´ho cˇipu CC2420. Prˇ´ıchoz´ı pakety si mu˚zˇeme
zobrazit v hexadecima´ln´ı podobeˇ s vyuzˇit´ım Java aplikace Listen z kapitoly 4.4.1.
Jelikozˇ ale v komunikacˇn´ım protokolu pouzˇ´ıva´me potvrzova´n´ı zpra´v, bude ze zpra´v za-
slany´ch agenty obdzˇena pouze hlavicˇka. Aplikace Listen nev´ı jak a ani procˇ potvrzovat
prˇ´ıchoz´ı pakety. Du˚sledkem toho je, zˇe dana´ hlavicˇka nebude potvrzena, cˇ´ımzˇ dojde po
vyprsˇen´ı timeoutu k opeˇtovne´mu zasla´n´ı paketu. Tento program mu˚zˇe poslouzˇit pro tes-
tovac´ı u´cˇely, ale pro plnohodnotne´ zas´ıla´n´ı zpra´v a agentn´ıho ko´du budeme muset napsat
vlastn´ı Java aplikaci.
Vyuzˇijeme trˇ´ıdy MessageListenner popsane´ v kapitole 4.4.2. V aplikaci mu˚zˇeme de-
finovat kompletn´ı komunikacˇn´ı rozhran´ı, tak jako by se jednalo o cˇa´st agentn´ı platformy
beˇzˇ´ıc´ı na rea´lne´m mote. V podstateˇ se jedna´ o prˇepis komunikacˇn´ıho protokolu z jazyka
NesC do jazyka Java. Na´sledneˇ pop´ıˇseme dva typy Java aplikac´ı, ktere´ byly implementova´ny
za t´ımto u´cˇelem.
10.3.1 Konzolova´ aplikace
Ve skutecˇnosti mluv´ıme o dvou konzolovy´ch aplikac´ıch. Jedna slouzˇ´ı pro vysla´n´ı agenta do
s´ıteˇ, druha´ pro prˇ´ıjem norma´ln´ıch zpra´v. Nejprve se zameˇrˇ´ıme na cˇa´st pos´ılaj´ıc´ı agenta do
s´ıteˇ.
Agent se skla´da´ z celkem sedmi za´kladn´ıch cˇa´st´ı, tak jak je popsa´no v kapitole 7. Na´mi
implementovana´ aplikace umozˇnˇuje nahra´n´ı agenta ze souboru a na´sledne´ vysla´n´ı na zvoleny´
uzel. Soubor je procha´zen po rˇa´dc´ıch, kdy pocˇa´tecˇn´ı p´ısmeno rˇa´dku urcˇuje o jakou cˇa´st
agenta se jedna´. Vy´znam pocˇa´tecˇn´ıch p´ısmen jednotlivy´ch rˇa´dk˚u:
• B - Belief, konkre´tneˇ cˇa´st BeliefBase.
• D - Desire, konkre´tneˇ cˇa´st PlanBase.
• I - Intention, konkre´tneˇ cˇa´st Plan.
• i - Hodnoty InputBase2.
• 1 - Registr cˇ´ıslo 1
• 2 - Registr cˇ´ıslo 2
• 3 - Registr cˇ´ıslo 3
Cˇa´sti ”B“, ”D“ a ”i“ maj´ı nav´ıc vlastnost, zˇe pokud aplikace naraz´ı na dalˇs´ı cˇa´st, ktera´
byla jizˇ v minulosti definova´na, prˇipoj´ı novou definici za p˚uvodn´ı obsah. Naopak u cˇa´st´ı
”I“, ”1“, ”2“ a ”3“ znamena´ nova´ definice prˇepsa´n´ı p˚uvodn´ıho obsahu.
Prˇ´ıklad 10.3: Soubor obsahuj´ıc´ı agenta, ktery´ nejdrˇ´ıve zhasne vsˇechny LED, pocˇka´ 1
sekundu a na´sledneˇ rozsv´ıt´ı cˇervenou diodu
D(rozsvitCervenou,($(l,(r,1))))
D(smazLed,($(l,(r,0))$(l,(g,0))$(l,(y,0))))
I^(smazLed)$(w,(1000))^(rozsvitCervenou)
2Spada´ do kategorie znalost´ı o okol´ı
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Na prˇ´ıkladu 3 je mozˇne´ demonstrovat vyuzˇit´ı te´to vlastnosti. Kazˇdy´ pla´n mu˚zˇeme defi-
novat na samostatne´m rˇa´dku a aplikace se sama postara´ o slozˇen´ı obou cˇa´st´ı dohromady.
Aplikace se nacha´z´ı v podadresa´rˇi “Basestation” a je mozˇno ji spustit pomoc´ı prˇ´ıkazu:
java SendAgent <soubor> <moteID> -comm serial@/dev/ttyUSB1:micaz
Druha´ aplikace, ktera´ byla implementova´na, slouzˇ´ı pro prˇ´ıjem zpra´v. Aplikace nasloucha´
na zvolene´m rozhran´ı3 a umozˇnˇuje od okoln´ıch agent˚u prˇijmout zpra´vu. Tu na´sledneˇ zobraz´ı.
Aplikace je umı´steˇna takte´zˇ v podadresa´rˇi “Basestation” a spousˇt´ı se prˇ´ıkazem:
java TestSerial -comm serial@/dev/ttyUSB1:micaz
Oba programy vyuzˇ´ıvaj´ı definice paket˚u pro norma´ln´ı zpra´vy, agentn´ı ko´d a potvrzovac´ı
zpra´vy. Ty mu˚zˇeme naj´ıt v souborech “RadioClassMessage.java”, “RadioClassAgent.java”
a “RadioClassAck.java”. Tyto soubory vznikly postupem popsany´m v kapitole 4.4 a
na´slednou rucˇn´ı u´pravou vygenerovany´ch soubor˚u.
10.3.2 Gui nadstavba
Pro zprˇ´ıjemneˇn´ı pra´ce prˇi pos´ıla´n´ı agent˚u do s´ıteˇ byla takte´zˇ implementova´na aplikace
s graficky´m uzˇivatelsky´m rozhran´ım. Uzˇivatelske´ rozhran´ı bylo implementova´no kolegou
pracuj´ıc´ım na interpretu a cˇa´st staraj´ıc´ı se o samotnou komunikaci byla prˇevzata z konzolove´
aplikace. Aplikace umozˇnˇuje jak pos´ıla´n´ı zpra´v do s´ıteˇ a zpeˇt, tak i odes´ıla´n´ı agentn´ıho ko´du
na zvoleny´ uzel. Aplikaci najdeme v podadresa´rˇi “Basestation” a spust´ıme prˇ´ıkazem:
java CommGui
Program na´s prˇiv´ıta´ dialogem pro zada´n´ı cesty k zarˇ´ızen´ı. Jedna´ se o parametr comm,
tak jak jej zna´me z prˇedchoz´ıch prˇ´ıklad˚u. Jak dialog vypada´, mu˚zˇeme videˇt na obra´zku
10.1.
Obra´zek 10.1: Zada´n´ı cesty k zarˇ´ızen´ı.
Zmeˇna parametru comm.
Na´sledneˇ se zobraz´ı hlavn´ı okno cele´ aplikace. Na jednotlivy´ch za´lozˇka´ch mu˚zˇeme nale´zt
rozhran´ı pro zapsa´n´ı agenta, odes´ıla´n´ı zpra´v a take´ zobrazit prˇ´ıchoz´ı zpra´vy. Obra´zek 10.2
obsahuje za´lozˇku pro pos´ıla´n´ı agentn´ıho ko´du. Lze zapsat jednotlive´ slozˇky, adresu c´ılove´ho
uzlu a takto vytvorˇene´ho agenta poslat do s´ıteˇ. Na obra´zku 10.3 najdeme zobrazeny prˇ´ıchoz´ı
zpra´vy. Na obou obra´zc´ıch se nacha´z´ı vzorovy´ prˇ´ıklad agenta, ktery´ zmeˇrˇ´ı okoln´ı teplotu a
nameˇrˇenou hodnotu posˇle zpeˇt do PC.
Aplikace zacˇlenˇuje reakci na vsˇechny typy prˇ´ıchoz´ıch paket˚u pod jednu jedinou trˇ´ıdu
MessageListener. To je d˚ulezˇite´ z hlediska prˇ´ıstupu na zarˇ´ızen´ı uvedene´ parametrem comm.
Rozhran´ı neumozˇnˇuje prˇ´ıstup v´ıce aplikac´ı s oddeˇlenou definic´ı MessageListener, a proto
byla situace tak jak ji zna´me z kapitoly 10.3.1 poneˇkud komplikovana´.
3pomoc´ı parametru -comm
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Obra´zek 10.2: Okno aplikace.
Pos´ıla´n´ı agenta meˇrˇ´ıc´ıho teplotu okol´ı. Agent
na´m tuto hodnotu zasˇle zpeˇt.
Obra´zek 10.3: Okno aplikace.
Prˇ´ıjate´ zpra´vy. Agent na´m zaslal data
z´ıskana´ ze senzoru.
Nejprve jsme mohli agenta zaslat do s´ıteˇ pomoc´ı aplikace SendAgent, ale bez mozˇnosti
za´rovenˇ prˇij´ımat zpra´vy. Aplikaci na prˇ´ıjem zpra´v4 bylo mozˇno spustit azˇ po u´speˇsˇne´m
odesla´n´ı ko´du. Dı´ky implementaci reakce na vy´padky paket˚u na straneˇ mote bylo mozˇne´
zas´ılanou zpra´vu dorucˇit dodatecˇneˇ. Agent se jednodusˇe snazˇil zpra´vu dorucˇit a kdyzˇ na
druhe´ straneˇ (PC) nikdo neodpov´ıdal, zaslal zpra´vu znovu.
Proble´m mohl nastat prˇi komunikaci s v´ıce uzly a nutnosti odeslat nove´ho agenta do
s´ıteˇ. Aplikace pro prˇij´ıma´n´ı zpra´v musela by´t ukoncˇena, cozˇ ovsˇem mohlo by´t v dobeˇ, kdy
byla zaha´jena komunikace s neˇktery´m z uzl˚u. Cely´ komunikacˇn´ı protokol se tak mohl dostat
do nekonzistentn´ıho stavu. Graficka´ aplikace t´ımto proble´mem netrp´ı a v soucˇasne´ dobeˇ se
jedna´ o nejlepsˇ´ı zp˚usob z v´ıˇse nab´ızeny´ch. Nedostatkem aktua´ln´ı verze je absence ukla´da´n´ı
a nacˇ´ıta´n´ı agent˚u ze soubor˚u, cozˇ mu˚zˇe by´t dobry´m vylepsˇen´ım budouc´ı verze.
4TestSerial
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Kapitola 11
Prˇ´ıklady jednoduchy´ch agent˚u
V te´to kapitole nalezneme neˇkolik vzorovy´ch aplikac´ı, ktere´ oveˇrˇuj´ı funkcˇnost na´mi navrzˇene´
aplikace.
11.1 Meˇrˇen´ı teploty v s´ıti
Vzorovy´ agent bude obsahovat pouze cˇa´st Plan, ktera´ je zapsa´na v tabulce 11.1. Agent
nejprve rozsv´ıt´ı cˇervenou LED a zjist´ı aktua´ln´ı teplotu ze senzoru. Nastav´ı prvn´ı registr
jako aktivn´ı a ulozˇ´ı do neˇj nameˇrˇenou hodnotu. Tu zasˇle zpeˇt do PC prˇes basestation. Po
odesla´n´ı zpra´vy zhasne cˇervenou LED.
Cˇa´st Obsah
Plan $(l,(r,1))$(d)&(1)?(s)!(1,&1)$(l,(r,0))
Tabulka 11.1: Agent meˇrˇ´ıc´ı teplotu okol´ı
11.2 Vyuzˇit´ı pla´n˚u
Agent zapsany´ v tabulce 11.2 obssahuje dva pla´ny. Pla´n stred rozsv´ıt´ı prostrˇedn´ı LED,
pocˇka´ 500 milisekund a spust´ı pla´n okraj. Ten naopak rozsv´ıt´ı obeˇ okrajove´ LED diody,
take´ pocˇka´ 500 milisekund a spousˇt´ı p˚uvodn´ı pla´n stred. T´ımto zp˚usobem mu˚zˇeme defi-
novat cykly. Stacˇ´ı jizˇ jen nastavit za´meˇr agenta, ktery´m bude spusˇteˇn´ı jednoho z pla´n˚u, cozˇ
zaprˇ´ıcˇ´ın´ı cyklicke´ blika´n´ı LED diod. Jako inicializacˇn´ı zvol´ıme pla´n stred.
Cˇa´st Obsah
PlanBase (stred,($(l,(r,0))$(l,(g,1))$(l,(y,0))$(w,(500))^(okraj)))
(okraj,($(l,(r,1))$(l,(g,0))$(l,(y,1))$(w,(500))^(stred)))
Plan ^(stred)
Tabulka 11.2: Agent vyuzˇ´ıvaj´ıc´ı pla´n˚u k vytvorˇen´ı cyklu
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11.3 Vzda´lene´ blika´n´ı LED diod
Nyn´ı ilustrujeme naprogramova´n´ı dvou vza´jemneˇ komunikuj´ıc´ıch agent˚u. Prvn´ı z nich pouze
posloucha´, jakou LED diodu ma´ rozsv´ıtit. Tohoto agenta umı´st´ıme na uzel cˇ´ıslo 3. Druhy´
agent bude rˇ´ıd´ıc´ı a bude instruovat agenta na uzlu 3, jakou diodu ma´ rozsv´ıtit. Rˇ´ıd´ıc´ı agent
bude umı´steˇn na uzlu 2. Oba agenty mu˚zˇeme nale´zt v tabulce 11.3 a 11.3. Rˇ´ıd´ıc´ı agent
nejprve ulozˇ´ı do sve´ ba´ze znalost´ı informace o tom, v jake´m porˇad´ı budou LED rozsv´ıceny
a po jakou dobu. Pote´ s vyuzˇit´ım unifikace postupneˇ testuje svoji ba´zi znalost´ı a vybere
jeden u´daj. Ten zasˇle agentu na uzlu cˇ´ıslo 3, on tuto zpra´vu prˇijme a informuje o tom
rˇ´ıd´ıc´ıho agenta 2 zasla´n´ım zpeˇtne´ zpra´vy. Poslouchaj´ıc´ı agent dle pokyn˚u prˇepne danou
LED. Rˇid´ıc´ı agent cˇeka´ na zpra´vu od agenta cˇ. 3 a jakmile ji obdrzˇ´ı, prˇepne danou LED
a cˇeka´ pozˇadovanou dobu. Po uplynut´ı te´to doby vyb´ıra´ dalˇs´ı hodnotu z ba´ze znalost´ı a
pokracˇuje dalˇs´ım cyklem.
Cˇa´st Obsah
PlanBase (prijem,($(s)&(2)?(2)$(a)!(2,&2)^(blik)))
(blik,(&(1)$(r,&2)&(3)$(f,&1)$(l,&3)&(2)$(r,&1)&(1)$(f,&2)
$(w,&1)$(l,&3)^(prijem)))
Plan ^(prijem)
Tabulka 11.3: Agent umı´steˇny´ na uzlu cˇ´ıslo 3 - poslouchaj´ıc´ı agent
Cˇa´st Obsah
PlanBase (odesli,($(a)!(3,&2)&(3)$(s)?(3)))
(napln,(+(led,r,600)+(led,g,700)+(led,r,500)+(led,y,800)
^(blik)#^(napln)))
(blik,(&(1)*(led,_,_)&(2)$(f,&1)-&2^(odesli)&(1)$(r,&2)&(3)
$(f,&1)$(l,&3)&(2)$(r,&1)&(1)$(f,&2)$(w,&1)$(l,&3)^(blik)))
Plan ^(napln)
Tabulka 11.4: Agent umı´steˇny´ na uzlu cˇ´ıslo 2 - rˇ´ıd´ıc´ı agent
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Kapitola 12
Soucˇasny´ stav a za´veˇr
V soucˇasne´ dobeˇ je implementova´no neˇkolik vzorovy´ch aplikac´ı, ktere´ jak softwaroveˇ tak i
hardwaroveˇ otestovali funkcˇnost vsˇech komponent. V pr˚ubeˇhu prˇ´ıˇst´ıho roku by meˇl by´t k
dispozici noveˇjˇs´ı typ mote s veˇtsˇ´ı pameˇt´ı RAM, nejsp´ıˇse 8kB. Tyto mote budou kompati-
biln´ı s platformou MICAz a proto by prˇi prˇechodu na novy´ typ nemeˇly nastat proble´my.
Dalˇs´ı verze mote bude pravdeˇpodobneˇ obsahovat i jinou senzorovou desku. V prˇ´ıˇst´ı verzi
platformy by tedy bylo vhodne´ zajistit mozˇnost z´ıska´va´n´ı dat ze vsˇech nab´ızeny´ch senzor˚u.
V prˇ´ıpadeˇ absence ovladacˇe bude vy´voj zameˇrˇen take´ na napsa´n´ı vlastn´ıch ovladacˇ˚u.
Hlavn´ım prˇ´ınosem te´to pra´ce je oveˇrˇen´ı, zˇe je skutecˇneˇ mozˇne´ interpretovat agenty na
platformeˇ bezdra´tovy´ch senzorovy´ch s´ıt´ıch. Budouc´ı verze jizˇ budou mı´t k dispozici za´kladn´ı
stavebn´ı bloky a funkcˇnost aplikace budou sp´ıˇse jen rozsˇiˇrovat. Velmi zaj´ımavou oblast´ı,
ktera´ bude v dalˇs´ıch verz´ıch zcela jisteˇ rozsˇ´ıˇrena bude komunikace uzl˚u. Prˇ´ıkladem mu˚zˇe
by´t vyhleda´n´ı vsˇech okoln´ıch uzl˚u, implementace pachovy´ch stop, smeˇrova´n´ı cˇi reputace
jednotlivy´ch agent˚u.
Dalˇs´ım mozˇny´m rozsˇ´ıˇren´ım je platforma umozˇnˇuj´ıc´ı beˇh v´ıce agent˚u na jednom uzlu.
Kazˇdy´ agent mu˚zˇe by´t umı´steˇn ve sve´m kontejneru a bude sd´ılet prostor s okoln´ımi agenty.
Implementace virtualizace vsˇak bude vyzˇadovat veˇtsˇ´ı zmeˇny v na´vrhu platformy.
Za´veˇrem lze rˇ´ıci, zˇe senzorove´ s´ıteˇ, ve spojen´ı s agenty tak maj´ı opravdu rozsa´hlou
oblast vyuzˇit´ı. Agenti mohou naprˇ´ıklad sledovat mostn´ı konstrukce, hladinu spodn´ıch vod,
detekovat pozˇa´r cˇi jinou nebezpecˇnou uda´lost a informovat o vznikle´m nebezpecˇ´ı poveˇrˇene´
osoby. Nasˇ´ı prac´ı byl tedy polozˇen za´kladn´ı ka´men v nove´ oblasti ba´da´n´ı, ktera´ mu˚zˇe nale´zt
skutecˇne´ uplatneˇn´ı.
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Prˇ´ıloha A
Vyuzˇit´ı Java trˇ´ıdy MessageListener
Soubor ‘‘TestSerial.java’’
1 import java.io.IOException;
2
3 import net.tinyos.message.*;
4 import net.tinyos.packet.*;
5 import net.tinyos.util.*;
6
7 public class TestSerial implements MessageListener {
8
9 private MoteIF moteIF;
10
11 public TestSerial(MoteIF moteIF) {
12 this.moteIF = moteIF;
13 this.moteIF.registerListener(new TestSerialMsgIn(), this);
14 }
15
16 public void sendPackets() {
17 int counter = 0;
18 TestSerialMsgOut payload = new TestSerialMsgOut();
19 try {
20 while (true) {
21 System.out.println("Sending packet " + counter);
22 payload.set_counter(counter);
23 moteIF.send(2118, payload);
24 counter++;
25 try {Thread.sleep(1000);}
26 catch (InterruptedException exception) {}
27 }
28 }
29 catch (IOException exception) {
30 System.err.println("Exception thrown when sending packets. Exiting.");
31 System.err.println(exception);
32 }
33 }
34
35 public void messageReceived(int to, Message message) {
36 TestSerialMsgIn msg = (TestSerialMsgIn)message;
37 System.out.println(msg.get_source_adress()+"->"+
38 message.getSerialPacket().get_header_dest() +
39 ": Received packet sequence number " + msg.get_counter());
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40 }
41
42 private static void usage() {
43 System.err.println("usage: TestSerial [-comm <source>]");
44 }
45
46 public static void main(String[] args) throws Exception {
47 String source = null;
48 if (args.length == 2) {
49 if (!args[0].equals("-comm")) {
50 usage();
51 System.exit(1);
52 }
53 source = args[1];
54 }
55 else if (args.length != 0) {
56 usage();
57 System.exit(1);
58 }
59 PhoenixSource phoenix;
60 if (source == null) {
61 phoenix = BuildSource.makePhoenix(PrintStreamMessenger.err);
62 }
63 else {
64 phoenix = BuildSource.makePhoenix(source, PrintStreamMessenger.err);
65 }
66 MoteIF mif = new MoteIF(phoenix);
67 TestSerial serial = new TestSerial(mif);
68 serial.sendPackets();
69 }
70 }
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Prˇ´ıloha B
Vyuzˇit´ı komunikacˇn´ıho rozhran´ı
Soubor ‘‘TestAMAppC.nc’’
1 configuration TestAMAppC {}
2 implementation {
3 components MainC, TestAMC as App, LedsC;
4 components ActiveMessageC;
5 components new TimerMilliC();
6
7 App.Boot -> MainC.Boot;
8 App.Receive -> ActiveMessageC.Receive[6];
9 App.AMSend -> ActiveMessageC.AMSend[6];
10 App.SplitControl -> ActiveMessageC;
11 App.Leds -> LedsC;
12 App.MilliTimer -> TimerMilliC;
13 }
Soubor ‘‘TestAMC.nc’’
1 #include "Timer.h"
2 module TestAMC {
3 uses {
4 interface Leds;
5 interface Boot;
6 interface Receive;
7 interface AMSend;
8 interface Timer<TMilli> as MilliTimer;
9 interface SplitControl;
10 }
11 }
12 implementation {
13 message_t packet;
14 bool locked;
15
16 event void Boot.booted() {
17 call SplitControl.start();
18 }
19 event void SplitControl.startDone(error_t err) {
20 if (err == SUCCESS) {
21 call MilliTimer.startPeriodic(1000);
22 }
23 else {
24 call SplitControl.start();
25 }
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26 }
27 event void SplitControl.stopDone(error_t err) {
28 }
29 event void MilliTimer.fired() {
30 if (locked) {
31 return;
32 }
33 else if (call AMSend.send(AM_BROADCAST_ADDR, &packet, 0) == SUCCESS) {
34 call Leds.led0On();
35 locked = TRUE;
36 }
37 }
38 event message_t* Receive.receive(message_t* bufPtr,
39 void* payload, uint8_t len) {
40 call Leds.led1Toggle();
41 return bufPtr;
42 }
43 event void AMSend.sendDone(message_t* bufPtr, error_t error) {
44 if (&packet == bufPtr) {
45 locked = FALSE;
46 call Leds.led0Off();
47 }
48 }
49 }
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