In this paper, a pair of nondifferentiable multiobjective programming problems is first formulated, where each of the objective functions contains a support function of a compact convex set in R n . For a differentiable function h : R n × R n → R, we introduce the definitions of the higher-order F -convexity (F -pseudo-convexity, F -quasi-convexity) of function f : R n → R with respect to h. When F and h are taken certain appropriate transformations, all known other generalized invexity, such as η-invexity, type I invexity and higher-order type I invexity, can be put into the category of the higher-order F -invex functions. Under these the higher-order F -convexity assumptions, we prove the higher-order weak, higher-order strong and higher-order converse duality theorems related to a properly efficient solution.
Introduction
Symmetric duality in nonlinear programming problem was first introduced by Dorn [6] , who defined a mathematical programming problem and its dual to be symmetric if the dual of the dual is the primal problem, that is, when the dual is recast in the form of primal, its dual is primal. Later, Dantzig et al. [2] and Mond [11] formulated a pair of symmetric dual programs for scalar function f (x, y) that is convex in the first variable and that is concave in the second variable, respectively. Under the weaker convexity assumptions imposed on f , Mond and Weir [13] gave another different pair of symmetric dual problem.
Mond [10] first formulated second-order symmetric dual models, introduced the concept of second-order convex function, and proved second-order symmetric duality theorems. Bector and Chandra [1] established the second-order symmetric and self duality results under second-order pseudo-convexity and pseudo-concavity assumptions. Devi [5] formulated a pair of second-order symmetric dual programs and established duality results involving second-order invex functions. Pandey [15] introduced second-order η-invex function for multiobjective fractional programming problem and established weak and strong duality theorems.
Mond and Schechter [12] constructed two new symmetric dual pairs in which the objective functions contain a support function of a compact convex set in R n , and are therefore nondifferentiable. Under the second-order F -pseudo-convexity assumptions, Hou and Yang [7] gave the second-order symmetric duality.
Higher-order duality in nonlinear programs have been studied by some researchers. Mangasarian [8] formulated a class of higher-order dual problems for the nonlinear programming problem "min{f (x) | g(x) 0}" by introducing twice differentiable function h : R n × R n → R and k : R n × R n → R m . Mond and Zhang [14] obtained duality results for various higher-order dual programming problems under higher-order invexity assumptions. Recently, under invexity-type conditions, such as higher-order type I, higher-order pseudotype I, and higher-order quasi-type I conditions, Mishra and Rueda [9] gave various duality results, which included Mangasarian higher-order duality and Mond-Weir higher-order duality. Chen [3] also discussed the duality theorems under the higher-order F -convexity (F -pseudo-convexity, F -quasi-convexity) for a pair of nondifferentiable programs.
Up to now, there is no literature, as known by author, in which the higher-order symmetric duality for multiobjective programming problems is discussed. In this paper, we first formulate a pair of symmetric higher-order multiobjective programming problems by introducing a differentiable function, where each of objective functions contains a support function of a compact convex set in R n . For a differentiable function h : R n × R n → R, we also introduce the definitions of the higher-order F -convexity (F -pseudo-convexity, F -quasiconvexity) with respect to h. All known other generalized invexity, such as η-invexity, type I invexity and higher-order type I invexity, can be put into the category of the higherorder F -invex functions by taking certain appropriate transformations of F and h. Under these the higher-order F -convexity assumptions, we prove the higher-order weak, higherorder strong and higher-order converse duality theorems related to a properly efficient solution.
Preliminaries and lemmas
Throughout this paper, denote by R n the n-dimension Euclidean space, and R n + the nonnegative orthant of R n , respectively.
Let C be a compact convex set in R n . The support function of C is defined by
A support function, being convex and everywhere finite, has a subdifferential [16] , that is, there exits z ∈ R n such that
The subdifferential of s(x|C) is given by
For any set D ⊂ R n , the normal cone to D at a point x ∈ D is defined by
It is obvious that for a compact convex set C, y ∈ N C (x) if and only if s(y|C) = x T y, or equivalently, x ∈ ∂s(y|C). Consider the following multiobjective programming problem:
where f : R n → R k , g : R n → R l and X ⊂ R n . Denote by Y the set of feasible solutions of (P).
Definition 1.
A pointx ∈ Y is said to be an efficient solution of (P) if there exists no other
. ., k}, and at least one j ∈ {1, 2, . . ., k}, f j (x) < f j (x);x ∈ Y is said to be a weak efficient solution of (P) if there exists no other x ∈ Y such that for all i ∈ {1, 2, . .
Definition 2.x ∈ Y is said to be a Geoffrion properly efficient solution of (P), ifx is an efficient solution, and there exists a real number M > 0 such that for all i ∈ {1, 2, . . ., p}, x ∈ Y , and f i (x) < f i (x),
for some j ∈ {1, 2, . . ., k} such that f j (x) < f j (x). Lemma 1 [4] . Ifx ∈ Y is a properly efficient solution of (P),
For a real-valued twice differentiable function g(x, y) defined on an open set in R n × R m , denote by ∇ x g(x,ȳ) the gradient vector of g with respect to x at (x,ȳ), ∇ xx g(x,ȳ) the Hessian matrix with respect to x at (x,ȳ). Similarly, ∇ y g(x,ȳ), ∇ xy g(x,ȳ) and ∇ yy g(x,ȳ) are also defined.
Now, we give the definitions of a class of higher-order F -invexity.
Definition 4.
Suppose that h : X × R n → R is a differentiable function, F is sublinear with respect to the third variable. f is said to be higher-order F -convex at u ∈ X with respect to h, if for all (x, p) ∈ X × R n ,
then f is said to be higher-order F -pseudo-convex at u ∈ X with respect to h.
then f is said to be higher-order F -quasi-convex at u ∈ X with respect to h. If f is higher-order F -convex (F -pseudo-convex, F -quasi-convex) at each point u ∈ X with respect to same function h, then f is said to be higher-order F -convex (F -pseudoconvex, F -quasi-convex) on X with respect to h.
If −f is higher-order F -convex (F -pseudo-convex, F -quasi-convex) at u ∈ X with respect to h, then f is said to be higher-order F -concave (F -pseudo-concave, F -quasiconcave) at u ∈ X with respect to h.
where η is a function from X ×X to R n , the higher-order F -convexity (F -pseudo-convexity, F -quasiconvexity) reduces to η-bonvexity (η-pseudo-bonvexity, η-quasi-bonvexity) in [5, 15] .
(ii) When h(u, p) = (1/2)p T ∇ xx f (u)p, the higher-order F -convexity (higher-order F -pseudo-convexity, higher-order F -quasi-convexity) reduces to the second-order F (pseudo-, quasi-) invexity in [7] .
, where α : X × X → R + \{0}, η : X × X → R n are positive functions, and k : X × R n → R is a differentiable function, the higher-order F -convex (higher-order F -pseudo-convex, higherorder F -quasi-convex) function becomes the higher-order type I (higher-order pseudotype I, and higher-order quasi-type I) function in [9, 14] .
From now on, suppose that the sublinear function F satisfies the following condition:
Higher-order symmetric duality
In this section, we consider the following multiobjective symmetric dual problems:
and
where C i and D i is a compact convex sets in R n and R m , respectively;
Since the objective functions contain the function s(x|C i ) and s(v|D i ), i = 1, 2, . . ., k, they are nondifferentiable multiobjective programming problems. (u, v) r i , r i = r; and k = 1, then (MP) and (MD) become the problems considered by Hou and Yang [7] .
Remark 2. (1) If
(2) If k = 1, then (MP) and (MD) become the nondifferentiable programming problems (SP) and (SD) considered by Chen [3] .
We first give the weak duality theorem under the higher-order F -convexity assumptions. (x, y, λ, z 1 , z 2 , . . . , z k , p 1 , p 2 , . . . , p k ) of (MP) and each feasible solution (u, v, λ, w 1 , , w 2 , . . . , w k , r 1 , r 2 
Theorem 1 (Weak duality). For each feasible solution
(II) for at least one j ∈ {1, 2, . . ., k},
Proof. (1) and (5), we have
and from (6), (10) yields
Using the higher-order F -convexity of f i (·, v) + (·) T w i at u with respect to g i (u, v, r i ), we have
Since F is a sublinear function about the third variable, and λ > 0, λ T e = 1, from (5), (11) and (12), it holds
On the other hand, from (2) and (1), we get
From (3), (14) implies
By the higher-order G-convexity of −[f i (x, ·) − (·) T z i ] at y with respect to −h i (x, y, p i ),
and from (1), we have
Similarly, from the sublinearity of G, λ > 0, (2), (15) and (16), we have
From (13) and (17), we obtain
y, p i ) . (18) Noting that x T w i s(x|C i ) and v T z i s(v|D i ), (18) yields
this implies that the conclusion holds. ✷ Remark 3. From the process of the proof in Theorem 1, we can also obtain that (8) and (9) The following result indicates that under some conditions, a properly efficient solution of (MP) is also the ones of (MD) and the two objective values are correspondingly equal. (x,ȳ,λ,z 1 ,z 2 , . . . ,z k ,p 1 ,p 2 , . . . ,p k ) be a properly efficient solution of (MP), 
Theorem 2 (Strong duality). Let
f i : R n × R n → R is twice differentiable at (x,ȳ), h i : R n × R n × R n → R is twice differentiable at (x,ȳ,p i ), g i : R n × R n × R n → R is differentiable at (x,ȳ,p i ), i = 1, 2, . .
. , k. If the following conditions hold:
From the condition (II), (22) yields
We claim that α = (α 1 , α 2 , . . . , α k ) T = 0. Otherwise, if α = 0, then (28) becomes β = µȳ, and (20) yields
is linearly independent, andλ > 0, we have µ = 0, and so β = 0. These contradict (27).
Subtracting (24) from (23) yields
Using (28), we get
By the condition (IV), we havep i = 0, i = 1, 2, . . ., k. And from (28) and β 0,ȳ 0.
respectively. Similarly, from the condition (III), we have α = µλ. Thus, from (29) and µ > 0, it holds
and from the condition (I), we have
, that is, it is a feasible solution of (MD Let (ū,v,λ,w 1 ,w 2 , . . . ,w k ,r 1 ,r 2 , . . . ,r k ) be a properly efficient solution of (MD), f i : R n × R n → R is differentiable at (ū,v), g i : R n × R n × R n → R is twice differentiable at (ū,v,r i ), h i : R n × R n × R n → R is differentiable at (ū,v,r i ) . In the above, we formulate a pair of the higher-order symmetric multiobjective programming problem in which the objective functions contain a support function of a compact convex set in R n or R m . Under the higher-order F -convexity (higher-order F -pseudo-convexity, higher-order F -quasi-convexity) assumption, we give the higherorder weak, higher-order strong and higher-order converse duality. In our models, if h i (x, y, p) = (1/2)p T ∇ yy f i (x, y)p, g i (u, v, r) = (1/2)r T ∇ uu f i (u, v) r, and k = 1, then (MP) and (MD) reduce to the second-order symmetric models in [7] . So, our results include some of the known results in [1, [7] [8] [9] [10] 14, 15] .
