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Abstract
An automorphism of a graph G = (V,E) is a bijective map φ from V to itself
such that φ(vi)φ(vj) ∈ E ⇔ vivj ∈ E for any two vertices vi and vj . Denote by
G the group consisting of all automorphisms of G. Apparently, an automorphism
of G can be regarded as a permutation on [n] = {1, . . . , n}, provided that G has
n vertices. For each permutation σ on [n], there is a natural action on any given
vector u = (u1, . . . , un)
t ∈ Cn such that σu = (uσ−11, uσ−12, . . . , uσ−1n)t, so σ can
be viewed as a linear operator on Cn. Accordingly, one can formulate a charac-
terization to the automorphisms of G, i.e., σ is an automorphism of G if and only
if every eigenspace of A(G) is σ-invariant, where A(G) is the adjacency matrix of
G. Consequently, every eigenspace of A(G) is G-invariant, which is equivalent to
that for any eigenvector v of A(G) corresponding to the eigenvalue λ, span(Gv)
is a subspace of the eigenspace Vλ. By virtue of the linear representation of the
automorphism group G, we characterize those extremal vectors v in an eigenspace
of A(G) so that dim span(Gv) can attain extremal values, and furthermore, we
determine the exact value of dim span(Gv) for any eigenvector v of A(G).
Keywords: adjacency matrix; automorphism group of a graph; linear representation of
a finite group
1 Introduction
Throughout this paper, G stands for a simple graph with vertex set V and edge set E.
A bijective map φ : V → V is called an automorphism of G if φ(vi)φ(vj) ∈ E ⇔ vivj ∈ E
for any two vertices vi and vj. The group consisting of all automorphisms of G is denoted
by Aut G, which is called the automorphism group of G.
The adjacency matrix of a graph G on n vertices is a n × n (0,1)-matrix where each
entry aij of the matrix is equal to 1 if and only if the two vertices vi and vj are adjacent.
We denote the adjacency matrix of G by A(G), or A for short in the case that one can
easily identify the corresponding graph from the context. By virtue of the adjacency
matrix of G, we can formulate an algebraic way of characterizing automorphisms of G.
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A permutation of the set [n] = {1, 2, . . . , n} is a bijective map σ from [n] to itself, and
Sn stands for the set consisting of all permutations of [n], which is called the symmetric
group of degree n. Naturally, each permutation σ ∈ Sn can act on a given vector u =
(u1, . . . , un)
t ∈ Cn, i.e., σu = (uσ−11, uσ−12, . . . , uσ−1n)t, where Cn is the n-dimensional
vector space over the complex field C. Accordingly, any permutation σ in Sn can be
regarded, through the action on vectors, as a linear operator on Cn, which is denoted by
Tσ.
We call a square matrix a permutation matrix if exactly one entry in each row and
column is equal to 1, and all other entries are equal to 0. It is easy to check that the
matrix Pσ of the operator Tσ with respect to the standard basis e1, . . . , en is a permutation
matrix, where each ei (i = 1, . . . , n) has exactly one non-trivial entry on ith coordinate
which is equal to 1, and all other entries of ei are equal to 0.
Let φ be a bijective map from the vertex set of a graph G with n vertices to itself.
One can easily build in accordance with φ a permutation σφ ∈ Sn so that σφ(i) = j if
and only if φ(vi) = vj, where vi, vj ∈ V (G), and vice versa. Consequently, it is legitimate
not to distinguish two maps φ and σφ, and furthermore, a moment’s reflection will show
that
φ is an automorphism of G if and only if P−1σφAPσφ = A,
which presents an algebraic way of characterizing automorphisms of G. Since every per-
mutation σ is an element of Sn, we can regard the group Aut G as a subgroup of Sn.
Evidently, the adjacency matrix A(G) is symmetric and thus A(G) can be viewed as
the matrix of a self-adjoint operator TG on Cn with respect to an ordered basis b1, . . . , bn,
i.e., TG(b1, . . . , bn) = (b1, . . . , bn)A. Accordingly,
TGbi =
∑
vj∼vi
bj, i = 1, . . . , n,
where the symbol vj ∼ vi indicates that the two vertices vj and vi are adjacent in G, and
1 ≤ i, j ≤ n. So TG provides the adjacency information about the graph G and thus the
standard basis e1, . . . , en would be appropriate for obtaining the matrix A(G), since in
that case, one can find out in virtue of TGei which vertices are adjacent to the vertex vi,
i = 1, . . . , n.
We now can formulate another way of characterizing automorphisms of G through the
eigenspaces of TG, which is summarized in the following result.
Let T be a linear operator on Cn. A subspace U of Cn is said to be T -invariant if
T U ⊆ U .
Theorem 1. Let G be a graph of order n and let σ be a permutation in Sn. Then the
following statements are equivalent.
1) σ is an automorphism of G.
2) Every eigenspace of TG is Tσ-invariant.
3) Cn has an orthonormal basis consisting of eigenvectors of both TG and Tσ.
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4) Every eigenspace of Tσ is TG-invariant.
This result not only provides a way to characterize automorphisms of G through the
geometric point of view, but more interestingly, presents a way of analyzing eigenvectors
of TG. To explain it clearly, we first define two terms. Let G be a permutation group in
Sn, and let ρ : G → GL(Cn) be the permutation representation of G in Cn, which maps
each permutation σ in G to the orthogonal operator Tσ. A subspace U of Cn is said to
be G-invariant if U is ρ(σ)-invariant for every σ in G.
Since every eigenspace of TG is Tσ-invariant for every σ in the automorphism group G
of the grpah G, every eigenspace of TG is G-invariant as well, which is equivalent to that
for any vector v in an eigenspace Vλ of TG, span(Gv) is a subspace of Vλ, where span(Gv)
is the subspace in Cn spanned by the group of vectors ρ(σ)(v) = Tσv obtained by taking
all permutations σ in G. Consequently, dim Vλ ≥ dim span(Gv) for any eigenvector v of
TG corresponding to the eigenvalue λ.
Naturally, one may wonder for which vector v in Vλ, dim span(Gv) attains the min-
imum value and for which vector the quantity attains the maximum value, and further-
more, how to determine the exact value of dim span(Gv) for any eigenvector v of TG. We
shall answer those questions in the 3rd section by virtue of the linear representation of a
finite group.
Lova´sz [3] and Baibai [2] established a connection between the eigenvalues of the
adjacency matrix of a Cayley graph and irreducible characters of a subgroup of its au-
tomorphism group, which inspired us to consider how to use the linear representation of
Aut G to analyze eigenspaces of A(G) for a graph G possessing a non-trivial automor-
phism group.
In the next section, we first formulate two fundamental characterizations to the T -
invariant subspace for a digonalizable operator T on Cn and then prove the theorem 1.
In the last section, we apply the results established in the 2nd and 3rd sections to the
Petersen graph Pet and compute those extremal eigenvectors for Pet.
2 Graph automorphisms viewed as linear operators
The major goal of this section is to prove the theorem 1, which is stated in the first
section. As we have seen, the key of proving that result is to characterize the Tσ-invariant
subspace. Since the orthogonal operator Tσ is diagonalizable, we first present a simple
observation about invariant subspaces of a diagonalizable operator.
Lemma 2. Let U be a subspace of Cn of dimension d, and let T be a diagonalizable
operator on Cn. Then the following statements are equivalent.
1) U is T -invariant.
2) U has a basis consisting of eigenvectors of T .
3) U has a basis u1, . . . ,ud such that T ui belongs to U where i = 1, . . . , d.
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For a given linear operator T , it is relatively more difficult to characterize the structure
of a subspace U of Cn in the case that U is not T -invariant. But it is useful to investigate
the structure of U since that could reveal the distinction between T -invariant and not
T -invariant subspaces and thus has a particular use in practice as we can see in section
4.
In accordance with Lemma 2, if T be a diagonalizable operator and U is not T -
invariant then U can be written as direct sum of two subspaces X and Y enjoying that
X is T -invariant, Y is not trivial, and v is not an eigenvector of T for any vector v in
U \X. As we shall see below, such a vector v can enable us describe a feature of U .
Lemma 3. Let T be a diagonalizable operator, and let U = X ⊕ Y be a subspace of Cn
of dimension d such that X is T -invariant, Y is not trivial, and v is not an eigenvector
of T for any vector v in U \X. Then not all vectors T v, T 2v, . . . , T dv belong to U .
Proof. To prove our assertion, we first establish an auxiliary claim as follows.
For any vector y ∈ Y, not all vectors T y, T 2y, . . . , T dy belong to U. (1)
We show the claim above by a contradiction and assume
all vectors T y, T 2y, . . . , T dy belong to U. (2)
Since dim U = d, the group of vectors y, T y, T 2y, . . . , T dy is linear dependent. Conse-
quently, the group must contain a group of linear independent vectors y, T k1y, T k2y, . . . ,
T ksy (k1 < k2 < · · · < ks) so that each vector T iy (i = 0, 1, . . . , d) could be written
as a linear combination of y, T k1y, . . . , T ksy, where the number ks is taken as small as
possible.
Case 1: ks < d.
In this case, one can easily check that the subspace span(y, T k1y, . . . , T ksy) is T -
invariant. Consequently, the subspace possesses, by Lemma 2, a basis consisting of eigen-
vectors of T , and thus span(y, T k1y, . . . , T ksy) ⊆ X according to the relationship between
the two subspaces X and U , which contradicts the assumption that y is a vector in Y
not in X.
Case 2: ks = d.
In this case, the vector T dy cannot be, in accordance our choice of the number ks,
written as a linear combination of y, T y, T 2y, . . . , T d−1y. Due to our assumption (2),
dim span(y, T y, T 2y, . . . , T d−1y) ≤ d− 1.
Again, we can check if T d−1y can be written as a linear combination of y, T y, T 2y, . . . ,
T d−2y.
It is not difficult to see that we can ultimately find, in this way, a vector T jy
(1 ≤ j < d) satisfying that T jy can be written as a linear combination of vectors
y, T y, . . . , T j−1y. Then the group y, T y, . . . , T j−1y contains linear independent vec-
tors y, T l1y, T l2y, . . . , T lty (l1 < l2 < · · · < lt < j < d) so that all vectors y, T y, . . . , T jy
belong to the subspace span(y, T l1y, . . . , T lty).
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Clearly, the subspace span(y, T l1y, . . . , T lty) is T -invariant. By means of the same
argument in dealing with the first case, span(y, T l1y, . . . , T lty) ⊆ X, which contradicts
the condition that y is a vector in Y not in X.
In conclusion, we hold the claim (1).
We now prove our assertion that for any vector v in U \X, not all vectors T v, T 2v,
. . . , T dv belong to U .
Since U = X ⊕ Y , the vector v can be written uniquely as the sum of x and y where
x ∈ X and y ∈ Y . Since the vector v is not in X and Y is not trivial, y is not the zero
vector. By virtue of the claim (1), T jy does not belong to U for some j ∈ {1, 2, . . . , d}.
Due to the assumption that X is T -invariant, T jx is a vector in X ⊆ U . Therefore,
T jx + T jy = T j(x + y) = T jv is not in U , and then our assertion follows.
A moment’s reflection shows that in general case, it is possible that a subspace U of
Cn is not T -invariant and T u, T 2u, . . . , T d−1u belong to U for some vector u in U , so
the assertion above provides a sharp estimate.
Now we turn to the proof of Theorem 1. We assume that the n-dimensional vector
space Cn is endowed with the Hermitian inner product 〈·, ·〉 such that 〈u,v〉 = v∗u =∑n
i=1 uivi for any vectors u = (u1, . . . , un)
t and v = (v1, . . . , vn)
t in Cn. Two vectors u
and v are said to be orthogonal if 〈u,v〉 = 0. A real matrix N is normal if NtN = NNt
where Nt denotes the transpose of the matrix N. Recall that a permutation matrix is a
square matrix enjoying that exactly one entry in each row and column is equal to 1, and
all other entries are 0. One can readily check that every permutation matrix is normal.
We are now ready to prove Theorem 1, which presents a geometric characterization of
automorphisms of a graph G.
Proof of Theorem 1. As we have pointed out before, A and Pσ are the matrices, re-
spectively, of two linear operators TG and Tσ with respect to the standard basis e1, . . . , en.
Consequently, TG and Tσ can be replaced, respectively, with A and Pσ in the statements
of Theorem 1.
We first show 1)⇒2). Since for every permutation σ ∈ Sn, σ is an automorphism of
G if and only if PtσAPσ = A, for any eigenvector v of A associated to some eigenvalue λ,
PtσAPσv = Av = λv.
Consequently, APσv = λPσv for any eigenvector v of A, i.e., Pσv is also an eigenvector
of A associated to the eigenvalue λ, and thus every eigenspace of A is Pσ-invariant.
As we mentioned above, Pσ is a normal matrix. According to the well-known com-
plex spectral theorem (see [1] for details), Cn has an orthonormal basis consisting of
eigenvectors of Pσ, and thus distinct eigenspaces of Pσ are orthogonal.
If an eigenspace Vλ of A is Pσ-invariant, Vλ can be written as direct sum of distinct
eigenspaces of Pσ. Therefore, Vλ has an orthonormal basis consisting of eigenvectors
of Pσ. Since Vλ is an eigenspace of A, that basis consists of eigenvectors of A as well.
Clearly, the fact holds true for every eigenspace of A. Furthermore, since A is also normal,
distinct eigenspaces of A must be orthogonal in virtue of the complex spectral theorem.
5
Therefore, Cn has an orthonormal basis consisting of eigenvectors of both A and Pσ, i.e.,
the statement 3) follows from the statement 2).
According to Lemma 2, one can easily see that the statement 3) implies the statement
4).
Finally, we prove that 4) ⇒ 1). As we mentioned above, σ ∈ Aut G if and only if
PtσAPσ = A, which is equivalent to PσA = APσ.
Let x1, . . . ,xn be an orthonormal basis of Cn, which consists of eigenvectors of Pσ
such that Pσxi = ηixi, i = 1, . . . , n. Since every eigenspace of Pσ is A-invariant, for
every xi we have
PσAxi = ηiAxi = Aηixi = APσxi, i = 1, . . . , n.
For an arbitrary vector v =
∑n
i=1 aixi in C
n,
PσAv = PσA
n∑
i=1
aixi =
n∑
i=1
aiPσAxi =
n∑
i=1
aiAPσxi = APσ
n∑
i=1
aixi = APσv.
As a result, PσA = APσ, and thus the statement 1) follows.
3 The symmetric and asymmetric eigenvectors
For brevity, we denote by G the automorphism group Aut G of a graph G, which can be,
as we have explained in the first section, regarded as a subgroup of Sn, provided that G
has n vertices. Recall that the permutation representation ρ of G in Cn we are interested
in here is a map from G to GL(Cn) such that ρ(σ) = Tσ for every permutation σ ∈ G,
where Tσ is the orthogonal operator on Cn enjoying that Tσu = (uσ−11, uσ−12, . . . , uσ−1n)t
for any vector u = (u1, . . . , un)
t in Cn.
Let A be the adjacency matrix of G. Due to Theorem 1, every eigenspace of A is
Tσ-invariant, and thus those subspaces are also G-invariant. Therefore the permutation
representation ρ of G provides some information about the relationship between the struc-
ture of G and eigenvectors of A, which will be shown by examples in the next section.
For a given eigenspace Vλ of A, those vectors v in Vλ, enjoying that dim span(Gv)
can attain the minimum value, are called symmetric vectors of Vλ, while those vectors v,
enjoying that dim span(Gv) can attain the maximum value, are called asymmetric vectors
of Vλ. In this section, we characterize symmetric vectors and the asymmetric vectors of
Vλ, respectively, and furthermore, we determine the exact value of dim span(Gv) for any
eigenvector v of A.
Let ρ and ρ′ be two representations of G in vector spaces V and V ′. These represen-
tations ρ and ρ′ are said to be isomorphic if there exists a linear isomorphism φ : V → V ′
which “transform” ρ into ρ′, i.e.,
φ ◦ ρ(σ) = ρ′(σ) ◦ φ, ∀σ ∈ G.
Since φ is an isomorphism between V and V ′, dim V = dim V ′. Let the dimension of V
be equal to m. Then one can readily see that for every σ ∈ G, the matrices of ρ(σ) and
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ρ′(σ) are the same with respect to the basses b1, . . . , bm in V and φ(b1), . . . , φ(bm) in V ′,
respectively. The isomorphism between ρ and ρ′ indicates that the two representations
have a close relationship, which makes, as we shall see in what follows, some trouble in
characterizing those asymmetric eigenvectors.
Let W be a non-trivial subspace in Cn. The representation ρ of G in W is said to
be irreducible if W is G-invariant and there is no non-trivial subspace of W which is
also G-invariant. It is not difficult to see that the subspace span(Gv) is G-invariant
for any vector v in Vλ, so span(Gv) can be decomposed as a direct sum of irreducible
representations of ρ. On the other hand, if W is an irreducible representation of ρ, then
for any non-trivial vector w ∈ W , span(Gw) = W in accordance with the definition of
the irreducible representation. Therefore, symmetric vectors of Vλ are those which belong
to some irreducible representation W such that dim W ≤ dim U for any G-invariant and
non-trivial subspace U of Vλ.
It is difficult, however, to characterize those asymmetric eigenvectors of A. Before
turning to that tough part in this section, we first present a simple observation which
enables us to formulate an upper bound of the dimension of the subspace span(Gv). Set
G[v] = {σ ∈ G : v and ρ(σ)v are linear dependent}.
Then one can readily verify that G[v] is a subgroup of G, for if σ1, σ2 ∈ G[v] then
σ1σ2 ∈ G[v]. Furthermore, it is plain to see that ρ(α)v and ρ(β)v are linear independent
if β−1α /∈ G[v], so the following is relevant.
Lemma 4.
dim span(Gv) ≤ [G : G[v]],
and the equality holds if and only if
span(Gv) =
m⊕
i=1
span(ρ(σi)v)⇒ G =
m⋃
i=1
σiG[v],
where σi ∈ G and m =
[
G : G[v]
]
.
One can readily see that the upper bound above is not tight in general, for
[
G : G[v]
]
indicates the number of vectors in the group of vectorsGv which are pairwise independent,
while dim span(Gv) is the number of vectors that a maximum linearly independent group
in Gv can have. However, the inequality does connect two distinct objects which look
irrelevant, so it seems to deserve some mention.
Now we turn to asymmetric eigenvectors of A. As we have explained before, a sym-
metric vector of a eigenspace Vλ must be in one irreducible representation of ρ in Vλ
whose dimension is the smallest one among all irreducible representations of ρ in Vλ.
Accordingly, one may reasonably expect that
an asymmetric vector of Vλ would have the form w1 + w2 + · · ·+ wk,
where wi ∈ Wi (i = 1, . . . , k) and ⊕ki=1Wi = Vλ is the decomposition into irreducible
representations of ρ in Vλ. Fundamentally, it is right, but generally, it is not.
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The trouble is that if there are some irreducible representations of ρ in Vλ which are
isomorphic to one another, then the decomposition ⊕ki=1Wi is not unique, as Lemma
5 illustrates below, so we cannot, in that case, arbitrarily choose a vector in Wi and
obtain an asymmetric vector of Vλ in the trivial way above. Theorem 9 presents the key
requirement that those vectors wi should enjoy, to obtain an asymmetric vector in the
form
∑k
i=1wi.
However, if any two irreducible representation in the decomposition ⊕ki=1Wi are not
isomorphic, then
∑k
i=1wi is indeed an asymmetric vector of Vλ, as shown below by The-
orem 6. In that case, span(G(
∑k
i=1wi)) = Vλ.
Before we go further, we make a comment that the proofs of those results in what
follows work not only for the permutation representation we consider here but also for
any linear representation of G in Cn. Since every eigenspace Vλ of A is G-invariant, it is
not necessary to distinguish distinct eigenspaces of A in stating our assertions, and thus
we uniformly formulate those assertions for the whole space Cn.
Lemma 5. If φ is an isomorphism between two irreducible representations W1 and W2 of
ρ in Cn, then span(G[w1 + φ(w1)]) is isomorphic to W1 where w1 is a non-trivial vector
in W1.
Proof. Since W1 is an irreducible representation of ρ, one can choose some elements
σ1 = 1G, . . . , σd of G such that ρ(σ1)(w1) = w1, . . . , ρ(σd)(w1) form a basis of W1. It is
plain to verify that ρ(σ1)(w1) + ρ(σ1)φ(w1), . . . , ρ(σd)(w1) + ρ(σd)φ(w1) form a basis of
the subspace span(G[w1 + φ(w1)]).
We further define a linear map
ψ : W1 → span(G[w1 + φ(w1)])
satisfying
ψ : ρ(σi)(w1) 7→ ρ(σi)(w1) + ρ(σi)φ(w1), 1 ≤ i ≤ d.
Clearly, ψ is an isomorphism between the two subspaces W1 and span(G[w1 + φ(w1)]).
Moreover, it is also routine to check that ψ is an isomorphism between the two representa-
tions W1 and span(G[w1+φ(w1)]). In fact, for any vector w in W1, w =
∑d
i=1 xiρ(σi)(w1)
where xi ∈ C (i = 1, . . . , d), for ρ(σ1)(w1) = w1, . . . , ρ(σd)(w1) form a basis of W1. Pick-
ing arbitrarily an element τ ∈ G, we assume ρ(τ)(w) = ∑di=1 yiρ(σi)(w1) where yi ∈ C
(i = 1, . . . , d). Consequently,
ψρ(τ)(w) = ψ
[
d∑
i=1
yiρ(σi)(w1)
]
=
d∑
i=1
yiψρ(σi)(w1)
=
d∑
i=1
yi (ρ(σi)(w1) + ρ(σi)φ(w1)) .
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On the other hand,
ρ(τ)ψ(w) = ρ(τ)ψ
[
d∑
i=1
xiρ(σi)(w1)
]
= ρ(τ)
[
d∑
i=1
xiψρ(σi)(w1)
]
= ρ(τ)
[
d∑
i=1
xi (ρ(σi)(w1) + ρ(σi)φ(w1))
]
= ρ(τ)
[
d∑
i=1
xiρ(σi)(w1)
]
+ ρ(τ)
[
d∑
i=1
xiρ(σi)φ(w1)
]
=
d∑
i=1
yiρ(σi)(w1) + φρ(τ)
[
d∑
i=1
xiρ(σi)(w1)
]
=
d∑
i=1
yiρ(σi)(w1) +
d∑
i=1
yiρ(σi)φ(w1).
Consequently, ψρ(τ) = ρ(τ)ψ for any τ ∈ G, and thus ψ is an isomorphism between the
two representations W1 and span(G[w1 + φ(w1)]).
We are now ready to show that
∑k
s=1ws is an asymmetric vector in the relatively
simple case that any two irreducible representations in the decomposition of Cn into
irreducible representations of ρ are not isomorphic.
Theorem 6. Suppose Cn = ⊕ks=1Ws is a decomposition into irreducible representations
of ρ. Then three assertions below are equivalent.
1) For any two irreducible representations Wi and Wj (i 6= j), Wi is not isomorphic to
Wj.
2) If U is a G-invariant subspace of Cn under the representation ρ with a decomposition
⊕lt=1Xt = U into irreducible representations, then the decomposition is unique, i.e.,
for each Xt (t = 1, . . . , l) there exists uniquely an irreducible representation Ws
(1 ≤ s ≤ k) in the decomposition of Cn such that Xt = Ws.
3) span(G(
∑k
s=1ws)) = C
n where ws is a non-trivial vector in Ws (s = 1, . . . , k).
Proof. We first show that 1 ) ⇒ 2 ). Clearly, it suffices to show that if Xt ∼= Ws then
Xt = Ws.
Let pi be the projection of Cn onto the irreducible representation Wi, i = 1, . . . , k. Set
p0i =
1
|G|
∑
σ∈G
ρ(σ)piρ(σ
−1), i = 1, . . . , k.
Since Wi is G-invariant, we have, for any wi ∈ Wi and σ ∈ G,
piρ(σ
−1)(wi) = ρ(σ−1)(wi)⇒ ρ(σ)piρ(σ−1)(wi) = wi ⇒ p0i (wi) = wi.
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For another irreducible representation Wj of Cn, one can readily see, by the same reason,
that p0iwj = 0 for every vector wj ∈ Wj. Consequently, p0i is also a projection of Cn onto
Wi. Furthermore, for any τ ∈ G, we have, according to the definition of p0i ,
ρ(τ)p0i ρ(τ
−1) =
1
|G|
∑
σ∈G
ρ(τ)ρ(σ)piρ(σ
−1)ρ(τ−1) =
1
|G|
∑
σ∈G
ρ(τ σ)piρ[(τ σ)
−1] = p0i .
Thus, ρ(τ)p0i = p
0
i ρ(τ) for any τ ∈ G and p0i (i = 1, . . . , k).
We now consider the restriction of p0i to Xt denoted by p
0
i |Xt , which is a projection of
Xt onto Wi. Further, noting the fact that p
0
i and ρ(τ) are commutative for any τ ∈ G
and p0i (i = 1, . . . , k), one can readily see that ρ(τ)p
0
i |Xt = p0i |Xtρ(τ) for any τ ∈ G and
p0i |Xt .
According to the assumption that Ws  Wi for any irreducible representation Wi
(i 6= s) of Cn, it follows from Schur’s Lemma that p0i |Xt = 0. By the fact that p0i |Xt
(i = 1, . . . , k) is a projection of Xt onto Wi,
∑k
i=1 p
0
i |Xt is the identity map. Further, since
Xt ∼= Ws, p0s|Xt : Xt → Ws is an isomorphism, and therefore, p0s|Xt is an identity map.
Consequently, Xt = Ws.
Next, we show that 2 ) ⇒ 3 ). Set v = ∑ks=1ws for brevity. We assume, for a
contradiction, that
span(Gv) = U ( Cn . (3)
Clearly, U is a G-invariant subspace of Cn under the representation ρ. By means of the
statement 2), for any irreducible representation Xt of U , Xt is also a member of the
decomposition of Cn into irreducible representations. According to the assumption (3),
some irreducible representation of Cn, however, is not a member of the decomposition
⊕lt=1Xt = U . In that case, the vector v =
∑k
s=1ws, which is equal to ρ(1G)(v) and thus
belongs to span(Gv), does not belong to U , that is a contradiction.
We finally show that 3 ) ⇒ 1 ) by a contradiction. To hold the desire, we assume,
without losing any generality, that W1 and W2 are isomorphic. Let φ be an isomorphism
between the two irreducible representations W1 and W2.
We now construct a vector
u = w1 + φ(w1) +
k∑
s=3
ws
where ws is a non-trivial vector in Ws (1 ≤ s ≤ k and s 6= 2). According to Lemma 5,
we have span(G[w1 + φ(w1)]) ∼= W1 and thus
span(G[w1 + φ(w1)])
⊕
span
(
G
[
k∑
s=3
ws
])
( Cn .
By means of a plain fact that
span(Gu) ⊆ span(G[w1 + φ(w1)])
⊕
span
(
G
[
k∑
s=3
ws
])
,
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we therefore obtain that
span(Gu) ( Cn,
which contradicts the statement 3).
We now turn to the harder case that in a decomposition of Cn into irreducible rep-
resentations of ρ, there are some of irreducible representations which are isomorphic to
one another. As shown in Lemma 5, the way of decomposing Cn into irreducible repre-
sentations is not unique in this case. But there is a canonical way of organizing those
irreducible representations.
Let W1, . . . ,Wh be the all distinct irreducible representations of ρ in Cn such that any
two representations in that group are not isomorphic. The decomposition Cn = ⊕hi=1Vi
into subrepresentations of ρ is said to be canonical decomposition of ρ if Vi = ⊕mij=1Wij
(i = 1, . . . , h) is a decomposition into irreducible representations of ρ such that each
irreducible representation Wij (j = 1, . . . ,mi) is isomorphic to Wi.
Since any two irreducible representations Wi and Wi′ are not isomorphic if i 6= i′, one
can readily see, by virtue of the approach in proving Theorem 6, that the decomposition
⊕hi=1Vi = Cn is unique. As a result, span(G(
∑h
i=1 vi)) = C
n provided that span(Gvi) = Vi
where the vector vi belongs to Vi (i = 1, . . . , h). The decomposition ⊕mij=1Wij of Vi,
however, is not unique, as shown in Lemma 5. Consequently, to hold the desire that
span(G(
∑mi
j=1wij)) = Vi, the group of vectors wi1, . . . ,wimi need to comply with a further
requirement, where the vector wij belongs to Wij (j = 1, . . . ,mi). We first present a
lemma below for introducing the key requirement.
Let Ui (i = 1, 2) be a subspace of Cn, and let ρi : G→ GL(Ui) be a linear representa-
tion. We define a vector space
HomG(U1, U2) = {φ : U1 → U2 | φ is a linear map and φρ1(σ) = ρ2(σ)φ,∀σ ∈ G}.
Let W be a subspace of Cn such that the linear representation ρ
W
: G → GL(W )
is isomorphic to some irreducible representation Wi of ρ. Then W is an irreducible
representation, and thus, for each φ ∈ HomG(W,Vi), φ vanishes or is injective.
Lemma 7. For any fixed decomposition Vi = ⊕mij=1Wij into irreducible representations
isomorphic to Wi, if the maps φ1, . . . , φmi in HomG(W,Vi) satisfy that Im φj = Wij (j =
1, . . . ,mi), then φ1, . . . , φmi form a basis of HomG(W,Vi).
Proof. We first show that φ1, . . . , φmi are linear independent. If it is not the case, then
there exist not all zeros k1, . . . , kmi in C such that
∑mi
j=1 kjφj = 0. Without losing any
generality, we suppose k1 6= 0, and thus obtain φ1 = −
∑mi
j=2 k
−1
1 kjφj which contradicts
the requirement that Im φ1 = Wi1.
We now show that for each φ ∈ HomG(W,Vi), one can find out some complex numbers
λ1, . . . , λmi so that φ =
∑mi
j=1 λjφj. As we have seen in the proof of Lemma 5, one can
construct a projection p0j of Vi onto Wij (1 ≤ j ≤ mi) such that ρ(σ)p0j = p0jρ(σ) for any
σ ∈ G. Evidently,
φ =
mi∑
j=1
p0jφ.
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Let ψj : W → Wij be a linear map such that ψj(w) = φj(w) (1 ≤ j ≤ mi) for every w ∈
W . Since φj is an injection, ψj is an bijection and thus ψ
−1
j p
0
jφ : W → W (1 ≤ j ≤ mi).
Accordingly, one can readily see that
ρ(σ)ψ−1j p
0
jφρ(σ
−1) = ψ−1j p
0
jφ for any σ ∈ G,
so there exists some λj ∈ C such that ψ−1j p0jφ = λjI (1 ≤ j ≤ mi) by Schur’s lemma.
Consequently, by the definition of ψj, we have
p0jφ = λjψj = λjφj, 1 ≤ j ≤ mi.
Therefore, φ =
∑mi
j=1 λjφj.
Corollary 8. dim HomG(W,Vi) = dimVi/ dimW .
Let Cn = ⊕hi=1Vi be the canonical decomposition of the representation ρ, and let Vi =
⊕mij=1Wij be a decomposition into irreducible representations isomorphic to Wi. A group of
vectors w1, . . . ,wmi is said to be an independent group if the vectors ψ1mi(w1), ψ2mi(w2),
. . . , ψmi−1mi(wmi−1),wmi are linear independent where wj is a non-trivial vector in Wij
(j = 1, . . . ,mi) and ψxy ∈ HomG(Wix,Wiy). By means of Corollary 8, dim HomG(Wix,Wiy)
= 1 (1 ≤ x, y ≤ mi) and thus the independent group is well defined. One can easily see
that if ψ1mi(w1), . . . , ψmi−1mi(wmi−1),wmi are linear independent, then each linear map
ψjmi is bijective (j = 1, . . . ,mi).
Theorem 9. Let Vi be one of terms in the canonical decomposition of ρ. Then the three
statements below are equivalent.
1) There exists a vector v =
∑mi
j=1wj in Vi enjoying that span(Gv) = Vi where wj is
a non-trivial vector in Wij (j = 1, . . . ,mi).
2) The group of vectors w1, . . . ,wmi is an independent group.
3) (dimWi)
2 ≥ dimVi, which is equivalent to that dimWi ≥ mi.
Remark. In the case that (dimWi)
2 < dimVi, dim span(Gu) ≤ (dimWi)2 for any vector
u in Vi and one can always find a vector v with dim span(Gv) = (dimWi)
2 according to
the proof of our theorem.
Proof. We first show the equivalence between the first two statements. To prove 1)⇒2),
we assume for a contradiction that ψ1mi(w1), . . . , ψlmi(wl) (l ≤ mi − 1) are linear in-
dependent, but ψ1mi(w1), . . . , ψlmi(wl), ψl+1mi(wl+1) are linear dependent where ψxy ∈
HomG(Wix,Wiy). Consequently, there exist not all zeros k1, . . . , kl in C so that
ψl+1mi(wl+1) =
l∑
j=1
kjψjmi(wj)
and thus
wl+1 =
l∑
j=1
kjψ
−1
l+1mi
ψjmi(wj).
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Therefore,
v =
mi∑
j=1
wj =
l∑
j=1
(
wj + kjψ
−1
l+1mi
ψjmi(wj)
)
+
mi∑
j=l+2
wj.
Apparently, ψ−1l+1miψjmi ∈ HomG(Wij,Wil+1). By means of Lemma 5, the two representa-
tions span(G[wj + kjψ
−1
l+1mi
ψjmi(wj)]) and Wi are isomorphic, 1 ≤ j ≤ l. Consequently,
l⊕
j=1
span(G[wj + kjψ
−1
l+1mi
ψjmi(wj)])
mi⊕
j=l+2
span(Gwj) ∼= Vi \Wil+1.
According a plain fact that
span(Gv) ⊆
l⊕
j=1
span(G[wj + kjψ
−1
l+1mi
ψjmi(wj)])
mi⊕
j=l+2
span(Gwj),
we have span(Gv) ( Vi which contradicts the assumption enjoyed by the vector v.
Next, we show that 2)⇒1) by a contradiction and assume that span(Gv) ( Vi. Ac-
cording to the uniqueness of the canonical decomposition (see §2.6 in [5], for example),
span(Gv) has a decomposition span(Gv) = ⊕ts=1Xs into irreducible representations such
that Xs ∼= Wi, 1 ≤ s ≤ t. By our assumption above, we have
t < mi. (4)
Let φj be a map in HomG(Wimi , Vi) such that Im φj = Wij (1 ≤ j ≤ mi), and let ϕs
be a map in HomG(Wimi , Vi) such that Im ϕs = Xs (1 ≤ s ≤ t). Accordingly, φj and ϕs
are injective, 1 ≤ j ≤ mi and 1 ≤ s ≤ t. Furthermore, it would be apparent on a moment
consideration that for each φj (1 ≤ j ≤ mi), there exists ψmij ∈ HomG(Wimi ,Wij) such
that φj(w) = ψmij(w) for any w ∈ Wimi .
Applying Lemma 7, φ1, . . . , φmi form a basis of HomG(Wimi , Vi) and therefore for each
ϕs (1 ≤ s ≤ t), there exist not all zeros ks1, . . . , ksmi in C such that
ϕs =
mi∑
j=1
ksjφj. (5)
Evidently, v =
∑mi
j=1wj belongs to span(Gv). Since span(Gv) = ⊕ts=1Xs, one can pick a
vector xs in Xs (1 ≤ s ≤ t) so that
mi∑
j=1
wj =
t∑
s=1
xs. (6)
Let zs be the vector in Wmi such that ϕs(zs) = xs (1 ≤ s ≤ t). By means of equations
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(5) and (6), we have
mi∑
j=1
wj =
t∑
s=1
ϕs(zs)
=
t∑
s=1
(
mi∑
j=1
ksjφj
)
(zs)
=
mi∑
j=1
φj
(
t∑
s=1
ksjzs
)
=
mi∑
j=1
ψmij
(
t∑
s=1
ksjzs
)
.
Consequently,
wj = ψmij
(
t∑
s=1
ksjzs
)
, j = 1, 2, . . . ,mi.
Noting the fact that ψmij is bijective, we have
ψ−1mij(wj) =
t∑
s=1
ksjzs, j = 1, 2, . . . ,mi.
Hence, the group of vectors ψ−1mi1(w1), . . . , ψ
−1
mimi−1(wmi−1), ψ
−1
mimi
(wmi) = λmiwmi in Wmi
could be expressed linearly by the group z1, . . . ,zt in Wmi . However, the fact that
w1, . . . ,wmi are independent contradicts the claim (4), i.e., t < mi, which is a conclusion
of our assumption that span(Gv) ( Vi.
We now show the equivalence between the last two statements. According to the
definition, if the group of vectors w1, . . . ,wmi is an independent group then ψ1mi(w1), . . . ,
ψmi−1mi(wmi−1), wmi are linear independent where ψxy ∈ HomG(Wix,Wiy). Evidently,
ψ1mi(w1), . . . , ψmi−1mi(wmi−1), wmi are in the subspace Wmi , and thus
dimWmi ≥ mi = dimVi/ dimWmi .
Since Wmi
∼= Wi, (dimWi)2 ≥ dimVi.
On the other hand, one can readily show that 3)⇒2) by induction. To be precise, we
shall show by induction that if dimWi ≥ dimVi/ dimWi then there exists an independent
group Vi.
Clearly, the assertion holds for the trivial case that dimVi/ dimWi = 1. In fact, every
nonzero vector in Wi1 could be an independent group in that case.
We assume that our assertion holds in the case that dimVi/ dimWi = m. For the case
that dimVi/ dimWi = m + 1, one can first pick an independent group w1, . . . ,wmi−1 in
Vi \Wmi by the induction hypothesis, where wj ∈ Wij (1 ≤ j ≤ mi − 1). Hence,
ψ1mi−1(w1), . . . , ψmi−2mi−1(wmi−2),wmi−1 are linear independent,
14
where ψxy ∈ HomG(Wix,Wiy). Let ψmi−1mi be a bijection in HomG(Wimi−1,Wimi). Then
one can obtain a linear independent group of vectors
ψmi−1miψ1mi−1(w1), . . . , ψmi−1miψmi−2mi−1(wmi−2), ψmi−1mi(wmi−1).
Evidently, ψmi−1miψjmi−1 is a bijection in HomG(Wij,Wimi), 1 ≤ j ≤ mi − 2. By means
of Corollary 8, dim HomG(Wij,Wimi) = 1 and thus there exists a scalar λj 6= 0 so that
ψmi−1miψjmi−1 = λjψjmi , 1 ≤ j ≤ mi − 2. Consequently,
λ1ψ1mi(w1), . . . , λmi−2ψmi−2mi(wmi−2), ψmi−1mi(wmi−1) are linear independent.
Since dimWi ≥ dimVi/ dimWi and Wi ∼= Wimi , one can find out a vector wmi ∈ wmi so
that
ψ1mi(λ1w1), . . . , ψmi−2mi(λmi−2wmi−2), ψmi−1mi(wmi−1),wmi are linear independent.
Evidently, λ1w1, . . . , λmi−2wmi−2,wmi−1,wmi is an independent group in Vi.
According to approaches to establish Theorem 6 and Theorem 9, the following is
relevant.
Corollary 10. Suppose that W1, . . . ,Wh are the all distinct irreducible representations of
ρ and Cn = ⊕hi=1Vi is the canonical decomposition of the representation ρ. Then there
exists a vector v in Cn so that
dim span(Gv) =
h∑
i=1
min{dimVi, (dimWi)2}.
Remark. According to the remark of Theorem 9,
∑h
i=1 min{dimVi, (dimWi)2} is the
largest number dim span(Gv) can attain for any v ∈ Cn.
Finally, we determine dim span(Gv) for any given vector v in Cn. Let Cn = ⊕hi=1Vi
be the canonical decomposition of the representation ρ. For each Vi (i = 1, . . . , h), we
now fix a decomposition Vi = ⊕mij=1Wij into irreducible representations such that each Wij
is isomorphic to Wi. Apparently, for every vector v in Cn, one can find a unique vector
vi in Vi (i = 1, . . . , h) so that v =
∑h
i=1 vi, and furthermore, each vi can be expressed
uniquely as
∑mi
j=1wij where wij ∈ Wij (j = 1, . . . ,mi).
We use ni to denote the cardinality of maximum independent group in the group
wi1, . . . ,wimi (1 ≤ i ≤ h). It is not difficult to see that
ni ≤ min{dimWi, dimVi/ dimWi}.
By means of approaches in proving Theorem 9, one can readily see that
dim span(Gvi) = ni · dimWi (i = 1, . . . , h).
As a result, according to the proof of Theorem 6, we have
dim span(Gv) =
h∑
i=1
dim span(Gvi) =
h∑
i=1
ni · dimWi.
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4 Petersen graph
In the last section, we characterize theoretically those extremal eigenvectors of A(G) for
a graph G through the permutation representation of Aut G. In this section, we take the
Petersen graph Pet (see Fig. 1) as an example and compute those extremal eigenvectors
for Pet. As we shall see below, Pet enjoys an amazing property that each eigenspace of
the adjacency matrix A is an irreducible representation of the permutation representation
of Aut Pet. It is well-known that for any finite group G, one can build a graph G such
that Aut G = G, so the fact enjoyed by Pet raises a further question whether we can
build a graph G for any finite group G such that Aut G = G and each eigenspace of A(G)
is an irreducible representation of the permutation representation of G. It is a notorious
problem to compute all irreducible representations of the permutation representation for
a finite group (see [4] for details), so it would be interesting if one can efficiently construct
such a graph enjoying the property above.
As well-known, it is not easy to determine the automorphism group of Pet, so for
completeness, we present here an elegant way to obtain Aut Pet.
First of all, we label the vertices of Pet by 10 subsets of [5] = {1, 2, 3, 4, 5}, each of
which contains exactly 2 distinct elements of [5], such that {x, y} and {u, v} are adjacent
if and only if {x, y} and {u, v} have no common elements, as shown on the right in Fig.
1. As a result, each permutation σ in S5 induces a bijective map τσ from the vertex set
of Pet to itself, and furthermore, since σ is a bijective map from [5] to itself,
{σ(x), σ(y)} ∩ {σ(u), σ(v)} = ∅ ⇔ {x, y} ∩ {u, v} = ∅,
i.e., the map τσ keeps the adjacency relation between vertices of Pet. Therefore, each
permutation σ in S5 induces an automorphism τσ of Pet and thus S5 is isomorphic to a
subgroup of Aut Pet. Consequently, |Aut Pet| ≥ 120.
We now show, by means of the Orbit-stabilizer Lemma, that |Aut Pet| is indeed equal
to 120, and thus Aut Pet is isomorphic to S5. Let G be the automorphism group of Pet.
Then the orbit 1G contains all vertices of Pet, for Petersen graph is vertex-transitive.
According to the Orbit-Stabilizer Lemma,
|G| = |1G||G1| = 10 · |G1|.
Consider now the orbit of vertex 6 acted by G1. Since the vertex 6 is adjacent to the
vertex 1 and G1 fixes the vertex 1, one can readily see that 6
G1 = {2, 5, 6} and thus
|G1| = |6G1||G1,6| = 3 · |G1,6|.
Again, we choose another vertex 2 adjacent to the vertex 1 and consider the orbit of 2
acted by G1,6. According to a similar reason, one can readily see that |2G1,6| = {2, 5} and
thus
|G1,6| = |2G1,6 ||G1,2,6| = 2 · |G1,2,6|.
It is easy to see there is only one non-trivial element in G1,2,6, namely, (3, 7)(4, 10)(8, 9).
Consequently, |G1,2,6| = 2. Therefore, |G| = 120 and thus G ∼= S5.
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It is easy to check by means of the right part of Fig.1 that two permutations (1, 2, 3, 4, 5)
and (1, 2) in S5 induce two automorphisms of Pet, namely, (1, 4, 2, 5, 3)(6, 9, 7, 10, 8) and
(3, 7)(4, 10)(8, 9). Since S5 is generated by the two elements (1, 2, 3, 4, 5) and (1, 2) and
G ∼= S5, G can be generated by the two automorphisms σ1 = (1, 4, 2, 5, 3)(6, 9, 7, 10, 8)
and σ2 = (3, 7)(4, 10)(8, 9). As a result, to determine the irreducible representations
of the permutation representation ρ of the automorphism group G, which maps each
permutation σ in G to its corresponding linear operator Tσ on C10, it suffices to figure
out those minimum common invariant subspaces of Tσ1 and Tσ2 . For convenience, we use
σi (i = 1, 2) to represent the linear operator Tσi in what follows.
It is well-known that the Petersen graph is a strong regular graph and its adjacency
matrix A has 3 distinct eigenvalues 3, 1 and -2 of multiplicity 1, 5 and 4, respectively. Let
V3, V1 and V−2 denote the three eigenspaces of A corresponding to the three eigenvalues
respectively. We now figure out those those extremal eigenvectors in every eigenspace.
The eigenspace V3 is spanned by the vector 1, every entry of which is equal to the
number 1, and thus V3 is an irreducible representation of ρ. Consequently, every vector
in V3 is both symmetric and asymmetric.
Since V1 and V−2 are both σ1-invariant, each of them has a basis consisting of eigen-
vectors of σ1 in virtue of Lemma 2. To obtain those eigenvectors of σ1, we first build the
matrix X1 of σ1 with respect to the basis b1 = 1, b2, . . . , b10 consisting of eigenvectors of
A, where the vectors b2, . . . , b6 span the eigenspace V1 and the vectors b7, . . . , b10 span
the eigenspace V−2.
As we have seen in the first section, P1 is the matrix of σ1 with respect to the standard
basis e1, . . . , e10, so
X1 = B
−1P1B,
where B = (1, b2, . . . , b10) is the transition matrix from the standard basis to the basis
1, b2, . . . , b10. Then the matrix X1 consists of three blocks so that each of them cor-
responds to a eigenspace of A. We now compute the eigenvectors x1, . . . ,x10 of X1.
Obviously, the expression xi (i = 1, . . . , 10) is relative to the basis 11, . . . , b10, and the
expression ui = Bxi (i = 1, . . . , 10) is relative to the standard basis. Consequently,
V1 = span(u2, . . . ,u6) and V−2 = span(u7, . . . ,u10).
On the other hand, it is easy to see that σ1 has five distinct eigenvalues 1, e
2pi
5
i, e
4pi
5
i,
e
6pi
5
i, e
8pi
5
i, and each of them has multiplicity 2. The further computation shows that
each eigenspace of σ1 in V1 (or V−2) is of dimension one. We do all those numerical
computations by means of Mathematica .
Five eigenvectors of σ1 in V1, corresponding to eigenvalues 1, e
2pi
5
i, e
4pi
5
i, e
6pi
5
i, e
8pi
5
i, re-
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spectively, are listed below.
(u2,u3,u4) =

−1 2.61803 0.381966 + 1.11022× 10−16 i
−1 0.809017− 2.4899 i −0.309017− 0.224514 i
−1 −2.11803− 1.53884 i 0.118034 + 0.363271 i
−1 −2.11803 + 1.53884 i 0.118034− 0.363271 i
−1 0.809017 + 2.4899 i −0.309017 + 0.224514 i
1 1 1
1 0.309017− 0.951057 i −0.809017− 0.587785 i
1 −0.809017− 0.587785 i 0.309017 + 0.951057 i
1 −0.809017 + 0.587785 i 0.309017− 0.951057 i
1 0.309017 + 0.951057 i −0.809017 + 0.587785 i

,
and u5 = u4 and u6 = u3.
Four eigenvectors of σ1 in V−2, corresponding to eigenvalues e
2pi
5
i, e
4pi
5
i, e
6pi
5
i, e
8pi
5
i, re-
spectively, are listed below.
(u7,u8) =

−0.118034− 0.363271 i 2.11803− 1.53884 i
−0.381966 −2.61803 + 1.11022× 10−16 i
−0.118034 + 0.363271 i 2.11803 + 1.53884 i
0.309017 + 0.224514 i −0.809017− 2.4899 i
0.309017− 0.224514 i −0.809017 + 2.4899 i
0.309017 + 0.951057 i −0.809017 + 0.587785 i
1 1
0.309017− 0.951057 i −0.809017− 0.587785 i
−0.809017− 0.587785 i 0.309017 + 0.951057 i
−0.809017 + 0.587785 i 0.309017− 0.951057 i

,
and u9 = u8 and u10 = u7.
Now we show that the eigenspace V1 is an irreducible representation of ρ. As we pointed
out before, it is sufficient to show that V1 is the minimum common invariant subspaces
of σ1 and σ2. Suppose U is a G-invariant subspace in V1 spanned by ui1 , . . . ,uis , where
ij ∈ {2, . . . , 6}. Then according to the definition of G-invariant subspace, two vectors
σ2uij and σ
l
1 ◦ σ2uij (j = 1, . . . , s) must be in U where l is a positive integer not more
than 5. On the other hand, it is not difficult, by means of Mathematica , to check that
five vectors σ2ui, σ
1
1 ◦ σ2ui, . . . , σ41 ◦ σ2ui (i = 2, . . . , 6) are linear independent. Thus the
dimension of U is 5 due to Lemma 3, and therefore, V1 is an irreducible representation of
ρ.
One can prove the eigenspace V−2 is also an irreducible representation of ρ in a similar
way. As a result, every vector in V1 (or in V−2) is both symmetric and asymmetric.
The symmetric and asymmetric vectors of an eigenspace of A(G) so far are defined
for the automorphism group Aut G, but evidently those notions can be defined for any
subgroup of Aut G. The right part of Fig.2 illustrates a symmetric eigenvector of V1 for
the cyclic group 〈σ1〉, and the right part of Fig.3 illustrates a symmetric eigenvector of
V−2 for the cyclic group 〈σ2〉.
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Figure 1: Petersen graph Pet
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A symmetric eigenvector of V1 for 〈σ1〉
Figure 2: Asymmetric eigenvectors of V1 for Aut Pet
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A symmetric eigenvector of V1 for 〈σ2〉
Figure 3: Asymmetric eigenvectors of V−2 for Aut Pet
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