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LARGE TIME WELLPOSDNESS TO THE 3-D CAPILLARY-GRAVITY
WAVES IN THE LONG WAVE REGIME
MEI MING, PING ZHANG, AND ZHIFEI ZHANG
Abstract. In the regime of weakly transverse long waves, given long-wave initial data, we
prove that the nondimensionalized water wave system in an infinite strip under influence of
gravity and surface tension on the upper free interface has a unique solution on [0, T/ε] for
some ε independent of constant T. We shall prove in the subsequent paper [22] that on the
same time interval, these solutions can be accurately approximated by sums of solutions of
two decoupled Kadomtsev-Petviashvili (KP) equations.
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1. Introduction
1.1. General setting. The aim of this paper is to prove that in the regime of weakly trans-
verse long waves, given long-wave initial data, the nondimensionalized water wave system in
an infinite strip under influence of gravity and surface tension on the upper free interface has a
unique solution on [0, T/ε] for some ε independent of constant T. More precisely, we consider
the irrotational flow of an incompressible, inviscid fluid in an infinite strip with impermeable
bottom under the influence of gravity and surface tension on the upper free interface. In
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this setting, we may assume that the free surface is described by the graph z = ζ(t, x, y),
and z = −d + b(x, y) (the constant d > 0) describes the bottom of the infinite strip. Since
the fluid is incompressible and irrotational, there exists a velocity potential φ such that the
velocity field is given by v = ∇φ. Then one can reduce the motion of the fluid to a system in
terms of the velocity potential φ and ζ:
(1.1)

∂2xφ+ ∂
2
yφ+ ∂
2
zφ = 0, −d+ b < z < ζ,
∂nφ = 0, z = −d+ b,
∂tζ +∇hφ · ∇hζ = ∂zφ, z = ζ,
∂tφ+
1
2 (|∇hφ|2 + (∂zφ)2) + gζ = κ∇h ·
( ∇hζ√
1+|∇hζ|2
)
, z = ζ,
where∇h = (∂x, ∂y) and ∂nφ denotes the outward normal derivative at the bottom of the fluid
region, g, κ > 0 denotes the gravitational force constant and the surface tension coefficient
respectively.
It is well-known [9, 10, 35] that the water wave system (1.1) can be reduced to a system
of two evolution equations coupling the parametrization of the free surface ζ and the trace
of the velocity potential φ at the free surface. More precisely, let n+ be the outward unit
normal vector to the free surface,
ψ(t, xh)
def
=φ(t, xh, ζ(t, xh)) with xh
def
= (x, y)
and the (rescaled) Dirichlet-Neumann operator G(ζ, b) (or simply G(ζ))
G(ζ)ψ
def
=
√
1 + |∇hζ|2∂n+φ|z=ζ(t,xh).
Taking the trace of (1.1) on the free surface z = ζ(t, xh), the system (1.1) is equivalent to
(see [9, 10, 35] for instance)
(1.2)
{
∂tζ −G(ζ)ψ = 0,
∂tψ + gζ +
1
2 |∇hψ|2 − (G(ζ)ψ+∇hζ·∇hψ)
2
2(1+|∇hζ|2) = κ∇h · (
∇hζ√
1+|∇hζ|2
).
Recently this subject of water wave problem has attracted the interest of lots of math-
ematicians. Concerning 2-D water wave system, when the surface tension is neglected and
the motion of free surface is a small perturbation of still water, one could check Nalimov
[23], Yosihara [34] and Craig [8]. In general, the local wellposedness of 2-D full water wave
problem was solved by Wu [30] and see also Ambrose and Masmoudi [4], where they firstly
studied the 2-D irrotational water wave problem with nonzero surface tension and proved
the local wellposedness of the problem, then they showed that as the surface tension goes to
zero, the solutions of nonzero surface tension problem goes to solutions of the corresponding
zero surface tension problem. (See similar result by the same authors for the 3-D problem in
[5]). One may also check [32] for the most recent almost global wellposedness to the 2-D full
water wave system without surface tension.
Concerning the 3-D water wave problem without surface tension, Wu [31] proved its lo-
cal wellposedness under the assumptions that the fluid is irrotational and there is no self-
intersection point on the initial surface. Lannes [17] considered the same problem in the case
of finite depth under Eulerian coordinates. More recently, following Lannes [17]’s framework,
Ming and Zhang [21] proved the local wellposedness of water wave system in an infinite strip
and under the influence of surface tension on the free interface. Recently, Alazard, Burq and
Zuily [1] studied the regularities to the local solutions of 3-D water wave system, Germain,
Masmoudi and Shatah [11], Wu [33] independently proved the global wellposedness of the
3-D water system without surface tension. D. Lannes proved very recently a more general
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well-posedness result on the two-fluid system with surface tension on the interface [16], and
he also stated a stability criterion for these two-fluid interfaces and some applications.
When the initial vorticity does not equal zero, Iguchi, Tanaka and Tani [12] proved the
local wellposedness of the free boundary problem for an incompressible ideal fluid in two
space dimensions without surface tension. Similar result was proved by Ogawa and Tani [24]
to the case with surface tension. And in [25], Ogawa and Tani generalized the wellposedness
result in [24] to the case of finite depth. One may check [7, 20, 29, 36] for some recent study
on the local wellposedness of free boundary problem of 3-D Euler equations under the Taylor
sign condition on the initial interface.
1.2. Nondimensionalized water-wave system and main results. The complexity of
the full water wave system led physicists and mathematicians to derive simpler sets of equa-
tions likely to describe the dynamics of (1.1) in some specific physical regimes. Yet the
mathematical analysis of the these models on their relevance as approximate models for the
water wave equations only began three decades ago.
In the particular regime of weakly transverse long waves, Craig [8] and Kano and Nishida
[15] gave a first justification of the 1-D Boussinesq systems. However, the convergence result
proved in [15] is given on a time scale which is too short to capture the nonlinear and dispersive
effects for Boussinesq systems; the correct large time convergence result was later proved by
Craig in [8]. In the 2-D case, assuming the large time wellposedness of the dimensionless
water wave equations, Bona, Colin and Lannes [6] justified the Boussinesq approximation.
Notice that at the first order, the Boussinesq systems reduce to two decoupled Korteweg-de
Vries (KdV) equations in 1-D case and Kadomtsev-Petviashvili (KP) equations in 2-D case.
Many papers addressed the problem of the validity of KdV model ([8, 14, 27, 28, 13]). For
the KP model, a first attempt was done in [14] for small and analytic initial data. But as in
[15], the time scale considered is again unfortunately too small for the relevant dynamics. In
[19], Lannes and Saut proved the KP limit by assuming a large time wellposedness theorem
and a specific control of the solutions to the dimensionless full water wave system without
surface tension.
In the fundamental paper [2], Alvarez-Samaniego and Lannes systematically justified var-
ious 3-D asymptotic models, including shallow-water equations, Boussinesq system, KP ap-
proximation, Green-Naghdi equations, Serre approximation and full-dispersion model for the
water wave system without surface tension.
As is well-known, the proof of large-time wellposedness of dimensionless form of (1.2) is
the most delicate point in the justification of the related approximations. The purpose of
our paper is to prove that: in the long wave regime, the evolution of long wave-length initial
data to (1.2) has a unique solution on [0, T/ε] for some ε independent positive time T. The
main idea of our proof is similar as in our previous work [21] but more complicated. We use
the similarity between the main part of Dirichlet-Neumann operator and the surface tension
operator to construct the energy for the linearized system, and we also use a Nash-Moser
iteration theorem to handle with the loss of derivatives in the energy estimates. We refer to
[26, 16] for another way to prove the well-posedness without using Nash-Moser iteration by
taking the sufficient amount of derivatives to the system.
Now we are going to introduce the specific regime we used in our paper. This regime of
weakly transverse long waves can be specified in terms of relevant characters of the wave,
namely, its typical amplitude a, the mean depth d, the typical wavelength λ along the longi-
tudinal direction ( say , the x axis), and λ√
ε
the wavelength in y direction, B the amplitude
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of the variations of the bottom topogaphy, which satisfy
(1.3) ε =
a
d
=
d2
λ2
=
B
d
≪ 1.
The asymptotic study becomes more transparent when working with variables scaled in such
a way that the dependent quantities and the initial data which appear in the initial value
problem are all of order one. The relation (1.3) which sets the KP regime here are connected
with small parameters in the nondimensionalized equations of motion.
For simplicity, we take gravitational constant g = 1 in (1.2) and denote the dimensionless
variables with a prime. We set
x = λx′, y =
λ√
ε
y′, z = dz′, t =
λ√
d
t′,
ζ = aζ ′, φ =
a√
d
λφ′, b = Bb′, ψ =
a√
d
λψ′.
(1.4)
Then we write the dimensionless form of (1.1) as follows (by neglecting the prime)
(1.5)

ε∂2xφ+ ε
2∂2yφ+ ∂
2
zφ = 0, −1 + εb < z < εζ,
−ε∇εh(εb) · ∇εhφ+ ∂zφ = 0, z = −1 + εb,
∂tζ + ε∇εhζ · ∇εhφ = 1ε∂zφ, z = εζ,
∂tφ+
1
2
(
ε|∇εhφ|2 + (∂zφ)2
)
+ ζ
= (κε/d2)∇εh ·
(∇εhζ/√1 + ε3|∇εhζ|2), z = εζ
where ∇εh
def
= (∂x,
√
ε∂y). We define the scaled Dirichlet-Neumann operator G[εζ] by
(1.6) G[εζ]ψ
def
=
(−ε∇εh(εζ) · ∇εhΦ+ ∂zΦ)|z=εζ ,
with Φ solving
(1.7)
{
∂2zΦ+ ε∂
2
xΦ+ ε
2∂2yΦ = 0, −1 + εb < z < εζ,
Φ|z=εζ = ψ, ∂P0n Φ|z=−1+εb = 0.
Here ∂P0n Φ is the outward conormal derivative associated to the elliptic equation (1.7), i.e.,
∂P0n Φ|z=−1+εbdef=n · P0∇Φ|z=−1+εb with P0 =
ε 0 00 ε2 0
0 0 1

where ∇ def= (∇h, ∂z) and n stands for the outward unit normal vector to the bottom of the
infinite strip {(x, y, z)| − 1 + εb(x, y) < z < εζ(t, x, y)}.
Then similar to (1.2), the system (1.5) becomes
(1.8)

∂tζ − 1εG[εζ]ψ = 0,
∂tψ + ζ +
ε
2 |∇εhψ|2 − ε
2
2 (
1
εG[εζ]ψ + ε∇εhζ · ∇εhψ)2/(1 + ε3|∇εhζ|2)
= αε∇εh ·
(∇εhζ/√1 + ε3|∇εhζ|2),
ζ|t=0 = ζε0 , ψ|t=0 = ψε0,
where α = κ/d2 is the so-called Bond number.
The uniform energy estimates for the solutions to the linearized system of (1.8) plays an
essential role in the proof of the large time well-posedness for the nonlinear system. Compared
with [2], there is an additional term on the left hand side of the linearized system (6.2) due to
the appearance of surface tension term in (1.8). Then the ordinary energy functional given in
[2] will not work for (6.2), otherwise, there will be a loss of one order derivative in the energy
estimates. The key point here is that we observed the resemblance between the principle part
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of the Dirichlet-Neumann operator and the linearized surface tension operator, and based on
this fact we constructed an effective energy functional to obtain the uniform energy estimate
for the linearized system (6.2). This new energy functional leads to the use of a parameterized
Sobolev space and some complicated pseudo-differential operator estimates in the process of
the energy estimates. With these preparations, we can use a modified version of Nash-Moser
iteration theorem in [3] to prove the large time existence of solutions to (1.8).
Before presenting our main results, we introduce the following function space
Definition 1.1. We define the space Xs as
Xs
def
=
{
U = (ζ, ψ)T : ζ ∈ H2s+1(R2),∇hψ ∈ H2s−
1
2 (R2)2
}
endowed with the semi-norm
|U |Xsdef=
√
ε|ζ|H2s+1ε + |ζ|H2sε +
√
ε|∇εhζ|Hs + |ζ|Hs + |Pψ|H2sε + |Pψ|Hs
for P
def
= |Dεh|/(1 +
√
ε|Dεh|)
1
2 , |Dεh| the Fourier multiplier with the symbol (ξ21 + εξ22)
1
2 , and
Hsε (R
2) is the space of tempered distributions v so that
(1.9) |v|Hsε
def
= |(1 + |Dεh|2)
s
2 v|L2 <∞.
Remark 1.1. The scaled Sobolev space Hsε is naturally connected with the equivalent form
for the energy functional introduced in Section 6, which is crucial to obtain an uniform energy
estimates for the linearized water-wave system.
Our result of this paper is as follows.
Theorem 1.1. Let the Bond number α > 0 and α 6= 13 , s ≥ m0 for some m0 ∈ (9, 10).
Assume that there exist P > D > 0 such that b ∈ H2s+2P+1(R2) and bounded initial data
(ζε0 , ψ
ε
0) ∈ Xs+P satisfy
inf
R2
(
1 + εζε0 − εb
)
> 0 uniformly for ε ∈ (0, 1).
Then there exits T > 0 such that (1.8) has a unique family of solutions (ζε, ψε)0<ε<1 on
[0, Tε ] with (ζ
ε)0<ε<1, (∂xψ
ε)0<ε<1, and (
√
ε∂yψ
ε)0<ε<1 being uniformly bounded in C([0, T/ε];
Hs+D−
1
2 (R2)).
Remark 1.2. Let
ζεKP (t, x, y)
def
=
1√
2
(
ζ+(εt, x− t, y)− ζ−(εt, x+ t, y)
)
,
where ζ±(τ,X, Y ) solve the uncoupled KP equations
(KP )± ∂τζ± ± 1
2
∂−1X ∂
2
Y ζ± ±
(1
6
− α
2
)
∂3Xζ± +
3
√
2
4
ζ±∂Xζ± = 0.
We shall prove in [22] that: in addition to the assumptions in Theorem 1.1, we assume
moreover
lim
ε→0
|ζε0 − ζ0|∂xHs+D−12 = 0 and limε→0 |∂xψ
ε
0 − ∂xψ0|∂xHs+D−12 = 0
with (∂xψ0, ζ0) ∈ ∂xHs+D− 12 (R2) and (∂2y∂xψ0, ∂2yζ0) ∈ ∂2xHs+D−
9
2 (R2). Then (KP )± with
initial data (∂xψ0 ± ζ0)/
√
2 has a unique solution ζ± ∈ C([0, T/ε];Hs+D− 32 (R2)). Further-
more, there holds
lim
ε→0
|ζε − ζεKP |L∞([0,T/ε]×R2) = 0.
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In case when the Bond number α = 13 , the coefficients of the third order dispersion terms in
(KP )± vanish and the resulting equations become illposed. These third order terms in (KP )±
equations represent the leading order dispersive effects in the water-wave problem and their
disappearance means that in this parameter regime the water waves are almost dispersionless.
To model interesting behaviors and capture the dispersive nature of the water-wave problem
for this parameter regime in our following paper[22], we need to modify the scaling in (1.4)
firstly and then prove the large-time existence for the new water-wave system. More precisely,
we set
x = λx′, y =
λ
ε
y′, z = dz′, t =
λ√
d
t′,
ζ = aζ ′, φ =
a√
d
λφ′, b = Bb′, ψ =
a√
d
λψ′,
(1.10)
with
ε =
√
a
d
=
d2
λ2
=
√
B
d
.
Then similar to (1.5), we obtain the following dimensionless form of the original system (by
neglecting the prime)
ε∂2xφ+ ε
3∂2yφ+ ∂
2
zφ = 0, −1 + ε2b < z < ε2ζ,
−ε∇˜εh(ε2b) · ∇˜εhφ+ ∂zφ = 0, z = −1 + ε2b,
∂tζ + ε
2∇˜εhζ · ∇˜εhφ = 1ε∂zφ, z = ε2ζ,
∂tφ+
1
2
(
ε2|∇˜εhφ|2 + ε(∂zφ)2
)
+ ζ
= αε∇˜εh ·
(∇˜εhζ/√1 + ε5|∇˜εhζ|2), z = ε2ζ,
(1.11)
where ∇˜εh
def
= (∂x, ε∂y) and α = κ/d
2 is still the Bond number. We define a new scaled
Dirichlet-Neumann operator G˜[ε2ζ] by
(1.12) G˜[ε2ζ]ψ :=
(−ε∇˜εh(ε2ζ) · ∇˜εhφ+ ∂zφ)|z=ε2ζ ,
with φ solving {
∂2zφ+ ε∂
2
xφ+ ε
3∂2yφ = 0, −1 + ε2b < z < ε2ζ,
φ|z=ε2ζ = ψ, ∂P˜0n φ|z=−1+ε2b = 0,
and
∂P˜0n φ|z=−1+ε2bdef=n · P˜0∇φ|z=−1+ε2b with P˜0 =
ε 0 00 ε3 0
0 0 1

Let ψ(t, xh)
def
= φ|z=ε2ζ = φ(t, xh, ε2ζ). Then similar to (1.8), the new dimensionless system
of (φ, ζ) can be reformulated as a system of (ψ, ζ):
(1.13)

∂tζ − 1ε G˜[ε2ζ]ψ = 0,
∂tψ + ζ +
ε2
2 |∇˜εhψ|2 − 12ε3(1ε G˜[ε2ζ]ψ + ε2∇˜εhζ · ∇˜εhψ)2/(1 + ε5|∇˜εhζ|2)
= αε∇˜εh ·
(∇˜εhζ/√1 + ε5|∇˜εhζ|2),
ζ|t=0 = ζε0 , ψ|t=0 = ψε0.
To describe the function space for the initial data such that (1.13) has a unique solution
on [0, T/ε2], we need to modify Definition 1.1 as below:
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Definition 1.2. We define the space X˜s as
X˜s
def
=
{
U = (ζ, ψ)T : ζ ∈ H2s+1(R2),∇hψ ∈ H2s−
1
2 (R2)2
}
endowed with the semi-norm
|U |
X˜s
def
=
√
ε|ζ|
H˜2s+1ε
+ |ζ|
H˜2sε
+
√
ε|∇˜εhζ|Hs + |ζ|Hs + |P˜ψ|H˜2sε + |P˜ψ|Hs
for a new regularizing Poisson operator P˜
def
= |D˜εh|/(1 +
√
ε|D˜εh|)
1
2 with D˜εh =
1
i ∇˜εh, and
H˜sε (R
2) is the space of tempered distributions v so that
(1.14) |v|
H˜sε
def
= |(1 + |D˜εh|2)
s
2 v|L2 <∞.
Our second main result is as follows.
Theorem 1.2. (Degenerate case) Let α = 13 + εθ, θ ≥ 0 fixed and s ≥ m0 for some
m0 ∈ (9, 10). Assume that there exists P > D > 0 such that for all b ∈ H2s+2P+1(R2) and
bounded initial data (ζε0 , ψ
ε
0) ∈ X˜S+P satisfying
inf
R2
(
1 + ε2ζε0 − ε2b
)
> 0 uniformly for ε ∈ (0, 1).
Then there exits T > 0 such that (1.13) has a unique family of solutions (ζε, ψε)0<ε<1 on
[0, T/ε2] which satisfy (ζε)0<ε<1, (∂xψε)0<ε<1, and (ε∂yψε)0<ε<1 are uniformly bounded in
C([0, T/ε2];Hs+D−
1
2 (R2)).
Remark 1.3. In fact, these two theorems above are two particular results of a more general
existence theorem. First of all, define as in [2] that
ǫ =
a
d
, µ =
d2
λ2
, β =
B
d
,
and set the dimensionless variable(with prime) as below
x = λx′, y =
λ
γ
y′, z = dz′, t =
λ√
d
t′,
ζ = aζ ′, φ =
a√
d
λφ′, b = Bb′, ψ =
a√
d
λψ′,
(1.15)
One can derive a more general water-wave system of (ψ, ζ):
(1.16)

∂tζ − 1µG[ǫζ]ψ = 0,
∂tψ + ζ +
ε2
2 |∇γhψ|2 − 12ǫµ( 1µG[ǫζ]ψ + ǫ∇γhζ · ∇γhψ)2/(1 + ǫ2µ∇γhζ|2)
= αµ∇γh ·
(∇γhζ/√1 + ǫ2µ|∇γhζ|2),
ζ|t=0 = ζε0 , ψ|t=0 = ψε0.
with ψ(t, xh)
def
= φ|z=ǫζ = φ(t, xh, ǫζ), ∇γh
def
= (∂x, γ∂y)
T and the nondimensionalized Dirichlet-
Neumann operator G[ǫζ] defined by
(1.17) G[ǫζ]ψ :=
(−µ∇γh(ǫζ) · ∇γhφ+ ∂zφ)|z=ǫζ ,
with φ solving {
∂2zφ+ µ∂
2
xφ+ γ
2µ∂2yφ = 0, −1 + ǫb < z < ǫζ,
φ|z=ǫζ = ψ, ∂P0n φ|z=−1+ǫb = 0,
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and
∂P0n φ|z=−1+ǫb
def
=n · P0∇φ|z=−1+ǫb with P0 =
µ 0 00 γ2µ 0
0 0 1
 .
We can have a large-time existence result similar to Theorem1.1 for solutions to the general
system(1.16) on time interval [0, Tǫ ] following the proof of Theorem1.1. Then Theorem1.1 and
Theorem1.2 are indeed two particular results of this result. In fact, one can take
ǫ = µ = ε, γ =
√
ǫ
in system(1.16) to arrive at Theorem1.1, and one can take
ǫ = µ2 = ε2, γ =
√
ǫ = ε
to arrive at Theorem1.2.
Remark 1.4. Let
ζKPε (t, x, y)
def
=
1√
2
(
ζ+(ε
2t, x− t, y)− ζ−(ε2t, x+ t, y)
)
,
where ζ±(τ,X, y) solve the uncoupled fifth order KP equations
(KP 5th )± ∂τζ± +
1
2
∂−1X ∂
2
Y ζ± ∓
θ
2
∂3Xζ± ±
1
90
∂5Xζ± +
3
√
2
4
ζ±∂Xζ± = 0.
We shall prove in [22] that: under the assumptions in Theorem 1.2, we assume moreover
lim
ε→0
|ζε0 − ζ0|Hs+D− 12∩∂xHs+D−12 = 0 and |∂xψ
ε
0 − ∂xψ0|Hs+D−12 ∩∂xHs+D−12 = 0
with (∂xψ
0, ζ0) ∈ Hs+D− 12 (R2) ∩ ∂xHs+D− 12 (R2) and (∂2y∂xψ0, ∂2yζ0) ∈ ∂2xHs+D−6(R2).
Then (KP 5th )± with initial data (∂xψ0 ± ζ0)/
√
2 has a unique solution ζ± ∈ C([0, T ];
Hs+D−
1
2 (R2)). Furthermore, there holds
(1.18) lim
ε→0
|ζε − ζKPε |L∞([0,T/ε2]×R2) = 0.
1.3. Scheme of the proof and organization of the paper and notations. In Section 2,
we shall present various product laws and commutator estimates in the scaled Sobolev spaces;
We provide uniform estimates for the solutions of scaled Laplacian equations in the Section
3; While in Section 4, we modify some results from [18] on the calculus of pseudo-differential
operators with rough symbols; We shall study the Dirichlet-Neumann operator in Section 5;
With the preparation in the above sections, we shall prove large-time uniform estimates for
the solutions of the linearized system of (1.8), which is the crucial step in the proof of the
large-time wellposedness result for (1.8) in Section 7. In the appendix, we shall present a
variance of Nash-Moser iteration Theorem in [3], which has been used in Section 7.
Let us complete this section by some notations, which we shall use throughout the paper.
We shall always denote by C(λ1, λ2, · · · ) a generic positive constant which is a nondecreasing
function of its variables, t0 a fixed number in (1, 2), and m0
def
= t0 + 8. We denote ∇h def=
(∂x, ∂y), ∇εh
def
= (∂x,
√
ε∂y), the scaled horizontal derivatives, D
ε
h
def
= 1i∇εh, ∇
def
= (∇h, ∂z),
∇ε def= (√ε∇εh, ∂z) the scaled full derivative, ξε = (ξ1,
√
εξ2) in R
2, and |Dεh| the Fourier
multiplier with the symbol |ξε|. Λ and Λε are Fourier multiplier with the symbol (1 + |ξ|2) 12
and (1 + |ξε|2) 12 respectively. We denote | · |p the Lp(R2) norm, ‖ · ‖p the Lp(S) norm with
S = R2 × [−1, 0], Hs(R2) the usual Sobolev spaces with the norm |f |Hs def= |Λsf |2, |f |Hsε
def
=
LARGE TIME WELLPOSEDNESS OF CAPILLARY-GRAVITY WAVES 9
|Λsεf |2 the norm in the scaled Sobolev spaces Hsε (R2), and the regularizing Poisson operator
P
def
= |Dεh|/(1 +
√
ε|Dεh|)
1
2 . We use ∂xH
s(R2) to refer to the space of all the distributions v
such that there exists v˜ ∈ Hs(R2) with ∂xv˜ = v, and we write |v|∂xHs def= |v˜|Hs . We define
similarly for ∂2xH
s(R2). Finally we shall always use the convention that
As = Bs + 〈Cs〉s>s0 =
{
Bs if s ≤ s0,
Bs + Cs if s > s0.
2. Preliminaries
Recall that |f |Hsε = |Λsεf |2 is the norm of the scaled Sobolev space Hsε(R2). It is easy to
observe by a scaling argument that
Lemma 2.1. Let r, s ≥ 0. There exists an ε independent constant C such that
(i) If f ∈ Hs(R2) and 1p = 12 − s2 ,
|f |p ≤ Cε−
s
4 |f |Hsε for 0 ≤ s < 1, and |f |∞ ≤ Cε−
1
4 |f |Hsε for s > 1;(2.1)
(ii) If f, g ∈ Hs ∩Ht0(R2),
|fg|Hsε ≤ C
(|f |Hsε |g|∞ + |f |∞|g|Hsε ),
|fg|Hsε ≤ Cε−
1
4
(
|f |Hsε |g|Ht0ε + 〈|f |Ht0ε |g|Hsε 〉s>t0
)
;
(2.2)
(iii) If F ∈ C∞(R) with F (0) = 0 and f ∈ Hs ∩ L∞(R2),
(2.3) |F (f)|Hsε ≤ C(|f |∞)|f |Hsε ;
(iv) If f ∈ Hs+r ∩Ht0+1(R2) and g ∈ Hs+r−1 ∩Ht0(R2),
|[Λsε, f]g|Hrε ≤C(|∇εhf |Hs+r−1ε |g|∞ + |∇εhf |∞|g|Hs+r−1ε ),
|[Λsε, f]g|Hrε ≤Cε− 14(|∇εhf |Ht0ε |g|Hs+r−1ε + 〈|∇εhf |Hs+r−1ε |g|Ht0ε 〉s>t0+1−r).(2.4)
Remark 2.1. (2.4) still holds with Λsε being replaced by |Dεh|s for s ∈ 2N.
Lemma 2.2. Let s ∈ R and ∇u ∈ L2([−1, 0];Hs−1(R2)) with u(xh, 0) = 0. Then for any
z ∈ [−1, 0], one has
|u|z=z|
H
s− 12
ε
≤ Cε− 14‖∇εΛs−1ε u‖2
for the constant C independent of ε.
Proof. Let γ
def
=
√
ε. It is easy to observe that
(2.5) Λsεu(xh, z) = γ
−1Λsuγ
(
x,
y
γ
, z
)
, uγ(x, y, z) = γu(x, γy, z),
we have
|u(·, z)|
H
s− 12
ε
= γ−
1
2 |Λs− 12uγ(·, z)|2 = γ−
1
2 |Λs−1uγ(·, z)|
H
1
2
.(2.6)
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Whereas as u(xh, 0) = 0, applying Cauchy-Schwartz inequality gives
(1 + |ξ|2) 12 |Λ̂s−1uγ(ξ, z)|2
= −
∫ 0
z
(1 + |ξ|2) 12 Λ̂s−1uγ(ξ, z)∂zΛ̂s−1uγ(ξ, z)dz
≤
(∫ 0
−1
(1 + |ξ|2)|Λ̂s−1uγ(ξ, z)|2dz
) 1
2
(∫ 0
−1
|∂zΛ̂s−1uγ(ξ, z)|2dz
) 1
2
,
which implies that
|Λs−1uγ(·, t)|2
H
1
2
≤ ‖Λsuγ‖2‖∂zΛs−1uγ‖2 = γ‖Λsεu‖2‖∂zΛs−1ε u‖2
≤ 1
2
γ2‖Λsεu‖22 +
1
2
‖∂zΛs−1ε u‖22,
from which and (2.6), we deduce that
|u(·, t)|
H
s− 12
ε
≤ Cγ− 12 (γ‖Λsεu‖2 + ‖∂zΛs−1ε u‖2) ≤ Cγ− 12 ‖∇εΛs−1ε u‖2.
where in the last step, we used again the fact that u(xh, 0) = 0 such that ‖Λs−1ε u‖2 ≤
C‖∂zΛs−1ε u‖2. 
We introduce the following scaled 2nd-order elliptic operator
(2.7) ε(a)
def
= |Dεh|2 −
ε3
(
(∂xa)
2D2x + 2ε∂xa∂yaDxDy + ε
2(∂ya)
2D2y
)
1 + ε3|∇εha|2
,
which is a part of the linearized opertor for the nonlinear system corresponding to the surface
tension term.
Lemma 2.3. Let s ∈ [0, 1]. Then for k ∈ N, s ≥ 0 and f ∈ H2k+s ∩Ht0(R2), we have
|ε(a)kf |Hsε ≤M(a)
(|f |H2k+sε + |f |Ht0ε |∇εha|H2k+sε ),
|ε(a)kf |Hsε ≥M(a)−1|f |H2k+sε −M(a)
(
1 + |∇εha|H2k+sε
)|f |
H
t0
ε
.
Here and in what follows M(a) always denotes a constant depending on |a|Hm0ε .
Proof. One can deduce this lemma from Lemma 3.5 and Lemma 3.6 in [21] by a scaling
argument. For completeness, we shall present the outline of the proof here. Indeed for the
first estimate, one only need to use Proposition 4.1 and an interpolation argument. Now we
focus on the sketch of the proof for the second estimate.
We use an inductive argument on k. Let us first deal with the case when k = 1. Toward
this, we write ε(a) as
ε(a) =
∑
i,j=1,2
[δij − (1 + ε3|∇εha|2)−1ε3∂εi a∂εja]DεiDεj
def
=
∑
i,j=1,2
gij(ε
3
2∇εha)DεiDεj for (Dε1,Dε2) = Dεh.
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Then we have
(ε(a)f, f) =−
∑
i,j=1,2
(gij(ε
3
2∇εha)∂εi ∂εj f, f)
=
∑
i,j=1,2
(gij(ε
3
2∇εha)∂εi f, ∂εj f) + (∂jgij(ε
3
2∇εha)∂εi f, f)
≥M(a)−1|∇εhf |2L2 −M(a)|f |L2 |∇εhf |L2
≥M(a)−1|f |2H1ε −M(a)|f |
2
L2 .
Whereas notice that
|(ε(a)∇εhf,∇εhf)| ≤|(∇εhε(a)f,∇εhf)|+
∑
i,j=1,2
|((∇εhgij)DεiDεjf,∇εhf)|
≤(|ε(a)f |L2 +M(a)|f |H1ε )|∇εhf |H1ε .
As a consequence, we obtain
M(a)−1|∇εhf |2H1ε ≤ (ε(a)∇
ε
hf,∇εhf) +M(a)|∇εhf |2L2
≤ M(a)
−1
2
|∇εhf |2H1ε +M(a)|ε(a)f |
2
L2 +M(a)|f |2L2 .
This ensures
|ε(a)f |L2 ≥M(a)−1|f |H2ε −M(a)|f |L2 ,
from which and Kato-Ponce type commutator estimate, we infer
|ε(a)f |Hsε ≥|ε(a)Λsεf |L2 − |[Λsε, gij ]DεiDεjf |L2
≥M(a)−1|f |H2+sε −M(a)|f |Hsε −M(a)(|∇
ε
ha|H2+sε |f |Ht0ε + |f |Hs+1ε ),
that is
|ε(a)f |Hsε ≥M(a)−1|f |H2+sε −M(a)(1 + |∇
ε
ha|H2+sε )|f |Ht0ε .
Now we assume inductively that for 1 ≤ ℓ ≤ k − 1
|ε(a)ℓf |Hsε ≥M1(a)−1|f |H2ℓ+sε −M1(a)(1 + |∇
ε
ha|H2ℓ+sε )|f |Ht0ε .
Then we deduce from the induction assumption that
|ε(a)kf |Hsε =|ε(a)k−1ε(a)f |Hsε ≥M(a)−1|ε(a)f |H2(k−1)+sε
−M(a)(1 + |∇εha|H2(k−1)+sε )|ε(a)f |Ht0ε ),
which together with an interpolation argument implies the second inequality of the lemma.

Lemma 2.4. Let k ∈ N, s ≥ 0. Then for any f ∈ H2k+s ∩ Ht0+2(R2) and g ∈ H2k+s ∩
Ht0+1(R2), there hold∣∣[ε(a)k, f ]g∣∣Hsε ≤M(a)(|f |Ht0+2 |g|H2k+s−1ε + |f |H2k+sε |g|Ht0 + |a|H2k+sε |f |Ht0+2ε |g|Ht0+1ε ),∣∣[ε(a)k,∇εh]g∣∣Hsε ≤ ε2M(a)(|∇εhg|H2k+s−1ε + |a|H2k+s+1ε |∇εhg|Ht0ε ),∣∣[ε(a)k,P]g∣∣Hsε ≤ ε2M(a)(|∇εhg|H2k+s−1ε + |a|H2k+s+2ε |∇εhg|Ht0ε )
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Proof. Firstly let’s focus on the proof for the first inequality. Indeed thanks to Lemma 2.1
and Sobolev inequality, it reduces to prove that∣∣[ε(a)k − |Dεh|2k, f ]g∣∣Hsε ≤M(a)(|f |Ht0+2ε |g|H2k+s−1ε + |f |H2k+sε |g|Ht0ε
+ |a|H2k+sε |f |Ht0+2ε |g|Ht0+1ε
)
def
= Ik(s, f, g).
(2.8)
We shall use an inductive argument on k to prove (2.8). We first infer from Lemma 2.1 that∣∣[ε(a)− |Dεh|2, f ]g∣∣Hsε ≤M(a)(|f |Ht0+1ε |g|Hs+1ε + 〈|f |Hs+2ε |g|Ht0ε 〉s>t0−1
+ 〈|a|Hs+1ε |f |Ht0+2ε |g|Ht0+1ε 〉s>t0
)
.
(2.9)
This shows (2.8) for k = 1. Now we assume that (2.8) holds for k ≤ ℓ− 1. To prove the case
of k = ℓ, we write[
ε(a)
ℓ − |Dεh|2ℓ, f
]
g = ε(a)
[
ε(a)
ℓ−1 − |Dεh|2(ℓ−1), f
]
g + (ε(a)− |Dεh|2)
[|Dεh|2(ℓ−1), f]g
+
[
ε(a)− |Dεh|2, f
]
ε(a)
ℓ−1g +
[|Dεh|2, f](ε(a)ℓ−1 − |Dεh|2(ℓ−1))g.
We first get by applying Lemma 2.3 and the induction assumption that∣∣ε(a)[ε(a)ℓ−1 − |Dεh|2(ℓ−1), f]g∣∣Hsε
≤M(a)
(
|[ε(a)ℓ−1 − |Dεh|2(ℓ−1), f]g|H2+sε + |a|Hs+3ε |[ε(a)ℓ−1 − |Dεh|2(ℓ−1), f]g|Ht0ε )
≤ Iℓ(s, f, g) +M(a)|a|Hs+3ε
(
|f |
H
t0+2
ε
|g|
H
2(ℓ−1)+t0−1
ε
+ |f |
H
2(ℓ−1)+t0
ε
|g|
H
t0
ε
+ |a|
H
2(ℓ−1)+t0
ε
|f |
H
t0+2
ε
|g|
H
t0+1
ε
)
≤ Iℓ(s, f, g),
where in the last inequality we used the following interpolation inequalities
|a|Hs+3ε ≤ |a|
1−θ
H
t0+1
ε
|a|θ
H2ℓ+sε
, θ =
s− t0 + 2
s+ 2ℓ− t0 − 1 ,
|a|
H
2(ℓ−1)+t0
ε
≤ |a|1−θ
H
t0+1
ε
|a|θ
H2ℓ+sε
, θ =
2(ℓ− 1)− 1
s+ 2ℓ− t0 − 1 ,
|g|
H
2(ℓ−1)+t0−1
ε
≤ |g|1−θ
H
t0
ε
|g|θ
Hs+2ℓ−1ε
, θ =
2(ℓ− 1)− 1
s+ 2ℓ− t0 − 1 ,
|f |
H
2(ℓ−1)+t0
ε
≤ |f |1−θ
H
t0+1
ε
|f |θ
Hs+2ℓε
, θ =
2(ℓ− 1)− 1
s+ 2ℓ− t0 − 1 ,
such that for example,
|a|Hs+3ε |g|H2(ℓ−1)+t0−1ε ≤M(a)
(|a|H2ℓ+sε |g|Ht0+1ε + |g|H2ℓ+s−1ε ).
Similarly applying Lemma 2.1 ensures that∣∣(ε(a)− |Dεh|2)[|Dεh|2(ℓ−1), f]g∣∣Hsε ≤ Iℓ(s, f, g).
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Thanks to (2.9), one has∣∣[ε(a)− |Dεh|2, f]ε(a)ℓ−1g∣∣Hsε
≤M(a)
(
|f |
H
t0+1
ε
|ε(a)ℓ−1g|Hs+1ε + 〈|f |Hs+2ε |ε(a)
ℓ−1g|
H
t0
ε
〉s>t0−1
+ 〈|a|Hs+1ε |f |Ht0+2ε |ε(a)
ℓ−1g|
H
t0+1
ε
〉s>t0
)
,
while it follows from Lemma 2.3 and an interpolation argument that for s > t0 − 1,
|f |Hs+2ε |ε(a)
ℓ−1g|
H
t0
ε
≤M(a)|f |Hs+2ε
(|g|
H
2(ℓ−1)+t0
ε
+ |a|
H
2(ℓ−1)+t0+1
ε
|g|
H
t0
ε
)
≤Iℓ(s, f, g),
and for s > t0,
|a|Hs+1ε |f |Ht0+2ε |ε(a)
ℓ−1g|
H
t0+1
ε
≤M(a)|a|Hs+1ε |f |Ht0+2ε |
(|g|
H
2(ℓ−1)+t0+1
ε
+ |a|
H
2ℓ+t0
ε
|g|
H
t0
ε
) ≤ Iℓ(s, f, g).
As a consequence, we obtain∣∣[ε(a)− |Dεh|2, f]ε(a)ℓ−1g∣∣Hsε ≤ Iℓ(s, f, g).
Similarly we can deduce from (2.4) and Lemma 2.3 that∣∣[|Dεh|2, f](ε(a)ℓ−1 − |Dεh|2(ℓ−1))g∣∣Hsε ≤ Iℓ(s, f, g).
This proves (2.8) for k = ℓ, which proves the first estimate of the lemma.
For the second inequality, one can use a similar inductive argument to prove it. And it’s
almost the same for the third inequality by noticing that ε(a) = f(ε
3(∇εha)2)(Dεh)2(formally)
and one has ∣∣[ε(a),P]g∣∣Hsε = ∣∣[f(ε3(∇εa)2),P](Dεh)2g∣∣Hsε
≤ ε2M(a)(||Dεh|2g|Hsε + |a|Hs+4ε ||D
ε
h|2g|L2)
≤ ε2M(a)(||Dεh|g|Hs+1ε + |a|Hs+4ε ||D
ε
h|g|H1ε ).
This completes the proof of the lemma. 
Let us conclude this section by recalling a result from [2] on the anisotropic Poisson regu-
larization.
Lemma 2.5. Let χ ∈ C∞c (R) with χ(0) = 1, and define u† = χ(z
√
ε|Dεh|)u. Then for any
s ∈ R, if u ∈ Hs− 12 (R2), we have
c1
∣∣∣ 1
(1 +
√
ε|Dεh|)
1
2
u
∣∣∣
Hsε
≤ ‖Λsεu†‖2 ≤ c2
∣∣∣ 1
(1 +
√
ε|Dεh|)
1
2
u
∣∣∣
Hsε
,
and if u ∈ Hs+ 12 (R2), we have
c′1
√
ε|Pu|Hsε ≤ ‖Λsε∇εu†‖2 ≤ c′2
√
ε|Pu|Hsε .
Here c1, c2, c
′
1 and c
′
2 are positive constants depending only on χ.
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3. Elliptic estimates on the infinite strip
In this section, we consider the following boundary value problem on the infinite strip
(3.1)
{
∂2zΦ+ ε∂
2
xΦ+ ε
2∂2yΦ = 0, −1 + εb(xh) < z < εζ(t, xh),
Φ|z=εζ = ψ, ∂nΦ|z=−1+εb = 0,
under the assumption that
(3.2) 1 + εζ − εb ≥ h0 for some h0 > 0.
We denote by S a diffeomorphism from S = R2× [−1, 0] to the fluid domain Ω = R2× [−1+
εb(xh), εζ(xh)] so that
(3.3) S : (xh, z) ∈ S 7→ S(xh, z) = (xh, z + σ(xh, z)) ∈ Ω
for σ(xh, z) = −εzb(xh) + ε(z + 1)ζ(xh).
Using this diffeomorphism S, the elliptic equation (3.1) can be equivalently formulated as
an elliptic problem with variable coefficients on the flat strip so that
(3.4)
{ ∇ · P ε[σ]∇u = 0 in S,
u|z=0 = ψ, ∂Pn u|z=−1 = 0,
where u = Φ ◦ S and ∂Pn denotes the conormal derivative associated with P ε[σ], i.e.,
∂Pn u = −e3 · P ε[σ]∇u|z=−1.
Here e3 = (0, 0, 1)
T . Moreover, we write
∇ · P ε[σ]∇ = ∇ε · (I +Qε[σ])∇ε
with
(3.5) Qε[σ] =
 ∂zσ 0 −
√
ε∂xσ
0 ∂zσ −ε∂yσ
−√ε∂xσ −ε∂yσ −∂zσ+ε(∂xσ)
2+ε2(∂yσ)2
1+∂zσ
 .
Notation 3.1Throughout this paper, we shall always denote
M(σ)
def
=C(
1
h0
, |b|Hm0 , |ζ|Hm0 )
to be a constant which is a nondecreasing function to all arguments.
To transform the Dirichlet boundary data ψ in (3.4) to be zero, we are led to consider the
following elliptic problem
(3.6)
{ ∇ε · (1 +Qε[σ])∇εu = ∇ε · g in S,
u|z=0 = 0, ∂Pn u|z=−1 = −e3 · g|z=−1,
with
∂Pn u|z=−1def= − e3 · (1 +Qε[σ])∇εu|z=−1.
Proposition 3.1. Let s ≥ 0, and ζ, b ∈ Hm0 ⋂Hs+1(R2) satisfy (3.2). Then for all g ∈
C([−1, 0];Hs(R2)3), (3.6) has a unique variational solution u ∈ H1(S) so that
‖Λsε∇εu‖2 ≤M(σ)
(
‖Λsεg‖2 + 〈‖Λt0ε g‖2|(ζ, b)|Hs+1ε 〉s>t0+1
)
.
Proof. Thanks to (2.1)-(2.4), one can deduce Proposition 3.1 by exactly following the same
line as the proof of Proposition 2.4 in [2] (see also the proof of Proposition 3.2 below), and
we omit the details here. 
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Notation 3.2. For u ∈ H 32 (R2), we define ub as the solution of
(3.7)
{ ∇ε · (1 +Qε[σ])∇εub = 0 in S,
ub|z=0 = u, ∂nub|z=−1 = 0.
As an immediate corollary of Proposition 3.1, we obtain
Corollary 3.1. Let s ≥ 0, and ζ, b ∈ Hm0 ⋂Hs+1(R2) satisfy (3.2). Then for any u ∈
Hs+
1
2 (R2), one has
‖Λsε∇εub‖2 ≤
√
εM(σ)
(
|Pu|Hsε + 〈|Pu|Ht0ε |(ζ, b)|Hs+1ε 〉s>t0
)
.
Proof. Let v
def
=ub − u† with u† being given by Lemma 2.5. Then v solves{ ∇ε · (1 +Qε[σ])∇εv = −∇ε · (1 +Qε[σ])∇εu† in S,
u|z=0 = 0, ∂Pn u|z=−1 = e3 · (1 +Qε[σ])∇εu†|z=−1.
Thanks to (2.1)-(2.2), we get by applying Proposition 3.1 for g = −(1 +Qε[σ])∇εu† that
‖Λsε∇εv‖2 ≤M(σ)
(‖Λsε∇εu†‖2 + 〈‖Λt0ε ∇εu†‖2|(ζ, b)|Hs+1ε 〉s>t0),
which together with Lemma 2.5 completes the proof of the corollary. 
Besides (3.6), we also need to deal with a more general elliptic problem as follows
(3.8)
{ ∇ε · (1 +Qε[σ])∇εu = f in S,
u|z=0 = 0, ∂Pn u|z=−1 = g.
Proposition 3.2. Under the assumptions of Proposition 3.1, for any given f ∈ L2((−1, 0);
Hs−1(R2)) and g ∈ Hs(R2), (3.8) has a variational solution u ∈ H1(S) so that
‖Λsε∇εu‖2 ≤M(σ)
(
ε−
1
2‖Λs−1ε f‖2 + |g|Hsε + 〈(ε−
1
2‖Λt0−1ε f‖2 + |g|Ht0ε )|(ζ, b)|Hs+1ε 〉s>t0+1
)
,
‖Λsε∇εu‖2 ≤M(σ)
(
ε−
1
2‖Λs−1ε f‖2 + ε−
1
4 |g|
H
s− 12
ε
+ 〈(ε− 12 ‖Λt0−1ε f‖2 + |g|Ht0ε )|(ζ, b)|Hs+1ε 〉s>t0+1
)
,
and if s ≥ 1, we have
‖Λs−1ε ∇ε∂zu‖2 ≤M(σ)
(
‖Λs−1ε f‖2 +
√
ε|g|Hsε + 〈(‖Λt0ε f‖2 +
√
ε|g|
H
t0+1
ε
)|(ζ, b)|Hs+1ε 〉s>t0+1
)
.
Proof. Since the existence part can be obtained by a standard argument, here we just present
the detailed proof of the estimates. Indeed recall that what we mean by u is a variational
solution of (3.8): for any φ ∈ C∞c ([−1, 0) ×R2), there holds∫
S
(1 +Qε[σ])∇εu · ∇εφdxh dz = −
∫
S
f φ dxh dz +
∫
R2
g φ|z=−1 dxh.(3.9)
Taking φ = Λ2sε u in (3.9) results in∫
S
(1 +Qε[σ])∇εΛsεu · ∇εΛsεu dxh dz
= −
∫
S
(
[Λsε, Q
ε[σ]]∇εu · ∇εΛsεu+ Λs−1ε f Λs+1ε u
)
dxh dz +
∫
R2
Λsεg Λ
s
εu|z=−1 dxh
≤ ‖[Λsε, Qε[σ]]∇εu‖2‖∇εΛsεu‖2 + ‖Λs−1ε f‖2‖Λs+1ε u‖2 + |Λsεg|2|Λsεu|z=−1|2.
(3.10)
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Thanks to Proposition 2.3 in [2], we have∫
S
(1 +Qε[σ])∇εΛsεu · ∇εΛsεu dxh dz ≥M(σ)−1‖Λsε∇εu‖22,
While it follows from (2.4) that
‖[Λsε, Qε[σ]]∇εu‖2 ≤M(σ)
(
‖Λs−1ε ∇εu‖2 + 〈‖Λt0ε ∇εu‖2|(ζ, b)|Hs+1ε 〉s>t0+1
)
,
and thanks to u(xh, 0) = 0, we have
√
ε‖Λs+1ε u‖2 ≤ C‖Λsε∇εu‖2, |Λsεu|z=−1|2 ≤ ‖Λsε∂zu‖2.
Plugging all the above estimates into (3.10) and using Young’s inequality yield that
‖Λsε∇εu‖2 ≤M(σ)
(
‖Λs−1ε ∇εu‖2 + 〈‖Λt0ε ∇εu‖2|(ζ, b)|Hs+1ε 〉s>t0+1
+ ε−
1
2 ‖Λs−1ε f‖2 + |g|Hsε
)
,
from which and an interpolation argument, we deduce that
‖Λsε∇εu‖2 ≤M(σ)
(
‖∇εu‖2 + 〈‖Λt0ε ∇εu‖2|(ζ, b)|Hs+1ε 〉s>t0+1
+ ε−
1
2‖Λs−1ε f‖2 + |g|Hsε
)
.
Whereas taking φ = u in (3.9), we get
‖∇εu‖2 ≤M(σ)(‖f‖2 + |g|2).
Consequently, we arrive at
‖Λsε∇εu‖2 ≤M(σ)
(
〈‖Λt0ε ∇εu‖2|(ζ, b)|Hs+1ε 〉s>t0+1 + ε
− 1
2 ‖Λs−1ε f‖2 + |g|Hsε
)
,(3.11)
and taking s = t0 in (3.11) gives
‖Λt0ε ∇εu‖2 ≤M(σ)
(
ε−
1
2 ‖Λt0−1ε f‖2 + |g|Ht0ε
)
,
which implies the first inequality of Proposition 3.2.
To prove the second inequality, we only need to replace the estimate for the boundary
term. Indeed thanks to Lemma 2.2, one has∣∣∫
R2
ΛsεgΛ
s
εu|z=−1 dxh
∣∣ ≤ |g|
H
s− 12
ε
|u|z=−1|
H
s+12
ε
≤ Cε− 14 |g|
H
s− 12
ε
‖Λsε∇εu‖2,
which along with the proof of (3.11) gives the second inequality of Proposition 3.2.
Finally, we get by using the elliptic equation and (2.2) to obtain
‖Λs−1ε ∂2zu‖2 ≤M(σ)
(
‖Λs−1ε f‖2 +
√
ε‖Λsε∇εu‖2
+ 〈(‖Λt0ε f‖2 +
√
ε‖Λt0+1ε ∇εu‖2)|(ζ, b)|Hs+1ε 〉s>t0+1
)
.
This together with the first inequality implies the third inequality of the proposition. This
finishes the proof of Proposition 3.2. 
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4. Calculus of pseudo-differential operators with symbols of limited
smoothness
In this section, we shall adapt some results from [18] on the calculus of pseudo-differential
operators with symbols of limited smoothness to our setting here. More precisely, we shall
consider symbols of the form
σ(xh, ξ) = Σ(v(xh), ξ)
for v ∈ C0(R2)p with p ∈ N, and Σ is a function defined as follows (see [18]):
Definition 4.1. Let m ∈ N0, p ∈ N, and Σ be a function defined on Rpv × R2ξ. We say
Σ(v, ξ) ∈ C∞(Rp,M˙m) if
1) Σ ∈ C∞(Rp;Cm) and |∂βξ Σ(v, ξ)| ≤ Cβ(|v|)|ξ|m−β for any ξ ∈ R2, |β| ≤ m;
2) for any α ∈ Np, β ∈ N2, there exists a non-decreasing function Cα,β(·) such that
sup
|ξ|≥ 1
4
|ξ||β|−m|(∂αv ∂βξ Σ)(v, ξ)| ≤ Cα,β(|v|).
For given Σ, v and ε ∈ [0, 1], we consider pseudo-differential operators, Opε(σ), defined by
Opε(σ)u(xh)
def
=(2π)−2
∫
R2
eixh·ξσ(xh, ξε)uˆ(ξ)dξ, ξε = (ξ1,
√
εξ2).
Proposition 4.1. Let m ∈ N0, p ∈ N. Then for given Σ ∈ C∞(Rp, M˙m), v ∈ Ht0(R2) and
σ(xh, ξ) = Σ(v(xh), ξ), one has∣∣Opε(σ)u∣∣Hsε ≤C(|v|∞)(||Dεh|mu|Hsε + ε− 14 |v|Ht0ε ||Dεh|mu|Hsε + 〈ε− 14 |v|Hsε ||Dεh|mu|Ht0ε 〉s>t0),
for all 0 ≤ s ≤ t0.
Proof. Using the scaling argument, one can reduce the proof of Proposition 4.1 to the case
when ε = 1. We first split u as the low and high frequency part so that
(4.1) u = ulf + uhf , ulf = ψ(D)u,
where ψ ∈ C∞0 (Rd) and ψ ≡ 1 near the origin. Let σ0(ξ)def=Σ(0, ξ), it is easy to observe that∣∣Op(σ0)u∣∣Hs ≤ C||D|mu|Hs .
Whence without loss of generality, we may assume that σ0(ξ) = 0. While thanks to Corollary
30 of [18], we have∣∣Op(σ)uhf ∣∣Hs ≤ C(|v|∞)(|uhf |Hs+m + |v|Ht0 |uhf |Hs+m + 〈|v|Hs |uhf |Ht0+m〉s>t0)
≤ C(|v|∞)
(||D|mu|Hs + |v|Ht0 ||D|mu|Hs + 〈|v|Hs ||D|mu|Ht0 〉s>t0).
On other hand, notice that
Op(σ)ulf (xh) = (2π)
−2
∫
R2
eixh·ξσ(xh, ξ)ψ(ξ)uˆ(ξ)dξ,
and |eixh·ξσ(xh, ξ)|Hs ≤ C〈ξ〉s|σ(·, ξ)|Hs , which along with (2.3) ensures that∣∣Op(σ)ulf ∣∣Hs ≤C sup|ξ|≤1(|ξ|−m|σ(·, ξ)|Hs)
∫
|ξ|≤1
|ξ|m|uˆ(ξ)|dξ
≤C(|v|∞)|v|Hs ||D|mu|2.
This finishes the proof of Proposition 4.1. 
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To handle the composition and commutator between two pseudo-differential operators of
limited-smooth symbols, we recall the following symbols for n ∈ N0:
σ1♯nσ2(xh, ξ)
def
=
∑
|α|≤n
(−i)|α|
α!
∂αξ σ1(xh, ξ)∂
α
xh
σ2(xh, ξ) and
{σ1, σ2}n(xh, ξ)def=σ1♯nσ2(xh, ξ)− σ2♯nσ1(xh, ξ).
(4.2)
Proposition 4.2. Let m1,m2, n ∈ N0 with m+def= max(m1,m2), m−def= min(m1,m2) ≥ n.
Let σj(xh, ξ) = Σ
j(vj(xh), ξ) (j = 1, 2) with pj ∈ N, Σj ∈ C∞(Rpj ,M˙mj ) and vj ∈
Ht0+m
++1(R2). Then for any 0 ≤ s ≤ t0 + 1, there holds∣∣Opε(σ1) ◦Opε(σ2)u−Opε(σ1♯nσ2)u∣∣Hsε
≤ C(|v|Wn+1,∞)
{
||Dεh|m
−
u|
Hs+m
+−n−1
ε
|v|Wn+1,∞ +
(
ε−
1
4 |v|
H
t0+m
++1
ε
+ ε−
1
2 |v|2
H
t0+m
++1
ε
)||Dεh|m−u|2
+ 〈(ε− 14 |v|
Hs+m
+
ε
+ ε−
1
2 |v|
Hs+m
+
ε
|v|
H
t0+m
++1
ε
)||Dεh|m+u|Ht0ε 〉s>t0+1}.
In particular, we have∣∣[Opε(σ1),Opε(σ2)]u−Opε({σ1, σ2}n)u∣∣Hsε
≤ C(|v|Wn+1,∞)
{
||Dεh|m
−
u|
Hs+m
+−n−1
ε
|v|Wn+1,∞
+
(
ε−
1
4 |v|
H
t0+m
++1
ε
+ ε−
1
2 |v|2
H
t0+m
++1
ε
)||Dεh|m−u|2
+ 〈(ε− 14 |v|
Hs+m
+
ε
+ ε−
1
2 |v|
Hs+m
+
ε
|v|
H
t0+m
++1
ε
)||Dεh|m+u|Ht0ε 〉s>t0+1}.
Here v = (v1, v2).
Proof. Again using a scaling argument, one can reduce the proof of Proposition 4.2 to the
case when ε = 1. As in the proof of Proposition 4.1, we split u into u = ulf + uhf given by
(4.1). Then we get by applying Theorem 7 and Theorem 8 in [18] that∣∣Op(σ1) ◦Op(σ2)uhf −Op(σ1♯nσ2)uhf ∣∣Hs
≤ C(|v|Wn+1,∞)
(
|uhf |Hs+m1+m2−n−1 |v|Wn+1,∞ + 〈
(|v|
Hs+m+
+ |v|Hs+m+ |v|Ht0+m++1
)|uhf |Hm++t0 〉s>t0+1)
≤ C(|v|Wn+1,∞)
(
||D|m−u|Hs+m+−n−1 |v|Wn+1,∞
+ 〈(|v|Hs+m+ + |v|Hs+m+ |v|Ht0+m++1)||D|m+u|Ht0 〉s>t0+1).
(4.3)
Setting σ10(ξ)
def
=Σ1(0, ξ) and σ20(ξ)
def
=Σ2(0, ξ), we write
Op(σ1) ◦Op(σ2)u−Op(σ1♯nσ2) = Op(σ1) ◦Op(σ2 − σ20)−Op(σ1♯n(σ2 − σ20))
+ Op(σ1 − σ10) ◦Op(σ20)−Op((σ1 − σ10)♯nσ20).
It follows from the proof of Proposition 4.1 that∣∣Op(σ1♯n(σ2 − σ20))ulf ∣∣Hs ≤ C(|v|Wn,∞)|v|Hs+n ||D|m1+m2−nulf |2,
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and it is easy to observe that∣∣Op(σ1) ◦Op(σ2 − σ20)ulf ∣∣Hs
≤ C(|v1|∞)
(
|Op(σ2 − σ20)ulf |Hs+m1 + |v1|Hs |Op(σ2 − σ20)ulf |Ht0+m1
)
≤ C(|v|∞)
(
|v2|Hs+m1 ||D|m2ulf |2 + |v1|Hs |v2|Ht0+m1 ||D|m2ulf |2
)
,
which implies that∣∣Op(σ1) ◦Op(σ2)ulf −Op(σ1♯nσ2)ulf ∣∣Hs ≤ C(|v|Wn,∞)(1 + |v|Ht0+m+ )|v|Hs+m+ |||D|m−u|2.
This along with (4.3) concludes the proof of Proposition 4.2. 
Proposition 4.3. Let m1,m2, n ∈ N0 with m1,m2 ≥ n and m−def= min(m1,m2). Let σ1(ξ) ∈
M˙m1 , and σ2(xh, ξ) = Σ(v(xh), ξ) with p ∈ N, Σ ∈ C∞(Rp,M˙m2) and v ∈ Ht0+m1+1(R2).
Then for any 0 ≤ s ≤ t0 + 1, there holds∣∣[σ1(Dεh),Opε(σ2)]u−Opε({σ1, σ2}n)u∣∣Hsε
≤ C(|v|Wn+1,∞)
(
||Dεh|m1+m2u|Hs−n−1ε |v|Wn+1,∞ + ε
− 1
4 |v|
H
s+m1
ε
(||Dεh|m2u|Ht0ε + ||Dεh|m−u|2)).
Proof. Similar to the proof of Proposition 4.2, one first reduces the proof of this proposition
to the case when ε = 1. For the high frequency part, uhf of u, we use Corollary 39 in [2] so
that ∣∣[σ1(D),Op(σ2)]uhf −Op({σ1, σ2}n)uhf ∣∣Hs
≤ C(|v|Wn+1,∞)
(|u|Hs+m1+m2−n−1 |v|Wn+1,∞ + |v|Hs+m1 |u|Ht0+m2 ).
The low frequence part, ulf of u can be obtained by exactly the same line as the proof to
Proposition 4.2. 
5. The Dirichlet-Neumann operator
The goal of this section is to study the Dirichlet-Neumann operator defined by (1.6), which
will be the key ingredient used in the proof of the first part of Theorem 1.1. Firstly thanks to
the argument at the beginning of section 3, we write (1.7) on Ω = R2× [−1+εb(xh), εζ(t, xh)]
into a problem on the flat strip S:{ ∇h,z · P ε[σ]∇h,zψb = 0, in S,
ψb|z=0 = ψ, ∂Pn ψb|z=−1 = 0.
(5.1)
where ψb = Φ ◦ S, P ε[σ] = I +Qε(σ), Qε(σ) and S are given by (3.5) and (3.3) respectively.
Then we can write the Dirichlet-Neumann operator as
(5.2) G[εζ]ψ = ∂Pn ψ
b|z=0 = −e3 · P ε[σ]∇ψb|z=0.
5.1. Some basic properties. For the convenience of the readers, we shall first recall some
basic properties of Dirichlet-Neumann operator from [2].
Proposition 5.1. Let ζ, b ∈ Hm0(R2) satisfy (3.2). Then we have
(1) The Dirichlet-Neumann operator G[εζ] is self-adjoint:(
u,G[εζ]v
)
=
(
v,G[εζ]u
)
, ∀u, v ∈ H 12 (R2);
(2) For all u, v ∈ H 12 (R2),∣∣(u,G[εζ]v)∣∣ ≤ (u,G[εζ]u) 12 (v,G[εζ]v) 12 ;
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(3) For u ∈ H 12 (R2),
M(σ)−1|Pu|22 ≤
(
u,
1
ε
G[εζ]u
) ≤M(σ)|Pu|22;
(4) For v ∈ Ht0+1(R2)2, u ∈ H 12 (R2), and ε(ζ) given by (2.7),∣∣(v · ∇εhu, 1εG[εζ]u)∣∣ ≤M(σ)|v|W 1,∞ |Pu|22 and∣∣([ε(ζ)k,v · ∇εh]u, 1εG[εζ][ε(ζ)k,v · ∇εh]u)∣∣
≤M(σ)|v|Ht0+2
(
|Pu|2H2kε + |(ζ,v)|H2k+2 |Pu|
2
Ht0+1
)
.
Proof. The second estimate in (4) can be deduced by following the proof of Proposition 3.7
(i) in [2], and all the other estimates can be found in [2]. 
Proposition 5.2. Let s ≥ t0, and ζ, b ∈ Hs+ 32 (R2) satisfy (3.2). Then for any ψ ∈ Hs+ 32 , the
mapping ζ 7→ G[εζ]ψ is well-defined and differentiable in a neighborhood of ζ in Hs+ 32 (R2).
Moreover, for any h ∈ Hs+ 32 (R2), there holds
dζG[εζ]ψ · h = −εG[εζ](hZ) − ε2∇εh · (hv) with
v = ∇εhψ − εZ∇εhζ and Z =
1
1 + ε3|∇εhζ|2
(
G[εζ]ψ + ε2∇εhζ · ∇εhψ
)
.
Proposition 5.3. Let s ≥ t0, and ζ, b ∈ Hm0 ∩ Hs+1(R2) satisfy (3.2). Then for any
u ∈ Hs+ 12 (R2), j ∈ {0, 1, 2} and h ∈ Ht0+1 ∩Hs+1(R2)j , one has∣∣∣ 1√
ε
djζG[εζ]u · h
∣∣∣
H
s− 12
ε
≤ ε 34 jM(σ)
(
|Pu|Hsε
j∏
k=1
|hk|Ht0+1ε + |(ζ, b)|Hs+1ε
× |Pu|
H
t0
ε
j∏
k=1
|hk|Ht0+1ε + |Pu|Ht0ε
j∑
k=1
|hk|Hs+1ε
∏
l 6=k
|hl|Ht0+1ε
)
.
Proof. We only present the proof for the case when j = 0, the other cases can be handled in
a similar way (one may check the proof of Proposition 3.3 in [2]). Indeed for any v ∈ S(R2),
let ub and u† be defined by (5.1) and (2.5) respectively. Then applying (2.2) and the fact
that
‖Λ−
1
2
ε ∇εv†‖2 ≤ C|v|2
gives (
Λ
s− 1
2
ε G[εζ]u, v
)
=
(
G[εζ]u,Λ
s− 1
2
ε v
)
=
∫
S
(1 +Qε[σ])∇εub · Λs−
1
2
ε ∇εv† dxh dz
=
∫
S
Λsε(1 +Q
ε[σ])∇εub · Λ−
1
2
ε ∇εv† dxh dz
≤ C‖Λsε(1 +Qε[σ])∇εub‖2|v|2
≤M(σ)|v|2
(‖Λsε∇εub‖2 + ‖Λt0ε ∇εub‖2|(ζ, b)|Hs+1ε ),
which along with Corollary 3.1 proves the proposition for the case j = 0. 
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Remark 5.1. We can also deduce from the proof of Proposition 3.3 in [2] that∣∣∣ 1√
ε
Λ
m− 1
2
ε d
j
ζG[εζ]u · h
∣∣∣
Hs
≤ εjM(σ)
(
|Λmε Pu|Hs
j∏
k=1
|hk|Ht0+m+1
+ |Λm+1ε (ζ, b)|Hs |Pu|Ht0+m
j∏
k=1
|hk|Ht0+m+1
+ |Pu|Ht0+m
j∑
k=1
|Λm+1ε hk|Hs
∏
l 6=k
|hl|Ht0+m+1
)
,
for m = 0, 1, 2, 3. This result is not sharp, but is enough for our applications in this paper.
Proposition 5.4. Let T > 0, b ∈ Hm0(R2), ζ ∈ C([0, T ];Hm0(R2)) satisfy (3.2) for some h0
independent of t. Then for any u ∈ C1([0, T ]; H 12 (R2)) and t ∈ [0, T ], one has∣∣∣([∂t, G[εζ]]u(t), u(t))∣∣∣ ≤ εM(σ(t))|∇εh∂tζ|∞|Pu(t)|22.
5.2. The principle part of the DN operator. Recall that σ(t, xh, z) = −εzb(xh) + ε(1 +
z)ζ(t, xh), we rewrite P
ε[σ] in (5.1) as
P ε[σ] =
(
P ε1 p
ε
(pε)T pεd+1
)
,
with
P ε1 = ε(1 + εζ − εb)
(
1 0
0 ε
)
,
pε = −ε2
( −z∂xb+ (z + 1)∂xζ
ε(−z∂yb+ (z + 1)∂yζ)
)
,
pεd+1 =
1 + ε
(
εz∂xb− ε(z + 1)∂xζ
)2
+ ε2
(
εz∂yb− ε(z + 1)∂yζ
)2
1 + εζ − εb .
Then we have
Pε[σ]
def
=∇h,z · P ε[σ]∇h,z = pεd+1∂2z + (2pε · ∇h +
(
∂zp
ε
d+1
+∇h · pε)
)
∂z + P
ε
1∆h +
(
(∇h · P ε1 ) + ∂zpε
) · ∇h.
For simplicity, we shall neglect the subscript ε in what follows.
We now define the approximate operator to Pε[σ] as follows
Papp
def
= pd+1(∂z − η−(xh, z,Dεh))(∂z − η+(xh, z,Dεh))(5.3)
where η±(xh, z,Dεh) (z ∈ [−1, 0]) are pseudo-differential operators with symbols
η±(xh, z, ξε) =
1
pd+1
(
−ip · ξ ±
√
pd+1ξ · P1ξ − (p · ξ)2
)
(5.4)
=
1 + ∂zσ
1 + ε|∇εhσ|2
(
iε∇εhσ · ξε ±
√
ε(1 + ε|∇εhσ|2)|ξε|2 − ε2|∇εhσ · ξε|2
)
.
It is easy to observe that there exits some constant c+ > 0 so that
(5.5)
√
εM(σ)|ξε| ≥ Re(η+(xh, z, ξε)) ≥
√
εc+|ξε|,
and there exists Σ±(v, ξ) ∈ C∞(R3,M˙1) such that η±(xh, z, ξε) =
√
ε Σ±(∇εσ, ξε).
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As in [17], for u ∈ S(R2), we define the approximate solutions to (3.7) as
ubapp(xh, z)
def
=σapp(xh, z,D
ε
h)u with
σapp(xh, z, ξ) = exp
(− ∫ 0
z
η+(xh, s, ξ)ds)
)
,
(5.6)
and we define the symbol for the approximate Dirichlet-Neumann operator as
(5.7) g(xh, ξ
ε)
def
=
√
ε(1 + ε3|∇εhζ|2)|ξε|2 − ε4(ξε · ∇εhζ)2.
Then it follows from [17] that
(5.8) g(xh,D
ε
h)ψ = ∂
P
n ψ
b
app|z=0.
We’ll see that g(xh,D
ε
h) is the principle part of the D-N operator.
The goal of this subsection is to prove the following proposition which concerns the accuracy
of the approximate Dirichlet-Neumann operator.
Proposition 5.5. Let s ≥ 0, u ∈ Hs+ 12 ∩Ht0+ 12 (R2), and ub be defined by (3.7). Let
(5.9) R[εζ]u
def
=G[εζ]u− g(xh,Dεh)u = ∂Pn (ub − ubapp)|z=0.
Then we have
(5.10) |R[εζ]u|Hsε ≤
√
εM(σ)
(
|Pu|Hsε + |Pu|Ht0ε |(ζ, b)|Hs+3ε
)
.
Remark 5.2. This estimate is not a standard one since the gain is of half instead of one
derivative compared to similar estimates in [17, 21]. This is due to the need of O(
√
ε) term in
the r.h.s. of (5.9). In fact, we refer to [16] for how to gain the full derivative without losing
the
√
ε in the r.h.s. of (5.9).
We start the proof of this proposition by the following lemma.
Lemma 5.1. Under the assumptions of Proposition 5.5, we have
‖Λsε∇εhubapp‖2 ≤M(σ)
(
|Pu|Hsε + |Pu|Ht0ε |(ζ, b)|Hs+2ε
)
,
‖Λsε∂zubapp‖2 ≤
√
εM(σ)
(
|Pu|Hsε + |Pu|Ht0ε |(ζ, b)|Hs+2ε
)
.
Proof. Thanks to (5.6), we write
ubapp =σapp(xh, z,D
ε
h) exp(−
c+
2
√
εz|Dεh|) exp(
c+
2
√
εz|Dεh|)u
def
= σ˜app(xh, z,D
ε
h) exp(
c+
2
√
εz|Dεh|)u.
(5.11)
Note by (5.5) that σ˜app(xh, z,D
ε
h) is a pseudo-differential operator of order zero, and
∇εhubapp =
(
−
(∫ 0
z
(∇εhη+)(·, s, ·)dsσ˜app
)
(xh, z,D
ε
h) + σ˜app(xh, z,D
ε
h)∇εh
)
exp(
c+
2
√
εz|Dεh|)u,
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which along with Proposition 4.1 and
‖Λsε|Dεh| exp(
c+
2
√
εz|Dεh|)u‖22
=
∫ 0
−1
∫
√
ε|ξε|≥1
〈ξε〉2s(√ε|ξε|) |ξ
ε|2√
ε|ξε| exp(
c+
2
√
εz|ξε|)|uˆ|2dξdz
+
∫ 0
−1
∫
√
ε|ξε|≤1
〈ξε〉2s|ξε|2 exp(c+
2
√
εz|ξε|)|uˆ|2dξdz
≤ 2
∫
√
ε|ξε|≥1
〈ξε〉2s |ξ
ε|2
1 +
√
ε|ξε| |uˆ|
2
( ∫ 0
−1
exp(C+
√
εz|ξε|)√ε|ξε|dz
)
dξ
+ 2
∫
√
ε|ξε|≤1
〈ξε〉2s |ξ
ε|2
1 +
√
ε|ξε| |uˆ|
2dξ ≤ C|Pu|2Hsε ,
ensures that
‖Λsε∇εhubapp‖2 ≤M(σ)
(‖Λsε|Dεh| exp(c+2 √εz|Dεh|)u‖2
+ ‖Λt0ε |Dεh| exp(
c+
2
√
εz|Dεh|)u‖2|(ζ, b)|Hs+2ε
)
≤M(σ)(|Pu|Hsε + |Pu|Ht0ε |(ζ, b)|Hs+2ε ).
The other estimate of the lemma can be obtained in a similar way. 
Lemma 5.2. Under the assumptions of Proposition 5.5, we denote ubr
def
=ub− ubapp. Then one
has
‖Λs+1ε ∇εubr‖2 ≤M(σ)
(
|Pu|Hsε + |Pu|Ht0ε |(ζ, b)|Hs+3ε
)
,
‖Λsε∇ε∂zubr‖2 ≤
√
εM(σ)
(
|Pu|Hsε + |Pu|Ht0ε |(ζ, b)|Hs+3ε
)
.
Proof. Thanks to the definition of ubr, we find out that it solves{
Pubr = P(u
b − ubapp) = −(P−Papp)ubapp −Pappubapp in S,
ubr|z=0 = 0, ∂Pn ubr|z=−1 = −∂Pn ubapp|z=−1,
(5.12)
where Papp is defined in (5.3). Then we get by applying the first inequality of Proposition
3.2 that
‖Λs+1ε ∇εubr‖2 ≤M(σ)
(
ε−
1
2‖Λsε(h1app + h2app)‖2 + |∂Pn ubapp|z=−1|Hs+1ε(5.13)
+
(
ε−
1
2‖Λt0−1ε (h1app + h2app)‖2 + |∂Pn ubapp|z=−1|Ht0ε )|(ζ, b)|Hs+2ε
)
.
Here
h1app = (P−Papp)ubapp and h2app = Pappubapp.
In what follows , we shall estimate term by term the right hand side of (5.13).
Step 1. The estimate of h1app.
Let
τ1(xh, z,D
ε
h)
def
= η−(xh, z,Dεh) ◦ η+(xh, z,Dεh)− (η−η+)(xh, z,Dεh),
τ2(xh, z,D
ε
h)
def
=(∂zη+)(xh, z,D
ε
h).(5.14)
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Then we write
P−Papp =− pd+1τ1 + pd+1τ2 + (∂zpd+1 +∇h · p)∂z + (∇h · P1 + ∂zp) · ∇h.
While it is easy to observe that
∇h · P1 =ε2
(
∂x(ζ − b)
ε∂y(ζ − b)
)
= −∂zp,
∇h · p =ε|Dεh|2σ = ε2(−z|Dεh|2b+ (z + 1)|Dεh|2ζ),
∂zpd+1 =2ε
3 (−z∇εhb+ (1− z)∇εhζ) · ∇εh(ζ − b)
1 + ε(ζ − b) ,
one has ∇h · P1 + ∂zp = 0 and
∂zpd+1 +∇h · p = ε2F (b,∇εhb, |Dεh|2b, ζ,∇εhζ, |Dεh|2ζ)
for some smooth function F . Then it follows from (2.2)-(2.3) that
‖Λsεh1app‖2 ≤M(σ)
(
‖Λsετ1(xh, z,Dεh)ubapp‖2 + ‖Λsετ2(xh, z,Dεh)ubapp‖2
+ ε2‖Λsε∂zubapp‖2 +
(‖Λt0ε τ1(xh, z,Dεh)ubapp‖2
+ ‖Λt0ε τ2(xh, z,Dεh)ubapp‖2 + ε
7
4 ‖Λt0ε ∂zubapp‖2
)|(ζ, b)|Hs+2ε ).
Applying Proposition 4.2 and Lemma 5.1 yields
‖Λsετ1(xh, z,Dεh)ubapp‖2 ≤ εM(σ)
(
ε‖Λsε|Dεh|ubapp‖2 + ε
3
4‖Λt0ε |Dεh|ubapp‖2|(ζ, b)|Hs+2ε
)
≤ ε 74M(σ)(|Pu|Hsε + |Pu|Ht0ε |(ζ, b)|Hs+2ε ).
Similarly applying Proposition 4.1 and Lemma 5.1 gives
‖Λsετ2(xh, z,Dεh)ubapp‖2 ≤ ε
7
4M(σ)
(|Pu|Hsε + |Pu|Ht0ε |(ζ, b)|Hs+2ε ).
As a consequence, we obtain
(5.15) ‖Λsεh1app‖2 ≤ ε
7
4M(σ)
(|Pu|Hsε + |Pu|Ht0ε |(ζ, b)|Hs+2ε ).
Step 2. The estimate of h2app.
Thanks to (5.6), we write
h2app =Pappu
b
app = pd+1(∂z − η−(xh, z,Dεh))τ3(xh, z,Dεh) exp(
c+
2
z
√
ε|Dεh|)u,
where σ˜app is given by (5.11) and
τ3(xh, z,D
ε
h)
def
=Opε(η+σ˜app)−Opε(η+) ◦ σ˜app(xh, z,Dεh).
Applying Proposition 4.1 gives
‖Λsεh2app‖2 ≤M(σ)
(
‖Λsε∇ετ3(xh, z,Dεh) exp(
c+
2
z
√
ε|Dεh|)u‖2
+ ‖Λt0ε ∇ετ3(xh, z,Dεh) exp(
c+
2
z
√
ε|Dεh|)u‖2|(ζ, b)|Hs+2ε
)
.
As in the proof of Proposition 4.1, we split u into the low frequency and high frequency parts
so that u = ulf + uhf with ulf = ψ(D
ε
h)u. Then we deduce from Proposition 4.2 and the
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proof of Lemma 5.1 that
‖Λsε∇ετ3(xh, z,Dεh) exp(
c+
2
z
√
ε|Dεh|)uhf‖2 ≤ ε
7
4M(σ)
(
‖Λs+1ε exp(
c+
2
z
√
ε|Dεh|)uhf‖2
+ ‖Λt0+1ε exp(
c+
2
z
√
ε|Dεh|)uhf‖2|(ζ, b)|Hs+3ε
)
≤ ε 74M(σ)(|Pu|Hsε + |Pu|Ht0ε |(ζ, b)|Hs+3ε ),
and it follows from a similar procedure as that used in handling ulf in Proposition 4.2 that
‖Λsε∇ετ3(xh, z,Dεh) exp(
c+
2
z
√
ε|Dεh|)ulf‖2 ≤ ε
3
2M(σ)‖|Dεh| exp(
c+
2
z
√
ε|Dεh|)u‖2|(ζ, b)|Hs+3ε
≤ ε 32M(σ)|Pu|2|(ζ, b)|Hs+3ε .
Whence we obtain
(5.16) ‖Λsεh2app‖2 ≤ ε
3
2M(σ)
(|Pu|Hsε + |Pu|Ht0ε |(ζ, b)|Hs+3ε ).
Step 3. The estimate of ∂Pn u
b
app|z=−1.
Noticing that
∂Pn u
b
app|z=−1 = −e3 · (1 +Q[σ])∇εubapp|z=−1
= ε2∇εhb · ∇εhσapp(xh,−1,Dεh)u− pd+1|z=−1(η+σapp)(xh,−1,Dεh)u,
which together with (2.2)-(2.3) implies that
|∂Pn ubapp|z=−1|Hs+1ε ≤M(σ)
(
ε2||Dεh|σapp(xh,−1,Dεh)u|Hs+1ε
+ |(η+σapp)(xh,−1,Dεh)u|Hs+1ε +
(
ε2||Dεh|σapp(xh,−1,Dεh)u|Ht0ε
+ |(η+σapp)(xh,−1,Dεh)u|Ht0ε
)|(ζ, b)|Hs+2ε ).
It is easy to observe from the proof of Lemma 5.1 that
√
ε||Dεh|σapp(xh,−1,Dεh)u|Hs+1ε ≤M(σ)
(
|(1 +√ε|Dεh|)−
1
2 |Dεh|u|Hsε
+ ||Dεh|(1 +
√
ε|Dεh|)−
1
2u|
H
t0
ε
|(ζ, b)|Hs+3ε
)
≤M(σ)(|Pu|Hsε + |Pu|Ht0ε |(ζ, b)|Hs+3ε ),
and similarly we have
|(η+σapp)(xh,−1,Dεh)u|Hs+1ε ≤M(σ)
(|Pu|Hsε + |Pu|Ht0ε |(ζ, b)|Hs+3ε ).
Therefore, we obtain that
|∂Pn ubapp|z=−1|Hs+1ε ≤M(σ)
(|Pu|Hsε + |Pu|Ht0ε |(ζ, b)|Hs+3ε ).(5.17)
The above arguments also imply that
|∂Pn ubapp|z=−1|Hsε ≤
√
εM(σ)
(|Pu|Hsε + |Pu|Ht0ε |(ζ, b)|Hs+3ε ).(5.18)
Plugging (5.15)-(5.17) into (5.13) yields the first estimate of the lemma. The second
inequality of the lemma can be deduced from the third inequality of Proposition 3.2 and
(5.15)-(5.17). This finishes the proof of Lemma 5.2. 
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With the above two lemmas, we can complete the proof of Proposition 5.5.
Proof of Proposition 5.5. Thanks to (5.9), for any v ∈ S(R2), we get by applying Green’s
identity that(
ΛsεR[εζ]u, v) =
(
∂Pn u
b
r|z=0,Λsεv
)
= −(∂Pn ubr|z=−1,Λsεv†|z=−1)+ ∫
S
(
Pubr Λ
s
εv
† + (1 +Q[σ])∇εubr · ∇εΛsεv†
)
dxh dz
=
(
Λsε∂
P
n u
b
app|z=−1, χ(−
√
ε|Dεh|)v
)
−
∫
S
(
ΛsεPu
b
app v
† − Λsε(1 +Q[σ])∇εubr · ∇εv†
)
dxh dz.
As ‖v†‖2 ≤ C|v|2, applying Lemma 5.3 below ensures that∣∣(ΛsεR[εζ]u, v)∣∣ ≤C|v|2(|Λsε∂Pn ubapp|z=−1|2 + ‖ΛsεPubapp‖2 +√ε‖Λs+1ε (1 +Q[σ])∇εubr‖2),
which together with (5.15), (5.16), (5.18) and Lemma 5.2 implies that∣∣(ΛsεR[εζ]u, v)∣∣ ≤ √εM(σ)|v|2(|Pu|Hsε + |Pu|Ht0ε |(ζ, b)|Hs+3ε ).
This proves (5.10) by duality. 
5.3. Commutator estimates. In this subsection, we shall present several useful commuta-
tor estimates between the Dirichlet-Neumann operator and the elliptic operator ε(ζ) defined
by (2.7).
Proposition 5.6. Let k ∈ N, and ζ, b ∈ Hm0 ∩ H2k+2(R2) satisfy (3.2). Then for any
u ∈ Ht0+ 32 ∩H2k+ 12 (R2), there holds
(5.19)
∣∣[1
ε
G[εζ], ε(ζ)
k
]
u
∣∣
2
≤ εM(σ)
(
|Pu|H2kε + |Pu|Ht0+1 |(ζ, b)|H2k+2ε
)
.
Proof. Thanks to (3.5) and (5.2), for any v ∈ S(R2), we get by applying Green’s identity that(
[G[εζ],ε(ζ)
k]u, v
)
=
(
G[εζ]ε(ζ)
ku, v
) − (ε(ζ)kG[εζ]u, v)
=
∫
S
{
(1 +Q[σ])∇ε(ε(ζ)ku)b · ∇εv† − ε(ζ)k(1 +Q[σ])∇εub · ∇εv†
−∇ε · (ε(ζ)k(1 +Q[σ])∇εub)v†} dxh dz
=
∫
S
{
[(1 +Q[σ])∇ε, ε(ζ)k]ub · ∇εv†
+ (1 +Q[σ])∇ε((ε(ζ)ku)b − ε(ζ)kub) · ∇εv†
− [∇ε, ε(ζ)k] · ((1 +Q[σ])∇εub)v†} dxh dz
def
=A1 +A2 +A3.
(5.20)
To deal with A1, A2, we need the following lemma, which can be deduced from the proof
of Lemma 3.1 in [2].
Lemma 5.3. For all f ∈ L2(R2) and g ∈ H1(S)3, one has∣∣∫
S
∇εf † · g dxh dz
∣∣ ≤ C√ε|f |2‖Λεg‖2.
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Applying Lemma 5.3 to A1 gives
|A1| ≤ C
√
ε|v|2‖Λε
[
(1 +Q[σ])∇ε, ε(ζ)k
]
ub‖2,
but as[
(1 +Q[σ])∇ε, ε(ζ)k
]
ub = (1 +Q[σ])
[∇ε, ε(ζ)k]ub + [Q[σ], ε(ζ)k]∇εub,
from which, Lemma 2.4 and Corollary 3.1, we deduce that
‖Λε
[
(1 +Q[σ])∇ε, ε(ζ)k
]
ub‖2 ≤ εM(σ)
(‖Λ2kε ∇εub‖2 + ‖Λt0+1∇εub‖2|(ζ, b)|H2k+2ε )
≤ ε 32M(σ)(|Pu|H2kε + |Pu|Ht0+1 |(ζ, b)|H2k+2ε ).
As a consequence, we obtain
(5.21) |A1| ≤ ε2M(σ)|v|2
(|Pu|H2kε + |Pu|Ht0+1 |(ζ, b)|H2k+2ε ).
Applying Lemma 5.3 again, we have
|A2| ≤
√
εM(σ)|v|2‖Λε∇ε((ε(ζ)ku)b − ε(ζ)kub)‖2.
Thanks to (3.7), we find that (ε(ζ)
ku)b − ε(ζ)kub solves
∇ε · (1 +Q[σ])∇ε((ε(ζ)ku)b − ε(ζ)kub) = g,
(ε(ζ)
ku)b − ε(ζ)kub|z=0 = 0,
∂n((ε(ζ)
ku)b − ε(ζ)kub)|z=−1 = e3 ·
[
(1 +Q)∇ε, ε(ζ)k
]
ub|z=−1,
where
g
def
= −[∇ε, ε(ζ)k] · (1 +Q[σ])∇εub −∇ε · [(1 +Q[σ])∇ε, ε(ζ)k]ub.
Then we deduce from Proposition 3.1 and Proposition 3.2 that
‖Λε∇ε((ε(ζ)ku)b − ε(ζ)kub)‖2
≤M(σ)(‖Λε[(1 +Q[σ])∇ε, ε(ζ)k]ub‖2 + ε− 12‖[∇ε, ε(ζ)k] · (1 +Q[σ])∇εub‖2)
≤ ε 32M(σ)(|Pu|H2kε + |Pu|Ht0+1 |(ζ, b)|H2k+2ε ),
which gives
(5.22) |A2| ≤ ε2M(σ)|v|2
(|Pu|H2kε + |Pu|Ht0+1 |(ζ, b)|H2k+2ε ).
To deal with A3, we apply Lemma 2.5, Lemma 2.4 and Corollary 3.1 to obtain
|A3| ≤ c2‖
[∇ε, ε(ζ)k] · ((1 +Q[σ])∇εub‖2|v|2
≤ ε 52M(σ)(|Pu|H2kε + |Pu|Ht0+1 |(ζ, b)|H2k+2ε )|v|2,
which along with (5.20-5.22) concludes that∣∣([G[εζ], ε(ζ)k]u, v)∣∣ ≤ ε2M(σ)|v|2(|Pu|H2kε + |Pu|Ht0+1 |(ζ, b)|H2k+2ε ),
and this implies (5.19). 
Remark 5.3. It is easy to observe from the proof of Proposition 5.6 that∣∣|Dεh|m[Λs, 1εG[εζ]]u∣∣2 ≤ εM(σ)(|Λm+1ε Pu|Hs−1 + |Pu|Ht0+2 |Λ3ε(ζ, b)|Hs)
for m = 0, 1, which will be used later in the lower order energy estimate.
In order to deal with the energy estimate for the linearized system of (1.8), we need the
following sharper commutator estimate.
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Theorem 5.1. Let s ≥ 0, k ∈ N, and ζ, b ∈ Hm0 ∩ H2k+s+3(R2) satisfy (3.2). We denote
ρ(ζ)
def
=(1 + ε3|∇εhζ|2)
1
2 . Then for any u ∈ H2k+s− 12 ∩Ht0+ 52 (R2), we have∣∣[1
ε
ρ(ζ)−1G[εζ], ε(ζ)k
]
u
∣∣
Hsε
≤ √εM(σ)
(
|Pu|H2k+s−1ε + |Pu|Ht0+2 |(ζ, b)|H2k+s+3ε
)
.(5.23)
Remark 5.4. Compared with (5.19), the commutator estimate (5.23) gains one more deriv-
ative. The key observation used to prove this theorem is that the symbol of the principle part
of the operator ρ(ζ)−1G[εζ] is the same as the square root of the symbol of ε(ζ).
In what follows, we divide the proof of Theorem 5.1 into two parts. In the first part, we
deal with the commutator estimate between the principle part of DN operator and ε(ζ).
Proposition 5.7. Let s ≥ 0, u ∈ Hs+1 ∩Ht0+2(R2), and g(xh, ξε) be determined by (5.7).
Then under the assumptions of Theorem 5.1, one has∣∣[1
ε
ρ(ζ)−1g(xh,Dεh), ε(ζ)
]
u
∣∣
Hsε
≤ ε 94M(σ)
(
|Pu|
H
s+12
ε
+ 〈|Pu|
H
t0+
3
2
ε
|ζ|Hs+3ε 〉s>t0+1
)
.(5.24)
Proof. It is easy to observe from (4.2) and (5.6) that{
ρ(ζ)−1g(xh, ξε), ε(ζ)(x, ξε)
}
1
= 0,
where ε(ζ)(x, ξ
ε) denotes the symbol of the pseudo-differential operator with ε(ζ) being
defined in (2.7) so that ε(ζ)(x, ξ
ε) = |ξε|2 − ε3ρ(ζ)−2(∇εhζ · ξε)2. Then we have[
ρ(ζ)−1g(xh,Dεh), ε(ζ)
]
=
[
ρ(ζ)−1g(xh,Dεh), ε(ζ)
]−Opε{ρ(ζ)−1g(xh, ξ), ε(ζ)(x, ξ)}1,
from which and Proposition 4.2, we infer that∣∣[ρ(ζ)−1g(xh,Dεh), ε(ζ)]u∣∣Hsε ≤ ε 12M(σ)(ε 114 ||Dεh|u|Hsε + ε 114 〈|ζ|Hs+3ε ||Dεh|u|Ht0+1ε 〉s>t0+1),
which together with the fact that
||Dεh|u|Hsε ≤
∣∣∣ |Dεh|(1 +√ε|Dεh|) 12
(1 +
√
ε|Dεh|)
1
2
u
∣∣∣
Hsε
≤ |Pu|
H
s+12
ε
implies (5.24). 
Next let us turn to the commutator estimate between R[εζ] and ε(ζ).
Lemma 5.4. Let s ≥ 0, u ∈ Hs+ 32 ∩Ht0+ 52 (R2). Let ub be given by (3.7) and ubr be given
by Lemma 5.2. We denote wbr
def
=(ε(ζ)u)
b
r − ε(ζ)ubr. Then one has
‖Λs+1ε ∇εwbr‖2 + ε−
1
2‖Λsε∇ε∂zwbr‖2
≤ εM(σ)
(
|Pu|Hs+1ε + |Pu|Ht0 |(ζ, b)|Hs+5ε
+ 〈|Pu|Ht0+1 |(ζ, b)|Hs+5ε 〉s>t0 + 〈|Pu|Ht0+2 |(ζ, b)|Hs+5ε 〉s>t0+1
)
.
(5.25)
Proof. Thanks to (5.12), we have
Pwbr =
[
ε(ζ),P−Papp
]
ubapp +
(
P−Papp
)(
ε(ζ)u
b
app
− (ε(ζ)u)bapp
)
+
(
ε(ζ)Pappu
b
app −Papp(ε(ζ)u)bapp
)
+
[
ε(ζ),P
]
ubr
def
=h1 + h2 + h3 + h4,
(5.26)
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together with the boundary conditions
wbr|z=0 = 0, ∂Pn wbr|z=−1 = g1 + g2
where
g1
def
= e3 ·
[
(1 +Q[σ])∇ε, ε(ζ)
]
ubr|z=−1,
g2
def
= −e3 ·
[
ε(ζ), (1 +Q[σ])∇εσapp(xh, z,Dεh)
]
u|z=−1.
In what follows, we just consider the case of s > t0 + 1, the other cases can be handled in
a similar way. In this case, we first get by applying Proposition 3.2 to (5.26) that
‖Λs+1ε ∇εwbr‖2 ≤M(σ)
(
ε−
1
2 ‖Λsε(h1 + · · ·+ h4)‖2 + ε−
1
4 |g1|
H
s+12
ε
+ |g2|Hs+1ε +
(
ε−
1
2 ‖Λt0−1ε (h1 + · · ·+ h4)‖2 + |g1 + g2|Ht0ε
)|(ζ, b)|Hs+2ε ),(5.27)
which reduces the estimate of (5.25) to that of h1, h2, h3, h4 and g1, g2.
Step 1. The estimate of h1.
Recall from the proof of Lemma 5.2 that
P−Papp = −pd+1τ1 + pd+1τ2 + (∂zpd+1 +∇h · p)∂z,
so we write[
ε(ζ),P−Papp
]
=− [ε(ζ), pd+1τ1]+ [ε(ζ), pd+1τ2]+ [ε(ζ), ∂zpd+1 +∇h · p]∂z.
To deal with
[
ε(ζ), pd+1τ1
]
, thanks to (5.14), we can split
[
ε(ζ), τ1
]
as[
ε(ζ), τ1
]
=
([
ε(ζ), η−
]−Opε{ε(ζ), η−}1) ◦Opε(η+)
+ Opε(η−) ◦
([
ε(ζ), η+
]−Opε{ε(ζ), η+}1)
+
(
Opε{ε(ζ), η−}1 ◦Opε(η+)−Opε
({ε(ζ), η−}1η+))
+
(
Opε(η−) ◦Opε{ε(ζ), η+}1 −Opε
(
η−{ε(ζ), η+}1
))
+
(
Opε{ε(ζ), η−η+}1 −
[
ε(ζ),Opε(η−η+)
])
,
from which and Propositions 4.1-4.2 and Lemma 5.1, we deduce that
‖Λsε
[
ε(ζ), τ1
]
ubapp‖2 ≤ ε2M(σ)
(‖Λs+1ε |Dεh|ubapp‖2 + ε− 14 |(ζ, b)|Hs+4ε ‖Λt0+2ε |Dεh|ubapp‖2)
≤ ε 74M(σ)(|Pu|Hs+1ε + |Pu|Ht0+2ε |(ζ, b)|Hs+4ε ).
This ensures
‖Λsε
[
ε(ζ), pd+1τ1
]
ubapp‖2 ≤ ‖Λsε
[
ε(ζ), pd+1
]
τ1u
b
app‖2 + ‖Λsεpd+1
[
ε(ζ), τ1
]
ubapp‖2
≤ ε 74M(σ)(|Pu|Hs+1ε + |Pu|Ht0+2ε |(ζ, b)|Hs+4ε ).
Exactly following the same line, we obtain
‖Λsε
[
ε(ζ), pd+1τ2
]
ubapp‖2 + ‖Λsε
[
ε(ζ), (∂zpd+1 +∇h · p)
]
∂zu
b
app‖2
≤ ε 74M(σ)(|Pu|Hs+1ε + |Pu|Ht0+2ε |(ζ, b)|Hs+4ε ).
Consequently, we arrive at
‖Λsεh1‖2 ≤ ε
7
4M(σ)
(|Pu|Hs+1ε + |Pu|Ht0+2ε |(ζ, b)|Hs+4ε ).(5.28)
Step 2. The estimate of h2.
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Set
wbapp
def
= ε(ζ)u
b
app − (ε(ζ)u)bapp
=
[
ε(ζ), σ˜app(xh, z,D
ε
h)
]
exp
(c+
2
z
√
ε|Dεh|
)
u
+ σ˜app(xh, z,D
ε
h)
[
ε(ζ), exp
(c+
2
z
√
ε|Dεh|
)]
u,
with σ˜app being given by (5.11). Then we deduce from the proof of Propositions 4.1-4.2 and
Lemma 5.1 that
‖Λsε(∇εh, ∂z)wbapp‖2 ≤ ε
1
2M(σ)
(|Pu|Hs+1ε + |Pu|Ht0+2ε |(ζ, b)|Hs+4ε ).
And we get by applying Propositions 4.1-4.2 that
‖Λsεh2‖2 ≤ ε
3
2M(σ)
(|Pu|Hs+1ε + |Pu|Ht0+2ε |(ζ, b)|Hs+4ε ).(5.29)
Step 3. The estimate of h3.
It is easy to observe from (5.6) that h3 =
[
ε(ζ),Papp ◦ σapp
]
u, since
Papp ◦ σapp =pd+1(∂z − η−(xh, z,Dεh))τ(xh, z,Dεh) exp(
c+
2
z
√
ε|Dεh|),
τ(xh, z,D
ε
h) =Opε(η+σ˜app)− η+(xh, z,Dεh) ◦ σ˜app(xh, z,Dεh),
we write
h3 =
[
ε(ζ), pd+1
]
(∂z −Opε(η−))τ(X, z,Dεh) exp(
c+
2
z
√
ε|Dεh|)u
− pd+1
[
ε(ζ),Opε(η−)
]
τ(xh, z,D
ε
h) exp(
c+
2
z
√
ε|Dεh|)u
+ pd+1(∂z −Opε(η−))
[
ε(ζ), τ(xh, z,D
ε
h)
]
exp(
c+
2
z
√
ε|Dεh|)u
+ pd+1(∂z −Opε(η−))τ(xh, z,Dεh)
[
ε(ζ), exp(
c+
2
z
√
ε|Dεh|)
]
u.
Applying Propositions 4.1-4.2 ensures that
(5.30) ‖Λsεh3‖2 ≤ ε
3
2M(σ)
(|Pu|Hs+1ε + |Pu|Ht0+1 |(ζ, b)|Hs+4ε ).
Step 4. The estimate of h4.
Notice that
h4 =
[
ε(ζ),∇ε · (1 +Q[σ])∇ε
]
ubr
=
[
ε(ζ),∇ε · (1 +Q[σ])
]∇εubr +∇ε · (1 +Q[σ])[ε(ζ),∇ε]ubr,
which together with Lemma 2.4 and Lemma 5.2 implies that
‖Λsεh4‖2 ≤ ε2M(σ)
(‖Λs+2ε ∇εubr‖2 + |(ζ, b)|Hs+4ε ‖Λt0+1∇εubr‖2)
+ εM(σ)
(‖Λs+1ε ∇εubr‖2 + ‖Λs+1ε (∇ε)2ubr‖2 + |(ζ, b)|Hs+4ε ‖Λt0+1∇εubr‖2)
≤ ε 32M(σ)(|Pu|Hs+1ε + |Pu|Ht0+1 |(ζ, b)|Hs+4ε ).
(5.31)
Step 5. The estimate of g1 and g2.
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We first get by applying Lemma 2.2 and Lemma 2.4 that
|g1|
H
s+12
ε
≤ ε− 14‖Λsε∇ε
[
(1 +Q[σ])∇ε, ε(ζ)
]
ubr‖2
≤ ε 34M(σ)
(√
ε‖Λs+2ε ∇εubr‖2 + ‖Λs+1ε ∇ε∂zubr‖2
+
(√
ε‖Λt0∇εubr‖2 + ‖Λt0∇ε∂zubr‖2
)|(ζ, b)|Hs+5ε ),
from which and Lemma 5.2, we infer that
|g1|
H
s+12
ε
≤ ε 54M(σ)(|Pu|Hs+1ε + |Pu|Ht0+1 |(ζ, b)|Hs+5ε ).(5.32)
To deal with g2, we first rewrite it as
g2 =− e3 ·
[
ε(ζ), (1 +Q[σ])∇ε
]
σapp(xh, z,D
ε
h)u|z=−1
− e3 · (1 +Q[σ])∇ε
[
ε(ζ), σapp(xh, z,D
ε
h)
]
u|z=−1def= g21 + g22.
It follows from Lemma 2.4 and the proof of Lemma 5.1 that
|g21|Hs+1ε ≤εM(σ)
(|∇εσapp(xh, z,Dεh)u|z=−1|Hs+2ε
+ |∇εσapp(xh, z,Dεh)u|z=−1|Ht0+1 |(ζ, b)|Hs+4ε
)
≤εM(σ)(|Pu|Hs+1ε + |Pu|Ht0+1 |(ζ, b)|Hs+4ε ),
and similarly, one has
|g22|Hs+1ε ≤ εM(σ)
(|Pu|Hs+1ε + |Pu|Ht0+1 |(ζ, b)|Hs+4ε ).
This gives
|g2|Hs+1ε ≤ εM(σ)
(|Pu|Hs+1ε + |Pu|Ht0+1 |(ζ, b)|Hs+4ε ).(5.33)
Plugging (5.28)-(5.32) and (5.33) into (5.27) results in
‖Λs+1ε ∇εwbr‖2 ≤ εM(σ)
(|Pu|Hs+1ε + |Pu|Ht0+1 |(ζ, b)|Hs+5ε ).
On the other hand, it follows from the third inequality of Proposition 3.2 that
‖Λsε∇ε∂zwbr‖2 ≤M(σ)
(
‖Λsε(h1 + · · ·+ h4)‖2 + ε
1
4 |g1|
H
s+12
ε
+
√
ε|g2|Hsε
+
(‖Λt0ε (h1 + · · ·+ h4)‖2 +√ε|g1 + g2|Ht0+1ε )|(ζ, b)|Hs+2ε )
≤ ε 32M(σ)(|Pu|Hs+1ε + |Pu|Ht0+2 |(ζ, b)|Hs+5ε ).
This completes the proof of Lemma 5.4. 
Lemma 5.5. Let s ≥ 0, k ∈ N, and u ∈ H2k+s− 12 ∩Ht0+ 52 (R2). Then there hold
‖Λs+1ε ∇εwbr,k‖2 ≤ εM(σ)
(|Pu|H2k+s−1ε + |Pu|Ht0+2 |(ζ, b)|H2k+s+3ε ),
‖Λsε∇ε∂zwbr,k‖2 ≤ ε
3
2M(σ)
(|Pu|
H2k+s−1ε
+ |Pu|Ht0+2 |(ζ, b)|H2k+s+3ε
)
.
Here wbr,k
def
=(|Dεh|2ku)br − |Dεh|2kubr.
Proof. The proof of this lemma essentially follows from that of Lemma 5.4. Here we need to
use Proposition 4.3 to deal with some commutator estimates. We omit the details here. 
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Proposition 5.8. Let s ≥ 0 and u ∈ Hs+ 32 ∩ Ht0+ 52 (R2). Then under the assumptions of
theorem 5.1, we have∣∣[1
ε
R[εζ], ε(ζ)
]
u
∣∣
Hsε
≤ √εM(σ)
(
|Pu|Hs+1ε + |Pu|Ht0 |(ζ, b)|Hs+5ε
+ 〈|Pu|Ht0+1 |(ζ, b)|Hs+5ε 〉s>t0 + 〈|Pu|Ht0+2 |(ζ, b)|Hs+5ε 〉s>t0+1
)
.
Proof. Thanks to (5.9), for any v ∈ S(R2), we get by applying Green’s identity that(
Λsε[R[εζ],ε(ζ)]u, v
)
=
(
R[εζ]ε(ζ)u,Λ
s
εv
)− (ε(ζ)R[εζ]u,Λsεv)
=
∫
S
{
∇ε · (1 +Q[σ])∇ε(ε(ζ)u)brΛsεv† + (1 +Q[σ])∇ε(ε(ζ)u)br · ∇εΛsεv†
−∇ε · (ε(ζ)(1 +Q[σ])∇εubr)Λsεv† − ε(ζ)(1 +Q[σ])∇εubr · ∇εΛsεv†} dxh dz,
which ensures(
Λsε[R[εζ], ε(ζ)]u, v
)
=
∫
S
{
∇ε · (1 +Q[σ])∇ε((ε(ζ)u)br
− ε(ζ)ubr
)
Λsεv
† −∇ε · [ε(ζ), (1 +Q[σ])∇ε]ubrΛsεv†
+
[
(1 +Q[σ])∇ε, ε(ζ)
]
ubr · ∇εΛsεv†
+ (1 +Q[σ])∇ε((ε(ζ)u)br − ε(ζ)ubr) · ∇εΛsεv†} dxh dz
def
=B1 +B2 +B3 +B4.
Here v†def=(1 + z)χ(z
√
ε|Dεh|)v with χ being given by Lemma 2.5.
Again we only consider the case of s > t0 + 1, the other cases can be handled in a similar
way. First of all, we get by applying Lemma 5.3 that
|B3| ≤C
√
ε|v|2‖Λs+1ε
[
(1 +Q[σ])∇ε, ε(ζ)
]
ubr‖2 + C|v|2‖Λsε
[
(1 +Q[σ])∇ε, ε(ζ)
]
ubr‖2.
Besides, Lemma 2.4 and the first inequality of Lemma 5.2 ensures that
‖Λs+1ε
[
(1 +Q[σ])∇ε, ε(ζ)
]
ubr‖2 ≤ εM(σ)
(‖Λs+2ε ∇εubr‖2 + |(ζ, b)|Hs+4ε ‖Λt0+1∇εubr‖2)
≤ εM(σ)(|Pu|Hs+1ε + |Pu|Ht0 |(ζ, b)|Hs+4ε ),
and Lemma 2.4 and the second inequality of Lemma 5.2 implies that
‖Λsε
[
(1 +Q[σ])∇ε, ε(ζ)
]
ubr‖2 ≤ εM(σ)
(‖Λs+1ε ∇εubr‖2 + |(ζ, b)|Hs+3ε ‖Λt0+1∇εubr‖2)
≤ ε 32M(σ)(|Pu|Hs+1ε + |Pu|Ht0+1 |(ζ, b)|Hs+3ε ).
Here we used the fact that ‖Λs+1ε ∇εubr‖2 ≤ ‖Λs+1ε ∇ε∂zubr‖2 due to ubr|z=0 = 0. So we arrive
at
(5.34) |B3| ≤ ε
3
2M(σ)|v|2
(|Pu|Hs+1ε + |Pu|Ht0+1 |(ζ, b)|Hs+4ε ).
Notice that B2 can be rewritten as
B2 =−
∫
S
{√
ε(∇εh, 0) ·
[
ε(ζ), (1 +Q[σ])∇ε
]
ubrΛ
s
εv
† + e3 ·
[
ε(ζ), ∂zQ[σ]∇ε
]
ubrΛ
s
εv
†
+ e3 ·
[
ε(ζ), (1 +Q[σ])∇ε
]
∂zu
b
rΛ
s
εv
†
}
dxh dz,
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which together with Lemma 2.4 and Lemma 5.2 yields that
(5.35) |B2| ≤ ε
3
2M(σ)|v|2
(|Pu|Hs+1ε + |Pu|Ht0+1 |ζ|Hs+4ε ).
Finally we have by Lemma 5.3 and Lemma 5.4 that
|B1|+ |B4| ≤M(σ)|v|2
(√
ε‖Λs+1ε ∇εwbr‖2 + ‖Λsε∇ε∂zwbr‖2
+ ‖Λt0∇ε(wbr + ∂zwbr)‖2|(ζ, b)|Hs+2ε
)
≤ε 32M(σ)|v|2
(|Pu|Hs+1ε + |Pu|Ht0+2 |(ζ, b)|Hs+5ε ).
(5.36)
Summing up (5.34)-(5.36), we conclude Proposition 5.8 by the duality. 
Remark 5.5. It follows from the proof of Proposition 5.8 that∣∣[1
ε
R[εζ], ε(ζ)− |Dεh|2
]
u
∣∣
Hsε
≤ √εM(σ)
(
|Pu|Hs+1ε + |Pu|Ht0ε |(ζ, b)|Hs+5ε
+ 〈|Pu|
H
t0+1
ε
|(ζ, b)|Hs+5ε 〉s>t0 + 〈|Pu|Ht0+2ε |(ζ, b)|Hs+5ε 〉s>t0+1
)
.
Thanks to Lemma 5.5 and the proof of Proposition 5.8, we also obtain that
Proposition 5.9. Let s ≥ 0, k ∈ N, and u ∈ H2k+s− 12 ∩ Ht0+ 52 (R2). Then under the
assumptions of theorem 5.1, one has∣∣[1
ε
R[εζ], |Dεh|2k
]
u
∣∣
Hsε
≤ √εM(σ)
(
|Pu|H2k+s−1ε + |Pu|Ht0+2 |ζ|H2k+s+3ε
)
.
Now we are in a position to prove Theorem 5.1.
Proof of Theorem 5.1. Thanks to (5.9), we write[
ε(ζ)
k,
1
ε
ρ(ζ)−1G[εζ]
]
u =
[
ε(ζ)
k,
1
ε
ρ(ζ)−1g(xh,Dεh)
]
u
+
[
ε(ζ)
k,
1
ε
ρ(ζ)−1R[εζ]
]
u
def
= Ik + IIk.
(5.37)
We shall prove by an induction argument on k that
(5.38) |Ik|Hsε ≤
√
εM(σ)
(
|Pu|H2k+s−1ε + |Pu|Ht0+2ε |ζ|H2k+s+3ε
)
.
The case of k = 1 is a direct consequence of Proposition 5.7. We assume that (5.38) holds
for k ≤ ℓ− 1. We now turn to prove the case of k = ℓ. We write
Ik =ε(ζ)
[
ε(ζ)
ℓ−1,
1
ε
ρ(ζ)−1g(xh,Dεh)
]
u+
[
ε(ζ),
1
ε
ρ(ζ)−1g(xh,Dεh)
]
ε(ζ)
ℓ−1u.
Using Lemma 2.3 and the induction assumption, we have by an interpolation argument that∣∣ε(ζ)[ε(ζ)ℓ−1, 1
ε
ρ(ζ)−1g(xh,Dεh)
]
u
∣∣
Hsε
≤M(σ)
(∣∣[ε(ζ)ℓ−1, 1
ε
ρ(ζ)−1g(X,Dεh)
]
u
∣∣
Hs+2ε
+
∣∣[ε(ζ)ℓ−1, 1
ε
ρ(ζ)−1g(xh,Dεh)
]
u
∣∣
H
t0
ε
|ζ|Hs+3ε
)
≤ √εM(σ)
(
|Pu|H2ℓ+s−1ε + |Pu|Ht0+2ε |ζ|H2ℓ+s+3ε
)
,
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and applying Proposition 5.7 and Lemma 2.3 gives∣∣[ε(ζ),1
ε
ρ(ζ)−1g(xh,Dεh)
]
ε(ζ)
ℓ−1u
∣∣
Hsε
≤ ε 94M(σ)
(∣∣Pε(ζ)ℓ−1u∣∣
H
s+12
ε
+ 〈∣∣Pε(ζ)ℓ−1u∣∣
H
t0+
3
2
ε
|ζ|Hs+5ε 〉s>t0+1
)
≤ √εM(σ)
(
|Pu|H2ℓ+s−1ε + |Pu|Ht0+2ε |(ζ, b)|H2ℓ+s+3ε
)
.
This proves (5.38) for k = ℓ.
Noticing that IIk can be rewritten as
IIk =
[
ε(ζ)
k,
1
ε
ρ(ζ)−1
]
R[εζ]u+ ρ(ζ)−1
[
ε(ζ)
k,
1
ε
R[εζ]
]
u,
applying Lemma 2.4 and Proposition 5.5 gives∣∣[ε(ζ)k, 1
ε
ρ(ζ)−1
]
R[εζ]u
∣∣
Hsε
≤ ε 32M(σ)
(
|Pu|H2k+s−1ε + |Pu|Ht0+2ε |(ζ, b)|H2k+s+3ε
)
.
Similarly, we can prove by an induction argument that∣∣1
ε
ρ(ζ)−1
[
ε(ζ)
k − |Dεh|2k, R[εζ]
]
u
∣∣
Hsε
≤ √εM(σ)
(
|Pu|H2ℓ+s−1ε + |Pu|Ht0+2ε |(ζ, b)|H2ℓ+s+3ε
)
,
which together with Proposition 5.9 implies that IIk also satisfies (5.38). In fact, the case of
k = 1 comes from Remark 5.5. 
6. Large time existence for the linearized system
6.1. The linearized system. We first reformulate the original system (1.8) as
(6.1) ∂tU + LU + εA[U ] = 0
where
U = (ζ, ψ)T , A[U ] = (A1[U ], A2[U ])T , L =
(
0 −1εG[0]
1 0
)
,
and
A1[U ]
def
= − 1
ε2
(G[εζ]ψ −G[0]ψ),
A2[U ]
def
=
1
2
|∇εhψ|2 −
(
ε−
1
2G[εζ]ψ + ε
3
2∇εhζ · ∇εhψ
)2
2(1 + ε3|∇εhζ|2)
− α∇εh ·
( ∇εhζ√
1 + ε3|∇εhζ|2
)
.
Motivated by [17], we shall use Nash-Moser iteration Theorem to prove the large time
existence of solutions to (6.1). Toward this, a key step will be to study the linearized system
of (6.1). Indeed, we shall linearize the system (6.1) around an admissible reference state in
the following sense:
Definition 6.1. Let T > 0. We say that U = (ζ, ψ)T is an admissible reference state to
(6.1) on [0, Tε ] if there exists h0 > 0 such that
1 + εζ − εb ≥ h0 uniformly on [0, T
ε
]× R2.
LARGE TIME WELLPOSEDNESS OF CAPILLARY-GRAVITY WAVES 35
Given an admissible reference state U = (ζ, ψ)T , one can calculate by Proposition 5.2 (see
also [2], [21]) that the linearized operator of the system (6.1) equals
L = ∂t + L+ εdUA
= ∂t +
(
G[εζ ](·Z) + ε∇εh · (·v) −1εG[εζ ]·
εZG[εζ ](·Z) + (1 + ε2Z∇εh · v) · −αεA εv · ∇εh − ZG[εζ]
)
,
where
A
def
= ∇εh ·
[
∇εh
(1 + ε3|∇εhζ|2)
1
2
− ε
3∇εhζ(∇εhζ · ∇εh)
(1 + ε3|∇εhζ|2)
3
2
]
,
v
def
= ∇εhψ − εZ∇εhζ, Z def=
1
1 + ε3|∇εhζ|2
(
G[εζ]ψ + ε2∇εhζ · ∇εhψ
)
.
This gives the linearized system of (6.1) as follows
(6.2) LU = εG, U |t=0 = U0.
To solve (6.2), as in [17, 21] we introduce a new variable V
def
=(ζ, ψ − εZζ)T such that the
principal symbol of the transformed linearized operator is trigonalized. Indeed the system
(6.2) can be equivalently written as
(6.3) MV = εH, V |t=0 = V 0,
where
Mdef=∂t +
(
ε∇εh · (·v) −1εG[εζ ]
a− αεA εv · ∇εh
)
,
and
a = 1 + ε(εv · ∇εhZ + ∂tZ), H = (G1, G2 − εZG1).
6.2. Large time existence. In this subsection, we shall prove the large time existence of
smooth enough solution for the linearized system (6.2) and establish the uniform estimates
for thus obtained solutions on [0, Tε ]. Toward this, we first introduce the following definition.
Definition 6.2. Let s ∈ R and T > 0.
(1) We define the space Xs as
Xs
def
=
{
U = (ζ, ψ)T : ζ ∈ H2s+1(R2), ψ ∈ H2s+ 12 (R2)
}
endowed with the norm
|U |Xsdef=
√
ε|ζ|H2s+1ε + |ζ|H2sε +
√
ε|∇εhζ|Hs + |ζ|Hs + |Pψ|H2sε + |Pψ|Hs + ε|ψ|Hs−1 .
And XsT
def
=C([0, Tε ];X
s) endowed with its canonical norm.
(2) Let Xs be determined by Definition 1.1. The semi-normed space (Y sT , | · |Y sT ) is defined
as
Y sT
def
=
1⋂
j=0
Cj([0,
T
ε
]; Λ2jε X
s), |U |Y s
T
def
=
1∑
j=0
sup
[0,T
ε
]
|∂jtΛ−2jε U |Xs .
(3) For any (G,U0) ∈ XsT ×Xs, we denote
Is(t, U0, G)def= |U0|2Xs + ε
∫ t
0
sup
[0,t′]
|G(t′′)|2Xsdt′.
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Proposition 6.1. Let k ∈ N, 2k ≥ m0, T > 0 and b ∈ H2k+5(R2). Assume that U =
(ζ, ψ)T ∈ Y kT is an admissible reference state on [0, Tε ] for some h0 > 0. Then for any
(G,U0) ∈ XkT ×Xk, (6.2) has a unique solution U ∈ XkT such that for all t ∈ [0, Tε ],
|U(t)|2Xk ≤ C
(
Ik(t, U0, G) + |Λ5εU |2Y k
T
I5(t, U0, G)
)
,
where C = C(T, 1h0 , α, α
−1, ε, |b|H2k+5 , |U |Ym0
T
).
The proof of this proposition relies on the study of the trigonalized linearized system (6.3),
which we admit for the time being.
Proposition 6.2. Under the assumptions in Proposition 6.1, for any given (H,V 0) ∈ XkT ×
Xk, (6.3) has a unique solution V ∈ XkT such that for all t ∈ [0, Tε ],
(6.4) |V (t)|2Xk ≤ C
(
Ik(t, V 0,H) + |Λ5εU |2Y k
T
I5(t, V 0,H)
)
,
with C being the same as in Proposition 6.1.
Proof of Proposition 6.1. Recalling that U = (V1, V2 + εZV1) and H = (G1, G2 − εZG1),
it follows from Proposition 5.3 that
|U(t)|2Xk ≤C
(
|V (t)|2Xk + |Λ5εU |2Y k
T
|V (t)|2Xt0+1
)
≤C
(
Ik(t, V 0,H) + |Λ5εU |2Y k
T
I5(t, V 0,H)
)
≤C
(
Ik(t, U0, G) + |Λ5εU |2Y k
T
I5(t, U0, G)
)
.

In what follows, we shall use the energy method to prove Proposition 6.2. Notice that
S =
( −αεA 0
0 1εG[εζ ]
)
is a symmetrizer of M, so that a natural energy functional for the
system (6.3) is given by
Es(V )2
def
=(ΛsV, SΛsV ) = (ΛsV1,−αεAΛsV1) + (ΛsV2, 1
ε
G[εζ ]V2).
We shall see below that the estimate of Es(V )2 will lead to deal with the following commu-
tators ([
Λs, A
]
V1, G[εζ ]Λ
sV2
)
and
([
Λs, G[εζ
]
V2, AΛ
sV1
)
.
Since
[
Λs, A] is a pseudo-differential operator of order s + 1 and
[
Λs, G[εζ]
]
is a pseudo-
differential operator of order s, the above two commutators are dominated by (for example)
|V1|
Hs+
3
2
|V2|
Hs+
1
2
, which can not dominated by the energy Es(V ) due to
Es(V ) ∼ |V1|Hs+1 + |V2|Hs+12 (essentially).
That is, we’ll lose one half derivative in the process of energy estimate if we choose to use
this kind of symmetrizer. To overcome this difficulty, motivated by [21] we introduce a new
energy functional Ek(V ) defined by
(6.5) Ek(V )2def=Ekl (V )2 + Ekh(V )2
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with Ekl (V ) and Ekh(V ) given by
Ekl (V )2 def=
(
ΛkV1, (1 − αεA)ΛkV1
)
+
(
ΛkV2,
1
ε
G[εζ ]ΛkV2
)
+ ε2(Λk−1V2,Λk−1V2),
Ekh(V )2 def=
(
ε(ζ)
kρ−1V1, ρ(1− αεA)ρε(ζ)kρ−1V1
)
+
(
ε(ζ)
kV2,
1
ε
G[εζ]ε(ζ)
kV2
)
for ε(ζ) given by (2.7) and ρ = ρ(ζ) =
(
1 + ε3|∇εhζ|2
) 1
2 . Let us also introduce
(6.6) Ek(V )2
def
=Ekl (V )
2 + Ekh(V )
2
for
Ekl (V )
2def= ε|∇εhV1|2Hk + |V1|2Hk + |PV2|2Hk + ε2|V2|2Hk−1 ,
Ekh(V )
2def= ε|V1|2H2k+1ε + |V1|
2
H2kε
+ |PV2|2H2kε .
We have the following relation between Ek(V ) and Ek(V ):
Lemma 6.1. Let Ek(V ) and Ek(V ) be given by (6.5) and (6.6) respectively. We have
M(σ)−1Ekh(V )
2 ≤ Ekh(V )2 + εM(σ)
(|V1|2Ht0 + |PV2|2Ht0 )|ζ|2H2k+1ε ,
Ekh(V )2 ≤M(σ)Ekh(V )2 + εM(σ)
(|V1|2Ht0 + |PV2|2Ht0 )|ζ|2H2k+1ε ,
M(σ)−1Ekl (V )
2 ≤ Ekl (V )2 ≤M(σ)Ekl (V )2.
Proof. The first inequality can be deduced from Proposition 5.1, Lemma 2.3 and Lemma 2.4,
while the remaining ones are obvious. 
Now let us turn to the proof of Proposition 6.2.
Proof of Proposition 6.2. With the a priori estimate (6.4), it is classical to prove the
existence part of the proposition. So we only present the detailed proof of (6.4) for smooth
enough solutions of (6.3).
Step 1. High order energy estimate.
Recall that ε(ζ) is given by (2.7) and ρ = ρ(ζ) =
(
1 + ε3|∇εhζ|2
) 1
2 . Let λ > 0 to be
determined later, and we denote G
def
=G[εζ]. Then applying a standard energy estimate to
(6.3) yields
eελt
d
dt
(
e−ελtEkh(V (t))2
)
=− ελEkh(V (t))2 + 2
(
ε(ζ)
k∂t(ρ
−1V1
)
, ρ
(
1
− αεA)ρε(ζ)kρ−1V1
)
+ 2
(
ε(ζ)
k∂tV2,
1
ε
Gε(ζ)
kV2
)
+
[(
ε(ζ)
kρ−1V1,
[
∂t, ρ(1 − αεA)ρ
]
ε(ζ)
kρ−1V1
)
+
(
ε(ζ)
kV2,
[
∂t,
1
ε
G
]
ε(ζ)
kV2
)
+ 2
([
∂t, ε(ζ)
k
]
ρ−1V1, ρ(1− αεA)ρε(ζ)kρ−1V1
)
+ 2
([
∂t, ε(ζ)
k
]
V2,
1
ε
Gε(ζ)
kV2
)]
def
= − ελEkh(V )2 + 2D1 + 2D2 +D3.
(6.7)
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• The estimate of D1
D1 =
(
ε(ζ)
kρ−1∂tV1, ρ(1 − αεA)ρε(ζ)kρ−1V1
)
+
(
ε(ζ)
k(∂tρ
−1)V1, ρ(1− αεA)ρε(ζ)kρ−1V1
)def
=D11 +D
2
1.
Applying Lemma 2.3 gives
|D21| ≤C
(
|ε(ζ)k(∂tρ−1)V1|2|ε(ζ)kρ−1V1|2 + ε|ε(ζ)k(∂tρ−1)V1|H1ε |ε(ζ)kρ−1V1|H1ε
)
≤ε3C
(
|V1|2H2kε + ε|V1|
2
H2k+1ε
+ |V1|2Ht0 |(ζ, ∂tζ)|2H2k+2ε
)
.
While thanks to (6.3), we write
D11 =
(
ε(ζ)
kρ−1
1
ε
GV2, ρ(1− αεA)ρε(ζ)kρ−1V1
)
− (ε(ζ)kρ−1ε∇εh · (vV1), ρ(1− αεA)ρε(ζ)kρ−1V1)
+
(
ε(ζ)
kρ−1εH1, ρ(1 − αεA)ρε(ζ)kρ−1V1
)
def
=D111 +D
12
1 +D
13
1 .
(6.8)
Let
(6.9) ∇εh,vfdef=
1
2
(∇εh · (vf) + v · ∇εhf),
we write
D121 =−
(
ε(ζ)
kρ−1ε∇εh,vV1, ρ(1 − αεA)ρε(ζ)kρ−1V1
)
− 1
2
(
ε(ζ)
kρ−1ε(∇εh · v)V1, ρ(1− αεA)ρε(ζ)kρ−1V1
)
=− ε([ε(ζ)kρ−1,∇εh,v]V1, ρ(1 − αεA)ρε(ζ)kρ−1V1)
− 1
2
ε
(
ε(ζ)
kρ−1V1,
[
ρ(1− αεA)ρ,∇εh,v
]
ε(ζ)
kρ−1V1
)
− 1
2
ε
(
ε(ζ)
kρ−1(∇εh · v)V1, ρ(1− αA)ρε(ζ)kρ−1V1
)
,
which together with Lemma 2.3, Lemma 2.4 and Proposition 5.3 implies that
|D121 | ≤ εC
(
|V1|2H2kε + ε|V1|
2
H2k+1ε
+ |V1|2Ht0+1 |(ζ,Pψ)|2H2k+3ε
)
.
And similarly, one has
|D131 | ≤εC
(
|H1|2H2kε + ε|H1|
2
H2k+1ε
+ |V1|2H2kε + ε|V1|
2
H2k+1ε
+ (|H1|2Ht0 + |V1|2Ht0+1)|ζ|2H2k+2ε
)
.
Here we used the fact that |v|Hsε ≤ C|(ζ,Pψ)|2Hs+1ε . Consequently, we obatin
(6.10) D1 = D
11
1 +R1
with D111 given by (6.8) and R1 satisfying
|R1| ≤εC
(
|H1|2H2kε + ε|H1|
2
H2k+1ε
+ |V1|2H2kε + ε|V1|
2
H2k+1ε
+ (|H1|2Ht0 + |V1|2Ht0+1)|(ζ,Pψ, ∂tζ)|2H2k+3ε
)
.
• The estimate of D2
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Again thanks to (6.3), we write
D2 =−
(
ε(ζ)
k(a− αεA)V1, 1
ε
Gε(ζ)
kV2
)− (ε(ζ)kεv · ∇εhV2, 1εGε(ζ)kV2)
+ (ε(ζ)
kεH2,
1
ε
Gε(ζ)
kV2
)def
=D12 +D
2
2 +D
3
2.
(6.11)
Applying Lemma 2.3, Lemma 2.4, Proposition 5.1 and Proposition 5.3 yields
D22 =− ε
([
ε(ζ)
k,v · ∇εh
]
V2,
1
ε
Gε(ζ)
kV2
)− ε(v · ∇εh(ε(ζ)kV2), 1εGε(ζ)kV2)
≤εC
(
|PV2|2H2kε + |PV2|
2
Ht0+1 |(ζ,Pψ)|2H2k+3ε
)
.
And similarly one has
|D32| ≤ εC
(
|PH2|2H2kε + |PV2|
2
H2kε
+ (|PH2|2Ht0 + |PV2|2Ht0 )|ζ|2H2k+2ε
)
,
which leads to
(6.12) D2 = D
1
2 +R2,
with D12 given by (6.11) and R2 satisfying
|R2| ≤εC
(
|PH2|2H2kε + |PV2|
2
H2kε
+ (|PH2|2Ht0 + |PV2|2Ht0+1)|(ζ,Pψ)|2H2k+3ε
)
.
• The estimate of D1 +D2
Thanks to (6.8), we rewrite D111 as
D111 =
(
ε(ζ)
kρ−1
1
ε
GV2, ρ
2ε(ζ)
kρ−1V1
)− (ε(ζ)kρ−1 1
ε
GV2, αερAρε(ζ)
kρ−1V1
)
=
(
ε(ζ)
k 1
ε
GV2, ε(ζ)
kV1
)
+
(
ε(ζ)
kρ−1
1
ε
GV2, ρ
[
ρ, ε(ζ)
k
]
ρ−1V1
)
+
([
ρ, ε(ζ)
k
]
ρ−1
1
ε
GV2, ε(ζ)
kV1
)− αε(ε(ζ)kρ−1 1
ε
GV2, ρε(ζ)
kAV1
)
− αε(ε(ζ)kρ−1 1
ε
GV2, ρ
[
Aρ, ε(ζ)
k
]
ρ−1V1
)
def
=G1 +G2 +G3 +G4 +G5.
(6.13)
It follows from Lemma 2.3-2.4, Proposition 5.1 and Proposition 5.3 that∣∣G2∣∣+ ∣∣G3∣∣ ≤εC(|V1|2H2kε + |PV2|2H2kε + (|V1|2Ht0+1 + |PV2|2Ht0+1)|ζ|2H2k+2ε ).
Since A(ρ·) can be written as
A(ρf) = −ε(ζ)f + hA · ∇εhf + h′Af
for some smooth function hA, h
′
A depending on ε
3
2 ζ, ε
3
2∇εhζ, ε
3
2 (∇εh)2ζ, this implies that[
Aρ, ε(ζ)
k
]
=
[
hA · ∇εh, ε(ζ)k
]
+
[
h′A, ε(ζ)
k
]
.
Therefore, one has∣∣G5∣∣ ≤ εC(ε|V1|2H2k+1ε + |PV2|2H2kε + (|V1|2Ht0+1 + |PV2|2Ht0+1)|ζ|2H2k+2ε ).
As a consequence, we obtain
(6.14) D111 = G1 +G4 +R3
40 M. MING, P. ZHANG, AND Z. ZHANG
with G1, G4 given by (6.13) and R3 satisfying
|R3| ≤εC
(
|V1|2H2kε + ε|V1|
2
H2k+1ε
+ |PV2|2H2kε + (|V1|
2
Ht0+1 + |PV2|2Ht0+1)|ζ|2H2k+2ε
)
.
On the other hand, let a = 1 + εb with b
def
= εv · ∇εhZ + ∂tZ. Thanks to (6.11), we have
D12 =−
(
ε(ζ)
kV1, ε(ζ)
k 1
ε
GV2
)
+
(
ε(ζ)
kαεAV1, ρε(ζ)
kρ−1
1
ε
GV2
)
− (ε(ζ)kV1, [1
ε
G, ε(ζ)
k
]
V2
) − (ε(ζ)kεbV1, 1
ε
Gε(ζ)
kV2
)
+
(
ε(ζ)
kαεAV1, ρ
[
ρ−1
1
ε
G, ε(ζ)
k
]
V2
)def
=H1 +H2 + H3 + H4 + H5.
(6.15)
Applying Lemma 2.3 and Proposition 5.6 gives∣∣H3∣∣ ≤|ε(ζ)kV1|2∣∣[1
ε
G, ε(ζ)
k
]
V2
∣∣
2
≤εC
(
|V1|2H2kε + |PV2|
2
H2kε
+ (|V1|2Ht0 + |PV2|2Ht0+1)|ζ|2H2k+2ε
)
,
and Theorem 5.1 ensures that∣∣H5∣∣ ≤εC|ε(ζ)k−1AV1|H1ε ∣∣[ρ−1 1εG, ε(ζ)k]V2∣∣H1ε
≤εC
(
ε|V1|2H2k+1ε + |PV2|
2
H2kε
+ (|V1|2Ht0+2ε + |PV2|
2
Ht0+2)|ζ|2H2k+4ε
)
.
While it follows from Proposition 5.2 and Proposition 5.3 that
|b|Hsε ≤
√
εC
(
|(ζ,Pψ)|Hs+2ε + |(∂tζ, ∂tPψ)|Hs+1ε
)
,
from which and Proposition 5.1, Lemma 2.3 and Lemma 2.4, we infer that∣∣H4∣∣ ≤ εC|ε(ζ)k(bV1)|H1ε |Pε(ζ)kV2|2
≤ εC
(
ε|V1|2H2k+1ε + |PV2|
2
H2kε
+ (|V1|2Ht0 + |PV2|2Ht0 )
× (|(ζ,Pψ)|2
H2k+3ε
+ |(∂tζ, ∂tPψ)|2H2k+3ε )
)
.
Consequently, we obtain
(6.16) D12 = H1 + H2 +R4
with H1, H2 given by (6.15) and R4 satisfying
|R4| ≤εC
(
|V |H2kε + ε|V1|2H2k+1ε + |PV2|
2
H2kε
+ (|V1|2Ht0 + |PV2|2Ht0+1)
× (|(ζ,Pψ)|2
H2k+3ε
+ |(∂tζ, ∂tPψ)|2H2k+3ε )
)
.
Summing up (6.10), (6.12), (6.14) and (6.16) yields that
|D1 +D2| = |R1 +R2 +R3 +R4|
≤ εC
(
|V1|H2kε + ε|V1|2H2k+1ε + |PV2|
2
H2kε
+ |H1|2H2kε + ε|H1|
2
H2k+1ε
+ |PH2|2H2kε + (|V1|
2
Ht0 + |PV2|2Ht0+1 + |(H1,PH2)|Ht0 )
× (|(ζ,Pψ)|2
H2k+3ε
+ |(∂tζ, ∂tPψ)|2H2k+3ε )
)
.
(6.17)
• The estimate of D3
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The estimate of D3 is much easier. For example, we get by applying Proposition 5.4 to
the second term in D3 that∣∣(ε(ζ)kV2, [∂t, 1
ε
G
]
ε(ζ)
kV2)
∣∣ ≤εC|Pε(ζ)kV2|22
≤εC
(
|PV2|2H2kε + |PV2|
2
Ht0 |ζ|2H2k+2ε
)
.
Following exactly the same line, we can obtain similar estimates for the other terms in D3.
This gives
|D3| ≤εC
(
|V1|H2kε + ε|V1|2H2k+1ε + |PV2|
2
H2kε
+ (|V1|2Ht0 + |PV2|2Ht0+1)|(ζ, ∂tζ)|2H2k+3ε
)
.(6.18)
Plugging (6.17) and (6.18) into (6.7) results in
eελt
d
dt
(
e−ελtEkh(V )2
)
≤ −ελEkh(V )2 + εC
(
|V1|2H2kε + ε|V1|
2
H2k+1ε
+ |PV2|2H2kε
+ |H1|2H2kε + ε|H1|
2
H2k+1ε
+ |PH2|2H2kε + (|V1|
2
Ht0 + |PV2|2Ht0+1
+ |(H1,PH2)|2Ht0 )(|(ζ,Pψ)|2H2k+3ε + |(∂tζ, ∂tPψ)|
2
H2k+3ε
)
)
.
(6.19)
Step 2. Lower order energy estimate.
Similar to (6.7), we have
eελt
d
dt
(
e−ελtEkl (V (t))2
)
= −ελEkl (V )2 + 2(Λk∂tV1, (1 − αεA)ΛkV1)
+ 2(Λk∂tV2,
1
ε
GΛkV2) +
[
(ΛkV1, [∂t, 1− αεA]ΛkV1)
+ (ΛkV2, [∂t,
1
ε
G]ΛkV2)
]
+ 2ε2
(
Λk−1∂tV2,Λk−1V2
)
def
= − ελEkl (V )2 + 2E1 + 2E2 + E3 + 2E4.
(6.20)
First of all, it is easy to show that
|E3| ≤ εC
(
ε|∇εhV1|2Hk + |PV2|2Hk
)
.(6.21)
• The estimate of E1
Thanks to (6.3), we write
E1 =−
(
Λkε∇εh · (vV1), (1 − αεA)ΛkV1
)
+
(
Λk
1
ε
GV2, (1 − αεA)ΛkV1
)
+
(
ΛkεH1, (1− αεA)ΛkV1
)def
=E11 + E
2
1 + E
3
1 .
It is easy to observe that
|E31 | ≤ εC
(
|H1|2Hk + ε|∇εhH1|2Hk + |V1|2Hk + ε|∇εhV1|2Hk
)
.
Whereas similar to (6.9), we split E11 further as
E11 =− ε
([
Λk,∇εh,v
]
V1, (1− αεA)ΛkV1
)− 1
2
ε
(
ΛkV1,
[
1− αεA,∇εh,v
]
ΛkV1
)
− 1
2
ε
(
Λk(∇εh · v)V1, (1 − αεA)ΛkV1
)def
=E111 + E
12
1 + E
13
1 .
Note from Remark 5.1 that
|Λ2εv|Hs ≤ C
(|Λ3εPψ|2Hs + |Λ4εζ|2Hs),
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and
[Λk,∇εh,v] = [Λk,v] · ∇εh +
1
2
[Λk,∇εh · v],
so it follows from Lemma2.4 that
|E111 | ≤ εC
(|[Λk,∇εhv]V1|2 + ε 12 |∇εh[Λk,∇εhv]V1|2)(|V1|Hk + ε 12 |∇εhV1|Hk)
≤ εC(|V1|Hk + ε 12 |∇εhV1|Hk + |V1|Ht0+1 |Λ2εv|Hk)(|V1|Hk + ε 12 |∇εhV1|Hk)
≤ εC
(
|V1|2Hk + ε|∇εhV1|2Hk + |V1|2Ht0+1
(|Λ3εPψ|2Hk + |Λ3εζ|2Hk)).
Similarly, we have
|E121 + E131 | ≤εC
(
|V1|2Hk + ε|∇εhV1|2Hk + |V1|2Ht0+1
(|Λ3εPψ|2Hk + |Λ3εζ|2Hk)).
To handle E21 , we write
E21 =
(1
ε
GΛkV2, (1− αεA)ΛkV1
)
+
([
Λk,
1
ε
G
]
V2, (1− αεA)ΛkV1
)def
=E211 + E
22
1 .
As
|Λ2εPu|Hk−1 = |(Λ2kε )
1
k (Λk)
k−1
k Pu|2 ≤ C
(|Λ2kε Pu|2 + |ΛkPu|2),
which along with Remark 5.3 ensures that
|E221 | ≤C
(|[Λk, 1
ε
G
]
V2|2 + ε
1
2 |Dεh
[
Λk,
1
ε
G
]
V2|2)
(|V1|Hk + ε 12 |∇εhV1|Hk)
≤εC
(
|V1|2Hk + ε|∇εhV1|2Hk + |PV2|2H2kε + |PV2|
2
Hk + |PV2|2Ht0+2 |Λ3εζ|2Hk
)
.
As a consequence, we obtain
(6.22) E1 =
(1
ε
GΛkV2, (1− αεA)ΛkV1
)
+R1
with R1 satisfying
|R1| ≤εC
(
|V1|2Hk + ε|∇εhV1|2Hk + |PV2|2H2kε + |PV2|
2
Hk + |H1|2Hk
+ ε|∇εhH1|2Hk +
(|PV2|2Ht0+2 + |V1|2Ht0+1)|Λ4ε(ζ,Pψ)|2Hk).
• The estimate of E2
Thanks to (6.3), we write
E2 =−
(
Λk(a− αεA)V1, 1
ε
GΛkV2
)− (Λkεv · ∇εhV2, 1εGΛkV2)
+
(
ΛkεH2,
1
ε
GΛkV2
)def
=E12 + E
2
2 + E
3
2 .
Applying Proposition 5.1 gives
|E32 | ≤ εC|PH2|Hk |PV2|Hk .
While notice that
E12 =−
(
(1− αεA)ΛkV1, 1
ε
GΛkV2
)− ([Λk, 1− αεA]V1, 1
ε
GΛkV2
)
− (ΛkεbV1, 1
ε
GΛkV2
)def
=E112 + E
12
2 + E
13
2 .
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It follows from Lemma 2.4, Proposition 5.1, and an interpolation argument that
|E122 | ≤C||Dεh|
[
Λk, αεA
]
V1|2|PV2|Hk
≤εC
(
|PV2|2Hk + ε|V1|2H2k+1ε + ε|∇
ε
hV1|2Hk + |V1|2Hk + |V1|2Ht0+3 |Λ3εζ|2Hk
)
.
Similarly, one has
|E132 | ≤εC
(
|PV2|2Hk + ε|∇εhV1|2Hk + |V1|2Hk
+ |V1|2Ht0+1(|Λ2ε(ζ,Pψ)|2Hk + |Λ2ε(∂tζ, ∂tPψ)|2Hk)
)
.
Noting that
E22 = −ε
([
Λk,v
] · ∇εhV2, 1εGΛkV2)− ε(v · ∇εhΛkV2, 1εGΛkV2),
from which, Proposition 5.1 and Lemma 2.4, we infer that
|E22 | ≤ εC
(
|PV2|2Hk + |PV2|2H2k + |PV2|2Ht0+1 |Λ3ε(ζ,Pψ)|2Hk
)
.
Therefore, we obtain
(6.23) E2 = −
(1
ε
GΛkV2, (1− αεA)ΛkV1
)
+R2
with R2 satisfying
|R2| ≤εC
(
|V1|2Hk + ε|∇εhV1|2Hk + ε|V1|2H2k+1ε + |PV2|
2
H2kε
+ |PV2|2Hk + |PH2|2Hk
+
(|PV2|2Ht0+2 + |V1|2Ht0+3)(|Λ3ε(ζ,Pψ)|2Hk + |Λ2ε(∂tζ, ∂tPψ)|2Hk)).
• The estimate of E4
Again thanks to (6.3), we write
E4 =− ε2
(
Λk−1(a− αεA)V1,Λk−1V2
)− ε2(Λk−1εv · ∇εhV2,Λk−1V2)
+ ε3
(
Λk−1H2,Λk−1V2
)def
=E14 + E
2
4 +E
3
4 .
It is easy to observe that
|E14 | ≤ εC
(
|V1|2Hk + |V1|2H2kε + ε
2|V2|2Hk−1 + |V1|2Ht0+1(|Λ2ε(ζ,Pψ)|2Hk−1
+ |Λ2ε(∂tζ, ∂tPψ)|2Hk−1)
)
,
|E34 | ≤ εC
(
ε2|H2|2Hk−1 + ε2|V2|2Hk−1
)
.
And one gets by using integration by parts that
E24 = −ε3
([
Λk−1,v
] · ∇εhV2,Λk−1V2)+ 12ε3((∇εh · v)Λk−1V2,Λk−1V2),
which together with Lemma 2.4 implies that
|E24 | ≤ εC
(
ε2|V2|2Hk−1 + ε2|V2|2Ht0+1 |Λ2ε(ζ,Pψ)|2Hk−1
)
.
Then we arrive at
|E4| ≤εC
(
|V1|2Hk + |V1|2H2kε + ε
2|V2|2Hk−1 +
(|V1|2Ht0+1(6.24)
+ ε2|V2|2Ht0+1
)
(|Λ2ε(ζ,Pψ)|2Hk−1 + |Λ2ε(∂tζ, ∂tPψ)|2Hk−1)
)
.
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Plugging (6.21)-(6.24) into (6.20) results in
eελt
d
dt
(
e−ελtEkl (V (t))2
)
≤ −ελEkl (V )2 + εC
(
|V1|2Hk + ε|V1|2H2k+1ε + ε|∇
ε
hV1|2Hk + |PV2|2H2kε
+ |PV2|2Hk + ε2|V2|2Hk−1 + |H1|2Hk + |PH2|2Hk + ε|∇εhH1|2Hk
+ ε2|H2|2Hk−1 +
(|P(V2,H2)|2Ht0+2 + |(V1,H1)|2Ht0+3)(6.25)
× (|Λ4ε(ζ,Pψ)|2Hk + |Λ3ε(∂tζ, ∂tPψ)|2Hk)).
Step 3. Full energy estimates.
Combining (6.19) with (6.25), we get by applying Lemma 6.1 that
eελt
d
dt
(
e−ελtEk(V (t))2
)
≤ −ελEk(V )2 + εCEk(V )2
+ εCEk(H)2 + εC
(
Et0+3l (V )
2 + Et0+3l (H)
2
)∣∣Λ5ε(ζ, ψ)∣∣2Y k
T
.
Taking λ = C in the above inequality and applying Lemma 6.1 again yields
Ek(V (t))2 ≤ CIk(t, V0,H) + C(It0(t, V0,H) + εEt0l (V (t))2)|Λ3εζ|2Xk
T
+ εC
∫ t
0
(
Et0+3l (V )
2 + Et0+3l (H)
2
)
dτ
∣∣Λ5ε(ζ, ψ)∣∣2Y k
T
.(6.26)
On the other hand, it follows from (6.25) that
Ekl (V (t))
2 ≤CIk(t, V0,H) +Cε
∫ t
0
Ek(V (τ))2dτ
+ Cε
∫ t
0
(
Et0+3l (V )
2 + Et0+3l (H)
2
)
dτ
∣∣Λ5ε(ζ, ψ)∣∣2Y k
T
.
After taking k = t0 + 3 in the above inequality and applying Gronwall’s inequality, we plug
the resulting inequality into (6.26)(where k = 5) to yield that
E5(V (t))2 ≤ CI5(t, V0,H),
which together with (6.26) implies that
Ek(V (t))2 ≤ C
(
Ik(t, V0,H) + I5(t, V0,H)
∣∣Λ5ε(ζ, ψ)∣∣2Y kt ).
This completes the proof of Proposition 6.2. 
7. Large time existence for the nondimensionalized water-wave system
The goal of this section is to use a modified Nash-Moser iteration theorem in the Appendix
and the uniform estimates obtained for the linearized system (6.2) to solve the water-wave
system (1.8) on [0, Tε ]. As noticed in Remark1.3, there is no need to prove Theorem1.2 here.
We start the proof of Theorem 1.1 with the following lemma:
Lemma 7.1. For all U0 ∈ Xs, we denote Sε(t) the solution operator to the linear system
(7.1)
{
∂tV +
1
εLV = 0,
V |t=0 = U0.
Then for all T > 0, Sε(·)U0 is well-defined in C([0, T ];Xs). Moreover, for all t ∈ [0, T ], there
holds
(7.2) |Sε(t)U0|Xs ≤ C(T, 1
h0
, |b|H2s+5)|U0|Xs .
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Proof. Indeed (7.2) can be deduced from the proof of Proposition 6.2 in the particular case
when U = (0, 0). 
With V
def
= Sε(t)U0 thus defined, we shall seek for a solution U of (1.8) under the form
U = V +W , which is equivalent to solve the following system of W :
(7.3)
{
∂tW +
1
εLW + F [t,W ] = h,
W |t=0 = (0, 0)T ,
where F [t,W ] def= A[V +W ]−A[V ] and h def= −A[V ].
Lemma 7.2. Let T > 0 and s ≥ m0. Then we have
1) The mapping L : Xs+1 → Xs is well-defined and continuous, and the family of linear
solution operators (Sε(t))0<ε<1 is uniformly bounded in C([−T, T ];L(Xs,Xs));
2) For 0 ≤ j ≤ 2, W ∈ Xs+2(R2) and (W1, · · · ,Wj) ∈ Xs+2(R2)j ,
sup
t∈[0,T ]
|djWF [t,W ](W1, · · · ,Wj)|Xs ≤ C(s, T, |W |Xm0 )
×
( j∑
k=1
|Λ2εWk|Xs
∏
l 6=k
|Wl|Xt0+1 + |Λ2εW |Xs
j∏
k=1
|Wk|Xt0+1
)
;
3) For 0 ≤ j ≤ 2, W ∈ Xs(R2) and (W1, · · · ,Wj) ∈ Xs(R2)j ,
sup
t∈[0,T ]
|Λ−2ε djWF [t,W ](W1, · · · ,Wj)|Xs ≤ C(s, T, |W |Xm0 )
×
( j∑
k=1
|Wk|Xs
∏
l 6=k
|Wl|Xt0+1 + |W |Xs
j∏
k=1
|Wk|Xt0+1
)
This lemma is a direct consequence of Proposition 5.3 and Remark 5.1.
Proof of Theorem 1.1. With the above preparations, this proof is much similar to that
of Theorem 5.1 in [2], so we only sketch its proof here. Indeed rescaling the system (6.1) by
using a new time variable t′ = εt, we only need to show that there exists a T > 0 independent
of ε so that the following system has a unique solution on [0, T ] :
(7.4)
{
∂tU +
1
εLU +A[U ] = 0,
U |t=0 = U0.
As shown above, the solution of (7.4) can be equivalently decomposed into the sum of solution
of (7.1) and solution of (7.3), so the proof of this theorem relies on the well-posedness of the
nonlinear system (7.3). Here we use the Nash-Moser theorem 8.1 to solve it. Lemma 7.2
ensures the first two assumptions of Theorem 8.1 in the Appendix, and the third assumption
of Theorem 8.1 follows from Proposition 6.1. Then applying Theorem 8.1 completes the proof
of the theorem. 
8. Appendix. A Nash-Moser iteration theorem
In order to solve the full water-wave system (1.8), here we present a variant of Nash Moser
iteration theorem in [3]. As far as one can see, we present energy estimates with both scaled
Sobolev spaces and standard Sobolev spaces. One will find out easily that the Banach space
Xs in our paper doesn’t satisfy the definition of a ’Banach scale’ in [3], and that’s the reason
why a modified Nash-Moser based on [3] is needed in our paper.
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We shall focus on the well-posedness of the singular evolution equations of the form{
∂tu
ε + 1εLε(t)uε + Fε[t, uε] = hε,
uε|t=0 = uε0,
(8.1)
where ε ∈ (0, ε0) is a small parameter, Lε(t) is a linear operator, while Fε[t, ·] is a nonlinear
mapping. First of all, we introduce a family of Banach scale
(
Xs, | · |Xs
)
s∈R in the following
sense:
Definition 8.1. We say that a family of Banach spaces
(
Xs, | · |Xs
)
s∈R are Banach scale if
(1) For all s ≤ s′, one has Xs′ ⊂ Xs and | · |Xs ≤ | · |Xs′ ;
(2) There exits a family of smoothing operator Sθ (θ ≥ 1) satisfying S2θSθ = Sθ and
∀s < s′, |(1− Sθ)u|Xs ≤ Cs,s′θs−s′|u|Xs′ ;
(3) There exists a linear positive operator Λ such that for m ≥ 0,
|SθΛmu|Xs ≤ Cθm|u|Xs and |Λmu|Xs ≤ C|u|Xs+m ;
(4) The norms satisfy a convexity property
∀s ≤ s′′ ≤ s′, |u|Xs′′ ≤ Cs,s′,s′′ |u|µXs |u|1−µXs′ ,
where µ is determined by µs+ (1− µ)s′ = s′′.
Notations. If X1 and X2 be two Banach spaces, we denote by L(X1,X2) the set of all
continuous mappings from X1 to X2; If X is a Banach space and T > 0, XT stands for
C([0, T ];X) with the norm | · |XT ; For F ∈ C([0, T ];Cj(X1,X2)), we denote by djuF the j-th
order derivatives of the mapping u 7→ F [·, u].
Assumption 8.1. There exist T > 0, s0 ∈ R and m ≥ 0 such that
(1) For all s ≥ s0, one has (Lε(·))0<ε<ε0 is bounded in C([0, T ]; L(Xs+m,Xs));
(2) For all g ∈ Xs, the evolution operator (U ε(·))0<ε<ε0 defined by
U ε(t)g
def
=uε(t), where ∂tu
ε +
1
ε
Lε(t)uε = 0, uε|t=0 = g
is bounded in C([−T, T ];L(Xs,Xs)) for s ≥ s0.
Assumption 8.2. There exist T > 0, s0 ∈ R and m ≥ 0 such that for all s ≥ s0 and
0 ≤ j ≤ 2, one has Fε ∈ C([0, T ];C2(Xs+m,Xs)) and for all u, v1, ..., vj ∈ Xs+m,
sup
[0,T ]
∣∣djuF [t, u](v1, ..., vj)∣∣Xs ≤ C(s, T, |u|Xs0+m)
×
( j∑
k=1
|Λmvk|Xs
∏
l 6=k
|vl|Xs0+m + |Λmu|Xs
j∏
k=1
|vk|Xs0+m
)
.
Moreover for all u, v1, ..., vj ∈ Xs ∩Xs0+m,
sup
[0,T ]
∣∣Λ−mdjuF [t, u](v1, ..., vj)∣∣Xs ≤ C(s, T, |u|Xs0+m)
×
( j∑
k=1
|vk|Xs
∏
l 6=k
|vl|Xs0+m + |u|Xs
j∏
k=1
|vk|Xs0+m
)
.
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In order to state the third assumption, we need to introduce some functional spaces as
follows
Esm
def
= ∩1i=0 Ci([0, T ];Xs), |u|Esm
def
= |u|Xs
T
+ |Λ−m∂tu|Xs
T
,
F sm
def
=C([0, T ];Xs)×Xs+m, |(f, g)|F sm
def
= |f |Xs
T
+ |g|Xs+m ,
Ism(t, f, g)
def
= |g|2Xs+m +
∫ t
0
sup
0≤t′′≤t′
|f(t′′)|2Xsdt′.
Assumption 8.3. There exists d1 ≥ 0 such that for all s ≥ s0 + m, uε ∈ Es+d1m , and
(f ε, gε) ∈ F sm, the IVP
∂tv
ε +
1
ε
Lε(t)vε + duFε[t, uε]vε = f ε, vε|t=0 = gε
admits a unique solution vε ∈ C([0, T ];Xs) for all ε ∈ (0, ε0) and
|vε|2Xs
T
≤C(ε0, s, T, |uε|Es0+m+d1m )
(
Ism(t, f
ε, gε) + |Λd1uε|2EsmIs0+mm (t, f ε, gε)
)
.
In what follows, we shall always denote
D1
def
= d1 +m, q
def
=D −m, and
Pmin
def
=D1 +
D
q
(√
D1 +
√
2(D1 + q)
)2
.
Then Nash-Moser iteration theorem is stated as follows.
Theorem 8.1. Let T > 0, s0, m, d1 be such that Assumptions 8.1-8.3 are satisfied. Let
D > D1, P > Pmin, s ≥ s0+m, and let (hε, uε0)0<ε<ε0 be bounded in F s+Pm . Then there exist
0 < T ′ ≤ T such that (8.1) has a unique family of solutions {uε}0<ε<ε0 which are uniformly
bounded in C([0, T ′];Xs+D).
The proof of Theorem 8.1 essentially follows the framework of [3], and we omit the detailed
proof here.
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