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Abstract
The research described involved analyzing and characterizing changes to propagating
surface waves that are caused by items embedded in a half-space consisting of a soil
medium. Numerical and experimentally obtained data of three-dimensional surface
wave responses to dynamic impulse loading were examined. Results from this research
are compared to changes to surface waves observed in previous investigations that
were caused by the presence of voids and inclusions embedded in an elastic halfspace. The focus of this work was to identify whether the characteristic responses
identified in previous studies, based substantially on analytical and finite element
analyses results, can be replicated in an experimental setting.
Both the numerical studies and experimental studies indicate that, above a threshold limit, wavelet analyses can be effective in identifying inclusions in an experimental
environment. In general, the characterizations of behavior that were observed in previous studies are corroborated in the numerical studies for the void object with the
exception that reflections caused by oscillations of the void object, which is local in
space rather than a “ring” as inferred by the axi-symmetric models used, are more
apparent than responses created by reflections off of the near and far faces of the
void. For the buried solid, oscillations corresponding to rigid body vibration of the
beam, rather than reflections of the impedance contrasts between the beam and soil
are dominant. For the experimental results, although changes to both the dispersion
curves and CWT plots are sufficiently large to indicate the presence of the inclusion,
for inclusions larger than a threshold limit, the changes to the power in the surface
wave pattern characterizations and in the phase velocity are not sufficiently clear or
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consistent to reliably quantify the depth, size, stiffness, density or shape of the buried
object.
The investigation described in this work represents an extension of previous investigations both in evaluating numerical results of three-dimensional models of inclusions and in evaluating experimental results using wavelet analysis methods.
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Chapter 1
Introduction and Scope
1.1

Introduction

The propagation of surface waves generated by an impulse load applied to the surface
of soil media forms the basis of this study. The effect of non-homogeneities; voids or
inclusions of stiffer, denser materials, is examined with respect to their influence on
elastic wave propagation.
Changes in surface wave patterns in elastic bodies caused by the presence of
voids and embedded objects has been studied analytically by Mow and Pao [1971]
and summarized by Graff [1975]. Al-Shayea et al. [1994], Gucunski et al. [1996a,b],
Ganji et al. [1997], Gucunski et al. [1998], Shokouhi and Gucunski [2003], Gucunski
and Shokouhi [2005] have previously studied the changes in surface wave patterns
caused by inclusions located in the soil media. These studies are primarily based on
numerical, finite element, procedures that model the soil as a uniform, isotropic elastic
material wherein the inclusion is considered by modifying the mass and stiffness of
specific elements within the mesh.
This study includes both a three-dimensional numerical evaluation and experimental study of a uniform half-space wherein cases of no inclusions, an embedded
void space, and an embedded solid are considered. The results of numerical studies
are used to guide the initial design of the experiments and interpret their results.
The experimental setup used for this study includes measurement of acceleration
time histories taken from 10-15 locations on and below the surface; in front of, and
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behind the object of interest within a square sand pit. These acceleration time histories include the response of the soil media that result from an applied impact at
the center of the pit, background noise that exists in the surrounding environment,
responses resulting from reflection of the traveling wave off the sides of the pit and
reflections from non-homogeneities associated with the properties of the soil layers in
the sand, including a relatively high water table.

1.2

Research Significance

The purpose of this work is to extend the use of wavelets from the investigations
of numerical results of axi-symmetric models to; 1) analyses of results from threedimensional models wherein the embedded items occupy a local region rather than
a ring, as inferred by the use of axi-symmetric models, and 2) analyses of results
obtained from experimental measurements of the surface response of soil media containing embedded and buried objects. Numerical results for the three-dimensional
models are obtained using the frequency domain computer code SASSI (A System
for Analysis of Soil Structure Interaction)[Lysmer et al., 1981]. The experiments
are performed in a 16.4 ft. x 16.4 ft. x 9.8 ft. deep sand pit at the Geotechnical
Engineering laboratory at the University of South Carolina.
Shokouhi and Gucunski [2003], Shokouhi et al. [2005] studied the use of wavelets
to describe the response of media containing softer and stiffer material as well as
various shaped voids. Their studies used computed surface motions from the results
of axi-symmetric finite element analyses that modeled the response of embedded items
in a homogeneous, elastic media. Surface responses at selected locations (simulating
transducer recordings) preceding, directly above, and following the object or void
space were evaluated using methods developed from wavelet analyses. These analyses
supplemented previous evaluations of numerical results that made use of spectral
analysis of surface waves (SASW) methods. The results of these investigations were

2

distilled to a number of observations that relate the location, geometry, and depth
of buried items to characteristics observed in changes to phase velocity and in the
wavelet transforms of the surface responses.

1.3

Scope

This report presents the details of a research program involving numerical and experimental measurements of the surface and subsurface responses of a soil media that
contains embedded void spaces and solids when the soil surface is subjected to a vertical impact loading. This work is described in the following sections:
Chapter 2 describes the key physical processes associated with wave propagation in geomaterials and presents analytical formulations that predict their form and
speed. Numerical results from a three-dimensional model of a homogeneous elastic
half-space are presented along with results for cases where a half-space includes voids
and solids.
Chapter 3 provides background discussion related to wavelets and wavelet transforms and their use in signal analysis. Results from the numerical studies described
in Chapter 2 are used to demonstrate the use of wavelet analysis to examine characteristics of surface wave patterns.
Chapter 4 examines the characteristics of the changes to the observed surface
wave patterns using the results of numerical (SASSI) analyses. The wavelet analyses
methodologies developed in Chapter 3 are used to guide the identification and characterization of changes to the surface wave response caused by embedded items.
Chapter 5 describes the experimental program performed as part of this research.
Details of the sand pit, embedded items, and the data acquisition system used in the
experiments are discussed.
Chapter 6 presents a compilation of the experimental results and the results of
the wavelet analysis for each experiment. A comparison is made of the experimental
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results to the characteristics identified by previous researchers and summarized by
Shokouhi and Gucunski [2003] as well as numerical results described in Chapter 4.
Chapter 7 summarizes the significant effects observed from these studies. Suggestions for future research and ways to improve testing and instrumentation configurations for future studies are also provided.
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Chapter 2
Analytical Pprocedures for Predicting Wave
Propagation
This chapter reviews the analytical procedures for predicting wave propagation in an
elastic half-space and provides background information necessary to understand the
physical process of wave propagation and reflection off embedded materials having
contrasting impedance. The basic principles of stress wave propagation in solids
are reviewed, including a description of the types of waves and the nature of these
waves traveling in soils. The waveform generated by an impulse load applied to the
surface of an uniform, elastic half-space, and its character as it propagates away from
the impact location is described. Finally, the effect of an inclusion or void on the
propagating waveform is discussed.

2.1

Wave Propagation in an Elastic Full- and Half-Space

When a brief, strong force or displacement is applied at a specific location in a solid
medium, it spreads rapidly through that medium. This phenomenon is referred to as
wave propagation [Graff, 1975]. When the strain levels in the medium associated with
wave propagation are small the associated energy dissipation due to cyclic behavior
is small and the use of linear elastic models are considered a good approximation of
behavior.
The equations of motion of an isotropic elastic medium are derived and presented
in standard texts on elasticity and wave propagation in solids [Kolsky, 2003, Graff,
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1975, Richart et al., 1970]. The derivations described in the referenced texts that are
relevant to understanding the numerical and experimental results described in this
report are presented.

Wave Propagation in the Full Space
The equations of motion in a full space (infinite, homogeneous, isotropic media)
correspond to the two types of waves that can be propagated through an extended
elastic solid; dilatational (P-wave or compression wave) and distortional (S-wave or
shear wave). The particle motion in a plane dilatational wave is parallel to the
direction of propagation, whereas the plane distortional wave has particle motion
perpendicular to the direction of propagation. The three equations of motion for
a 3-dimensional full space expressed in the Cartesian coordinate system (x, y, z) in
terms of stress are,
ρ

∂σx ∂σxy ∂σxz
∂ 2u
=
+
+
,
2
∂t
∂x
∂y
∂z

ρ

∂ 2v
∂σyx ∂σy ∂σyz
=
+
+
,
2
∂t
∂x
∂y
∂z

ρ

(2.1)

∂ 2w
∂σzx ∂σzy ∂σz
=
+
+
,
2
∂t
∂x
∂y
∂z

where ρ is density, t is time, and u, v, and w are displacements in the x-direction, ydirection, and z-direction, respectively. Three dimensional stress-strain relationships

6

for elastic media can be expressed using Lamé notations as,
σxx = (λ + 2µ) xx + λyy + λzz ,

σyy = λxx + (λ + 2µ) yy + λzz ,

σzz = λxx + λyy + (λ + 2µ) zz ,
(2.2)
σxy = 2µxy ,

σyz = 2µyz ,

σzx = 2µzx ,
where,
µ=G=

λ=

E
,
2 (1 + ν)

(2.3)

νE
,
(1 + ν) (1 − 2ν)

(2.4)

and ν is Poisson’s ratio. λ and µ are Lamé constants. G and E are the shear and
elastic moduli of the material, respectively. In terms of displacements, the equations
of motion can be expressed as,
∂ 2 uy
∂ 2 ux
∂ 2 uz
(λ + µ)
+
+
∂x2
∂x∂y ∂x∂z

!

∂ 2 ux
∂ 2 uy
∂ 2 uz
(λ + µ)
+
+
∂y∂x
∂y 2
∂y∂z

!

∂ 2 ux
∂ 2 uy
∂ 2 uz
(λ + µ)
+
+
∂z∂x ∂z∂y
∂z 2

!

∂ 2 ux ∂ 2 ux ∂ 2 ux
+µ
+
+
∂x2
∂y 2
∂z 2

!

∂ 2 uy ∂ 2 uy ∂ 2 uy
+µ
+
+
∂x2
∂y 2
∂z 2

!

∂ 2 uz ∂ 2 uz ∂ 2 uz
+µ
+
+
∂x2
∂y 2
∂z 2

!
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=ρ

=ρ

=ρ

∂ 2 ux
,
∂t2

∂ 2 uy
,
∂t2
∂ 2 uz
.
∂t2

(2.5)

Using equations (2.5), two solutions for the equations of motion can be obtained;
one for the propagation of a dilatational wave and a second for the propagation of a
rotational wave. The first solution is obtained by differentiating equations (2.5) with
respect to x, y, and z, respectively and adding the results together. This process gives
the wave equation,
ρ

∂ 2∆
= (λ + 2µ) ∇2 ∆,
∂t2

(2.6)

where ∇2 represents the operator,
∇2 =

∂2
∂2
∂2
+
+
,
∂x2 ∂y 2 ∂z 2

(2.7)

and dilation, ∆, is defined as,
(2.8)

∆ = xx + yy + zz .
This result can be cast in terms of the compression wave velocity as,
∂ 2∆
= Vp2 ∇2 ∆.
∂t2

(2.9)

The wave equation, equation (2.9), indicates that the dilation, ∆, propagates at a
velocity VP . The second solution to the equations of motion is obtained by differentiating the second and third equations in equations (2.5) with respect to z and y,
respectively and then eliminating ∆ by subtracting the resulting two equations. This
gives,
∂2
ρ 2
∂t

∂w ∂v
−
∂y
∂z

!

!

= µ∇2

∂w ∂v
−
.
∂y
∂z

(2.10)

Using the expression for rotation,
∂w ∂v
−
,
∂y
∂z

(2.11)

∂ 2 w̄x
= µ∇2 w̄x ,
∂t2

(2.12)

∂ 2 w̄x
= VS2 ∇2 w̄x ,
∂t2

(2.13)

2w̄x =
ρ
or, in terms of shear wave velocity,
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and similarly for y and z directions. Thus, rotational motion propagates with velocity,
VS .

Wave Propagation in the Half-Space
The equations of motion for the two types of possible waves in the full space
are described in the previous section. In a half-space (finite, homogeneous, isotropic
media), a third solution for the equations of motion is available. The third solution
corresponds to a wave with motions confined to the region near the boundary of the
half-space and is designated the Rayleigh wave (R-wave). The R-wave decays in amplitude with distance, r, from the source as
waves (P-wave and S-wave) decay as

1
r2

√1
r

[Richart et al., 1970], whereas the body

along and below the surface of the half space.

The R-wave is of primary interest for the measurement of surface waves since, for the
most part, once the waves have propagated for some distance, the body wave amplitudes are indiscernible in the measurement of surface responses due to their rapid
decay with distance. Additionally, displacements associated with Rayleigh waves decrease rapidly with depth, providing an additional tool for identifying the presence
of embedded items along the propagation path since only non-homogeneities within
the depth of the R-wave will affect the propagation of the wave.
The derivation of a surface wave that rapidly decreases in amplitude with distance away from the boundary can be obtained by using the equations of motion
described in equations (2.5) and applying boundary conditions consistent with a free
surface [Richart et al., 1970]. For an x − y plane describing the surface with z positive
toward the interior of the half-space, a plane wave traveling in the x-direction will
have particle displacements independent of the y direction. Displacements in x- and
z-directions, u and w, can be recast in terms of two potential functions, Φ and Ψ,
chosen such that Φ is associated with dilatation of the medium and Ψ is associated
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with rotation of the medium. Φ and Ψ are related to u and w by,
u=

∂Φ ∂Ψ
+
,
∂x
∂x

(2.14)

w=

∂Φ ∂Ψ
−
.
∂x
∂x

(2.15)

and

The dilatation, ∆, of the wave defined by u and w is,
∆ = ∇2 Φ,

(2.16)

and the rotation, 2w̄y , in the x − z plane is,
2w̄y = ∇2 Ψ.

(2.17)

Substituting u and w in terms of the potential functions into the first and third
equations of equations (2.5) results in
!

∂ 2Ψ
,
∂t2

!

∂ 2Ψ
.
∂t2

∂  2 
∂  2 
∂
(λ + 2µ)
∇ Φ +µ
∇ Ψ =ρ
∂x
∂z
∂x

∂
∂ 2Φ
+ρ
2
∂t
∂z

∂  2 
∂  2 
∂
(λ + 2µ)
∇ Φ +µ
∇ Ψ =ρ
∂z
∂x
∂z

∂
∂ 2Φ
+ρ
2
∂t
∂x

!

!

(2.18)

Equation (2.18) is satisfied if
∂ 2Φ
(λ + 2µ) 2
=
∇ Φ = VP2 ∇2 Φ,
2
∂t
ρ

(2.19)

and
∂ 2Ψ
=
∂t2

!

µ
∇2 Ψ = VS2 ∇2 Ψ.
ρ

(2.20)

Assuming a solution for a sine wave traveling in the positive x-direction, Φ and Ψ
can be written as,
Φ = F (z) exp [i (ωt − N x)] ,

(2.21)

Ψ = G (z) exp [i (ωt − N x)] ,

(2.22)
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where the functions F (z) and G(z) describe the variation in amplitude of the wave
as a function of depth, z, and N , the wave number,
2π
,
λR

N=

(2.23)

where λR is the wavelength. Substituting the expressions for Φ and Ψ into equations (2.19) and (2.20), and taking realizable conditions into consideration results in
the following expressions for Φ and Ψ:
Φ = A1 exp [−qz + i (ωt − N x)] ,

(2.24)

Ψ = A2 exp [−sz + i (ωt − N x)] ,

(2.25)

where,
!

ω2
q2 = N 2 − 2 ,
VP

(2.26)

!

ω2
s = N − 2 .
VS
2

2

(2.27)

Applying boundary conditions, adding, and normalizing the two equations [Richart
et al., 1970] results in,
ω2
16 1 − 2 2
VP N

!

ω2
1− 2 2
VS N

!

"

λ + 2µ
= 2−
µ

!

ω2
VP2 N 2

!#2

ω2
2− 2 2
VS N

!2

.
(2.28)

Using the following relationships,
ω2
VR2
=
= α2 K 2 ,
2 2
2
VP N
VP

(2.29)

ω2
VR2
=
= K 2,
VS2 N 2
VS2

(2.30)

λ + 2µ
1
2 − 2ν
= 2 =
.
µ
α
1 − 2ν

(2.31)

Equation (2.28) can be written as,








K 6 − 8K 4 + 24 − 16α2 K 2 + 16 α2 − 1 = 0,
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(2.32)

which is a cubic equation in K 2 . Real valued solutions can be found for values of
Poisson’s ratio, ν. From equation (2.32), K 2 is independent of the frequency of
the wave, thus the velocity of the surface wave is non-dispersive (unchanged with
frequency) for the homogeneous, elastic half space. Ratios of

VR2
VS2

and

VP2
VS2

are obtained

from equation (2.32) and shown in figure 2.1 for Poisson’s ratio from 0 to 0.5.
Expressions for u and w with respect to depth, U (z) and W (z), can be developed
by obtaining the expressions for u and w in terms of known quantities; the wave
number, N, and depth, z. These expressions are [Richart et al., 1970],
2q s
s
q
U (z) = −exp − (zN ) + s2 N N exp − (zN ) ,
N
N
−1
N2

(2.33)

2 Nq
q
q
q
W (z) = s2
exp − (zN ) − exp − (zN ) .
N
N
N
−1
N2

(2.34)

















Restating equations (2.26) and (2.27) as,
q2
= 1 − α2 K 2 ,
N2

(2.35)

s2
= 1 − K 2,
N2

(2.36)

the amplitudes of U (z) and W (z) can be computed in terms of the wave number and
Poisson’s ratio. Plots of U (z) and W (z), normalized to the Rayleigh wave length
are shown in figure 2.2. Figure 2.3 shows the range of the effective depth of the
Rayleigh wave for frequencies between 50 and 500 Hz for selected Rayleigh wave
velocities, VR . Since the amplitude of the Rayleigh wave is small for depths larger
than the wavelength, objects deeper than the wave length will not significantly alter,
or perturb, the shape of the Rayleigh waveform. Thus, the effective depths shown
in figure 2.3 represent a theoretical upper bound beyond which objects will not alter
the R-wave velocity at the surface of the half space.
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2.2

Propagation of Waveform From Dirac Delta Impulse Load

When a vertical impulse load is applied to the surface of a half space, a wave is formed
that propagates away from the source. The solution to this problem is generally
referred to as Lamb’s problem. The wave consists of three components, P-wave, Swave, and R-waves. The body waves (P- and S-waves) propagate in a hemispherical
manner while the R-waves propagate in a cylindrical pattern. As described in the
previous section, P- and S- waves decay rapidly with distance. An impact load applied
at a “point” is not physically realizable. Therefore, adjustments to the solution for
Lamb’s problem need to be made to account for the actual load time history generated
in an experiment and for the finite dimensions of the area to which the load is applied.
These adjustments are described in Sections 2.3 and 2.4.
The theoretical solution of Lamb’s problem for an impulse, dirac delta function,





+∞

if x = 0




0

if x 6= 0 ,

δ(x) = 

that is also constrained to satisfy the identity,
Z +∞

δ (x) = 1.0,

−∞

is described in this section.
Pekeris [1955] first solved Lamb’s problem for Poisson’s ratio of 0.25. Mooney
[1974] extended Pekeris’ solution to values of Poisson’s ratios between 0.0 and 0.5.
These solutions are summarized for vertical and horizontal response in Foinquinos
and Roesset [2001] and Kausel [2006]. For the purpose of this study, the vertical
response is of primary interest since its amplitude is larger and decays much less with
depth than the horizontal response (see figure 2.2).
The response at a point on an ideal solid at some distance from an impulse (dirac
delta function) that is applied at the surface can be computed using Kausel [2006].
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For values of Poisson’s ratio, ν, less than 0.2631,

uz (τ ) =

P (1 − ν)
2πµr







0 





3

X
Ai
1 

q
1−
2
2
2

|τ − ξi |
i=1





A3


1 − q
H (ξ3 − τ )



ξ2 − τ 2

if τ < a
if a < τ < 1.0

(2.37)

if τ > 1.0,

3

and for ν > 0.2631 (where ξ1 , ξ2 are complex conjugates),
uz (τ ) =

P (1 − ν)
×
16πµr






0



q




2 2


)
(1
−
2ξ
a2 − ξ12
1





−8Re


(ξ12 − ξ22 ) (ξ12 − ξ32 ) Q1

"
#

A3



−4 √
+1 4


2

ξ
−
τ
3







A

3


H (ξ3 − τ ) + 1
−8  q


2

ξ − τ2

if τ < a


1
−

Q−1
1



(τ 2

1

− a2 )−1

(2.38)
if a < τ < 1.0
if τ > 1.0.

3

In these equations,
r = distance from source,

a2 =

τ=



VS
VP

2

=

(1 − 2ν)
,
2 (1 − ν)

tVS
,
r





1






H (t − t0 ) =  1


2




0

if t > t0
if t = t0
if t < t0 ,

ξi are the three roots of the bicubic equation (recast of equation (2.32) with K changed
to ξ),








1 − 8ξ 2 + 8ξ 4 3 − 2a2 − 16ξ 6 1 − a2 = 0,
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2

Ai =

(1 − 2ξi2 )


4 ξi2 − ξj2
√

q

|a2 − ξi2 |



ξj2 − ξk2



; ξi 6= ξj 6= ξk ,

a2 − ξ12
Q1 (τ ) = 1 + 2z +
+ z; z = 2
,
τ − a2
1
.
provided that |Q1 | < 1.0; if |Q1 | > 1.0, replace Q1 →
Q1
z2

The response for an ideal solid is computed using equation (2.37) for a Poisson’s
ratio of 0.25 in terms of dimensionless time, τ . Displacement response for the Heaviside unit step function is shown in figure 2.4. The P-wave arrival can be seen at
τ ' 0.577. The S-wave arrives at τ = 1.0 and the R-wave arrives at τ ' 1.18. As
seen in the figure, the Rayleigh wave amplitude is large as compared with the P-wave
and S-wave amplitudes.
The dirac delta function is the first derivative of the Heaviside unit step function,
thus the displacement response due to a dirac delta function can be obtained by taking the first derivative of the response due to the Heaviside function. A numerically
computed differential of the result from the Heaviside unit step function is computed
and is shown in figure 2.5. Both the P-wave and S-wave arrivals are more clearly seen
in this figure. Acceleration caused by the dirac delta function can be computed by
differentiating this solution twice more.

2.3

Propagation of Waveforms Caused by a Transient Load

In practice it is not physically possible to generate a load that replicates a dirac delta
function. Thus, the effect of the finite duration of a load time history on the response
needs to be incorporated into the description of the waveform. This effect is included
using the convolution integral, where the response function due to the dirac delta
load, uzz (τ ), is convolved with the actual load function, P (τ ),
uz (t) =

Z ∞
0

P (τ )uzz (t − τ )dτ.
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(2.39)

A load function, f (t), appropriate for an impact source [Mooney, 1974] is used to
investigate the effect of the finite duration of a load time history on the waveform.
This load function is,


f (t) = h cos2 



π t−

T
2



T

,

(2.40)

0 ≤ t ≤ T,
where,
T = pulse width,
h = peak amplitude.
Four pulse widths, T = {0.001τ , 0.003τ , 0.005τ , 0.010τ }, having equal amplitudes
are convolved with the dirac delta response function described in Section 2.2. Plots
of f (τ ) are shown in figure 2.6. The waveforms resulting from the convolutions are
shown in figure 2.7. The figure shows that the convolution removes singularities in
response that occur from the dirac delta load shown in figure 2.5. Comparing the
responses for different pulse widths, T, indicates that, as pulse width increases; 1)
amplitude reduces, 2) arrival time advances while the end time remains constant, and
3) the character of the pulse becomes smoother.
The functions defined in equations (2.37) and (2.38) can be expressed in terms
of Poisson’s ratio (ν), radial distance (r), shear wave velocity (VS ), and time. This
form is useful for comparison to numerical and experimental results. I computed
acceleration time history responses for pulse widths of T = {0.0003 sec, 0.0005 sec,
0.001 sec} and for VS = 200 fps, r = 1.0 ft., Poisson’s ratio of 0.25, and equal load
amplitudes are presented individually in figure 2.8 for the load time histories, f (t),
shown in figure 2.9. These results are plotted on the same graph in figure 2.10 to
highlight the differences in response associated with durations of the loading function,
f (t).
With this representation of the wave propagation solution, the lag in the response
at different spacing of receivers can be computed, for example, at r = 1 ft and r = 3
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ft. Response for receivers at these spacings are shown in figure 2.11 for a pulse width
of 1/2 millisecond. The lag between the two pulses shown in the figure is 0.0109 sec.
which corresponds to the Rayleigh wave velocity of 183 fps associated with a shear
wave velocity of 200 fps and Poisson’s ratio of 0.25.

2.4

Propagation of Waveforms Generated by a Finite Size Source

The size and stiffness of the load source also modifies the response function (waveform). Mitra [1964] developed solutions for surface displacements caused by an impulsive uniform normal pressure acting over a circular area using Cagniard’s technique,
expressing the solution in terms of definite integrals. For Poisson’s ratio of 0.25, the
solution is simplified to,
P aVS Z π rcosπ − a
W (τ )dφ,
w(r, 0, p) = − 2
π µ 0
R2

(2.41)

where

W (τ ) =






0



√




3
τ
π
π


q
−√ +



4
3

τ 2 − 41



√



π 2 3−3


q
r

−


12 3√3 − 5


τ2

0<τ <

τ
√

−

(3− 3)
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<τ <1

4

√


π 3+2 3
τ



q √
+ q √



12 3 3 + 5 3+ 3 − τ 2


4

√



π
π
3
+
2
3
τ



q
−√ + q √
√



3 6 3 3 + 5 −τ 2 + 3+ 3



4




π

− √

3

√1
3

√1
3

(2.42)

1<τ <
1
2

q

3+

1
2

√

q

3+

3 < τ,

√
3

where,
q

r2 + a2 − 2arcosφ,

P = amplitude of force,

R=

a = radius of source,

r = distance from source,

VS = shear wave velocity, µ = shear modulus,
VS t
τ=
.
R
This equation is solved for VS = 200 fps, source radius (a) = 0.25 ft., and distance
to receiver (r) = 1.0 ft. The results for this combination of parameters are shown in
figure 2.12.
A simplified approach that is general in terms of source rigidity and Poisson’s ratio
is needed to allow prediction of responses for rigid sources and varying Poisson’s ratio.
I developed two alternate approaches to Mitra’s solution, one numerical using convolution of “interference factors” with the response functions described in Section 2.3
and a second using a three-dimensional finite element model with a frequency-domain
computer code.
The first approach is described by Foinquinos and Roesset [2001] who describe
the surface displacements that result from harmonic loads applied to the surface of
an elastic half space. They propose modification factors, “interference factors” that
adjust the response function computed from a harmonic load applied at a point to
account for the finite size of the loaded source. For uniformly loaded circular disks,
these functions are:
(

J1 (kr a)
kr a

)

for a flexible disk,
(2.43)

(

sin (kr a)
kr a

)

for a rigid disk,
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where,
J1 () = Bessel function of the first kind of order 1,
ω
,
kr = Rayleigh wave number =
VR
a = radius of loaded disk.
These frequency dependent functions are shown in figure 2.13.
Pekeris [1955] includes a term in his initial solution to the vertical unit step load
applied at a point on the surface of an elastic half-space that describes the finite size
of the source. This term is indicated by the overbrace in Pekeris’ solution for vertical
displacement, shown in equation (2.44),
z(

}|

Zk 3 Z ∞ J1 (ξa)
w(r, 0, p) = −
2πµ 0
ξa

){

αξJ0 (ξr)
dξ,
M

(2.44)

Since Pekeris was concerned with the response due to a point load this term converges to 1 in the limit as a → 0 and drops out of the development of the response
due to the impact load applied to the surface. In a similar fashion, Mooney [1974]
also investigates the point load case and in his extension of Pekeris’ solutions for
Poisson’s ratios other than 0.25 also sets this term equal to 1.0. However, as seen in
comparing equation (2.44) to equation (2.43), the terms to account for the finite size
of the source are consistent for the unit step load and for the harmonic load. Note
that the variable ξ is expressed in terms of kr in equation (2.43). Since the interference factors are of equivalent form, the factors described by Foinquinos and Roesset
[2001] for harmonic loads can be applied to the time domain impulse loadings.
I developed a solution that incorporate sources of finite size that follows the approach proposed by [Foinquinos and Roesset, 2001]. This solution method permits
evaluation of the effect of loads applied to flexible disks, corresponding to a uniformly applied pressure, and rigid disks which correspond to an elliptic distribution
of pressure. The approach is implemented using the following steps:
1. Compute interference functions for rigid and flexible sources.
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2. Compute the displacement response time history for a unit step function (Heaviside function).
3. Remove wrap-around from the Fourier Transform process by applying a cosine
taper function at a region in time beyond the passage of the R-wave where the
displacement computed in step 2 is constant.
4. Compute the Fourier Transform of the displacement response time history for
the modified step function developed in step 3, h(t) ⇒ h(f ).
5. Convolve the interference function, equation (2.43), with the displacement response time history from step 4 to get the frequency domain response for a
finite size source step function.
6. Compute the Inverse Fourier Transform of the result in Step 5 to obtain the
time domain function for response due to a finite size source step function.
7. The first derivative of the time domain solution for the step function is the
displacement caused by the dirac delta function and the third derivative is the
acceleration.
8. Convolve the time domain acceleration solution with the time domain pulse
function (f (t)) to obtain the acceleration response to a half-sine wave pulse
applied to a source of finite size.
The displacement response for a flexible disk is computed for VS = 200 fps,
a = 0.25 ft., Poisson’s ratio = 0.25, and r = 1.0, 3.0, and 4.0 ft. and compared
to the solution developed by Mitra for the same parameters. The comparison is
shown in figures 2.14 through 2.16. The response using the interference factors approximates the rigorous solution developed by Mitra fairly well, with the amplitudes
of displacement approximately 10% larger than in Mitra’s solution at small distances
(r = 1.0 ft.). As r increases, the response becomes more dominated by the R-wave and
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the approximate approach converges to the solution provided by Mitra. It is noted
that the arrival time for the P-wave displacement using the interference approach
occurs slightly ahead of that computed using Mitra’s solution while the timing of the
Rayleigh wave arrivals and passage are equal. As seen in these figures, the R-wave
response dominates and the measured vertical surface response will consist primarily
of R-wave components.
The displacement responses for a rigid disk at r = 1.0, 3.0, and 4.0 ft. are shown in
figures 2.17 through 2.19. Comparing these responses to those shown in figures 2.14,
2.15, and 2.16; the effect of the rigid disk is to increase the peak accelerations and
to sharpen the response time histories into two distinct segments as opposed to the
somewhat smeared response seen for the flexible disk. The amplitude in the central
portion of the displacement pulse is on the same order for both disks while, as indicated, distinct peaks occur for the rigid disk case at the beginning and end of the
pulse, separated by a time equal to the time required for the wave to travel across the
diameter of the disk. The shape of the pulse away from the disk is consistent with
the pressure distribution that develops beneath the two disks; the flexible case has a
uniform stress distribution beneath the disk, resulting in a smoothing out of the pulse,
while the rigid disk has a parabolic pressure distribution with infinite pressure at the
edge of the disk, resulting in sharp increases in displacement at the two ends of the
pulse that are roughly three times the peak amplitude of the pulse from the uniform
distribution (flexible plate). The sharp changes in the displacement correspond to the
locations of high acceleration in the response signal. As seen in the comparison, the
arrival times are consistent for both flexible and rigid disk response. Accelerations
for flexible and rigid disks are shown in figures 2.20 and 2.21, respectively.
Finally, the acceleration response functions are convolved with time history load
functions to obtain acceleration time history records associated with an impact load
time history having a pulse width of 1.5 millisecond. The responses for flexible and
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rigid disks are shown in figures 2.22 and 2.23, respectively. In this case, the general
shape of the acceleration response is similar, although somewhat sharper, with the
response for the flexible disk about 60% of that for the rigid disk. For the flexible case,
the Mitra solution for ν = 0.25 provides a benchmark solution that can be used to assess the accuracy of the convolution approach described above. Vertical responses for
r = 1.0, 3.0, and 4.0 ft. are computed for VS = 200 fps using the interference factor
approach. These results are compared to the response computed using Mitra for the
same input parameters. As seen in figures 2.24, 2.25, and 2.26 very good agreement
in the computed acceleration is achieved in the region of the record dominated by
the Rayleigh wave passage. The relatively small P-wave response occurring early in
the signal is captured by Mitra’s solution but not the interference factor approach.
For the purpose of this study the P-wave response is not of significant interest and
is small enough that it will likely be embedded in background noise and will not be
observable in the response measurements.

2.5

Numerical Solution to the Propagation of a Waveform Caused
by an Impulse

A finite element model of the half-space is developed using the frequency domain
computer code SASSI, “a System for Analysis of Soil-Structure Interaction” [Lysmer
et al., 1981]. Analyses using this model can predict wave forms and travel velocities
that incorporate effects not considered in the previous analytical and numerical prediction models. The use of finite element analyses permits assessment of changes in
response caused by mass of the impact plate, mass of the soil media, and effects of the
interaction of the traveling wave with embedded objects. This section demonstrates
the adequacy of the frequency domain finite element analysis approach to reproduce
the wave form and travel velocity seen in the other analytical and numerical solutions.
The finite element model of a half-space consisting of sand having a shear wave
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velocity, Vs , of 200 fps and Poisson’s ratio of 0.25 is described below. The surface
of the half-space is loaded over a uniform circular area having a radius of 3 in. and,
separately, a rigid disk having the same diameter. The disk is meshed using triangular plate elements sized to provide a model of the plate consisting of three 1 in.
wide rings. The meshing of the 6 in. diameter plate is shown in figure 2.27. Nodes
are located on the surface of the half-space starting at a distance of 6 in. from the
center of the loaded region and extending to a distance of 78 in. in 6 in. increments.
This model is shown schematically in figure 2.28 where the black disk in the center of
the block represents the loading source, the larger orbs represent the locations of accelerometers in the experimental program, and the smaller orbs represent “receiver”
locations in the finite element model where responses are computed. The impulse
load (a pulse with a duration of 1.5 msec) and soil properties are the same as those
used in Section 2.4 to compute the waveform shape and travel velocity using numerical and analytical approaches.
The solution method used in SASSI is described briefly, followed by a comparison
of the displacements computed using the SASSI model to the solutions developed in
Section 2.4 for the cases without mass. The change in response due to addition of
mass is developed and compared to the results for the response computed neglecting
mass. Finally, the computed displacements at each of the “receiver locations” from
the computer analyses are plotted for all distances demonstrating the propagation of
the surface wave with time.
The SASSI computer program was developed at the University of California,
Berkeley. The theory and analytical methods are described in detail in four doctorial disserations [Ostadon, 1983, Tabatabaie-Raissi, 1982, Tajirian, 1981, Vahdani,
1981]. The program uses a sub-structuring approach known as the flexible volume
method wherein the problem is divided into a series of sub-problems. A frequency domain solution is implemented, thereby imposing the assumptions of elastic behavior.
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The flexible volume method for the foundation vibration problem involves computing
the Green’s function for each node located at the interfaces between the structure and
the surrounding soil (site) and for the nodes located within the volume enclosed by
the structure to soil interfaces. A compliance matrix is assembled using the Green’s
functions, which is then inverted to obtain and impedance matrix (dynamic stiffness
matrix). The dynamic matrix associated with the impedances is combined with the
dynamic matrix of the structure(s) to describe the entire system. This system defines
the [C] part of the matrix equation,
[C] {U } = {Q} ,

(2.45)

where {U } are the nodal displacements and {Q} is the vector of applied forces. The
details of this methodology are described in Appendix D.
The results from the SASSI analyses for the flexible and rigid solutions of the
disk subjected to a 1.5 msec long cosine load function pulse are compared to the
displacement computed analytically from the flexible disk in figures 2.29, 2.30, and
2.31 and to the displacement from the rigid disk in figures 2.32, 2.33, and 2.34.
As shown, the general shape of the wave forms are similar to the analytic solution
although considerable smoothing of the response occurs. This smoothing is a result
of the use of Fourier transform representation of the loading function (also seen in
figures 2.14, 2.15, and 2.16) but mostly from the use of finite elements, which impose
a linear relationship on the displacement regime between nodes, to model the loaded
region and the local zone around the reciever nodes where the response is computed.
Comparing the finite element model results for the rigid and flexible loaded area
to the analytic solutions indicates that the finite element solution smoothes through
the peaks seen in the analytic models. The arrival time of the P-wave component is
somewhat different than with the analytical solutions, however, its amplitude is small
as compared to the amplitude of the Rayleigh wave.
As seen in comparing figures 2.29 with figures 2.30 and 2.31 and figures 2.32 with
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figures 2.33 and 2.34, the finite element solution to analytic comparison improves as
distance increases indicating that, as separation distance from the source increases,
the finite element approximation becomes better at capturing response.
The effect of mass on the results for the rigid disk on the surface is shown and
compared to the no-mass solutions in figures 2.35, 2.36, and 2.37. As expected, the
inclusion of mass adds inertial effects to the system, lengthening the arrival times for
both the first and second peaks, further smoothing the response, and adding some
oscillatory behavior to the response.
The response of the surface of the sand half-space is plotted as displacement
amplitude vs. time, for increasing distance from the source (figure 2.38). As shown,
the waveforms are similar in character to the analytic forms and arrival times are
well-reproduced by the finite element solutions. Since changes in the propagating
wave are of primary interest in this study, the results from the finite element model
are adequate for assessing changes to the wave’s response caused by embedded objects
in its path.

2.6

Effect of Non-homogeneities on Propagation of Waveforms

The waveform and travel velocity of Rayleigh waves propagating in a uniform media
were described in previous sections. The effect of embedding solid bodies and void
space in the travel path of the propagating wave is examined here, with the objective
of identifying primary changes to the waveform and travel velocity caused by the
embedded object.
The uniform soil model is a SASSI model described in Section 2.5. In addition to
the displacements computed previously, accelerations are also computed since they
are more sensitive than displacement-time histories and changes to the signal are
more easily observed. A 6 in. wide x 6 in. high x 30 in. long block of solid concrete
(γ = 150 pcf; E ≈ 3, 150 ksi, ν = 0.17) is inserted into the model of the uniform soil
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media. The block is placed with the centerline of the length at 24 in. from the center
of the source and is embedded with 6 in. of soil above it. The block is then modified
to represent a void space having the same dimensions and location by replacing the
solid block with material having very low mass and stiffness (γ = 1 pci, E = 1 psi).
A finite element model is developed using symmetry conditions that includes one half
of the source plate and embedded object.
An impact load equal to that described in Section 2.5 is applied to the source
plate (which includes mass) and nodal displacements and accelerations monitored
at r = 1 ft., r = 3 ft., and r = 4 ft. for the uniform case, the embedded solid
case, and the buried void case. The displacement waveform for the solid and void
cases are compared to the uniform case in figures 2.39, 2.40, and 2.41. Acceleration
wave forms are shown in figures 2.42, 2.43, and 2.44. It is noted in comparing the
responses shown in the displacement and acceleration plots, that early arrivals of
the accelerations precede the early arrivals of the displacements. These precursors
are numerical artifacts of the solution process implemented in the frequency-domain
SASSI computer program. An important assumption made in the solution algorithms
implemented in the computer program is that excitations are stationary. Fourier
transforms of the excitation (input motion) are convolved with frequency-domain
transfer functions and then Fourier transformed to the time-domain. For lightly
damped systems this process can lead to “wrap-around” responses in the solution.
The sensitivity of the computed accelerations to this wrap-around is larger than
that for displacements since there is two orders of magnitude difference in the two
quantities.
Comparing the case of the buried solid to the uniform case in figure 2.45 indicates
that at r=3 ft., a point located beyond the embedded solid, the arrival time of the wave
advances slightly and an additional oscillatory motion is generated by the embedded
solid. This oscillatory motion occurs at a frequency of about 180 Hz consistent
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with the rigid body vertical response frequency (176 Hz) of the embedded solid.
Figure 2.46 shows the response at r=1 ft., a location in front of the embedded solid,
and indicates that the response for both the solid and uniform cases is similar during
the period when the wave arrives from the source. At times after the wave passes, the
embedded solid response shows additional oscillatory motions that also correspond
to the response frequency of the embedded solid. The waveform for the void case
is compared to the uniform case at r = 1 ft. in figure 2.47 and at r = 3 ft. in
figure 2.48. At the location in front of the void location, r = 1 ft., there is evidence
of some reflection of the wavefront in the signal when compared to the uniform soil
case. At the location beyond the void location the response is very similar to the
uniform case, however a second peak emerges in the later portion of the waveform
that has a time lag corresponding to the time required for the wave to traverse the 6
in. width of the void.
A comparison of the embedded solid to the embedded void space is made at the
location in front of the embedded object in figure 2.49. As seen, the response during
the initial passage of the waveform is essentially identical between the two cases.
After the wave passes, the response for both the solid and the void are oscillatory in
nature but are out of phase with each other. Similarly, comparisons for the solid and
void cases are made for the location after the embedded item, r = 3 ft., in figure 2.50.
As shown, the arrival time for the solid case is slightly advanced of the void case, a
peak emerges in the latter part of the signal that corresponds to a lag between the
front and back sides of the void space, and the solid case indicates additional strong
oscillatory motion at a frequency corresponding to the frequency of the embedded
solid volume.
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2.7

Summary of Wave Propagation

In this Chapter, the basic equations of motion for the full-space and half-space uniform elastic media were summarized to describe the propagation of waves. The
propagation of a surface wave in a uniform elastic media caused by the application of
a dirac delta impulse load to the surface is then described using solutions for Lamb’s
problem by Pekeris [1955] and Mooney [1974]. This solution was convolved with a
load time history to obtain waveforms generated by the application of a load having
a finite duration. The effect of the size of the plate used to apply the source loading
was considered using solutions developed by Mitra [1964] for Poisson’s ratio equal to
0.25. The use of interference factors described by Foinquinos and Roesset [2001] is
evaluated in order to generalize the solution.
A finite element solution to the problem was developed using the computer program SASSI [Lysmer et al., 1981]. Results for the finite element model compare fairly
well with the closed form solutions described above. The model is revised to consider
embedding a solid having concrete properties and a void space.
Insights gained from review of the analytical and numerical solutions of wave
propagation problem for uniform half-space conditions as well as the effect of embedding objects in the wave path will be used to aid in interpretation of the measured
waveforms developed in this study.
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Figure 2.1: Relation between Poisson’s ratio and propagation velocities in a
semi-infinite media (after Richart et al. [1970])
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Figure 2.4: Vertical displacement from suddenly applied point unit step load,
ν = 0.25
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Figure 2.5: Vertical displacement from suddenly applied point dirac delta load,
ν = 0.25
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Figure 2.6: Time history load functions, f (τ ) used for convolutions; T = 0.001τ ,
0.003τ , 0.005τ , 0.01τ
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Figure 2.7: Comparison of vertical accelerations from varying
pulse width, f (τ ), ν = 0.25
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Figure 2.8: Comparison of vertical accelerations from varying
pulse width, r = 1 ft., ν = 0.25, VS = 200 fps
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Figure 2.9: Time history load functions, f (t) used for convolutions
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Figure 2.10: Comparison of vertical accelerations from varying pulse width, r = 1
ft., ν = 0.25, VS = 200 fps
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Figure 2.11: Vertical acceleration from time history impact load applied at a point,
r = 1 ft. and 3 ft., ν = 0.25, VS = 200 fps (VR = 183 fps)
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Figure 2.12: Mitra’s solution for vertical displacement from dirac delta load on
flexible circular source, r = 1 ft., a = 0.25 ft., ν = 0.25, VS = 200 fps: pulse
duration = 0.0005 sec
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Figure 2.13: Flexible and rigid interference functions for vertical displacement from
unit step function applied at a point; ν = 0.25, a = 0.25 ft.
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Figure 2.14: Comparison of Mitra’s solution to convolution using FFT for flexible
circular source, r = 1 ft., a = 0.25 ft., ν = 0.25, VS = 200 fps
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Figure 2.15: Comparison of Mitra’s solution to convolution using FFT for flexible
circular source, r = 3 ft., a = 0.25 ft., ν = 0.25, VS = 200 fps
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Figure 2.16: Comparison of Mitra’s solution to convolution using FFT for flexible
circular source, r = 4 ft., a = 0.25 ft., ν = 0.25, VS = 200 fps
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Figure 2.17: Vertical displacement from suddenly applied load on rigid circular
source (Dirac Delta function), r = 1 ft., a = 0.25 ft., ν = 0.25, VS = 200 fps
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Figure 2.18: Vertical displacement from suddenly applied load on rigid circular
source (Dirac Delta function), r = 3 ft., a = 0.25 ft., ν = 0.25, VS = 200 fps
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Figure 2.19: Vertical displacement from suddenly applied load on rigid circular
source (Dirac Delta function), r = 4 ft., a = 0.25 ft., ν = 0.25, VS = 200 fps
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Figure 2.20: Vertical acceleration from suddenly applied load on flexible circular
source (Dirac Delta function), r = 1 ft., a = 0.25 ft., ν = 0.25, VS = 200 fps

48

Figure 2.21: Vertical acceleration from suddenly applied load on rigid circular
source (Dirac Delta function), r = 1 ft., a = 0.25 ft., ν = 0.25, VS = 200 fps
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Figure 2.22: Vertical acceleration from cosine load function with pulse width T =
0.0015 sec. flexible circular source; r = 1 ft., a = 0.25 ft., ν = 0.25, VS = 200 fps
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Figure 2.23: Vertical acceleration from cosine load function with width T = 0.0015
sec. rigid circular source; r = 1 ft., a = 0.25 ft., ν = 0.25, VS = 200 fps
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Figure 2.24: Comparison of interference factor (FFT) and Mitra’s solutions.
flexible circular source; r = 1 ft., a = 0.25 ft., ν = 0.25, VS = 200 fps
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Figure 2.25: Comparison of interference factor (FFT) and Mitra’s solutions.
flexible circular source; r = 3 ft., a = 0.25 ft., ν = 0.25, VS = 200 fps
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Figure 2.26: Comparison of interference factor (FFT) and Mitra’s solutions.
flexible circular source; r = 4 ft., a = 0.25 ft., ν = 0.25, VS = 200 fps
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Figure 2.27: Meshing of rigid disk used in SASSI model
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Figure 2.28: Sketch of SASSI model used to compute half-space responses; a =
0.25 ft., ν = 0.25, VS = 200 fps
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Figure 2.29: Comparison of surface response between SASSI and analytical
solutions; flexible disk, r = 1.0 ft.
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Figure 2.30: Comparison of surface response between SASSI and analytical
solutions; flexible disk, r = 3.0 ft.
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Figure 2.31: Comparison of surface response between SASSI and analytical
solutions; flexible disk, r = 4.0 ft.
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Figure 2.32: Comparison of surface response between SASSI and analytical
solutions; rigid disk, r = 1.0 ft.
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Figure 2.33: Comparison of surface response between SASSI and analytical
solutions; rigid disk, r = 3.0 ft.
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Figure 2.34: Comparison of surface response between SASSI and analytical
solutions; rigid disk, r = 4.0 ft.
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Figure 2.35: Effect of mass on surface response SASSI solutions; r = 1.0 ft.
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Figure 2.36: Effect of mass on surface response SASSI solutions; r = 3.0 ft.
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Figure 2.37: Effect of mass on surface response SASSI solutions; r = 4.0 ft.
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Figure 2.38: Surface response due to impact load, SASSI solution with mass
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Figure 2.39: Surface displacement response (SASSI solution) for uniform,
embedded 6x6x30 solid, and 6x6x30 void, r=1.0 ft.
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Figure 2.40: Surface displacement response (SASSI solution) for uniform,
embedded 6x6x30 solid, and 6x6x30 void, r=3.0 ft.
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Figure 2.41: Surface displacement response (SASSI solution) for uniform,
embedded 6x6x30 solid, and 6x6x30 void, r=4.0 ft.
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Figure 2.42: Surface acceleration response (SASSI solution) for uniform, embedded
6x6x30 solid, and 6x6x30 void, r=1.0 ft.
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Figure 2.43: Surface acceleration response (SASSI solution) for uniform, embedded
6x6x30 solid, and 6x6x30 void, r=3.0 ft.
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Figure 2.44: Surface acceleration response (SASSI solution) for uniform, embedded
6x6x30 solid, and 6x6x30 void, r=4.0 ft.
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Figure 2.45: Surface displacement response (SASSI solution) for uniform and
embedded 6x6x30 solid, r=3.0 ft.
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Figure 2.46: Surface displacement response (SASSI solution) for uniform and
embedded 6x6x30 solid, r=1.0 ft.
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Figure 2.47: Surface displacement response (SASSI solution) for uniform and
embedded 6x6x30 void, r=1.0 ft.
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Figure 2.48: Surface displacement response (SASSI solution) for uniform and
embedded 6x6x30 void, r=3.0 ft.
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Figure 2.49: Surface displacement response (SASSI solution) for 6x6x30 solid and
embedded 6x6x30 void, r=1.0 ft.
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Figure 2.50: Surface displacement response (SASSI solution) for 6x6x30 solid and
embedded 6x6x30 void, r=3.0 ft.
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Chapter 3
Procedures for Evaluating Effects of
Embedded Objects on Surface Wave Patterns
Refraction and reflection surveys [Telford et al., 1990] are the most commonly used
travel-time methods for detection of cavities [Shokouhi and Gucunski, 2003]. Cooper
and Ballard [1988] used refraction methods to show travel time increases due to shallow cavities in soil with near surface voids. However, the refraction method fails to
recognize water or soil-filled cavities and rigid objects because travel-time changes
are small [Cooper and Ballard, 1988, Belesky and Hardy, 1986]. In addition, local
stratification can influence travel time as much as the shallow cavities. The reflection
method has been used successfully for deep cavity detection, but for shallow cavities
surface waves arrive simultaneously with lower energy reflected waves, making detection of the shallow anomalies difficult [Belesky and Hardy, 1986]. Investigations by
Haupt [1978], Dravinsky [1983], and Curro [1983] using numerical and experimental
studies, demonstrate that surface waves are most sensitive to anomalies close to the
surface. Thus, analysis of surface waveforms is potentially well suited for detecting
the presence and character of shallow embedded objects and cavities.
The Spectral Analysis of Surface Waves (SASW) [Nazarian, 1984, Nazarian and
Stokoe, 1986] is a mature nondestructive geophysical technique that has been successfully used for twenty-five years for evaluation of layered media. This technique is
based on the measurement of surface waves, mainly Rayleigh waves, and makes use
of the sampling nature of the Rayleigh wave. As indicated in figure 2.2, an increase
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in frequency reduces the depth of soil through which the Rayleigh wave penetrates.
Thus, anomalies in the soil will interfere with the Rayleigh wave propagation to a
greater or lesser extent depending upon the frequency of the propagating wave and
the size and depth of the embedded object. The results of theoretical and experimental studies that make use of the SASW technique [Sheu et al., 1988, Al-Shayea
et al., 1994, Gucunski et al., 1996a,b, Ganji et al., 1997, Shokouhi et al., 2003, 2005]
demonstrate that the SASW technique is effective in detecting changes to surface
wave patterns caused by shallow embedded objects and cavities.
Different methods have been investigated for interpreting the measured surface responses. Evaluation of unwrapped phase functions has been used by Luke and Chase
[1997]. Changes to phase velocity caused by the embedded object has been evaluated
by many investigators [Gucunski et al., 1996a, Ganji et al., 1997, Luke and Chase,
1997, Al-Shayea, 1998, Gucunski et al., 1998]. In addition, dispersion curve analyses
has been conducted by Gucunski et al. [1996a] and Ganji et al. [1997]. All of these
methods utilize a common approach in that they use cross spectrum information to
analyze the data. Gucunski and Shokouhi [2005] introduced the use of wavelet transforms as an alternate method to investigate the surface wave response.
The studies identified above have shown that reflections from cavity boundaries
and other objects change the surface wave pattern. These changes include altering
the arrival time and frequency characteristics of the waveforms [Shokouhi and Gucunski, 2003]. A consistent observation with all of the investigations, both analytic
and numerical, is that the presence of a cavity reduces phase velocity while objects
more rigid than the surrounding soil increase phase velocity. The exception is made
by Krstic and Gucunski [2007], reporting from an experimental field investigation on
a solid embedded in a soft trench, who observed a decrease in the phase velocity. Gucunski et al. [1996a] and Ganji et al. [1997] report large fluctuations in phase velocity
with frequency for surface waves measured near embedded obstacles or cavities.
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In summary, these previous investigations have characterized the significant effects
of buried obstacles on the surface wave patterns as:
• The phase velocity decreases or increases depending upon the shear wave velocity of the embedded object and the shear wave velocity of the soil surrounding
the embedded object. For objects stiffer than the surrounding soil the phase
velocity increases while for cavities phase velocity decreases. The phase velocity
decreases for stiffer objects embedded in a localized region of soft soil.
• Buried objects have a larger effect on the amplitude of the surface waves than
on the phase velocity.
• Reflected waves interfere constructively or destructively with the incident wave
and it has been shown, at least for cavities, that energy associated with the
embedded object occurs in the reflected wave at a frequency range corresponding
to the frequency of the embedded object.
• Fluctuations appear in the dispersion curve (phase velocity vs. frequency) as
rapid changes in the phase velocity.
The focus of this study is to investigate whether the characteristic responses identified in previous studies, based substantially on analytical and finite element analyses
results, can be replicated in an experimental setting. To this end, the techniques used
to analyze the measured surface wave responses are selected based on their efficiency
in identifying and quantifying the surface wave characteristics listed above.
The data analysis process that will be used to evaluate the response includes:
computing the phase velocity from measurements of surfaces wave accelerations taken
from experiments; calculating peaks in energy in the measured responses that capture
the frequency of the incident and reflected waves; and the time, arrival, duration, and
the energy that occurs in the measured signals.
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This chapter describes the theoretical basis for wavelet functions, the selection of
an appropriate wavelet, the continuous wavelet transform (CWT) and its application
in expressing the power (energy) in a signal concurrently in time and frequency domains. Also described in this chapter are the use of wavelet transforms to compute
phase velocity, and the analyses of surface wave patternss using the CWT. The calculation of phase velocity and analyses of power is demonstrated in this chapter using
waveforms developed in Chapter 2.

3.1

Basis of Wavelet Functions

Analyzing time series signals has traditionally been accomplished with the help of a
Fourier transform that convolves the time series with a series of harmonic functions
as shown in the transform pair in equation (3.1):
fˆ (ω) =

Z +∞

f (t) e−ıωt dt,

−∞

(3.1)
f (t) =

Z +∞

fˆ (ω) eıωt dω.

−∞

Equation (3.1) represents the “weighted sum” of the simple waveforms eıωt , where
the weight at a particular frequency, ωi , is given by fˆ (ωi ). The Fourier transform
provides information about the frequency content of a signal, f (t), but no information
about the variation of the signal with time, thus it is useful for cases where the signal
is unchanging with time, or stationary.
Wavelet transforms, equation (3.2), are convolutions of functions (wavelets) localized in time and frequency (or space) with the signal, f (t):
T (a, b) = w(a)

Z +∞

!

f (t) ψ

−∞

∗

t−b
dt.
a

(3.2)

The wavelet function can be manipulated to stretch or squeeze its duration (dilation)
by adding a dilation parameter a, and to translate it in time by adding a translation parameter, b. These manipulations are demonstrated using the “Mexican hat”
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2 /2

wavelet, ψ(t) = (1 − t2 )e−t

, in figure 3.1 [Addison, 2002]. With these modifications,

the transforms can be used to extract information about both frequency content and
time related variations in the signal. If the wavelet matches the shape of the signal
well at a specific scale (frequency) and location (time), then a large transform value
(T (a, b)) is obtained. If the match is poor, a low value is indicated. Plotting the
transform provides a picture of the correlation between the scaled and translated
wavelet function and the signal. These attributes permit the study of signal features
with a detail matched to their scale; broad features on a large scale and fine features
on smaller scales. This behavior is useful for the analyses of signals that are nonstationary, have short-lived transient components, have different features at different
scales, or contain singularities.
The basic form of the wavelet is called the analyzing, or alternatively the mother,
wavelet from which the dilated and translated (daughter) versions are derived. To be
classified as a wavelet, the function must meet the following criteria:
• The function must have finite energy,
E=

Z ∞

|ψ(t)|2 dt < ∞.

(3.3)

−∞

• If ψ̂(ω) is the Fourier transform of ψ(t), then,
ψ̂(ω) =

Z ∞

ψ(t)e−ıωt dt,

(3.4)

−∞

and the following condition must hold,
Cg =

Z ∞
0

|ψ̂(ω)|2
dω < ∞,
ω

(3.5)

implying that ψ(t) must have a mean value of zero.
• For complex wavelets, the Fourier transform must be real and must vanish for
negative frequencies.
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As with Fourier transforms and inverse transforms, an inverse wavelet transform
exists, equation (3.6), which allows the original signal to be recovered from its wavelet
transform by integrating over all scales and times. For the inverse wavelet transform,
the wavelet function, not its conjugate, is used,
!!
1
1 Z +∞ Z +∞
t−b
dadb
T (a, b) √ ψ
x(t) =
.
Cg −∞ 0
a
a
a2

(3.6)

There are a number of wavelet functions that are commonly used. The simplest orthogonal wavelet function is the Haar wavelet, shown in figure 3.2, and equation (3.7).

ψ0 =
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for 0 < x < 0.5

−1








 0

for 0.5 < x < 1

(3.7)

elsewhere.

The Meyer orthogonal wavelets, figure 3.3 and equation (3.8), are defined in the
frequency domain and are very regular, but are not well localized in time.
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 where ν (α) = α4 (35 − 84α + 70α2 − 20α3 ) , α ∈ [0, 1] .

(3.8)

The most widely used continuous wavelets are the complex Morlet wavelet and the
first derivative of the Gaussian (Mexican hat). The complex Morlet wavelet function
and its Fourier tranform are shown in figure 3.4 and equation (3.9),
ψ0 (η) = π −1/4 eıω0 η e−η

2 /2

,
2

ψ0 (sω) = π −1/4 H (ω) e−(sω−ω0 )

(3.9)
/2

,

where ω0 is the non-dimensional frequency (taken to be 6 to satisfy the admissibility
condition for a wavelet function), η is a non-dimensional time parameter, η =
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t−b
.
a

H(ω) is the Heaviside step function, H(ω) = 1 if ω > 0, H(ω) = 0 otherwise, and s
is the scale (scale is selected as the dilation term for the purpose of computing the
transform). The Mexican hat wavelet is a common continuous real wavelet that is
shown in figure 3.5 and equation (3.10),


2
2
ψ0 (η) = √ π −1/4 1 − η 2 e−η /2 ,
3
−ı2
2 −(sω)2 /2
ψ̂0 (sω) = r 
.
 (sω) e
Γ 2 + 12

(3.10)

Another complex valued wavelet is the Paul wavelet, whose function and Fourier
transform are shown in figure 3.6 and equation (3.11), for which the higher the order
of m, the better the cancellations or vanishing moments, of the wavelet.
24 ı4 4!
(1 − ıη)−5 ,
ψ0 (η) = q
π (8)!
24
ψ̂0 (sω) = q
H (ω) (sω)4 e−sω .
4 (8 − 1)!
3.2

(3.11)

Characteristics of Wavelet Functions and Their Transforms

The decision of which wavelet function to use depends on the purpose of the analysis
since the choice of the wavelet function determines the nature of information that
can be extracted or represented about the process. There are a number of characteristics of wavelet transforms common to all wavelet functions that can be helpful
in extracting important aspects of the underlying process contained in the time (or
space) signal. There are also aspects that can lead to erroneous interpretations. Recognizing these general behaviors of data in wavelet space will help in interpreting the
transforms and are examined in this Section.
Regardless of the wavelet function selected, there are a number of properties that
are useful in interpreting the results of the wavelet transformation. First, the wavelet
transform is covariant under any translation [Farge, 1992]. A consequence of the
translation covariance is that the frequency of a monochromatic signal can be read
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off from the phase plot of the wavelet coefficients. The number of zeros of the phase
on lines with scale, s = constant, gives the frequency of the signal. This is shown in
figure 3.7 where, for example, the change of phase shown as the boundary between
white and black occurs at each minima of the time series. The continuous wavelet
transform (CWT) is also covariant under any constant dilation [Farge, 1992]. A
consequence of this dilation covariance is that the wavelet transform of a power-law
function is fully determined by its restriction to any line s = constant. The resulting
lines of constant phase point out the possible singularities of the function. An example is shown in figure 3.8 for an impulse load time history, where it can be seen that
lines of constant phase converge toward the singularity in the time signal.
The transformed function fˆ is regular even if the function f is not. It is easy to localize the possible singularities of f by examining the phase of its wavelet coefficients
as shown in figure 3.8. If, on the contrary, the modulus of the wavelet coefficient
becomes zero at very small scales around a translation (x0 ), then the function f is
regular at x0 . For time varying signals x0 corresponds to time, t.
Different wavelet functions and transforms have characteristics that can be important, depending on the intended use. The characteristics of the wavelet functions and
their transforms are related to the following aspects of the wavelets:
• Continuous or orthogonal wavelet functions.
• Wavelet functions that are complex or real.
• The degree of localization in time and the Fourier domain.
• Symmetric or non-symmetric wavelet functions.
• Width of the wavelet function.
• Shape of the wavelet function.
• Number and range of scales to be included in the wavelet transform.
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• Irregular or smoothed wavelet function.
The characteristics in the resulting wavelet transform is described in the following.

Continuous or orthogonal wavelet function
The first selection to be made is whether to use a continuous or orthogonal wavelet
function. When quantitative information is needed about the process, orthogonal
wavelets often provide the best choice. The number of convolutions at each scale
is proportional to the width of the wavelet function at that scale. This results in
an orthogonal dyadic grid of wavelet coefficients giving the most compact representation of a signal. Orthogonal wavelets are desirable for use in decomposition and
reconstruction of time series with minimal basis (number of coefficients in the wavelet
transform). Unlike the continuous wavelet transform, the orthogonal wavelet coefficients are independent. Thus, the orthogonal wavelet transform is not covariant with
dilation and translation and the wavelet coefficients are not redundant [Farge, 1992].
The orthogonal wavelet functions may not yield the most physically meaningful
scale analysis because the scales are analyzed only at the octaves (integer powers
of 2) and not at the voices (fractional powers of 2). A continuous wavelet analyses
is highly redundant at large scales (low frequencies) where the wavelet spectrum at
adjacent times is highly correlated and therefore useful for time series analyses where
smooth, continuous variations in the wavelet transform amplitude are expected. This
redundancy enhances information on the localized time scale and allows an unfolding of the energy information on the complete time-scale grid. Additional benefits
are that the redundant nature of the transform is effective in suppressing noise, it is
well suited for analyzing the local differentiability of a function, and it is useful for
detecting and characterizing possible singularities in the function.
An extension of the discrete (or orthogonal) wavelet function has been developed
which is called a wavelet frame. The wavelet frame is a set of wavelet functions
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that are normalized such that the energy of the function is equal to the energy of
the wavelet transforms. These wavelet frames are more easily adapted to numerical
approaches and have many of the beneficial characteristics of the continuous wavelet
transform. The characteristics of a wavelet frame are summarized as:
• In general, a wavelet frame is not an orthonormal basis. It provides a redundant
representation of the function f (t). When a frame is redundant, the wavelet
coefficients in a neighborhood are correlated, improving the resolution of the
sharp features of the signal being transformed. For detecting sharp changes in
a signal the redundant representation is useful.
• The oversampling that occurs with the use of a wavelet frame increases the
computational complexity as compared to the use of the orthogonal wavelet.
• Redundant representations are more robust to noise as compared with orthogonal representations and are useful when noise reduction is desired.
• When reconstruction is limited to dominant coefficients in the wavelet transform, filtering automatically takes place that reduces high-frequency information, often related to noise, while preserving important features in the signal.
Wavelet frames have attractive sampling properties and are useful when qualitative or exploratory analyses is required at small increments of scale due to
the ability to perform analyses at scales that are finer (voices) than dyadic
increments (octaves).

Complex or real wavelet function
Transforms using complex wavelet functions return information about both the
amplitude and phase of a signal and are better suited for capturing oscillatory behavior in the signal than real wavelet functions. The transform computed using real
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wavelet functions returns a single real component and can be used to isolate peaks or
discontinuities in the signal. Transforms using complex wavelet functions will show
constant power across the time duration of the oscillation while transforms using real
wavelet functions produce power only at times where the oscillation is at an extreme
or where a sharp discontinuity occurs in the time series record.


√
The amplitude |L|2−norm modulus: which for x + iy = x2 + y 2 and the phase
can be separated from complex valued wavelet coefficients. The amplitude gives the
energy density while the phase permits detection of singularities and measurement
of instantaneous frequencies as discussed previously. The complex-valued wavelets
are called progressive if their Fourier coefficients are zero for negative wave numbers.
They are well adapted to causal signals because the direction of time is preserved and
parasitic interference between past and future components of the time signal is not
created.

Localization in time and Fourier domain
Applications in filtering require strong localization properties in the Fourier domain. Thus, when wavelet analyses includes filtering of the signal, the choice of
wavelet should consider the spectral properties of the wavelet selected. For example,
although the Haar wavelet function is simple, its Fourier spectrum is not well localized and it is not well suited for filtering applications. On the other hand, the Morlet
wavelet function is supported entirely in the positive frequency axis and the Fourier
transform of the wavelet function is approximately zero for ω < 5. These Fourier domain properties make the Morlet function attractive where the interference of positive
and negative frequencies need to be eliminated.
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Symmetric or non-symmetric wavelet function
Irregularities in the signal are best represented by symmetric wavelets, whereas
non-symmetric wavelet functions highlight the center, or stationary, portion of the
wave. This behavior reflects the fact that the magnitude of a wavelet transform using
a symmetric wavelet is large at the boundaries of a transition, while the magnitude
of the transform computed using non-symmetric wavelet functions have coefficients
that are large at the center of the transition. Sharp transitions or stationary activity
can be emphasized by selecting the appropriate symmetric or non-symmetric wavelet.

Width of the wavelet function
The width of a wavelet function is defined as the e-folding time of the wavelet
amplitude. The e-folding time is the time required for the power of a discontinuity
at the edge of the wavelet power spectrum to drop by a power of e−2 . The resolution
of a wavelet function is determined by the balance between the width of the wavelet
function in time space and the width of the wavelet function in Fourier space. A
function that is narrow in time will have good time resolution, but poor frequency
resolution, while a function that is broad in time will have poor time resolution but
good frequency resolution.
With finite length data series, errors will occur at the beginning and end of the
wavelet power spectrum since the Fourier transform used in computing the wavelet
transform assumes the data is cyclic. A number of approaches are used to address
errors at the beginning and at the end of the power spectrum such as padding the
end of the time series with zeros prior to computing the wavelet transform and then
removing them afterward. Padding with zeros introduces discontinuities at larger
scales and decreases the amplitude near the edges as more zeros enter the analyses.
The region of the wavelet spectrum where edge effects become important is the cone of
influence (COI). The COI corresponds to the e-folding time for the autocorrelation of
90

wavelet power at each scale. Beyond the e-folding time, the edge effects are negligible
and thus beyond the COI the error is minimal. The size of the COI at each scale also
provides a measure of the decorrelation time for a single spike in a time series. By
comparing the width of a peak in the wavelet power spectrum with the decorrelation
time, the difference between a spike in the data (possibly due to random noise) and a
harmonic component at the equivalent Fourier frequency can be distinguished. Since
the peaks in the wavelet spectrum within the COI are reduced in magnitude due to
the zero padding, it is unclear whether decreases in power in these regions are due to
a true decrease or reflect a reduction caused by zero padding. If data in this region is
of interest a narrower wavelet function may be used, or different methods of extending
the data may be required.

Shape of the wavelet function
The selected wavelet function should reflect the type of features present in the time
series [Farge, 1992, Torrence and Compo, 1998]. For time series with sharp jumps or
steps, a box-car like function (e.g. Haar) is appropriate, while for a smoothly varying
time series a smooth function, such as a Morlet wavelet, should be chosen. If the
primary interest is in examining the wavelet power spectra, then the choice of the
wavelet function is not critical as one function will give the same qualitative results
as another.
If the use of wavelet transforms is focused on the study of a function’s high-order
fluctuations and possible singularities in high-order derivatives, the wavelet should
have some vanishing high-order moments. This requirement eliminates the most
regular (polynomial) part of the signal. In this case, the wavelet coefficients will be
very small in regions where the function is as smooth as the order of cancellation and
the wavelet transform will only react to the variations of the function that are of higher
order than the order of cancellation. Thus, if the behavior of the M th derivative of
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f (x) is of interest, the wavelet function should have cancellations up to order M. This
characteristic of the wavelet transform highlights that wavelets “see” signal variations
but are blind to constant or other global polynomial behavior, consistent with the
number of cancellations of the analyzing wavelet. A related inference is that wavelet
transforms correlate to variations in the signal at a given scale and at given point.
If the wavelet does not oscillate at a certain scale and position (time), then the
corresponding wavelet coefficients are zero, regardless of the strength of the signal.

Scales included in the analyses
Once a wavelet is chosen, it is necessary to choose a set of scales, s, to use in the
transform. For an orthogonal wavelet, a discrete set of scales must be selected [Farge,
1992]. For nonorthogonal wavelet analysis, the coefficients between scales of the
wavelet transform are not independent and are redundant, therefore the set of scales
can be selected as desired to provide finer or coarser detail of the frequency content
in the waveform. It is convenient to write the scales as fractional powers of two as
shown in equation (3.12),
sj = s0 2j∆j , j = 0, 1, ..., J,

(3.12)

J = ∆j −1 log2 (N ∆t/s0 ),
where s0 is the smallest resolvable scale and J determines the largest scale of analysis. The s0 should be chosen so that the equivalent Fourier period is approximately
2∆t [Torrence and Compo, 1998]. The choice of a sufficiently small ∆j depends on
the width of the wavelet function in spectral space. Smaller values of ∆j give finer
resolution.

Irregular or smoothed wavelet function
An irregular or even discontinuous wavelet, such as the Haar wavelet can provide
a good and simple choice for applications where the time signal has sharp variations.
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For smoother processes, smoothed wavelet functions perform better [Farge, 1992, Torrence and Compo, 1998].
Recommendations for wavelet selection are given in Farge [1992]. The wavelet
coefficients combine information about both the signal and the wavelet. The choice
of the transform, orthogonal or not, and the appropriate wavelet depends on the kind
of information to be extracted from the signal. An important consequence of the
wavelet properties is that the continuous wavelet transform of a random signal will
show some correlations that are obviously not in the signal, but are in the wavelet
transform itself. The size of the correlated regions is a function of the wavelet and
decreases with the scale. In the case of discrete orthogonal wavelet transforms, the
problem does not exist, since by the definition of orthogonality, all wavelet coefficients
are uncorrelated. In order to limit the effects of correlation of non-orthogonal wavelet
coefficients to local regions in time and frequency (scale), the wavelet function should
be well-localized in both time and Fourier spaces.
Additionally, to reduce the risk of imposing correlations incorporated in the wavelet
function onto the data, the analyzing function should be chosen in accordance, and
similar in form, to the intrinsic structure of the field to be analyzed. The character of
the underlying energy field in the time signal provides an expectation of the wavelet
transform that will be associated with a given time series [Farge, 1992]. For example,
the trigonometric functions used in the Fourier transform would be the appropriate
tool if an energy field were a superposition of waves; in this case the wave numbers are
well defined and the Fourier energy spectrum is meaningful for describing and modeling the distribution of the energy field. If the energy is a superposition of response
at point locations, then the Fourier spectrum would not provide any insight into the
physical character of the underlying process. Thus, it is important to identify and
characterize the typical behavior that occurs in the energy field. For a set of localized,
coherent structures, the energy density should be distributed among cone-like pat-
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terns, each cone pointing to an excited structure. For a field that is a superposition
of waves, the energy density should be distributed in phase space among horizontal
bands, each band corresponding to an excited wave number. If a turbulent field is
a superposition of wave packets, then energy density should be distributed among
patches whose horizontal length will correspond to the time (spatial) support and
vertical length to the bandwidth characterizing each excited wave packet. Finally, if
the energy field consists mainly of noise, its energy density should be randomly distributed in both time (space) and scale without presenting any characteristic pattern
in phase space.

3.3

Selection of the Wavelet Function

A number of choices are presented when selecting characteristics that the wavelet
function should have. These choices must be made with regard to the wavelet function and its transform that are described in Section 3.2 and include; continuous or
orthogonal, complex or real, degree of localization in time and Fourier domain, symmetric or non-symmetric, width, shape, irregular or smoothed, and finally, the scales
that will be included in the analyses.
As described in Section 3.2 it is important to identify and characterize typical
behavior that occurs in the energy field being transformed. Figure 3.9 and figure 3.10
show plot examples that are expected at varying locations on the surface of the
soil surface. These signals are developed in Chapter 2 using analytical and numerical approaches. These signals compare well with the primary response seen in the
experimental records, an example of which is shown in figure 3.11. As seen, the experimental records have oscillations that extend in time beyond the response seen
in the analytical and numerical solutions. The response appears as a combination
of localized coherent structures and a superposition of wave packets. Therefore the
energy density is expected to be distributed among cone-like patterns, each cone

94

pointing to an excited structure, combined with energy density that is distributed
among patches whose horizontal length corresponds to the spatial (time) support
and the vertical length corresponds to the bandwidth that characterizes each excited
wave packet. Some noise exists in the measured signals. The noise will appear in the
wavelet transform as energy density that is randomly distributed in both time and
scale without presenting any characteristic pattern in phase space.
The continuous, real, derivative of a Gaussian (DOG) wavelet is selected for use
in evaluating the signals measured in the experimental portion of the study. This
selection provides good behavior for time series analyses where smooth, continuous
variations in the wavelet transforms are expected, as in the signals described previously. The redundancy of the wavelet transform enhances information on a time
scale localization and allows unfolding of the energy information on the complete
time-scale (time-frequency) grid. Additionally, the continuous wavelet is effective at
suppressing noise in the signal. Because the wavelet function is real, its use provides
no information about phase. Therefore, to compute phase velocity using wavelet
transforms, the complex Paul wavelet is selected since the wavelet returns information about both amplitude and phase of the signal and it is also adept at capturing
the oscillatory type behavior contained in the expected signal. Since the direction of
time is preserved, the wavelet is appropriate for evaluation of the signals of interest
that are causal in nature.
The Paul wavelet is supported entirely in the positive frequency axis and the
Fourier Transform is approximately zero at low frequencies. This behavior eliminates
interference of positive and negative frequencies in developing the wavelet transforms.
The wavelet is symmetric, thus irregularities in the signal are highlighted. Since the
focus of this study is primarily on the early part of the arriving transient wave which
reveals itself as an irregularity to the quiescent portion of the signal, the symmetric
nature will highlight the portion of the signal of most interest. The Paul wavelet
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has a width that provides a good balance of resolution in both time and frequency
domains and represents an analyzing function that is similar to the measured signal
in both smoothness and in shape. The importance of selecting a wavelet function
similar to the signal was discussed at length in Section 3.2.

3.4

Continuous Wavelet Transform Description of Energy in Signals

This section describes the approach used to perform the wavelet analyses of the experimental and analytical data. It generally follows the methodology developed and
described in Torrence and Compo [1998]. A discussion of the selection of the derivative of a Gaussian (DOG) and Paul wavelet functions that are used in this study is
included in Section 3.3. The results described in this section (Section 3.4) are taken
from Torrence and Compo [1998] which are adapted to discrete notation from the
continuous wavelet transform (CWT) formulas given in Daubechies [1990]. The use
of the CWT to examine the characteristics of the signal are illustrated with examples
using the analytical data obtained from the SASSI analyses described in Chapter 2.
One perceived shortcoming of the use of the wavelet transform is that information (wavelet coefficients) from the transform process are often limited to making
qualitative statements about the signal and its underlying processes. A more quantitative description of the underlying processes is needed to more clearly understand
the behavior of a soil media having inclusions and occlusions embedded within it.
An approach by Torrence and Compo [1998] uses quantitative measures of statistical
significance to identify important behavior of the underlying process. This approach
tests against background “noise” at statistical significance levels to separate features
that are part of the process and those that may be associated with noise. Significance testing is performed by assuming a background Fourier power spectrum (e.g.
red or white noise) at each scale, then using the chi-squared distribution to find 95%
confidence level contours.
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The approach is summarized in the following steps:
1. Compute the Fourier transform of the measured or computed time series.
2. Choose a wavelet function and a set of scales to be analyzed appropriate to the
time series as described in Choice of scales below.
3. Construct the normalized wavelet function for each scale as described in Normalization.
4. Compute the wavelet transform and wavelet power spectrum at that scale as
described in Wavelet transform and Wavelet power spectrum.
5. Determine the cone of influence (COI) and the Fourier wavelength at that scale
as described in Cone of influence.
6. Determine noise levels either from measurements of background “noise” or the
variance (noise) contained in the measured signal as described in Wavelet power
spectrum.
7. Perform statistical tests to compare the amplitude of the wavelet transform
coefficients to coefficients corresponding to noise levels and remove noise from
the signal, wavelet transform, and power spectrum as described in Theoretical
spectrum and significance levels and Filtering.
8. Repeat steps 3 – 7 for all scales, remove any padding, and contour plot the
wavelet power spectrum.

Wavelet transform
The wavelet transform is used to analyze time series developed from the impact
load since these time series contain non-stationary power at many different frequencies. For a time series, xn , with equal time spacing, ∆t, and n = 0, . . . , N − 1, assume
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a wavelet function, ψ0 (η), that depends on a non-dimensional time parameter, η. This
function has zero mean and is localized in time and frequency space. For this study,
the wavelet selected for analyzing the acceleration time series is the real derivative
of a Guassian (DOG) wavelet (figure 3.5 and equation (3.10)). The complex Paul
wavelet function (figure 3.6 and equation (3.11)) is used to compute phase velocity.
The continuous wavelet transform of a discrete sequence, xn is defined as the
convolution of xn with a scaled and translated version of ψ0 (η), as shown in equation (3.13),
Wn (s) =

N
−1
X

"

xn0 ψ

∗

n0 =0

(n0 − n)∆t
,
s
#

(3.13)

where the (*) indicates the complex conjugate. By varying the wavelet scale, s, and
translating along the localized time index, n, a picture is developed that shows both
the amplitude of features in the time series versus the scale and how this amplitude
varies with time. The subscript 0 on ψ in equation (3.11) is dropped to indicate that
this ψ has been normalized.
Although the wavelet transform can be calculated using equation (3.13), performing the calculation in Fourier space is more efficient. To approximate the continuous
wavelet transform, the convolution in equation (3.13) is done N times for each scale,
where N is the number of points in the time series. By choosing N points, the convolution theorem allows all N convolutions to be performed simultaneously in Fourier
space using a discrete Fourier transform (DFT). The DFT of xn is,
−1
1 NX
x̂k =
xn e−2πıkn/N ,
N n=0

(3.14)

where k = 0, . . . , N − 1 is the frequency index. In the continuous limit, the Fourier
transform of a function ψ(t/s) is given by ψ̂(sω). By the convolution theorem, the
wavelet transform is the inverse Fourier transform of the product,
Wn (s) =

N
−1
X

x̂n0 ψ̂ ∗ (sωk ) eıωk n∆t ,

n0 =0
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(3.15)

where the angular frequency is defined as,






2πk
ωk = N ∆t


2πk
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N
.
2

(3.16)

Using equation (3.15) and a standard Fourier transform routine, the continuous
wavelet transform for a given s can be calculated at all n simultaneously which is
much more efficient than performing the convolution described by equation (3.13).

Normalization
To ensure that the wavelet transforms computed at each scale, s, using equation (3.15) are directly comparable to each other as well as the transforms of other
time series, the wavelet function is normalized at each scale to have unit energy using
equation (3.17),
2πs
ψ̂(sωk ) =
∆t


1/2

ψ̂0∗ (sωk ) .

(3.17)

The DOG and Paul wavelet functions illustrated in figures 3.5 and 3.6 have the
properties listed in table 3.1. The un-scaled ψ̂0 (table 3.1) have,
Z +∞
−∞

|ψˆ0 (ω 0 )|2 dω 0 = 1,

(3.18)

that is, they have been normalized to have unit energy. Using these normalizations,
N
−1
X

|ψ̂(sωk )|2 = 1,

(3.19)

k=0

where N is the number of points in the time signal. Thus the wavelet transform
is weighted by the amplitude of the Fourier coefficients x̂k and not by the wavelet
function. For the convolution formula in equation (3.13), the normalization is,
(n0 − n)∆t
ψ
=
s
"

#

∆t
s

!1/2

where ψ0 (η) is normalized to have unit energy.
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(3.20)

Table 3.1: Summary of properties of the DOG and Paul wavelet functions
Paul

DOG

(m=order)

(m=derivative)

2m ım m!

ψ0 (η)

q

(1 − ıη)e−(m+1)

π(2m)!

Γ m+

m

c (sω)
ψ
0

2
q

(−1)m+1
r 

m(2m − 1)!

H(ω)(sω)m e−sω

2

m

−ı
r 

Γ m+

√
s/ 2

e-folding time, τS

dm  −η2 /2 
 m e
1 dη
m −(sω)2 /2

1
2

 (sω)

√

e

2s

Wavelength, λ

4πs
2m + 1

2πs
m + 12

Cδ

1.132

1.966

γ

1.17

1.37

∆j0

1.5

0.97

ψ0 (0)

1.079

0.884

where Cδ = reconstruction factor
γ = de-correlation factor for time averaging
∆j0 = factor for scale averaging

Wavelet power spectrum
The complex wavelet transform can be divided into the real part, Re[Wn (s)], the
imaginary part, Im[Wn (s)], the amplitude |Wn (s)|, and phase,
tan−1 [(Im[Wn (s)])/(Re[Wn (s)])]. The wavelet power spectrum is defined as |Wn (s)|2 .
Torrence and Compo [1998] propose using the normalization described in equation (3.20( and from equation (3.15) to develop an expected value for |Wn (s)|2 which
is equal to N times the expected value for |xk |2 . For a white noise time series, this
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expectation value is σ 2 /N , where σ 2 is the variance in the time series. For white
noise, the expected value of the wavelet transform is |Wn (s)|2 = σ 2 at all n and s.
Figures 3.12, 3.13, and 3.14 show normalized Paul and DOG wavelet power spectra |Wn (s)|2 /σ 2 , for the vertical acceleration time series responses computed using
the SASSI model in Section 2 at locations, r, equal to 1 ft., 4 ft., and 6 ft. The
normalization by 1/σ 2 provides a comparison of power in the time series with respect
to white noise which, as discussed later, can be used to discern between response and
background noise in the signal.
In figure 3.12, the response computed closest to the impact source, the power is
focused in a narrow time window between 89 ms and 128 ms with significant frequency content from about 50 to 1200 hz. The wavelet transform is not as localized
in time for lower frequencies as it is for higher frequencies since the power occurs
at an earlier time and extends for a longer duration in the lower frequency region.
This is consistent with the wider time function associated with the wavelet at lower
frequencies than the width of the function at higher frequencies. Figure 3.13 shows
that the power is spread out over the same time window (105 ms to 145 ms), with a
slightly narrower frequency range (between 60 Hz and 1074 Hz) for recordings taken 4
ft. from the impact source. At greater distances, as shown in figure 3.14, the power in
the response occurs in a narrower frequency band over a much broader time window
(about 114-166 ms). The significant response is in a narrower frequency band between 98 Hz and 1024 Hz.. The power spectrum shown in figure 3.14 corresponds to
the responses computed at a point 6 ft. from the source. One can see that the power
in the spectrum is fairly consistent in frequency content with that seen in figure 3.12
and figure 3.13, and some additional smearing out of the response.
For this discussion, the level of “noise” for each of the time series has been estimated by computing the variance of the time signal. Unfortunately, this approach
results in estimates of noise, based on the variance in the signal, that are different
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Table 3.2: Variance in time
series for figures 3.12 - 3.14
Figure
Figure 3.12
Figure 3.13
Figure 3.14

Variance, σ
3.8E − 05
1.6E − 05
0.9E − 05

between locations. For example, the variances (σ =

√

variance) associated with fig-

ures 3.12 through 3.14 are shown in table 3.2. This location-sensitive description of
background “noise” indicates that alternate descriptions of background noise, such as
measurements of ambient noise or comparison of responses to a “control” case, may
yield a better description of statistical significance of changes in response caused by
embedded objects. Alternate descriptions of the background noise are discussed in
later sections.

Choice of scales
Once a wavelet function is selected, a set of scales, s, needs to be chosen to
provide adequate coverage in frequency space. For non-orthogonal wavelet analysis,
an arbitrary set of scales is used to build up a complete picture. It is convenient to
use scales that are fractional powers of two,
sj = s0 2j∆j , j = 0, 1, ..., J,

(3.21)

J = ∆j −1 log2 (N ∆t/s0 ),
where s0 is the smallest resolvable scale and J determines the largest scale. The value
of s0 should be chosen so that the equivalent Fourier period is approximately 2∆t.
For the Paul wavelet, a ∆j of 0.05 is selected to provide a smooth transition between
adjacent wavelet transform calculations. In figures 3.12 through 3.14, N=999, ∆t =
0.001, s0 = 0.001, ∆j = 0.05, and J=180, giving a total of 181 scales ranging from
1.4 Hz up to 716 Hz.
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For the DOG wavelet, a ∆j of 0.05 is selected to provide a smooth transition
between adjacent wavelet transform calculations. In figures 3.12 through 3.14, N=999,
∆t = 0.001, s0 = 0.0005, ∆j = 0.05, and J=200, giving a total of 201 scales ranging
from 0.8 Hz up to 811 Hz.

Cone of influence
An additional consideration when dealing with finite length data series is that
errors will occur at the beginning and end of the wavelet power spectrum, since the
Fourier transform used in the computations of the wavelet transform assumes that the
data is cyclic. A number of approaches are available to address these errors including
“padding” the beginning and/or end of the time series with zeros prior to performing
the wavelet transform. These added zeros are then removed afterward. Padding with
zeros introduces discontinuities at larger scales and decreases the amplitude of the
power spectrum near the edges as more zeros enter into the analyses. This region
where edge effects become important is referred to as the cone of influence (COI) and
it is defined as the e-folding time for the autocorrelation of wavelet power at each
scale. The e-folding time is chosen so that the wavelet power for a discontinuity at the
edge drops by a factor of 1/e2 and ensures that the edge effects are negligible outside
of this region. The width of the COI at each scale is also useful in that it gives a
measure of the decorrelation time for a single spike in a time series. By comparing
the width of a peak in the wavelet power spectrum with this decorrelation time at
the edge of the power spectrum, responses due to a spike in the data (possibly due
to random noise) can be differentiated from a harmonic component at the equivalent
Fourier frequency.
The cone of influence is superposed on the results shown in figure 3.12, figure 3.13
and figure 3.14, and is shown for each location in figure 3.15, figure 3.16 and figure 3.17. As seen, 100 milliseconds of time before and after the initiation of the
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signal are sufficient to minimize any edge effects in the wavelet power spectrum,
especially at the higher frequency values.

Wavelet scale and Fourier frequency
An examination of the complex Paul wavelet shown in figure 3.6 shows that the
peak in ψ̂(sω) occurs at a frequency of about sω = 0.72. This relationship between s
and frequency is computed following the method of Meyers et al. [1993], who derive
the relationship analytically by substituting a cosine wave of known frequency into
equation (3.15) and computing the scale at which the wavelet power spectrum reaches
its maximum. For the complex Paul wavelet with m = 4, λ = 1.49s, where λ is the
Fourier period. Thus, for the Paul wavelet, the wavelet scale is approximately equal
to 0.72 × the Fourier period. For the DOG wavelet with m = 6, λ = 0.967s, thus
the wavelet scale is approximately equal to the Fourier period.

Reconstruction
Since the wavelet transform is a bandpass filter with a known response function
(the wavelet function) it is possible to reconstruct the original time series using either
deconvolution or the inverse filter. This is straightforward for the orthogonal wavelet
transform that has an orthogonal basis, but for the continuous wavelet transform
it is complicated by redundancy in time and scale. However, this redundancy also
makes it possible to reconstruct the time series using an entirely different wavelet
function, the simplest of which is a delta (δ) function [Farge, 1992]. In this case, the
reconstructed time series is just the sum of the real part of the wavelet transform
over all scales,
xn =

J
Re[Wn (sj )]
∆j∆t1/2 X
.
1/2
Cδ ψ0 (0) j=0
sj
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(3.22)

(1/2)

The factor ψ0 (0) removes the energy scaling, the sj

converts the wavelet transform

to an energy density. Cδ is derived from the reconstruction of a δ function from its
wavelet transform using the function ψ0 (η). Cδ is a constant for each wavelet function
and is shown in table 3.1 for the wavelets used in this study.
To derive Cδ , a time series is assumed with a δ function at time n = 0, given
by xn = δn0 . This time series has a Fourier transform x̂n = 1/N , constant for all k.
Substituting x̂n into equation (3.15), at time n = 0, corresponding to the peak, the
wavelet transform becomes
Wδ (s) =

−1
1 NX
ψ̂ ∗ (sωk ).
N k=0

(3.23)

The reconstruction using equation (3.22) then gives,

Cδ =

J
∆j∆t1/2 X
Re[Wδ (sj )]
.
1/2
ψ0 (0) j=0
sj

(3.24)

The total energy is conserved under the wavelet transform, and the equivalent of
Parseval’s theorem for wavelet analyses is,
−1 X
J
∆j∆t NX
|Wn (sj )|2
,
σ =
Cδ N n=0 j=0
sj
2

(3.25)

where σ 2 is the variance and a δ function has been assumed for reconstruction.

Theoretical spectrum and significance levels
Theoretical spectrum
Torrence and Compo [1998] propose an approach by which a quantitative assessment of Fourier and wavelet power spectra can be made. Their approach is to
determine statistical significance levels for Fourier or wavelet spectra by comparing
power in the time series to a background spectrum that represents the underlying
natural responses in the time series, or “background noise”. To implement their
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approach, an appropriate background spectrum is needed. After selecting the background spectrum, the power spectrum measured from the geophysical process can
then be compared to this distribution of background noise.
For many geophysical phenomena, an appropriate background spectrum is white
noise where the time series signal has a flat (constant) Fourier spectrum and the
signal is entirely uncorrelated from one time step to other steps in the series. Other
geophysical processes exhibit some correlation between time steps. One simple model
[Torrence and Compo, 1998] to account for this correlation is to assume a red noise
response, which incorporates some correlation and results in a “noise” function having
increasing power with decreasing frequency. The red noise model is summarized in
this section and is then used as an example to establish a null hypothesis for assessing
the significance of a peak in the wavelet power spectrum.
A simple model for red noise is the univariate lag-1 autoregressive process, modeled as shown in equation (3.26),
xn = αxn−1 + zn ,

(3.26)

where α is the assumed lag-1 autocorrelation, x0 = 0, and zn is taken from Gaussian
white noise. The discrete Fourier power spectrum of equation (3.26), after normalizing, is,
Pk =

1 − α2
,
(1 + α2 − 2αcos(2πk/N )

(3.27)

where k = 0, . . . , N/2 is the frequency index. Thus, by choosing an appropriate
value for the lag-1 autocorrelation, equation (3.27) can be used to model a red-noise
spectrum. Note that when α = 0 a white noise spectrum results (Pk = 1.0). The
variance, Pk , for a range of α equal 0 (white noise) to 0.4 is shown in figure 3.18.
These values of frequency dependent Pk are useful in evaluating the significance of the
measured response from the experiments described in Chapter 5. In the case where
background noise is approximated by white noise (α ≈ 0) the frequency dependence
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of Pk is minimized.
The Fourier power spectrum for the vertical acceleration time series taken at three
locations from the SASSI model of the uniform half-space described in Chapter 2 are
compared to the red-noise response functions for α computed from the time series
(upper figure, (a)) and for α ≈ 0 (lower figure, (b)) in figures 3.19, 3.20, and 3.21. The
spectra for the time series are shown by the irregular lines for distances, L, equal to
1 ft., 4 ft., and 6 ft. from the impact source, respectively. Each spectrum shown has
been normalized by N/2σ 2 , where N is the number of points, and σ 2 is the variance of
the time series. Using this normalization, white noise would have an expected value
of 1 at all frequencies. The red-noise background spectrum for α that corresponds
to the time series “noise” is shown by the lower smooth curve in each plot. This
√
red noise was estimated by α = (α1 + α2 )/2, where α1 and α2 are lag-1 and lag-2
autocorrelations of the time series.
The following observations can be made from figures 3.19, 3.20, and 3.21. The time
series show significant correlation between time steps with values for α values greater
than 0.9, leading to estimates for “noise” that decrease with increasing frequency.
Since computing σ 2 using the data measured in the time series incorporates part of
the response into the estimate of “noise” (σ 2 and α) the measure of significance is
biased to identify local differences from a global estimate of overall variance in the
signal. Comparing the power in the signal to a white noise background (where α
approaches 0), shown in the lower plots (b) in each figure, the portion of the signal
that is considered significant is much different. For the experiments in this project
background noise is measured separately from the impulse signal. Thus, a much
smaller value of α in the measured background noise can be used to interpret the
significance of the power in the signal. The value for σ is also obtained from the
measurements of background noise.
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Significance levels
Statistical significance testing requires that a null hypothesis be developed. Torrence and Compo [1998] propose a definition for the null hypothesis for the wavelet
power spectrum. They assume that the time series has a mean power spectrum,
then, if a peak in the wavelet power spectrum is significantly above this background
spectrum it is assumed to be a true feature of the response with a given percent confidence level. For example, a “95% confidence level” implies a test against a certain
background level, while a “95% confidence interval” refers to the range of confidence
about a given value.
The normalized Fourier power spectrum in figures 3.19, 3.20, and 3.21 is computed by N |x̂k |2 /2σ 2 , where N is the number of points used in computing the Fourier
transform, x̂k is from equation (3.14), and σ 2 is the variance of the time series or the
variance of the background noise, as appropriate. Torrence and Compo [1998] assume
xn to be a normally distributed random variable, having normally distributed real
and imaginary parts. Since the square of a normally distributed variable is chi-square
(χ2ν ) distributed with one degree of freedom, when the variable is complex, it has 2
DOF’s and a distribution of chi-squared, χ22 . To determine the 95% confidence level,
for example, the background spectrum (e.g. equation (3.27)) is multiplied by the
95th percentile value for χ22 . The 90% and 95% Fourier confidence spectra for the
time series are the upper smooth curves in figures 3.19, 3.20, and 3.21. Note that as
distance from the impact source increases, the frequency range having power above
the 90% or 95% confidence lines narrows.
The local wavelet spectrum follows the mean Fourier spectrum because the original
Fourier components are normally distributed. Thus, the wavelet coefficients are also
normally distributed and the wavelet power spectrum, |Wn (s)|2 , is χ22 distributed [Torrence and Compo, 1998]. At each point (time (n), scale (s)) in figures 3.12, 3.13, and
3.14, assuming a red noise process, the distribution of power is χ22 .
108

Assuming a mean background spectrum, the distribution for the Fourier power
spectrum is,
N |x̂k |2
1
⇒ Pk χ22 ,
2
σ
2

(3.28)

at each frequency index, k, where the ⇒ indicates “is distributed as”. The corresponding distribution for the local wavelet power spectrum is,
|Wn (s)|2
1
Pk χ22 ,
⇒
σ2
2
at each time n and scale s. The

1
2

(3.29)

factor removes the DOF scaling from the χ22

distribution. The value of Pk is the mean spectrum at the Fourier frequency that corresponds to the wavelet scale s. After selecting an appropriate background spectrum
and choosing a confidence level for χ22 , such as 95%, equation (3.29) can be used at
each scale to construct desired confidence level contour lines.
As with Fourier analyses, smoothing the wavelet power spectrum can be used to
increase the DOF and enhance confidence in regions of significant power. However,
with wavelet analyses, smoothing can be performed in either time or scale domains.
Note that inside the cone of influence, the distribution is still χ22 but if the time series has been padded with zeros, then the mean spectrum is reduced by a factor of
(1 − 1/2e−2t/τs ) where τs is described in table 3.1 and t is the distance, in time, from
either the beginning or end of the wavelet power spectrum.
The 95% confidence level for the time series is shown by the thick black contour
lines in figures 3.22, 3.23, and 3.24. Responses encircled by the contours have statistically significant differences in response than the power of the background noise and
thus describe the significant portion of response.
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Confidence intervals
The confidence interval is the probability that the actual wavelet power at a
certain time and scale lies within a given interval about the estimated wavelet power.
Rewriting equation (3.29) as,
χ22
|Wn (s)|2
⇒
,
σ 2 Pk
2

(3.30)

and replacing the theoretical wavelet power σ 2 Pk with the actual wavelet power,
defined as Wn2 (s). The confidence interval for Wn2 (s) is then,
2
|Wn (s)|2
2 p
χ2 ( 2 )

≤ Wn2 (s) ≤

2
|Wn (s)|2 ,
− p2 )

χ22 (1

(3.31)

where p is the desired significance (p = 0.05 for the 95% confidence interval) and
χ22 (p/2) represents the value of χ22 at p/2 (for the case where χ2ν has 2 DOF). Using
equation (3.31), confidence intervals for the peaks in a wavelet power spectrum can
be computed to compare against either the mean power of the background noise or
against the power in other peaks.

Smoothing in time and scale
A vertical slice through a wavelet power spectrum plot provides a measure of the
local spectrum. The time averaged wavelet spectrum over a certain period is,
W̄n2 (s) =

n2
1 X
|Wn (s)|2 ,
na n=n1

(3.32)

where the new index, n, is arbitrarily assigned to the midpoint of n1 and n2 , and the
number of points averaged is na = n2 −n1 +1. Computing the value of equation (3.32)
at each time step yields a wavelet plot smoothed by a window of width na . When
the results using equation (3.32) are averaged over all the local wavelet spectra the
global wavelet spectrum, equation (3.33) results,
−1
1 NX
W̄ (s) =
|Wn (sj )|2 .
N n=0
2
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(3.33)

Figures 3.25, 3.26 and 3.27 show the normalized wavelet spectrum, W̄ 2 (s)/σ 2
(the black line) for the time series computed at distances of 1 ft., 4 ft., and 6 ft.
using the SASSI model results described in Chapter 2. The blue line shows the
same (Fourier) spectrum as in figures 3.19, 3.20, and 3.21. The red dashed line
shows the Fourier spectrum smoothed with a 21-point running average. The Fourier
spectrum approaches the global wavelet spectrum as it is smoothed. A comparison
of Fourier and wavelet spectra is given in Hudgins et al. [1993], and a theoretical
discussion is given in Perrier et al. [1995]. Mondal and Percival [1995] showed that
the global wavelet spectrum provides an unbiased and consistent estimate of the
true power spectrum of a time series. Finally, it has been suggested that the global
wavelet spectrum could provide a useful measure of the background spectrum as an
alternative to equation (3.28), against which peaks in the local wavelet spectra could
be tested [Kestin et al., 1998].
This means that the global wavelet spectrum of the case having no inclusions
could be used as a definition of background power, against which wavelet spectrum
for cases having inclusions could be compared.
By smoothing the wavelet spectrum using equation (3.32) or (3.33), the degrees
of freedom of each point are increased, therefore, the significance of the peaks in the
wavelet power is increased. To determine the DOFs, the number of independent points
is needed. For the Fourier spectrum, the power at each frequency is independent of
other frequencies, thus the average of the power at M frequencies, each with two
DOF, is χ2 distributed with 2M degrees of freedom [Spiegel, 1975]. For the time
averaged wavelet spectrum, the points that are χ22 distributed are also averaged, yet
figures 3.12, 3.13, and 3.14 suggest that these points are not independent but are
correlated in both time and scale. Furthermore, the correlation in time lengthens
as scale increases and the wavelet function broadens. Designating ν as the DOFs,
one expects ν ∝ na and ν ∝ s−1 . The simplest formula to consider is to define a
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decorrelation length τ = γs, such that ν = 2na ∆t/τ . However, Monte Carlo results
developed by Torrence and Compo [1998] show that this τ is too abrupt at small
na and at large scales. They suggest that the distribution Pk χ2ν /ν be used where Pk
is the assumed background spectrum and χ2ν is the chi-squared distribution with ν
degrees of freedom, where,
v
u
u
t

na ∆t
ν =2 1+
γs

!2

.

(3.34)

The decorrelation factor, γ, of the DOG and complex Paul wavelet functions were
determined empirically by an iterative fit of absolute error to the 95% Monte Carlo
level and is given in table 3.1. As a final note, if the points used in developing the
average are within the cone of influence, then na is reduced by approximately one-half
of the number within the COI to reflect the decreased amplitude (and information)
in that region.
The 95% confidence line for the global wavelet spectrum is the Pk 95th% line in
figures 3.25, 3.26 and 3.27. Only the responses in the frequency band between 100
Hz and 400 Hz remain significant for distances of four and six feet. However, power
at other periods can be less than significant globally, but still show significant peaks
in local wavelet power. For the cases considered in this study, these local peaks may
be of more interest than the globally significant peaks. These local peaks will be
examined in more detail in Chapter 4.

Averaging in scale
Fluctuations in power over a range of scales (frequencies) can be evaluated by
defining a frequency or scale-averaged wavelet power as the weighted sum of the
wavelet power spectrum over scales s1 to s2 ,
W̄n2 =

j2
∆j∆t X
|Wn (sj )|2
.
Cδ j=j1
sj
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(3.35)

The scale-averaged wavelet power is a time series of the average variance within the
selected band between s1 and s2 . An example of averaging over scale or frequency is
shown in figure 3.28, which shows the average of the wavelet power for the vertical
response computed using the SASSI surface response results, figures 3.12, 3.13, and
3.14 (corresponding to distances of 1 ft., 4 ft., and 6 ft.), over the frequency range
showing significant power (75 Hz to 500 Hz). The plots show the scale-averaged spectra compared to the case where α ≈ 0 and variance is taken from the time series. As
shown in figure 3.28, each location shows a distinct period after 0.10 seconds where
the power increases dramatically, coinciding with the arrival of the elastic wave that
is created by the impact at the source.
As with time-averaged wavelet spectrum, the DOFs are increased by smoothing in scale. An analytical relationship for significance levels for the scale-averaged
wavelet power is needed. As discussed for the time-averaging case, the wavelet power
is normalized by the expected value for a white-noise time series. From equation (3.35)
the expected value is (∆j∆tσ 2 )/(Cδ Savg ) where σ 2 is the time-series or background
variance and Savg is defined as,
j2
X

Savg =

j=j1

1
.
sj

(3.36)

Torrence and Compo [1998] show that the distribution of wavelet power can be
modeled as a function of na , using the normalization factor for white noise, where
na = j2 − j1 + 1 is the number of scales averaged. The distribution model is described
in equation (3.37),
Cδ Savg
χ22
2
⇒
P̄
W̄
.
∆j∆tσ 2 n
ν

(3.37)

The scale-averaged theoretical spectrum is now given by,
P̄ = Savg

j2
X
j=j1
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Pj
.
sj

(3.38)

The degrees of freedom in equation (3.37) are modeled as,
v
u

2na Savg u
na ∆t
t
ν=
1+
Smid
∆j0

!2

,

(3.39)

where Smid = s0 2(j1 +j2 )∆j/2 . Note that for white noise this spectrum (P̄ ) is still
unity due to normalization. The factor Savg /Smid corrects for the loss of DOF that
arises from dividing the wavelet power spectrum by scale in equation (3.35). The
decorrelation distance ∆j0 is determined empirically by an iterative fit of absolute
error between the model and the 95% confidence level of the Monte Carlo results and
is given in table 3.1.

Filtering
The wavelet transform is a bandpass filter of uniform shape having varying location and width. By summing over a subset of the scales in equation (3.21), a wavelet
filtered time series can be constructed,
x0n

j2
∆j∆t X
Re[Wn (sj )]
.
=
1/2
Cδ ψ0 (0) j=j1
sj

(3.40)

This filter has a response function given by the sum of the wavelet functions between scales j1 and j2 . This filtering can also be done on both the scale and time
simultaneously by defining a threshold of wavelet power. This “denoising” removes
any low amplitude regions of the wavelet transform; presumed to be due to noise.
This technique has the advantage over traditional filtering in that it removes noise
at all frequencies and can be used to isolate single events that have a broad power
spectrum or multiple events that have varying frequency. Comparisons of original
and “denoised” signals taken from the experimental phase of the program for uniform half-space are shown in figures 3.29 and 3.30 for distances of 1 ft. and 4 ft.,
respectively.
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3.5

Computing Phase Velocity

The data analyses process that will be used to evaluate the response includes computing the phase velocity from measurements of surfaces wave accelerations taken
from experiments. Three methods of computing the phase velocity are examined:
the traditional SASW method wherein only the phase velocity between two receivers,
co-linear with an active source, is computed; the use of multi-offset phase analysis
(MOPA) [Rix, 2005]; and the use of wavelets and the continuous wavelet transform
(CWT) [Kim and Park, 2002, Gucunski and Shokouhi, 2005, Chik et al., 2009].
In traditional SASW methods only the phase velocity between two receivers that
are colinear with an active source is computed. The temporal Fourier transform,
S(xm , ω), of the signal, xm , recorded at each receiver location m, is used to compute
the cross power spectrum between the two signals as,
S12 (ω) = S ∗ (x1 , ω)S(x2 , ω),

(3.41)

where S ∗ (xm , ω) is the complex conjugate of S(xm , ω). In practice, ensemble averaging is used to reduce the variance of the measured cross-power spectra [Rix, 2005],
d (ω) =
S
12

nd
1 X
S ∗ (x1 , ω)Sk (x2 , ω),
nd k=1 k

(3.42)

where nd is the number of signals included in the average. The phase spectrum is
equal to,
d (ω) = k(ω)(x − x )
θ12 (ω) = arg S
12
2
1

(3.43)

where k is the wave number and arg is the angle describing the direction of a complex
number on the complex plane measured in radians. Thus the dispersion curve, c(ω),
is,
c(ω) =

ω(x2 − x1 )
.
θ12 (ω)
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(3.44)

While this approach is straightforward, it may require unwrapping of the phase
spectrum by adding integer multiples of 2π,
θunwrap (ω) = θ12 (ω) ± 2nπ, n = 0, 1, 2...

(3.45)

The process of unwrapping measured signals, often containing noise, can lead to
uncertain results in the estimated phase velocity [Rix, 2005]. figure 3.31 shows the
cross phase spectrum for a sample measurement taken from the experimental program described in Chapter 5. As seen in the figure, unwrapping the phase spectrum
for this signal would require a significant level of judgment in the low frequency range
of the signal.
The use of wavelets and the continuous wavelet transform (CWT), proposed by
Gucunski and Shokouhi [2005] and Kim and Park [2002] offer the advantage of more
stable phase velocity calculations than the traditional phase unwrapping [Gucunski
and Shokouhi, 2005]. In addition, the application of the CWT provides an efficient
method for identifying the time, frequency, and energy content contained in the measurements of the surface wave patterns which, based on previous investigations, contain the significant characteristic changes to the surface waveforms caused by shallow
embedded objects and cavities.
An extension of the SASW method is multi-offset phase analyses (MOPA). The
phase differences between multiple receivers that are arranged in a linear array is used
to determine the phase velocity. Between each pair of receivers the phase spectrum
is computed as,
θ1m (ω) = arg Sd
1m (ω)) = k(ω)(xm − x1 ).

(3.46)

The wavenumber is computed by fitting a straight line through a plot of phase vs.
receiver spacing for each frequency. A best fitting line is sought and its slope represents the dominant wave number for that frequency. The phase velocity is computed
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using frequency (ω) and wave number (k),
VP H =

ω
.
k

(3.47)

Computing the wavenumber in a least squares sense from multiple receivers results in a more robust estimate of the dispersion curve than the SASW approach.
Unfortunately, as in the traditional SASW method, MOPA requires unwrapping of
the phase spectrum which for noisy signals provides an uncertain result.
The interest in the MOPA approach is related to the possibility of detecting
anomalies. Any deviation from a straight line of the phase offset data is associated
with a violation of the underlying assumption of constant wave speed at a given frequency for horizontally uniform strata. Phillips et al. [2002] proposed the use of this
approach to detect the presence of voids. Strobbia and Foti [2006] developed a statistical test to automatically recognize deviations from the basic assumptions of surface
wave testing. The MOPA statistical test is passed if the experimental behavior is
close enough to what is expected from theory accounting also for uncertainty in the
measured data.
The use of wavelets and the continuous wavelet transform (CWT) proposed by
Gucunski and Shokouhi [2005] offer the advantage of more stable phase velocity calculations than the traditional phase unwrapping [Gucunski and Shokouhi, 2005]. This
more stable phase velocity calculation results because no unwrapping of phase is required. Group velocity is computed as the difference in arrival times of the peak
wavelet power for a given (narrow) frequency band. The phase velocity is computed
as an adjustment between the arrival time of peak power and the phase at the second
station. The phase at the second station corresponds to the phase of the signal at
the time of arrival of peak power at the first station.
The calculation of group and phase velocities using the CWT is demonstrated
using the data associated with figure 3.31. First, the wavelet power is computed
for a narrow frequency band at each station using equations (3.13) and (3.35). The
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measured signal and wavelet power is shown in figures 3.32(a) and (b), respectively.
The arrival times of peak power is identified on figure 3.32(b) as 0.101 sec at receiver
1 and 0.105 sec at receiver 2. The group velocity is then,
VG =

(3f t. − 1f t.)
(x2 − x1 )
=
= 500f ps
t2 − t1
0.105sec. − 0.101sec.

(3.48)

The values of t1 and t2 are then used to select the phase velocity at receivers 1 and
2. The phase of the CWT of the measured signal is shown in figure 3.32 for each
receiver. As indicated on figure 3.32(a) the phase at t1 is equal to 2.70335 radians.
This value is used with figure 3.32(b) to select two times, one on either side of t2 ,
having the same phase as the phase at t1 . These times are denoted tL and tR . The
value of tL and tR closest to t2 is selected as the phase arrival time (tP H2 ) at the
second receiver. The phase velocity is then computed as
VP H =

(x2 − x1 )
(3f t. − 1f t.)
=
= 551f ps
tP H2 − t1
0.10463sec. − 0.101sec.

(3.49)

As indicated in figure 3.33 the phase spectrum is well defined in the arrival time
range of interest, and thus the estimate of phase velocity is relatively stable. For
cases where the spectrum is contaminated by noise, the possibility exists to adapt
the approach described by Phillips for MOPA with the CWT approach to detect the
presence of inclusions. This adaptation would be to plot phase velocity for multiple
stations at a given frequency, which for a horizontally uniform strata, should result
in a straight line. The phase velocity between individual pairs of receivers are then
compared to the expected straight line. Deviations from the expected velocity would
indicate the presence of a non-uniformity.
In addition to permitting a stable estimate of the phase velocity, the use of the
CWT provides an efficient method for identifying the time, frequency, and energy
content contained in the measurements of the surface wave response which, based on
previous investigations, are the significant characteristic in the surface wave patterns
caused by shallow embedded objects and cavities.
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3.6

Summary of Signal Processing Approach

In this Chapter, the approaches described in the literature for evaluating the effect of
embedded objects on surface waves were reviewed and summarized. The use of the
continuous wavelet transform (CWT) as an investigative tool for signal processing
was described. The description included examining the basis of the wavelet functions
as well as the characterization of the functions and their transforms. The important
aspects of the characteristics as they relate to the selection of an appropriate wavelet
were discussed. A detailed discussion of the process by which the CWT is used to
describe energy in a signal and the use of the wavelet transform as a filtering tool
was provided. Finally, the use of the CWT to estimate group and phase velocities
was described and illustrated.
These tools will be used to examine the numerical and experimental results developed in this project for the effect of embedded abjects on surface waves.
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Figure 3.1: Dilation and translation of a wavelet (after Addison [2002], Figure
2.3)
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Figure 3.2: Haar orthogonal wavelet (after Percival and Walden [2000], Figure 3)
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Figure 3.3: Meyer orthogonal wavelet (after Addison [2002], Figure 3.3)
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Figure 3.4: Morlet complex wavelet (ω0 = 6) and Fourier transform
(after Percival and Walden [2000], Figure 5)
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Figure 3.5: Mexican Hat wavelet and Fourier transform (after Percival and
Walden [2000], Figure 3)
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Figure 3.6: Paul (m=4) wavelet and Fourier transform (after Torrence and
Compo [1998], Figure 2)
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Figure 3.7: a) Sinusoidal signal and b) associated wavelet transform phase
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Figure 3.8: a) Impulse signal and b) associated wavelet transform phase
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Figure 3.9: Analytic and numerical acceleration responses (FFT and Mitra).
flexible circular source; r = 3 ft., a = 0.25 ft., ν = 0.25, VS = 200 fps
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Figure 3.10: Surface acceleration response (SASSI solution) for uniform, embedded
6x6x30 solid, and 6x6x30 void, r=3.0 ft.
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Figure 3.11: Surface acceleration response (measured) for uniform condition, r =
3.0 ft.
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Figure 3.12: a) Surface acceleration response at L = 1.0 ft., b) Normalized wavelet
power spectrum
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Figure 3.13: a) Surface acceleration response at L = 4.0 ft., b) Normalized wavelet
power spectrum
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Figure 3.14: a) Surface acceleration response at L = 6.0 ft., b) Normalized wavelet
power spectrum
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Figure 3.15: a) Surface acceleration response at L = 1.0 ft., b) Normalized wavelet
power spectrum with COI shown
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Figure 3.16: a) Surface acceleration response at L = 4.0 ft., b) Normalized wavelet
power spectrum with COI shown
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Figure 3.17: a) Surface acceleration response at L = 6.0 ft., b) Normalized wavelet
power spectrum with COI shown
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Figure 3.18: Pk vs. Frequency (Hz): Variance of red and white noise for
α = 0, . . . , 0.4
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Figure 3.19: Fourier power spectrum of time series at L = 1.0 ft. Variance of red
and white noise
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Figure 3.20: Fourier power spectrum of time series at L = 4.0 ft. Variance of red
and white noise
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Figure 3.21: Fourier power spectrum of time series at L = 6.0 ft. Variance of red
and white noise
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Figure 3.22: Normalized wavelet power spectrum at L = 1.0 ft. 95% significance
level against white noise
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Figure 3.23: Normalized wavelet power spectrum at L = 4.0 ft. 95% significance
level against white noise
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Figure 3.24: Normalized wavelet power spectrum at L = 6.0 ft. 95% significance
level against white noise
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Figure 3.25: Global wavelet spectra compared to Fourier power spectrum at L = 1
ft.

144

Figure 3.26: Global wavelet spectra compared to Fourier power spectrum at L = 4
ft.
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Figure 3.27: Global wavelet spectra compared to Fourier power spectrum at L = 6
ft.

146

Figure 3.28: Scale-averaged wavelet power spectrum for frequencies from 75 Hz to
500 Hz
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Figure 3.29: Filtered signal at L = 1 ft.
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Figure 3.30: Filtered signal at L = 4 ft.
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Figure 3.31: Example of phase spectrum from SASW test: between receivers at 1
ft. and 3 ft.
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Figure 3.32: Vertical response at R = 1 ft. and R = 3 ft. a) Measured acceleration
, b) Scale-averaged wavelet power spectrum for f = 200Hz
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Figure 3.33: Scale-averaged wavelet phase spectrum for f = 200Hz, a) R = 1 ft.,
b) R = 3 ft.
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Chapter 4
Surface Wave Patterns from Numerical
Analyses
This study will extend previous work to account for truly three dimensional effects.
Namely, the interaction of an inclusion or void that is finite in all directions. Previous
studies have assumed axi-symmetric conditions, reducing the fidelity of the analysis
by assuming a ring volume rather than one of finite width. Wavelet analyses, which
map time responses to the time-frequency domain and eliminate the need to unwrap
phase spectra, are used to analyze the computed waveforms. The results of the
analyzed waveforms are compared to the characterizations of changes to surface wave
patterns for buried objects that have been developed in previous studies.
A finite element (SASSI) model similar to the model described in Section 2.5 was
developed to model an elastic half-space for three cases; no inclusion, a void inclusion,
and a solid inclusion. A pulse loading (source) was applied to a 6 in. diameter steel
disk located on the surface of the half-space as shown in figure 2.28. Accelerations are
computed on the surface at locations (receivers) between the source and inclusion, at
locations directly over and beyond the inclusion, and on the surface of the inclusion.
These signals and associated energies are evaluated using the wavelet tools described
in Chapter 3.
The effect of the inclusions on computed surface energy are analyzed using continuous wavelet transforms (CWT’s) and the effect of the inclusion on the travel
speed of the Rayleigh wave is quantified by computing dispersion curves between re-
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ceiver locations. These dispersion curves are developed using the continuous wavelet
transform (CWT) as described in Section 3.5 using equation (3.49).
Finally, the changes to the surface wave patterns caused by the buried beam and
void are compared to the characterization of significant effects developed in previous
studies.

4.1

Model Description

Finite element models of a half-space having having both inclusions and no inclusions
are developed for the SASSI computer code, details of the analysis are described in
Appendix D. A plan view of the basic model is shown in figure 4.1 and a section
view is shown in figure 4.2. Figure 4.3 shows a plan view of the inclusion location
with a section view showing the inclusion in figure 4.4. Shear wave velocity for the
soil media is modeled as 200 fps, Poisson’s ratio as 0.25, and soil density as 120 pcf.
The location of the 6 in. diameter plate (source) and receiver locations are indicated
on the figures. A half sine wave pulse load (figure 4.5) is applied uniformly over the
surface of the plate. Discretization of the half space required a spacing of 1 in. in
order to capture frequencies of 480 Hz (minimum wavelengths of approximately 0.5
ft. The discretization limit implies that no signal frequency over 480 Hz could be
tracked through the medium. Signals at higher frequencies should be regarded as
containing computationally-induced oscillations.
In addition to the pulse loading, supplemental analyses were performed for harmonic loads. Vertical and horizontal forces and rocking moments were applied to the
beam. Loads corresponding to stretching and shearing of the cavity were applied to
the void. The response of the beam in the vertical and rocking directions was 205 Hz
and 190 Hz, respectively. For the void, the frequencies of response were 315 Hz for
the stretching modes and 190 Hz for the shearing mode.
The SASSI computer code operates in the frequency-domain and solves the equa-
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tions of motion for individual frequencies selected by the user. The solution for each
finite element model (inclusions and no inclusions) requires inverting a full flexibility matrix for each selected frequency. This computationally demanding process is
optimized by using interpolation, described in Appendix D, to estimate responses
at frequencies intermediate to the selected frequencies. The subset, fk of the total
number of frequencies contained in the Fourier transform of the input time history
are assigned to a vector, Nk , where f = Nk × ∆f and,
∆f =

1
,
N × ∆t

(4.1)

and N is the total number of time steps included in the input time history. A set of
results, one for each value of Nk are computed. For impulse type loadings, the size of
Nk is relatively large. For the solutions presented in this study, 70 frequencies were
selected in assembling Nk .
Typical simulations for each of the finite element models used in this study required run-times exceeding 13 hours when performed on a 32-bit 3 GHz Intel Pentium
Processor with 4 CPU and 4 GB of RAM.

4.2

Effect of Inclusions on Surface Wave Patterns

Acceleration recordings of the waveform at surface locations between 1 ft. and 4.5 ft.
are shown in the top figure of figures 4.7 through 4.14 for the uniform half space having
no inclusions and for the embedded concrete beam. As indicated in the figures, the
general shape of the signal for the uniform half-space remains the same with increasing
distance from the source.
√
The Rayleigh wave amplitude should decrease proportionally to 1/ r in the far
field. For the problem considered, the measurements taken at the first receiver are
within the near-field for wavelengths greater than approximately 2.5 ft. The transition
between near-field and far-field occurs at smaller wavelengths for larger spacings

155

consistent with the transition indicated in Figure 3 of Foinuinos and Roesset [2000].
Thus, the waveform measured at the first receiver will contain some contribution
from body waves generated by the impact load. As a check on the computed decay of
the peak acceleration, the acceleration values computed using the SASSI model are
√
compared to a function of 1/ r in figure 4.6. As seen in the comparison, the peak
accelerations computed using the numerical solution implemented in SASSI compares
well with the amplitude predicted by theoretical decay.
Continuous wavelet transforms (CWT) are computed for the acceleration responses at each receiver located between 1 ft. and 4.5 ft. from the center of the
source. The wavelet used to develop the CWT plots is a real derivative of a Gaussian
DOG with the number of derivatives equal to 6. A number of differing wavelet forms,
both real and complex, were tested and the use of real Gaussian wavelets provides the
most precise picture of both the primary waveform and reflections off of the buried
objects. This observation is consistent with the conclusions reached by Shokouhi
et al. [2005].
The contour plots of CWT provide qualitative information about changes in the
waveform that are caused by the embedded solid or void space. Computed responses
are developed at 0.5 ft. increments for the cases of the half-space (annotated “freefield”) and for the buried concrete beam and void space. These changes include the
effect of reflections off of the inclusions as well as oscillations caused by rigid-body
vibration of the include object. The responses computed at 1.5 ft., 2 ft., and 2.5 ft.
correspond to locations on the surface that are 3 in. from the front face, directly
above the center, and 3 in. behind the back face of the inclusion, respectively. The
effect of inclusions on the surface wave patterns and associated wavelet transforms is
discussed in this section.
As discussed in Chapter 3, previous studies have shown that reflections from cavity
boundaries and other objects change the waveform of the signal. These changes
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include altering the arrival time and frequency characteristics of the surface wave
patterns. The studies indicate that the significant general effect of buried obstacles
on surface wave patterns include:
1. The phase velocity decreases or increases depending upon the shear wave velocity of the embedded object and the shear wave velocity of the soil surrounding
the embedded object. For objects stiffer than the surrounding soil the phase
velocity increases while for cavities phase velocity decreases. The phase velocity
decreases for stiffer objects embedded in a localized region of soft soil.
2. Buried objects have a larger effect on the amplitude of the surface waves than
on the phase velocity.
3. Reflected waves interfere constructively or destructively with the incident wave
and it has been shown, at least for cavities, that energy associated with the
embedded object occurs in the reflected wave at a frequency range corresponding
to the frequency of the embedded object.
4. Fluctuations appear in the dispersion curve (phase velocity vs. frequency) as
rapid changes in the phase velocity.
Shokouhi et al. [2005] use wavelet analysis to analyze surface wave patterns to corroborate the general effects described above and provide more detailed observations
of response characteristics. These studies were based on a series of sensitivity analyses performed using axi-symmetric models of buried objects in an elastic half-space.
These additional characteristics are:
5. No reflected wave response is seen at locations further from the source than the
object.
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6. Reflections off of cavities are seen as separate peaks in the CWT corresponding
to the near and far faces of the cavity, resulting in a delay between the peaks
which correspond to two times the cavity width.
7. Increase in the height of the object increases the reflective boundary resulting
in stronger reflections toward the source.
8. Objects having a height to depth ratio greater than 0.5 can be detected.
9. For all receivers between the source and object, the normalized time difference
between the reflection peaks remain unchanged in the CWT.
10. For all receivers between the source and object the normalized frequency of the
peaks remain unchanged in the CWT.
11. Reflection peaks reduce to a single peak at receivers located above the cavity.
Analysis results developed from the CWT and computed dispersion curves using
the models described for this study are compared to these eleven characteristics for
the buried beam and void.
The results for the CWT are shown in figures 4.7 through 4.14. The vertical
acceleration time signal of the surface responses computed for the free-field and for
the buried concrete beam, where time is normalized to t × VR , as the wave travels
away from the source and the CWT for the buried concrete beam and the free-field
are compared at each location. Normalizing time in this manner relates time to
an equivalent travel distance of the waveform and provides the ability to make a
direct comparison between separation in power observed in the CWT and the size of
the inclusion. Figures 4.15 through 4.22 provide similar comparisons for the buried
void space and the free-field responses. In these figures, the normalized time axis
is shifted to start the CWT at 30 to facilitate comparisons with the experimental
results described in Chapter 6.
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In addition, a more quantitative measure of the effect of the inclusions is developed
by comparing the change to the phase velocity (VP H ) versus frequency, or wavelength,
of the propagating wave (dispersion curve) caused by the presence of the void and
solid inclusion. The phase velocity is computed using the wavelet approach described
in Section 3.5.
Computing phase velocity requires an accurate selection of arrival time for the
wave form as it travels away from the source. For this reason the Paul wavelet
function, shown in figure 3.6, is selected since the function is more compact in time
than the Morlet wavelet, shown in figure 3.4. The use of the Morlet, because of
the greater (non-dimensional) time width, results in a broader representation of the
amplitude of the wavelet transform, and occurrences of two or more “peaks” can
appear in the wavelet transform function. These provides consistent results between
stations that are separated by varying distances. It is therefore used to develop phase
velocity estimates in computing the dispersion curve.
Dispersion curves are computed between individual stations starting with the first
receiver located at the station nearest the impact source and the second receiver located at increasing distances from the first receiver. Curves are also computed for
locations of the first receiver moving progressively further from the impact (source) location. Plots of phase velocity for these sets of receiver pairs are shown in figures 4.23
through 4.25 for the half-space case, figures 4.26 through 4.28 for the embedded solid
case, and figures 4.29 through 4.31 for the embedded void case.
As seen in figures 4.23 through 4.25, phase velocity versus λ (VR /f requency) for the
uniform half-space case, the phase velocity, (VP H ), is constant for unique values of λ
regardless of the spacing between receivers. The changes to the dispersion curves for
the solid and void cases are more complex.
Changes to the surface wave patterns for the two buried objects, shown in the
aforementioned figures, are described briefly in table 4.1. The responses described

159

are consistent with the characterizations developed from previous studies for changes
to the surface wave patterns, described above, for many of the listed eleven characterizations. However, there are observations related to surface wave patterns for the
buried beam that are not included in the previous characterizations. For the buried
void, reflections off the vertical walls of the void toward the source appear muted while
reflections due to oscillations of the void space are more apparent. These observations
are:
• For the first observation, VP H increases or decreases with increasing or decreasing stiffness of the buried object, a somewhat more complex response is seen.
The observed condition where VP H increases or decreases is dependent upon the
value of λ being considered. For receiver positioning where the second receiver
is located on top of, or very near the far edge, of the buried object, VP H is first
increased then decreased as λ increases. For the void space, the behavior is
reversed and the amplitude of change in VP H is lower than for the buried beam.
When both receivers are located in front of the buried object, beam or void,
the behavior of VP H is switched (e.g. reduced VP H for the beam and increased
VP H for the void for lower values of λ).
• For the third observation, energy in the reflected wave occurs at a frequency
range corresponding to the buried cavity, the observed spacing between peaks in
the CWT’s for both the void and beam appear to be associated with reflections
off of the impedance contrast between the buried object and the surrounding
soil. For example, the spacing between peaks of the reflected wave is 0.85 ft.
for the buried void which is consistent with the spacing expected for reflections
off of the front and back wall of the void as modeled in SASSI. The peak of the
reflected energy occurs at a frequency of 215 Hz which does not correspond to
the frequency of the cavity. For the buried beam, the spacing between peaks
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of the reflected wave averages 1.25 ft. consistent with the spacing expected for
the front and back faces of the beam as modeled in SASSI. The frequency of
response does not appear to correspond to the frequency of the buried beam.
• For the fifth observation, no reflected wave occurs at locations beyond the buried
cavity, there are no observed reflected waves apparent for the buried void space.
For the buried beam reflected waves, or waves caused by oscillation of the beam
supported in the soil, are seen at stations near the far side of the object. The
frequency range having largest amplitude increases from approximately 179 Hz
directly on top of the beam to frequency ranges of 186 Hz – 213 Hz and 156 Hz
– 185 Hz as the sensor moves further from the object, from 2.5 ft. to 3 ft.
• For the eleventh observation, where the receiver is located directly over the
buried void, no reflected wave is observed. Instead, regular oscillations in the
surface wave pattern are seen in the time history signal and CWT with a smaller
effect for the void than for the buried beam.
In general, the observations made in previous studies are corroborated for the void
object with the exception that reflections caused by oscillations of the void object,
which is local in space rather than a “ring” as inferred by the axi-symmetric models
used, are more apparent than those responses created by reflections off of the near
and far faces of the void. For the buried beam, oscillations corresponding to vibration
of the beam, rather than reflections of the impedance contrasts between the beam
and soil are dominant.
The dispersion curves for both the beam and void have a dependence on λ (frequency). The effect of the void on phase velocity has an opposite sense to the effect
of the beam.
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Table 4.1: Summary of observations for SASSI models
Observations
Description of Object

1.
Objects stiffer
than the surrounding soil increase VP H
while for cavities VP H
decreases. VP H decreases for stiffer objects embedded in a
localized region of
soft soil.

Buried Beam
6 in. x 6 in. x 30 in. Concrete Beam, depth to top of
beam is 6 in.
• Receivers in front of
item: VP H is reduced until
> 2 then increased (figλ ∼
ure 4.32).
• 2nd receiver on top of
item: VP H is increased (fig> 3 then
ure 4.32) until λ ∼
reduced.
• 2nd receiver behind
item: VP H is increased, the
effect decays rapidly (figure
4.33).
• 1st receiver close to
item, 2nd on top of item:
VP H increases until λ ∼ 2.2
ft., then decreases (figure
4.34).
• 1st receiver close to
item, 2nd behind item:
VP H increases until λ ∼
1.8ft., then decreases. This
trend continues with lower
amplitude as the receiver
spacing increases. The transition from high to low VP H
occurs at lower λ as receiver spacing increases (figure 4.34 - 4.36).

Buried Void
6 in. x 6 in. x 30 in. Void
Space, depth to top of Void
is 6 in.
• Receivers in front of
item: VP H is increased un> 3 then decreased
til λ ∼
(figure 4.32).
• 2nd receiver on top of
item: VP H is about the
same as Half-Space case
(figure 4.32) until λ > 2
then reduced.
• 2nd receiver behind
item: Effect on VP H decays rapidly and is nonapparent after the item
(figure 4.33).
• 1st receiver close to
item, 2nd on top of item:
VP H about the same as
Half-Space until λ ∼ 1.1
ft., then is decreased until λ ∼ 5 ft. (figure 4.34).
As the receiver spacing
increases the same trend
holds except the value of
λ where the transition to
lower VP H occurs moves to
lower values of λ (Figs.
4.34 - 4.36).
Continued on next page
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Table 4.1 – continued from previous page
Observations
Buried Beam
st
• 1 receiver on top of
item, 2nd behind item:
VP H increases until λ ∼ 1.5
ft., then decreases until λ ∼
5 ft. VP H is increased for
higher values of λ (figure
4.37 & 4.38). For larger receiver spacings, the increase
in VP H at low values of λ is
not seen. The general shape
of the dispersion curve for
larger values continues for
the larger receiver spacings.

2.
Buried objects
have a larger effect on
the amplitude of the
surface waves than
on the phase velocity.

This behavior is seen in
the acceleration time history
plot comparisons of the Concrete Beam and Half-Space
cases.

3. For cavities, energy associated with
the embedded object
occurs in the reflected wave at a frequency range corresponding to the frequency of the embedded cavity.

At location 1 ft. the frequency of the peak reflected
energy is at 161 Hz and at
1.5 ft.
the frequency of
the peak is between 140 –
161 Hz. The spacing of the
peaks in the CWT correspond to the width of the
beam as modeled in SASSI.
These frequencies do not
appear correlated with the
frequency of the embedded
beam (190 - 205 Hz).
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Buried Void
• 1 receiver on top of
item, 2nd behind item:
VP H is the same as the
Half-Space until λ ∼ 0.6
ft., then decreases until
λ ∼ 3 ft. and is increased for higher values of
λ (figure 4.37 & 4.38). As
receiver spacing increases,
the decrease in VP H at intermediate values of λ is
not seen.
The general
shape of increased VP H for
larger values continues for
the larger receiver spacings.
This behavior is seen in
the acceleration time history plot comparisons of
the Buried Void and HalfSpace cases. There is more
reduction in the peak amplitude of the wave-form
for the Concrete Beam
than for the Void.
Reflections are not observable at the 1 ft. location. At the 1.5 ft. location the peak reflected energy is between 213 Hz –
220 Hz. The spacing between the reflected peaks
in the CWT corresponds to
the width of the modeled
void. The frequencies of
response do not appear to
correlate to the frequency
of the cavity. (315 Hz.
Continued on next page
st

Table 4.1 – continued from previous page
Observations
Buried Beam
4. Rapid changes ap- When the 1st receiver is close
pear in the dispersion to the object and the 2nd recurve.
ceiver is on top of or near the
object, the dispersion curves
changes rapidly.

5. No reflected wave
response occurs at locations beyond the
buried cavity

6. Delay in reflections increase as cavity width increases

7. Strength of reflections increases with
increase in height of
the anomaly.

Reflected waves, or waves
caused by oscillation of the
beam supported in the soil,
are seen at stations near
the far side of the object.
The frequency range having
largest amplitude increases
from ∼179 Hz directly on
top of the beam to 186 Hz –
213 Hz and 156 Hz – 185 Hz
as the sensor moves further
from the object, from 2.5 ft.
to 3 ft.
Only a single width beam
is evaluated.
For this
case the time between reflected peaks corresponds to
a width larger than the 6 in
embedded beam.

N/A

Buried Void
When the 1st receiver is
close to the object and the
2nd receiver is on top of
the object, the dispersion
curves changes rapidly, although the amplitude of
VP H in the dispersion curve
is not as large as seen for
the buried beam case.
No reflected wave response
occurs at locations beyond
the object.

Only a single width Void
is evaluated. For this case
the time between reflected
peaks corresponds to a 5
in width of cavity. For
this case, the width of the
peaks appear to be associated with the vibration frequency of the Void more
than with reflections off of
the front and back walls of
the Void.
N/A

Continued on next page
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Table 4.1 – continued from previous page
Observations
Buried Beam
h
8. Objects having
= 1.0: Changes to the
d
a height to depth surface wave pattern is degreater than 0.5 can tected.
be detected.
9. For receivers be- • At 1 ft. location, the distween source and ob- tance between peaks is 1.1
ject, the normalized ft.
time difference (dis- • At 1.5 ft. location, the distance R-wave travels tance between peaks is 1.2
in time) between the ft.
reflection peaks remain unchanged for
cavities.
10.
For receivers Frequency of peak reflecbetween source and tions are 161 Hz for 1 ft. and
object,
the nor- 140 – 161 Hz for 1.5 ft. lomalized
frequency cations.
of the peaks remain unchanged for
cavities.
11. Reflection peaks Regular oscillations in the
reduce to a single surface wave pattern are
peak at receivers seen in the time history sigabove the cavity.
nal and CWT.
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Buried Void
h
= 1.0: Changes to the
d
surface wave pattern is detected.
• At 1 ft. location, the distance between peaks is 0.8
ft.

Reflections are unobservable at 1 ft. Frequency
of peak reflections is 213 –
220 Hz for 1.5 ft. location.

Regular oscillations in
the surface wave pattern,
smaller than for the buried
beam, are seen in the time
history signal and CWT.

Source (6 in. dia. plate)

A

A
Accelerometers (typ.)
Halfspace

Figure 4.1: Uniform Half-Space model (Plan View)
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Figure 4.2: Uniform Half-Space model (Section A-A)
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Figure 4.3: Uniform Half-Space model with inclusion (Plan View)

168

B

+Z
10

8@0.50

P
X
0.50

0.50

Surface
0.50

Inclusion

Halfspace

−Z
Figure 4.4: Uniform Half-Space model with inclusion (Section B-B)
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Figure 4.5: Half-sine wave load applied to source plate
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Figure 4.6: Amplitude decay with distance from source
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Figure 4.7: Effect of inclusion on response; X=1 ft.
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Figure 4.8: Effect of inclusion on response; X=1.5 ft.
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Figure 4.9: Effect of inclusion on response; X=2 ft.
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Figure 4.10: Effect of inclusion on response; X=2.5 ft.
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Figure 4.11: Effect of inclusion on response; X=3 ft.
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Figure 4.12: Effect of inclusion on response; X=3.5 ft.
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Figure 4.13: Effect of inclusion on response; X=4 ft.
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Figure 4.14: Effect of inclusion on response; X=4.5 ft.
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Figure 4.15: Effect of void on response; X=1 ft.
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Figure 4.16: Effect of void on response; X=1.5 ft.
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Figure 4.17: Effect of void on response; X=2 ft.
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Figure 4.18: Effect of void on response; X=2.5 ft.
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Figure 4.19: Effect of void on response; X=3 ft.
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Figure 4.20: Effect of void on response; X=3.5 ft.
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Figure 4.21: Effect of void on response; X=4 ft.

186

Figure 4.22: Effect of void on response; X=4.5 ft.
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Figure 4.23: Dispersion curves for uniform Half-Space; Location of 1st receiver: 1
ft. and 1.5 ft.
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Figure 4.24: Dispersion curves for uniform Half-Space; Location of 1st receiver: 2
ft. and 2.5 ft.
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Figure 4.25: Dispersion curves for uniform Half-Space; Location of 1st receiver: 3
ft. and 3.5 ft.
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Figure 4.26: Dispersion curves for embedded Solid; Location of 1st receiver: 1 ft.
and 1.5 ft.
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Figure 4.27: Dispersion curves for embedded Solid; Location of 1st receiver: 2 ft.
and 2.5 ft.
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Figure 4.28: Dispersion curves for embedded Solid; Location of 1st receiver: 3 ft.
and 3.5 ft.

193

Figure 4.29: Dispersion curves for embedded Void; Location of 1st receiver: 1 ft.
and 1.5 ft.
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Figure 4.30: Dispersion curves for embedded Void; Location of 1st receiver: 2 ft.
and 2.5 ft.
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Figure 4.31: Dispersion curves for embedded Void; Location of 1st receiver: 3 ft.
and 3.5 ft.
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Figure 4.32: Dispersion curve comparisons; 1st receiver location: 1 ft.; 2nd receiver
locations: 1.5 ft., 2 ft.
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Figure 4.33: Dispersion curve comparisons; 1st receiver location: 1 ft.; 2nd receiver
locations: 2.5 ft., 3 ft.
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Figure 4.34: Dispersion curve comparisons; 1st receiver location: 1.5 ft.; 2nd
receiver locations: 2 ft., 2.5 ft.
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Figure 4.35: Dispersion curve comparisons; 1st receiver location: 1.5 ft.; 2nd
receiver locations: 3 ft., 3.5 ft.
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Figure 4.36: Dispersion curve comparisons; 1st receiver location: 1.5 ft.; 2nd
receiver locations: 4 ft., 4.5 ft.
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Figure 4.37: Dispersion curve comparisons; 1st receiver location: 2 ft.; 2nd receiver
locations: 2.5 ft., 3 ft.
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Figure 4.38: Dispersion curve comparisons; 1st receiver location: 2 ft.; 2nd receiver
locations: 3.5 ft., 4 ft.
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Chapter 5
Experimental Program
The Full-Scale Geotechnical Prototype Facility (GeoPro) at the University of South
Carolina is a custom-designed indoor facility for testing the performance of full-scale
models. GeoPro consists of a central soil pit (16.4 ft. x 16.4 ft. x 9.8 ft. deep) surrounded by with a reinforced concrete reaction wall. In addition, there is an “open”
base; consisting of a 1 ft. gravel layer that is encased by a non-woven geosynthetic
material. The gravel layer is connected to the surface by a 4 in. diameter flexible
drain tube. Below the gravel/synthetic layer is a layer of firm, clayey silt extending
for 5 - 5.5 ft. Stiffer silty clays and weathered rock exist below the silt layer and
provide support for the pile foundations for the reaction wall and adjacent structural
strong floor. The water table can be controlled by pumping or injecting water out/in
through the gravel layer. The outer natural soils have lower hydraulic conductivity
and will maintain any set water table in the pit for several days without adjustment.
Since the walls are concrete, they will reflect any seismic waves that impinge upon
them. The base of the pit, however is fairly “transparent” due to the softer underlying
layers. Shear wave velocity of the sandy material in the test pit has been measured at
approximately 300 fps. Assuming a Poisson’s ratio of 0.3 (P-wave = S-wave × 1.87)
results in a compression wave velocity of 560 fps. When the source was set in the
center of the test pit, the distance to the wall was about 8.2 ft. and the time before
compression waves impact the wall was about 14.6 ms. The waveform is significantly
reduced by the time it interacts with the reflecting outer walls by geometric spreading
and material damping. Since dispersion curves are developed primarily based on the
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passage of peak energy in the waveform as it passes two or more receivers, waves
reflected off the outer walls which are smaller in amplitude and arrive at later times
will appear as “noise” in the measured signals and can be filtered out.
The objective of the experiments is to obtain waveforms that contain high quality spatial and temporal data. Therefore 18 two-axis accelerometers are placed at
appropriate locations in the test pit. Data are collected on 36 channels from the
accelerometers. For this study, surface responses are of primary concern. Thus, data
from six surface mounted sensors are used to quantify the effects of inclusions on
the propagating Rayleigh wave. To enable collecting high quality data, it will be
necessary to identify existing background noise and filter the background noise out of
the signal. This may be achieved using hardware (RC filters) and/or software using
wavelets as described in Chapter 3.
A layout of sensors (accelerometers), source location, and inclusion location used
in the experimental setup is shown in figures 5.1 through 5.4. Photos of the set up
used are included in figures 5.5 through 5.10. The inclusions considered are summarized in table 5.1 and the figure numbers associated with the pictures for each
experiment are listed in table 5.2.
An impact loading was applied to the 6 in. diameter steel plate assembly located at the center of the test pit and accelerations were measured at each of the
surface sensors. Multiple impacts and associated measurements were taken for each
inclusion listed in table 5.1. The load cell included in the steel assembly (figure 5.8)
was connected to the DAQ system and used as the trigger mechanism for the start
of data collection. In addition, the load time history was recorded and stored with
the recorded acceleration data. To minimize noise in the analyzed signals, the load
time histories were reviewed and those having a single, sharp, pulse were selected
for analysis. Load measurements having multiple peaks in the force time histories,
or very low amplitudes, were rejected since the represented a faulty impact between
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the slide hammer and the source assembly. The individual measurements of response
were stacked (averaged) in order to increase the signal to noise ratio for the ensemble
of measured data.
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Table 5.1: Summary of experiments
Distance
to Centerline
(in)

Inclusion

Key

Geometry
(in)

None

U-1

–

–

Concrete
Beam

S-1

6x6x30

Concrete
Cylinder

S-2

Large
Plastic
Cylinder

Depth
to
Top
(in)

Material

Weight of
Inclusion

–

–

–

24

6

Concrete

86.2 lb

6 dia. x
12 long

24

4

Concrete

27.1 lb

S-3

6 dia. x
12 long

24

3

Plastic

0.61 lb

Small
Plastic
Cylinder

S-4

3 dia. x 6
long

24

7

Plastic

0.16 lb

Hollow
Cylinder

S-5

3 dia. x 6
long

24

0

Plastic

0.16 lb

Cylindrical
Void

V-1

3 dia. x 6
long

24

0

–

–

S-6

3
cylinders,
Each 3
dia. x 6
long

24

0

Plastic

0.16 lb
(ea.)

V-2

3
cylinders,
Each 3
dia. x 6
long

24

0

–

–

S-7

3
cylinders,
Each 3
dia. x 6
long

24

0

Plastic

0.16 lb
(ea.)

3 Adjacent
Hollow Cyl.

3 Adjacent
Cyl. Voids

3 Hollow
Cyl. Spaced
1
Dia.
2
Apart

Continued on next page
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Table 5.1 – continued from previous page

Key

Geometry
(in)

Distance
to Centerline
(in)

V-3

3
cylinders,
Each 3
dia. x 6
long

24

S-8

3
cylinders,
Each 3
dia. x 6
long

Depth
to
Top
(in)

Material

Weight of
Inclusion

0

–

–

24

0

Plastic

0.16 lb
(ea.)

V-4

3
cylinders,
Each 3
dia. x 6
long

24

0

–

–

S-9

5
cylinders,
Each 3
dia. x 6
long

24

0

Plastic

0.16 lb
(ea.)

5 Adjacent
Cyl. Voids

V-5

5
cylinders,
Each 3
dia. x 6
long

24

0

–

–

Buried Styr.
Block

S-10

8x8x7
high

26

5

Styrofoam

0.38 lb

Embedded
Styr. Block

S-11

8x8x7
high

26

5

Styrofoam

0.38 lb

Inclusion

3 Cyl. Voids
Spaced 21
Dia. Apart

3 Hollow
Cyl. Spaced
1 Dia.
Apart

3 Cyl. Voids
Spaced 1
Dia. Apart

5 Adjacent
Hollow Cyl.

Continued on next page
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Table 5.1 – continued from previous page

Inclusion

Water Filled
Hole

Key

Geometry
(in)

Distance
to Centerline
(in)

V-6

top:10 x
10
bottom: 8
x8

26
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Depth
to
Top
(in)

–

Material

Weight of
Inclusion

Water

–

Table 5.2: Experiment figures
Inclusion

Key

Figure Reference(s)

None

U-1

–

Concrete Beam

S-1

Figures 5.11, 5.12

Concrete Cylinder

S-2

Figures 5.13, 5.14

Large Plastic Cylinder

S-3

Figures 5.15, 5.16

Small Plastic Cylinder

S-4

Figure 5.17

Hollow Cylinder

S-5

Figures 5.18, 5.19

Cylindrical Void

V-1

Figure 5.18

3 Adjacent Hollow Cyl.

S-6

Figures 5.20, 5.21

3 Adjacent Cyl. Voids

V-2

Figure 5.20

S-7

Figures 5.22, 5.23

V-3

Figure 5.22

3 Hollow Cyl. Spaced 1
Dia. Apart

S-8

Figures 5.22, 5.23

3 Cyl. Voids Spaced 1 Dia.
Apart

V-4

Figure 5.22

5 Adjacent Cyl. Voids

S-9

Similar to Figure 5.20

V-5

Similar to Figures 5.22, 5.23

Buried Styr. Block

S-10

Figures 5.24, 5.25, 5.26,
5.27, 5.28

Embedded Styr. Block

S-11

Figures 5.24, 5.25, 5.26,
5.27, 5.29

Water Filled Hole

V-6

Figures 5.30, 5.31, 5.32

3 Hollow Cyl. Spaced
Dia. Apart
3 Cyl. Voids Spaced
Apart

1
2

1
2

5 Hollow Cyl. Spaced
Dia. Apart

Dia.

1
2
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Source (6 in (15.1 cm) dia. plate)

16.40 (5m)

Sensors (typ.)

20

(0.6m)

30

(0.9m)

10

20

10

10

(0.3m) (0.6m) (0.3m)
(0.3m)

A

A

Sand
16.40 (5m)

Figure 5.1: Plan view of test pit with proposed layout of source, sensors
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+Z

P
X

0

1 0.3m
10 0.3m

Sand

Sensors (typ.)

−Z
Figure 5.2: Section view of test pit with proposed layout of source, sensors (Section
A-A)
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Source (6 in (15.1 cm) dia. plate)

Sensors (typ.)
2.50

16.40 (5m)

(0.76m)

1.750

(0.53m)

0.50

(0.15m)

B

B

Inclusion Zone
Sand
16.40 (5m)

Figure 5.3: Plan view of test pit with layout of source, sensors, inclusion zone
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+Z

P
X

10 0.3m
10 0.3m

Inclusion Zone
Sand

Sensors (typ.)

−Z
Figure 5.4: Uniform Half-Space model with inclusion (Section B-B)

214

Figure 5.5: Data Acquisition System (DAQ)

215

Figure 5.6: DAQ, screen shot of impact pulse, and acceleration recordings

216

Figure 5.7: Accelerometer locations and support

217

Figure 5.8: Source assembly; base plate, load cell, top plate

218

Figure 5.9: Slide hammer on source assembly

219

Figure 5.10: Excavated inclusion zone

220

Figure 5.11: Concrete beam (S-1)

221

Figure 5.12: Concrete beam - in place (S-1)

222

Figure 5.13: Concrete cylinder (S-2)

223

Figure 5.14: Concrete cylinder - in place (S-2)

224

Figure 5.15: Plastic cylinder (S-3)

225

Figure 5.16: Plastic cylinder - in place (S-3)

226

Figure 5.17: Plastic cylinder (S-3)

227

Figure 5.18: Hollow cylinder (S-4, V-1)

228

Figure 5.19: Hollow plastic cylinder - in place (S-4)

229

Figure 5.20: Three Adjacent hollow cylinders (S-6, V-2)

230

Figure 5.21: Three Adjacent hollow plastic cylinders - in place (S-6)

231

Figure 5.22: Three Spaced hollow cylinders (S-7, S-8, V-3, V-4)

232

Figure 5.23: Three Spaced hollow plastic cylinders - in place (S-7)

233

Figure 5.24: Styrofoam box – View 1 (S-10, S-11)

234

Figure 5.25: Styrofoam box – View 2 (S-10, S-11)

235

Figure 5.26: Assembled styrofoam box (S-10, S-11)

236

Figure 5.27: Styrofoam box - in place (S-10, S-11)

237

Figure 5.28: Buried styrofoam box (S-10)

238

Figure 5.29: Embedded styrofoam box (S-11)

239

Figure 5.30: Excavated hole for water filled hole experiment - View 1 (V-6)

240

Figure 5.31: Excavated hole for water filled hole experiment - View 2 (V-6)

241

Figure 5.32: Plastic lined hole filled with water (V-6)
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Chapter 6
Results
Experiments were performed to measure the acceleration response at sensors located
on and below the surface of the test pit described in Chapter 5. These measurements
were performed for the case of no inclusion (half-space) and for sixteen cases wherein
inclusions having varying geometries, densities, and stiffnesses were buried or embedded in the test pit. The general arrangement of the test pit, location of the inclusions
and sensors, and test methods are described in Chapter 5.
The responses obtained at the surface locations contained adequate signal to noise
ratios to support analysis of the waveforms and computation of phase velocity between recording stations. Responses at embedded locations were smaller due to decay
of the Rayleigh wave with depth and more contaminated by reflections. Thus, the
recordings from these locations were not suitable for further evaluation.
The effect of the inclusions on measured surface energy is analyzed using continuous wavelet transforms (CWT’s), and the effect of the inclusions on the speed of
the propagating Rayleigh wave is quantified via comparison of dispersion curves computed for wave travel between sensor locations. The dispersion curves are developed
using the CWT as described in Section 3.5 using equation (3.49).

6.1

Effect of Inclusions on Surface Wave Patterns

Continuous wavelet transforms (CWT’s) are computed for the acceleration responses
measured at each receiver located at 1 ft., 3 ft. and 4 ft. from the center of the
source (impact location). The contour plots of the transform provide qualitative
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information about the change in energy content in the surface wave pattern caused
by the inclusion. These changes include the effect of reflections off of the inclusions
as well as oscillations caused by its response. The measurements taken at 1 ft. and
3 ft. correspond to locations on the surface that are 7 to 10.5 in. from the front
and back faces of the inclusion, depending upon the geometry of the inclusion. The
effect of inclusions on the surface wave patterns and associated wavelet transforms is
discussed in this section.

6.2

Summary of Observations From Previous Studies

As discussed in Chapters 3 and 4, previous studies have shown that reflections from
cavity boundaries and other objects change the surface wave pattern of the signal.
These changes include altering the arrival time and frequency characteristics. The
studies indicate that the significant effects of buried obstacles on surface wave patterns
include:
1. The phase velocity decreases or increases depending upon the shear wave velocity of the embedded object and the shear wave velocity of the soil surrounding
the embedded object. For objects stiffer than the surrounding soil the phase
velocity increases while for cavities phase velocity decreases. The phase velocity
decreases for stiffer objects embedded in a localized region of soft soil.
2. Buried objects have a larger effect on the amplitude of the surface waves than
on the phase velocity.
3. Reflected waves interfere constructively or destructively with the incident wave
and it has been shown, at least for cavities, that energy associated with the
embedded object occurs in the reflected wave at a frequency range corresponding
to the frequency of the embedded object.
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4. Fluctuations appear in the dispersion curve as rapid changes in the phase velocity.
5. For cavities, no reflected wave response is seen at locations further from the
source than the object.
6. Reflections off of cavities are seen as separate peaks in the CWT corresponding
to the near and far faces of the cavity, resulting in a delay between the peaks
that corresponds to the time required for the wave to travel a distance equal to
two times the cavity width.
7. Increase in the height of the object increases the reflective boundary resulting
in stronger reflections toward the source.
8. Objects having a height to depth ratio greater than 0.5 can be detected.
9. For all receivers between the source and a cavity, the normalized time difference
between the reflection peaks remain unchanged in the CWT.
10. For all receivers between the source and a cavity the frequency of the peaks
remain unchanged in the CWT.
11. Reflection peaks reduce to a single peak at receivers located above the cavity.
In addition to the observations listed above, the numerical studies described in
Chapter 4 show that, for localized inclusions, rigid-body vibrations of the solid or
void inclusion caused by the passage of the wave are observed as regularly spaced
peaks in the CWT. These peaks have both period and frequency content consistent
with the vibration frequency of the inclusion.
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6.3

Experimental Results

CWT’s and dispersion curves for the experimental measurements are developed and
comparisons to the characteristics described above are made for the sixteen cases
(experiments) identified in table 5.1.
The wavelet used to develop the CWT plots is a real derivative of a Gaussian
(DOG). A number of different wavelet forms, both real and complex, were tested.
The use of real Gaussian wavelets provides the most precise picture of both the primary waveform and any reflections off of the inclusions. This result is consistent with
the conclusions reached by Shokouhi et al. [2005].
In addition to the CWT plots, dispersion curves are developed for each case. The
phase velocity is computed using the wavelet approach described in Section 3.5. Computing phase velocity requires the use of a complex wavelet to compute phase and an
accurate selection of arrival time for the wave form. As discussed in Chapter 4, the
Paul wavelet function, shown in figure 3.6, was selected.
The spacing between the source and first and second receivers is an important limiting parameter for developing dispersion curves. Thus, a number of filtering criteria
have been developed to determine the wavelength range beyond which the dispersion
curve is unreliable. These criteria are based on experimental and theoretical investigations. Most of these filtering criteria depend on the distance from the source to the
first receiver to be at least as large as the spacing between the first and the second
receiver. The available space in the test pit was not sufficient to satisfy these filtering
criteria spacings. Gucunski and Woods [1992] investigated a number of filtering criteria and proposed a modified filtering criteria that is not dependent upon the distance
from the source to the first receiver being as large as the spacing between receivers.
This filtering criteria was provided in Equation 6.1,
1
λR ≤ ∆x ≤ 4λR ,
2
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(6.1)

where λR is the phase velocity wavelength (VR /f req) and ∆x is the spacing between
receivers. This filtering criteria is used to develop the dispersion curves for this study.
CWT’s for the Half-Space and each of the inclusions listed in table 5.1 are shown
in figures 6.2 through 6.52. The figure numbers corresponding to the CWT’s for each
of the experiments are identified in table 6.1. A comparison of acceleration recordings
of the waveform for the Half-Space having no inclusions and for each of the inclusions
is also shown at the top of each of figure. In these figures time is normalized to to
a distance factor by multiplying seconds by Rayleigh wave velocity, (t × VR ), where
VR is 300 fps. Dispersion curves are shown in figures 6.53 through 6.70. The figure
numbers corresponding to the dispersion curves for each experiment are included as
the last figure number for each experiment in table 6.1.

6.4

Discussion of Experimental Results

The acceleration time histories measured during the experiment and computed from
the numerical studies are normalized to the variance contained in the signals and
are shown in figure 6.1. In these plots, VP H for the numerical studies is 183 fps
while VP H from the measurements are ∼ 300 fps. As seen, the waveforms from the
numerical studies retain their shape as they propagate away from the source. The
waveform for the experiment has a similar shape as the numerical result at 1 ft. with
additional oscillations emerging in the signal as the wave propagates away from the
source. These oscillations are likely caused by non-homogeneity of the soils within
the sand pit, reflections off the sides and bottom, and vibrations of the steel striker
plate and hammer used to impact the system which are not present in the numerical
models. The resulting signal is broader in power than the analytical solutions which
makes identifying reflections in the CWT and the peak of the power in the Rayleigh
wave more difficult. Nevertheless, many of the important characteristics of changes
in the response caused by the presence of inclusions can be identified through the use
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of wavelet analysis.
As seen in figure 6.53, which shows the phase velocity versus λ (VR /f requency)
for the Half-Space case (U-1), the phase velocity, VP H , gradually increases with increasing wavelength for the 2 ft. and 3 ft. receiver spacing and is relatively constant,
although lower, for the 4 ft. spacing. The dispersion curve for the 3 ft. spacing has
a reduction in phase velocity at wavelengths slightly greater than 1 ft. indicating a
“soft” region between the receivers located at 3 ft. and 4 ft. Additionally, the phase
velocity increases from approximately 300 fps at low values of λ to higher values for
longer wavelengths, indicating an increasing velocity with depth over the upper 2
ft. to 4 ft. of the soil profile. The dispersion curve for the longer, 4 ft. spacing, is
consistent with a lower average shear wave velocity of the region between the source
and 5 ft. receiver. The changes to the dispersion curves caused by the inclusions are
more complex.
Changes to the surface wave patterns caused by the inclusions, shown in the
aforementioned figures and their relationship to the characterizations seen in previous studies are described in this section. The set of experiments considered herein
includes a range of cases that provides results that can be used to evaluate the first
five characterizations as well as the observation resulting from the numerical studies
described in Section 6.1. The set does not include a sufficient number of cases where
all parameters other than the parameter of interest are sufficiently controlled to evaluate characterizations 6, 7 and 9 through 11. Thus, these characterizations are not
discussed further. Observations made on each of the first six characterizations based
on the results of the experimental program are discussed in the following.
The first observation is that phase velocity increases or decreases with increasing
or decreasing stiffness of the buried object. The observed behavior of the dispersion curve for each of the sixteen experiments is described in table 6.2. In general,
where substantial changes to the dispersion curve are observed, the phase velocity
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is increased for small wavelengths and reduced for larger wavelengths. The reduced
values of phase velocity are generally about the same or lower than seen for the HalfSpace dispersion curves. This behavior occurs for all cases except the small, 3 in. dia.
by 6 in. deep, embedded cylinder(s) or void(s) (S-5 through S-9 and V-1 through V-5)
for at least one of the three receiver spacings shown. The response is similar to the
observations made in Chapter 4 of this study for the Buried Beam model.
For the small shallow embedded cylinders and voids, changes to the dispersion
curves are not as predictable, and differing changes occur depending upon the number and spacing of the embedded cylinders or cylindrical voids. For example, for some
cases changes are seen in the 2 and 3 ft. receiver spacings while for other spacings the
changes are observed for the 2 and 4 ft. spacings. This is as compared to the results
for the larger inclusions, where changes are always seen in the 2 ft. and 3 ft. spacings
and often in the larger 4 ft., receiver spacing. When the inclusions are spaced far
enough apart, changes in the dispersion curve can be weak and the presence of the
inclusion is not reliably detectable. In addition, for the 3 in. dia. by 6 in. deep
hollow cylinders and cylindrical voids, changes to the dispersion curve, where they
occur, are evident primarily as increases to phase velocity at low values of λ. For
the voids, this behavior is contrary to that expected based on the characterization
of behavior seen in previous studies and from the numerical results developed in this
study. This apparent contradiction is postulated to be due to the process used to
place the various combinations of cylindrical voids. The placement process was to
excavate a trench, place hollow plastic cylinders in the trench, backfill and compact
soil around the cylinders, and then extract the cylinders. This process leaves a void
cylindrical space with self supporting side walls (see figure 5.22). It is postulated
that the resulting compacted region is stiffer than the surrounding soils leading to
the increase in observed phase velocity for these cases.
Two additional observations related to the behavior of the dispersion curve can
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be made. First, large changes occur in the dispersion curve at wavelengths between
roughly 1 ft. to 1.5 ft., consistent with the region of disturbance caused by the inclusion in the upper 6 to 12 in. Thus, when the inclusion interrupts the upper half
to third of the Rayleigh wave, with sufficient volume, large changes to the dispersion
curve are observed. Second, the wavelength at which the transition from high VP H
to low VP H reduces as the receiver spacing increases from 2 ft. to 3 ft.
The second observation, that buried objects have a larger effect on the amplitude
of the surface waves than on the phase velocity, is collaborated by comparing the
dispersion curves, shown in figures 6.53 through 6.70, to the corresponding plots of
Half-Space and inclusion time histories for each of the cases (shown in figures 6.2
through 6.52). Clear changes in the time history signal amplitude and shape are seen
for all cases where changes are observed in the dispersion curves and for the few cases
where the dispersion curve is essentially unchanged, indicating that the time history
signal is more sensitive to the presence of the inclusion than the phase velocity. The
observed behavior for each of the sixteen experiments for this characterization is described in table 6.3.
For the third and fifth observations, that energy in the reflected wave occurs at
a frequency range corresponding to the buried cavity, and also from the numerical
results in Chapter 4, the spacing between peaks in the CWT’s do not appear to be
associated with reflections off of the impedance contrast between the buried object
and the surrounding soil. The spacing and frequency content in the CWT is more
related to the rigid-body vibration frequency of buried object. These oscillations are
clearly evident for all but the smallest inclusions. The observed behavior for each of
the seventeen experiments for this characterization is described in table 6.4.
The fourth observation, that changes to the dispersion curve (when they occur)
are strongest for closely spaced receivers, is reviewed for each of the experiments
in table 6.5. It is observed that, if the object is large enough to significantly alter
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the waveform, then the shorter receiver spacings will develop larger changes in the
dispersion curve than longer spacings. For the longer receiver spacings, larger items
have more effect on the dispersion curve than the smaller items.
The eighth observation, that inclusions are detectable when the height to depth
ratio is greater than 0.5, is reviewed for each of the experiments listed in table 6.6.
All of the inclusions included in the experiments fit within or near this ratio and
are detectable to some extent with the exception of the cases of 3 small embedded
cylinders spaced at 1/2 dia. apart and the single 3 in. dia. by 6 in. deep cylinders
and voids. Responses for these cases are not clearly evident.
In summary, the characterizations observed in previous studies, where they are
observable, are corroborated with the experimental results with the exception that
reflections caused by rigid-body oscillations of the inclusions are more apparent than
those responses created by reflections off of the near and far faces of the inclusion. For
the solid inclusions, oscillations corresponding to rigid-body vibration of the inclusion
are dominant. The dispersion curves for the inclusions also have a dependence on λ
(frequency) where the phase velocity is generally higher than the Half-Space dispersion curve for small wavelengths and either the same or lower than the Half-Space
dispersion curve for larger wavelengths. In addition, for closely space receivers, 2 ft.
and 3 ft., the wavelength where the transition from higher to lower phase velocity
occurs is smaller for the wider receiver spacing.
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Table 6.1: CWT & dispersion curve figures for each experiment
Inclusion

CWT Figure
Reference(s)

Dispersion Curve
Reference(s)

None (U-1)

CWT on all figures

Figure 6.53

Concrete Beam (S-1)

Figures 6.2 – 6.4

Figure 6.54

Concrete Cylinder (S-2)

Figures 6.5 – 6.7

Figure 6.55

Large Plastic Cylinder (S-3)

Figures 6.8 – 6.10

Figure 6.56

Small Plastic Cylinder (S-4)

Figures 6.11 – 6.13

Figure 6.57

Hollow Cylinder (S-5)

Figures 6.14 – 6.16

Figure 6.58

Cylindrical Void (V-1)

Figures 6.17 – 6.19

Figure 6.59

3 Adjacent Hollow Cyl.
(S-6)

Figures 6.20 – 6.22

Figure 6.60

3 Adjacent Cyl. Voids (V-2)

Figures 6.23 – 6.25

Figure 6.61

Figures 6.26 – 6.28

Figure 6.62

Figures 6.29 – 6.31

Figure 6.63

3 Hollow Cyl. Spaced 1
Dia. Apart (S-8)

Figures 6.32 – 6.34

Figure 6.64

3 Cyl. Voids Spaced 1 Dia.
Apart (V-4)

Figures 6.35 – 6.37

Figure 6.65

5 Adjacent Hollow Cyl.
(S-9)

Figures 6.38 – 6.40

Figure 6.66

5 Adjacent Cyl. Voids (V-5)

Figures 6.41 – 6.43

Figure 6.67

Buried Styr. Block (S-10)

Figures 6.44 – 6.46

Figure 6.68

Embedded Styr. Block
(S-11)

Figures 6.47 – 6.49

Figure 6.69

Water Filled Hole (V-6)

Figures 6.50 – 6.52

Figure 6.70

3 Hollow Cyl. Spaced
Dia. Apart (S-7)
3 Cyl. Voids Spaced
Apart (V-3)

1
2

1
2

Dia.
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Table 6.2: Summary of observations for experimental results: Observation #1
1. Objects stiffer than the surrounding soil increase the phase velocity while
for cavities phase velocity decreases. Phase velocity decreases for stiffer objects
embedded in a localized region of soft soil.
Embedded Object

Observed Behavior

Concrete Beam
(figure 6.54)

1st receiver between source and object, 2nd
behind item: VP H increases at low values of λ,
then decreases to less than the Half-Space case. The
value of λ where the transition from higher values of
VP H to lower values decreases with increasing
spacing between receivers.

Concrete Cylinder
(figure 6.55)

1st receiver between source and object, 2nd
behind item: For the measurement of the 2 ft.
spacing, VP H is lower than the Half-Space case until
> 1.75 ft., then is further decreased. For the 3
λ ∼
ft. spacing measurement, VP H decreases to below
the Half-Space case. For the measurements taken at
4 ft. spacings, the dispersion curve is lower than for
the Half-Space. The difference in shape between the
rectangular beam and the cylindrical beam leads to
a reduction in VP H for longer λ. The value of λ
where the transition from higher values of VP H to
lower values decreases with increasing spacing
between receivers.

Large Plastic
Cylinder(figure 6.56)

1st receiver between source and object, 2nd
behind item: VP H is larger than the Half-Space
case then decreases to lower than the Half-Space for
the 2 ft. and 3 ft. spacings. The dispersion curve for
the 4 ft. receiver spacing is lower than the
Half-Space case. The value of λ where the transition
from higher values of VP H to lower values decreases
with increasing spacing between receivers.
Continued on next page
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Table 6.2 – continued from previous page
Embedded Object

Observed Behavior

Small Plastic Cylinder
(figure 6.57)

1st receiver between source and object, 2nd
behind item: VP H is larger than the Half-Space,
then is less for receiver spacings of 2 ft. and 3 ft.
For the 4 ft. receiver spacing, the dispersion curve is
lower than the Half-Space. The value of λ where the
transition from higher values of VP H to lower values
decreases with increasing spacing between receivers.

Hollow Cylinder
(figure 6.58)

1st receiver between source and object, 2nd
behind item: VP H tracks with the Half-Space. The
volume of displaced material is too small to impact
the phase velocity.

Cylindrical Void
(figure 6.59)

1st receiver between source and object, 2nd
behind item: VP H tracks with the Half-Space. The
volume of displaced material is too small to impact
the phase velocity.

3 Adjacent Hollow
Cylinders (figure 6.60)

1st receiver between source and object, 2nd
behind item: VP H is larger than the Half-Space
case then reduces for the receiver spacings of 2 ft.
and 4 ft. For these receiver spacings, VP H for
intermediate values of λ track with the Half-Space
case then reduce significantly. VP H for the 4 ft.
receiver spacing tracks with the Half-Space for
values of λ, larger than ∼ 1.5 ft.

3 Adjacent Cylindrical
Voids (figure 6.61)

1st receiver between source and object, 2nd
behind item: For the 2 ft. receiver spacing, VP H is
larger than the Half-Space case until λ ∼ 1.7 ft., at
which point it reduces to lower values. For the 4 ft.
receiver spacing VP H is higher than the Half-Space
at low λ then tracks with the Half-Space. The
dispersion curve for the 3 ft. receiver spacing tracks
with the Half-Space.
Continued on next page
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Table 6.2 – continued from previous page
Embedded Object

Observed Behavior

3 Hollow Cylinders
Spaced 21 dia. Apart
(figure 6.62)

1st receiver between source and object, 2nd
behind item: VP H is larger than the Half-Space at
low values of λ for the 2 ft. and 4 ft. receiver
spacings and then tracks with the Half-Space
dispersion curves. For the 3 ft. receiver spacing,
VP H is reduced for low values of λ. The dispersion
curve behavior for this case is similar to the 3
Adjacent Hollow Cylinders, except the transition
between higher and lower VP H occurs at lower values
of λ and the reduction in phase velocity at λ ∼ 1.75
ft. is not observed.

3 Cylindrical Voids
Spaced 21 dia. Apart
(figure 6.63)

1st receiver between source and object, 2nd
behind item: VP H tracks with the Half-Space for
all receiver spacings. Changes in the dispersion
curve are not sufficiently strong to reliably detect
the object.

3 Hollow Cylinders
Spaced 1 dia. Apart
(figure 6.64)

1st receiver between source and object, 2nd
behind item: VP H tracks with the Half-Space for
the 2 ft. and 3 ft. receiver spacings. The phase
velocity for the 4 ft. receiver spacing is larger than
< 1.7 ft.
the Half-Space for values of λ ∼

3 Cylindrical Voids
Spaced 1 dia. Apart
(figure 6.65)

1st receiver between source and object, 2nd
behind item: VP H is larger than the Half-Space
case for the 2 ft. and 4 ft. receiver spacings at low
values of λ after which it tracks with the Half-Space
dispersion curves. The dispersion curve for the 3 ft.
receiver spacing tracks with the Half-Space.

5 Adjacent Hollow
Cylinders (figure 6.66)

1st receiver between source and object, 2nd
behind item: VP H is higher than the Half-Space
for low λ, then it tracks with the Half-Space case for
a transition region. As the receiver spacing increases
to 4 ft. VP H tracks with the Half-Space case. The
value of λ where the transition from higher values of
VP H to lower values decreases with increasing
spacing between receivers.
Continued on next page
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Table 6.2 – continued from previous page
Embedded Object

Observed Behavior

5 Adjacent Cylindrical
Voids (figure 6.67)

1st receiver between source and object, 2nd
behind item: VP H is higher than the Half-Space
case for low λ, then decreases to be similar to the
Half-Space for a transition region. For higher values
of λ, VP H is less than the Half-Space. At a receiver
spacing of 3 ft., VP H tracks the Half-Space until
λ ∼ 2 ft. then drops. The value of λ where the
transition from higher values of VP H to lower values
decreases with increasing spacing between receivers.

Buried Styrofoam Block
(figure 6.68)

1st receiver between source and object, 2nd
behind item: VP H is larger than the Half-Space at
low λ, then is lower for the 2 ft. and 3 ft. receiver
spacings. At the 4 ft. receiver spacing the dispersion
curve is similar to the Half-Space. The value of λ
where the transition from higher values of VP H to
lower values decreases with increasing spacing
between receivers.

Embedded Styrofoam
Block (figure 6.69)

1st receiver between source and object, 2nd
behind item: VP H is larger than the Half-Space for
low λ, then is lower. Removing the soil on top of the
block lowers the value of λ where the transition from
higher to lower VP H occurs. The value of λ where
the transition from higher values of VP H to lower
values decreases with increasing spacing between
receivers for the 2 ft. and 3 ft. receiver spacings.
For the 4 ft. receiver spacing λ at the transition is
higher than the transition point for the 3 ft. spacing.

Water Filled Hole
(figure 6.70)

1st receiver between source and object, 2nd
behind item: VP H is larger than the Half-Space for
low λ, then is lower. The value of λ where the
transition from higher values of VP H to lower values
decreases with increasing spacing between receivers
for the 2 ft. and 3 ft. receiver spacings. For the 4 ft.
receiver spacing λ at the transition is higher than
the transition point for both the 2 ft. and 3 ft.
spacing.
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Table 6.3: Summary of observations for experimental results: Observation #2
2. Buried objects have a larger effect on the amplitude of the surface waves
than on the phase velocity.
Embedded Object

Observed Behavior

Concrete Beam

Comparing the change in VP H (figure 6.54) with the
time history signals in figures 6.2 – 6.4 show clear
modifications to the wave form while the changes to
the phase velocities are not as evident.

Concrete Cylinder

Comparing the change in VP H (figure 6.55) with the
time history signals in figures 6.5 – 6.7 show clear
modifications to the wave form while the changes to
the phase velocities are not as evident.

Large Plastic Cylinder

Comparing the change in VP H (figure 6.56) with the
time history signals in figures 6.8 – 6.10 show clear
modifications to the wave form while the changes to
the phase velocities are primarily evident in only the
closest spaced receivers.

Small Plastic Cylinder

Comparing the change in VP H (figure 6.57) with the
time history signals in figures 6.11 – 6.13 show clear
modifications to the wave form while the changes to
the phase velocities are evident in only the closest
spaced receivers.

Hollow Cylinder

Comparing the change in VP H (figure 6.58) with the
time history signals in figures 6.14 – 6.16 show slight
modifications to the wave form with corresponding
small to no changes to the phase velocities.

Cylindrical Void

Comparing the change in VP H (figure 6.59) with the
time history signals in figures 6.17 – 6.19 show some
modifications to the wave form in front of the buried
cylinder, larger changes to the wave form behind the
object, while the changes to the phase velocities are
not as evident.
Continued on next page
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Table 6.3 – continued from previous page
Embedded Object

Observed Behavior

3 Adjacent Hollow
Cylinders

Comparing the change in VP H (figure 6.60) with the
time history signals in figures 6.20 – 6.22 show clear
modifications to the wave form amplitudes. Also,
beyond the buried object a lagging in response
oscillations occurs while this behavior is not as
pronounced in the change for the receiver in front of
the object. Large changes in the amplitude of the
phase velocity is primarily seen for the closest
spaced receivers.

3 Adjacent Cylindrical
Voids

Comparing the change in VP H (figure 6.61) with the
time history signals in figures 6.23 – 6.25 show clear
modifications to the wave form amplitudes for
receivers located beyond the object. In front of the
object very little change is seen in the waveform.
Changes in the amplitude of the waveform for the
receivers beyond the object are more pronounced
than the changes to the phase velocity where the
primary changes in VP H are seen in the closest
spaced receivers.

3 Hollow Cylinders
Spaced 21 dia. Apart

Comparing the change in VP H (figure 6.62) with the
time history signals in figures 6.26 – 6.28 show clear
modifications to the wave form amplitudes. The
change in amplitude of the phase velocity is only
seen for the closest spaced receivers.

3 Cylindrical Voids
Spaced 21 dia. Apart

Comparing the change in VP H (figure 6.63) with the
time history signals in figures 6.29 – 6.31 show clear
modifications to the wave form while the changes to
the phase velocities are not prominent.

3 Hollow Cylinders
Spaced 1 dia. Apart

Comparing the change in VP H (figure 6.64) with the
time history signals in figures 6.32 – 6.34 show clear
modifications to the wave form amplitudes. Changes
in the amplitude of the phase velocity are not
significant.
Continued on next page
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Table 6.3 – continued from previous page
Embedded Object

Observed Behavior

3 Cylindrical Voids
Spaced 1 dia. Apart

Comparing the change in VP H (figure 6.65) with the
time history signals in figures 6.35 – 6.37 show clear
modifications to the wave form amplitudes. The
change in amplitude of the phase velocity is only
seen for the closest spaced receivers.

5 Adjacent Hollow
Cylinders

Comparing the change in VP H (figure 6.66) with the
time history signals in figures 6.38 – 6.40 show clear
modifications to the wave form amplitudes. VP H
between the closest spaced stations also show large
amplitude changes. For the wider receiver spacings
changes to the phase velocity are not as significant.

5 Adjacent Cylindrical
Voids

Comparing the change in VP H (figure 6.67) with the
time history signals in figures 6.41 – 6.43 show clear
modifications to the wave form amplitudes. VP H
between the closest spaced stations also show large
amplitude changes. For the wider receiver spacings
changes to the phase velocity are not as significant.

Buried Styrofoam Block

Comparing the change in VP H (figure 6.68) with the
time history signals in figures 6.44 – 6.46 show clear
modifications to the wave form amplitudes. Changes
in the amplitude of the phase velocity are seen for
all of the receiver spacings.

Embedded Styrofoam
Block

Comparing the change in VP H (figure 6.69) with the
time history signals in figures 6.47 – 6.49 show clear
modifications to the wave form amplitudes. Changes
in the amplitude of the phase velocity are observed
for the 2 ft. and 3 ft. receiver spacings.

Water Filled Hole

Comparing the change in VP H (figure 6.70) with the
time history signals in figures 6.50 – 6.52 show clear
modifications to the wave form amplitudes. Changes
in the amplitude of the phase velocity are clearly
seen in the 2 ft. and 3 ft. receiver spacings.
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Table 6.4: Summary of observations for experimental results: Observations #3, #5
For cavities: 3. energy associated with the embedded object occurs in the
reflected wave at a frequency range corresponding to the frequency of the
embedded cavity; and 5. no reflected wave response is seen at locations beyond
the object.
Embedded Object

Observed Behavior

Concrete Beam
(figures 6.2, 6.3, 6.4)

No reflected waves are observed at the 1 ft. receiver.
At the 3 ft. receiver, peaks in the response CWT
corresponding to oscillatory behavior appear at 143
Hz with a spacing (period) of 2.4 ft. which
corresponds to 145 Hz. These responses are reduced
in amplitude at the 4 ft. receiver but peaks having a
frequency of 125 Hz and spacing (period)
corresponding to 125 Hz are evident.

Concrete Cylinder
(figures 6.5, 6.6, 6.7)

No reflected waves are observed at the 1 ft. and 3 ft.
receivers. At the 4 ft. receiver, peaks in the response
CWT corresponding to oscillatory behavior appear
at 121 Hz with a spacing (period) of 2.4 ft. which
corresponds to 125 Hz.

Large Plastic Cylinder
(figures 6.8, 6.9, 6.10)

No reflected waves are observed at the 1 ft. receiver.
At the 3 ft. receiver, peaks in the response CWT
corresponding to oscillatory behavior appear at 126
Hz at a spacing (period) of 2.4 ft. which corresponds
to 125 Hz. These responses are increased in
amplitude at the 4 ft. receiver with peaks having a
frequency of 137 Hz and a spacing (period) of 2.1 ft.,
which corresponds to 142 Hz, evident. Note that the
amplitude of oscillations (and corresponding
amplitude of peaks in the CWT) are larger than for
the Concrete Cylinder and the frequency of the
oscillations are higher.
Continued on next page
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Table 6.4 – continued from previous page
Embedded Object

Observed Behavior

Small Plastic Cylinder
(figures 6.11, 6.12, 6.13)

No reflected waves are observed at the 1 ft. receiver.
At the 3 ft. receiver, peaks in the response CWT
corresponding to oscillatory behavior appear at 154
Hz having a spacing (period) of 1.95 ft. that
corresponds to 154 Hz. These responses are also
observed at the 4 ft. receiver with peaks having a
frequency of 140 Hz and spacing (period) of 2.2 ft.
which corresponds to 139 Hz.

Hollow Cylinder
(figures 6.14, 6.15, 6.16)

Reflections of the wave are not evident for this case.

Cylindrical Void
(figures 6.17, 6.18, 6.19)

Reflections of the wave are not evident for this case.

3 Adjacent Hollow
Cylinders (figures 6.20,
6.21, 6.22)

Reflections of the wave are not evident for this case.

3 Adjacent Cylindrical
Voids (figures 6.23, 6.24,
6.25)

No reflected waves are observed at the 1 ft. and 3 ft.
receivers. At the 4 ft. receiver, peaks in the response
CWT corresponding to oscillatory behavior appear
at 138 Hz having a spacing (period) of 2.1 ft. which
corresponds to 143 Hz.

3 Hollow Cylinders
Spaced 21 dia. Apart
(figures 6.26, 6.27, 6.28)

Reflected responses are not clearly evident for the 1
ft. receiver. For receivers beyond the object, at 4 ft.,
peaks in the CWT emerge at 141 Hz. The peaks
occur at a spacing (period) of 2.1 ft., corresponding
to a frequency of 143 Hz.

3 Cylindrical Voids
Spaced 21 dia. Apart
(figures 6.29, 6.30, 6.31)

Response frequency of the reflected wave is 271 Hz
for the 1 ft. receiver and it occurs at a spacing
(period) of 1.2 ft. This spacing corresponds to a
frequency of 250 Hz. Reflections are not obvious in
the CWT at 3 ft. but at 4 ft. peaks emerge at 138
Hz with spacing (period) between peaks of 2.1 ft.
which correspond to 143 Hz.

3 Hollow Cylinders
Spaced 1 dia. Apart
(figures 6.32, 6.33, 6.34)

Reflections of the wave are not evident for this case.
Spacing is such that each object acts like individual
objects with little group effect.
Continued on next page
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Table 6.4 – continued from previous page
Embedded Object

Observed Behavior

3 Cylindrical Voids
Spaced 1 dia. Apart
(figures 6.35, 6.36, 6.37)

Reflections of the wave are not evident for this case.
Spacing is such that each object acts like individual
objects with little group effect.

5 Adjacent Hollow
Cylinders (figures 6.38,
6.39, 6.40)

Response frequency of reflected wave is 233 Hz for
the 1 ft. receiver. These peaks occur at a spacing
(period) of 1.2 ft. which corresponds to a frequency
of 233 Hz. Reflections are not obvious in the CWT
at 3 ft. but at 4 ft. peaks emerge at 139 Hz with
spacing (period) between peaks of 2.1 ft. which
correspond to 143 Hz.

5 Adjacent Cylindrical
Voids (figures 6.41, 6.42,
6.43)

Response frequency of reflected wave is 221 Hz for
the 1 ft. receiver. Spacing (period) of the peaks are
at 1.28 ft. which corresponds to 238 Hz. The
spacing of peaks would correspond to a 8 in. wide
object, while the object is 6 in. deep, 3 in. wide and
15 in. long. (this spacing is consistent for all of the
embedded cylinders where the reflection is
detectable). At the 3 ft receiver, reflections are not
evident, while at the 4 ft. receiver the oscillations
occur at 137 Hz with a spacing (period) of 2.2 ft.,
corresponding to a frequency of 136 Hz.

Buried Styrofoam Block
(figures 6.44, 6.45, 6.46)

No significant level of response for the reflected wave
is observed at the 1 ft. receiver. For the receivers
beyond the object, clear oscillations are seen in the
waveform and CWT. At 3 ft. these oscillations have
peaks at 138 Hz with a spacing (period) of 2.25 ft.
corresponding to 133 Hz. At 4 ft. these oscillations
have peaks at 138 Hz with a spacing (period) of 2.16
ft. corresponding to 139 Hz.

Embedded Styrofoam
Block (figures 6.47, 6.48,
6.49)

No significant level of response for the reflected wave
is observed at the 1 ft. receiver. For the 3 ft. and 4
ft. receivers, oscillations are seen in the waveform
and CWT. These oscillations have peaks at 132 Hz
with a spacing (period) of 2.1 ft. corresponding to
143 Hz at 3 ft. and, at 4 ft., peaks at 144 Hz with a
spacing (period) of 2.1 ft. corresponding to 143 Hz.
Continued on next page
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Table 6.4 – continued from previous page
Embedded Object

Water Filled
Hole(figures 6.50, 6.51,
6.52)

Observed Behavior
No clear reflection is observed for the 1 ft. receiver.
For the receivers at 3 ft. and 4 ft. oscillations are
seen in the waveform and CWT. At 3 ft., these
oscillations have peaks at 133 Hz with spacing
(period) of 2.4 ft. which correspond to 125 Hz. At 4
ft., these oscillations have peaks at 126 Hz with
spacing (period) of 2.2 ft. which correspond to 136
Hz.

263

Table 6.5: Summary of observations for experimental results: Observation #4
4. Rapid changes appear in the dispersion curve.
Embedded Object

Observed Behavior

Concrete Beam
(figure 6.54)

Rapid changes in the dispersion curve are observed
for the 2 ft. receiver spacing. Larger spacings track
with the Half-Space dispersion curves.

Concrete Cylinder
(figure 6.55)

Rapid changes in the dispersion curve are observed
for the 2 ft. and 3 ft. receiver spacings. The 4 ft.
spacing track with the Half-Space dispersion curve.

Large Plastic
Cylinder(figure 6.56)

Rapid changes in the dispersion curve are observed
for all of the receiver spacings.

Small Plastic Cylinder
(figure 6.57)

Rapid changes in the dispersion curve are observed
for all of the receiver spacings.

Hollow Cylinder
(figure 6.58)

Changes to the dispersion curves are not evident for
this case.

Cylindrical Void
(figure 6.59)

Rapid changes in the dispersion curve are observed
for the 2 ft. and 3 ft. receiver spacings. The 4 ft.
spacing track with the Half-Space dispersion curve.

3 Adjacent Hollow
Cylinders (figure 6.60)

Rapid changes in the dispersion curve are observed
for the 2 ft. and 3 ft. receiver spacings. The 4 ft.
spacing track with the Half-Space dispersion curve.

3 Adjacent Cylindrical
Voids (figure 6.61)

Rapid changes in the dispersion curve are observed
for the 2 ft. and 3 ft. receiver spacings. The 4 ft.
spacing track with the Half-Space dispersion curve.

3 Hollow Cylinders
Spaced 21 dia. Apart
(figure 6.62)

Rapid changes in the dispersion curve are observed
for the 2 ft. and 3 ft. receiver spacings. The 4 ft.
spacing track with the Half-Space dispersion curve.

3 Cylindrical Voids
Spaced 21 dia. Apart
(figure 6.63)

Changes to the dispersion curves are not evident for
this case.

3 Hollow Cylinders
Spaced 1 dia. Apart
(figure 6.64)

Rapid changes in the dispersion curve are observed
for the 2 ft. and 3 ft. receiver spacings. The 4 ft.
spacing track with the Half-Space dispersion curve.
Continued on next page
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Table 6.5 – continued from previous page
Embedded Object

Observed Behavior

3 Cylindrical Voids
Spaced 1 dia. Apart
(figure 6.65)

Rapid changes in the dispersion curve are observed
for the 2 ft receiver spacing. The 3 ft. and 4 ft.
spacings track with the Half-Space dispersion curve.

5 Adjacent Hollow
Cylinders (figure 6.66)

Rapid changes in the dispersion curve are observed
for the 2 ft. receiver spacing. The 3 ft. and 4 ft.
spacings track with the Half-Space dispersion curve.

5 Adjacent Cylindrical
Voids (figure 6.67)

Rapid changes in the dispersion curve are observed
for the 2 ft. and 3 ft. receiver spacings. The 4 ft.
spacing track with the Half-Space dispersion curve.

Buried Styrofoam Block
(figure 6.68)

Rapid changes in the dispersion curve are observed
for all of the receiver spacings.

Embedded Styrofoam
Block (figure 6.69)

Rapid changes in the dispersion curve are observed
for the 2 ft. and 3 ft. receiver spacings. The 4 ft.
spacing track with the Half-Space dispersion curve.

Water Filled Hole
(figure 6.70)

Rapid changes in the dispersion curve are observed
for the 2 ft. and 3 ft. receiver spacings. The 4 ft.
spacing track with the Half-Space dispersion curve.
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Table 6.6: Summary of observations for experimental results: Observation #8
8. Objects having a height to depth greater than 0.5 can be detected.
Embedded Object

Observed Behavior

Concrete Beam

h
d

=

6
6

= 1.0. Detectable as discussed above.

Concrete Cylinder

h
d

=

6
6

= 1.0. Detectable as discussed above.

Large Plastic Cylinder

h
d

=

6
6

= 1.0. Detectable as discussed above.

h
d

Small Plastic Cylinder

= 37 = 0.43. Detectable as discussed above even
though the height to depth ratio is slightly less than
the ratio indicated in the characterizations.

Hollow Cylinder

h
d

=

6
0

= ∞. Detectable as discussed above.

Cylindrical Void

h
d

=

6
0

= ∞. Not detectable as discussed above.

3 Adjacent Hollow
Cylinders

h
d

=

6
0

= ∞. Detectable as discussed above.

3 Adjacent Cylindrical
Voids

h
d

=

6
0

= ∞. Detectable as discussed above.

3 Hollow Cylinders
Spaced 21 dia. Apart

h
d

=

6
0

= ∞. Detectable as discussed above.

h
d

3 Cylindrical Voids
Spaced 21 dia. Apart

= 60 = ∞. Marginally detectable as discussed
above.

3 Hollow Cylinders
Spaced 1 dia. Apart

h
d

=

6
0

= ∞. Detectable as discussed above.

3 Cylindrical Voids
Spaced 1 dia. Apart

h
d

=

6
0

= ∞. Detectable as discussed above.
Continued on next page
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Table 6.6 – continued from previous page
Embedded Object

Observed Behavior

5 Adjacent Hollow
Cylinders

h
d

=

6
0

= ∞. Detectable as discussed above.

5 Adjacent Cylindrical
Voids

h
d

=

6
0

= ∞. Detectable as discussed above.

Buried Styrofoam Block

h
d

=

7
0

= ∞. Detectable as discussed above.

Embedded Styrofoam
Block

h
d

=

7
5

= 1.4. Detectable as discussed above.

Water Filled Hole

h
d

=

7
0

= ∞. Detectable as discussed above.
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Figure 6.1: Comparison of experimental and numerical waveforms
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Figure 6.2: Buried Concrete Beam CWT at 1 ft. (U-1, S-1)
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Figure 6.3: Buried Concrete Beam CWT at 3 ft. (U-1, S-1)

270

Figure 6.4: Buried Concrete Beam CWT at 4 ft. (U-1, S-1)
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Figure 6.5: Buried Concrete Cylinder CWT at 1 ft. (U-1, S-2)

272

Figure 6.6: Buried Concrete Cylinder CWT at 3 ft. (U-1, S-2)
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Figure 6.7: Buried Concrete Cylinder CWT at 4 ft. (U-1, S-2)
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Figure 6.8: Buried Plastic Cylinder CWT at 1 ft. (U-1, S-3)
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Figure 6.9: Buried Plastic Cylinder CWT at 3 ft. (U-1, S-3)

276

Figure 6.10: Buried Plastic Cylinder CWT at 4 ft. (U-1, S-3)
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Figure 6.11: Buried Small Plastic Cylinder CWT at 1 ft. (U-1, S-4)
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Figure 6.12: Buried Small Plastic Cylinder CWT at 3 ft. (U-1, S-4)
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Figure 6.13: Buried Small Plastic Cylinder CWT at 4 ft. (U-1, S-4)
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Figure 6.14: Embedded Hollow Plastic Cylinder CWT at 1 ft. (U-1, S-5)
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Figure 6.15: Embedded Hollow Plastic Cylinder CWT at 3 ft. (U-1, S-5)

282

Figure 6.16: Embedded Hollow Plastic Cylinder CWT at 4 ft. (U-1, S-5)
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Figure 6.17: Cylindrical Void CWT at 1 ft. (U-1, V-1)

284

Figure 6.18: Cylindrical Void CWT at 3 ft. (U-1, V-1)

285

Figure 6.19: Cylindrical Void CWT at 4 ft. (U-1, V-1)
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Figure 6.20: Three Adjacent Hollow Cylinders CWT at 1 ft. (U-1, S-6)

287

Figure 6.21: Three Adjacent Hollow Cylinders CWT at 3 ft. (U-1, S-6)

288

Figure 6.22: Three Adjacent Hollow Cylinders CWT at 4 ft. (U-1, S-6)

289

Figure 6.23: Three Adjacent Cylindrical Voids CWT at 1 ft. (U-1, V-2)

290

Figure 6.24: Three Adjacent Cylindrical Voids CWT at 3 ft. (U-1, V-2)

291

Figure 6.25: Three Adjacent Cylindrical Voids CWT at 4 ft. (U-1, V-2)
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Figure 6.26: Three Hollow Cylinders spaced 1/2 dia. apart CWT at 1 ft. (U-1,
S-7)

293

Figure 6.27: Three Hollow Cylinders spaced 1/2 dia. apart CWT at 3 ft. (U-1,
S-7)

294

Figure 6.28: Three Hollow Cylinders spaced 1/2 dia. apart CWT at 4 ft. (U-1,
S-7)
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Figure 6.29: Three Cylindrical Voids spaced 1/2 dia. apart CWT at 1 ft. (U-1,
V-2)
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Figure 6.30: Three Cylindrical Voids spaced 1/2 dia. apart CWT at 3 ft. (U-1,
V-2)
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Figure 6.31: Three Cylindrical Voids spaced 1/2 dia. apart CWT at 4 ft. (U-1,
V-2)
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Figure 6.32: Three Hollow Cylinders spaced 1 dia. apart CWT at 1 ft. (U-1, S-8)
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Figure 6.33: Three Hollow Cylinders spaced 1 dia. apart CWT at 3 ft. (U-1, S-8)
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Figure 6.34: Three Hollow Cylinders spaced 1 dia. apart CWT at 4 ft. (U-1, S-8)
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Figure 6.35: Three Cylindrical Voids spaced 1 dia. apart CWT at 1 ft. (U-1,
V-3)
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Figure 6.36: Three Cylindrical Voids spaced 1 dia. apart CWT at 3 ft. (U-1,
V-3)
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Figure 6.37: Three Cylindrical Voids spaced 1 dia. apart CWT at 4 ft. (U-1,
V-3)
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Figure 6.38: Five Adjacent Hollow Cylinders CWT at 1 ft. (U-1, S-9)
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Figure 6.39: Five Adjacent Hollow Cylinders CWT at 3 ft. (U-1, S-9)
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Figure 6.40: Five Adjacent Hollow Cylinders CWT at 4 ft. (U-1, S-9)
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Figure 6.41: Five Adjacent Cylindrical Voids CWT at 1 ft. (U-1, V-4)
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Figure 6.42: Five Adjacent Cylindrical Voids CWT at 3 ft. (U-1, V-4)

309

Figure 6.43: Five Adjacent Cylindrical Voids CWT at 4 ft. (U-1, V-4)

310

Figure 6.44: Buried Styrofoam Block CWT at 1 ft. (U-1, S-10)
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Figure 6.45: Buried Styrofoam Block CWT at 3 ft. (U-1, S-10)
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Figure 6.46: Buried Styrofoam Block CWT at 4 ft. (U-1, S-10)
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Figure 6.47: Embedded Styrofoam Block CWT at 1 ft. (U-1, S-11)

314

Figure 6.48: Embedded Styrofoam Block CWT at 3 ft. (U-1, S-11)
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Figure 6.49: Embedded Styrofoam Block CWT at 4 ft. (U-1, S-11)

316

Figure 6.50: Water Filled Hole CWT at 1 ft. (U-1, V-5)

317

Figure 6.51: Water Filled Hole CWT at 3 ft. (U-1, V-5)

318

Figure 6.52: Water Filled Hole CWT at 4 ft. (U-1, V-5)
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Figure 6.53: Half-Space dispersion curves (U-1)
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Figure 6.54: Buried Concrete Beam dispersion curves (S-1)
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Figure 6.55: Buried Concrete Cylinder dispersion curves (S-2)

322

Figure 6.56: Buried Plastic Cylinder dispersion curves (S-3)

323

Figure 6.57: Buried Small Plastic Cylinder dispersion curves (S-4)
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Figure 6.58: Embedded Hollow Plastic Cylinder dispersion curves (S-5)

325

Figure 6.59: Cylindrical Void dispersion curves (V-1)
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Figure 6.60: Three Adjacent Hollow Cylinders dispersion curves (S-6)

327

Figure 6.61: Three Adjacent Cylindrical Voids dispersion curves (V-2)

328

Figure 6.62: Three Hollow Cylinders spaced 1/2 dia. apart dispersion curves
(S-7)
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Figure 6.63: Three Cylindrical Voids spaced 1/2 dia. apart dispersion curves
(V-3)
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Figure 6.64: Three Hollow Cylinders spaced 1 dia. apart dispersion curves
(S-8)
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Figure 6.65: Three Cylindrical Voids spaced 1 dia. apart dispersion curves
(V-4)

332

Figure 6.66: Five Adjacent Hollow Cylinders dispersion curves (S-9)
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Figure 6.67: Five Adjacent Cylindrical Voids dispersion curves (V-5)
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Figure 6.68: Buried Styrofoam Block dispersion curves (S-10)
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Figure 6.69: Embedded Styrofoam Block dispersion curves (S-11)

336

Figure 6.70: Water Filled Hole dispersion curves (V-5)
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Chapter 7
Summary and Conclusions
The purpose of the work described herein is to extend the use of wavelets from the
investigations of numerical results of axi-symmetric models to: 1) analyses results of
three-dimensional models wherein the embedded items occupy a local region rather
than a ring, as inferred by the use of axi-symmetric models and; 2) analyses of results
obtained from measurements of the response of soil media containing embedded and
buried inclusions. Numerical results for the three-dimensional models are obtained
using a frequency domain approach. The experiments are performed in a 16.4 ft. x
16.4 ft. x 9.8 ft. deep sand pit at the Geotechnical Engineering laboratory at the
University of South Carolina.
The approach used to implement the research included the following five steps:
1. Assemble characteristics of changes in surface wave patterns that were observed
from previous studies.
2. Develop surface wave responses using 3-D numerical models and the computer
code SASSI.
3. Obtain surface wave responses from a set of experiments consisting of objects
embedded in a sand pit that are excited by an impulse load.
4. Use wavelet analysis to evaluate surface wave responses from both the numerical
and experimental results.
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5. Compare the results from this study to previously observed characteristics of
response identified in previous investigations.
The details of the research program were described in six parts. Chapter 1 introduces the subject, research significance, and scope of the work. Chapter 2 describes
the physical processes of wave propagation and analytical formulations to predict
the form and speed of wave propagation are presented. Numerical results from a
three-dimensional model of a homogeneous elastic half-space are presented as well
as results from the half-space with voids and solids included. Chapter 3 describes
wavelets and wavelet transforms and their use in signal analysis. The results from
the numerical studies described in Chapter 2 are used to demonstrate the use of
wavelets to examine characteristics of signals on the surface. Chapter 4 examines the
characteristics of the changes to the measured surface waves using the results of the
numerical analyses. The wavelet analyses methodologies developed in Chapter 3 are
used to guide the identification and characterization of changes to the surface wave
response that are caused by embedded items. Chapter 5 describes the experimental
program performed as part of this research. Details of the sand pit, embedded items,
and the data acquisition system are discussed. Chapter 6 presents a compilation of
the experimental results, evaluated using wavelet analysis. A comparison is made of
the experimental results to the characteristics identified by previous researchers and
to the characteristics observed in the numerical results described in Chapter 4. A
summary of the significant response characteristics observed from the numerical and
experimental results developed in this study, suggestions for future research, and potential improvements in testing and instrumentation configurations for future studies
are provided in this chapter.
During the implementation of the research, the Morlet wavelet basis was initially
selected for use in performing the wavelet analyses and computing phase velocity. The
Morlet wavelet appeared to offer an efficient combination of localization in time and
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frequency and provide phase information needed to compute phase velocity between
receivers. The use of the Morlet wavelet combined the power associated with reflections and oscillations thereby hiding the Rayleigh wave response at low frequencies.
This is caused by the time duration of the wavelet that was too large to isolate the
different parts of the signal resulting in a non-stable calculation of phase velocity. A
number of higher order Morlet bases wavelets and Paul wavelet bases were examined
to identify wavelets that are more local in time. As a result, the Paul wavelet basis
was selected. The Paul wavelet results in a more stable computation of phase velocity.
For qualitative examination of reflections and oscillations seen in the numerical
and experimental results, the complex wavelets suffer from the similar problems as
above. The complex wavelets provide information about power in the signal but as
a result tend to combine contributions of power from both the primary signal and
reflections and oscillations. Real wavelets provide a view of the power contained in
the signal while maintaining separation between different parts of the signal and is
better suited to observe reflections and the relatively small differences in the signal
caused by the inclusions. This conclusion is consistent with the findings from previous
investigations by others.
Experimental work presents additional challenges in interpreting results that are
typically avoided in numerical studies. The attributes present in the experimental
environment include:
• The presence of noise in the area surrounding the experiment location.
• Non-homogeneities in the soil including some relatively small changes in the
depth to the water table and calcification over general pit area as opposed to
disturbances in the region of measurement.
• Impedance contrasts between the contained soil and the boundaries of the test
pit.
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• Changes to the condition of the soil media caused by excavation and placement
of the series of inclusions.
• Changes to the contact condition between the source plate and the underlying
soil caused by repeated impacts to the source plate.
The results of these attributes are observed in the experimental results wherein the
signal is relatively pronounced and consistent with numerical solutions at the location
close to the source. At this location the signal to noise ratio is largest and reflections
from non-homogeneities in the soil and adjacent boundaries are not pronounced.
As the waveforms travel away from the source the signal to noise ratio decreases
and more and more reflections are incorporated into the signal. On one hand, this
additional information in the signal makes comparisons to analytical solutions more
difficult, however, on the other hand, it results in a more rigorous test of the methods
proposed to identify and characterize inclusions.
In addition, for the void spaces developed in this study, the shape of the void
region is difficult to hold in the sand media of the pit. For small regions, like the 3 in.
dia. by 6 in. deep embedded voids, compaction of the surrounding soil is sufficient
to hold the shape. This is not a true void in the sense of the assumptions made in
the analytical and numerical solutions for elastic media but a void region surrounded
by a higher stiffness, compacted region. Similar to the case where a stiff object is
embedded in softer soils, the character of response differs from that seen in numerical
studies. Although, this condition is contrary to the numerical models it is more likely
to represent as-constructed conditions and may be observable in field conditions.
Both the numerical studies and experimental studies indicate that, above a threshold limit (embedded cylinder 3 in. dia. by 6 in. deep in this study), wavelet analyses
can be effective in identifying inclusions in an environment that is “noisy” and contains non-homogeneities and reflections. The effect of the inclusions on the surface
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wave patterns emerge primarily as oscillations in the CWT plots and as changes to
the dispersion curve. These effects are also seen in a qualitative sense in comparisons
between the waveforms for the half-space and inclusion cases. The advantage of the
CWT plot over comparison of time history signals is that the CWT provides information related to both response frequency and arrival time for the wave structure
changes caused by the inclusion.
In general, the characterizations of behavior that were observed in previous studies
are corroborated in the numerical studies for the void object with the exception that
energy in the reflections do not appear to correspond to the frequency of the void
or solid object, which is local in space rather than a “ring” as inferred by the axisymmetric models used.
For the experimental results, although changes to both the dispersion curves and
CWT plots are sufficiently large to indicate the presence of the void, for inclusions
larger than a threshold limit, the changes to the power in the surface wave pattern
characterizations and in the phase velocity are not sufficiently clear or consistent
to reliably quantify the depth, size, stiffness, density or shape of the buried object.
Future research that incorporates additional refinements to the experimental set up
and wavelet analysis models may yield a better characterization of the physical nature
of the buried objects.
A number of suggestions for further research and improved testing and instrumentation configurations for future studies are provided based on the experience of
implementing this research project. For future experimental programs, the following
recommendations should be considered:
• Collection of data over more frequent time steps resulting in capturing higher
frequency responses. It was observed that the response of the embedded sensors
did not provide much useful information and that the bandwidth used by these
locations would be better served if applied to locations on the surface of the
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test pit. This would reduce the spacing between sensors, which combined with
a denser time sampling, resulting in capturing higher frequency responses.
• Moving sensors nearer the inclusion location would help solve the problem of
weak reflected signals.
• The delay in arrival time of reflected signals off the walls of the sand pit indicates
that the experiment could potentially obtain better signals by moving the source
off the center of the pit. This movement would allow additional attenuation of
the body wave portion of the signal and allow the Rayleigh wave to form more
fully. Most practitioners of SASW make the distance from the source to the
first sensor equal or larger than the spacing between sensors. Although space
limitations in the test pit preclude this spacing requirement to be absolutely
satisfied, it would reduce the uncertainty in the measurements due to close
spacing of the first receiver to the source. Alternatively, additional testing
could be performed in a well-characterized open site for which the concern
about reflections off of walls would be eliminated.
• The use of a stronger source would increase the signal to noise ratio, as well
as developing an improved design for the hammer and striker plate assembly
to provide a cleaner signal. If collection of higher frequency responses is desired, the striker plate assembly stiffness should be sufficiently large to prevent
vibration of the plate.
• For this work, a potting process was used to encase the accelerometer in a rigid
solid body. This process and placement of the accelerometer lead to connectivity between the soil and sensor that appeared to result in recordings that
were repeatable from one test to the next, indicating that the connectivity was
adequate. Nonetheless, the process still relies on confinement provided by the
to transmit accelerations to the sensor. For collecting responses at frequencies
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higher than those examined in this study, a more direct coupling between the
sensor and soil may be required.
• In this set of experiments, the “void” inclusions were dependent on compaction
of the soil surrounding the void space and surface tension provided by moisture
in the soil to maintain the void shape. Additional experiments may be developed
wherein the presence of voids can be included in a manner more consistent with
the numerical representations. For this case, it may be possible to develop a
system of water or air filled bags that could maintain the void shape. To develop
such a system may require the use of soils with some level of cohesion rather
than the non-cohesive sand materials used in these experiments.
• Future work may desire to instrument the embedded bodies from which experimentally developed transfer functions from the source and surface to the
embedded item response can be developed. These transfer functions for transient responses, developed from experimental data using wavelet analyses, could
be used to validate an analytical approach for soil structure interaction. In this
work, an attempt was made to instrument the styro-foam box. However, sufficient coupling between the sensors, soil, and box was not achieved to obtain
reliable measurements.
Further analytical investigations should consider:
• A series of numerical studies of the small cylinder inclusions could be performed
to determine why effect of the inclusion on the surface wave patterns occurs for
some cases and not for others, depending upon the spacing and number of
adjacent cylinders.
• The phase spectrum developed using wavelet analysis is well defined within
the arrival time range of interest, and thus the estimate of phase velocity is
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relatively stable. For cases where the spectrum is contaminated by noise, the
possibility exists to adapt the approach described by Phillips for MOPA to the
CWT approach to detect the presence of inclusions. This adaptation would be
to plot phase velocity for multiple stations at a given frequency, which should
result in a straight line for horizontally uniform strata. The phase velocity
between individual pairs of receivers would then be compared to the expected
straight line. Deviations from the expected velocity would indicate the presence
of a non-uniformity.
• Wavelet frames, described in Chapter 3, better capture finer increments of scale.
Further investigation of the application of wavelet frames to investigation of the
surface wave patterns at finer increments of scale may show that more detail
emerges which could be used to better characterize both the dispersion curve
and the physical parameters of the buried object.
• The wavelet analysis described herein used the variance contained in the signal
as an indicator of noise. An alternative approach would be to use the global
wavelet spectrum of the measured half-space response as background power and
make quantitative comparisons of differences between each of the experiments
to the half-space response using the CWT.
The investigation described in this work represents an extension of previous investigations both in evaluating numerical results of three-dimensional models of inclusions and in evaluating experimental results using wavelet analysis methods. As such,
a number of additional avenues were identified for using wavelet analyses methods
that may be productive paths of research to improve the prediction capability and
understanding of responses caused by small inclusions.
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Appendix A
Mathematica Worksheet for Response of
Half-Space From Suddenly Applied Point Load
This Mathematica worksheet implements the Pekeris [1955] and Mooney [1974] solutions for the response of an elastic half-space caused by the application of a suddenly
applied point load to the surface of the half-space. The equations used are provided
in Kausel [2006], pp. 78 - 80. The derivative of the displacement solution of the
response to a unit step function is taken to obtain the solution for the displacement
response to a pulse (dirac delta function), then the second derivative of the resulting
time history of displacement response yields the acceleration response.

Set notebook global options
Clear["Global`*"]
opts = {FontFamily → Times, FontWeight → "Bold", FontSize → 12};
SetOptions[Plot, Axes → False, Frame → True,
GridLines → Automatic, PlotStyle → {Thickness[0.003]},
ImageSize → {480, 320}];
SetOptions[ListLinePlot, Axes → False, Frame → True, GridLines → Automatic,
PlotStyle → {Thickness[0.003]}, ImageSize → {480, 320}];
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Module to compute the vertical displacement due to a vertical pulse
– Kausel 2006, pp. 78-80
Response computed in terms of dimensionless time, τ =

tVs
r

and Pois-

son’s ratio, ν
heavi[ν_, τ _]:=Module[
{νν, tau, Poissons, a, b, c, aa, ξ2root, ξ2list, roots,
ξ2, ξ2L, A1, A2, A3, AA1, AA2, AA3, A4, A5, z, q1, Q, Q1, ans, ans1},
(* Function to compute the roots of the Equation,
1 − 8ξ2 + 8ξ22 (3 − 2a2 ) − 16ξ23 (1 − a2 ) *)
h

i

roots[a_]:=Solve 1 − 8ξ2 + 8ξ22 (3 − 2a2 ) − 16ξ23 (1 − a2 ) == 0, ξ2 ;
(* Function to compute a2 *)
aa =

q

1−2ν
2(1−ν)

(* Function to convert the solution given by
roots to a list of three ξi for each value of Poisson’s ratio *)

ξ2root[b_]:=Flatten[{ξ2}/.roots[b]];
ξ2list[c_]:=Map[ξ2root, c];
ξ2L = Flatten[ξ2list[{aa}]];

(*Constants used to compute A1 , A2 , A3 are aa and the roots inξ2L*)
0.5

A1 =

(1−2ξ2L[[1]])2 (Abs[aa2 −ξ2L[[1]]])

4(ξ2L[[1]]−ξ2L[[2]])(ξ2L[[1]]−ξ2L[[3]])

;

0.5

A2 =

(1−2ξ2L[[2]])2 (Abs[aa2 −ξ2L[[2]]])

4(ξ2L[[2]]−ξ2L[[1]])(ξ2L[[2]]−ξ2L[[3]])

;

0.5

A3 =

(1−2ξ2L[[3]])2 (Abs[aa2 −ξ2L[[3]]])

4Re[(ξ2L[[3]]−ξ2L[[1]])(ξ2L[[3]]−ξ2L[[2]])]

;
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z=

(aa2 −ξ2L[[1]])
τ 2 −aa2

;

q1 = 1 + 2z + 2((z + 1) ∗ z)0.5 ;

If[Abs[q1] < 1, Q1 = q1, Q1 = 1/q1];

Q=



1.
Q1



− Q1 (τ 2 − aa2 ) ;

A5 = −8 ∗ Re

(1−2ξ2L[[1]])2 (aa2 −ξ2L[[1]])





(ξ2L[[1]]−ξ2L[[2]])∗(ξ2L[[1]]−ξ2L[[3]])

.

0.5

;

.

0.5

;

.

0.5

;

{0., τ < aa},

n

AA1 = A1 (Abs [τ 2 − ξ2L[[1]]])

AA2 = A2 (Abs [τ 2 − ξ2L[[2]]])
AA3 = A3 (Abs [τ 2 − ξ2L[[3]]])



Q −

4A3
0.5
(ξ2L[[3]]−τ 2 )

+ 4;

A4 = 1 − AA1 − AA2 − AA3;
If[ν < 0.2631,
h

ans = Re Piecewise


1
(1
2π



− ν) 1 −

h

A3
0.5
(ξ2L[[3]]−τ 2 )

ans = Re Piecewise


(1−ν)
16π



hn

hn



o

<τ <1 ,


  

∗ UnitStep[ξ2L[[3]] − τ ] , τ > 1

{0., τ < aa},

−2∗4A3
0.5
(ξ2L[[3]]−τ 2 )

(1−ν)A4
, aa
22π

n

(1−ν)
16π

,

o

∗ A5, aa < τ < 1 ,


UnitStep[ξ2L[[3]] − τ ] + 8 , τ > 1

   

;

{ans}
]
Attributes[heavi] = {Listable};
dtt = 0.0002;
(* Compute displacement due to unit step function *)
disstep = Partition[Flatten[Table[{t, heavi[0.25, t]}, {t, 0.000239, 2.0, dtt}]], 2];
(* Compute an interpolation function to allow easy calculation of derivatives *)
intdis = Interpolation[disstep, Method → "Hermite", InterpolationOrder → 3];
(*Compute an interpolation function for the 1st derivative,
displacement due to dirac *)
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intdisppulse = intdis0 ;
(* Compute an interpolation function for the 2nd derivative,
velocity due to dirac *)
intvelpulse = intdis”;
(*Compute an interpolation function for the 2nd derivative,
acceleration due to dirac*)
intaccpulse = intdis”’;

Listing of Plot functions
Plot[intdis[t], {t, 0.00025, dtt, 2.0}, PlotRange → {{0, 2}, {−0.4, 0.2}},
n

h

i

o

FrameLabel → Style "τ = tVr s ", opts , Style ["µruzz ", opts] , PlotLabel → Style[
"Vertical Displacement From Suddenly\n Applied Point Load
(Unit Step Function), ν=0.25", opts]]

Plot[intdisppulse[t], {t, 0.00025, dtt, 2.0}, PlotRange → {{0, 2}, {−4, 1}},
n

h

i

o

FrameLabel → Style "τ = tVr s ", opts , Style ["µruzz ", opts] ,
PlotLabel → Style["Vertical Displacement From Delta Dirac Load, ν=0.25", opts]]

Plot[intvelpulse[t], {t, 0.00025, dtt, 2.0}, PlotRange → {{0, 2}, {−600, 150}},
n

h

i

h

io

zz
FrameLabel → Style "τ = tVr s ", opts , Style "µr du
", opts
dτ

,

PlotLabel → Style["Vertical Velocity From Delta Dirac Load, ν=0.25", opts]]

Plot[intaccpulse[t], {t, 0.000255, dtt, 2.0},
PlotRange → {{0, 2}, {−30000, 10000}},
n

h

i

h

2

FrameLabel → Style "τ = tVr s ", opts , Style "µr ddτu2zz ", opts

io

,

PlotLabel → Style["Vertical Acceleration From Delta Dirac Load, ν=0.25", opts]]
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Appendix B
Mathematica Worksheet for Response of
Half-Space from Load Time History
This Mathematica worksheet extend the worksheet included in Appendix A for the
response of an elastic half-space caused by the application of a time history load
function applied as a point load to the surface of the half-space. The equations used
are provided in Kausel [2006], pp. 78 - 80. The solution in Appendix A is convolved
with a half-sine wave pulse function,

Convolve a half-sine wave pulse, with the Delta Dirac Point Load
result for acceleration;
(* Make a pulse that is a half - sine wave
spulse[T_, h_, ttt_]:=h ∗ (Cos[π(ttt − T /2)/T ])2 ;
(* Define pulse functions for half - sine waves with durations equal to
0.001τ, 0.002τ, 0.003τ *)
sinpulse1 = spulse[0.001, −1.0, Range[0, 0.001, 0.0002]];
sinpulse2 = spulse[0.003, −1.0, Range[0, 0.003, 0.0002]];
sinpulse3 = spulse[0.005, −1.0, Range[0, 0.005, 0.0002]];
sinpulse4 = spulse[0.01, −1.0, Range[0, 0.01, 0.0002]];
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Create a list of acceleration values for the dirac delta pulse using
intaccpulse function defined in Appendix A
accrecord1 = Table[intaccpulse[t], {t, 0.00023, 2.0, dtt}];

Convolve the acceleration values for the dirac delta pulse with the
half-sine wave pulses
accrecordint1 = dtt ∗ ListConvolve[sinpulse1, accrecord1//Flatten];
accrecordint2 = dtt ∗ ListConvolve[sinpulse2, accrecord1//Flatten];
accrecordint3 = dtt ∗ ListConvolve[sinpulse3, accrecord1//Flatten];
accrecordint4 = dtt ∗ ListConvolve[sinpulse4, accrecord1//Flatten];

(* assign each value in the accrecordi vectors to the appropriate time value *)
time = Range[0.00023 + 2dtt, 2.0 − 3dtt, dtt];
acc1 = Partition[Riffle[time, accrecordint1], 2];

Module to compute the vertical displacement due to a vertical pulse
– Kausel [2006], pp. 78-80
Response computed in terms of time, t, Vs , r, and Poisson’s ratio, ν
heavitime[ν_, Vs_, r_, t_]:=Module[
{νν, tau, Poissons, a, b, c, aa, ξ2root, ξ2list,
roots, ξ2, ξ2L, A1, A2, A3, AA1, AA2, AA3, A4, A5, z, q1, Q, Q1, ans},
(* Function to compute the roots of the Equation,
1 − 8ξ2 + 8ξ22 (3 − 2a2 ) − 16ξ23 (1 − a2 ) *)
h

i

roots[a_]:=Solve 1 − 8ξ2 + 8ξ22 (3 − 2a2 ) − 16ξ23 (1 − a2 ) == 0, ξ2 ;
aa =

q

1−2ν
;
2(1−ν)

(* Function to convert the solution given by roots[]to a list of three
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ξi for each value of Poisson’s ratio *)

ξ2root[b_]:=Flatten[{ξ2}/.roots[b]];
ξ2list[c_]:=Map[ξ2root, c];
ξ2L = Flatten[ξ2list[{aa}]];

(* Constants used to compute A1 , A2 , A3 are aa and the roots inξ2L*)
0.5

A1 =

(1−2ξ2L[[1]])2 (Abs[aa2 −ξ2L[[1]]])

4(ξ2L[[1]]−ξ2L[[2]])(ξ2L[[1]]−ξ2L[[3]])

;

0.5

A2 =

(1−2ξ2L[[2]])2 (Abs[aa2 −ξ2L[[2]]])

4(ξ2L[[2]]−ξ2L[[1]])(ξ2L[[2]]−ξ2L[[3]])

;

0.5

A3 =

(1−2ξ2L[[3]])2 (Abs[aa2 −ξ2L[[3]]])

4Re[(ξ2L[[3]]−ξ2L[[1]])(ξ2L[[3]]−ξ2L[[2]])]

VS t
*)
r

(* Compute τ =
τ =

z=

;

Vs
t;
r

(aa2 −ξ2L[[1]])
τ 2 −aa2

;

q1 = 1 + 2z + 2((z + 1) ∗ z)0.5 ;

If[Abs[q1] < 1, Q1 = q1, Q1 = 1/q1];

Q=



1.
Q1



− Q1 (τ 2 − aa2 ) ;

A5 = −8 ∗ Re



(1−2ξ2L[[1]])2 (aa2 −ξ2L[[1]])
(ξ2L[[1]]−ξ2L[[2]])∗(ξ2L[[1]]−ξ2L[[3]])

.

0.5

;

.

0.5

;

.

0.5

;

AA1 = A1 (Abs [τ 2 − ξ2L[[1]]])

AA2 = A2 (Abs [τ 2 − ξ2L[[2]]])
AA3 = A3 (Abs [τ 2 − ξ2L[[3]]])
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Q −

4A3
0.5
(ξ2L[[3]]−τ 2 )

+ 4;

A4 = 1 − AA1 − AA2 − AA3;
If[ν < 0.2631,
h

ans = Re Piecewise


1
(1
2π



− ν) 1 −

h

(1−ν)
16π



{0., τ < aa},

A3
0.5
(ξ2L[[3]]−τ 2 )

ans = Re Piecewise


hn

{0., τ < aa},


(1−ν)A4
, aa
22π

o

< τ < 1.0 ,


∗ UnitStep[ξ2L[[3]] − τ ] , τ > 1.0

hn

−2∗4A3
0.5
(ξ2L[[3]]−τ 2 )

n

n

(1−ν)
16π



,

o

∗ A5, aa < τ < 1.0 ,


UnitStep[ξ2L[[3]] − τ ] + 8 , τ > 1.0



];
(*Print the displacment at t due to a Heaviside Pulse*)
{ans}
]
Attributes[heavitime] = {Listable};
dtime = 0.000001;
(* Compute displacement due to unit step function *)
distimestep = Partition[
Flatten[Table[{t, heavitime[0.25, 200.0, 1.0, t]}, {
t, 1.15 ∗ dtime, 1.15 ∗ 0.01, dtime}]], 2];
(* Compute an interpolation function to allow easy calculation of derivatives *)
intdistime = Interpolation[distimestep, Method → "Hermite",
InterpolationOrder → 3];
(*Compute an interpolation function for the 1st derivative
(displacement due to dirac function)*)
disptimepulse = intdistime0 ;
(* Compute an interpolation function for the 2nd derivative
(velocity due to dirac function)*)
veltimepulse = intdistime”;
(* Compute an interpolation function for the 1st derivative

359

(acceleration due to dirac function)*)
acctimepulse = intdistime”’;

Convolve a half-sine wave pulse, with the Delta Dirac Point Load
result for acceleration in terms of t, Vs, r, and Poisson’s ratio, ν
(* Define pulse functions for half − sine waves with durations equal to0.0003 sec ,
0.005 sec, 0.001 sec *)
sinpulse1t = spulse[0.0003, −1.0, Range[0, 0.0003, dtime]];
sinpulse2t = spulse[0.0005, −1.0, Range[0, 0.0005, dtime]];
sinpulse3t = spulse[0.001, −1.0, Range[0, 0.001, dtime]];

Create a list of acceleration values for the dirac delta pulse using
intaccpulse function defined above
accrespr1 = Table[acctimepulse[t], {t, 1.15 ∗ dtime, 0.01, dtime}];

Convolve the acceleration values for the dirac delta pulse with the
half-sine wave pulses
accrecordint1r1 = dtime ∗ ListConvolve[sinpulse1t, accrespr1//Flatten];
accrecordint2r1 = dtime ∗ ListConvolve[sinpulse2t, accrespr1//Flatten];
accrecordint3r1 = dtime ∗ ListConvolve[sinpulse3t, accrespr1//Flatten];

(* assign each value in the accrecordi vectors to the appropriate time value *)
time = Range[1.15 ∗ dtime, 0.01, dtime];
acc1r1 = Partition[Riffle[time, accrecordint1r1], 2];
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Convolve a half-sine wave pulse, with the Delta Dirac Point Load
result for acceleration in terms of t, Vs = 200 fps, r = 1 and 3 ft ,
and Poisson’s ratio, ν = 0.25
(*dtime = 0.00001; *)
(* Compute displacement due to unit step function *)
distimestepr3 = Partition[
Flatten[Table[{t, heavitime[0.25, 200.0, 3.0, t]}, {
t, 1.15 ∗ dtime, 1.15 ∗ 0.03, dtime}]], 2];
(* Compute an interpolation function to allow easy caculation of derivatives *)
intdistimer3 = Interpolation[distimestepr3, Method → "Hermite"
, InterpolationOrder → 3];
(* Compute an interpolation function for the 1st derivative
(displacement due to dirac function)*)
disptimepulser3 = intdistimer30 ;

(* Compute an interpolation function for the 2nd derivative
(velocity due to dirac function)*)
veltimepulser3 = intdistimer3”;
(* Compute an interpolation function for the 1st derivative
( acceleration due to dirac function *)
acctimepulser3 = intdistimer3”’;
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Convolve a half-sine wave pulse, with the Delta Dirac Point Load
result for acceleration in terms of t, Vs, r, and Poisson’s ratio, ν
Create a list of acceleration values for the dirac delta pulse using
intaccpulse function defined above
accrespr3 = Table[acctimepulser3[t], {t, 1.15 ∗ dtime, 0.03, dtime}];

Convolve the acceleration values for the dirac delta pulse with the
half-sine wave pulses
accrecordint1r3 = dtime ∗ ListConvolve[sinpulse1t, accrespr3//Flatten];
accrecordint2r3 = dtime ∗ ListConvolve[sinpulse2t, accrespr3//Flatten];
accrecordint3r3 = dtime ∗ ListConvolve[sinpulse3t, accrespr3//Flatten];

(* assign each value in the accrecordi vectors to the appropriate time value *)
time = Range[1.15 ∗ dtime, 0.03, dtime];
acc1r3 = Partition[Riffle[time, accrecordint1r3], 2];
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Appendix C
Mathematica Worksheet for Response of
Half-Space from Load Time History on Finite
Source
This worksheet extends the worksheets in Appendix A and Appendix B to include
the solution for a finite area of source.

Compute the interference factors for a rigid source (elliptic pressure profile) and flexible source (uniform pressure profile).
(* Since both functions use kr = ω /Vr , solve for Vr and
ω in terms off (frequency)*)
ω[f_]:=2πf
kr[Vr_, ω_]:=ω/Vr
(* Assume Vs = 200 fps and ν = 0.25, calculate the associated Vr *)
α[ν_]:=




1−2ν 0.5
2−2ν

alpha = α[0.25];
(* Solve forK =

VR
VS ∗)

h









i

k = Solve K23 − 8K22 + 24 − 16alpha2 K2 + 16 alpha2 − 1 == 0.0, K2 ;
(* Extract the first root of the solution given by kfor Poisson0 s ratio = 0.25*)
K = Part[Flatten[{K2}/.k], 1]0.5
0.919402
Vr = KVs/.Vs → 200
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183.88
a = 0.25; (* radius of source plate(ft)*)
{dtime = 0.00001, n = 214 , df = 1/(dtime ∗ n)}
{0.00001, 16384, 6.10352}
(* Make a list of values for each interference factor *)
flexible = Table[2BesselJ[1, a ∗ kr[Vr, ω[f ]]]/(a ∗ kr[Vr, ω[f ]]), {f, df, df ∗ n, df}];
rigid = Table[Sin[a ∗ kr[Vr, ω[f ]]]/(a ∗ kr[Vr, ω[f ]]), {f, df, df ∗ n, df}];

Compute the response time history given ν, VS , and r, for a Unit step
function
heavitime[ν_, Vs_, r_, t_]:=Module[
{νν, tau, Poissons, a, b, c, aa, ξ2root, ξ2list,
roots, ξ2, ξ2L, A1, A2, A3, AA1, AA2, AA3, A4, A5, z, q1, Q, Q1, ans},
(*Function to compute the roots of the Equation,
1 − 8ξ2 + 8ξ22 (3 − 2a2 ) − 16ξ23 (1 − a2 ) *)
h

i

roots[a_]:=Solve 1 − 8ξ2 + 8ξ22 (3 − 2a2 ) − 16ξ23 (1 − a2 ) == 0, ξ2 ;
(* Function to compute = *)
aa =

q

1−2ν
;
2(1−ν)

(* Function to convert the solution given by
roots[]to a list of three ξi for each value of Poisson’s ratio *)

ξ2root[b_]:=Flatten[{ξ2}/.roots[b]];
ξ2list[c_]:=Map[ξ2root, c];
ξ2L = Flatten[ξ2list[{aa}]];

(* Constants used to compute A1 , A2 , A3 are aa and the roots in ξ2L*)
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0.5

A1 =

(1−2ξ2L[[1]])2 (Abs[aa2 −ξ2L[[1]]])

4(ξ2L[[1]]−ξ2L[[2]])(ξ2L[[1]]−ξ2L[[3]])

;

0.5

A2 =

(1−2ξ2L[[2]])2 (Abs[aa2 −ξ2L[[2]]])

4(ξ2L[[2]]−ξ2L[[1]])(ξ2L[[2]]−ξ2L[[3]])

;

0.5

A3 =

(1−2ξ2L[[3]])2 (Abs[aa2 −ξ2L[[3]]])

4Re[(ξ2L[[3]]−ξ2L[[1]])(ξ2L[[3]]−ξ2L[[2]])]

;

(* Compute τ = Vst/r*)
τ =

z=

Vs
t;
r

(aa2 −ξ2L[[1]])
τ 2 −aa2

;

q1 = 1 + 2z + 2((z + 1) ∗ z)0.5 ;

If[Abs[q1] < 1, Q1 = q1, Q1 = 1/q1];

Q=



1.
Q1



− Q1 (τ 2 − aa2 ) ;

A5 = −8 ∗ Re

(1−2ξ2L[[1]])2 (aa2 −ξ2L[[1]])





(ξ2L[[1]]−ξ2L[[2]])∗(ξ2L[[1]]−ξ2L[[3]])

.

0.5

;

.

0.5

;

.

0.5

;

{0., τ < aa},

n

AA1 = A1 (Abs [τ 2 − ξ2L[[1]]])

AA2 = A2 (Abs [τ 2 − ξ2L[[2]]])
AA3 = A3 (Abs [τ 2 − ξ2L[[3]]])



Q −

4A3
0.5
(ξ2L[[3]]−τ 2 )

+ 4;

A4 = 1 − AA1 − AA2 − AA3;
If[ν < 0.2631,
h

ans = Re Piecewise


1
(1
2π



− ν) 1 −

h

A3
0.5
(ξ2L[[3]]−τ 2 )

ans = Re Piecewise


(1−ν)
16π



hn

hn



o

< τ < 1.0 ,


∗ UnitStep[ξ2L[[3]] − τ ] , τ > 1.0

{0., τ < aa},

−2∗4A3
0.5
(ξ2L[[3]]−τ 2 )

(1−ν)A4
, aa
22π

n

(1−ν)
16π

o

∗ A5, aa < τ < 1.0 ,


UnitStep[ξ2L[[3]] − τ ] + 8 , τ > 1.0

];
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,

(*Print the displacment at t due to a Heaviside Pulse*)
{ans}
]
Attributes[heavitime] = {Listable};
(* Compute displacement due to unit step function *)
distimestep = Partition[Flatten[
Table[{t, heavitime[0.25, 200.0, 1.0, t]}, {
t, 1.15 ∗ dtime, (n + 1) ∗ dtime, dtime}]], 2];

Apply a cosine taper function at n/2 to eliminate wrap around from
the Fourier Transform process
(* Create a list of 1’s and 0’s as base for taper function*)
scalerfunction = {Table[1i/i, {i, 1, n/2}], Table[0i, {i, n/2 + 1, n}]}//Flatten;
(* Function to calculate amplitude given width of half cos function,
amplitude, and time from t=0.0 *)

costaper[T_, h_, ttt_]:=h ∗ (Cos[π(ttt)/T ])2 ;
(* Compute the amplitude values over the full time range and extract those from
n/2 to 3n/4. Assemble a list of 1’s for 1 to n/2 and taper to 0’s at 3n/4 *)

taper = Table[costaper[dtimen/2, distimestep[[n/2, 2]], dtime tt], {tt, 1, n}];

taper1 = taper[[n/2;;3n/4]]/taper[[n/2]];

taperfunct = {scalerfunction[[1;;n/2]], scalerfunction[[(n/2 + 1);;3n/4 + 1]] +
taper1,
scalerfunction[[(3n/4 + 1);;n − 1]]}//Flatten;
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distimestepmod = taperfunct distimestep[[All, 2]];

Compute the FFT of the response time history given ν, VS , and r, for
a Unit step function
dispfft = Fourier[distimestepmod]/2;

Convolve the Interference Function with the FFT. Then,
Take the inverse transform of the result to obtain a time history of
the response due to a unit step load

functflex = Re[InverseFourier[ComplexExpand[flexible]dispfft]];
functrigid = Re[InverseFourier[ComplexExpand[rigid]dispfft]];
functflexshort = functflex[[1;;n/2]];
functrigidshort = functrigid[[1;;n/2]];
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Take the first derivative of the time domain solution for the step
function to get the displacement due to the dirac delta function for
rigid and flexible sources
Take the third derivative of the time history of displacement due to
the unit step function to get the time history of acceleration due to
a dirac delta pulse applied to rigid and flexible finite sources
Step 6: Convolve the time domain solution for acceleration with the
time domain pulse to get the acceleration response to a half - sine
wave pulse - (rigid and flexible)
(* Make a pulse that is a half sine wave, use equation from Mooney, 1974 *)
spulse[T_, h_, ttt_]:=h ∗ (Cos[π(ttt − T /2)/T ])2 ;
(* Define pulse functions for half-sine waves with durations equal to
0.0003 sec , 0.0005 sec , 0.001 sec
sinpulse1t = spulse[0.0003, −1.0, Range[0, 0.0003, dtime]];
sinpulse2t = spulse[0.0005, −1.0, Range[0, 0.0005, dtime]];
sinpulse3t = spulse[0.001, −1.0, Range[0, 0.001, dtime]];
sinpulse4t = spulse[0.0015, −1.0, Range[0, 0.0015, dtime]];

Convolve Pulse with Acceleration Response function to obtain acceleration response for a finite source impulse load defined as a half
sine wave.
(* compute acceleration responses consistent with
(acceleration plots shown in Step 5 *)
 .



flexaccresp = 1 dtime3 Differences[Differences[Differences[functflexshort]]];
 .



rigidaccresp = 1 dtime3 Differences[Differences[Differences[functrigidshort]]];
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flexpulseresponse = ListConvolve[sinpulse3t, flexaccresp];
rigidpulseresponse = ListConvolve[sinpulse3t, rigidaccresp];
timer = Range[dtime, dtime ∗ Length[flexpulseresponse], dtime];
totalpulseflex = Partition[Flatten[Riffle[timer, flexpulseresponse]], 2];
totalpulserigid = Partition[Flatten[Riffle[timer, rigidpulseresponse]], 2];
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Appendix D
SASSI Solution Approach
The SASSI computer program was developed at the University of California, Berkeley. The theory and analytical methods are described in detail in four doctorial
disserations [Ostadon, 1983, Tabatabaie-Raissi, 1982, Tajirian, 1981, Vahdani, 1981].
The program uses a substructuring approach wherein the problem is divided into a
series of sub-problems. Since SASSI implements a frequency domain solution the
assumptions of elastic behavior are imposed. Superposition of the results from the
sub-problems are combined in the final step of the solution.
The substructuring method implemented is known as the flexible volume method.
The flexible volume method involves first computing the impedance for each node
located at the interfaces between the structure and the site as well as the nodes located within the volume enclosed by the structure-soil interfaces. Then, the dynamic
matrix associated with the impedances are combined with the dynamic matrix of the
structure to describe the entire system. The flexible volume substructuring method
is based on partitioning the total system, figure D.1, into three subsystems shown in
figure D.2. Substructure I consists of the free-field site, substructure II consists of
the excavated soil volume, and substructure III consists of the structure. The flexible
volume method presumes that the free-field site and excavated soil volume interact
both at the boundary of the excavated volume and within the boundary. These interactions are in addition to the interaction that occurs between the structure and
the boundary of the structure-soil interface.
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The equations of motion for the substructures is in the following form,
 

[M ] Üˆ + [K] Û = Q̂ ,
n o

n o

(D.1)

where [M ] and [K] are the total mass and stiffness matrices, respectively. {Û } is the
vector of total nodal point displacements and {Q̂} are the external dynamic forces
applied to the system. For the harmonic excitation at frequency ω the load and the
displacement vectors are,
n o

(D.2)

n o

(D.3)

Q̂ = {Q} exp(ıωt),

and
Û = {U } exp(ıωt).

Hence, for each frequency, the equations of motion take the form,
(D.4)

[C] {U } = {Q} ,
where [C] is a complex frequency-dependent dynamic stiffness matrix,
[C] = [K] − ω 2 [M ].

(D.5)

Using the subscripts in table D.1 and shown in figure D.2, which refer to degrees of
freedom associated with different nodes, the equations of motion for the system is
partitioned as follows,
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If the source of excitation is an applied dynamic loading within the model, the
free-field motions {Ui0 } and {Uw0 } vanish and equation (D.6) can be written as,
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Table D.1: Summary of subscripts used in matrices
Subscript

Nodes

b

the boundary of the total system

i

at the boundary between the soil and the structure

w

within the excavated soil volume

g

at the remaining part of the free-field site

s

at the remaining part of the structure

f

combination of i and w nodes

where the load vector (the right hand side) has non-zero terms only at locations where
external loads are applied. Superscripts, I, II, and III refer to the free-field site,
the excavated soil volume, and the structure, respectively. The complex frequency
dependent dynamic stiffness matrix on the left hand side indicates the partitioning
by which the stiffness and mass of the excavated soil volume are subtracted from the
dynamic stiffness of the free-field site and the structure. The frequency dependent
matrix,

 Xii





Xiw 

Xwi Xww

.


is called the impedance matrix, or [Xf f ], obtained from the model in substructure
I. Degrees of freedom associated with nodes i and w are considered interacting and
included in the impedance analyses and in the load vector in equation (D.6).
Based on the formulation presented, the problem is solved in the frequency domain
as follows. First, the impedance problem is solved. Determine the impedance matrix,
[Xf f ], which is a complex stiffness matrix corresponding to interaction nodes in freefield soil medium. The load vector, which is just the right hand side of equation (D.7),
is formed. Then the complex stiffness matrix combining the dynamic stiffness of the
structure and excavated soil with the impedance matrix is assembled as described in
equation (D.7). Finally, the system of linear equations of motion is solved.
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To solve the impedance problem, the eigen-value problem for the site has to first
be solved. This solution is discussed as follows.

Eigen-value problem for site model
The site model is based on a horizontally layered soil strata with the assumption
of linear variations of displacement within each layer. Waas [1972] formulated the
eigenvalue problem for this system in the frequency domain. The eigenvalue problem
is subdivided into two uncoupled algebraic eigenvalue problems, one for generalized
Rayleigh wave motion and another for generalized Love wave motion. The two problems, which are a reduced form of the equation of motion for the site model are
described below.
Using the discretized soil model shown in figure D.3, the eigen-equation for generalized Rayleigh wave motion is,




[A]k 2 + ı[B]k + [G] − ω 2 [M ] {V } = 0.

(D.8)

In this model, there are 2 degrees-of-freedom associated with each layer interface. This
creates a total of 2n degrees-of-freedom for an n layer system. In equation (D.8), ω
is the frequency at which the model is excited, k is the eigen-value (wave number),
and {V } is the associated eigen-vector having 2n components. The matrices [A], [B],
[G] and [M ] are of order 2n x 2n and are assembled from submatrices for the soil
layers where each submatrix corresponds to a soil layer. Denoting the thickness of
the j th layer from the top by hj , the mass density by ρj , the shear modulus by Gj ,
and Lame’s constant by λj , these layer submatrices are,

[Aj ] =




2(λj









(λj + 2Gj )

0

0
2Gj
0
hj
6 


0 (λj + 2Gj )

2(λj + 2Gj )

Gj








+ 2Gj )

0

0

Gj
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[Bj ] =














0

1 (λj − Gj )
2


0







−(λ

[Dj ] =

j

−(λj − Gj )

0

0

(λj + Gj )

−(λj + Gj )

0

0

−(λj − Gj )

+ Gj )





















0

−Gj

0

(λj + 2Gj )

0

−(λj + 2Gj

0

Gj

0

−(λj + 2Gj )

0

(λj + 2Gj )

[Mj ](c) =
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0

2 0
ρj hj
,
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1

The matrices [Mj ](c) and [Mj ](l) are the consistent and lumped mass matrices, respectively, for the soil layer. The mass matrix used in equation (D.8) is a combination of
one-half lumped mass matrix and one-half consistent mass matrix. Using numerical
techniques developed by Waas [1972], the eigen-values are solved. The solution yeilds
2n Rayleigh modes and 2n wave numbers, which are used in computing the transmitting boundary condition for the wave motions moving in the plane of the site model.
Based on the n horizontally layered soil model shown in figure D.4, the eigen-value
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problem for the generalized Love wave motion is,




[A]k 2 + [G] − ω 2 [M ] {V } = 0.

(D.14)

In this wave mode only one degree-of-freedom associated with each layer interface is
required. The matrices [A], [G] and [M ] are assembed from the 2 x 2 layer submatrices,
[Mj ](c) = hj Gj
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,
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(D.17)

6

[Gj ] =
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−1
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The solution of the eigen-equation of equation (D.14) yields n Love wave mode
shapes with the associated wave numbers. These mode shapes and wave numbers
will be used in computing the transmitting boundary condition for the wave motions
moving out of plane of the site model.
Transmitting boundaries are formulated by using exact analytical solution in the
horizontal direction and a displacement function consistent with the finite element
representation in the vertical direction. Formulation of these boundary matrices make
use of the eigen-equations of equations (D.8) and (D.14) and is described as follows.

Impedance solution
The impedance is calculated for all the interaction nodes in the free field and
is computed by developing the flexibility matrix for each frequency of analysis and

375

then inverting the flexibility matrix. The methods and models used to develop the
flexibility matrix and the impedance matrix are described below.
Computing the dynamic flexibility matrix for the three-dimensional system reduces to the problem of finding the response to point loads at the layer interfaces.
The problem is an axisymmetric problem and is solved using the axisymmetric model
shown in figure D.5. The model consists of a central zone with radius, r0 , of cylindrical elements enclosed by an axisymmetric transmitting boundary. The lower boundary can either be fixed or halfspace simulated using the variable depth and viscous
boundary methods.

Variable depth method
The variable depth method is implemented by adding n additional layers to the
base of the top soil layers (shown in figures D.3 and D.4) to represent the half-space.
The total thickness of the additional layers is set to,
H = 1.5

Vs
,
f

(D.19)

where f is the frequency of analysis and vs is the shear wave velocity of the half-space.
The thickness of the last (bottom) top layer is set equal to h0 and the thickness of
the j th layer in the simulated half-space is,
hj = αj h0 ,

(D.20)

where α is a constant coefficient. The coefficient is determined by setting the total
thickness of the n layers equal to,
H = h0 + αh0 + · · · + αn h0 ,

(D.21)

(αn − 1)
H
= .
α−1
h0

(D.22)

and
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The right hand side of equation (D.22) is known at each frequency from equation (D.19) and h0 which is defined as an imput to the problem. To determine α, the
equation is solved using the Newton iteration method. This method of subdivision
results in layer thicknesses that increase with depth and decrease with increasing
frequency.

Viscous boundary method
The site model is further improved by replacing the rigid boundary at the base
with a viscous boundary developed by Lysmer and Kuhlemeyer [1969] consisting of
two dashpots per unit area of the boundary. The damping coefficients are,
Cp = ρVp ,

(D.23)

Cs = ρVs ,

(D.24)

where ρ is the mass density and Vp and Vs are the P- and S-wave velocities, respectively
of the half-space below the bottom boundary of the model. Thus, the boundary
condition at the base is,
σ(X, t) = Vp U̇z (x, t),

(D.25)

τ (X, t) = Vs U̇x (x, t),

(D.26)

where σ, τ , U̇z , and U̇x are the normal stress, shear stress, normal velocity, and
tangential velocity at the boundary.

Equations of motion for impedance solution
The mass and stiffness matrices of the elements in these models are computed in
a cylindrical coordinate system. Fourier harmonics are used to expand the displacement field within each element in the tangential direction. In the model used for
horizontal loading up to 1st Fourier expansion terms are used. For vertical, only zero
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harmonic terms are needed since the model and the loading are symmetric. Following
the computation of element mass and stiffness matrices, the equation of motion is
assembled in the following form,



C

Ccp

cc






U

c






=




Up 

Cpp + R



Cpc




Q

c










(D.27)

,



0

where C indicates the dynamic stiffness matrix (C = K − ω 2 M ) and R is the axisymmetric transmitting boundary impedance matrix described below. The indices c and
p refer to degrees of freedom on the center line and perimeter of the model and Uc
and Up are the corresponding displacement amplitudes.

Force displacement relationship for axi-symmetric soil model
Using the generalized Rayleigh and Love wave eigen-solutions described for the
two-dimensional case above and Fourier expansion techniques, the force-displacement
relationship for the axi-symmetric soil model shown in figure D.5 are written in the
form,
{P }m = [R]m {U }m ,

(D.28)

where vectors {P }m and {U }m are the force and associated displacements shown in
figure D.6 of the order 3n x 1 and matrix [R]m is the 3n x 3n axi-symmetric dynamic
stiffness of the layered system. The subscript m refers to the order of the Fourier
expansion. The dynamic stiffness matrix is obtained from the relation,

[R]m = r0




[A][ψ]




m [K

2

] + ([D] − [E] + m[N ])[φ]m

−m



m+1
[L]
m



+ [Q] [ψ]m




[K]

[W (r0 )]−1 ,

(D.29)





where r0 is the radial distance from the central axis to the transmitting boundary.
The matrices [K] and [K 2 ] are diagonal matrices having the wave numbers ks and ks2
on their diagonals in the same order as the columns of [W (r0 )]. The wave numbers
are obtained from the eigen-values of the site model as shown in equations (D.8) and
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(D.14). The 3n x 3n matrix [W (r0 )]m in equation (D.29) has the general elements,

wis =










0
Hm
(ks r0 )vis +

m
H (k r )v
r0 m s 0 i+2s

Hm (ks r0 )ks vis






 m Hm [ks r0 ]vi−2s
r

for i=1, 4, ..., 3n-2
for i=2, 5, ..., 3n-1

0
(ks r0 )vis
+ Hm

for i=3, 6, ..., 3n,

where vis is the ith component of mode shape s, Hm is the Hankel function of order
0
is the derivative of this function.
m of the second kind, and Hm

The matrices [A], [D], [E], [N ], [L] and [Q] in equation (D.29) are assembled from
submatrices of the soil layers. The submatrices for the j th soil layers are defined as
follows,

[Aj ] =
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[Ej ] =
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0
0

0
0

0
0

0 −1 −1 0
0
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The 3n x 3n matrices [ψ]m and [φ]m in equation (D.29) are related to the mode
shape vectors {V }S . They have the elements,

φis =

















ψis =

















Hm (ks r0 )vis

for i=1, 4, ..., 3n-2

−Hm−1 (ks r0 )vis for i=2, 5, ..., 3n-1
Hm (ks r0 )vis

(D.36)

for i=3, 6, ..., 3n,

−Hm−1 (ks r0 )vis for i=1, 4, ..., 3n-2
Hm (ks r0 )vis

for i=2, 5, ..., 3n-1

(D.37)

−Hm−1 (ks r0 )vis for i=3, 6, ..., 3n.

The axisymmetric boundary matrix, [R]m is used for computation of the compliance
matrix. The displacements of the nodes outside the model (r > r0 ) are obtained
from,
{U (r)}m = [W (r)]m {∆}m ,

(D.38)

where the subscript m refers to Fourier harmonic order (zero or one) and,
{∆}Tm = hα1 , α2 , . . . , α3n i ,

(D.39)

are the modal participation factors associated with 3n modes of the n layer soil system. The 3n x 3n matrix [W (r)]m has the general elements defined in equation (D.29).
The displacement of the nodes on the perimeter of the model are used in equation (D.38), setting r = r0 , to compute the mode participation vector, {∆}m . Knowing the mode participation vector, equation (D.38) is then used to compute the displacement at any point with radius, r, from the axis of the model. These displacements are transformed into Cartesian coordinates consistent with the interaction node
coordinate system and used to construct the flexibility matrix, [Ff f ]. A 3i x 3i flexibility matrix is computed for a system with i interaction nodes in the free-field soil
medium for each frequency of analysis. Since all interaction nodes are coupled, the
compliance matrix is full. The impedance matrix, [Xf f ] is then obtained by inverting
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[Ff f ],
[Xf f ] = [Ff f ]−1 .

(D.40)

This impedance matrix is subsequently used in assembling the equations of motion
described in equation (D.7).

Excavated soil and structure
Computation of the structural and excavated soil properties used in the coefficient
matrix of the equations of motion, namely, the components Css , Csi , and Cii , in
equation (D.7) are developed using finite elements.

Material damping
Material damping is incorporated in the stiffness matrix using the complex modulus representation,
∗



G =G 1−

2βS2



q

2βS2

q

2βP2

+ 2ıβS 1 −

≈ G (1 + 2ıβS ) ,

(D.41)

≈ M (1 + 2ıβP ) ,

(D.42)

and


M∗ = M 1 −

2βP2

+ 2ıβP 1 −



where G and M are real numbers corresponding to shear and constrained modulus,
respectively, and βS and βP are the damping ratios associated with S-waves and Pwaves. With this representation, the material damping ratio defined at the element
level is used to compute the complex stiffness of each element.

Mass
The mass matrices are either computed by the program by specifying the density
for each element or assembled from the lumped mass input specified at the nodal
points. When the mass matrix is computed by the program, the matrix consists
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of the summation of half lump mass and half consistent mass except for plate and
beam elements for which only lump mass and consistent mass matrices are computed,
respectively.

Form complex stiffness matrix and solve
Following the computations of the impedance matrix, the matrix of the structures,
and the matrix of the excavated soil volume, the equations of motion are formed. For
steady state response analysis at discrete harmonic frequencies, equation (D.7) is
formed for each selected frequency of analysis and solved. The results of the analysis
(Us and Uf ) , where,
{Uf } =




U

i






,

(D.43)





Uw 

are the harmonic complex displacement transfer functions.

Extend steady state results for analyses of transient motions
The response is formulated for steady state vibrations. However, transient motions
can be analyzed using discrete Fourier transform techniques. In this technique, the
basic input is specified at N discrete points that are uniformly distributed over the
period T. The input function values are,
Pj (t) = P (j ∗ ∆t); j = 0, 1, ..., N − 1,

(D.44)

where ∆t is the time interval (T /N ). The input is then extended using trigonometric
functions,
N/2

Pj (t) = Re

X

Pj exp(ıωj t),

(D.45)

j=0

where ωj are the frequencies,
ωj =

2πj
,
N ∆t
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(D.46)

and Pj are complex amplitudes,
Pj (t) =

−1
2 NX
Pj exp(−ıωj j∆t).
N j=0

(D.47)

The solution for a forcing funcion having a single harmonic is obtained by solving
the equations of motion in equation (D.7). Recognizing that the system is linear,
the solution is obtained independently at each frequency and the results for each harmonic are superimposed to obtain the complete response using the following equation.
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= Re
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N/2  U 
X
sj 

exp(ıωj t).

(D.48)

j=0 
Uf j 






Discrete values of {u(t)} at time intervals ∆t are computed by using the inverse
Fourier transform on {Uj } which is the solution for a single harmonic input.
To obtain a complete solution, the system of linear equations in equation (D.7)
must, in principal, be solved for all of the following FFT frequencies,
fj =

1
ωj
= ; j = 1, ..., N/2.
2π
T

(D.49)

To minimize cost, a cutoff frequency is introduced whereby the responses for frequencies above a given fmax are set to zero. The choice of fmax depends on the soil
structure interaction problem and type of loading. To further reduce the number of
frequencies to be solved the complex response amplitudes Us and Uf are computed
for only selected frequencies, and the values for the rest of the FFT frequencies, fj ,
are obtained by interpolation. The interpolation of the frequencies that are not computed is based on a two degrees-of-freedom (dof) complex response function.
The total response of a two-dof system subjected to harmonic base isolation for
each dof has the following general form,
r(ω) =

a1 ω 4 + a2 ω 2 + a3
,
ω 4 + a4 ω 2 + a5

(D.50)

where r(ω) is the response at frequency ω and a1 , a2 , a3 , a4 , and a5 are constants.
Since there are five unknown terms, if the response, rj is known at five frequencies,
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the constants can be obtained from,
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After computing the five constants, equation D.50 can be used to compute the response for all the frequencies in the range ω1 to ω5 .
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Figure D.1: Total dynamic system
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Figure D.2: Substructures I (free-field site), II (excavated soil volume), III
(structure) (after Lysmer et al. [1981], Figure 2.2-1)
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Figure D.3: Rayleigh wave site degrees-of-freedom (after Lysmer et al. [1981],
Figure 3.2-1)
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Figure D.4: Love wave site degrees-of-freedom (after Lysmer et al. [1981], Figure
3.2-1)
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Figure D.5: Axisymmetric model for impedance analysis (after Lysmer et al. [1981],
Figure 4.2-1)

390

Layer No.
P1
P3

P2
1

P4
P6

P5
2

P3j−2
P3j

P3j−1
j

P3j+1
P3j+3

P3j+2
j+1

P3n−2
P3n

P3n−1
n

Figure D.6: Degrees of Freedom on Axi-symmetric Transmitting Boundary
(after Lysmer et al. [1981], Figure 3.3-1)
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Appendix E
Details of Measurement and Data Acquisition
System
A measurement and data acquisition system was using Micro-Electro-Mechanical Systems (MEMS) technology to provide a flexible data gathering capability in support
of recording accelerations at various locations within a 5m x 5m test pit filled with
granular soil media. Dual-axis accelerometers weighing less than 1 gram each, made
possible by advances in MEMS technology, are connected to data acquisition (PXI)
modules. These PXI modules are linked to a standard PCI bus card in a desktop
computer. The MXI-4, PXI-PCI interface kit gives the PC direct control of the PXI
system. The benefit of such a topology is that the desktop can control the acquisition parameters and process without having to stream all the data. Each PXI module
can acquire 32 channels (single-ended, 16 channels differential) of data at a rate of
1 million samples/sec with 16-bit accuracy. The PXI module has buffer storage and
high-speed communication with the desktop. Given the system capability, sampling
all channels (128 total) continuously at 1 Ms/sec could go on indefinitely, or until
desktop memory and hard drive buffers are pushed beyond their data rates. This
problem never occurred during testing.
The individual components making up the data acquisition system are described
in this appendix as well as how the acquisition system was set up to support the
experiments.

392

MEMS
The recent advances in development of Micro-Electro-Mechanical Systems (MEMS),
the integration of mechanical elements, sensors, actuators, and electronics on a common silicon substrate through micro-fabrication technology (MEMS Exchange 2001),
has lead to integrated accelerometer and electronics onto a single silicon chip at very
low cost (between $20 to $30 each). Additionally, the MEMS accelerometers have a
very small size and weight (<1 gram), making them ideally suited for use in measuring the response of wave propagation through elastic (and near elastic) media.
The low cost permits economical placing of many accelerometers on and in the soil
media and the small size of the package minimizes interaction of responses between
the accelerometer and the media.
We selected the ADXL203 manufactured by Analog Devices based upon the combination of reasonable price and high performance related to measuring wave (particle) movement in soil media. The ADXL203 is a high precision, low power, complete
dual axis accelerometer with signal conditioned voltage outputs, all on a single, monolithic, integrated circuit available in a 5 mm x 5 mm x 2 mm package. The ADXL203
measures acceleration with a full-scale range of ±1.7g and can measure both static
(gravity) and dynamic (vibration) accelerations.
√
The typical noise floor is 110µg/ Hz (i.e. the noise floor is proportional to the
square root of the bandwidth). The user selects the bandwidth of the accelerometer
using a Capacitor CX and Capacitor CY at the XOU T and YOU T pins. Bandwidths
between 0.5 Hz to 2.5 kHz may be selected as required to suit the application.

Accelerometer design
The ADXL203 is a complete dual-axis acceleration measurement system on a single, monolithic IC. The system contains a sensor and signal conditioning circuitry to
implement an open-loop acceleration measurement architecture. The output signals
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are analog voltages proportional to acceleration. The ADXL203 is capable of measuring both positive and negative accelerations to at least ±1.7g and can measure
static acceleration forces such as gravity, allowing it to be used as a tilt sensor.
The sensor is a surface-micromachined polysilicon structure built on top of the
silicon wafer. Polysilicon springs suspend the structure over the surface of the wafer
and provide a resistance against acceleration forces. Deflection of the structure is
measured using a differential capacitor that consists of independent fixed plates and
plates attached to the moving mass. The fixed plates are driven by 180◦ out-ofphase square waves. Acceleration deflects the beam and unbalances the differential
capacitor, resulting in an output square wave whose amplitude is proportional to
acceleration. Phase-sensitive demodulation techniques are then used to rectify the
signal and determine the direction of the acceleration.

Setting Bandwidth
The output of the demodulator is amplified and brought off-chip through a 32kΩ
resistor. At this point, the user can set the signal bandwidth of the device by adding a
capacitor. This filtering improves measurement resolution and helps prevent aliasing.
The limiting resolution is predominantly set by the measurement noise “floor” which
includes the ambient background noise and the noise of the accelerometer. The level
of the noise floor varies directly with the bandwidth of the measurement. As the
measurement bandwidth is reduced, the noise floor drops, improving the signal-tonoise ratio of the measurement and its limiting resolution.
The ADXL203 has provisions for band limiting the XOU T and YOU T pins. Capacitors must be added at these pins to implement low-pass filtering for anti-aliasing and
noise reduction. The equation for the 3 dB bandwidth is,
F − 3dB = 1/(2π(32kΩ) × C(X, Y )),
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(E.1)

or more simply,
F − 3dB = 5µF/C(X, Y )).

(E.2)

The tolerance of the internal resistor (RF ILT ) can vary typically as much as ±25%
of its nominal value (32kΩ); thus, the bandwidth varies accordingly. A minimum
capacitance of 2000 pF for CX and CY is required in all cases. Capacitors required
for typical bandwidths are shown in table E.1.
Table E.1: Filter capacitor selection, CX
and CY
Bandwidth (Hz)

Capacitor (µF )

1

4.7

10

0.47

50

0.10

100

0.05

200

0.027

500

0.01

The accelerometer bandwidth selected ultimately determines the measurement
resolution (smallest detectable acceleration). Filtering can be used to lower the noise
floor, improving the resolution of the accelerometer. Resolution is dependent on the
analog filter bandwidth at XOU T and YOU T .
The output of the ADXL203 has a typical bandwidth of 2.5 kHz. The user must
filter the signal at this point to limit aliasing errors. The analog bandwidth must be
no more than half the analog-to-digital sampling frequency to minimize aliasing. The
analog bandwidth can be further decreased to reduce noise and improve resolution.
The ADXL203 noise has the characteristics of white Gaussian noise, which con√
tributes equally at all frequencies and is described in terms of µg/ Hz (that is,
the noise is proportional to the square root of the accelerometer bandwidth). The
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bandwidth should be limited to the lowest frequency needed by the application to
maximize the resolution and dynamic range of the accelerometer.
With the single pole roll-off characteristic, the typical noise of the ADXL203 is
determined by,

√ 
rmsN oise = 110µg/ Hz × (BW × 1.6) .

(E.3)

At 100 Hz, the noise is,

√ 
rmsN oise = 110µg/ Hz × (100 × 1.6) = 1.4mg.

(E.4)

Often, the peak value of the noise is desired. Peak-to-peak noise can only be
estimated by statistical methods. Table E.2 is useful for estimating the probabilities
of exceeding various peak values, given the rms value.

Peak-to-peak noise values

Table E.2: Peak-to-peak noise Estimate
Peak-to-Peak Value

% of Time That Noise
Exceeds Nominal Peakto-Peak Value

2 × rms

32

4 × rms

4.6

6 × rms

0.27

8 × rms

0.006

give the best estimate of the uncertainty in a single measurement; peak-to-peak noise
is estimated by 6 × rms. Table E.3 gives the typical peak-to-peak noise output of the
ADXL203 for various CX and CY values.

Mounting
The ADXL203 accelerometer is designed to be surface mounted on a Printed Circuit (PC) board. A simple mounting on a 1.75 cm x 1.75 cm PC board is commercially
available and includes pre-mounted 0.1µF capacitors for CX and CY . These capacitors result in a 50 Hz bandwidth for the assembly, however, they can be replaced as
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Table E.3: Filter capacitor selection (CX , CY )
Bandwidth

CX ,CY

RMS Noise

Peak-to-Peak Noise Estimate

(Hz)

(µF )

(mg)

(mg)

10

0.47

0.4

2.6

50

0.1

1.0

6

100

0.047

1.4

8.4

500

0.01

3.1

18.7

required to provide bandwidths that are appropriate for the application. Terminals
are provided for ground (COM), power supply, XOU T , YOU T , and self-test. A typical
assembly is shown in the following photo.
The MEMS accelerometer is mounted to pads on the PC board using a reflow
soldering technique. Total weight of the assembled package is 5 grams. To protect
the circuitry and enable placing the accelerometers within the soil media, the PC
board/MEMS assembly is “potted” using epoxy. The potted assembly is shown in
Figure E.2. Potting has the added advantage of increasing the resonant frequency of
the assembly, moving the resonant frequency further away from frequencies of interest
that are being measured.

DAQ system
The data acquisition system includes a Desktop Personal Computer (DPC) connected to a National Instruments system consisting of a PXI to PCI interface kit
(MXI-4) to provide direct control of PXI systems, a 6-Slot PXI-1036 chassis that
holds the MXI-4 controller and up to 5 peripheral slots for modules, two model NI
6259 M Series Multifunction data acquisition (DAQ) cards, and four SCB-68 68Pin Shielded Connector Blocks, and required cabling. These components, shown in
Figure E.3 are described in detail below.
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Figure E.1: Photo of assembled MEMS accelerometer and capacitors on PC Board

Figure E.2: Photo of potted accelerometer system
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Figure E.3: Data Acquisition System

MXI-4 Controller
The PXI-PCI interface kit (controller) gives the PC direct control of PXI systems
using MXI-4 technology. MXI-4 is a high-bandwidth link that is transparent to
software applications and drivers. The MXI-4 splits the standard PCI-to-PCI bridge
architecture into two halves connected by a 1.5 Gb/sec serial link. The maximum
cable size that can be used to connect the PC to the controller is 10 m.
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PXI 1036 Chassis
The 1036 chassis provides a backplane with one slot for the controller and five
peripheral slots for PXI modules across a remote link that offers 110MB/sec of sustained analog bandwidth. The PXI backplane local bus is a daisy-chained bus, 13
lines wide, which connects each slot with adjacent peripheral slots to the left and
right. Analog signals up to 42V can be passed between cards or can provide highspeed Transistor-Transistor Logic (TTL) side-band digital communication that does
not reduce the PXI bus bandwidth. The system controller slot is slot 1 and there is
one controller expansion slot for system controller modules that are wider than one
slot.
The star trigger slot is slot 2. This slot has dedicated equal-length trigger lines
between slot 2 and peripheral slots 3 through 6. Slot 2 is intended for modules with
star trigger functionality that can provide individual triggers to all other peripheral
modules. However, if advanced trigger functionality is not required, any standard
peripheral module can be installed.
The PXI 10 MHz system clock signal (PXI_CLK10) is provided independently to
each peripheral slot. This common reference clock signal can be used to synchronize
multiple modules in a measurement system and can be driven from an external source.

NI 6259 DAQ
The NI 6259 DAQ is a high-speed multifunction data acquisition device with an
onboard NI-PGIA 2 amplifier for fast settling time at high scanning rates. The input
resolution is 16 bits and input can be in the form of 32 analog inputs (single ended)
or 48 digital I/O lines. The DAQ provides 7 programmable input ranges, analog and
digital triggering, and two counter/timers. The sampling rate for the device is 1.25
MS/sec when used with a single channel and 1.00 MS/s multi-channel (aggregate)
when inputs from multiple channels are collected. For 32 channels, the resulting
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sampling rate per channel is then,
1, 000, 000/32 = 31250S/s/channel(3.2Samples/µs).

(E.5)

The voltage input ranges for the device are ±10V , ±5V, ±2V , ±1V , ±0.5V , ±0.2V ,
±0.1V with a maximum working voltage for analog inputs (signal +common mode)
of ±11V . The device has an onboard buffer that can store 4095 samples in a first-infirst-out (FIFO) arrangement. A +5 V Power source is provided to power external
circuitry.

SCB-68 Connector Block
The SCB-68 Connector Block is a shielded circuit board with 16 screw terminals
for signal connection to 16 analog inputs. A breadboard area is provided for adding
resistance-capacitance filtering, an attenuator, 4 to 20 mA current sensing. The
Connector block will take +5 V line from DAQ board (pin 8) that is protected by an
800 mA fuse. The +5V power is filtered with a 470 Ω series resistor. Open component
positions on the SCB-68 are provided to make adding signal conditioning components
to the analog input signals easier. Figure E.4 shows an example for a specific input
channel; all channels are arranged the same way, as shown in Figure E.5.
A short description of the process used to develop filters for single-ended analog
signals using the pads on the open component positions is provided below.

Single-Ended Inputs
When ground-referenced signals are measured, the external signal supplies its own
reference ground point, and the MIO-16 should not supply one. Therefore, the MIO16 board should be configured for non-referenced single-ended input mode. In this
configuration, all of the signal grounds should be tied to AISENSE, which connects to
the negative input of the instrumentation amplifier on the MIO-16 board. The SCB401

Figure E.4: Open component positions for RC filtering
68 inputs can remain in the factory configuration, that is, with jumpers in the series
position (F or G, depending on the channel). The open positions that connect the
input to AIGND, A and C (see Figure E.4), should not be used in this configuration.
Signal conditioning circuitry requiring a ground reference should be developed
in the custom breadboard area using AISENSE as the ground reference instead of
building the circuitry in the open component positions. Referencing the signal to
AIGND can cause inaccurate measurements resulting from an incorrect ground reference. Signals not requiring a ground reference can be developed using the circuitry
in the open component positions.

Building RC Filters
RC filters, which can reduce noise, can be connected to the SCB-68 analog inputs. Single or differential RC filters can be included using the pads on the SCB-68.
Filtering increases settling time to the time constant of the filter you use and greatly
reduces the scanning rate. Settling times can be 10 T (T = RC) or longer. The
resulting settling time needs to be computed to determine if the settling time will
adversely affect signal measurements.
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Figure E.5: SCB-68 printed circuit diagram
Single-Ended RC Filters
Single RC filters can be included using the pads F and B for one channel and G
and D for the next channel. The resistor should be soldered in position F or G and the
capacitor in position B or D. The following equation shows how to determine cutoff
frequency (Fc) and settling time depending on the resistors and capacitors used,
F c = 1/(2πRC).
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(E.6)

Notation
g

–

Acceleration due to gravity
(e.g 32.1740 ft/sec2 , 9.806980665 m/sec2 )

µ

– ×10−6

m

–

k

– ×103

mm–

×10−3
millimeter

A

–

Amps

Vs

–

Supply voltage

V-

–

Volt

F - Farad

–

Basic unit of capacitance. Capacitance is usually measured in
microFarads, abbreviated µF , or picoFarads (pF ). The unit
Farad is used in converting formulas and other calculations. A
µF (microFarad) is one millionth of a Farad (10−6 F ) and a pF
picoFarad is one-millionth of a microFarad (10−12 F ).

dB

–

A logarithmic unit of measure of the ratio between two numbers
(3dB represents a doubling).

Table E.4: Metric prefixes
Metric Prefix

Symbol

Power of 10 (multiplier)

giga

G

109

mega

M

106

kilo

K

103
100

(none)
milli

m

10−3

micro

f

10−6

nano

n

10−9

pico

p

10−12
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Appendix F
ADXL203 Accelerometer Specifications
The functional block diagram for the accelerometer is shown below, The features of

Figure F.1: ADXL203 functional diagram
the ADXL203 package include:
• 1 mg resolution at 60 Hz
• Low power: 700µA at Vs = 5V
• High zero g bias stability
• X and Y axis aligned to within 0.1◦
• Bandwidth adjustment with a single capacitor
405

• Single-supply operation
• 3500g shock survival
• RoHS compliant
• Compatible with Sn/Pb - and Pb free solder processes
• Device weight is less than 1 gram.
Specifications for the accelerometer are shown in table A1 for the following limits and
configuration:
TA=-40◦ C to +125◦ C
Vs=5V
CX =CY =0.1µF
Acceleration = 0g unless noted otherwise.
Pin configuration and function descriptions are shown in figure F.2. Geometry is
shown in figure F.3, with dimensions shown in mm.
The voltage output for various orientations of the MEMS is shown in Figure F.4.

406

Table F.1: Table A1 - Specifications
Parameter
Conditions
Min Typ Max Unit
SENSOR INPUT
Each axis
Measurement Range
±1.7
g
Nonlinearity
% of full scale
±0.2 ±1.25 %
Package alignment error
±1
Degrees
Alignment error
X sensor to Y sensor
±0.1
Degrees
Coss-Axis Sensitivity
±1.5
±3
%
1
SENSITIVITY (RATIOMETRIC) Each axis
Sensitivity at XOU T ,YOU T
Vs=5V
960 1000 1040 mV/g
Sensitivity change due to
Vs=5V
±0.3
%
temperature
ZERO g BIAS LEVEL (RATIO- Each axis
METRIC)
0g Voltage at XOU T ,YOU T
Vs=5V
2.4
2.5
2.6
V
Initial 0 g output deviation from Vs=5V, 25◦ C
±25
mg
ideal
Vs=5V, 25◦ C
±25
mg
0 g offset vs temperature
NOISE PERFORMANCE
Output Noise
<4kHz, Vs=5V
1
3
mV √
rms
Noise Density
110
µg/ Hz
FREQUENCY RESPONSE2
CX , CY Range3
0.002
10
µF
RALT Tolerance
24
32
40
kΩ
Sensor Resonant Frequency
5.5
kHz
OUTPUT AMPLIFIER
Output Swing Low
No load
0.05
0.2
V
Output Swing High
No load
4.5
4.8
V
POWER SUPPLY
Operating Voltage Range
3
6
V
Quiescent Supply Current
0.7
1.1
mA
Turn-On Time4
20
ms
1
Sensitivity is ratiometric to Vs. For Vs = 4.75V to 5.25V, sensitivity is 186 mV/V/g
to 215 mV/V/g.
2
Actual frequency response is controlled by user supplied external capacitor (CX ,CY )
3
Bandwidth = 1/(2 x n x 32kΩ x C). For CX , CY = 0.002µF, bandwidth = 2500 Hz.
For CX , CY = 10µF, bandwidth = 0.5 Hz.
4
Larger values of CX , CY increase turn-on time. Turn-on time is approximately =
160 x C + 4ms, where C is in µF.
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Figure F.2: ADXL203 pin configuration and function

Figure F.3: ADXL203 geometric dimensions
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Figure F.4: ADXL203 voltage output for various MEMS
orientations
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