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ABSTRACT
Interfaces in solid materials are the so-called boundaries, separating crystals with the same
structure and chemistry but different orientations, e.g. grain boundaries (GBs), different
stacking sequences, e.g. stacking faults (SFs), or crystals with different structures and/or
chemistries as well as orientations, e.g. the interface between substrate and thin film. In
this study, first-principles calculations are used to investigate the defect behavior at
different interfaces and in-plane strain fields, such as stacking fault (SF) in silicon carbide
(SiC), in-plane strain field near interfaces in potassium tantalate (KTaO3), and grain
boundary in ceria (CeO2).
Results show that the existence of SFs in SiC considerably affects the defect configurations,
which modifies the local atomic and electronic structures. Both changes influence the local
energy landscape, and thus affecting the formation and migration energy of defects in the
SFs region. The lower barriers for Si interstitial diffusion near the faults may be responsible
for the enhanced defect annihilation observed under irradiation in 3C-SiC with high
densities of stacking faults.
In the KTaO3, the formation-dependent site preferences for oxygen vacancies are expected
to occur under epitaxial strain, which can result in orders of magnitude differences in the
vacancy concentration on different oxygen positions. The diffusion behavior of oxygen
vacancy in strain fields is also considered. In contrast to the strain-enhanced intra-plane
diffusion, it is found that the inter-plane diffusion, which perpendicular to the strained
plane, is impeded under the strain field.
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CeO2 is considered as the surrogate for mixed oxide fuel. In this case, fission gases, such
as Xenon (Xe), are trapped near the GBs and form the gas bubbles. Our results show that
the Xe segregation propensity is reduced as the size of trap sites increases. In the hyperstochiometric conditions, the solubility of Xe trapped in the GB is significantly higher than
that in the bulk, suggesting Xe concentration would be higher than that in the bulk. The
activation energies for Xe diffusion in the GB are lower than those in the bulk, indicating
that the mobility of Xe atom in the GB is higher than that in the bulk.
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CHAPTER I INTRODUCTION AND BACKGROUND
KNOWLEDGE
1.1 Defect in Crystals
In nature, a perfect crystalline material does not exist, suggesting that defects would
exist in all crystals. According to the dimension, defects can be classified into: zerodimensional point defects, such as interstitial, vacancy, antisite, and impurity; onedimensional linear defects, e.g. dislocations; two-dimensional planar defects, e.g. grain
boundaries (GBs) and stacking faults (SFs); and three-dimensional defects, e.g. void,
secondary-phase particles. These different kinds of defects can coexist in the material and
interact with each other, which further affect the properties of materials [1-26]. For
example, the interactions between point defects and dislocations have been proposed as
one of the most important reasons for the mechanical damping in metals [4]; one practical
way to refine the grain size of material is by adding precipitates, which will “pin” the
movement of grain boundaries during recrystallization and grain growth. Also, grain
boundaries have an effective sink behavior to trap impurities, such as helium, xenon and
krypton, which can form bubbles along the grain boundaries, and thus induce swelling or
gas release [1, 5]. Furthermore, nano-crystalline (NC) materials with high-densities of
grain boundaries are believed to have substantially different response to irradiationinduced defects as compared to the response of single-crystalline materials [1, 6-13].
Recently, the influence of stacking faults in materials on the evolution of irradiationinduced defects was also identified [19-22]. Zhang et al. [19, 20] reported that radiationresistant behavior in nano-engineered SiC (NE-SiC), with high stacking fault densities, is
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improved, leading to the outstanding radiation durability. Recent study by Imada et al. [22]
provided further experimental evidence on the important role of the unique microstructure
feature on the superior radiation tolerance of these materials.
Besides the interactions between defects, the modification of microstructure induced
from the presence of defects should also be considered. For instance, the in-plane strain
field in thin films, resulting from the lattice mismatch between the film and substrate, can
change the local structures, which will affect the behavior of point defects [23-26].
Although several investigations have been performed to study these phenomena,
atomic-level mechanism, especially how these interactions affect the behavior of defects,
is still less understood. In this work, we mainly focus on the interaction between point
defects and interfaces, such as grain boundaries and stacking faults, as well as the in-plane
strain fields induced near the interfaces, and study the behavior of point defects at interfaces
and in-plane strain field.

1.2 Point Defects in Bulk Crystals
1.2.1 Native Point Defects in Silicon Carbide
Silicon carbide (SiC), as an important wide band-gap semiconductor, offers a variety
of applications for high power and high frequency devices, such as for metal-oxidesemiconductor field-effect transistors (MOSEFTs) [27] or quantum computers [28]. In
addition, SiC/SiC composites have long been known for their potential as structural
components in fusion and fission reactors [29-32] due to the small cross-section and lowactivation under neutron radiation. In these harsh environments, many defects can be
produced by doping or radiation, which can lead to the microstructural modification, and
thus altering the mechanical and electronic properties [33-35].
2

Several theoretical studies of defect properties in bulk 3C-SiC, such as the defect
configurations, formation and migration energies, as well as the mechanical and thermal
properties of native defects, have been carried out for the last decades [36-47]. For example,
previous researchers have used ab initio calculations to determine the formation energies
of native point defects in the bulk as a function of Fermi level [37-40], they found that the
formation energies of C defects, such as C interstitial and C vacancy, are generally lower
than those of the corresponding Si defects, which is consistent with displacement cascade
results [41-43], in which the number of C Frenkel pairs is larger than that of the Si Frenkel
pairs. In addition, the defect configurations have also been determined based on the energy
landscape, especially for the interstitials [37-40]. When the Fermi level is close to the
valence band maximum (VBM) or p-type doping conditions, the energetically favorable
configuration for the Si interstitial is as a tetrahedral interstitial with four carbon atoms,
SiTC; while when it close to the conduction band minimum (CBM) or n-type doping
conditions, the dumbbell-like or split interstitial along <110> direction, Sisp<110>, is
energetically favorable [37-40]. For the C interstitial, within the band gap, there is only one
stable configuration, i.e., dumbbell-like interstitial along <100> direction, Csp<100> [37-40].
Furthermore, the migration barriers of these point defects in the bulk have been studied. It
was found that the migration barriers for interstitials, 0.5~1.3 eV for C interstitials and
0.5~1.6 eV for Si interstitials, are much lower than that for vacancies, 3.4~5.5 eV for VC
and 2.4~3.9 eV for VSi, which suggests that the mobility of interstitials is higher than that
of vacancies [39, 40, 44-46].
Besides the formation and migration behavior of native point defects, Xi et al. [33]
have investigated the mechanism properties of point defects, such as the local strain effect
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of point defects on swelling and elastic modulus by performing molecular dynamics (MD)
simulations. They reported that the vacancies have the negligible influence on volumetric
swelling but significant effects on the Young’s modulus. Furthermore, the interstitials will
induce the local structure extension and decrease the Young’s modulus. By using MD
method, J. P. Crocombette, et al. [47] studied the thermal conductivity degradation due to
the formation of point defects, and they found that the thermal resistivity varies linearly
with concentrations of point defects.
1.2.2 Oxygen Vacancies in Potassium Tantalate
ABO3 perovskites are a family of materials that possess a wide range of physical
properties, such as ferroelectricity, ferromagnetism, multiferroicity, superconductivity, and
photo-electrochemical sensitivity [48]. Among these materials, KTaO3 has received much
attention both experimentally and theoretically due to its interesting physical properties
[49-52]. For example, due to the high permittivity and low dielectric loss, it is a promising
candidate for applications in microwave devices [48]. A recent investigation of the
interface of doped KTaO3 with an ionic liquid has shown the occurrence of
superconductivity [49]; and the strongly polarized surface in KTaO3 can create a twodimensional electron gas (2DEG) near the surface region [50, 51]. In addition, as an
incipient ferroelectric, KTaO3 exhibits increasing dielectric permittivity with decreasing
temperature. In contrast to conventional ferroelectrics, long-range ferroelectric order does
not exist, even at low temperatures, because of the below-zero (< 0 K) critical temperature
Tcr and the quantum fluctuations, which inhibit the ferroelectric phase transition [53-56].
Experimental and theoretical results indicate that the O vacancy is easily formed in
perovskites, since the formation energy is relatively low. Grenier et al. [56] observed a
4

near-infrared luminescence in KTaO3, which may be associated with Ta3+ ions near the O
vacancies; and they also found that O vacancies are responsible for the formation of
ferroelectric micro-domains, which may be due to the formation of O vacancy-related
paramagnetic centers [57, 58]. Similarly, Bauerle et al. [59] have observed a remarkable
increase of the ferroelectric mode frequency as the O vacancy concentration increases, by
investigating the ferroelectric soft mode in SrTiO3 using temperature-derivative Raman
spectroscopy and inelastic neutron scattering. Through temperature-dependence
measurements of electric conductivity, Laguta et al. [60] reported that the low concentrated
VO0 and VO+ vacancies in KTaO3 are responsible for the shallow-electron traps; but they
cannot detect these defects in their EPR experiments, which may be attributed to the low
defect concentration or the coupling of VO with some impurities. However, a recent density
functional theory (DFT) study shows that the +2 charge state is the most stable state for the
O vacancy in KTaO3, which can exist in most positions of the Fermi level within the band
gap [61]. This theoretical result provides one reason for the previous EPR experiments,
where VO2+ will have no signal in EPR measurement. In addition, the theoretical study also
found that there are two types of metastable O vacancies with off-symmetric configurations,
which can break the inversion symmetry and produce polarization, and may enhance the
ferroelectric property of KTaO3 [61].
1.2.3 Fission Products in Ceria
Ceria (CeO2) has attracted numerous research interest due to its technical importance
in a variety of applications. Owing to the high thermal stability, self-decoking properties,
and high oxygen storage capacity, it has been used as oxygen storage component in car
converters and been proposed as a potential electrolyte of solid oxide fuel cell (SOFC) and
5

other chemical catalysts [62, 63]. In addition, CeO2 has been used as a nonradioactive
surrogate in experimental studies of nuclear fuel systems, since it has the same fluorite
structure as UO2 and PuO2 [64, 65], in which the cations are lying an FCC sublattice, while
the anions are in a cubic sublattice.
With the burn-up of fissile isotopes in nuclear reactor fuels, gaseous and volatile fission
products, such as Kr, Xe, He, Br, Rb, Cs, Sr and I are produced. The formation and
retention of fission gas bubbles induces fuel swelling, which in turn leads to mechanical
interaction with the clad, thereby increasing the probability for clad breach [66]. Retained
fission gas bubbles also decrease the thermal conductivity of the fuel and consequently
contribute to limiting the operating temperature and the degree of burn-up. Alternatively,
fission gas can be released from the fuel to the plenum, which increases the pressure on the
clad walls [67-69]. Although the volatile fission products are produced in smaller quantities
than gaseous products, they have detrimental chemical interactions with the fuel matrix
because of their highly corrosive nature, which eventually leads to the degradation of
mechanical properties, brittle fracture and stress corrosion cracking of the clad. Thus,
understanding the trap and migration of these fission products in nuclear fuel materials is
important and necessary for predicting the structural evolution, properties and performance
of fuels.
Several investigations have been done on the behavior of fission products in these
oxides. Lawrence [70] reviewed data on gas diffusion in UO2 and reported that the
diffusion coefficient of fission gases is significantly affected by the defect structure of UO2.
Experimentally, using in situ TEM (transmission electron microscopy) and PIXE (particle
induced X-ray emission), Sattonnay et al. [71] investigated the location and diffusion of
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fission products such as Xe, He and Nd. Stubbins et al. [72] studied the behavior of defect
structure (dislocations, voids/bubbles) evolution in CeO2 and UO2 under Xe and Kr
irradiations at various temperatures. They found the density of defect clusters remained
nearly unchanged. This suggests that nucleation of defect clusters is completed at a very
early stage of irradiation. By studying Kr bubbles formed in CeO2, they found that the
threshold temperature for formation of gas bubbles is between room temperature and 600 ℃
for Kr in CeO2, which is related with metal-vacancy mobility. By depositing 700 keV Xe
into CeO2 at room temperature and 600 ℃, they found that the precipitates were in a solid
state at room temperature but were only partial solid at 600 ℃. In fact, the formation of Xe
precipitates must be a thermally activated process, and the threshold temperature for
precipitate formation, existing between room temperature and 600 ℃, which is due to the
thermal activation of the oxygen vacancy mobility. These processes can be described as
following: When the Xe concentration in the material lattice becomes very high,
corresponding to the high burn-up conditions, Xe tends to stay either in a bubble or
precipitate from the lattice. The Xe atoms in solution with the material lattice can migrate
to a bubble structure and get absorbed into such structures, or they can migrate to become
associated with other Xe atoms in solution and precipitate as solid state Xe precipitates
when there are enough Xe atoms available. Similar results have also been found in high
burn-up, 45-83 Gwd/t, UO2. Nogita et al. [73] found that solid Xe will form within the
bubble area in UO2, which may suggest that these produced Xe are first trapped into the
bubble, and as the concentration of Xe are high enough, they will transform as solid
precipitates under these high-pressure bubble regions.
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In the theoretical aspects, Catlow et al. [74] and Grimes et al. [75] used empirical pair
potentials to determine the most stable trap sites for Xe as functions of UO2±𝑥
stoichiometry. According to their results, Xe atoms either reside in a neutral trivacancy
cluster or Schottky defect (two O vacancies and one U vacancy, as VUO2) for UO2-x and
UO2, a divacancy (one O vacancy and U vacancy, as VUO) for UO2, or in a U vacancy for
UO2+x. They found divacancies and trivacancies to be competing trap sites for
stoichiometric UO2. By using DFT calculations, Nerikar et al. [67, 76] studied the
thermodynamics of selected fission products (Xe, Cs, and Sr) as a function of nonstoichiometry x in UO2±𝑥 . They calculated the incorporation and solution energies of these
fission products at the anion and cation vacancy sites and at divacancy and trivacancy. It
is found that generally higher charge defects are more soluble in the fuel matrix and the
solubility of fission products increases as the hyper-stoichiometry increases. Yun et al. [7779] studied the defect energetics and diffusion mechanism of Xe and He in UO2 and ThO2
using DFT calculations. The results showed that the formation and migration energies of
vacancy defects are more than twice as high in ThO2 compared with UO2. The O vacancy
plays an important role in the movement of a cation vacancy. The interstitial- and vacancyassisted diffusion of Xe have been studied, and the results show that the interstitial-assisted
diffusion is difficult to occur. Xe transport occurs by the U atom jumping from its original
trap site to the second bound VU, which constitutes the center of a new trap site after this
migration step, and the migration barrier for Xe atoms occupying VUO2 trap sites was
predicted to be 0.11 eV. Furthermore, compared with the Xe atom, the He atom likely
diffuses by hoping through a single vacancy. Recently, Andersson et al. [67] further studied
the total diffusion activation energy of Xe in UO2, which consists three components: the
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VU formation energy, the binding energy of this vacancy to the Xe trap site, and the intracluster migration barrier for the individual VU bound to this cluster. They reported that the
migration of the second VU around the stable Xe trap site is important for diffusion of Xe.
By using MD simulations, Chartier et al. [80] studied the incorporation of Xe atoms in
extended planar interstitials, as well as faceted and spherical voids. They found that
nanovoids, with or without Xe atoms, are more likely to aggregate into clusters than be
homogeneously distributed in the grain. Xiao et al. [81, 82] studied different kinds of
fission products (Br, Rb, Cs, Xe) in ThO2, CeO2 and (Kr, I, Xe) in ZrO2. Based on the
model of fission product behavior in UO2, they also studied the incorporation energy and
solution energy of these fission products in cation mono-vacancy, cation-anion divacancy
and Schottky defect sites. It was found that different fission products have different
incorporation energy, e.g. Rb and Cs are more likely to be trapped compared with Xe.
Alkali metals are relatively more mobile than other fission products and Br is the least
mobile one. In these studies, however, they didn’t consider about the charge state effects
on the defect trapping behavior, and a recent DFT investigation has showed that the charge
states of trap sites have an important effect on the incorporation of fission gas atoms in
CeO2 [83].

1.3 Stacking Faults in Silicon Carbide
As a polymorphic compound, SiC has more than 200 known stable polytypes, and each
is characterized by a unique stacking sequence with coordination tetrahedron with one of
the four Si-C bond parallel to c-axis. Figure 1.1 shows the structure of four major SiC
polytypes, which are 2H-, 3C-, 4H- and 6H-SiC [84, 85]. The stability and existence of SiC
polytypes depends on the low energy difference among the different stacking sequences.
9

This makes the occurrence of local alterations of the stacking sequence, i.e. stacking faults,
possible.
The observed stacking faults are either “stress-induced” extrinsic stacking faults or
“grown-in” intrinsic ones [84]. The possible formation mechanism of stacking faults is
from two Shockley partial dislocations gliding on two neighboring basal planes of
materials. As in previous studies, stacking faults can strongly influence the performance
and reliability of electronic devices made of silicon carbide [86-93]. For example, in SiC
diodes, stacking faults act as recombination centers that lower the charge carrier lifetime
and diffusion length. Previous theoretical studies by Lindefelt et al. [86-88] on stacking
faults in 3C-, 4H-, and 6H-SiC have revealed that the stacking fault in 3C-SiC creates two
hexagonal (2H) turns in its neighboring glide planes. Without separating band states from
the band edges, stacking faults give rise to rather strongly localized band states with
energies very close to the band edges. The resulting polarization field can localize the
electrons and holes near the band edge and increase the probability for electron-hole
recombination, degrading the electronic properties. Recently, Deretzis et al. [90] have
argued that the resonant scattering from stacking faults in 3C-SiC should be one of the
principal mechanisms for the deterioration of devices; and they found that the resonant
scattering near the band edges results from the broken geometrical symmetry, which may
form a built-in strain field near the stacking faults. In fact, previous X-ray diffraction (XRD)
results have shown that the alternative stacking sequence near the stacking faults of SiC
causes a slightly atomic displacement and deforms the ideal tetrahedral, which stabilizes
the short-period hexagonal turns, and thus forms the built-in strain field [93]. Moreover,
ion-implantation doping inevitably induces atomic defects, lattice disorder, and even
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amorphization in SiC [42, 43, 94-96], modifying the local microstructure, and thus
deteriorating the electronic properties of the materials. Existence of a high-density of
stacking faults in nanocrystalline 3C-SiC [19, 20] has been experimentally demonstrated
to significantly affect defect migration and annihilation, leading to outstanding radiation
stability. Up to now, however, systematic theoretical studies on the interaction of native
point defects and stacking faults in SiC are missing.

1.4 In-Plane Strain Field in Potassium Tantalate Thin Film
In-plane strains or biaxial/epitaxial strains can be present in thin films through the
lattice mismatch, and thermal expansion difference between thin film and substrate [97].
In recent years, in-plane strains have been regarded as one effective method to induce and
improve the ferroelectric property of perovskites [98-105]. By using thermal nonequilibrium techniques, such as molecular beam epitaxy (MBE) or pulsed laser deposition
(PLD), Tyunina et al. [103, 104] grew KTaO3 thin films on a single-crystal SrTiO3
substrate to induce a biaxial strain on the order of 1.8% and measured the temperature
dependence of the in-plane dielectric constant. Their results indicated that the nonpolar
ground state of KTaO3 can be markedly transformed, to a polar state, by applying small
strains. Similar results have also been found in SrTiO3 thin films, where epitaxial strains
can dramatically induce ferroelectricity at room temperature [100]. In addition, in some
other perovskites, such as BaTiO3 [101], which possess ferroelectric properties in single
crystal form, the synthesis of highly perfect thin films has demonstrated greatly improved
ferroelectric properties compared with their bulk counterparts.
Previous theoretical studies have also shown that the influence of in-plane strains on
the paraelectric-to-ferroelectric phase transition. By using DFT calculations, Tyunina et al.
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[103] simulated the KTaO3 film under in-plane epitaxial strain field. They found four
different space groups as in-plane strain varies from -2.5% (compressive strain) to 2.5%
(tensile strain): For small tensile or compressive strains, the structure of KTaO3 remains
centrosymmetric, but the space group is become P4/mmm. For large enough compressive
in-plane strains, -1%, the symmetry of the tetragonal phase is found to be lowered further
to non-centrosymmetric P4mm, with the out-of-plane polarization along the [001] direction.
As tensile in-plane strains above a critical value of 0.5%, KTaO3 becomes ferroelectric and
transforms to an orthorhombic Amm2 structure, with in-plane polarization along the [110]
direction. Similar results have also been found in SrTiO3 [106, 107], but another antiferroelectric phase, I4/mcm, occurred under compressive in-plane strain field, which
consists a rotation of the oxygen polyhedral about the [001] direction. Recently, Yao et al.
[108] used the DFT calculations and the modern theory of polarization to study the
structure and polarization responses of PbTiO3, BaTiO3, and SrTiO3 under compressive inplane strain field. They found that there is a polarization saturation stage at large
compressive strains, which may be related to the strong electron-ion correlations. These
saturation phenomena in perovskite thin films would provide explanations for the puzzling
experimental results.
Besides the effects on ferroelectric properties of perovskite materials, the in-plane
strains have also been used to tune the band gap in edge engineering [109]. Recent
investigation on SrTiO3 [109] showed that the in-plane strains can reduce the gap by
breaking orbital degeneracies at the band edge. On the other hand, the ferroic distortion,
between ferroelectric mode and anti-ferroelectric mode, will widen the band gap by
allowing band edge orbital mixings [109]. These results suggested that in-plane strain and
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ferroic distortions alter the band-gap value and band edges of SrTiO3, which provide a
route for tuning the band gap of perovskite materials.
Nowadays, however, most investigations are mainly limited on either the properties of
KTaO3 thin films without any defects or defects in the bulk region, theoretical studies on
the influence of biaxial strain on the behavior of defects, especially the O vacancies, is still
less understood. In fact, biaxial strain from the lattice mismatch between KTaO3 and
substrate changes the symmetry of the oxygen octahedral, which modifies the energetics
of oxygen vacancies that in turn affects the properties of the thin films. Therefore, better
understanding of the properties of O vacancies under biaxial strain field is important.

1.5 Grain Boundaries in Ceria
Grain boundaries (GBs) are the two-dimensional defects between crystals with the
same structure and chemistry but with different crystallographic orientations. The structure
and energy of a grain boundary is defined by the misorientation of the two grains and the
direction of the boundary plane. Therefore, there are five independent macroscopic
variables to describe one GB: three parameters for the rotation angles and rotation axis and
two parameters for the boundary plane. Based on the rotation axis direction, GBs can be
approximately characterized as tilt boundaries, in which the rotation axis is parallel to the
boundary plane, or twist boundaries, in which the rotation axis is perpendicular to the
boundary plane. According to the extent of the misorientation between these grains, it can
be classified as low angle grain boundary, where the misorientation is less than 15°, and
large angle grain boundary, where the misorientation is larger than 15°. The low angle
grain boundary (LAGB) is described by an array of dislocation centers. Compared with
LAGB, a large angle grain boundary is considerably more disordered [110], and can be
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described by the coincident site lattice (CSL) theory, in which the two overlapping lattice
sites create a new lattice. In CSL theory, the degree of fit (Σ) between the structures of the
two grains is described by the ratio between the area enclosed by a unit cell of the
coincident sites, and the standard unit cell. For example, for the Σ5 coincidence GB, the
new unit cell for the coincidence site lattice is square, the length of each side is √32 + 12 ,
thus the area of the coincident cell is 10; because there are two coincident lattice points per
unit cell, therefore, the area ratio should be 5. The rotation angle is 2𝑡𝑎𝑛−1 (1⁄3) = 36.9° .
By using scanning transmission electron microscopy and electron energy loss spectroscopy,
Hojo et. al. [111, 112] have identified detailed structures of two kinds of grain boundaries
in CeO2, i.e., the Σ5 [001]/(210) and Σ3 [ 11̅0] /(111), and they have revealed the
importance of oxygen vacancies in the stability of these grain boundaries. Recent
theoretical study of the Σ3 [11̅0]/(111) grain boundary in ceria [113] further proved that
the presence of oxygen vacancies can stabilize the grain boundary at a low Fermi level
and/or under oxygen-poor conditions.
It has been found that grain boundaries play a critical role in determining the properties
of CeO2. For example, an enhancement of four orders of magnitude in electronic
conductivity has been observed in nano-crystalline CeO2 (NC-CeO2), which has a high
density of grain boundaries [114]. In addition, the decreasing of grain size dramatically
reduces the formation and migration energies of oxygen vacancies, which enhances the
ionic conductivity in CeO2 [115]. Furthermore, the self-healing response of radiation
damage has been reported at grain boundaries of CeO2, suggesting that the existence of
grain boundaries would improve the radiation resistance property of CeO2 [3, 116, 117].

14

However, the interaction between these native point defects and grain boundaries still
remains unsolved.
In addition, as one surrogate material for nuclear fuels, fission gas atoms in CeO2
diffuse from the grain interior to grain boundaries, and then form bubbles at the grain
boundaries, leading to the gas release eventually near the grain boundaries. Although many
models have been proposed to describe the gas release process, most of them are limited
to the bulk region, and behavior of fission gas atoms near the grain boundaries is still not
well understood.

1.6 Overview of The Dissertation
In this work, the influence of interfaces, i.e., stacking fault and grain boundary, and the
epitaxial strain on the behavior of point defects have been comprehensively studied via
density functional theory (DFT). These coupling effects can significantly affect the defect
behavior in silicon carbide, potassium tantalate, and ceria, which further modify the
properties of these materials.
In silicon carbide, the possible defect configurations near the stacking fault are first
examined. The ionic and electronic structures of these point defects are then analyzed and
compared with those in the bulk. After that, the thermodynamics property, such as the
formation energies of these point defects are determined. Finally, the kinetic property of
the dominant defects is considered, and the corresponding mechanisms are elucidated. The
details of these results are given in Chapter 3.
In potassium tantalate, the formation and migration energies of O vacancies in biaxially
strained KTaO3 are investigated. Based on these computational results, the equilibrium
defect concentration in strained KTaO3 at a typical growth temperature is studied as a
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function of oxygen partial pressure and strain, and the site preference for these O vacancies
is discussed. Finally, the possible migration pathways, including intra- and inter-plane
diffusions, of O vacancies are investigated. These above results are described in Chapter 4.
In ceria, the behavior of native Ce vacancies and vacancy clusters near the grain
boundaries, regarded as the trap sites for fission products, are systematically investigated.
Besides that, the segregation and solution profile of the major fission gas, Xe, on these sites
are considered. Finally, the diffusion activation energy for Xe in the GB region is discussed
and compared with that in the bulk region. The detail results are discussed in Chapter 5.
The summary of this work and envisioned future work are presented in Chapter 6.

16

CHAPTER II THEORETICAL BACKGROUND
2.1 The Many-Body Problem
2.1.1 The Many-Body Hamiltonians
According to quantum mechanics, the behavior of a system, consisting of electrons and
nuclei, can be fully described by the Schrodinger equation:
ℋΨ(𝐫) = 𝐸Ψ(𝐫).

(2.1)

This is the time-independent, non-relativistic Schrodinger equation. ℋ is the many-body
quantum mechanical Hamiltonian operator of the system, and E is the total energy. Ψ is
the many-body wavefunction of the system, which is a complex mathematical object used
to describe all the spatial coordinates of electrons (ri) and nuclei (Ri) in the system, Ψ(r1, …,
rn, R1, …, RN). Typically, the Hamiltonian operator for a solid contains the following
contributions:
ℋ = 𝑇𝑁 + 𝑇𝑒 + 𝑉𝑁−𝑒 + 𝑉𝑁−𝑁 + 𝑉𝑒−𝑒
𝑁

𝑛

𝐼=1

𝑖=1

ℏ2
1
ℏ2
= − ∑ ∇2𝐼 −
∑ ∇2𝑖
2
𝑀𝐼
2𝑚𝑒
𝑛

𝑁

𝑁

𝑁

𝑛

𝑛

𝑍𝐼 𝑍𝐽
𝑒2
𝑍𝐼
1
+
[− ∑ ∑
+ ∑∑
+ ∑∑
]. (2.2)
|𝑟𝑖 − 𝑅𝐼 |
4𝜋𝜀0
|𝑅𝐼 − 𝑅𝐽 |
|𝑟𝑖 − 𝑟𝑗 |
𝑖=1 𝐼=1

𝐼=1 𝐼>𝐽

𝑖=1 𝑖>𝑗

The first two terms, 𝑇𝑁 and 𝑇𝑒 , are the kinetic energies for the nuclei and electrons,
respectively. The last three terms describe the nuclear-electron (𝑉𝑁−𝑒 ), nuclear-nuclear
(𝑉𝑁−𝑁 ) and electron-electron (𝑉𝑒−𝑒 ) interactions. The electron mass and elementary charge
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are me and e, respectively. The mass and charge of nucleus I are MI and ZI, respectively,
and 𝜀0 is the vacuum permittivity.
2.1.2 Approximations for Solids
Theoretically, when solving the Schrodinger equation and determining the ground state
of the system, one should be able to obtain all the physical properties that are related to the
ground state of the solid. But in reality, for a typical solid, the number of ions and electrons
is huge, meaning that one has to solve the Schrodinger equation with a large number of
variables, so that it is impossible to solve these equations within our current computer
capability. In order to simplify the problem, the following approximations have been made:
•

The periodic boundary condition [118]:

Based on the periodic arrangement in the bulk region, the wavefunctions of a solid can
be represented by the wavefunction within a single unit cell with periodic boundary
condition Ψ(𝐫) = Ψ(𝐫 + 𝐚), where a is the lattice constant of a unit cell. Each unit cell has
the same property as others, except for the possible defects or the surfaces. Consequently,
one can only consider the single unit cell within the periodic boundary condition, which
can dramatically decrease the computational cost.
•

Born-Oppenheimer Approximation [119]:

The Born-Oppenheimer approximation is based on the fact that electrons move much
faster and weigh much less than the nuclei. Since the nuclear mass is far greater (~2000
times) than the electronic mass, the nuclei can be approximated as being stationary, so that
the nuclear kinetic energy term can be removed from Eq. 2.2. At the same time, the nuclearnuclear interaction is regarded as a constant that can be neglected from the electronic
Schrodinger equation. Based on above approximations, the nuclear contribution, 𝑉𝑁−𝑒 , in
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the electronic Schrodinger equation can be considered as an external potential, 𝑉𝑒𝑥𝑡 , and
the equation is written as:
ℋ = 𝑇𝑒 + 𝑉𝑒𝑥𝑡 + 𝑉𝑒−𝑒
𝑛

𝑛

𝑁

𝑛

𝑛

ℏ2
𝑒2
𝑍𝐼
1
=−
∑ ∇2𝑖 +
[− ∑ ∑
+ ∑∑
]. (2.3)
|𝑟𝑖 − 𝑅𝐼 |
2𝑚𝑒
4𝜋𝜀0
|𝑟𝑖 − 𝑟𝑗 |
𝑖=1

𝑖=1 𝐼=1

𝑖=1 𝑖>𝑗

2.2 Density Functional Theory
2.2.1 Hohenberg-Kohn Theorems
In 1964, Hohenberg and Kohn [120] introduced two theorems, which established the
theoretical foundation for density functional theory (DFT). The first theorem is that for a
ground state of a n-electron system, the external potential, 𝑉𝑒𝑥𝑡 , which is defined by the
positions of nuclei, can be uniquely determined by the electron charge density n(r),
𝑉𝑒𝑥𝑡 ↔ Ψ(𝐫1 , … , 𝐫𝑛 ) ↔ 𝒏(𝐫).

(2.4)

The second theorem states that there is a universal functional, F[n], can be defined in terms
of the charge density for all systems of interacting electrons,
𝐹[𝒏] = 𝑇𝑒 [𝒏] + 𝑉𝑒−𝑒 [𝒏].

(2.5)

In this case, for a given external potential 𝑉𝑒𝑥𝑡 (𝐫), the ground state energy can be defined
as a functional of the charge density,
𝐸[𝒏] = ∫ 𝑉𝑒𝑥𝑡 (𝐫)𝒏(𝐫)𝑑𝐫 + 𝐹[𝒏].
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(2.6)

2.2.2 Kohn-Sham Equation
Although Hohenberg-Kohn theorems proves the existence of universal functional, one
still cannot define the energy functional of the electron density. Kohn and Sham [121]
developed a computational scheme in which the interacting electron system is mapped onto
a system of non-interacting independent particles. In this way, the many-body problem can
be exactly solved by a set of one-electron problems. And the charge density of the system
can be described as a sum of the individual electronic densities of the Kohn-Sham
eigenfunctions, 𝜙𝑖 (𝐫),
𝑛

𝒏(𝐫) = ∑|𝜙𝑖 (𝐫)|2 .

(2.7)

𝑖=1

The total ground state energy functional can be expressed then as:
𝐸[𝒏] = ∫ 𝑉𝑒𝑥𝑡 (𝐫)𝒏(𝐫)𝑑𝐫 + 𝑇𝑒 [𝒏] + 𝑉𝐻 [𝒏] + 𝐸𝑋𝐶 [𝒏].

(2.8)

In the Kohn-Sham scheme, the kinetic energy, 𝑇𝑒 [𝒏], is the sum of the non-interacting
particle kinetic energies,
𝑛

𝑇𝑒 [𝒏] =

ℏ2
∗
∑ ∫ 𝜙𝑖 (𝐫) (−
2𝑚𝑒
𝑖=1

∇2 ) 𝜙𝑖 (𝐫)𝑑𝐫 .

(2.9)

The Hartree term, 𝑉𝐻 [𝒏], is used to describe the electron-electron Coulomb repulsion,
𝑉𝐻 [𝒏] =

𝑒2
𝑛(𝐫)𝑛(𝐫 ′ )
∬
𝑑𝐫𝑑𝐫 ′ .
|𝐫 − 𝐫 ′ |
2

(2.10)

The last term, 𝐸𝑋𝐶 [𝒏], is the exchange interaction and dynamic correlation functional. The
exact form of 𝐸𝑋𝐶 [𝒏] is not known, which would be determined by further approximations.
Thus, the one-electron Schrodinger equations, known as the Kohn-Sham equations, can be
written as:
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−ℏ2 2
𝒏(𝐫 ′ )
𝛿𝐸𝑋𝐶 [𝒏]
2
′
[
∇ + 𝑉𝑒𝑥𝑡 (𝐫) + 𝑒 ∫
𝑑𝑟
+
] 𝜙𝑖 (𝐫) = 𝜀𝑖 𝜙𝑖 (𝐫).
|𝐫 − 𝐫 ′ |
2𝑚𝑒
𝛿𝒏(𝐫)

(2.11)

2.2.3 Exchange-Correlation Functional
Theoretically, the exchange-correlation energy can be defined as the energy difference
between the interacting and non-interacting electron kinetic and potential energy, as shown
below:
𝐸𝑋𝐶 = (𝐸𝑘𝑖𝑛𝑒𝑡𝑖𝑐 − 𝑇𝑒 ) + (𝑉𝑒−𝑒 − 𝑉𝐻 ).

(2.12)

This is one universal functional which depends only on the charge density, but we still
cannot have an exact analytic form. One of most popular approximations for the exchangecorrelation functional is the local density approximation (LDA) based on the homogeneous
electron gas method, which defines that the exchange-correlation energy at one given point
r in a system can be approximated by that of the homogeneous electron gas with the same
charge density at point r. Thus, the functional can be written as:
𝐿𝐷𝐴 [𝒏(𝐫)]
𝐸𝑋𝐶
= ∫ 𝒏(𝐫)𝜀𝑋𝐶 [𝒏(𝐫)]𝑑𝐫 ,

(2.13)

where 𝜀𝑋𝐶 [𝒏(𝐫)] is the exchange-correlation energy per electron in a homogeneous
electron gas of density 𝒏(𝐫). Within the homogeneous electron gas approximation, the
exchange energy functional can be derived as:
1

4
3 3 3
𝐸𝑋𝐿𝐷𝐴 [𝒏(𝐫)] = − ( ) ∫ 𝒏(𝐫)3 𝑑𝐫.
4 𝜋

(2.14)

For the correlation functional, it can be obtained from quantum Monte Carlo simulations
[122].
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For a spin-polarized system, the exchange-correlation functional is modified to
incorporate the spin density effect, generally called the local spin density approximation
(LSDA). The exchange functional is straightforward, whereas the correlation functional
needs further approximations [123].
𝐿𝐷𝐴 [𝒏
𝐸𝑋𝐶
↑, 𝒏 ↓] = ∫ 𝒏(𝐫)𝜀𝑋𝐶 [𝒏 ↑, 𝒏 ↓]𝑑𝐫.

(2.15)

Although the LDA assumes that the electron density in the system is homogeneous, it can
describe the inhomogeneous cases. Generally, the LDA works well for the delocalized
electron systems, but it fails in small molecules like H2, which cannot accurately describe
the hydrogen bonds. In addition, because of the homogeneous density assumption, the LDA
tends to underestimate the atomic ground state energies and overestimate the bonding
energies. In order to improve the LDA, one obvious way is to include not only the local
density, but also the local density gradient [124], accounting for the inhomogeneity of the
true electron density, which is called the generalized gradient approximation (GGA) or
semi-local approximation,
𝐺𝐺𝐴 [𝒏(𝐫)]
𝐸𝑋𝐶
= ∫ 𝑓[𝒏(𝐫), ∇𝒏(𝐫)]𝑑𝐫.

(2.16)

Generally, the GGA predicts lower bonding energies than those in the LDA. In addition,
unlike the LDA, there are many forms of the GGA, such as Perdew and Wang (PW) [125],
and Perdew, Burke, and Ernzerhof (PBE) [126], due to the lack of universal format for the
GGA.
Although both approximations are popular in DFT calculations, they still have
limitations. One of the biggest issues for them is the self-interaction error. From Eq. (2.11)
we can see that each electron lives in the field created by all the electrons including itself,
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through the Hartree and exchange-correlation potentials. The self-interaction problem is
strictly unphysical, and leads to the spurious delocalization of the Kohn-Sham eigenstates,
especially in the d and f orbitals. Another issue is the well-known band gap problem, where
the standard DFT underestimates the fundamental gap of most semiconductors.
Furthermore, the van der Waals interactions are not considered in the DFT calculations,
which is especially important for 2D materials.
One approach to study systems with localized d and f electrons is to include an orbital
dependent potential Ueff, i.e., (U-J) in order to better describe the strong on-site interaction
of d and f states [127]. The strength of the on-site interactions is usually described by
parameters U (on site Coulomb) and J (on site exchange), which are obtained semiempirically. And the total energy of the system is expressed as [127]:
𝐸𝐷𝐹𝑇+𝑈 = 𝐸𝐷𝐹𝑇 + ∑
𝑎

𝑈eff
Tr(𝜌𝑎 − 𝜌𝑎 𝜌𝑎 ) ,
2

(2.17)

where 𝜌𝑎 is the atomic orbital occupation matrix. This method can be understood as adding
one penalty functional to the standard DFT total energy expression that forces the on-site
occupancy matrix in the direction of idempotency, i.e., to either fully occupied or fully
unoccupied levels.
Another more attractive approach is the hybrid functional method [128], in which the
exchange-correlation potential (VXC) is calculated by mixing VXC from a standard DFT
calculation (LDA or GGA) with a fraction of exact Hartree-Fock exchange:
𝐷𝐹𝑇
𝑉𝑋𝐶 = 𝑉𝑋𝐶
+ 𝛼(𝑉𝑋𝐻𝐹 − 𝑉𝑋𝐷𝐹𝑇 ) ,

(2.18)

𝐷𝐹𝑇
where 𝑉𝑋𝐶
is the exchange-correlation potential from standard DFT calculation, 𝑉𝑋𝐻𝐹 and

𝑉𝑋𝐷𝐹𝑇 are the exchange potentials from Hartree-Fock and DFT, respectively. The term 𝛼 is
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the fraction of Hartree-Fock used in the calculation of the exchange potential. However,
due to the highly time-consuming nature of the hybrid functional method, we will not use
it in this dissertation.

2.3 Pseudopotential Theory
So far we have justified the exchange-correlation functional with the proper
approximations, the next thing we need to specify is the external ionic potential in order to
solve the Kohn-Sham equations. It is known that when atoms are placed in the solid, the
core electron are largely unaffected, and the only thing we need to consider is the valence
electrons of the atoms. Based on this idea, the pseudopotential approach has been
developed to separate the two sets of states [129], which allows us to take the “frozen” core
electrons out of the consideration and to create a smoother potential for the valence
electrons, as shown in Figure 2.1. Compared with the all-electron method, the
pseudopotential method can significantly reduce the number of basis sets and make it easy
to solve the Kohn-Sham equations.
In the pseudopotential approach, valence wavefunctions tend to have rapid oscillations
near the core electrons, since they should be orthogonal to the core states. This can cause
a problem because it requires many Fourier components to describe the wavefunctions
accurately. In order to solve this issue, the projector augmented wave (PAW) method has
been proposed [131]. By transforming these rapidly oscillating wavefunctions into smooth
wavefunctions, the PAW approach provides a way to calculate all-electron properties from
these smooth wavefunctions. The key advantage of the PAW method is that it allows for
the pseudized valence wavefunctions to retain their complex structure near the atomic cores,
while still allowing for them to be expanded in terms of a plane wave basis set.
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2.4 The Variational Principle
The variational principle states that for a given Hamiltonian, any trial wavefunction
will have an energy expectation value that is greater than or equal to that of the true
ground state wavefunction. Based on this statement, we can solve the Kohn-Sham
equations iteratively, as shown in Figure 2.2.
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CHAPTER III INTERACTION BETWEEN POINT
DEFECTS AND STACKING FAULTS IN 3C-SIC
The interaction between point defects and stacking faults in 3C-SiC is studied using an ab
initio method based on density functional theory. Our simulations show that the glide of
the C-Si bilayer in the stacking fault region definitely affects the configurations of intrinsic
defects and their behaviors, especially in the case of Si interstitials. The existence of an
intrinsic stacking fault (missing a C-Si bilayer) shortens the distance between the
tetrahedral site and its second-nearest neighboring silicon layer, causing the tetrahedral Si
interstitial to become unstable. Instead of tetrahedral configurations with four C neighbors,
pyramid-like Si interstitials with a defect state within the band gap become stable in this
region. In addition, orientation rotation occurs in these split interstitials due to the existence
of stacking faults. Diffusion performance indicates that these rotations have opposite
effects on the migration of Si and C interstitials in the stacking fault region. The lower
barriers for Si interstitial diffusion near the faults may be responsible for the enhanced
defect annihilation observed under irradiation in 3C-SiC with high densities of stacking
faults. Furthermore, our analyses of ionic relaxation and electronic structure of vacancies
show that local environment around vacancies is more complex than that in bulk.
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3.1 Introduction
Nanostructured materials have opened a new door for research in nuclear applications
due to excellent radiation-resistant properties. The increased volume fraction of
intergranular regions or interfaces in these materials, such as stacking faults (SFs), plays a
critical role in damage evolution under irradiation [19-22]. Recently, Zhang et al. [19, 20]
reported improved radiation-resistant behavior in nano-engineered SiC (NE-SiC) with high
stacking fault densities, which has been further confirmed by experimental evidence [22].
Although it has been experimentally suggested that the enhanced defect recombination
and annihilation rates are related with the presence of the stacking faults in NE-SiC, no
clear atomic-level pictures explain why irradiation-induced defects are more readily
annihilated in NE-SiC than in the bulk. Up to now, most computational studies have
focused on either stacking faults or native defects. For stacking faults, they studied the
thermal and electronic properties [86-93], while for native defects, they investigated the
configurations, thermal and electronic properties [38-40] as well as the kinetic properties
[39, 40, 45-47] in bulk materials. Even though one recent work considered the formation
of native point defects near the stacking faults [96], they assumed that stacking faults hasve
no influence on the defect configurations, and all intrinsic defects were in neutral charge
state. However, when considering the localized electronic structure and complex geometry
structure near stacking fault, defect configurations may be different from that in bulk and
the defect charge states would be more than neutral state. These variations may affect the
behavior of intrinsic defects near the stacking faults. Thus, further comprehensive studies
are necessary to reveal the correlation between native point defects and stacking faults.
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In this work, we present a computational study, based on density functional theory
(DFT), on the interactions of native point defects and stacking faults in 3C-SiC. We mainly
focus on the native point defects in an intrinsic stacking fault layer and the nearest-neighbor
layers, i.e. A1 (above) and B1 (below) layer, as shown in Figure 3.1. First, the possible
defect configurations near the stacking fault are examined. The ionic and electronic
structures, as well as the formation energies of these point defects, are then investigated
and compared with those in the bulk. We find that the existence of SFs affects defect
configurations and the local environment. Furthermore, the possible diffusion pathways
and migration barriers of defects near the stacking faults are investigated and compared
with those in the bulk.

3.2 Methodology
3.2.1 Computational details
All density functional theory calculations are performed with the Vienna Ab-Initio
Simulation Package (v.5.3.3) code using the projector augmented wave (PAW) method
[131]. The outer electrons, 3s2 3p2 for Si and 2s2 2p2 for C, are considered, while others are
regarded as core electrons. The exchange-correlation is treated in the generalized gradient
approximation (GGA) as parameterized by Perdew, Burke, and Ernzerhof (PBE) [126].
The model of a stacking fault in 3C-SiC is created based on Refs. 82-84. The stacking fault
is repeated after a certain number of C-Si bilayers layers along the [111] direction. Thus,
it is necessary to ensure that there are enough well-stacked C-Si bilayers to avoid the selfinteractions between the faulted layers. After careful tests of the convergence with respect
to the energies and the atomic coordinates, we confirmed the eight double layers for our
system (ABC/BCABC) to be sufficient, which is similar to the previous works [132]. In
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this case, we built one 3×3×8 supercell, which contains 144 atoms. The sufficient supercell
size is validated using different supercell sizes of 2×2×8, 3×3×8, and 4×4×8, containing
64, 144, and 256 atoms, respectively. The estimated errors for the formation energies are
less than 0.28 eV, which do not significantly affect our later discussions and conclusions
as shown in Figure 3.2. Detail information can be found in Ref. 37. All computations are
performed with a cutoff energy of 600 eV for the plane wave basis set and with spinpolarized conditions. The k-point mesh is set 3×3×1 or denser. Both errors from the cutoff
energy and the k-point convergence are less than 1 meV/atom. All lattice parameters and
atomic coordinates are fully relaxed until the forces on individual atoms are smaller than
1×10-3 eV/Å. Diffusion path and migration barriers of defects are investigated by the
climbing-image nudged elastic band (CI-NEB) method [133].
3.2.2 Determination of Defect Configuration
The structures of atomic vacancies, VSi and VC, are straightforward since there is only
one crystallographically inequivalent site for each atom. In contrast, the structures of the
interstitial are more complex, especially near the SF region. Even though many previous
studies have been done to determine the configurations of interstitials in bulk [38-40],
considering the glide of stacking sequence layers and the change of complex electronic
structure of the SF layer, more detail work should be done to determine the interstitial
configurations near the SF region. In this study, the meshing method [134] is used to map
all the open spaces in the stacking fault region. Because of the symmetry of the SF layer, a
3×3×10 mesh-points region is built in three layers in the SF region (both below and above
SF layer, and at the SF layer), as shown in Figure 3.1, and then a Si or C interstitial atom
is added individually into each mesh space. Finally, we fully relax the system to search for
29

the local stable position in DFT calculation. By doing this method, various potential
interstitial configurations are determined and will be discussed below. We believe that this
method would be useful for the determination of interstitial configuration in other complex
structures such as grain boundaries, dislocations and some other complex defects, which
would be important for the investigation of defect coupling effects.
3.2.3 Defect Formation Energy and Transition Energy
The formation energy of a defect in a charge state 𝑞 is given in Ref. 135:
𝐸𝑓 (defect, 𝑞) = 𝐸𝑇 (defect, 𝑞) − 𝐸𝑇 (perfect) + 𝑛Si 𝜇Si + 𝑛C 𝜇C
perfect

+𝑞(𝜀𝐹 + 𝐸VBM

perfect

defect
+ (𝑉𝑎𝑣
− 𝑉𝑎𝑣

)) ,

(3.1)

where 𝐸𝑇 (defect, 𝑞) is the total energy of a supercell with a defect in a charge state 𝑞 and
𝐸𝑇 (perfect) is the total energy of a perfect supercell in the neutral state. nSi and nC are the
number of Si and C atoms being transferred to/from an atomic reservoir to form a defect,
and 𝜇Si and 𝜇C are the atomic chemical potentials of Si and C, respectively. 𝑞 is the number
of electrons transferred to/from the electronic reservoir. 𝜀𝐹 is the Fermi level measured
from the valence band maximum (VBM), which changes within the band gap, Eg. In this
work, the calculated Eg = 1.4 eV for bulk 3C-SiC is smaller than the experimental value of
2.39 eV, which is a typical issue of DFT. The correction for the band gap was discussed
elsewhere [38]. In the case of a system with stacking faults, there is no obvious variation
in the band gap value compared with that in the bulk, except the slight vibration at the band
edge, which is similar to previous results [87, 88, 90]. Thus, the same band gap is used in
this work. 𝐸VBM is the energy of the valence band maximum in the perfect supercell. The
perfect

defect
term (𝑉𝑎𝑣
− 𝑉𝑎𝑣

) in Eq. (3.1) is an electronic potential shift term [135, 136]. This
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alignment is necessary for the finite size supercells with defects under periodic boundary
conditions, since 𝐸VBM in a defective supercell is in general different from that in a perfect
supercell, especially for the highly charged defective supercell [137]. In this work,
electronic alignment is based on the electrostatic potentials. The difference between the
electrostatic potential of an atom far from the defect in the defective supercell and in a
perfect supercell is taken to be the electronic shift [38, 136]. The chemical potentials of Si
and C, 𝜇Si and 𝜇C in Eq. (3.1) were discussed elsewhere [37].
The defect transition level between charge states 𝑞 and 𝑞 ′ , ε(𝑞 ⁄𝑞 ′ ) is defined as the
following equation [135, 138]:
′

ε(𝑞 ⁄𝑞

′)

=

𝑞
𝑞
𝐸𝑓,VBM
− 𝐸𝑓,VBM

𝑞′ − 𝑞

,

(4)

𝑞
where 𝐸𝑓,VBM
is the formation energy of defect with charge state 𝑞 when the Fermi level

is located at the VBM (for 𝜀𝐹 =0).

3.3 Results and Discussion
As a simple and partial illustration of the accuracy of the computational method, we
compare previous work for point defects formation energy calculations in bulk materials
with those obtained with our present method as given in Table 3.1.
3.3.1 Defect Configuration and Formation Energy
3.3.1.1 Silicon Interstitials
Six dynamically stable Si interstitial configurations near the SF layer are depicted in
Figure 3.3. There are tetrahedral configurations with four C neighbors (SiTC) below the SF
layer (Type 1) and split-interstitial configurations along <110> directions (Sisp<110>) (Type
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2 and 6), which are similar to those in the bulk [38-40]. Besides these, the pyramid-like
interstitials (Type 3 and 5) can be created by the glide of the C-Si bilayer near the SF layers.
Unlike the SiTC, only three C lattice atoms around the Si interstitial form a pyramid-like
configuration; whereas the Si-C bond length and angles are identical with that in the welldefined SiTC. Another configuration is the rotated split interstitial, denoted as Type 4.
In fact, the missing of one C-Si bilayer along the sequence stacking makes the distance
between the tetrahedral site and its neighbor Si layers become very small, and thus forming
a strong repulsion field in this site and inducing the tetrahedral interstitial, SiTC, near the
SF layers to become unstable. Instead, the pyramid-like interstitials replace the tetrahedral
one and connect with three neighboring C atoms. Bader charges analysis is performed for
these Si interstitials, it is found that the effective Bader charge for the Si interstitial in
Pyramid-like configurations is larger than that for SiTC by 1.2|e| and that for Si lattice atoms
by 1.1|e|. In fact, the Bader charges for Si and C lattice atoms in perfect 3C-SiC are 1.34
|e| and 6.66 |e|, respectively, which is in good agreement with a previous study [140]. The
extra electrons can form dangling bonds and become bonding states within the band gap,
as shown in Figure 3.4. Similar results are also found for other charge states as discussed
below. Concerning the SiTC, no localized in-gap states are formed, regardless of charge
states, which is consistent with previous studies [38]. These results suggest that the
different packing sequence of C-Si bilayers remarkably influence on the defect
configurations and their electronic structures.
In addition, the Sisp<110> in the SF layer is unstable, and it rotates into the pyramid center
and tends to occupy the pyramid-like site, making the distance between the pyramid center
and one of Si interstitials less than 0.11 nm, much smaller than that in bulk, which is about
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0.167 nm. Simultaneously, another Si interstitial tends to approach the tetrahedral site from
the layer below, as shown in Figure 3.5. Compared with the identical effective Bader
charges of Sisp<110> interstitial in the bulk, the feature of the rotated split interstitial in the
SF layer is different. The difference in Bader charges between the two Si atoms in the
rotated split Si interstitial is larger than 1 |e|, which means that charge redistribution has
occurred due to the rotation; while in the bulk the Bader charges for both Si atoms in Sisp<110>
are identical, about 2.43 |e|. The asymmetric charge redistribution, forming the local
polarization, increases the energy landscape of these rotated Si interstitials, making them
to become metastable configurations and readily transforming into some other stable
configurations. The diffusion behavior of these interstitials will be reported below.
The formation energies of Si interstitials in the bulk and SF region are shown in Figure
3.6 as a function of Fermi energy. In this work, we consider the Si-rich condition; for the
C-rich condition, the defect formation energies increase by 0.305 eV. The formation
energies of these charged defects in different ranges of the Fermi level are indicated. When
the Fermi level is closer to the VBM, i.e. p-type material, the formation of the pyramidlike Si interstitial is more energetically favorable than other silicon interstitials near the SF
and comparable with that of the SiTC in the bulk. These results indicate that the pyramidlike Si interstitial is one of the primary defects near the SF layer in p-type materials. In
addition, the formation energy of the SiTC (Type 1) in the SF region is much higher than
that in the bulk, suggesting that this kind of interstitial configuration becomes metastable
in the SF region. This is understandable from the local atomic structure. The distinctive
relaxations of in-plane and out-of-plane neighboring C atoms around SiTC lower the local
symmetry into C3v, which increases the total energy of the system and thus increasing the

33

formation energy of the defect. Around the mid-gap and conduction band edge, i.e.,
compensated and n-type conditions, while the split-interstitial in the B1 layer, Type 2, is
more energetically favorable than the others, but it is still larger than that of Sisp<110> in the
bulk. These general high defect formation energies indicate that the defect concentration
near the SF layer is lower than that in the bulk, especially in compensated and n-type
materials.
The thermodynamic transition levels of the Si interstitials are depicted in Figure 3.7.
Only energetically favorable defects are considered, since these defects would have high
concentrations compared with others under equilibrium conditions, and may have
significant influence on electron transitions. Comparing with these transition levels with
those in the bulk, a bulk-like behavior is observed for both the Sisp<110> (Type 2) and the
pyramid-like Si (Type 3 and Type 5). The (+1/0) and (0/-1) for Type 2 are 0.87 eV and
1.78 eV, respectively; and the (+2/+1), (+1/0) and (0/-1) for Type 3 (Type 5) are 1.06
eV (0.75 eV), 1.45 eV (1.47 eV) and 2.04 eV (2.06 eV), respectively. This is reasonable
when considering the negligible variation in the magnitude of the band-gap in 3C-SiC with
stacking faults. However, the +3/+2 transition level disappears at 0.13 eV for the pyramidlike interstitial. This may result from the resonance near the valence band edge, where more
electrons and holes are localized near the valence band edge and induce the disappearance
of deep donor level [90].
3.3.1.2 Carbon Interstitials
In Figure 3.8, we have depicted three dynamically stable carbon interstitial
configurations near the SF layer. The C split interstitials with different orientations exist
near the SF layer, a Csp<100> configuration in the A1 and B1 layer for Type 1 and 3, and a
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Csp<110> configuration in the SF layer for Type 2. Similar to the Si split interstitial, the
energetic favorite Csp<110> in the SF layer, which is metastable in bulk material, is rotated
from a C split interstitial along <100> direction due to the existence of the SF. The two C
atoms that comprise the split interstitials along the <100> and <110> directions in the SF
region have an identical separation distance and Bader charges, which are similar to that
of Csp<100> in the bulk. These results indicate that the bond strengths in these split
interstitials are comparable. The bonding states of both Csp<100> and Csp<110> near the SF
layer are manifested by a large outward relaxation of the first-nearest-neighboring Si ions
and a slight outward relaxation of the second-nearest-neighboring C ions. The
corresponding energy associated with the relaxation for Csp<100> and Csp<110> is 3.84~4.85
eV and 3.91~4.82 eV, respectively, which are comparable with that for Csp<100> in the bulk,
about 3.84~4.84 eV for different charge states. These results suggest that the rotated split
C interstitial along the <110> direction in the SF region has similar properties as that along
the <100> direction.
The formation energies of these C interstitials are shown in Figure 3.9 as a function of
Fermi level for the Si-rich condition. For the C-rich condition, the formation energy for all
carbon interstitials decreases by 0.305 eV. It is found that the formation energies of these
defects near the SF layer are comparable with each other, which is consistent with the
above discussion. The transition levels of these C interstitials are discussed and
summarized in Figure 3.7. Similar to the case for Si interstitials, the transition levels of
these C interstitials near the SF layer show bulk-like behavior within the band gap, where
(+1/0) and (0/-1) are equal to 0.9 ~ 1.03 eV and 1.71~1.76 eV, respectively. These results
indicate that the existence of the SF has no significant effect on the dopant state within the
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band gap. In contrast, near the valence band edge, the transition levels are different, which
suggests that the existence of stacking faults do influence the deep donor levels. Such an
effect may pave the way to modify conductivity in 3C-SiC via engineering the density of
stacking faults.
3.3.1.3 Vacancies
The properties of C and Si vacancies in bulk 3C-SiC have been studied in detail in
previous studies [38, 39, 139, 141-143]; in the present work, we summarize these results
as a reference for comparing with vacancies in the SF layers. From geometrical
considerations, both unrelaxed vacancies have Td symmetry surrounded by four dangling
bonds of the nearest neighbors. After relaxation, however, a strong Jahn-Teller effect
occurs due to an energy gain via the reduction symmetry of C vacancy depending on the
charge state. In Table 3.2, two relaxation parameters are given, the displacements of the
four nearest-neighboring atoms around the vacancy, b, and the nearest-neighboring
distance, d. In bulk 3C-SiC, we find a strongly inward Jahn-Teller distortion with D2d in
both neutral and negative states, while the effect is weakened for VC+ and vanishes for VC2+
which is in good agreement with previous works [33, 34, 138, 140-142]. For positive
charge states VC+ and VC2+, as indicated in previous studies [38, 39, 139, 141-143], an
outward relaxation is observed in Table 3.2. Previous study on the C vacancies in 3C-SiC
[139] reported that the strong Jahn-Teller effect results from the overlaps of the extended
silicon dangling bonds around the C vacancy, inducing a splitting of the p-orbitals in the
sp3 hybridization. Similar results can also be found in Si [144] and 4H-SiC [139, 141]. We
can expect that the Jahn-Teller effect could also occur in the 3C-SiC with SFs. However,
because of the different stacking sequence near the SF, a built-in strain field is created to
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stabilize the short-period hexagonal turns [90]. The inequivalence of these dangling bonds
surrounding the vacancy site leads to a reduction of local symmetry from Td to C3v even
before relaxation, which is similar to that in 4H- and 6H-SiC [139, 144, 145].
For the VC in the SF layer, it is interesting to note that relaxation parameters parallel
(//) and perpendicular (⊥) to the SF layer are distinguishable. In the cases of negative and
neutral charge states, three nearest-neighboring in-plane Si atoms move along the SF layer
toward the vacancy site; while the out-of-plane Si atom which are perpendicular to the SF
layer, moves away from the vacancy site, reducing the ideal tetrahedral symmetry to a C3v
symmetry. In the cases of positive charge states, the surrounding four Si atoms displace
away from the vacancy site, while the displacement perpendicular to SF layer is slightly
larger than that in the parallel directions. Unlike the reduced point-group C1h in 4H-SiC
[139], the symmetry of the carbon vacancy in the SF layer remains C3v. This behavior is
understandable when considering the equivalent density of states of these in-plane Si atoms
in the SF layer as described in Figure 3.10 (a). These results demonstrate that stacking
faults inhibit the Jahn-Teller distortion during the relaxation and maintain the local
symmetry around the carbon vacancy.
For the VSi in bulk 3C-SiC, the strongly localized carbon dangling bonds tend to form
sp2 like bonds with their neighboring silicon atoms, making high symmetry geometry,
similar to the Ga vacancy in GaP [146] and the vacancy in diamond [147]. For the Si
vacancy in the SF layer, on the one hand, the localized carbon dangling bonds force the
creation of a geometry with a symmetry as high as possible. From Table 3.2 we can clearly
see that the local point group is generally Td, except for the case of doubly negative charge
state. In fact, such a high-symmetry state has been experimentally observed for the singly
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negative charged silicon vacancy in SiC [148]. On the other hand, the built-in strain field,
due to the existence of SFs, attempts to cause an unbalanced electronic distribution of outof-plane and in-plane silicon atoms. This behavior can be observed, if we compare the
PLDOS of these surrounding C atoms, as described in Figure 3.10 (b); the localized
dangling bonds form a defect state above the valence band edge, with energy of 0.1 eV~
0.2 eV. In comparison with the PLDOS of these out-of-plane and in-plane C atoms, the
states of the out-of-plane atoms near the valence band edge are slightly different from these
congruent in-plane atoms, especially in the case of the -2 charge state. These results suggest
that the local electronic environment of the Si vacancy near the stacking faults is
asymmetric, which affects the motion of carriers in that region.
The formation energies of C and Si vacancies in the SF layer are calculated as shown
in Figure 3.11 (a) and (b). These formation energies significantly depend on the Fermi level.
The lowered symmetry, due to the built-in strain field near the SF layer gains energy,
increases the formation energy of vacancies. On the other hand, the inhibition of the JahnTeller effect in the carbon vacancy system and the tendency of high symmetry in the silicon
vacancy system cost energy and decrease the formation energy of these vacancies. The
transition levels for the charge states of vacancies in both the bulk and the SF layer are
compared in Figure 3.11 (c). In the present work, the negative-U effect for VC+ in the bulk
is not observed, which is consistent with the previous work using GGA and HSE methods
[38] and DFT-LDA method [141], but different from the previous DFT-LDA results [39,
139]. In fact, the identification of VC+ has been reported by means of ESR for p-type 3CSiC irradiated with protons [149]. It is worth noting that, similar to that for the interstitial
cases, the levels of vacancies within the band gap are similar to those in the bulk, except
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for the deep donor level near the valence band edge. In the case of the C vacancy in the SF
layer, the transition levels for the vacancies are located at 0.33 eV, 1.10 eV and 1.80 eV
for +2/+1, +1/0 and 0/-1, respectively. For the VSi, the (0/-1) and (-1/-2) are 0.87 eV and
1.86 eV, respectively.
3.3.2 Migration Behavior
3.3.2.1 Vacancies
Four migration pathways, parallel (path 1 and 2) and perpendicular (path 3 and 4) to
the SF layer, are considered for both C and Si vacancies, as shown in Figure 12, and the
energy barriers along these pathways are given in Table 3.3. It is interesting to note that
the migration barriers for the C vacancies along the SF layer are lower than those in the
orthogonal direction. This behavior can be explained by the asymmetrical relaxation near
the SF layer [37, 90]. Specifically, the small local strain field introduced by SFs causes the
Si atoms surrounding the C vacancies to displace outward along the perpendicular direction
[37]. This makes the distance between the second C neighbors and C-site vacancy in the
parallel direction shorter than that in the perpendicular direction, and thus lowers the
migration barrier along the SF layer. Indeed, the mechanism of migration for the Si vacancy
has some analogical features as in the case of C vacancy. The asymmetry relaxation due to
the existence of SF makes the distance between the second Si neighbors and Si-site vacancy
asymmetric. However, concerning the strong electron-electron interaction in these Si
vacancies, the mechanism would be more complex.
Another striking feature is that the barriers for vacancies increase as the number of
electrons decreases, which suggests that the ability of trapping electrons around the
vacancy can enhance its mobility. This is straightforward when considering the relaxation
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parameters at different charge states. By using DFT-LDA method, Bockstedte et al. [39]
obtained the similar results in bulk 3C-SiC. In fact, the diffusion of vacancy is essentially
the diffusion of the second neighbor ions into the vacancy site. During the process, the
transition state would be an interstitial with two vacancies, the extra electrons around the
common atom occupy defect levels within the band gap accompanied by a relaxation
toward the vacancy site, thus reducing the migration barrier. Similar results can also be
found for the Si vacancies.
Furthermore, compared with the mobility of vacancies in bulk 3C-SiC, we find that the
migration barriers for both vacancies along the SF layer are lower than those in the bulk,
indicating that the existence of SFs enhances the mobility of vacancies in the parallel
direction. However, the high migration barriers for vacancies in both the SF and bulk
suggests that the mobility of vacancies may be not the underlying mechanism of the
enhanced defect annihilation.
Besides the second neighbor hops, the transformation of the Si vacancy with its nearestneighbor atoms, such as VSi↔VC-CSi [39], is also considered, as shown in Table 3.3. In the
parallel direction, it is found that the barriers for defect transformation are much higher
than those for second neighbor diffusion paths; however, contrasting results can be
observed in the orthogonal direction, especially for the neutral charge state. In addition,
these barriers for transformations near the SF are higher than those in the bulk, suggesting
that the existence of SFs inhibits the transformation of VSi into the complex defect VC-CSi.
3.3.2.2 Carbon Interstitial
According to above results, the lowest energy configurations for C interstitials are
Csp<110> in the SF layer and an identical Csp<100> below and above the SF layer. These
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interstitials would be the initial and final states in the migration pathway. Since no other
configurations near the SF layer have been found, we only consider the direct hop
mechanism between the most stable sites. By performing a saddle point search for charge
states from +1 to -1, we obtain all the possible migration pathways, including the directions
parallel and perpendicular to the SF layer. For example, along the SF layer direction, the
initial and final interstitials have the same configuration, Csp<110>; at different positions, as
shown in Figure 3.13 (a) and (c), the saddle point search yields the transition state by
searching the minimum energy paths (MEPs). In Figure 3.13, the lowest energy pathway
for the diffusion of the Csp<110> along the SF layer direction is for one of the C interstitials
in the dumbbell configuration, close to a neighboring Si atom, to form a metastable C-Si
split interstitial, as shown in Figure 3.13 (b), while the other C atom returns into the C
lattice site. This C-Si split interstitial rotates to allow the C interstitial to jump to the
neighboring C site to form a new Csp<110>, and the displaced Si atom returns to its original
position. For the diffusion of the Csp<100> along the SF direction, similar results are found,
regardless of the charge state. In fact, when considering similar properties for Csp<100> and
Csp<110> as discussed above, the comparable migration barriers for both configurations are
reasonable. All of these lowest migration barriers are summarized in Table 3.4.
In the perpendicular direction, the migration behavior follows a similar process as those
in the parallel cases, except that the initial and final states are in different orientations and
layers. Since they have different orientations, there would be an additional rotation in the
migration path. Thus, the migration can be composed of two steps, the first step is similar
to the parallel case, where one of carbon atoms in the dumbbell moves up or down towards
a neighboring silicon atom and kicks it to form the C-Si split interstitial; at the same time,

41

the other carbon atoms returns into the carbon lattice site. The second step is that the carbon
atom in the new formed C-Si split interstitial rotates towards the next-layer carbon atoms,
forming the final C split interstitial, and the displaced Si atom returns to its original position.
This process will gain energy and increase the migration barrier. The corresponding
migration barriers are shown in Table 3.4. Compared with those for the parallel cases, interplane diffusion is less probable, which suggests that the existence of the SF layer changes
the local defect energy landscape and affects the migration pathway of the C interstitials.
In order to further study the influence of SF layer on the mobility of C interstitials, we
compare the diffusion of C interstitials in the bulk with that in the SF region (Table 3.4).
Based on a previous study [39], the direct hop from Csp<100> to Csp<100> is the most
energetically favorable pathway in the bulk. Thus, in this work, we only consider this
process. It is noted that the intra-plane mobility of the C interstitials near the SF layer is
comparable with that in the bulk, especially for the positive and neutral charge state; while
in the negative charge state, the migration barrier in the SF region is twice as high as that
in the bulk. These results indicate that the influence of stacking faults on the mobility of C
interstitials depends on the localization of electrons or holes near the SFs. Under holelocalized (p-type) or compensated conditions, the existence of the SF layer has no
significant effect on the intra-plane diffusion, but inhibits the inter-plane diffusion. In the
electron-localized case, i.e. n-type, both directions are blocked. Therefore, the migration
of C interstitials cannot be responsible for the enhanced defect annihilation near the SFs.
3.3.2.3 Silicon Interstitial
In above sections, we have shown that the two most energetically favorable Si
interstitial configurations are the pyramid-like (type 3 and type 5) and <110>-oriented split
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interstitial (type 2) in p-type and compensated or n-type materials, respectively. Besides
that, many metastable configurations exist near the SF layer. Thus, the migration between
the energetically favorable sites may involve these metastable configurations as an
intermediate site or may proceed by direct hops. In order to clarify the migration
mechanism, we examined all of these migration pathways, under the assumption that the
charge state is not altered during the diffusion. Depending on the migration direction, i.e.
perpendicular and parallel to the SF layer, different migration paths can be found as
described in Table 3.5. In addition, the most possible migration paths in bulk 3C-SiC are
also given as a reference.
Under p-type conditions, the most stable interstitial is the pyramid-like Si interstitial,
which exists in two different positions near the SF layer, as shown in Figure 3.3. In the
perpendicular SF plane direction, we consider two different types of migration mechanisms:
(1) a direct hop between type 3 ↔ type 5, and (2) a kick-out mechanism, type 3 ↔ type 4
↔ type 5, taking the Si split interstitial in the SF layer as an intermediate site, as shown in
Figure 3.14 (a)-(d). In the latter case, the pyramid-like Si interstitial first moves toward a
Si neighbor and kicks it out of the lattice site, forming a split interstitial along <110>
direction in the SF layer, as shown in Figure 3.14 (b). Due to the existence of the SF layer,
a rotation of this split interstitial will continually drive it to diffuse into the pyramid-like
site, as discussed above, which decreases the diffusion barrier. In the first step, as shown
in Figure 3.14 (a) and (b), the corresponding barriers are 0.65 eV and 0.92 eV for the +1
and +2 charge states, respectively. In the second step, in Figure 3.14 (c) and (d), the
diffusion distance between type 4 and type 5 becomes shorter due to the rotation, thus
lowering the barriers to 0.18 eV and 0.10 eV for the +1 and +2 charge states, respectively.
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In the opposite direction, type 5→ type 4→ type 3, a similar diffusion behavior is observed.
The migration barriers are about 0.89 eV and 0.83eV for the +1 and +2 charge states in the
first step, respectively; and about 0.21 eV and 0.12 eV for the +1 and +2 charge states in
the second step, respectively.
In the direct hop mechanism, the migration pathway passes through the SF layer
perpendicularly. The transition state lies in the SF layer with a strong repulsion on the
surrounding Si neighbors. The migration barrier for this path is about 2.6 eV, regardless of
the charge states. From these results, we can confirm that the kick-out mechanism in the
perpendicular direction is predominant. In addition, compared with the migration barrier
in the bulk, as summarized in Table 3.5, the inter-plane mobility of Si interstitials in the SF
region is enhanced due to the rotation.
Since the pyramid-like Si interstitials can sit within different layers, as shown in Figure
3.14 (a) and (b), there are two separate migration pathways in the parallel direction. In the
first case, for the position between the SF and the B1 layer, three migration mechanisms
should be considered: (1) a direct migration between type 3↔ type 3. The migration barrier
in this process is much higher than other mechanisms, thus it would not be easy to occur at
room temperature. (2) a kick-out mechanism, that prefers the Sisp<110> as an intermediate
site, type3→ type 2→ type 3, which is similar with that in bulk. Since for Si sp<110> in type
2 the charge state +2 is not the ground state, a charge transfer could occur, which can
increase the barrier. From the higher migration barrier, we know this path is not very likely.
(3) a kick-out mechanism, type 3→ type 4→ type 3, as mentioned above, where the
pyramid-like interstitial moves along the SF layer and kicks out a neighboring Si atom,
thereby forming a metastable Si-Si split interstitial in the SF layer, as shown in Figure 3.14
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(f). Once a new pyramid-like Si interstitial is formed, the displaced Si atom returns to its
original position. The migration barrier in this process is about 1.02 eV and 1.58 eV for the
+1 and +2 charge states, respectively. In the second case, for the position between the SF
and the A1 layer, the migration proceeds in a similar manner, except these processes occur
above the SF layer. Like the first case, the kick-out mechanism possesses the lowest
migration barrier, about 0.79 eV and 1.23 eV for the +1 and +2 charge states, respectively.
The above results demonstrate that the kick-out migrations for Si interstitials below and
above the SF layer are the dominant diffusion routes along the SF, and the barriers of these
migration pathways are smaller than those in the bulk, namely, 1.08 eV and 1.66 eV for
the +1 and +2 charge state, respectively.
In the compensated and n-type materials, the Sisp<110>, type 2, in the B1 layer is the
most stable configuration. Similarly, it has three possible migration paths in the parallel
direction. All these migration barriers are given in Table 3.5. The dominant diffusion
pathway is type 2→ type 3→ type 2, as shown in Figure 3.15, where one of the Si
interstitials in the dumbbell moves toward the pyramid site, while the other Si interstitial
returns to the lattice site. The pyramid-like interstitial continues toward a Si neighbor and
kicks it out of the lattice site, and then forms another split interstitial. The barriers for the 1 and neutral charge states are 1.10 eV and 0.94 eV, respectively. These barriers are smaller
than those in bulk, which have values of about 1.53 eV and 1.26 eV for the -1 and neutral
charge states, respectively.
According to the above results, we can find that the mobility of silicon interstitials have
been enhanced near the stacking fault layer generally, no matter the doping conditions.
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This may be one of the main reasons for the high annealing efficiency of point defects near
the stacking faults as reported in experiments.

3.4 Conclusions
In the present work, we have systematically investigated the interaction between point
defects and the stacking fault layer. Our DFT calculations show that the configurations of
interstitials are strongly modified by the glide of the C-Si bilayer, particularly in the case
of silicon interstitials. Six dynamic stable configurations for Si interstitials and three for C
interstitials are detected in the stacking fault region. The existence of the stacking fault
shortens the distance between the tetrahedral site and its second-nearest-neighboring
silicon layer, making the tetrahedral Si interstitial unstable. Instead, a new kind of
interstitial, i.e. pyramid-like interstitial with a dangling bond, will form. By analyzing the
electronic structures, we find that the dangling bond of the Si interstitial becomes a defect
state within the band gap.
In addition, the existence of stacking faults also affects the split interstitials in the
stacking fault layer and rotates them into other orientations. The rotation in the Si
interstitial is accompanied by an increasing energy landscape and tends to diffuse into other
stable sites, thus enhancing the mobility of Si interstitials in this region. However, in the
case of C interstitial, the rotated split interstitial has similar properties with the initial split
one, which reduces the mobility of C interstitials in the stacking fault region. We find that
the energy barriers for both Si and C vacancies and Si interstitials are decreased by ~1025% and ~20-50% near the stacking faults, respectively. In addition, the low energy
barriers for the Si interstitials indicates that Si interstitials are more mobile near the SFs.
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This may be one of the reasons for the high annealing efficiency of point defects near SFs
as reported in experiments.
Our analyses of ionic relaxation and electronic structure of vacancies show that the
built-in strain field due to the existence of stacking fault is dominant in the case of the C
vacancy and inhibits the Jahn-Teller distortion. Thus, the local point group of the C
vacancy in the stacking fault layer is converted to C3v. In the case of Si vacancy, the
strongly localized dangling bonds around Si vacancies competes with the built-in strain
field, making the local environment more complex, which result in asymmetrical diffusion
in the stacking fault region.
(Reproduced by permission of the journals of Computational Materials Science and
Scripta Materialia: http://www.sciencedirect.com/science/article/pii/S092702561630310X
and http://www.sciencedirect.com/science/article/pii/S1359646217303056 ).
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CHAPTER IV OXYGEN VACANCIES ENERGETICS IN
POTASSIUM TANTALATE THIN FILM
Due to lattice mismatch between epitaxial films and substrates, in-plane strain fields are
produced in the thin films, with accompanying structural distortions. Because of the strain
profile, local defect energetics are changed. In this work, the effects of in-plane strain fields
on the formation and migration of oxygen vacancies in KTaO3 thin films are investigated
using first-principles calculations. In particular, the doubly positive charged oxygen
vacancy (VO2+) is studied, which is considered to be the main charge state of the oxygen
vacancy in KTaO3. We find that the formation energies for oxygen vacancies are sensitive
to in-plane strain and oxygen position. The local atomic configuration is identified, and
strong relaxation of local defect structure is mainly responsible for the formation
characteristics of these oxygen vacancies. Based on the computational results, formationdependent site preferences for oxygen vacancies are expected to occur under epitaxial
strain, which can result in orders of magnitude differences in equilibrium vacancy
concentrations on different oxygen sites. In addition, all possible migration pathways,
including intra- and inter-plane diffusions, are considered. In contrast to the strainenhanced intra-plane diffusion, the diffusion in the direction normal to the strained plane
is impeded under the epitaxial strain field. These anisotropic diffusion processes can further
enhance the site preference, especially at low temperature.
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4.1 Introduction
Due to its interesting physical properties, KTaO3 has received much attention both
experimentally and theoretically. In bulk form, KTaO3 possesses a perovskite-type cubic
crystal structure and exhibits paraelectric behavior to the lowest temperature (0 K) [53-55].
However, in recent years, biaxial strains induced by epitaxy have been used to tune
ferroelectric properties [103-105]. By using thermal non-equilibrium techniques, such as
molecular beam epitaxy (MBE) or pulsed laser deposition (PLD), Tyunina et al. [103, 104]
grew KTaO3 thin films on single-crystal SrTiO3 substrate to induce a biaxial strain on the
order of -1.8%, and measured the temperature dependence of the in-plane dielectric
constant. Their results indicated that the nonpolar ground state of KTaO3 can be markedly
transformed, to a polar state, by applying small strains. Similar results have also been found
in SrTiO3 thin films, where epitaxial strains can dramatically induce ferroelectricity at
room temperature [100].
Several investigations have reported that the oxygen vacancies are easily formed in
perovskites because of the relatively low formation energy. Such defects are expected to
significantly influences the properties and functionality of perovskite thin films. For
example, the formation and distribution of oxygen vacancies have been proposed as the
source for the insulator-to-metal transition in SrTiO3-x thin films [150]. The local structural
relaxation, due to the existence of oxygen vacancies, is also proposed to affect the
ferroelectric properties in KTaO3 thin film [61, 151]. In addition, the migration and
redistribution of oxygen vacancies have been reported to play an important role in the
degradation of ferroelectric devices [152, 153]. Due to the important impact of the
formation and distribution of oxygen vacancies on the properties of perovskite film,
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clarifying the energetics of the oxygen vacancy, such as formation and migration energies,
in the perovskite thin films are quite crucial.
In this study, the formation and migration energies of oxygen vacancies in biaxially
strained KTaO3 are investigated using first-principles calculations. Concerning the
asymmetry of oxygen sites in a strained system, we have taken into account isolated V O2+
in two inequivalent sites: in the biaxial strain plane (IP-VO2+) and in the out of biaxial strain
plane (OP-VO2+), respectively, as shown in Figure 4.1. The reasons for the formation
behavior of these vacancies are analyzed. Based on these computational results, the
equilibrium defect concentration in strained KTaO3 at a typical growth temperature is
studied as a function of oxygen partial pressure and strain, and the site preference for these
oxygen vacancies is discussed. Finally, the possible migration pathways, including intraand inter-plane diffusions, of oxygen vacancies are investigated.

4.2 Methodology
Density functional theory (DFT) calculations are performed using the VASP code with
the projector augmented wave method (PAW) [131]. For K, Ta, and O, the PAW potentials
contain 9, 5, and 6 valence electrons, respectively, i.e., K: 3s23p64s1, Ta: 5d36s2, and O:
2s22p4. The exchange correlation functional of Perdew-Burke-Ernzerhof revised for solids
(PBEsol) [154] is used, which improves the equilibrium properties of solid. The defects are
simulated using a supercell of 135 atoms, which is a 3×3×3 repetition of the cubic KTaO3
unit cell with the 𝑃𝑚3̅𝑚 space group. A 2×2×2 k-point mesh is used for integrations over
the Brillouin zone. All the calculations are performed with a cutoff energy of 500 eV for
the plane-wave basis set and with spin-polarized conditions. Both errors from the k-point
convergence and the cutoff energy are less than 1 meV/atom. Structures and atomic
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coordinates are fully relaxed until forces on the ions converged to below 1×10-2 eV/Å. The
calculated lattice parameter is 3.996 Å for the cubic phase of KTaO3, which is consistent
with the experimental value of 3.988 Å [155]. To simulate the biaxial strain condition
imposed by the misfit substrate, the in-plane epitaxial strains are applied on the a-b plane
by changing the lattice constants along a and b axes from -2.5% (compressive strain) to
2.5% (tensile strain). For simplification, we assume an isotropic in-plane strain so that the
strained unit cell geometry of KTaO3 is tetragonal, |a|=|b|=a and |c|=c [103], and lattice
constant along the c-axis and the inner ion positions are fully relaxed. Here, the in-plane
strain value is defined as s = (a − a0 )⁄a0 , where a0 is the lattice constant of unstrained
cubic KTaO3, and a is the in-plane lattice parameter of biaxially strained KTaO3 film.
Negative means compressive in-plane strain and positive is tensile in-plane strain,
referenced to the unstrained cubic case. By using this method, we can isolate the pure strain
effect from other effects present in real thin film samples, such as structural defects,
chemical inhomogeneities, and interface effects. The possible symmetry groups are
obtained as the polar P4mm and Amm2, as well as the nonpolar P4/mmm, as discussed
below. Our system under biaxial in-plane strain is different from the slab model [156-158],
where the slab with vacuum or surface is periodically repeated to produce a supercell.
The oxygen vacancies in KTaO3 are created by removing oxygen atoms from the
perfect lattice. The formation energy of oxygen vacancy is determined by the expression:
perfect

∆𝐸𝑓 (VO𝑞 ) = 𝐸T (VO𝑞 ) − 𝐸T (perfect) + 𝜇O + 𝑞 (𝜀F + 𝐸VBM

𝑞

V

perfect

+ (𝑉𝑎𝑣O − 𝑉𝑎𝑣

)) , (4. 1)

where 𝐸T (VO𝑞 ) is the total energy of a KTaO3 supercell with one oxygen vacancy in charge
state q (here q is 2+) and 𝐸T (perfect) is the total energy of the host supercell. 𝜇O is the
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oxygen chemical potential, which is a function of temperature and pressure, as shown in
Figure 4.2. The detailed information can be found in Ref. [159]. According to previous
experimental reports [103, 104, 160], the typical growth temperatures for KTaO3 thin films
is at 1000 K, and the oxygen partial pressures can lie in the range of 10-10 ~ 1 atm, which
corresponds to oxygen chemical potential changes from -5.35 eV to -6.34 eV. In this study,
we choose the chemical potential, 𝜇O = -6.34 eV, corresponding to conditions at 10-10 atm
and 1000 K. 𝜀F is the Fermi level measured from the valence band maximum (VBM),
which changes within the band gap, Eg. In this work, we choose the same value of the
Fermi level in each strained case in order to compare formation energies under different
strain fields. The calculated Eg =2.2 eV in the cubic KTaO3 is smaller than the experimental
value, about 3.6 eV [161], which is a typical issue for GGA functionals [61, 162]. The
band-gap corrections are performed based on the characteristics of defect-induced
electronic states within the band gap. As expected, this correction term for VO2+ is zero in
perfect

our current work. 𝐸VBM
perfect

variation of 𝐸VBM
𝑞

V

perfect

(𝑉𝑎𝑣O − 𝑉𝑎𝑣

is the valence band maximum (VBM) in the perfect system. The

in different strain fields is shown in Figure 4.3. The term

) in Eq. (4.1) is the potential alignment correction, which is discussed

elsewhere [37]. Diffusion pathways and migration barriers of defects are investigated by
the climbing-image nudged elastic band (CI-NEB) method [133].
The image charge interaction is described in different supercell sizes of 2×2×2, 3×3×3,
and 4×4×4, containing 40, 135, and 320 atoms, respectively, as shown in Figure 4.4 In
order to consider the effect of strain field on the interaction, the formation energies are also
calculated with the in-plane strain as ±2.5% for each supercell. The results in Figure 4.4
demonstrate that the formation energies of IP- and OP-VO2+ decrease as the cell size
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increases, and the cell-size dependences are similar to each other. This behavior was also
found in previous studies of cubic SrTiO3 [163-165] and NaTaO3 [166]. In the current work,
the formation energy of OP-VO2+ under tensile conditions is significantly larger than that
in unstrained states; whereas under compressive conditions, it is obviously smaller than
that in unstrained states. In the case of IP-VO2+, under both compressive and tensile states,
the formation energies are slightly smaller than those in the unstrained cases. These results
suggest that the cell-size dependences do not alter the relative formation energies in
different strain fields, as discussed further in section 4.3. In addition, the similar
dependences of formation energies in strained and unstrained KTaO3 would not change the
following interpretation.

4.3 Results and Discussion
4.3.1 Atomic Structure of Defect-Free KTaO3
The influence of in-plane strain on the atomic structure of KTaO3 is characterized by
the relative ionic displacement and the changes in bond lengths, optimized cell volume and
lattice parameters, as shown in Figure 4.5. Similar to SrTiO3 [167], we find three distinct
regions (I, II, and III) in the strained of KTaO3, corresponding to different space groups, in
Figure 4.5 (a) (here we do not show the 𝑃𝑚3̅𝑚 space group for the unstrained KTaO3 for
clarity). For small tensile or compressive in-plane strains (-1% < s < 0.5%, II), the structure
of KTaO3 remains centrosymmetric, while the phase becomes P4/mmm. For large enough
compressive epitaxial strains (s < -1%, I), the Ta atom shifts up from the body-center
position; at the same time, the oxygen atoms move down from the face-center position in
order to stabilize the octahedral structure. The space group of the tetragonal phase is
transformed into the non-centrosymmetric P4mm, with polarization along the [001]
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direction. This process is different from that in SrTiO3, where rotation of the oxygen
octahedral to a I4/mcm phase transition has been found for large compressive strain fields
[106-108]. In KTaO3, however, we do not observe the transition to the I4/mcm phase even
for large compressive in-plane strains on the order of -5%. Above a critical value of tensile
strain (s > 0.5%, III), KTaO3 becomes ferroelectric and transforms to an orthorhombic
Amm2 structure. This is also a non-centrosymmetric structure with polarization along [110].
These results are in consistent with a previous study [103].
The Ta-O bond lengths are also examined in strained KTaO3, as shown in Figure 4.5
(b). Considering the above phase transitions, the Ta-O octahedral structure will not
maintain the Oh symmetry, and the corresponding Ta-O bond lengths become distinctive.
In phase II, the symmetry of octahedral structure lowers to D4h, and the in-plane Ta-O bond
lengths (Ta-O1/2 or Ta-O3/4) are different from the out-of-plane Ta-O bond lengths (TaO5/6). In phase I, the symmetry further lowers into C4v. The notable lift of Ta atom along
[001] causes the Ta-O5 bond length to be significantly larger than that of Ta-O6, while the
in-plane Ta-O bonds remain equivalent. Similarly, the Ta atom displaces, in phase III,
along [110], which lowers the symmetry to C2v. In this case, the Ta-O1/2 and Ta-O3/4 bond
lengths become different, while the Ta-O5/6 bond lengths become similar.
The strain dependence of the optimized cell volume is shown in Figure 4.5 (c). It is
found that in-plane strain leads to net changes in volume, which is similar to CaMnO3 [26].
In addition, it should be noted that the variation of volume is non-linear with in-plane strain,
i.e., the slopes in phase I and III are smaller than that in phase II. This behavior is also
reflected in the lattice parameters in Figure 4.5 (d), where the variation of out-of-plane
lattice parameter, c, is more rapid in phase I and III than in phase II; and compared with
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the variation in phase III, the change is steeper in phase I. These changes in slopes in the
c-axis lattice parameter and supercell volume are associated with the ferroelectric phase
transitions, which can be demonstrated by calculating the volume and the c-lattice
parameter of the biaxial strained KTaO3, without polarized phase transitions, as shown by
the dash line in Figure 4.5 (c) and (d). Similar behavior has been observed in other biaxial
ferroelectric films, such as BaTiO3 [101] and KNbO3 [102].
4.3.2 Defect Formation Behavior in Strained KTaO3
The formation energies of two different oxygen vacancies (IP- and OP-VO2+) in KTaO3
are illustrated in Figure 4.6 (a) as a function of the applied in-plane strain. The results reveal
that the formation energies of IP- VO2+ and OP-VO2+ have different responses to in-plane
strains. When the in-plane lattice constant decreases, both vacancies lower their formation
energies, which are in contrast to the variation of VO0 in BaTiO3 [23] and LaMnO3 [24],
where both vacancies increase their formation energies. This discrepancy is not surprising
in light of the different chemical expansion behavior for neutral and charged oxygen
vacancies [168, 169]. As shown in Figure 4.6 (b), the +2 charged oxygen vacancy, i.e VO2+,
in KTaO3 leads to lattice contraction, which is associated with lowering of the formation
energy for VO2+ in a compressive field; on the other hand, VO0 causes lattice expansion,
which may increase the formation energy of VO0 in a compressive field. Similar phenomena
have been reported in other perovskites, e.g. SrTiO3, BaTiO3 and CaTiO3, as well as some
fluorite, rock-salt and pyrochlore materials [170]. Based on the above argument, a large
contraction of the in-plane lattice parameter, with a corresponding net reduction of volume,
that occurs under compressive strain, as shown in Figure 4.5 (c) and (d), could be expected
to lower the formation energy of the IP-VO2+ more than that of the OP-VO2+. However, it
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should point out that the decrease in formation energy for the OP-VO2+ is more dramatic
than that for the IP-VO2+, when the in-plane lattice parameter decreases, as shown in Figure
4.6 (a). This unusual behavior is also demonstrated by the decrease in formation energy of
the IP-VO2+ with increasing in-plane tensile strain, as shown in Figure 4.6 (a), and
corresponding increase of the in-plane lattice parameter shown in Figure 4.5 (d). Therefore,
an argument based solely on chemical expansion [168, 169] cannot entirely explain these
results.
Indeed, the above trends with regard to the strain-dependent formation energy can be
readily understood through an analysis of the local structure upon creation of an VO2+. The
atomic configurations of the oxygen vacancy before and after relaxation are systematically
explored. Our calculations indicate that the presence of an VO2+ leads to an outward
relaxation of the nearest-neighboring Ta atoms from their ideal positions, which is
consistent with previous studies [61]. Table 4.1 summarizes the calculated interatomic
distance between VO2+ and its nearest-neighboring Ta atoms before and after relaxation in
different strain fields. It is found that in a compressive field, the existence of the OP-VO2+
tends to counterbalance the distances between the nearest two Ta atoms and the VO2+ along
the polarization axis, which gives rise to a significant structural relaxation, stabilizing the
defect structures and lowering the total energy. Compared with the OP-VO2+, the magnitude
of the atomic displacements in the IP-VO2+ system is relative small because of the clamped
in-plane lattice parameter, which prevents the local structure from fully relaxing. Similar
results are found in PbTiO3 [171]. A comparison of the total energies for the systems of
IP-VO2+ and OP-VO2+ indicates that the oxygen vacancy in an OP site is nearly 0.5 eV more
stable when the in-plane strain decreases to -2.5%, which is the same order of magnitude
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difference in the formation energies between IP-VO2+ and OP-VO2+. Analogous relaxations
can also occur in a tensile field, and the presence of the IP-VO2+ tends to equilibrate the
distance between its nearest two Ta atoms and the VO2+, which attempts to fully relax the
local structure. At the same time, the stretched in-plane strain enhances the displacement
of the nearest Ta atoms in the IP-VO2+ system compared with the OP-VO2+ system, causing
the local defect structure in the IP-VO2+ system to fully relax. For example, when the inplane lattice constant increases to 2.5% of the unstrained lattice constant, the total
displacement of Ta atoms around the IP-VO2+ is 0.488 Å, which is significantly larger than
that around the OP-VO2+, and the total energy for the IP-VO2+ system is 0.6 eV lower than
that for the OP-VO2+ system. The large relaxation of local structures around the IP-VO2+
stabilizes the system and lowers the formation energy. These results suggest that the
characteristic relaxations are mainly responsible for the formation behavior of doubly
charged oxygen vacancies [172].
4.3.3 Vacancy Concentration and Vacancy Site Preference in Strained KTaO3
As discussed above, biaxial strain affects the formation energy of the VO2+ in KTaO3,
which can influence the distribution and concentration of oxygen vacancies in KTaO3-
under different experimental conditions. The oxygen vacancy concentration [𝑋 𝑞 ] under
equilibrium conditions can be estimated from following equation:
[𝑋 𝑞 ]

∆𝐺𝑓 (𝑋 𝑞 )
= 𝑁(𝑋) exp (−
),
𝑘𝐵 𝑇

(4.2)

where the pre-exponential factor 𝑁(VO ) denotes the concentration of possible lattice sites
for the defect X (IP- and OP-VO2+), ∆𝐺𝑓 is the free energy for defect formation (Since our
calculation is under constant volume condition, the free energy should be Helmholtz free
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energy), and we simplify ∆𝐺𝑓 ≈ ∆𝐸𝑓 , 𝑘𝐵 is the Boltzmann constant and T is the absolute
temperature. The calculated equilibrium defect concentration at a typical thin-film growth
temperature of 1000 K [103, 104, 160] is shown in Figure 4.7, as a function of oxygen
partial pressure and in-plane strain. The results reveal that at extremely low partial pressure
conditions, 10-10 atm [160], the oxygen vacancy concentration is very high, corresponding
to the oxygen deficient region, which is consistent with previous experimental results [160].
As the partial pressure increases, the concentration of oxygen vacancies decreases, but still
around 1015 cm-3, even at 0.21 atm. These results suggest that oxygen vacancies should
exist in KTaO3 thin films under typical growth conditions, such as partial pressures of 1010

atm [160] and 10-4 atm [103, 104], which may be associated to the relaxor-like behavior

between the paraelectric and long-range ordered ferroelectric states [103]. In fact, Mota et.
al. have reported that charged oxygen vacancies are responsible for the Cole-Cole dipolar
relaxation, which would be suppressed with decreasing vacancy concentration [160].
Similar results can also be found for SrTiO3 thin films [172]. Besides the partial pressure,
strain is another degree of freedom to control the defect concentration in KTaO3. The
variation of equilibrium oxygen vacancy concentrations in different strain fields results
from the strain-modified vacancy formation energies. For example, in Figure 4.7 (b), the
out-of-plane oxygen vacancy concentration at 0.21 atm increases from ~1015 cm-3 to ~1017
cm-3 as the in-plane strain decreases from 2.5% tensile to -2.5% compressive.
In the present work, we make a simplification ∆𝐺𝑓 ≈ ∆𝐸𝑓 and neglect the contribution
of phonons to the free energy, i.e., the lattice vibrational free energy, ∆Gvib, which may
have a significant impact at higher temperature. For example, previous first principles
phonon calculations in BaZrO3 under constant pressure condition have shown that the
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magnitude of ∆Gvib is comparable, especially at high temperature, e.g., ~ 1 eV at 1000 K
in both the bulk region and the thin films with different thicknesses, since the local
relaxation and large negative formation volume of VO2+ [173-175]. However, in the present
work, we are simulating the dilute limit system, where the change of the supercell volume
during a defect formation process in a crystal is negligible, i.e., the fixed volume [175, 176].
In this case, the contribution from the phonons under constant volume condition will be
smaller than that under constant pressure condition. Previous studies have shown that this
contribution to the free energy under constant volume condition is very small, even at 1000
K, about 0.2 eV in ZnO [176] and 0.4 eV in BaZrO3 [175]. By calculating the vibrational
free energy in strained -2.5% and unstrained KTaO3, we find that the phonon contributions
to the free energy from 0 K to 1000 K are less than ~0.15 eV, as shown in Figure 4.8, which
will not alter our conclusions. Thus, we confirm that the simplification in this work is
reasonable.
From Figure 4.7, we can clearly see that the concentrations of IP- and OP-VO2+ are
different due to the distinctive formation behavior in strain fields. For example, the
formation energy of IP- VO2+ for 2.5% tensile strain is about 0.6 eV lower than that of the
OP-VO2+, causing a larger concentration of the single IP-VO2+, compared with the OP-VO2+.
These results suggest that epitaxial strain cannot only tune the vacancy concentration in
thin films, but can also affect the vacancy site preference. In Figure 4.9, we show that the
equilibrium VO2+ ratio of IP/OP and OP/IP as a function of temperature for compressive (2.5%) and tensile (2.5%) strain, respectively. At the typical growth temperature of 1000 K
[103, 104, 160], it can be seen that the ratio of OP/IP for -2.5% strain is ~262, and the ratio
of IP/OP for 2.5% strain is ~1496. In addition, as temperature decreases, the ratio of OP/IP
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in a compressive field or IP/OP in a tensile field is increased; at the same time, isotropically
dynamic processes become insignificant, which may enhance the site preference of oxygen
vacancies. These results demonstrate the oxygen vacancy site preference is controlled by
epitaxial strain and temperature.
Based on the present theoretical results, the control of oxygen vacancies in KTaO3 thin
film could be achieved by tuning the processing conditions, such as oxygen partial pressure,
temperature and strain field, thereby providing a route by which the ferroelectric properties
of KTaO3 thin film can be optimized [160]. However, in the present study, the formation
energy calculation is only focused on homogeneously isolated single vacancies. Defect
complexes and vacancy ordering induced by the accumulation of single vacancies have not
been included in calculations. We expect that the interaction energy between defects,
although not treated in this work, is also dependent on the external strain. Besides the defect
interaction, the mobility of oxygen vacancies is another key factor that determines the
degree of defect agglomeration. Therefore, in the next section, we further examine the
influence of strain on the migration barrier of oxygen vacancies.
4.3.4 Defect Diffusion Behavior in Strained KTaO3
For the diffusion of oxygen vacancies in strained KTaO3, two different migration
processes are considered, first within the ab-plane (intra-plane), and then between the abplanes (inter-plane), as shown in Figure 4.10. We know that there are two ab-planes in
KTaO3, identifiable as TaO2 and KO planes. The distance between oxygen sites within a
KO plane is much larger than that in a TaO2 plane, even in the strained systems, which
indicates that the activation energy for diffusion within the KO plane should be higher than
that in the TaO2 plane. Therefore, it is reasonable to assume that the diffusion mechanisms
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within the KO plane are unlikely to play an important role in V O2+ diffusion, and we will
restrict the intra-plane migration within the TaO2 plane.
4.3.4.1 Intra-Plane Migration of Oxygen Vacancy
Based on the characteristics of the crystal structure for strained KTaO3 in section 4.3.1,
the diffusion pathways within the ab-plane are determined: for the compressive in-plane
strain field, only one diffusion pathway (1↔2) is described, while for the tensile in-plane
strain field, at least two pathways (1 ↔2 and 3↔4, corresponding to the minimum and
maximum distance, respectively) have to be considered as the in-plane lattice parameter
increases. The intra-plane migration barriers for these pathways are plotted in Figure 4.10.
We find that, in phase I, the energy barrier decreases as the in-plane compressive strain
increases from -1% to -2.5%, which may be related to the strong polarization field. In phase
I, the polarization field along the [001] direction separates the diffusing oxygen atom and
its nearest-neighboring Ta atom in the diffusion process, which weakens the Ta-O
interaction, especially at the saddle point, and thus decreases the barrier. In phase II and
III, the general reduction in migration barrier with increasing in-plane compressive strain
from -1% to 2.5% can be understood as a dilation of the supercell, as shown in Figure 4.5
(c), providing more space for oxygen atom diffusion, and thus decreasing the diffusion
barrier of oxygen vacancies. In phase III, the barriers for pathways 1 ↔2 and 3↔4 are
distinctive due to the different intermediate states, as shown in Figure 4.11, where along
both pathways the transition O atom pushes the nearest-neighboring Ta atom to move
outward. For the case of the Ta atom displaced by tensile strain towards the O1 and O2
atoms, the additional relaxation of this Ta atom by the transition O atom moving along
pathway 3↔4 is constrained, which induces a higher energy at the saddle point, compared
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with that in pathway 1↔2, where relaxation of the same Ta atom along [110] is possible.
The above results show that the migration barrier of the oxygen vacancy within the TaO2
plane can be decreased by the strain field, especially in the cases of tensile field, which
may promote the possibility of VO2+ agglomeration within the TaO2 plane.
4.3.4.2 Inter-Plane Migration of Oxygen Vacancy
For inter-plane diffusion, all possible diffusion pathways (1↔5, 1↔6, and 3↔5) are
considered, as shown in Figure 4.10. The migration barriers of these pathways are
summarized in Table 4.2. As the in-plane lattice parameter decreases, the migration barrier
of the oxygen vacancy from the TaO2-plane to the KO-plane (from the IP-VO2+ to the OPVO2+) decreases, while the barrier from the KO-plane to the TaO2-plane (from the OP-VO2+
to the IP-VO2+) increases. The distinction of the two barriers originates from the different
formation energies for the IP-VO2+ and the OP-VO2+, as discussed in section 4.3.2. When
the in-plane lattice parameter increases, oxygen vacancy migration from the TaO2-plane to
the KO-plane becomes more difficult, while the barrier in the opposite direction is
dramatically decreased. These results indicate that under compressive strains, the oxygen
vacancy in the TaO2-plane migrates more easily into the KO-plane, as compared with the
opposite direction, especially for large compressive in-plane strain, and vice versa for
tensile strains. Therefore, in contrast to the strain-enhanced intra-plane diffusion, diffusion
in the direction normal to the plane of strain is impeded under an epitaxial strain field.
Based on these results, we can expect that this anisotropic diffusion property further
enhances site preferences, especially at low temperature.
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4.4 Conclusions
In this work, the defect formation energies and migration energies of VO2+ in biaxial
strained KTaO3 have been systematically studied. Our results show that formation energies
for oxygen vacancies are sensitive to in-plane strain and oxygen positions. The formation
energies of the oxygen vacancies in different positions (the IP-VO2+ and the OP-VO2+) are
found to decrease as the in-plane lattice parameter decreases. Compared with the IP-VO2+,
the variation of formation energy for the OP-VO2+ is more sensitive to in-plane strain.
However, as the in-plane lattice parameter increases, the response is reversed: the
formation energy decreases for the IP-VO2+ but increases for the OP-VO2+. Based on these
results, formation-dependent site preferences for oxygen vacancies are expected to occur
under epitaxial strain, which results in orders of magnitude differences in equilibrium
vacancy concentrations on the two sites at typical growth temperature for epitaxial thin
films. These results can provide guidelines for controlling processing conditions to
optimize functionalities based on oxygen vacancies.
Besides the thermodynamics, the kinetic behavior of oxygen vacancies has been
investigated. It is observed that the migration barrier can be changed by epitaxial strain.
For intra-plane diffusions, the migration barriers for the oxygen vacancy within the TaO2
plane can be decreased, especially as the in-plane lattice parameter increases, which would
increase the mobility of oxygen vacancies and promote the possibility of agglomeration
within the TaO2 plane. For inter-plane diffusions, the migration barrier of the oxygen
vacancy from the TaO2-plane to the KO-plane increases with increasing strain (from
compressive to tensile), while the migration barrier from the KO-plane to the TaO2-plane

63

decreases as in-plane strain increases. These results indicate that fully successive diffusion
in the direction normal to the biaxial strain plane is obstructed under the strain field.
(Reproduced by permission of the PCCP Owner Societies: http://pubs.rsc.org//content/articlelanding/2017/cp/c6cp08315c#!divAbstract ).
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CHAPTER V THE XENON BEHAVIOR IN CEO2 GRAIN
BOUNDARY
Grain boundaries (GBs) are of importance for controlling many properties in materials,
including the nucleation of new phases and the segregation and transport of ions. This is
especially true in nanostructured nuclear fuels, which typically consists of nano-sized
grains. Consequently, GBs are the most abundant structural defects in nanostructured
nuclear fuels and play an important role in the determining fission product behavior, which
further affects the performance of nuclear fuels. In this work, cerium dioxide (CeO2) is
used as a surrogate material for mixed oxide fuel to understand gaseous fission product
behavior, specifically Xe. First-principles calculations are employed to comprehensively
study the behavior of Xe and trap sites for Xe near the Σ3 (111)/[11̅0] grain boundary in
CeO2, which provide guidance for overall trends of Xe stability and diffusion in grain
boundaries vs bulk. Significant segregation behavior of trap sites, regardless of the charge
states, is observed near the GB. This is mainly ascribed to the local atomic structure near
the GB, which results in weaker bond strength and more negative segregation energies. For
Xe, however, the segregation profile near the GB is different. Our calculations show that
as the size of trap sites increases, the segregation propensity of Xe is reduced. In addition,
under hyper-stochiometric conditions, the solubility of Xe trapped in the GB is
significantly higher than that in the bulk, which suggests that the Xe concentration would
be higher than that in the bulk. Finally, the diffusion behavior of Xe in the bulk and GB is
analyzed. It is found that Xe atoms prefer to diffuse along the “zigzag” mechanism, and
the diffusion activation energies in the Σ3 GB are lower than those in the bulk.

65

5.1 Introduction
Nanocrystalline (NC) fluorite-oxides (UO2, ZrO2, CeO2, etc.) with grain sizes below
100 nm are known to exhibit improved chemical and physical properties, as well as
enhanced radiation resistance compared with their microcrystalline and bulk counterparts.
Due to their excellent properties, NC fluorite-oxides have been proposed for potential use
as nuclear fuel and inert matrix fuels in advanced nuclear energy systems [6, 177, 178].
Many experimental studies on NC oxides have reported that nanostructured fuels possess
the ability to more efficiently relax the interaction stresses with the cladding due to much
higher plasticity [178-181], and are more resilient to radiation damage than the
corresponding large-grained materials owing to the complex nanostructure and the
enhanced defects recombination at their multiple GBs [11, 12, 178, 181]. On the other hand,
observations of high-densities of fission gas bubbles at GBs suggest increased bubble
swelling that results from the greater number of nucleation sites in the nanostructure [178,
182]. The uncertain role of GBs in irradiation resistance performance indicates that many
fundamental questions in the interaction between irradiation-induced defects and GBs still
remain unanswered. An outstanding question is the nature of defect behavior at GBs, which
affects both microstructural evolution and material properties by altering the local atomic
structure and energy landscape [37].
To elucidate the atomistic mechanisms responsible for defect behavior in oxide fuels,
several modeling and simulation studies based on both empirical potentials [68, 75, 183188] and density functional theory (DFT) have been performed [67, 77, 78, 82, 189-191].
Catlow and Grimes [68, 75, 183, 184] conducted a series of molecular dynamics
simulations to investigate the stability of trap sites in the bulk and grain interior, and they
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concluded that the mono-vacancy (VM), di-vacancy(VM-VO), and Schottky defect (VM-2VO)
can be regarded as stable trap sites for fission products in MO2 (M=U, Th, Ce, Zr). These
results were further confirmed by the DFT calculations [67, 77, 78, 82, 189-191].
Meanwhile, the bulk-diffusion mechanism of fission products in MO2 was also determined,
and the results indicate that the vacancy-assisted diffusion mechanism would be dominant
for the fission products [77, 78]. Andersson et al. [67] further suggested that the diffusion
of trapped fission products in UO2 could be realized by binding at a second trap site.
Recently, Nerikar et al. [192] studied how the GBs affect the segregation property of Xe
in UO2, and they found that the segregation of Xe is more energetically favorable to highly
disordered GBs than to that of low-misfit GBs. While providing qualitative insights, the
above investigations are still limited, and behavior of these various defects, such as the
stability and diffusion behavior, near GBs is still not well understood.
In this work, CeO2 is studied as a model compound, which is often employed as a
nonradioactive surrogate in experimental studies of nuclear fuel systems, since it has the
same fluorite-type structure and many similar material properties, such as melting point
and thermal conductivity, as UO2 and PuO2 [193, 194]. In addition, microstructural
evolution under particle bombardment at low doses in CeO2 is similar to that in low-burnup
UO2 fuels [195, 196]. In order to better understand the influence of the interaction between
GBs and defects on the irradiation resistance properties of NC oxides, the behavior of
native cation vacancies and vacancy clusters near GBs, as potential trap sites for fission
products, are systematically investigated using first principles calculations. Moreover, the
segregation and solution profile of Xe, a major fission gas, on these sites are considered.
Finally, based on the diffusion models [67], the activation energy for Xe diffusion in the
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GB region is discussed and compared with that in the bulk region. Our analysis is focused
on the experimentally identified Σ3(111)/[110] tilt GB. Since the GB energy of Σ3 is
lower than other GBs in CeO2, and there is evidence that low energy GBs with smaller
misfit provide a lower propensity toward impurity segregation [192, 197] and diffusion
[198, 199], we expect that our investigation of the Σ3(111)/[110] tilt GB will provide a
lower bound estimate for defect segregation and diffusion in NC CeO2.

5.2 Methodology
The DFT calculations are performed with the Vienna Ab-Initio Simulation Package
(VASP) code in terms of the projector augmented wave method (PAW) [131]. The PAW
potentials for Ce, O, and Xe contains 12, 6, and 8 valence electrons, respectively, i.e., Ce:
5s25p64f15d16s2, O:2s22p4, and Xe: 5s25p6. A local density approximation (LDA) [200],
coupled with Hubbard on-site Columbic correction [201] and spin-polarized calculation, is
employed. The effective Ueff, (U-J), is taken as 6 eV [202] to correctly capture the
localization of 4f electrons for Ce. The calculated lattice constant of 5.418 Å is in good
consistent with the experimental measurement of 5.412 Å [203]. The Σ3(111)/[110] tilt
GB created, based on knowledge from both theoretical and experimental results [112, 113],
is depicted in Figure 5.1. After carefully checking for convergence with respect to the GB
energy, we confirm that the supercell with dimensions 31.21 Å × 7.56 Å × 13.10 Å, with
about 240 atoms, is sufficient for convergence. Different cation and anion layers are
considered near the GB, as labeled in Figure 1. All computations are performed with a
Monkhorst-Pack 2×2×1 k-mesh and a plane-wave cutoff energy of 400 eV. Both errors
from the cutoff and the k-point convergence are less than 1 meV/atom. Structures and
atomic coordinates are fully relaxed until forces on the ions converged to below 0.02 eV/Å.
68

The migration barriers in this work are calculated in the DFT+U framework using the
climbing image nudged elastic band method (CI-NEB) [133, 159].
The formation energy, Ef, of defects, which may act as possible trap sites for Xe, is
evaluated as [37, 159]:
𝐸𝑓 (defect, 𝑞) = 𝐸T (defect, 𝑞) − 𝐸T (perfect) + ∑ 𝑛𝑖 𝜇𝑖
𝑖
perfect

+ 𝑞 (𝜀F + 𝐸VBM

perfect

defect
+ (𝑉𝑎𝑣
− 𝑉𝑎𝑣

)) ,

(5.1)

where 𝐸T (defect, 𝑞) is the total energy of a CeO2 supercell with one defect in the charge
state q, and 𝐸T (perfect) is the total energy of the host supercell. 𝑛𝑖 is the number of atoms
of type i removed from (𝑛𝑖 > 0) the system to form the vacancies, 𝜇𝑖 is the chemical
potential of atom i. The chemical potential for oxygen and cerium, as reported in Table I,
are determined by the following thermodynamic limits: (1) the limit of CeO2 stoichiometry,
𝜇Ce (CeO2 ) + 𝜇O (CeO2 ) = 𝜇CeO2 (bulk) ; (2) the upper limit of the system against
decomposition into its constituent elements, 𝜇Ce 𝜇Ce (bulk), and 𝜇O 𝜇O (bulk); and the
lower limit is that 𝜇Ce (CeO2 ) 𝜇CeO2 (bulk) − 𝜇Ce (bulk), and 𝜇O (CeO2 ) 𝜇CeO2 (bulk) −
𝜇O (bulk). (In this work, molecular O2 gas is simulated by putting an oxygen dimer in a
vacuum box, as discussed in detail elsewhere [37].) 𝜀F is the Fermi level measured from
the valence band maximum (VBM), which changes within the band gap, Eg ~2.64 eV, from
perfect

the VBM to the lowest unoccupied Ce 4f state. 𝐸VBM
perfect

defect
The term (𝑉𝑎𝑣
− 𝑉𝑎𝑣

is the VBM in the perfect system.

) in Eq. (1) is the potential alignment correction, which was

discussed elsewhere [37, 159]. The formation energies of cation vacancies and vacancy
clusters in the GB and the vicinity of the GB, 𝐸𝑓GB are determined as a function of the cation
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position, as shown in Figure 5.1. The segregation energy, Eseg, for these defects is thus
calculated as:
𝐸seg = 𝐸𝑓GB (defect) − 𝐸𝑓bulk (defect) ,

(5.2)

where the reference energy is the formation energy of defect in the bulk, and the
configuration of the Schottky defect in the bulk is selected as VCe with two VOs along the
(110) direction, since the formation energy of the Schottky defect in that direction is the
lowest one, as given in Table 5.1.
In order to investigate the stability of Xe trapped near the GB, we determine the solution
energies in these possible trap sites. For reference, the energies in the bulk are also
sol
calculated. The solution energy 𝐸Xe
is defined as the energy required to accommodate one

Xe atom assumed to be at infinity to a trap site under thermodynamic equilibrium [68]:
sol
𝐸Xe
= 𝐸T (Xe, trap site, 𝑞) − 𝐸T (perfect) − 𝐸Xe + ∑ 𝑛𝑖 𝜇𝑖
𝑖
perfect

+ 𝑞(𝜀F + 𝐸VBM

+ ∆𝑉) ,

(5.3)

where 𝐸T (Xe, trap site) is the total energy of the system with the Xe at the trap site. 𝐸Xe is
the total energy of an isolated Xe atom. ∆𝑉 is the potential alignment for the system with
fission product, as defined in Eq. (1).
Errors due to the spurious electrostatic interactions in finite-sized cells are corrected
using the monopole Madelung term, as discussed elsewhere [159]. In this work, we find
that the corrections of the formation energies for these defects are less than 0.14 eV, which
will not alter our discussion in the following sections. Thus, we conclude that the
calculations using the 240-atom supercell are a good compromise between accuracy and
computational time.
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5.3 Results and Discussion
5.3.1 Formation and Segregation of Cation Vacancy
In Figure 5.2, we can observe that the most stable charge state for the cation vacancy,
within a wide range of Fermi levels, is the formal charge state, VCe4-, in both the bulk and
GB. A similar result is also found for the di-vacancy with the formal charge state, the (VCeVO)2-. Thus, in the following sections, we will mainly focus on the formal charge state for
these defects, i.e., VCe4-, (VCe-VO)2- and (VCe-2VO)0, except as specifically noted. In the
bulk, the transition levels for 0/-1, -1/-2, -2/-3, and -3/-4 are located close to the VBM, at
0.22 eV, 0.32 eV, 0.45 eV, and 0.78 eV, respectively, which indicates that the VCe is a
shallow acceptor. In the GB layer, however, the transition levels, especially for -3/-4, move
up to the mid-gap, at ~1.17 eV, as shown in Figure 5.2 (b). Similar results can be found for
other cation layers near the GB, as shown in Figure 5.3, suggesting that the VCe tends to
become a deep acceptor near the GB region. These results demonstrate the significant
influence of the GBs on the electronic acceptor levels for the cation vacancy, which may
guide the control of the optical properties and conductivity in ceria through engineering the
density and type of GBs.
The calculated segregation energies for the VCe with different charge states in the GB
and its vicinity are shown in Figure 5.4. For the VCe, regardless of the charge states, a
significant segregation to layer -1 is observed, with segregation energies of -0.84 eV to 1.66 eV. Similarly, the segregation energies to layer 0 are also favorable, -0.79 to -1.29 eV,
suggesting the possible accumulation of the VCe in these layers, which can thereby provide
nucleation sites for gaseous fission products. The segregation energies of the VCe in other
layers are close to zero, which is similar to the bulk behavior. To understand these results,
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we propose the following model: the formation of one VCe is decomposed into two
contributions [204, 205]: breaking the chemical bonds of the Ce atom, which yields the
bond energy, Ebond; and the local geometrical relaxations providing the relaxation energy,
Erelax. Accordingly, Eseg can be written as the sum of two terms, Eseg= Ebond+Erelax, in which
the values of Ebond and Erelax are referenced to their bulk values. Figure 5.4 (b) shows the
layer dependent values of Ebond and Erelax for VCe0. The following striking features can be
seen from Figure 5.4 (b): (i) both Ebond and Erelax change similarly to Eseg, with the minimum
in layer -1; (ii) Ebond has a larger value compared with Erelax. These features clearly suggest
that Ebond is a more dominant term than Erelax in determining the overall trends of VCe0
segregation profile.
To better understand these features, we first characterize the bond strengths in different
layers by measuring the resistance of the interatomic bond-lengths under different external
hydrostatic pressures, which has been used previously to successfully describe the bond
strength in pyrochlore materials [206, 207]. In Figure 5.5 (a), we can see that the lowest
lying curve is associated with the Ce-O bond in layer -1, which is the most compressible
bond, and is followed by the Ce-O bond in layer 0. The results indicate that the bond
strengths of Ce-O in layers -1 and 0 are lower than those in other layers. This is also
understandable from the local atomic structure, where only seven oxygen atoms surround
each cation atom in layer -1. Based on bond valence theory [208], the bond strength in this
layer is smaller than others. In addition, the displacement of the surrounding atoms near
the VCe, relative to that in the bulk, are considered, as shown in Figure 5.5 (b). Because of
the lower coordination number of Ce atoms in layer -1, there is an open space between
layers -1 and 0. From Figure 5.5 (b), it is clearly observed that the local relaxation of the
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VCe, regardless of charge states, in layer -1 is followed by that in layer 0. Meanwhile, we
can see that the relative displacement decreases as the charge state increases, indicating
that the relaxation energy for the VCe, Erelax, becomes smaller as the charge state increases.
Furthermore, the radial distribution function (RDF) of Ce-O for VCe0 and VCe4- in different
layers has been calculated, as shown in Figure 5.6. Similar RDF can also be found for other
charge states. We find that the obvious peak at 2.34 Å corresponds to the Ce-O bond length.
The presence of the GB creates another small peak at 3.2 Å, as shown by the dashed line
in the inserted local configuration. Besides that, it is worth noting that the existence of VCe
in different layers has no significant effects on the RDF, except the slight changes near the
GB. These results indicate that the GB more readily accommodates the defect-induced
strain, and thus moderates the relaxation of the VCe, resulting in smaller relaxation energies
compared with the bond energy. Based on these results, segregation characteristics of other
defects and GBs in CeO2 may be predictable.
5.3.2 Segregation Profile of Cation Vacancy Cluster
Cation vacancy clusters, consisting of one cation vacancy and its nearest-neighboring
VOs [67], have several different configurations depending on the VO position near the GB;
thus, it is difficult to identify the most stable configuration. In order to determine a general
trend, we consider all the possible configurations of these defect clusters in different charge
states. Figure 5.7 (a) describes the defects in formal charge states, and the average
segregation energies for vacancy clusters at different charge states are described in Figure
5.7 (b) and (c). It is found that these cation vacancy clusters have a similar segregation
behavior as the VCe, where the segregation energies are more negative in layer -1, followed
by layer 0. These results suggest that under equilibrium conditions, the existence of GBs
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provides more trap sites for fission products, such as Xe and Kr, in the GB region compared
with that in the bulk.
5.3.3 Segregation and Solution Profile of Xe
The segregation behavior of Xe is studied by placing one Xe atom at the GB in one of
the above trap sites at the GB. We can see that Xe is more energetically favorable to
substitute in the trap sites and segregate to layer 0 and -1, suggesting that Xe prefers to
reside at the GB in certain layers, which is consistent with previous theoretical results in
UO2 [192]. These results are understandable since the sites in these Ce layers are adjacent
to the large free volume created by the removal of one O layer in constructing the boundary,
which can provide more space for segregation than in the bulk, as discussed in section 5.3.1.
This uniquely structural effect is less favorable as more vacancies aggregate around the Xe
atoms. For example, in layer -1, Eseg((XeCe)4-) is -2.43 eV, Eseg((XeCe-VO)0) decreases to 1.37 eV, and Eseg((XeCe-2VO)0) is only -0.36 eV. To avoid the finite-size effect on these
results, we have also considered the defects in a larger supercell with 480 atoms, and we
obtained a similar trend. These results indicate that as the size of trap sites increases, the
formation energy of Xe atom trapped in these sites would be comparable in the bulk and
GB.
Since the segregation energy is the driving force for Xe atoms to move from the bulk
to more stable sites at GBs, the small segregation energy in the large-size trap sites may
restrict the aggregation of Xe into the GB region, especially in polycrystalline fuels.
However, in nanostructured fuels, due to the small grain size, irradiation damage is more
likely to occur near the GBs [8], and thus fission products may directly occupy sites at GBs,
leading to bubble formation. Besides the segregation profile of fission products near the
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GB, we have studied further the solution profile to understand the stability and solubility
of fission products trapped near the GB at different stochiometric conditions.
The solution energy of one Xe atom in a trap site at formal charge states is calculated
as a function of oxygen chemical potential, as shown in Figure 5.9. For comparison, the
solution energies for Xe trapped in the bulk are also determined. Here we only show the
lowest solution energies for these defects. For example, the lowest solution energy for
Schottky defects in the bulk is the (VCe-2VO)0 with VOs along the (100) direction, as shown
in Table 5.1, which is consistent with previous results [82]. It is observed that the solution
energies, both in the bulk and GB, change dramatically for different stoichiometric
conditions. In hypo-stoichiometric (Ce-rich) condition, the most favorable site for Xe
trapping is the Schottky defect (VCe-2VO)0; and in hyper-stoichiometric (O-rich) condition,
it is the VCe4-. In addition, the solubility of Xe near the GB is higher than that in the bulk,
especially in the O-rich condition, which is associated with the strong segregation property
of XeCe at the GB, as discussed above. Considering the significant segregation behavior of
Xe and the corresponding trap sites near the GB, we can reasonably assume that in the
hyper-stoichiometric condition, Xe concentration would be higher at GBs than that in the
bulk, which may enhance the formation of gas bubbles near the GB. In the following, we
will study the Xe diffusion both in the bulk and at GB to further confirm our assumption.
5.3.4 Diffusion Behavior of Xe
When Xe atoms occupy the above trap sites (XeV, here we use V to denote the possible
vacancy trap sites depending on the stoichiometry), it diffuses only by binding a second
cation vacancy to form a XeV/VCe cluster. Therefore, the diffusion of Xe in the samples is
mainly determined by the diffusion of the XeV/VCe cluster [209]. In addition, considering
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the significantly negative segregation energies of cation vacancies in the Ce-1 layer, the
energy landscape in this layer is lower than that in others, and thus we will focus on the
diffusion of XeV/VCe cluster in the Ce-1 layer.
Previous studies in UO2 reported that the motion of Xe is determined by the migration
of the second VU within the cluster, in which Xe spontaneously diffuses with the motion
of the second VU [67, 209]. Nevertheless, in CeO2 [81] and ThO2 [79], due to the strong
resistance against oxidation, the Xe atom is constrained to occupy the cation site [79, 81],
and the motion of the second VM (M=Ce and Th) cannot affect the location of Xe within
the cluster, suggesting that Xe transport only occurs by the Xe atom jumping from its
original cation site to the second bound site. In addition, it is found that the diffusion
barriers of Xe from one cation site to the nearest-neighboring cation vacancy site, Em1, are
at least 1 eV lower than the corresponding energies for the diffusion of cation vacancies
both in the bulk [67, 81] and at the GB. Therefore, the major factor for transporting Xe is
the migration barrier of the cation vacancy, and the diffusion mechanisms can be described
in two different approaches, as shown in Figure 5.10 and Figure 5.11, respectively. The
main difference between the two mechanisms is that the “bind/unbinding” process requires
unbinding of the cation vacancy from the cluster, Em2’, and binding of another cation
vacancy from a distant position to the XeV simultaneously, Em3, while the “zigzag” path
does not. Since the binding energyof the XeV/VCe cluster is around -1.32 eV, the bound
cation vacancy around the XeV is more stable and difficult to diffuse away, suggesting that
the unbinding of the vacancy has a high-energy barrier. In addition, our calculations show
that the diffusion barriers of VCe from distant position to XeV, Em3, about 4.85 eV in the
Ce-1 layer and 5.64 eV in bulk, is higher than that of VCe diffusion within the cluster, Em2.
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These results suggest that the “bind/unbinding” diffusion mechanism is not dominant for
Xe diffusion, and we will mainly focus on the “zigzag” diffusion, as shown in Figure 5.11.
We start by placing one Xe atom on the Ce sublattice and one bound V Ce, and the
subsequent steps are schematically shown in Figure 5.11. The rate limiting barrier, Em2,
for the cation vacancy within the XeV/VCe cluster in the bulk and GB are summarized in
Table 5.3. It is observed that the migration barriers in the Σ3 GB are smaller than those in
the bulk, indicating that the mobility of the XeV/VCe cluster near the Σ3 GB is higher than
that in the bulk. At the same time, when considering the generally significant segregation
of cation vacancies and Xe near the Σ3 GB, we can confirm that the diffusivity of Xe near
the Σ3 GB should be higher than that in the bulk, which further enhances the accumulation
of Xe atoms near the Σ3 GB. Furthermore, given that the Σ3 GB provides an approximate
lower bound on diffusion, it is reasonable to assume that other higher-energy GBs are more
likely to enhance the Xe diffusion and bubble formation. This is consistent with previously
experimental results in CeO2 [182], which found that the density of krypton (Kr) bubbles
near the GBs are larger than that in the interior grain region. Since the properties of Kr and
Xe are similar to each other, the density of Xe bubbles near the GB could be also higher
than that in the interior grain region.

5.4 Conclusions
In this study, we investigated the formation and segregation properties of cation
vacancies and vacancy clusters, i.e., di-vacancy and Schottky defect, as well as the
behavior of the fission gas, Xe, near the CeO2 grain boundary. It is found that the existence
of the GB shifts the defect transition levels upward. In addition, significant segregation
behavior for the VCe is observed near the GB, regardless of the charge states. Specifically,
77

the segregation energies in layer -1 are -0.84 eV to -1.66 eV, followed by the energies in
layer 0 of about -0.79 to -1.29 eV. These results are associated with the local atomic
structure near the GB, resulting in weaker bond strength and more negative segregation
energies in these layers. For the VCe in other layers, the energies are close to zero, which
approach bulk behavior. Similar segregation profiles can also be found for the vacancy
clusters. These findings suggest that under equilibrium conditions, the existence of GBs
provides more potential trap sites for fission gases, such as Xe, than in the bulk.
For segregation of Xe atoms, our results show that Xe is more energetically favorable
to substitute at these trap sites and segregate near the GB, which is related to the larger free
volume available in the GB as compared to the bulk. As the size of trap sites increases, the
segregation propensity of Xe is reduced, and the formation energies of Xe atom trapped in
these sites would be comparable in the bulk and GB.
For Xe diffusion behavior in irradiated-ceria, the work is focused on the VCe-assisted
mechanism. The diffusion of Xe in the samples is mainly determined by the diffusion of
XeV/VCe cluster, and the “zigzag” diffusion pathway is believed to play an important role
in the diffusion of Xe. Our calculations show that the diffusion activation energies in the
Σ3 GB are lower than those in the bulk, suggesting that the diffusivity of Xe atom is higher
in the GB than that in the bulk, which further enhances the aggregation of Xe atoms near
the GB.
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CHAPTER VI SUMMARY AND FUTURE WORK
In this dissertation, the interaction between point defects and interfaces, such as grain
boundaries and stacking faults, as well as the behavior of point defects under in-plane strain
fields induced near the interfaces have been determined and predicted using DFT
calculations. The thermodynamic and kinetic properties of these point defects have been
systematically explored. A great effort has been focused on the coupling effect between
interfaces and point defects, which provides useful information for material design,
especially in the nanostructured materials.

6.1 Silicon Carbide
Many experimental investigations on NE-SiC suggest that the high-density of stacking
faults in SiC dominate its improved irradiation resistance property. However, the exact
behavior of defects, even the defect configurations, near the stacking faults remained
unverified by either theoretical calculations or experiments. In this work, first-principles
calculations were used to determine the properties of native point defects, such as the
configurations, formation and kinetic behavior, near the stacking faults. Our calculations
show that the configurations of defects are strongly modified near the stacking faults,
especially for the Si interstitials. These modification of defect configurations and local
structures strongly changes the energy landscape of Si interstitials, thus altering the
formation energies of these Si interstitials. For the C interstitial, the existence of stacking
faults can also affect the split interstitials, causing the meta-stable configuration in the bulk
region to become energetically favorable in the stacking fault region. In addition, our
analyses of ionic relaxation and electronic structure of vacancies show that the built-in
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strain field due to the existence of stacking fault is dominant for the C vacancy and can
inhibit the Jahn-Teller distortion. However, in the case of the Si vacancy, the strongly
localized dangling bonds around silicon vacancies competes with the built-in strain field,
making the local environment more complex, which can result in asymmetrical diffusion
in the stacking fault region. Furthermore, the determination of diffusion behavior for these
defects shows that the energy barriers for both vacancies and the Si interstitials are
decreased by ~10-25% and ~20-50% near the stacking faults, respectively. In addition, the
low energy barriers for the Si interstitials indicates that Si interstitials are more mobile near
the stacking faults. This may be one of the reasons for the high annealing efficiency of
point defects near stacking faults as reported in experiments.
The suggested future work is to investigate the long time-scale evolution near the
stacking faults by using multi-scale methods, such as the molecular dynamics (MD)
simulation, kinetic Monte Carlo (KMC) method, etc. In addition, the defect clusters near
the stacking faults should also be considered, which can be produced under irradiation or
defect evolution. Therefore, it is of great importance to simulate the defects evolution
process near the stacking faults.

6.2 Potassium Tantalate
As one functional material, potassium tantalate (KTaO3) has received much attention
both experimentally and theoretically. Previous studies suggested that oxygen vacancies in
KTaO3 can play an important role in determining its unique physical behavior. Therefore,
how to control the behavior of oxygen vacancies becomes significant. In this work, the
energetics behavior, such as the formation and migration, of oxygen vacancies under the
in-plane strain fields have been systematically investigated using first-principles
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calculations. We find that the formation energies for oxygen vacancies are sensitive to inplane strain and oxygen positions. Specifically, the formation energies of the oxygen
vacancies in different positions (the IP-VO2+ and the OP-VO2+) are found to decrease as the
in-plane lattice parameter decreases. Compared with the IP-VO2+, the variation of formation
energy for the OP-VO2+ is more sensitive to in-plane strain. For instance, compared to
unstrained cubic KTaO3, the formation energies of IP-VO2+ and OP-VO2+ are reduced by
0.12 eV and 0.6 eV under -2.5% in-plane strain, respectively. When the in-plane lattice
parameter increases under tensile strain, however, the response is reversed: the formation
energy decreases for the IP-VO2+, but increases for the OP-VO2+. These findings suggest
that epitaxial strain can also induce apparent site preferences for the oxygen vacancy,
which results in orders of magnitude differences in vacancy concentrations on the two sites
at typical growth temperature for epitaxial thin films. The reason for the influence of
epitaxial strain on the formation of oxygen vacancies has been analyzed. It is found that
strong relaxation of the local defect structures is mainly responsible for the formation
behavior of these oxygen vacancies. The calculated equilibrium vacancy concentration at
typical growth temperatures shows that in-plane strain is another degree of freedom that
affects defect concentration. These results will provide guidelines for controlling
processing conditions in order to optimize functionalities based on oxygen vacancies.
Besides the thermodynamics, the kinetic behavior of oxygen vacancies has been
investigated. All possible migration pathways have been considered, and it is observed that
the VO2+ migration barrier can also be tuned by epitaxial strain. For intra-plane diffusions,
the migration barriers for the oxygen vacancy within the TaO2 plane can be decreased,
especially as the in-plane lattice parameter increases, which would increase the mobility of
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oxygen vacancies and promote the possibility of VO2+ agglomeration within the TaO2 plane.
For inter-plane diffusions, the migration barrier of the oxygen vacancy from the TaO2plane to the KO-plane (from the IP-VO2+ to the OP-VO2+) increases with increasing strain
(from compressive to tensile), while the migration barrier from the KO-plane to the TaO2plane (from the OP-VO2+ to the IP-VO2+) decreases as in-plane strain increases. These
results suggest that fully successive diffusion in the direction normal to the biaxial strain
plane is obstructed under the strain field, and the anisotropic diffusion processes can further
enhance the site preference, especially at low temperature.
Since the strained KTaO3 is ferroelectric, the existence of oxygen vacancies should
have some effects on the ferroelectric property of this material, which could be studied in
the future work. In addition, the defect ordering effect has become very interesting recently.
For example, oxygen vacancy ordering in SrTiO3 was proposed to be responsible for the
superconductivity. In this work, the site preference phenomenon for oxygen vacancies at
the ground state may provide some information on defect ordering, but large-scale
calculations are needed.

6.3 Cerium Dioxide
Cerium dioxide (CeO2) is often used as a nonradioactive surrogate in experimental
studies of nuclear fuel systems, since it has the same fluorite-type structure and many
similar material properties as PuO2 and UO2. In this work, the behavior of a gaseous fission
product, specifically Xe, is studied near the grain boundaries in CeO2 using first-principles
calculations. Our results show that Xe is more energetically favorable to substitute at trap
sites and segregate near the GB, which is related to the larger free volume available in the
GB as compared to the bulk. As the size of trap sites increases, the segregation capacity of
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Xe is reduced, and the formation energies of Xe atom trapped in these sites would be
comparable in the bulk and GB. For Xe diffusion behavior in irradiated-ceria, the activation
energy of the VCe-assisted mechanism is discussed and analyzed. The “zigzag” diffusion
pathway is dominant in the diffusion of Xe. Our calculations show that the diffusion
activation energies in the Σ3 GB are lower than those in the bulk.
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Table 3.1. Formation energy of intrinsic point defects in bulk 3C-SiC in Si-rich or n-type doping conditions. The unit of
energy is given in eV.
Defect

GGAa

GGAb

LDAc

LDAd

GGAe

VC2+
7.02
6.51
6.03
5.66
6.07
VC1+
5.23
5.13
/
4.99
5.19
0
VC
4.19
4.19
3.73
4.30
3.96
VC13.61
/
/
/
3.21
1+
VSi
9.99
9.97
10.70
10.70
10.33
VSi0
7.68
7.63
8.33
8.45
7.55
1VSi
5.85
5.76
6.51
7.46
5.80
VSi25.34
4.97
5.93
7.01
5.29
3+
SiTC
13.47
/
/
/
12.43
SiTC2+
11.21
/
/
/
10.32
SiTC1+
9.62
/
/
/
9.34
0
SiTC
8.58
/
/
/
8.11
SiTC18.24
/
/
/
7.75
1Si-Si<110>
7.29
/
/
/
7.04
Si-Si<110>0
7.97
8.75
/
/
8.21
1+
Si-Si<110>
9.88
10.20
/
/
10.22
C-C<100>2+
10.35
9.95
10.10
/
9.6
1+
C-C<100>
8.03
8.20
8.37
/
7.88
C-C<100>0
6.67
6.95
6.71
/
6.61
1C-C<100>
6.02
/
5.96
/
5.41
a
Current work, b Reference [35], c Reference [34], d Reference [138], e Reference [33]
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HSEe
5.40
5.24
4.80
/
/
8.12
7.21
/
10.93
10.15
10.08
9.83
/
9.37
9.43
10.69
9.29
8.00
7.32
/

Table 3.2. Geometry of charged vacancies with spin-polarized conditions in bulk and SF layer of
3C-SiC. The local symmetry, the relaxation parameters b (in % percentage of the original bond
length) and d (in % percentage of the original second nearest-neighbor distance) are given.
Defects

Bulk

SF

b

d

Symmetry

b//

d//

b⊥

d⊥

Symmetry

VC
+2
+1
0
-1

5.59
1.74
-1.00
-0.90

5.69
3.75, 2.75
2.13, -2.04
2.13, -2.04

Td
~D2d
D2d
D2d

5.48
2.80
-0.91
-2.47

5.35
2.73
-1.47
-3.14

7.65
3.14
2.34
1.63

6.76
3.03
1.27
0.29

C3v
C3v
C3v
C3v

VSi
+1
0
-1
-2

10.76
9.86
9.39
9.70

10.54
10.21
9.24
9.57

Td
Td
Td
Td

11.16
10.72
9.07
9.82

11.60
10.87
9.19
10.00

11.01
10.71
9.52
8.37

10.62
10.55
9.23
8.98

~Td
Td
Td
C3v
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Table 3.3. The migration barriers for vacancies in the bulk and SF region of 3C-SiC. The
values in the parentheses are the migration barriers in the opposite direction. Barriers are in
the unit of eV.

SF

VC↔VC

VSi↔VSi

Bulk

VC↔VC

Migration
pathway
1
2
3
4
1
2
3
4

+2

+1

0

-1

4.76(4.76)
4.75(4.75)
5.25(5.25)
5.20(5.30)

3.89(3.89)
3.89(3.89)
4.30(4.40)
4.35(4.41)

3.12(3.12)
3.12(3.12)
3.53(3.56)
3.66(3.61)
3.05(3.05)
3.05(3.05)
4.12(4.05)
4.09(4.07)
3.36a
3.55b
3.66c
3.78a
3.4b

2.94(2.94)
2.94(2.94)
3.37(3.39)
3.61(3.54)
2.78(2.78)
2.78(2.78)
4.12(4.00)
4.04(4.11)
3.44a

5.50a
5.2b

VSi↔VSi
a

4.42a
4.1b
3.93a
3.6b

This work, b Reference [39], c Reference [40]
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3.67a
3.2b

-2

2.57(2.57)
2.57(2.57)
3.88(3.70)
3.74(3.80)

2.74a
2.4b 2.7c

Table 3.4. The migration barriers for C interstitials in SF region and bulk of 3C-SiC. The
values in the parentheses are the migration barriers in the opposite direction. Barriers are
in the unit of eV.

SF

Parallel
Perpendicular

Migration
pathway
Csp<100> ↔ Csp<100>
Csp<110> ↔ Csp<110>

+1

0

-1

1.38(1.38)
1.42(1.42)

0.95(0.95)
1.00(1.00)

1.04(1.04)
1.05(1.05)

Csp<110> ↔ Csp<100>

1.65(1.64)

1.22(1.06)

1.29(1.18)

Csp<100> ↔ Csp<100>

1.35a
0.88a
b
b
0.9
0.5 1.42c 0.74d
a
This work, b Reference [38], c Reference [40], d Reference [45]
Bulk

100

0.56a
0.6b

Table 3.5. Migration of Si interstitials in the SF region and bulk of 3C-SiC in different doping conditions. The values in the
parentheses are the migration barriers in the opposite direction. Migration barriers Em in eV for different migration paths.
Migration path
p-type
Perpendicular

Type 3↔ type 5
type 3→ type 4→ type 5
type 5→ type 4→ type 3

Parallel

Type 3↔ type 3

1.67
(1.67)
1.02
0.52
1.24
(1.24)
0.89
1.22

2.42
(2.42)
1.58
1.95
1.46
(1.46)
0.83
1.42

Type 2→ type 3→ type 2
Type 2→ type 1→ type 2

0
1.54
(1.54)
0.79
1.49

-1
1.44
(1.44)
1.10
1.78

SiTC → Sisp<110>

-1
0.46a

Sisp<110> → SiTC

1.53a

0
0.66a
0.7b
1.26a
0.85b

type 3→ type 4→ type 3
type 3→ type 2→ type 3
Type 5↔ type 5

SF

type 5→ type 4→ type 5
type 5→ type 6→ type 5
Compensated and n-type
Parallel

Bulk

a

Step 1
+1
+2
2.50
2.67
(2.73) (2.64)
0.65
0.92
0.89
0.83

Type2 ↔ type 2

This work b Reference [46]
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Step 2
+1
/

+2
/

0.18
0.21

0.10
012

/

/

0.54
1.29
/

0.82
1.05
/

0.79
0.23

1.23
0.67

0
/

-1
/

0.94
0.29

0.45
0.22

+1
1.08a

+2
1.66a

0.30a

0.24a

Table 4.1. Atomic distance between the VO2+ and its nearest neighboring Ta atoms before and
after relaxation in strained KTaO3. Diff represents the difference of VO2+-Ta before and after
relaxation.
Strain
(%)
-2.5
-2
-1.5
-1
-0.5
0
0.5
1
1.5
2
2.5

Before (Å)
1.952
1.960
1.968
1.978
1.988
1.998
2.007
2.045 (1.991)
2.091 (1.966)
2.129 (1.949)
2.162 (1.937)

IP-VO2+
After (Å)
2.054
2.077
2.100
2.123
2.148
2.173
2.197
2.226 (2.215)
2.259 (2.231)
2.290 (2.248)
2.322 (2.265)

Diff (Å)
0.204
0.234
0.263
0.290
0.320
0.350
0.378
0.405
0.433
0.460
0.488

Before (Å)
2.147 (1.921)
2.102 (1.942)
2.054 (1.968)
2.005
2.002
1.998
1.994
1.991
1.988
1.986
1.984

OP-VO2+
After (Å)
2.274 (2.253)
2.241 (2.225)
2.212 (2.201)
2.192
2.182
2.173
2.164
2.156
2.147
2.138
2.131

Diff (Å)
0.459
0.422
0.391
0.373
0.360
0.350
0.340
0.330
0.318
0.304
0.293

Table 4.2. Migration of oxygen vacancy in strained KTaO3. The values in the parentheses are
the migration barriers in the opposite direction. The energy barrier of pathway 1↔3 is estimated
within the barriers of pathway 1↔2 and 3↔4.Table 4.3. Atomic distance between the VO2+ and
its nearest neighboring Ta atoms before and after relaxation in strained KTaO3. Diff represents
the difference of VO2+-Ta before and after relaxation.
Strain
(%)
-2.5
-2
-1.5
-1
-0.5
0
0.5
1
1.5
2
2.5

Before (Å)
1.952
1.960
1.968
1.978
1.988
1.998
2.007
2.045 (1.991)
2.091 (1.966)
2.129 (1.949)
2.162 (1.937)

IP-VO2+
After (Å)
2.054
2.077
2.100
2.123
2.148
2.173
2.197
2.226 (2.215)
2.259 (2.231)
2.290 (2.248)
2.322 (2.265)

Diff (Å)
0.204
0.234
0.263
0.290
0.320
0.350
0.378
0.405
0.433
0.460
0.488

Before (Å)
2.147 (1.921)
2.102 (1.942)
2.054 (1.968)
2.005
2.002
1.998
1.994
1.991
1.988
1.986
1.984

OP-VO2+
After (Å)
2.274 (2.253)
2.241 (2.225)
2.212 (2.201)
2.192
2.182
2.173
2.164
2.156
2.147
2.138
2.131

Diff (Å)
0.459
0.422
0.391
0.373
0.360
0.350
0.340
0.330
0.318
0.304
0.293
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Table 4.4. Migration of oxygen vacancy in strained KTaO3. The values in the parentheses are

Table 4.2. Migration of oxygen vacancy in strained KTaO3. The values in the parentheses are the migration barriers in the
opposite direction. The energy barrier of pathway 1↔3 is estimated within the barriers of pathway 1↔2 and 3↔4.
Strain
(%)
Compressive

Unstrained
Tensile

-2.5
-2
-1.5
-1
-0.5
0
0.5
1
1.5
2
2.5

Inter-plane diffusion barrier (eV)
1↔5
0.734 (1.229)
0.800 (1.179)
0.858 (1.119)
0.888 (1.059)
0.903 (0.992)
1↔5
0.929 (0.833)
0.949 (0.747)
0.983 (0.658)
1.020 (0.566)
1.059 (0.471)

Intra-plane diffusion barrier (eV)
1↔2
0.941 (0.941)
0.928 (0.928)
0.943 (0.943)
0.948 (0.948)
0.939 (0.939)

1↔6
0.835 (1.329)
0.858 (1.237)
0.862 (1.123)
0.888 (1.059)
0.903 (0.992)
3↔5
0.929 (0.833)
0.946 (0.743)
0.989 (0.664)
1.023 (0.568)
1.063 (0.475)
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0.915 (0.915)
1↔2
0.880 (0.880)
0.827 (0.827)
0.775 (0.775)
0.760 (0.760)
0.651 (0.651)

1↔3
0.880
0.827~0.828
0.775~0.778
0.760~0.823
0.651~0.807

3↔4
0.880 (0.880)
0.828 (0.828)
0.778 (0.778)
0.715 (0.715)
0.807 .807)

Table 5.1. Formation and solution energies of Schottky defects along different
directions in bulk CeO2.
VCe-2VO (100) VCe-2VO (110) VCe-2VO (111)
Ef (eV)
5.612
4.976
5.031
sol
5.789
6.318
6.358
𝐸Xe (eV)

Table 5.2. The chemical potential for oxygen and cerium in CeO2 calculated by
LDA+U under various stoichiometry conditions.Table 5.3. Formation and solution
energies of Schottky defects along different directions in bulk CeO2.
VCe-2VO (100) VCe-2VO (110) VCe-2VO (111)
Ef (eV)
5.612
4.976
5.031
sol
5.789
6.318
6.358
𝐸Xe
(eV)

Table 5.4. The chemical potential for oxygen and cerium in CeO2 calculated by
LDA+U under various stoichiometry conditions.
Stoichiometry
O-poor/Ce-rich
O-rich/Ce-poor
Stoichiometric

𝜇Ce (eV)
-6.89
-18.05
-12.47

𝜇O (eV)
-9.83
-4.25
-7.04

Table 5.5. The migration barrier, Em2, (eV) of VCe within the XeV/VCe cluster. The
values in the parentheses are the barriers in the opposite direction.Table 5.6. The
chemical potential for oxygen and cerium in CeO2 calculated by LDA+U under
various stoichiometry conditions.Table 5.7. Formation and solution energies of
Schottky defects along different directions in bulk CeO2.
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VCe-2VO (100) VCe-2VO (110) VCe-2VO (111)
Ef (eV)
5.612
4.976
5.031
sol
5.789
6.318
6.358
𝐸Xe (eV)

Table 5.2. The chemical potential for oxygen and cerium in CeO2 calculated by
LDA+U under various stoichiometry conditions.
Stoichiometry
O-poor/Ce-rich
O-rich/Ce-poor
Stoichiometric

𝜇Ce (eV)
-6.89
-18.05
-12.47

𝜇O (eV)
-9.83
-4.25
-7.04

Table 5.10. The migration barrier, Em2, (eV) of VCe within the XeV/VCe cluster. The
values in the parentheses are the barriers in the opposite direction.Table 5.11. The
chemical potential for oxygen and cerium in CeO2 calculated by LDA+U under
various stoichiometry conditions.
Stoichiometry
O-poor/Ce-rich
O-rich/Ce-poor
Stoichiometric

𝜇Ce (eV)
-6.89
-18.05
-12.47

𝜇O (eV)
-9.83
-4.25
-7.04

Table 5.12. The migration barrier, Em2, (eV) of VCe within the XeV/VCe cluster. The
values in the parentheses are the barriers in the opposite direction.Table 5.13. The
chemical potential for oxygen and cerium in CeO2 calculated by LDA+U under
various stoichiometry conditions.
Stoichiometry
O-poor/Ce-rich
O-rich/Ce-poor
Stoichiometric

𝜇Ce (eV)
-6.89
-18.05
-12.47

𝜇O (eV)
-9.83
-4.25
-7.04

Table 5.14. The migration barrier, Em2, (eV) of VCe within the XeV/VCe cluster. The
values in the parentheses are the barriers in the opposite direction.Table 5.15. The
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chemical potential for oxygen and cerium in CeO2 calculated by LDA+U under
various stoichiometry conditions.

Table 5.3. The migration barrier, Em2, (eV) of VCe within the XeV/VCe cluster. The
values in the parentheses are the barriers in the opposite direction.

Σ3 GB
Bulk

Em2(XeVCe/VCe)
3.08(3.08)
4.23(4.23)
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Em2(XeVCe-2VO/VCe)
2.17(2.48)
4.26(5.09)

2H-SiC

4H-SiC

A

6H-SiC

C

A
A

B

B
B

A

C
A

A

A

C

C
B

B

3C-SiC

[111]

A

A

Figure 1.1. The schematic structure of 2H-, 3C-, 4H- and 6H-SiC in three dimensional
perspectives.
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Figure 2.1. Illustration of the pseudo-wavefunction pseudo and pseudopotential, Vpseudo
(red solid lines), and the real wavefunction  and real potential V (blue dash lines), rc
is the cutoff radius [130].
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Figure 2.2. Illustration of iterative solution for solving the Kohn-Sham equations based
on the variational principle.
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Figure 3.1. Schematic drawing of the 3×3×10 mesh points near the SF layer of 3C-SiC.
Pink spheres are silicon atoms on the lattice sites, green spheres are carbon atoms on
the lattice sites. The red dash lines indicate the sequence fault.
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Figure 3.2. Difference in the formation energies of selected defects in 3C-SiC as a
function of system size in Si-rich and p-type doping conditions.
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Figure 3.3. The configurations of Si interstitials near the SF of 3C-SiC. Pink spheres are
Si sub-lattice, green spheres are C sub-lattice, red ones represent the possible Si
interstitials.
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Figure 3.4. PLDOS of neutral Si interstitials in SiTC and the Pyramid-like configuration
in 3C-SiC. The arrow points the localized defect state at 0.9 eV below the conduction
band.
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Figure 3.5. The rotation process of Sisp<110> in the SF layer of 3C-SiC. (a) initial Sisp<110>,
(b) rotated split silicon interstitials in the SF layer.
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Figure 3.6. The formation energy of Si interstitials in bulk and SF region for Si-rich
condition in 3C-SiC.
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Figure 3.7. Thermodynamic transition levels for Si and C interstitials in bulk and SF
region of 3C-SiC alongside the relevant charge states.
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Figure 3.8. The configurations of C interstitials near the SF of 3C-SiC. Pink spheres are
Si sub-lattice, green spheres are C sub-lattice, blue ones are the possible C interstitials.
possible C interstitials.

117

Figure 3.9. The formation energy of C interstitials in bulk and SF region for Si-rich
condition in 3C-SiC.
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Figure 3.10. PLDOS of out-of-plane Si/C and in-plane Si/C around the C/Si vacancy
near the SF layer of 3C-SiC in (a) and (b), respectively.
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Figure 3.11. Formation energy of VC (a) and VSi (b) in bulk and SF region for Si-rich
condition in 3C-SiC. (c) The thermodynamic transition levels for VC and VSi in bulk
and SF region of 3C-SiC.
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Figure 3.12. The positions of the second neighbor C (1-4) (yellow spheres) and Si (14) (light green spheres) atoms relative to (a) the C vacancy and (b) the Si vacancy (blue
boxes), respectively, near the SF of 3C-SiC. The migration pathway for C1 to Vc in
(a) is shown by the arrow; likewise, the migration pathway for Si1 to V Si in (b) is
shown by the arrow.
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Figure 3.13. Migration of C interstitial along the SF layer of 3C-SiC, (a) initial
interstitial Csp<110>, (b) transition state C-Si<110>, (c) final interstitial Csp<110>. The red
sphere is the C interstitial atom; the yellow sphere is the displaced Si atom.
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Figure 3.14. The schematic migration pathways for pyramid-like Si interstitial near the
SF of 3C-SiC. (a)-(d) the kick/rotation migration process perpendicular to the SF layer,
(a) initial pyramid-like Si interstitial, (b) transition state Sisp<110>, (c) rotated
intermediate state Sisp, (d) final pyramid-like Si interstitial; (e)-(g) the kick-out
migration process parallel to the SF layer, (e) initial pyramid-like Si interstitial, (f)
transition Si split interstitial, (g) final pyramid-like Si interstitial.
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Figure 3.15. The schematic migration process of Sisp<110> along the SF layer of 3C-SiC,
(a) initial Sisp<110> interstitial, (b) transition pyramid-like Si interstitial, (c) final Sisp<110>
interstitial.
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Figure 4.1. The schematic illustration of strained KTaO3 in different in-plane strain
fields. There are two oxygen vacancy positions in strained KTaO3: in the biaxial strain
a-b plane (IP-VO2+) and out of the a-b plane (OP-VO2+).

125

Figure 4.2. Oxygen chemical potential as a function of temperature and pressure.
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Figure 4.3. The variation of EVBM for different in-plane strain states in perfect KTaO3.
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Figure 4.4. Difference in the formation energy of VO2+ as a function of system size and
in-plane strain state at 1000 K and 10-10 atm condition in strained KTaO3, and the Fermi
level is chosen at the middle of band gap, ~1.8 eV.
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Figure 4.5. Structural properties as a function of in-plane strain, s, in perfect KTaO3: (a)
relative ionic displacements (reference to K ions, in fractional coordinates); (b) Ta-O
bond lengths; (c) changes in the optimized supercell volume; (d) lattice parameters. The
dash line in (c) and (d) are the changes of structure in phases without polarization.
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Figure 4.6. (a) The formation energy of IP-VO2+ and OP-VO2+ in strained KTaO3 as a
function of the applied in-plane strain at 1000 K and 10-10 atm condition, and the Fermi
level is chosen in the middle of band-gap of the unstained case, (b) the stability of a
neutral (red circle) and positively doubly charged oxygen vacancy (black circle) in
unstrained KTaO3.
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Figure 4.7. The concentration of oxygen vacancy in KTaO3 at the typical growth
temperature of 1000 K as a function of partial pressure and in-plane strain, (a) for IPVO2+ and (b) for OP-VO2+.
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Figure 4.8. Vibrational contributions to the free energy of VO2+ in unstrained KTaO3
calculated using VASP/PBEsol in a 3×3×3 supercell at constant volume condition. The
compressive -2.5% case with the similar value is not shown here for clarification.
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Figure 4.9. Temperature-dependent VO2+ ratio for OP/IP (black) and IP/OP (red) for
compressive -2.5% and tensile 2.5% strain, respectively, in KTaO3.
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Figure 4.10. Schematic illustration of intra-plane (1↔2, 3↔4) and inter-plane (1↔5,
1↔6, and 3↔5) diffusion pathways in KTaO3 for compressive (a) and tensile (b) field.
K ions are omitted for clarity.
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Figure 4.11. The intra-plane diffusion barriers of oxygen vacancy in strained KTaO3.
The charge-density difference of the transition states along the diffusion pathways 1↔2
and 3↔4 under 2.5% in-plane tensile strain. The triangle denotes the transition O atom,
squares are the initial and final O atom positions, and circle is the nearest-neighboring
Ta atom.
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Figure 5.1. The configuration of the Σ3(111)/[110] tilt GB (O: grey, Ce: red) of CeO2.
Numbers indicate the cation layer number for the possible cation vacancy position.
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Figure 5.2. Formation energies of the mono-vacancy (a) and (b) and di-vacancy (c)
and (d) in the bulk and Σ3(111)/[110] tilt GB layer of CeO2 as a function of Fermi
level under O-rich condition.
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Figure 5.3. Thermodynamic transition levels for the VCe near the GB of CeO2 as a
function of the cation layer, as defined in Figure 5.1.
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Figure 5.4. (a) Segregation energies of the VCe with different charge states, (b) the
bond (Ebond) and relaxation (Erelax) energies of VCe0 in the Σ3 (111)/ [110] tilt GB of
CeO2 as a function of the cation layer, as defined in Figure 5.1.
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Figure 5.5. (a) The relative bond-length contractions near the GB of CeO2 at various
pressures (referenced to the initial bond-length at 0 GPa), (b) the relative displacement
of the surrounding atoms near the VCeq in different layer as a function of charge states
(referenced to the bulk).
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Figure 5.6. Radial distribution function of Ce-O for the VCe in neutral (a) and formal
(b) charge states near the GB of CeO2. The RDF for the VCe in other charge states is
not shown here for clarification.
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Figure 5.7. (a) Segregation profile of cation vacancy and vacancy clusters with formal
charge states; (b) and (c) average segregation energies of (VCe-VO)q and (VCe-2VO)0,
respectively, as a function of the cation layer near the Σ3 (111)/ [110] tilt GB of
CeO2, as defined in Figure 5.1.
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Figure 5.8. Segregation profile of Xe in the trap sites as a function of the cation layer
near the Σ3 (111)/ [110] tilt GB of CeO2, as defined in Figure 5.1. Note that the
segregation energy of Xe in vacancy clusters is the average energy.
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Figure 5.9. Solution energies of Xe in above trap sites at formal charge states in the
bulk and at GB of CeO2. Fermi level is taken to be 1.32 eV at the middle of the band
gap.
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Figure 5.10. Schematic picture of the “bind/unbinding” mechanism associated with
moving the XeV/VCe cluster within (111) plane. The oxygen sublattices are omitted
for clarification. Arrows indicate directions where atoms will move to form the next
configurations.
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Figure 5.11. Schematic picture of the “zigzag” mechanism associated with moving
the XeV/VCe cluster within (111) plane. The oxygen sublattices are omitted for
clarification. Arrows indicate directions where atoms will move to form the next
configurations.
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