i Distribution Statement A. Approved for public release; distribution unlimited. Factors such as the material temperature, design stress, thermal stability, distortion tolerance, expected design life, and environmental resistance requirements vary significantly between these initiatives, between requirements of the eventual weapon systems, and between various components within them. The limiting/enabling properties also vary significantly. Thus there is a need to invest in Research and Development (R&D) on a variety of materials with a breadth sufficient to facilitate eventual optimization of specific property sets that are application specific. Since funding limitations restrict the exploration space, and since there is a need to accelerate the development and transition of advanced materials in a timely manner, computational materials science and engineering is essential.
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Executive Summary
In this program, the work covered the material needs for enabling a variety of missions including access to space and hypersonic flight for global access and meeting the continuing demand for higher performance, more efficient jet engines. The focus areas covered a broad range of technologies comprising ceramic composites, thermal protection materials, fiber lasers for directed energy, Integrated Computational Materials Science and Engineering (ICMSE), superalloy development, hybrid disks, hot structures for hypersonics, functional materials for energy needs, and nanoenergetic materials for munitions needs. This report will cover two categories of research, advanced metals and functional metals. Distribution Statement A. Approved for public release; distribution unlimited.
Task Order 0003 -Advanced Metals Research
Integrated Computational Materials Science and Engineering (ICMSE)
Screw Dislocation Cross-slip Induced Dipole Annihilation in FCC
Cross-slip of screw character dislocations is an elementary, thermally-activated mechanism that is all prevalent in plastic deformation. The consequences of cross slip are recognized as the most important single process underlying complex spatiotemporal development of dislocation microstructure leading to hardening, pattern formation, and dynamic recovery. The early work of Escaig remains the most widely cited and used model for cross-slip; however, this model poses several difficulties with respect to quantitative simulations. Previously, atomistic simulations (molecular statics) were used with embedded atom potentials to evaluate the activation barrier for a screw dislocation to transform from fully residing on the glide plane to fully residing on the cross-slip plane, where the screw dislocation was intersecting a mildly-attractive 120° forest dislocation forming Glide locks (GL), Lomer-Cottrell (LC) locks, or Hirth locks, in both Ni and Cu. The cross-slip process was also explored at mildly-repulsive screw dislocation intersections. In these simulations, the Burgers vector of the intersecting dislocation forming mildly attractive GL or LC locks was reversed. The activation energies at attractive intersections were computed using two different techniques: (a) determine the equilibrium configurations (energies) when varying pure tensile or compressive stresses that are applied along the [111] direction on the partially cross-slipped state, and (b) the classical nudged elastic band method. The cross-slip activation energies at the attractive intersections were found to be a factor of 3-20 lower than the energy for cross-slip at an isolated screw dislocation. At mildly repulsive intersections, cross-slip nucleation was found to be spontaneous and athermal, with zero cross-slip activation energy. These findings provide a better physical basis to represent local cross-slip processes in largerscale, discrete dislocation-dynamics simulations, enabling more realistic simulations of the evolution of the dislocation substructure. Such simulations should result in improved statistical representation of cross-slip effects during monotonic or cyclic deformation.
In this study, cross-slip nucleation is examined at atomic jogs on screw dislocations using Mishin's interatomic potentials for Ni and Cu, which give elastic constants and stacking fault energies close to experimental values [1] . The line direction of the jog resides on the cross-slip plane. It is argued that all types of atomic jogs on screw dislocation can be decomposed into a jog on a cross-slip plane plus a kink on the glide plane. Therefore, we have only considered one type of atomic jog on a cross-slip plane for calculating the cross-slip activation energy, as well as for the screw-dipole annihilation simulations. The annihilation of jogged-screw dipoles having initial separations of 14 and 44 nm were also simulated. The critical Escaig stresses for cross-slip nucleation and screw dipole annihilation, as a function of temperature, were determined using molecular dynamics simulations.
Large-scale atomistic simulations were used to examine the effect of jogs on the cross-slip of screw dislocations and screw dipole annihilation in Cu and Ni. Results are summarized in Figure 1 . From these simulations, the following conclusions are drawn:
(1) The stress-free activation energy for cross-slip of screw dislocations at jogs is approximately 0.4 eV in FCC Cu and Ni; a factor of 4-5 lower than the activation energy for cross-slip of screw dislocations in the absence of a jog. Distribution Statement A. Approved for public release; distribution unlimited.
(2) The critical Escaig stress on the glide plane for jogged screw dipole annihilation drops from the 0 K value of 400 MPa to 0 MPa at room temperature and dipole annihilation is nearly athermal at room temperature. These results, along with previously published simulation results on intersection cross-slip nucleation in FCC crystals, have been found useful in physics-based modeling of cross-slip in higher length scale, 3D dislocation dynamics simulations that have investigated dislocation pattern formation and fatigue structures in FCC crystals.
Microstructure-Sensitive Design Tool for Strain Rate Sensitive Flow Stress
A physics-based microstructure-sensitive design tool that predicts the flow stress of a low solvus high refractory (LSHR) alloy was developed. The thermally activated component of the yield model was obtained by including a yield stress dependent creep model formulated originally by Wilshire et al. [2] , and by invoking a temperature dependent anti-phase boundary (APB) energy based on a formalism that captures high temperature order parameter of Ni 3 Al. The resultant model was found to capture experimental data on all reported data on dual heat treated LSHR, including the standard subsolvus and supersolvus conditions. A microstructural evolution model, developed by Dr. Semiatin (AFRL/RX), was then integrated with the yield model to show that it Distribution Statement A. Approved for public release; distribution unlimited.
was possible to predict the evolution of strain rate dependent flow stress as a function of temperature from the thermal history of the alloy. Figure 2 shows a comparison of the predictions with experimental data for yield stress and creep stress for the LSHR alloy. The data were taken from the work included in a NASA tech report [3] . It is seen that all of the yield data is captured by the model. For creep, the model captures the behavior of the large grained supersolvus alloy, but not the fine grained subsolvus. Future work will include this grain size effect. To assess the sensitivity of the discrete dislocation (DD) model to microstructural variations, an IN100 alloy microstructure, obtained by a custom heat treatment (Dr. J. Tiley, AFRL/RXCM) was chosen. The microstructures were segmented and divided into 3 x 3, 6 x 6 and 12 x 12 micron sections by Dr. M. Uchic (AFRL/RX). These images were used, along with the DD model, to obtain the effect of microstructural sampling size and variability. In Figure 3 , the effect of sampling size on the predicted resolved stress in the case of IN100 is shown; as the sample size increases, the scatter in the data reduces. The mild increase in resolved shear stress was unexpected, but the key effect of reduction in scatter with increasing sampling size is as expected. Distribution Statement A. Approved for public release; distribution unlimited. 
Alloy Development and Discovery
High Entropy Alloys
Low-density Refractory High-entropy Alloys of the Cr-Nb-Ti-V-Zr System
In the preceding reporting period, we used an advanced high entropy alloy (HEA) approach to produce several new refractory alloys with promising combinations of room temperature and elevated temperature mechanical properties and oxidation resistance. These are MoNbTaW, MoNbTaVW, HfNbTaTiZr, and CrMo 0.5 NbTa 0.5 TiZr. The high entropy of mixing and similar atomic radii of the alloying elements resulted in the formation of a single-phase body centered cubic (BCC) crystal structure in the first three alloys. However, the presence of Cr with an atomic radius that is much smaller than the atomic radii of other elements in the fourth alloy caused the additional formation of a minor fcc Laves phase. These refractory alloys have rather high densities, from 8.2 g/cm 3 for CrMo 0.5 NbTa 0.5 TiZr to 13.8 g/cm 3 for MoNbTaW, which may be satisfactory for potential applications of stationary structures that do not suffer from high weight. Since the aerospace industry demands low-density metallic alloys for high-temperature load-bearing structures and thermal protection systems, there is a clear rationale for exploring HEAs composed of constituents with high melting temperatures and reduced densities. Therefore, the goal of the current work was to produce refractory HEAs with densities below 7.0 g/cm 3 , which could operate at temperatures as high as 1000 °C. To achieve this goal, low-density refractory elements, V (ρ = 6.11 g/cm ) were selected to produce four alloys: NbTiVZr, NbTiV 2 Zr, CrNbTiZr, and CrNbTiVZr. The microstructure, phase compositions and mechanical properties of these alloys have been studied and reported in two technical papers [4, 5] .
Microstructure and phase analysis. The produced NbTiVZr, NbTiV2Zr, CrNbTiZr, and CrNbTiVZr alloys have densities of 6.52, 6.34, 6.67, and 6.57 g/cm 3 , respectively, and are more than 20% lighter than Ni-based superalloys. Disordered BCC solid solution phases are the major phases in these alloys, and Cr-containing alloys additionally contain an ordered Laves phase Distribution Statement A. Approved for public release; distribution unlimited.
( Figure 4 ). Non-equilibrium and equilibrium phase diagrams have been modeled for the studied alloys via extrapolation of the interaction parameters from the lower order constituent binary and ternary systems to higher order interactions. The models show that, after non-equilibrium solidification, the NbTiVZr and NbTiV 2 Zr alloys are essentially single-phase disordered BCC structures containing less than 1% of the secondary BCC phase. The disordered BCC phase also dominates (>91%) in the Cr-containing alloys, which additionally contain a Laves phase based on Cr and Zr. Thermodynamic modeling of equilibrium phases shows that all of the alloys have a single-phase BCC disordered structure (A2-1) just below their solidus temperature. The temperature range of stability of this phase is greatest in the NbTiVZr alloy (down to 726 °C), followed by the NbTiV 2 Zr alloy (down to 843 °C). At lower temperatures, the A2-1 phase is predicted to partially transform in the secondary BCC (A2-2) and hexagonal phases in these alloys.
The Cr-containing alloys also show the presence of a Laves phase below 1363 and 1234 °C for the CrNbTiZr and CrNbTiVZr alloys, respectively. Comparing the thermodynamic modeling with experimental results shows that the volume fractions and compositions of the BCC phases identified in the studied alloys at room temperature approximately correspond to the equilibrium fractions and compositions of these phases at temperatures of ~600-750 °C. The present work thus suggests that the cooling rate of 10 °C/min used to chill the alloys after homogenization treatment at 1200 °C is too rapid to achieve equilibrium conditions below 600-750 °C. Thermodynamic databases based on the binary and ternary systems are able to predict correct trends, but are unable to accurately predict volume fractions and compositions of the Laves phases in the CrNbTiZr and CrNbTiVZr alloys. Although the stabilization of disordered solid solutions is the defining feature of high entropy alloys, the present work identifies two systems where an ordered intermetallic (IM) phase is stable at room temperature and can be fully dissolved at high temperatures. This suggests a reasoned approach for developing high entropy alloys with both solid solution and ordered phases as candidate high-temperature structural materials [4] . Distribution Statement A. Approved for public release; distribution unlimited.
Figure 4: X-ray diffraction patterns from the cast and homogenized refractory HEAs: (a) NbTiVZr (BCC phase), (b) NbTiV 2 Zr (3 BCC phases), (c) CrNbTiZr (BCC and Laves phases) and (d) CrNbTiVZr (BCC and Laves phases).
Mechanical properties. The produced NbTiVZr, NbTiV 2 Zr, CrNbTiZr, and CrNbTiVZr alloys have Vickers microhardness values of 3.29, 2.99, 4.10, and 4.72 GPa, respectively, which is comparable with the hardness of high strength steels. The compression properties of the NbTiVZr, NbTiV 2 Zr, CrNbTIZr, and CrNbTiVZr alloys were determined in the temperature range from 25 °C to 1000 °C. The NbTiVZr and NbTiV 2 Zr alloys showed good compressive ductility at all studied temperatures while the Cr-containing alloys showed brittle-to-ductile transition occurring somewhere between 25 °C and 600 °C. Strong work hardening was observed in the NbTiVZr and NbTiV 2 Zr alloys during deformation at room temperature. The alloys had yield strengths of 1105 MPa and 918 MPa, respectively, and their strength continuously increased, exceeding 2000 MPa after 40% compression strain. The CrNbTiZr and CrNbTiVZr alloys showed high yield strength (1260 MPa and 1298 MPa, respectively) but low ductility (6% and 3% compression strain, respectively, before the fracture) at room temperature.
Cleavage fracture of Laves phase particles and ductile fracture of the BCC phase was observed in these alloys. The fracture of these alloys was associated with extensive material fragmentation and local heating beyond the melting temperature. Strain softening and steady state flow were typical during compression deformation of these alloys at temperatures above 600 °C. In these conditions, the alloys survived 50% compression strain without fracture and their yield strength continuously decreased with an increase in temperature. During deformation at 1000 °C, the NbTiVZr, NbTiV 2 Zr, CrNbTIZr, and CrNbTiVZr alloys showed yield strengths of 58 MPa, 72 MPa, 115 MPa, and 259 MPa, respectively. During deformation at 1000 °C, the NbTiVZr and Distribution Statement A. Approved for public release; distribution unlimited. NbTiV 2 Zr alloys had a single-phase BCC structure. After deformation at 1000 °C followed by cooling to room temperature, the phase compositions of the NbTiVZr and NbTiV 2 Zr alloys noticeably changed relative to the respective homogenized conditions. In addition to the matrix phase, two additional BCC phases were observed in NbTiVZr, predominantly inside the deformation bands. In NbTiV 2 Zr, the volume fraction of one of the three BCC phases observed after homogenization treatment considerably reduced after deformation. It is suggested that the high density of dislocations and subgrain boundaries in the deformed alloys facilitates transformation of the high-temperature BCC phase into the low-temperature BCC phase during cooling after deformation.
The results indicate that the phases present in these two alloys at room temperature are likely metastable phases, which are quenched from higher temperatures due to slow diffusion kinetics of the alloying elements. During deformation at 1000 °C, the CrNbTIZr, and CrNbTiVZr alloys retained their two phase (BCC plus Laves) structure and their phase compositions were unaffected by deformation. The high temperature deformation resulted in the formation of new recrystallized grains inside the BCC phase and deformation twins inside large Laves-phase particles. The CrNbTiVZr alloy showed the most attractive properties, such as considerably improved elevated temperature strength, reduced density and much higher melting point, as compared to three other high entropy alloys and referenced Ni superalloys (In718 and Haynes 230). A microstructural approach to improve the limited room temperature ductility is suggested via dissolution and controlled precipitation of the strengthening Laves phase [5] .
Phase Composition of a CrMo 0.5 NbTa 0.5 TiZr High Entropy Alloy
The design and development of HEAs is built upon the fact that high configuration entropy makes a significant contribution to the phase stability of random mixed disordered solution phases. However, the stability of a phase is determined by its Gibbs energy, which includes contributions from both enthalpy and entropy. The microstructure of an alloy is therefore the result of stability competition among a variety of phases in the system. Phase diagrams, which are considered the road maps for materials design, provide essential information on the phase stability at a given alloy chemistry and temperature. While most of the binary phase diagrams and some ternary sections have been determined via experimental approach, and they can be found in the literature and handbooks, this is not the case for multi-component systems. Determination of multi-component phase diagrams solely by experimental approaches is obviously not feasible due to the tremendous amount of work involved.
In recent years, integration of the calculation of phase diagrams (CALPHAD) approach with key experiments has been used as an effective approach in the determination of complicated multicomponent phase diagrams. The essence of the CALPHAD approach is to develop a thermodynamic database for a multi-component system using experimental data from the constituent binaries and ternaries. This database is then used to calculate the phase stability of the multi-component system. The CALPHAD approach has been successfully applied to the design of traditional alloys based on one key element. In this case, the thermodynamic database needs to be validated only at the corner of the key element. At the same time, to successfully design HEAs that are based on several multiple principal elements, the multi-component thermodynamic database must be developed and validated for the entire composition space, which is a very challenging task. In this work, a thorough analysis of the microstructure, phase Distribution Statement A. Approved for public release; distribution unlimited.
composition and chemical composition of phases in a CrMo 0.5 NbTa 0.5 TiZr refractory high entropy alloy was conducted in as-solidified and annealed conditions. The experimental results were compared with the results of solidification and phase equilibrium simulations conducted for this alloy. The purpose of this study was to see if a currently available extensive thermodynamic database can predict the correct topology of phase equilibria in the multi-principal component alloy and to understand the limitations of this database for use in the design of HEAs.
The microstructure and phase composition of a CrMo 0.5 NbTa 0.5 TiZr high entropy alloy were studied in the as-solidified condition and after heat treatment at 1450 °C for 3 h and 1000 °C for 100 h [6] . In the as-solidified condition, the alloy consists of three phases, two of which have disordered BCC crystal structures and the third has an ordered cubic Laves phase (Figure 5a ). The BCC1 phase solidifies first in the form of dendrites enriched with high-melting-temperature elements, Mo, Ta, and Nb, and its volume fraction is 42%. The BCC2 and Laves phases likely solidify by eutectic-type reaction filling inter-dendritic regions. The volume fractions of these phases are 27% and 31%, respectively. The BCC2 phase is enriched with Ti and Zr, and the Laves phase is heavily enriched with Cr and slightly with Zr. In addition to Cr and Zr, the Laves phase also contains other alloying elements, with the total amount of 37.1%. Hot isostatic pressing (HIP) at 1450 °C for 3 h results in coagulation of the BCC1 dendrites into round-shaped particles and in an increase in the volume fraction of the BCC1 phase to 67%. The volume fractions of the BCC2 and Laves phases decrease to 16% and 17%, respectively. These volume fraction changes cause re-distributions of the alloying elements between the phases. For example, the concentration of Cr in the BCC1 phase increases and in the BCC2 phase decreases. However, the main tendency observed for the as-solidified condition remains: the BCC1 phase remains enriched with Mo, Nb, and Ta, the BCC2 phase is enriched with Ti and Zr and the Laves phase is enriched with Cr. Annealing at 1000 °C for 100 h, conducted after the HIP processing, results in precipitation of fine, submicron-sized Laves particles inside the BCC1 phase, which causes a decrease in the concentration of Cr and Ta in the BCC1 phase and a decrease in the volume fraction of this phase. After annealing, the alloy consists of 52% BCC1, 16% BCC2 and 32% Laves phases. Thermodynamic analyses of the solidification process and phase equilibria in the CrMo 0.5 NbTa 0.5 TiZr alloy were carried out using the thermodynamic database developed by the CALPHAD approach. The Scheil solidification model correctly predicts formation of 3 identified phases, two of which (BCC2 and Laves) likely form by eutectic reaction (Figure 5b ). Distribution Statement A. Approved for public release; distribution unlimited. 
Development of Low-density Refractory-based HEAs Containing Aluminum
In this work, Al was added to several earlier developed refractory HEAs to reduce alloy density, increase high temperature strength and specific strength, and improve oxidation resistance. An additional objective of this work was to study whether Al additions stimulate or suppress formation of IM phases in refractory HEAs. All reported refractory HEAs that do not contain Cr are BCC structures, whereas alloys with Cr contain Laves phases and have a considerably decreased ductility at temperatures below 800 °C. The introduction of the Laves phases seems to be associated with the atomic radius of Cr (r Cr = 128 pm), which is much smaller than that of other refractory elements (~146 pm). Although Al forms a number of IM phases with transition elements in conventional alloys, it favors the formation of disordered BCC phases in Co-Cr-FeNi-based HEAs. It is worth noting that the atomic radius of Al (r Al = 143 pm) is similar to the atomic radii of refractory elements. One may therefore expect that the addition of Al may impede formation of IM phases in HEAs that do not contain Cr and thus may improve ductility.
Six new refractory HEAs have been produced by arc melting and their phase composition, microstructure, and properties have been studied [7] . In addition to the refractory elements, the alloys also contain Al and Ti, which reduce the alloy density. Three alloys, AlMo 0. 4.9 GPa, and 4.9 GPa, respectively. Compression tests reveal very high strengths for some of the studied alloys in the temperature range from 23 °C to 1200 °C, superior to the tensile strengths Ni-based superalloys, such as Inconel 718 and Mar-M247 ( Figure 6 ). Compressive ductility is limited at 23 °C, suggesting that little or no tensile ductility may result at this temperature.
The properties of two new alloys, AlMo 0.5 NbTa 0.5 TiZr and Al 0.4 Hf 0.6 NbTaTiZr were compared with the properties of the parent CrMo 0.5 NbTa 0.5 TiZr and HfNbTaTiZr alloys and the beneficial effects from the Al additions on the microstructure and properties were outlined [8] . In particular, complete substitution of Cr with Al in the CrMo 0.5 NbTa 0.5 TiZr alloy reduced the alloy density by 10.1%, increased room temperature hardness and yield strength by ~12%, noticeably improved RT ductility and also considerably increased, by more than 50%, high-temperature strength in the temperature range from 800 °C to 1200 °C. These improvements in the mechanical properties were related to dramatic changes in the phase composition and microstructure. While the CrMo 0.5 NbTa 0.5 TiZr alloy contained three relatively coarse phases, BCC1, BCC2, and Laves, only two BCC phases, mainly in the form of spinodal-like nanolamellar structure, and no IM phases, were present in the AlMo 0.5 NbTa 0.5 TiZr alloy. Partial substitution of Hf with Al in the HfNbTaTiZr alloy reduced the alloy density by ~9% and increased room temperature hardness and yield strength by 29% and 98%, respectively. The difference in the yield strength of the HfNbTaTiZr and Al 0.4 Hf 0.6 NbTaTiZr alloys, however, rapidly disappears with an increase in temperature and the properties of these two alloys are the same at 1000 °C and 1200 °C. The temperature dependence of the specific yield strength of several refractory HEAs is superior to the properties of advance Ni-based superalloys ( Figure 6 ). Moreover, due to their high melting points and strength, refractory HEAs can be used at much higher temperatures than Ni-based superalloys. 
Accelerated Exploration and Development of Multi-principal Element Alloys
Multi-principle element alloys (MPEAs, among which alloys with ≥5 elements are also called high entropy alloys, HEAs) are a new alloy development philosophy, where the base alloy has significant atom fractions of several elements. This new alloying strategy vastly increases the number of possible alloy systems, giving a rich composition and phase space that has not yet been explored. For example, a palette of 12 elements gives 12 conventional alloy systems where 1 element dominates. The same palette of 12 elements gives 495 alloy families with 4 base elements; 792 systems with 5 base elements, 924 6-base-element systems and a total of 4,017 alloy systems consisting of between 3 and 12 base elements. Thus, while the number of conventional alloy systems equals the number of elements in a palette, the number of MPEA systems is a function of N!, which vastly increases the number of systems. This greatly expands opportunities for discovering alloys with new and useful properties, but introduces a new challenge. It is relatively simple to choose an alloy system for an intended application when it is based on a single element -the properties of the base element are a useful guide for achieving target properties. But this is not so simple for MPEAs. Some properties such as density, elastic modulus, and cost can be reasonably estimated from the rule-of-mixtures of the base elements; however, this is not the case for important properties such as strength, ductility and maximum use temperature. Even simple experimental evaluations of these properties are time-intensive, requiring weeks or months to produce and characterize a small number of candidate alloys. Evaluating hundreds of thousands of candidates is a truly daunting task, requiring completely new approaches.
Exploration and Development of High Entropy Alloys for Structural Applications.
We developed a strategy to design and evaluate high-entropy alloys (HEAs) for structural use in the transportation and energy industries [9] . We give HEA goal properties for low (≤ 150 °C), medium (≤ 450 °C), and high (≥ 1,100 °C) use temperatures. A systematic design approach uses palettes of elements chosen to meet target properties of each HEA family and gives methods to build HEAs from these palettes. We show that IM phases are consistent with HEA definitions, and the strategy developed here includes both single-phase, solid solution HEAs and HEAs with the intentional addition of a 2nd phase for particulate hardening. A thermodynamic estimate of the effectiveness of configurational entropy to suppress or delay compound formation is given. A 3-stage approach is given to systematically screen and evaluate a vast number of HEAs by integrating high-throughput computations and experiments (Table 1) . CALPHAD methods are used to predict phase equilibria, and high-throughput experiments on materials libraries with controlled composition and microstructure gradients are suggested. Much of this evaluation can be done now, but key components (materials libraries with microstructure gradients and highthroughput tensile testing) are currently missing. Suggestions for future HEA efforts are given. More detailed information on the proposed strategy can be found in a published paper by Miracle, et. al. [9] . Distribution Statement A. Approved for public release; distribution unlimited. 
Accelerated Exploration of Multi-Principal Element Alloys with Solid Solution Phases.
In this task, a fundamentally new combinatorial approach to rapidly screen a large number of candidate structural metal alloys using the CALPHAD method to calculate the phase diagram of each alloy has been established [10] . This gives a rudimentary microstructural assessment, since every calculated phase diagram gives the phases present and their reaction temperatures. Simple rules evaluate an alloy's potential for structural applications. For example, the solidus temperature (T m ) must be above the maximum use temperature (T use ) and there should be no first-order phase transformations below T use to avoid property changes during service. Good ductility and toughness are often associated with a solid solution primary phase, and the most potent strengthening mechanisms require the controlled distribution of a second phase. Typically, structural alloys are designed such that T use < T s <T m , where T s is the solvus temperature of the strengthening phase. The distribution and volume fraction of strengthening phases can be controlled by heat treatments above T s , to dissolve the strengthening phase, followed by quenching and annealing between T use and T s to nucleate and grow the strengthening phase. Rules can also be applied regarding the number and types of phases and practical metrics such as alloy density, elastic properties, and alloy cost, which can be estimated by the rule of mixtures of the elements present. The developed approach has been applied to identify equiatomic alloys containing solid solution phases and a given set of thermodynamic and physical properties. We evaluate over 130,000 alloy systems, identifying promising compositions for more time-intensive experimental studies. The most frequent phases (over 60%) in the equiatomic alloys are three SS phases (BCC, FCC, A15, and HCP), silicides, B2 phase and Laves phases (Figure 7a ). We find the surprising result that solid solution alloys become less likely as the number of alloy elements increases (Figure 7b ). This contradicts the major premise of HEAs-that increased configurational entropy increases the stability of disordered solid solution phases. As the number of elements increases, the configurational entropy rises slowly while the probability of at least Distribution Statement A. Approved for public release; distribution unlimited.
one pair of elements favoring formation of IM compounds increases more rapidly, explaining this apparent contradiction.
Figure 7: (a) Most frequent phases in screened HEAs at solidus temperature (Tm) and 600 °C. (b) Fraction of HEAs containing only SS phases at T m and 600 °C. CALPHAD. Accelerated Exploration of Multi-Principal Element Alloys for Structural Applications.
In this task the strategy for accelerated discovery and exploration of multi-principal element alloys developed and reported in our two previous papers [9, 10] was used to identify new alloys within a design window of desired microstructures and properties [11] . As an example, the strategy was applied to analyze thousands of 3-4-, 5-, and 6-component alloys at equiatomic compositions of the alloying elements. Currently available thermodynamic databases were used to assess equilibrium phase diagrams for these alloys. The validity and reliability of the calculated phase diagrams were estimated based on the extent of experimental binary and ternary data used to build the respective thermodynamic databases. Alloys with specific characteristics, such as single-phase solid solution alloys with the use temperature above 1000 °C, were identified using an automated analysis of the calculated phase diagrams. The density, elastic moduli, and costs of these alloys were estimated using the rule of mixtures of pure elements and were used as additional criteria for alloy selection (Figure 8 ). This approach allowed rapid, albeit preliminary, screening of many thousands of alloys and identification of promising candidate compositions, some of which are reported in this paper, for more time intensive experimental validations and assessments. Distribution Statement A. Approved for public release; distribution unlimited. 
Amorphous Metallic Alloys
Ab Initio MD Simulation of the Amorphous Structure of Ca-Mg-Cu-Zn Alloys
Structural analysis of metal-metal bulk metallic glasses (BMGs) is mainly focused on transition metal glasses such as Zr-Cu, Zr-Pt, and Zr-Cu-Al. The results indicate that the packing of atoms in these materials is not random, but is strongly influenced by chemical interactions. In particular, icosahedral short range order (SRO) has been identified and correlated to their good glass forming ability (GFA). On the other hand, the atomic structure of Ca-Mg-Zn BMGs, identified with the use of X-ray and neutron diffraction and Reverse Monte Carlo (RMC) simulation, shows no icosahedral SRO. Instead, five-fold bonds in the form of pentagonal bipyramids have been found to be the most populous structural units in these BMGs. A large fraction of five-fold bonds and the lack of icosahedral SRO has also been found in the molecular dynamic (MD) simulated amorphous structure of Mg-Cu alloys. In the present work, the atomic structures of several Ca-Mg-Cu and Ca-Mg-Zn BMGs were simulated with the use of ab initio (quantum) molecular dynamics (QMD) simulation. The simulated structures were then used to calculate partial (PRDF) and total (RDF) radial distribution functions, pair bond distances, and partial and total coordination numbers. The QMD-simulated results were validated through the experimentally determined RDFs.
The atomic structures of six Ca-Mg-TM ternary metallic glasses (TM is Cu or Zn) have been analyzed using neutron diffraction and ab initio molecular dynamics (QMD) modeling [12] . All six partial radial distribution functions (PRDFs), g ij (r), have been identified for each alloy. Figure  9a shows excellent agreement between the simulated and experimentally determined total radial distribution functions for the six studied alloys and Figure 9b shows QMD-simulated partial radial distribution functions, g ij (r), for Ca 60 Mg 15 Zn 25 , as an example. It is found that the nearestneighbor mode bond lengths are shorter than those in competing crystals. A noticeable Distribution Statement A. Approved for public release; distribution unlimited.
shortening of Ca-Cu, Mg-Cu, and Ca-Zn bond distances indicates strong interactions between these atom pairs, as supported by the calculated electronic structure. It is suggested that the bond shortening is enabled by the absence of long-range atomic order, which lowers the free energy of metallic glasses and increases GFA. Pronounced chemical short range ordering (CSRO) near TM atoms, chemical short range clustering (CSRC) near Ca atoms and a neutral environment near Mg atoms have been found. Increasing the Cu concentration from 15 to 35 at.% increases the total coordination number around Ca, CN Ca , from 13.6 to 15.0, while CN Mg and CN Cu remain unchanged at ≈12.5 and ≈10.4, respectively. The partial coordination numbers depend on alloy composition, so that the number of Ca atoms decreases, the number of Cu atoms increases and the number of Mg atoms is almost constant with increasing TM concentration. Voronoi tessellation shows that many types of coordination polyhedra are present, but the most common are Kasper and distorted Kasper polyhedra at the favorable CNs. The fractions and distributions of these clusters depend on alloy composition. Polytetrahedral-type clusters and fivecoordinated vertices dominate in the amorphous structures; this indicates that tetrahedra and pentagonal bi-pyramids are the main building blocks in these amorphous alloys.
(a) (b) 15 Zn 25 .
Figure 9: (a) Experimental (solid lines) and QMD-simulated (dashed lines) total radial distribution functions, G(r), of Ca-Mg-Zn and Ca-Mg-Cu amorphous alloys. (b) QMD-simulated partial radial distribution functions, g ij (r), for Ca 60 Mg
MD Simulation of the Structure and Transport Properties of Cu-Zr Metallic Liquids
There has been a large amount of discussion in the past decade as to whether the structure of metallic liquid contributes to its ability to form a glass upon cooling. This idea dates back to a hypothesis by Frank that the stability of supercooled liquids can be explained by the prevalence of efficiently packed clusters that have symmetry incompatible with crystal formation and that icosahedrally coordinated clusters fill this role for single element systems. More recent studies have considered how these efficiently packed clusters group together to form medium-range order in metallic glasses. Along with the energetic stability provided by these clusters, their Distribution Statement A. Approved for public release; distribution unlimited.
effect on atomic mobility in the supercooled liquid has also been studied as a contributing reason for glass formation in metals. In particular, there has been a focus on the role of icosahedrally coordinated clusters as a basis for beneficial structural order. These clusters were found to be present in supercooled liquids of multicomponent alloys using x-ray diffraction. Via atomistic simulation, it was found that these clusters tend to form large, interconnecting networks in compositions known for forming bulk metallic glasses. That discovery has spurred a focus towards determining whether icosahedral clusters lead to slowed diffusion and, therefore, bulk metallic glass formation. In particular, it has been shown that the slowest atoms in a Cu-Zr liquid are generally associated with icosahedral clusters. It is also known that these clusters tend to agglomerate and form medium-range order, which has been found to further reduce atomic mobility in the liquid. Consequently, it is theorized that the formation of icosahedral short-range order and networks can contribute to glass formation in at least Cu-Zr-based alloys.
In this work, we take a critical look at this structural component of glass-forming ability using the Cu-Zr binary as a trial system [13] . We use molecular dynamics to show how structure changes with composition and attempt to draw trends with glass-forming ability. Additionally, we study the evolution of the amorphous structure with temperature during a constant-pressure quench from the liquid. We also perform a rapid quench from the liquid followed by evolution at a constant volume and temperature to decouple the effects of temperature and density change from the effect of structural rearrangement. Our overall goal is to assess whether the present theories can be used to help explain glass-forming ability and structural rearrangements during cooling in this system. We then explore packing efficiency and "defective" clusters as a more generalized structural explanation. We found that the development of the icosahedral order fails to explain the observed diffusivity and energy changes in the Cu-Zr system. Instead we found that ideally packed atomic clusters are formed at the expense of clusters with excess or deficient free-volume during structural relaxation of a metallic glass (Figure 10 ), which supports earlier work by Egami et al. [14] . The identified structural model also explains slowed diffusivity in compositions and alloy systems that do not show a propensity for forming icosahedrally coordinated clusters and provides a framework for understanding why the formation of networks of icosahedral clusters is correlated with slowed dynamics. Distribution Statement A. Approved for public release; distribution unlimited. 
Alloy Processing and Characterization
Solid State Joining
Inertia Friction Welding of Dissimilar Superalloys Mar-M247 and LSHR
Many advanced applications require different sections of a single structural component to operate in very different temperature and loading conditions. An attractive way to fulfill this requirement is to design and fabricate a hybrid structure consisting of several superalloys joined together. In such design, sections operating under high loading conditions, but at lower temperatures, are made of a PM alloy, while sections requiring outstanding creep resistance at higher temperatures are made of a cast alloy. One method that can be utilized to produce complex geometries and hybrid structures from Ni superalloys is welding. Unfortunately, traditional fusion welding techniques generally cannot be used for Ni superalloys, which have high volume fractions of γ' particles, as these result in welding defects such as liquation cracking, strain age cracking, etc.
In this work, inertia friction welding (IFW) was used to weld two dissimilar Ni-based superalloys, LSHR, and Mar-M247. LSHR is a high-strength PM alloy for operation up to temperatures between ~700 °C and 740 °C and Mar-M247 is a casting alloy developed for applications requiring high strength and creep resistance at elevated temperatures up to 1000 °C [15] . The strength of both alloys is mainly controlled by γ' particles and also enhanced by solid solution and grain-boundary strengthening. Very different mechanical properties make IFW of Distribution Statement A. Approved for public release; distribution unlimited. these superalloys challenging. Because IFW of these alloys was carried out for the first time, different IFW conditions were tried in effort to develop suitable welding parameters. Several IFW samples were produced and their microstructure and properties were examined. In this work, the welding behavior, as well as microstructure and microhardness, of the welded superalloys are reported. The following results were obtained.
The Mar-M247 alloy had higher tensile strength than the LSHR alloy at the applied IFW conditions. The true plastic forging strain rate and total forging strain of the LSHR alloy at the IFW interface occurred under the applied axial forging force were 1.94 and 0.39/s, respectively; this resulted in the formation of a characteristic flash. The true plastic forging strain and strain rates of the Mar-M247 alloy at the IFW interface were about 18 times lower, only 0.11 and 0.022/s, respectively.
Three stages of the IFW process occurring at different angular deceleration and friction conditions were identified. During the first stage, the coefficient of friction and the friction torque had almost constant and low values indicating friction sliding of mating surfaces. During this stage, the temperature at the contact surfaces rapidly increased, initiating local plastic deformation under the applied axial load. During the second stage, which started after the rotation speed decreased to some level, the friction coefficient and angular deceleration rapidly increased forcing the flywheel to stop rotating. At this stage, welding of two alloys occurred. The third stage occurred under the applied axial force at no rotation and was associated with further sample upset and diffusion bonding under cooling conditions.
During IFW, transition from the composition of the Mar-M247 alloy to the composition of the LSHR alloy occurred in a narrow, ~8 to 23 µm thick layer located mainly on the LSHR side of the weld interface. It is likely that both mechanical mixture due to severe plastic deformation at the mating surfaces and grain-boundary diffusion of the elements during the IFW process were responsible for the observed distribution of the alloying elements at the weld interface. A heat affected zone (HAZ) was recognized through a strong dependence of the microhardness and the volume fractions of the primary γ' particles on the distance from the weld interface. The HAZ thickness was ~4.5 to 6.0 mm and consisted of ~2.0 to 3.5 mm thick layers on both the Mar-M247 and LSHR alloy sides from the weld interface. In the HAZ, microhardness of the Mar-M247 alloy continuously increased with a decrease in the distance from the weld interface from Hv = 405 typical to the property of the virgin alloy to Hv = 527 at the interface. At the same time, microhardness of the LSHR alloy was 464 Hv outside the HAZ, showed a local minimum of 439 Hv at L = 1.1 mm from the interface and rapidly increased to Hv = 568 at the weld interface. The microhardness dependence on the distance from the weld interface was explained by the evolution of the γ' particles during and after IFW.
Noticeable dissolution of the primary γ' particles and grain refinement occurred in both alloys inside the HAZ. The size and volume fraction of the primary γ' rapidly decreased with a decrease in the distance from the interface from their original values of 64 pct (Mar-M247) and 35 pct (LSHR) outside HAZ to ~30 pct (Mar-M247) and 0 pct (LSHR) at the weld interface. A 60 to 100 µm thick precipitate-free region was detected on the LSHR side of the weld interface. The grain size in the LSHR alloy was ~3.5 µm outside the HAZ, decreased to ~1.4 µm at L = 0.33 mm and slightly increased to 1.9 µm at the weld interface. Large elongated grains of the cast Mar-M247 alloy transformed into finer and more equiaxed grains inside the HAZ. A 5 to 30 Distribution Statement A. Approved for public release; distribution unlimited.
µm thick layer of very fine (~0.5 µm in diameter) grains was formed on the Mar-M247 side of the weld interface. Nanometer-sized oxide and carbide particles, agglomerated/clustered into semi-continuous thin films, were observed at the flat regions of the weld interface in the middle and rim sections of the weld sample ( Figure 11 ). These nano-particles seemed to form during the first IFW stage due to the surface oxidation and grinding/milling by friction. Their clustering was likely to occur due to insufficient plastic flow of the Mar-M247 alloy in the radial direction, which did not allow these particles to move into the flash.
A radial crack contaminated with nanometer oxide and carbide particles was observed in the rim section of the welded sample on the Mar-M247 side adjacent to the well-welded interface ( Figure 11 ). The analysis of the weld conditions and microstructure suggested that the crack formed during the second stage of the angular deceleration, when the alloys were already welded, but the flywheel still had remaining kinetic energy to plastically shear the weld interface region and for the crack to initiate and propagate inside the lower ductility Mar-M247 alloy. It was suggested that the rotation should be stopped as soon as the friction torque reaches a critical value to prevent the torsional-deformation-induced after welding fracture. 
Characterization of γ' Precipitates in Ni-based Superalloys
A methodology for determining the preferred site occupancy of various alloying elements within ordered γ' precipitates was developed and applied to Rene88 samples [16] . The method utilized atom probe tomography (APT) and x-ray diffraction techniques with controlled monochromated synchrotron beams to determine element positions. Samples were solutionized at 1150 °C for 30 minutes and cooled at 24 °C/min with subsequent aging at 760 °C. The APT techniques provided composition data critical for modeling the potential lattice locations within the γ'. Analysis of the synchrotron data obtained at the energies corresponding to the absorption edges of Cr, Co, and Nb ( Figure 12 ) identified the preference for Nb to reside at the Al sublattice sites, Cr to reside in the Ni sublattice sites, and Co to share both sides within the ordered γ' phase. Careful alignment of the APT samples provided identification of the (100) planes and allowed comparison of Ti, Ni, Al, and Cr site preferences by overlaying composition vs position data. Both Ti and Cr preferentially resided at Al sublattice sites within the ordered γ'. Cobalt did not appear to show a strong specific site preference. However, the small amount of Co present in the γ' phase, coupled with detection efficiency in the atom probe, severely restricts the analysis of this alloying element within the γ' phase. Additional data, employing synchrotron energies that will suppress the remaining elements (Ti, Mo, and W), are required to complete the comparisons of the diffraction intensities. APT characterization with samples oriented to align specific planes within γ' relative to the detector is also required to provide experimental validation and secondary γ' composition. 
Alloy Processing and Characterization
Thermal Transport in Copper/Diamond System
For reliable operation of high power density electronic devices, an efficient heat removal from hot regions is required. The high thermal conductivity (λ) and low coefficient of thermal expansion (CTE) of Cu-diamond composites make them preferred materials for these heat sink Distribution Statement A. Approved for public release; distribution unlimited.
applications. Consequently, this composite system has been the subject of extensive investigation in recent years. Maximization of the metal/diamond interface thermal conductance (h c ) is a promising path to improve the composite λ. Therefore, examinations of h c for Cu/diamond interface and factors influencing it are both of scientific interest and practical importance.
In the absence of an interface layer between Cu and diamond, h c for Cu/diamond interfaces are quite low and this causes λ of composites also to be very low. For example, one prior study reported λ = 215 W/m-K for a Cu-42 vol% diamond composite with no interfacial layer. In this case, λ for the composite is significantly lower than for Cu (~400 W/m-K). Thus, in this example, the addition of diamond in Cu matrix leads to a deterioration of the ability to spread heat rather than the desired improvement. For this particular composite, h c was calculated to be 0.5 MW/m There is an alternate method, time-domain thermoreflectance (TDTR), to determine h c for metal/diamond interfaces, which allows precise and more direct measurement for an individual interface rather than an average over a bulk sample. The sample for TDTR examination can be prepared by deposition of thin metallic layers (~ 90 nm thick) on a diamond substrate. The metal layers are locally heated (temperature increase is ≤ 1 K) with a pump laser beam, and the change in its reflectance with time and temperature is monitored with a probe laser beam. The modeling of changes in reflectance of metal top layers leads to the determination of h c . Several studies have employed TDTR or similar techniques to determine h c for metal/diamond interfaces. Recent advances with two-color TDTR have greatly improved the characterization of specimens with a Cu top layer. One prior study reported an h c ~ 60 MW/m 2 -K for an interface between Cu and highly oriented pyrolitic graphite (HOPG), whereas another prior study reported an h c ~ 35 MW/m 2 -K for an interface between Cu and diamond. There are no prior reports on TDTRdetermined h c for a material system, where an interface layer is introduced between Cu and diamond.
In the current research, a Ti interface layer is introduced between Cu and diamond, and the h c for this material system is determined with TDTR. The objective of this study is to determine if the presence of a Ti interface layer improves the h c , akin to an enhancement effected by carbide interface layers in the case of Cu-diamond composites [17] . Furthermore, the thickness of Ti interface layer is systematically varied and the h c is determined using TDTR for different Ti layer thicknesses. This part of study was aimed at identifying any correlations between h c and the Ti interface layer thickness. A prior study has used molecular-dynamics simulations to demonstrate that the strength of the potential binding metal to the substrate has a significant effect on the predicted h c , with a higher strength resulting in a higher h c . Transition metals such as Ti and Cr bond strongly to carbon and moreover, Ti has a stronger bond with carbon than Cr. Furthermore, it has been shown experimentally that other carbon-based material has a slightly higher h c with Ti than with Cr, despite a better matching of vibrational density of states with Cr Distribution Statement A. Approved for public release; distribution unlimited. than with Ti. Therefore, Ti was selected as the interface layer between Cu and diamond in the current study.
In a seminal paper on this topic, it was concluded that bulk disorder near the interface can cause significant deviations in the experimentally determined h c from its model prediction. In the current study, the concentrations of nitrogen and other impurities (e.g. hydrogen, oxygen, etc.) were measured as these may contribute to the disorder. Secondary ion mass spectrometry (SIMS) was used for concentration measurements as a function of depth below the sample surface ( Figure 13 ). Atomic force microscopy (AFM) was used to measure the surface roughness of diamond substrates. The differences in h c of specimens with synthetic and natural diamond substrates are discussed in the context of variations in near-surface disorder and interface roughness.
The interface thermal conductance between Cu and diamond was measured using TDTR method. Very thin Ti interface layers (≤ 3.5 nm thick) were introduced between Cu and diamond, and the effects on h c of presence of Ti at the interface as well as variation in its thickness were examined. The specimens for TDTR characterization were prepared via magnetron sputtering of metal layers (Cu and Ti) on synthetic and natural single crystal diamond substrates. The results indicate that the values of h c for specimens with synthetic diamond substrate are ~ 2× higher than for specimens with natural diamond substrate ( Figure 14) . This difference can be attributed to a lower level of disorder in near-surface region of synthetic diamond substrate, as a result of significantly lower nitrogen concentration than natural diamond. Furthermore, the presence of a Ti-interface layer increases the h c in specimens with either synthetic or natural diamond substrate. The h c is directly related to the Ti-interface layer thickness, within the range of thicknesses examined in the current study. An enhanced adhesion of Cu top layer with increasing Ti-interface layer thickness causes an increase in h c . 
