Abstract
Introduction
In most surveillance scenarios, because of the far distance between camera and its focus objects, this leads to the focus objects usually having very low resolution. Human face is one of the most common objects in surveillance video, especially faces have very important value in criminal investigation. Because a lot of the details of facial features are lost in low-resolution face images, face is often difficult to identify. Effectively enhancing the resolution of face image has become a problem which needs to be solved urgently. The simplest way to enhance the image resolution is to use a nearest or a spline interpolation approach directly for the input images. However, without adding additional data in the process, the performance of interpolation is poor, especially when the enhancement factor is big. In recent years, many super-resolution methods have been proposed. Most super-resolution algorithms [1] [2] tried to generate a high-resolution image from the multi-frame low-resolution images sequence. However, complicated local area movement between frames of surveillance video is difficult to deal with, and it may not satisfy the simple relationships of sub-pixel global motion (such as translation, rotation and zoom), which make the fusion of inter-frame information very difficult. This promotes us to pay more attention to make use of image prior knowledge to improve the resolution of surveillance images. Markov random field model is a commonly used image model in super-resolution [3] , but its assumption is too simple. Freeman et al. [4] did not assume an explicit image probability model, and predicted the high-frequency information of sub-block image by combination Bayesian network with MAP(Maximum a posteriori) framework. Baker and Kanade [5] further applied a sample learning approach into face super-resolution, known as "Face Hallucination" technology. They used pyramid image structure to learn prior information of face images. Wang and Tang [6] transformed face to the Eigenvector to improve the face hallucination algorithm. They approximated the input low-resolution images into a linear representation of sample database by PCA, and the representation coefficients were mapped to high-resolution image space. Liu et al [7] [8] proposed a two-step method that combined the global parameter model based on PCA with the local non-parametric model based on Markov Random Field. In the face super-resolution, PCA is the most common approach of representation for face images. Essentially, PCA selects a new representation coordinate system to make the varieties in data-set can be effectively preserved. But the features extracted by PCA are holistic, without considering the ability of representation [9] [10] [11] . So PCA is not a good factorization method for synthesis and reconstruction. NMF was proposed by Lee and Seung in Nature in 1999 [12] . The idea was derived from such a principle that the human brain learned the whole object through part-based presentation, which had been proven by psychology and physiology. An important constraint in NMF is the non-negative of basis images and coefficients, namely that only non-negative part is allowed for additive combination, but Principal Component Analysis allows negative combination of the principal component. Compared to NMF, the factorization result of PCA is not intuitive, and difficult to have semantic interpretation. Even though there are a lot of varieties on face, they are composed of fixed separate components, such as the eyes, nose, mouth, cheeks and chin. The idea hidden behind NMF is to extract these independent parts, and find a more concise representation and description for human face.
This paper presents a NMF-based face super-resolution algorithm. The algorithm uses the NMF to obtain structural information representation of face images, and the target image is regularized by Markov random fields, with maximum a posteriori probability approach. Finally, the steepest descent method is used to optimize NMF coefficient of high-resolution image. We use the part-based representation results of NMF to synthesize high-resolution face, and solve many issues of traditional super-resolution based on PCA process. The rest of this paper is organized as follows: section 2 briefly introduces NMF technique. Face Super-resolution Based-on Non-negative Matrix Factorization method is given in Section 3. Experiment results are reported in Section 4. Finally, Section 5 draws the conclusions.
Non-negative matrix factorization
Non-negative matrix factorization is a linear, non-negative approximate data representation. Let's assume that our data consists of T measurements of N non-negative scalar variables. 
V WH 
Where each column of H contains the coefficient vector h t corresponding to the measurement vector v t . Written in this form, it becomes apparent that a linear data representation is simply a factorization of the data matrix.
Given a data matrix V, the optimal choice of matrices W and H are defined to be those nonnegative matrices that minimize the reconstruction error between V and WH. Various error functions have been proposed, perhaps the most widely used is the squared error (Euclidean distance) function:
Face super-resolution based-on non-negative matrix factorization
In this paper, target high-resolution face image is defined as Z, Low-resolution face image is defined as Y. And the observation images are supposed to affect by additive noise. so that Imaging Model can be expressed as like this:
Where B is the optical fuzzy matrix of Len; D is the down sampling matrix determined by the CCD size. n is the noise matrix. According to the observation model, we assume that image is a random field, and low-resolution images can be regarded as random field here. In the conditions of known low-resolution images observed, the principle of maximum a posteriori probability and Bayesian theory, so that:
Where P(Z) and P(Y) denote the priori probability of High-resolution image and low-resolution image respectively. And the P(Z|Y) is the desired posterior probability. P(Y|Z) is the conditional probability.
We do Logarithmic operation at both ends of equation (2) respectively, and eliminate P(Y) which has nothing to do with Z, so that:
Therefore, to find the most optimal solution of equation, We have to determine the priori probability P (Z) and the conditional probability P(Y|Z). For P(Z), we use the Huber-markov random field model [3] :
Where, c Z is a normalizing constant,  is the "temperature" parameter of the density. 
As q is the magnification, 1 2 , N N is the height and width of the low-resolution image.
The process of calculating the conditional probability P(Z|Y) is discussed as follows. Additional noise can be regarded as Gaussian white noise, so:
Combining with equation (1) 
From equation (4) and equation (7), replacing P(Z) and P(Z|Y) into equation (3), and ignoring the items which has nothing to do with Z, we have:
We use the NMF to obtain basis images matrix W, we define:
Z We 
Where e denotes that the unknown coefficient vector. Equation (8) 
Experiment and results
The face dataset FERET of Massachusetts Institute Technology (MIT) is used for experiment. We selected 100 sample human faces, and use 20 facial feature points for face alignment. The resolution of sample human face is 256*288. 10 sample images are downsampled by 8 times (resolution 32*36) and used as the testing image like Figure 1 Table 1 column 'Cubic'. PCA-based face super-resolution image reconstruction methods are performed and subjective results are shown in Figure 1(c) , and their PSNR values are calculated with the original high-resolution images to show in Table 1 column 'PCA'. NMF-based face super-resolution image reconstruction methods are performed and subjective results are shown in Figure 1(d) , and their PSNR values are calculated and show in Table 1 column 'NMF'. Original high-resolution images are shown in Figure 1(e) . From the experimental results, the resolution of reconstructed images of the PCA-based approach has increased than the bi-cubic approach, but it appears more serious error of luminance and has a low similarity with the original image. In this paper, proposed NMF-based face super-resolution algorithm is compared with PCA-based and bi-cubic interpolation method in the subjective quality performance, and the results are significant improved. On the other hand, bi-cubic interpolation based method is the highest in objective quality with an average value 24.56dB. We refer PCA-based and NMF-based methods to as synthetic-based face super-resolution method both. The results of such methods limit to information of sample database, so objective quality lower than the method based on bicubic interpolation method. The objective quality of PCA-based method is lowest with an average value 22.62dB. Under the same conditions, the PSNR values of the NMF-based method are improved by an average of 1.07dB than the PCA-based method, and the maximum one increases by 2.38dB, the minimum one increases by 0.16dB. This is consistent with the results of subjective quality. Therefore, the experiments show that NMF-based face super-resolution algorithm performs better than PCA-based algorithm in the objective and subjective quality. 
Conclusions
In this paper, we propose a NMF-based face super-resolution algorithm. This algorithm is able to learn the prior information of face by factorizing the sample images, and synthesize a most similar face image to the actual low-resolution one. The paper uses NMF to represent structural information of samples face images, and the target image is regularized by Markov Random Fields, with maximum a posteriori probability method. Finally, the steepest descent method is used to optimize NMF coefficient of high-resolution image. It is proposed in this paper that NMF is a better method for synthesizing super-resolution face with the part-based representation results, and solve many issues of traditional method based on PCA. For example, the features of traditional PCA-based method can not maintain the local structure information, and are difficult to semantic interpretation and so on. Compared with traditional approaches, experiments show that the result in this paper is more similar to the target face.
In practical surveillance application scenarios, the human face image will be affected by various factors, such as: motion blur, lens point spread function, compression noise and ultra-low resolution, and so on. Our algorithm will try to be robust to these factors in the further research.
