In this paper, temperature measurements are utilized to develop health indicators based on principal component analysis toward the probabilistic estimation of the remaining useful life (RUL) of reciprocating compressors in service. Temperature degradation histories obtained from 13 actual valve failure cases constitute the training data in a data-driven prognostic approach. Two data-driven prognostic methodologies are presented and proposed based on probabilistic mathematical models, i.e., gradient boosted trees and nonhomogeneous hidden semi-Markov models. The training and testing process of all models is described in detail. RUL prognostics in unseen data are obtained for all models. Beyond the mean estimates of the RUL, the uncertainty associated with the point prediction is quantified and upper/lower confidence bounds are also estimated. Prediction estimates for 12 real-life failure cases are presented and the pros and cons of each model's performance are highlighted. Several metrics are utilized to assess the performance of the prognostic algorithms and conclusions are drawn regarding the prognostic capabilities of each of them.
I. INTRODUCTION
O NE OF the major objectives of the last few years in industry is the minimization of downtime and cost, and at the same time maximization of asset availability and safety, with maintenance considered a key aspect in achieving these objectives. The paradigm of condition-based maintenance (CBM), which is based on the principles of diagnostics and prognostics, is a concept toward this direction as it offers a proactive means for scheduling maintenance. The idea behind CBM is to utilize condition monitoring data from appropriate sensors and predict the time remaining until the unit breaks down or the remaining useful life (RUL) after a fault has been diagnosed, thus enabling the user to plan the maintenance schedule in advance. The process of predicting the service time up to failure, i.e., the RUL of the unit, is at the heart of any prognostic task and has been the objective of quite a few studies the last decade on various applications. A number of review papers have analyzed the main literature in the field, representatively [1] - [5] . The proactive nature of this policy is believed to be able to significantly optimize the maintenance procedure if implemented judiciously. According to Sun et al. [5] , the application of CBM can offer a number of benefits regarding the complete lifecycle of the unit, from the moment that it is designed until the end of its lifecycle. Among the benefits during the operational stage of the unit can be the use of early warning time avoiding catastrophic failures and increasing safety, the planning of the maintenance schedule in advance leading to increased availability as well as the knowledge of the RUL of a component can prolong its operational usage as it will not be replaced earlier while it can still operate functionally. Prognostic health management can be applied after a fault has been detected on the unit, thus, the assessment of current health state is required, i.e., diagnostics.
Compressors are a key asset in oil and gas industry being a very commonly used type of equipment, widely employed in various applications [7] . A breakdown and accident free industrial operation is related to compressor's health status, consequently high levels of reliability and availability are desired. Although there are various compressor types, a commonly used is the reciprocating compressor. Reciprocating compressors are powerful, efficient, and indispensable asset in many compression applications of almost any gas in a wide range of pressures, this being a critical reason which explains their popularity in petrochemical industry. Fig. 1 illustrates the basic components of a modern reciprocating compressor. Despite their popularity, their maintenance cost can be several times greater than that of other compressor types, since the number of moving parts is higher and are in general expected to experience more failures. Bloch and Hoefner [7] reported that valves are the most common failing part (representing the 36% of all failures), making them the most susceptible component, accounting for almost half of the maintenance cost.
Valves suffer numerous hardships during their operation as they may come in contact with liquids, foreign particles or debris, corrosive gases or materials, depending on the application. Furthermore, vibrations during operation as well as various mechanical/thermal loads created either by the compressor or the valve motion itself may severely affect the proper valve function. If there is any fault or deviation from normal operation for the valves, the compressor might need to be shut down for repair a quite undesirable result from a financial point of view. Thus, the diagnostics of valve faults as well as the RUL estimation once a fault is identified are very important for the CBM of reciprocating compressors. Despite the fact that diagnostics are an established area for reciprocating compressors, to date there is very scarce information in the literature regarding their prognostics.
In this paper, we employ the principal components analysis (PCA) and statistical process control (SPC) limits to fuse multisensor temperature measurements from several cases of valve failure of operational compressors in-the-field and create Hotelling T 2 and Q residuals metrics as health indicators (HIs). These metrics turned out to exhibit quite monotonic behaviors in all cases of valve degradation and are utilized as diagnostic features for RUL estimation. PCA/SPC has already found limited application in reciprocating compressors (and elsewhere) as a diagnostics tool. Ahmed et al. [10] used experimental raw sensor data, extracted features, fused them with PCA and performed detection of various faults via SPC. They further enhanced their methodology in [11] by extracting more features and utilizing contribution plot of Q metric to identify features associated with faults that can assist identification.
The main contribution of this paper is the development and comparison of two novel data-driven prognostic methodologies that utilize PCA-based features from historical data, toward RUL prognostics with uncertainty (i.e., confidence intervals) quantification of in-service reciprocating compressors (after fault diagnosis has occurred). Loukopoulos et al. [12] have already demonstrated the use of such metrics in point predictions of RUL utilizing several classical machine learning algorithms, without though giving confidence intervals in their mean RUL estimates. In this paper, we further extend this framework by employing sophisticated probabilistic mathematical models such as the nonhomogeneous hidden semi-Markov (NHHSMM) models and state-of-the-art machine learning algorithms such as the gradient boosted trees (GBTs) for the mean RUL estimation problem as well as the uncertainty quantification, i.e., the confidence intervals determination. GBTs are for the first time utilized for machinery prognostics. We report with point-by-point RUL estimates accompanied by 95% confidence intervals in several real-life failure cases. Finally, we utilize special prognostic performance metrics to quantify the performance of both methodologies.
II. METHODOLOGY-PROGNOSTIC ALGORITHMS

A. Feature Extraction-HIs Definition
For data-driven prognostics methods the quality of data used is of paramount importance as it directly affects the accuracy of the RUL estimation. Appropriate damage sensitive features need to be used [13] . During the prognostics phase (which in this paper is considered the operating period after a fault has been diagnosed), the machine is in a degrading state. It is important that the condition monitoring data are processed so as to reflect this process adequately. This is usually achieved after appropriate features called hereafter HIs have been identified. They can be either statistical features extracted directly from the recorded time-series (mean, skewness, kurtosis, etc.) or they can be created through a fusion process where multidimensional information from various sources like the aforementioned elements are combined in order to create a one-dimensional metric.
An appropriate HI created with either of the two methods is required to be monotonic so as to reflect the degradation evolution through time [1] , [14] , [15] . Furthermore, it is highly desirable that the HI has limited volatility. Last but not least, for the majority (though not all) of the prognostic approaches that require a failure threshold definition, the HI from various assets should present roughly the same value shortly before failure under the same failure mode and operating conditions.
In this paper, a diagnostic phase based on statistical control charts precedes the prognostic analysis since the compressors are operating for a large period. The details for the diagnostic analysis were given elsewhere [12] . Metrics T 2 and Q are developed after PCA and constitute the HIs that describe successfully the evolution of degradation process of the faulty reciprocating compressor valve. Fig. 2 summarizes the HI development procedure. PCA is actually a data fusion and dimensionality reduction process as it incorporates the data from all 16 temperature sensors in the form of three principal components in order to create two metrics that reflect the health status of the valve. A PCA model for the healthy operation is initially created; its scores and residuals can be used for SPC.
Let X be an n × p data matrix (n: number of measurements, p: number of variables), its PCA transformation is
where T, an n × k matrix, is the projection of X from pdimensional space to k-dimensional space, with k ≤ p. P, a p × k matrix, is the linear mapping of X to T. Calculation of the principal components can be done with the use of the singular value decomposition. The control charts employed in this paper are the Hotelling T 2 and Q residuals [16] , [17] . The first is described by
with t i being the ith principal component, s 2 i being its variance, and the control limit defined as
with F a (k, n − k) the 100a% upper critical point of F distribution with k and n − k degrees of freedom, where α is the level of significance. The Q metric for the residuals can be defined as
withx i reconstructed values of x i , and control limit
where g = var(R ) 2mean(R ) , h = 2(var(R )) 2 var(R ) , and x 2 h,a is the 100a% upper critical point of x 2 distribution with h numbers of freedom.
B. Nonhomogenous Hidden Semi-Markov Model
The NHHSMM has been recently introduced by Moghaddass and Zuo [18] for machinery prognostics and used for structural materials prognostics by Eleftheroglou and Loutas [19] and Eleftheroglou et al. [20] . NHHSMM models doubly stochastic processes where one process (e.g., damage/degradation) is hidden and the other (health monitoring data sequence) is observable and is only indirectly correlated with the hidden one. See [18] and [19] for a more detailed mathematical description. In principle, the studied system starts to operate on its pristine state (state 1) and during its service life, experiences N-1 deterioration levels until it reaches its failure state (state N).
The NHHSMM parameters estimation process is implemented via the maximum likelihood estimation of the model parameter vector θ = [B, Γ], where Γ is the vector entailing the parameters dealing with the sojourn time probability density functions of each hidden state, while B is the observation probability matrix entailing the parameters dealing with the stochastic correlation between the hidden states and the quantized feature values. Moghaddass and Zuo [18] proposed a method for defining the maximum likelihood estimator θ * of the model parameter vector θ, which leads to maximize the likelihood function L(θ, x (1:K ) ), where x (k) is the kth degradation history, K being the number of the available degradation histories and
log Pr x (k ) |θ .
Setting initial values for Γ, B and solving the aforementioned optimization problem the parameter estimation process is obtained and prognostics can be estimated. In this paper, the mean and the 95% confidence intervals of RUL are proposed as the fundamental prognostic measures and are calculated via the conditional reliability function R(t|x 1:t p , L > t p , ℳ) = Pr(L > t|x 1:t p , L > t p , ℳ), i.e., the probability that the machine continues its operation after a time point t (less than lifetime L) further than the present time t p , given a specific model ℳ. This is a definition that is conditional on monitoring data, i.e., the observation sequence x 1:t p and the estimated model's parameters θ. The mean RUL is the integral of reliability function in (8) , whereas the confidence intervals are calculated through the cumulative distribution function (CDF) of RUL in (9) RUL t y 1:t p , L > t p , ℳ
C. Gradient Boosted Trees
Data driven modeling approaches can be divided into two main categories: the first, and most frequently used one, is to build one strong predictive model, which is utilized alone (as in the previously described NHHSMM) and the second approach is to build a number of weak/simple models and combine (ensemble) their predictions. These weak models provide a prediction, which is calculated from the individual model predictions and which usually leads to better predictive performance compared to the performance achieved by the best model in the ensemble. Two powerful methods referred to as Bagging [21] and Boosting [22] are commonly used to train such an ensemble of weak learners. Bagging gets its name because it combines bootstrapping and aggregation to form one ensemble model. Given a training dataset, multiple bootstrapped subsamples are pulled and a weak model such as a decision tree (DT) is formed on each of the bootstrapped subsamples. Next, a function, e.g., voting for classification or averaging for regression is used to aggregate over the DTs to form the most efficient predictor. Such ensemble models have been used widely in a number of applications and domains, with random forests (RFs) [23] being one of the most prominent examples. RFs rely on simple averaging of models used in the ensemble. Boosting on the other hand is another concept that aims to convert weak learners to strong ones. In order to achieve this, a new base-learner model is added to the ensemble, sequentially, which is trained with respect to the error of the whole ensemble. A gradient-descent-based formulation of boosting methods called the gradient boosted machines was derived [24] in order to establish a connection with a statistical framework. This allowed the use of DTs as the base learner and gave rise to GBTs [25] , which recently gained popularity by winning Kaggle and other data science competitions both for classification and regression.
For the case of regression problems and given a training sample = {(x i , y i )} N i=1 , the aim is to predict the output y i for an input x i given the mathematical function that maps input to output. Regression trees (RTs) try to estimate this function by partitioning the space of all predictor variable values into disjoint regions R N , which are represented by the terminal nodes of the RT
where I is the indicator function and θ i is the model parameters, i.e., independent random variables independent by the training data. A GBT is an ensemble of M randomized RTs
where M is the total number of trees, which comprise the ensemble, RT N (x, θ j ) is the jth member of the ensemble, and x is the input training data. The idea is to sequentially improve the ensemble by adding one RT at a time, which is fitted on the residual errors made by the previous RT. In prognostics, besides the mean point predictions, it is indispensable to quantify the uncertainty and provide with the up- per and lower confidence bounds associated with the predicted value. A way to compute these prediction intervals is through quantile regression, which aims to assess the conditional quantiles from the observed data [26] . If the CDF of the estimated outputs is F (y) then the a-quantile Q a (y i ) of an estimate y i is defined as F −1 (a). We can build a 95% prediction interval for an estimated value y i as follows:
The quantile regression problem is formulated as an optimization problem by minimizing the following error loss function [28]:
where the parameter 0 < a < 1 specifies the quantile of the conditional distribution. Fig. 3 summarizes the two-phase methodology developed in this paper and implemented for the RUL predictions. It highlights the distinct phases of the methodology implementation. In the offline phase, the NHHSMM or GBTs are trained via historical data and their parameters are estimated conditional on the data at hand. In a cross-validation rationale, the N-1 degradation histories are employed for the training with the Nth constituting the testing set, the unseen or online data. In this paper, N equals 13. In the online phase, the trained models are fed with the T 2 metric (Q metric was not used) as calculated from the unseen data and provide with mean RUL predictions as well as the 95% confidence intervals.
D. Prognostic Methodology
III. PROGNOSTIC PERFORMANCE METRICS
Four prognostic performance metrics are employed in this paper in order to evaluate the predictive performance of the three aforementioned prognostic models. Precision, root mean squared error (RMSE), mean absolute percentage error (MAPE), and cumulative relative accuracy (CRA) are used as prognostic performance criteria. The metrics definitions are provided in the following. 1) Precision
where E m is the arithmetic mean value of error E m (t i ) and E m (t i ) = RUL actual (t i ) − meanRUL(t i ) and t i ∈ [1, D] is the discrete-time moment when the ith observation is recorded. Precision values lie in the range [0,+Ý) with 0 being the perfect score.
RMSE lies in the range [0,+Ý) with 0 being the perfect score.
MAPE lies in the range [0,+Ý) with 0 being the perfect score.
CRA lies in the range (−Ý, 1] with 1 being the perfect score.
IV. RESULTS
The condition monitoring data used in this paper come from a two-stage, four-cylinder, double-acting reciprocating compressor in real-life service conditions. It has been working under various operating conditions and has been used in various applications (compressing different gases). Furthermore, the machine may operate between two modes. Within a period of one and a half year, the compressor experienced 13 valve failures that all took place in cylinder no. 4. In all cases, during the subsequent maintenance of the machine, it was found that a piece from the outer structure of plate was missing due to fracture that led to improper sealing of the valve generating leakage. Consequently, the failure mode under study was valve leakage due to broken valve plate. The valves that had failed were either the head end (HE) or the crank end (CE) discharge valve. It should be noted that in all 13 cases, the valves were of the same type and the model coming from the same manufacturer. Only temperature data were being recorded due to the simplicity of the measurements and the associated hardware. For confidentiality purposes, we cannot detail the exact temperature sensors type and topology. The range of operating temperature though is from 10 to 100°C. Rather than using absolute temperatures or their differences, temperature ratios T HE /T CE were used instead. Thus, the number of monitored variables is eight (one temperature ratio per valve, four valves per cylinder). The advantage of using ratio instead of difference is that the failing valve can also be identified immediately as there is no need for inspecting individual temperature measurements. Based on the direction of ratio, the failing valve can be recognized. Another advantage of using temperature ratios is the potential filtering of contextual parameters that may affect temperatures like variable operating load (speed, flow, etc.) or environmental factors like environmental temperature. This can be confirmed since during the healthy state the valve ratios are relatively constant.
The temperature on each discharge valve is measured, i.e., 16 measurements in total. Fig. 4 shows the eight resulted temperature ratios T HE /T CE few seconds before the fault diagnosis and the prognostics phase onset. Evidently, the ratio of the temperatures in cylinder #4 starts rising few seconds before the vertical line indicating the moment the fault has been actually diagnosed and has an upward trend indicating that the HE discharge is failing. The diagnostic part is not dealt in this paper. In order to develop the T 2 and Q metrics according to the methodology described in Fig. 2 , a healthy PCA model was built on data prior to fault detection. As mentioned above, 13 historical sets were available, which contained both healthy, along with failure data toward the end of the signals; collectively representing an operational period of the machine for roughly one and a half years.
From each set a substantial amount of healthy data was extracted. For sets 1, 3, 5-11, and 13, a period of 130 000 s (36.1 h) was selected, 70 000 s (19.4 h) for case 2, 60 000 s (16.7 h) for case 4, and finally 86 000 s (23.9 h) for case 12. These data were merged in order to create a single set representing healthy state, containing information from various operating conditions throughout the year leading to 15 160 00 samples being used. The healthy PCA model was built based on this set. In phase II, the new data are centered and scaled to unit variance the using healthy state's mean and variance. They are then projected on the healthy PCA model calculating their scores and residuals, and their metrics are estimated creating HIs. The number of the principal components selected was such that at least a percentage of 95% of the total variance is explained by them, thus reducing the number of variables. In all cases, the first three components were sufficient. The resulted Q and T 2 metrics for all 13 failure cases after the fault diagnosis can be seen in Fig. 5 . It is evident that both indicators are able to describe the fault evolution adequately, which is translated into an increasing amount of leakage. It is evident that they have increased trendability in time as they exhibit an increasing trend reflecting fault evolution starting from t = 0 s, i.e., the point where the diagnostics indicated the existence of a fault (in postmortem analysis determined as a propagating crack on valve plate), until the moment of failure where a piece broke off from outer part of the valve plate. From this plot, it can be seen that the Q and T 2 values exhibit an increasing trend as time progresses and the actual RUL of the asset decreases. Furthermore, they present low variability as there is no noise in their trend.
In Fig. 5 , it is evident that the time until the end-of-life (EoL) is few minutes. The operation was terminated when it was decided by the maintenance team that the compressor is incapable of performing its intended function. T 2 is considerably more appealing for use in prognostics since it demonstrates the highly desirable characteristic of having very similar values at all failure cases. This simplifies a great deal the EoL threshold selection at a value around 105. This is not the case for the Q-metric
where the values at failure vary significantly. In these cases, the EoL threshold should be put quite lower and this severely would impact the RUL estimates toward the more conservative side. Failure times vary in duration as they range from 73 s (1.23 min., case 12) to 494 s (8.23 min, case 9) highlighting the stochastic nature of failure evolution in a machine. These variations can be attributed to the different applications the compressor was used during the time period that condition monitoring was practiced, where it compressed various gases (diverse gas composition affects differently the wear rate).
Also, the instantaneous nature of this failure mode becomes evident as failure occurs after a few minutes from crack initiation. This calls for prognostics methods, which along with diagnostics module are capable of providing an output in less than a specific time window set in this paper at 3 s, as information available is updated every second. In the online phase, both developed algorithms provided with predictions under this time with calculations taking place in a laptop with an i7 processor at 3.6 GHz speed and 16 Gb of RAM. Fig. 6 summarizes the prognostic results in 12 out of the 13 failure cases omitting the 13th case for presentation purposes. Both models, despite having a quite different mathematical content and description, are capable to approach the actual RUL, at least in most cases. In cases where the useful life is generally short, i.e., cases 5, 7, and 10, the RUL is rather overestimated. Surprisingly, the left outlier degradation history with the lowest lifetime, i.e., case 12 is well captured by both models due to a sudden drop in estimations very early on. The right outlier, i.e., case 9 is initially underestimated but captured well at the last quarter of its lifetime. Both mathematical models tend to close their prediction intervals as the EoL is reached and the "algorithm" is more confident about the predictions. An interesting observation concerns cases 3, 5-7, and 10. In these cases the HI rises quite abruptly as Fig. 5 confirms and the mean RUL tends to be quite overestimated. It is apparent that in these situations where rapid degradation takes place within short time there is an inherent difficulty by the mathematical models to capture the proper dynamics and predict the RUL very accurately. On the contrary, in cases 2, 4, 8, 9, 11, and 12, the actual RUL is more successfully predicted as the HI exhibits a multilinear behavior and/or rises at a slower rate. It is noted that the prognostic result depends heavily on the HI behavior and trend. GBTs exhibit larger confidence intervals (i.e., less confident estimates) at the onset and at a first inspection slightly less accurate mean RUL estimation.
Another notable remark is that the confidence intervals in both methodologies appear to get narrower as time passes and more condition monitoring data come into play. This is a highly desirable attribute of a prognostic algorithm. GBTs have a higher uncertainty early on during all failure cases but toward the EoL the confidence intervals get narrower than the NHHSMM ones. To quantify these qualitative observations and assess the performance of both models, several prognostic performance metrics are employed as discussed in Section III. Fig. 7 presents a graphical representation of the performance metrics in the form of bar-charts. It is reminded that with the Fig. 6 . Mean RUL and 95% confidence intervals estimation through the proposed methodologies for failure cases 1-12. exception of CRA, which has its highest possible value at unity, all other criteria are desirable to be minimum. In three out of the four criteria, i.e., RMSE, MAPE, and CRA, the NHHSMM outperforms the GBTs winning, respectively, seven, eight, and eight out of the total 13 failure cases. GBTs excel only in terms of precision where they outperform in eight out of the 13 failure cases. If we compare our results with the more classical approaches as analyzed in detail in [12] , it turns out NHHSMM outperforms all in terms of RMSE, whereas k-nearest neighbors (KNN2 in [12] ) and stepwise linear regression excel in MAPE and precision without providing confidence intervals though. 
V. CONCLUSION
In this paper, we developed two novel data-driven prognostic methodologies to address the challenging problem of RUL prognostics of in-service reciprocating compressors with uncertainty quantification, i.e., confidence intervals determination. Condition monitoring data, i.e., the temperature measured in HE and CE discharge valves in 13 real-life failure cases were utilized in a leave-one-out cross-validation approach to develop PCAbased HIs and train the mathematical models (NHHSMM and GBTs). We discussed the procedure to form highly monotonic HIs through PCA. We employed the trained models in unseen data, to validate the predictive potential of each methodology and we highlighted the effect of the behavior of HIs on the quality of the mean estimates. Besides the mean RUL predictions, upper and lower bounds were estimated quantifying the uncertainty associated with each point prediction. Detailed results were presented for 12 failure cases. Several metrics were implemented to assess the prognostic performance of the three methodologies. Overall in all failure case, NHHSMM performs marginally better than GBTs. The advantage in the methodologies proposed in this paper is their capability to determine confidence intervals, and thus, quantify the uncertainty giving a more meaningful prediction. In the future, other condition monitoring techniques (e.g., vibration monitoring) will be employed that provide with even earlier than temperature indications of fault extending the prognostic horizon.
