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Abstract—Available adaptive control algorithms can only cre-
ate a silent point at the locations of an error microphone. In this
case, the error microphone occupies a part of the zone of quiet
established around the silent point, resulting in an ineffective use
of space in the zone of quiet. This paper develops a novel adaptive
control algorithm for active control of sound in remote locations
rather than the locations of error microphones. It establishes a
link between the performance of the FxLMS adaptive algorithm
in the digital control domain and the performance of the active
noise control mechanism in the acoustic domain. The transfer
function of an optimal controller that can minimize the acoustic
pressure in a location away from the error microphone is
first derived. For the realization of the proposed controller, an
adaptive algorithm, called Remote FxLMS is then developed.
Different computer simulations are used to show the efficiency
of the proposed algorithm.
I. INTRODUCTION
Active noise control (ANC) has been paid attention in the
control of low frequency sound fields [1]. It has a mul-
tidisciplinary nature combining acoustics and digital signal
processing. In view point of acoustics, ANC is formulated
in the field theory context [2] and it concerns finding a
secondary (control) field that can shape, control, or cancel a
primary (disturbance) field at a certain point. Here, applying
wave propagation equations set results in a general solution;
however, this solution can only apply to ideal cases with deter-
ministic accurate models [3]–[5]. In digital signal processing,
ANC can be formulated as an adaptive system identification
framework. The solutions obtained from this approach are
particularly referred to as adaptive ANC [6].
The first attempts to apply adaptive signal processing
techniques for developing ANC systems were reported by
Burgess [7] and Warnaka [8], independently. Burgess derived
the Filtered-x Least Mean Square (FxLMS) algorithm as the
key component of ANC systems. Widrow derived a similar al-
gorithm in the context of adaptive control for adaptive inverse
control problems [9]. The FxLMS algorithm can be derived by
modifying the well-known Least-Mean-Square algorithm. This
algorithm considers the power of an error signal (measured by
a microphone called the error microphone) as a cost function.
Then, it estimates and generates a control signal adaptively.
The control signal is fed to a loudspeaker. The combination
of the original noise field and the sound filed established by
the loudspeaker makes a silent point at the location of the
error microphone. The FxLMS algorithm is a computationally
efficient algorithm that has been found very successful in ANC
problems. However, its performance analysis is associated
with high level of complexity. The authors have extensively
studied FxLMS algorithm performance [10]–[14], resulting in
the identification of available restrictions. One of the main
restrictions of available FxLMS-based ANC systems is that
they are only able to control the acoustic pressure at the
location of an error microphone. A limited zone of quiet is
then produced around the microphone as a by-product.
The main motivation of this paper is to develop a new adap-
tive control system that can minimize the acoustic pressure at
a location different from the error microphone. In this case,
the effective space of the zone of quiet can be extended, as
this zone is not occupied by any microphone. A new adaptive
algorithm, called the Remote FxLMS, is developed as the key
component of the proposed active noise control system.
II. FXLMS-BASED ANC
Fig. 1 shows the functional block diagram of single-channel
FxLMS-based ANC, where the sound pressure at the loca-
tion of a single error microphone is adaptively controlled
(or minimized). Hardware components of the system include
two microphones, called reference and error microphones, a
loudspeaker called control (or secondary) source and a digital
control system for the implementation of the adaptive filter W
and its update mechanism (FxLMS algorithm). In this diagram,
the reference signal u(n) is picked up by the the reference
microphone, the error signal e(n) is picked up by the error
microphone, and the anti-noise signal v(n) is produced by the
control source. The digital control system is responsible for
the real-time estimation and generation of v(n). Linear system,
G represents ambient influences on noise from the reference
microphone to the error microphone and H represents ambient
influences on anti-noise from the control source to the error
microphone. G and H are respectively called primary and
secondary paths in ANC literature.
A. FxLMS Algorithm
For an ideal ANC controller, the acoustic pressure at the
location of the error microphone is zero: e (n) = 0. From the
block diagram, the optimal controller for satisfying e (n) = 0
should be set to
Wopt(z) = −G(z)
H(z)
(1)
Here, the main problem is that G and H are unknown systems.
Even if we can reach an estimate of H , its inverse can be
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Figure 1. block diagram of FxLMS based ANC
unstable and non-causal. For solving this problem, the FxLMS
algorithm is used to adjust W adaptively, until it converges to a
stable and causal solution for Wopt. Concurrently, the acoustic
pressure at the location of the error microphone converges to
a minimal level, as the FxLMS algorithm uses the power of
e (n) as a cost function. The FxLMS algorithm is given by [9]
w (n+ 1) = w (n) + µe (n)uH (n) (2)
where µ is the adaptation step-size and w is a vector of length
L, formed by the impulse response coefficients of W :
w (n) =
[
w0 (n) w1 (n) . . . wL−1 (n)
]T
(3)
uH (n) is calculated by filtering a tap vector of the reference
signal, u (n), using an estimate of H . Assuming that an
accurate estimate of H is available, uH (n) can be formulated
by
uH (n) =
Q−1∑
q=0
hqu (n− q) (4)
where h0, h1, ..., hQ−1 are impulse response coefficients of
H and u (n) is given by:
u (n) =
[
u (n) u (n− 1) . . . u (n− L+ 1) ]T (5)
After updating W by Eq. (2), the anti-noise signal v (n) is
computed as the response of W to u (n):
v (n) = w (n)
T
u (n) (6)
The control source is fed by v (n) to generate anti-noise in
the acoustic domain. The combination of the sound fields
generated by the original noise and anti-noise causes the
acoustic pressure at the location of the error microphone to
be minimal. In the following an optimal solution for W is
formulated in terms of physical variables.
B. Optimal ANC Controller
To study the performance of FxLMS-based ANC in the
acoustic domain, a different analysis has to be performed
as it is needed to formulate ANC behaviors in terms of
physical variables. For this purpose, the locations of the ANC
components have to be formulated in a coordinate system.
Initially, we assume that the error microphone, the noise source
and the reference microphone are located in three arbitrary
locations of L0, L1 and L2. Here, a coordinate system can be
defined in such a way that
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Figure 2. arbitrary locations of ANC components
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Figure 3. ANC components locations in a coordinate system
1) L0 is located at the origin of the coordinate system.
2) L2 is located at the y-axis of the coordinate system.
3) The plane containing L0, 1 and L2 forms the x-y axis
of the coordinate system.
The above-mentioned coordinate system is shown in Figs. 2
and 3. As shown in Fig. 3, the distance between the reference
microphone and the error microphone is shown by D = L0L1
and the distance between the control source and the error
microphone is shown by d = L0L2.
The acoustic pressure at the origin (error signal) is initially
expressed by the the combination of the sound pressure caused
by noise u (n) and the one caused by anti-noise v (n):
e (n) =
1
D
f1 (n)~u (n− fsc D)+
1
d
f2 (n)~ v (n− fsc d) (7)
where fs is the sampling frequency, c is the sound velocity
in the ambient, ~ denotes the linear convolution operator and
where f1 (n) and f2 (n) are two unknown transfer functions
modeling possible reflections, reverberations and any other
uncertainties associated with the sound propagation in the
ambient. From Eq. (7), one can find the following expression
for the error signal in z-domain:
E (z) =
1
D
F1 (z)U (z) z
− D
cs +
1
d
F2 (z)V (z) z
− dcs (8)
where E (z), U (z), V (z), F1 (z) and F2 (z) map e (n), u (n),
v (n), f1 (n) and f2 (n) into the z-domain respectively and cs
is given by
cs =
c
fs
(9)
Now by setting E (z) = 0 in Eq. (8), one can obtain the
following response for V (z):
V (z)|E(z)=0 = −
d
D
F1 (z)
F2 (z)
z−(
D−d
cs
)U (z) (10)
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Figure 4. Remote ANC components locations in a coordinate system
From the block diagram, V (z)U(z) can be considered as the
transfer function of the ANC controller. Accordingly, the
optimal ANC controller can be formulated from Eq. (11) by
Wopt (z) = − d
D
F1 (z)
F2 (z)
z−(
D−d
cs
) (11)
The direct implementation of the controller given in Eq. (11)
is not technically possible because it requires geometrical
parameters and acoustical characteristics of the physical plant,
i.e. F1 (z) and F2 (z), to be known. However, this formula-
tion corresponds to the optimal solution obtained by using
the FxLMS algorithm. In fact, Eq. (11) gives an alternative
expression for the optimal solution of the FxLMS algorithm
in terms of physical parameters in the acoustic domain.
III. ANC IN REMOTE LOCATIONS
The proposed remote ANC system considers that the error
microphone is still located at the origin L0 but the ANC
system minimizes the acoustic pressure at a location far from
the error microphone. Let us assume that the location of the
desired remote silent point is shown by Lr. The location of
Lr along with the locations of the error microphone, reference
microphone and the control source are shown in Fig. 4.
According to this figure, r, θr and ϕr show the radial distance,
polar angle and Azimuthal angle of Lr.
A. Optimal ANC Controller for Remote Locations
The acoustic pressure at Lr (remote silent point) is formu-
lated by
er (n) =
1
d1r
f1r (n)~u
(
n− d1rcs
)
+
1
d2r
f2r (n)~v
(
n− d2rcs
)
(12)
where d1r and d2r is the distance of Lr from the reference
microphone (L1) and control source (L2), respectively and
where f1r (n) and f2r (n) are two unknown transfer functions
modeling possible reflections, reverberations and any other
uncertainties associated with the sound propagation from Lr
to L1 and L2. Assuming that r is smaller than the noise
wavelength, one can approximate f1r (n) ≈ f1 (n) and
f2r (n) ≈ f2 (n); thus
er (n) =
1
d1r
f1 (n)~ u
(
n− d1rcs
)
+
1
d2r
f2 (n)~ v
(
n− d2rcs
)
(13)
From Eq. (13), the acoustic pressure at Lr can be mapped to
the z-domain by
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Figure 5. block diagram of ANC with remote FxLMS algorithm
Er (z) =
1
d1r
F1 (z)U (z) z
− d1rcs +
1
d2r
F2 (z)V (z) z
− d2rcs
(14)
Now by setting Er (z) = 0 in Eq. (14), one can obtain
Vr (z)|E(z)=0 = −
d2r
d1r
F1 (z)
F2 (z)
z−(
d1r−d2r
cs
)U (z) (15)
Therefore, the optimal controller for creating silence at Lr is
Wˆopt (z) = −d2r
d1r
F1 (z)
F2 (z)
z−(
d1r−d2r
cs
) (16)
From Fig. 4, d1r and d2r can be formulated by
d1r =
√
D2 + r2 − 2rD sin θr cos (ϕr − ϕ1) (17)
and
d2r =
√
r2 + d2 − 2rd sin θr sinϕr (18)
For r  D and r  d,
d1r ≈ D − r sin θr cos (ϕr − ϕ1) (19)
and
d2r ≈ d− r sin θr sinϕr (20)
Now, d2rd1r can be formulated by
d2r
d1r
=
d
D
× 1−
r
d sin θr sinϕr
1− rD sin θr cos (ϕr − ϕ1)
(21)
For r  D,
d2r
d1r
≈ d
D
(
1− r
d
sin θr sinϕr +
r
D
sin θr cos (ϕr − ϕ1)
)
(22)
Similarly, d1r − d2r can be formulated by
d1r − d2r ≈ D − d− r sin θr cos (ϕr − ϕ1) + r sin θr sinϕr
(23)
Combining Eqs. (16), (22) and (23) results in
Wˆopt (z) = Krz
−4rWopt (z) (24)
where Wopt (z) is given in Eq. (11) and
Kr = 1− r
d
sin θr sinϕr +
r
D
sin θr cos (ϕr − ϕ1) (25)
4r = r sin θr (cos (ϕr − ϕ1)− sinϕr) (26)
According to Eq. (24), Wˆopt (z) can be constructed by the
series combination of a simple controller given by Krz−4r
4and Wopt (z) as shown in Fig. 5. In traditional ANC (shown in
Fig. 1), FxLMS algorithm can reach an estimate of Wopt (z);
however, in the proposed ANC system Krz−4r can affect
on the adaptation process. In this case, the FxLMS algorithm
cannot reach to Wopt (z). Here, it is needed to modify the
FxLMS algorithm so that it can compensate for the effects of
Krz
−4r on the adaptation process. As shown in the block
diagram given in Figs. 1 and 5, the transfer function Krz−4r
has no effects on the reference signal u (n); however it can
affect on e (n). Thus, the effect of Krz−4r on e (n) should be
compensated for. Integration of such compensation mechanism
into the FxLMS algorithm leads to derive a new adaptive
ANC algorithm, called Remote FxLMS. The traditional ANC
algorithm can create a silent point at the location of the error
microphone (L0) but the proposed Remote FxLMS algorithm
can create a silent point located at Lr rather than L0.
B. Remote FxLMS Algorithm
From Fig. 5, the available error signal in the Remote ANC
system can be expressed by
E (z) = G (z)U (z) +Krz
−4rW (z)H (z)U (z) (27)
However, the desired error signal can be expressed by (ob-
tained from Fig. 1)
E∗ (z) = G (z)U (z) +W (z)H (z)U (z) (28)
The difference between the desired and available error signals
is
4E (z) = E∗ (z)− E (z)
=W (z)H (z)U (z)−Krz−4rW (z)H (z)U (z) (29)
From Fig. 5,
A (z) =W (z)U (z) (30)
and
V (z) = Krz
−4rW (z)U (z) (31)
Combining Eqs. (29) and (30)-(31) results in
4E (z) = H (z) {A (z)− V (z)} (32)
which can be expressed in the time-domain as follows
4e (n) =
Q−1∑
q=0
hq {a (n− q)− v (n− q)} (33)
where h0, h1, ..., hQ−1 are the impulse response coefficients of
H . 4e (n) is the difference between the available error signal
in the remote ANC system and the desired error signal. This
difference should be added to the available error signal before
being used by an FxLMS-like update equation. In this case,
the new update equation of the Remote FxLMS algorithm can
be obtained by modifying Eq. (2) to
w (n+ 1) = w (n) + µ {e (n) +4e (n)}uH (n) (34)
This update equation can adaptively identify an estimate of
Wopt (z) at the presence of Krz−4r in the control system.
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Figure 6. location of the ANC system components in the computer simulation
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IV. SIMULATION RESULTS
In order to show the validity of the theoretical results
discussed above a set of computer simulations has been
performed. The location of the noise source (L1), control
source (L2), error microphone (L0) and the remote silent point
(Lr) have been shown in Fig. 6. The simulation is repeated
for three different values of r: 0 cm, 2 cm and 4 cm. The
impulse responses of f1 and f2 are also shown in Fig. 7. These
responses represents the environmental influences on acoustic
signal from L1 to Lr and from L2 to Lr, respectively.
The system model used in the computer simulation contains
the block diagram shown in Figs. 1 or 5. The reference signal
u (n) is a normalized broad-band white noise generated by the
computer. The transfer functions of G and H can be obtained
from Eq. (7) and Fig. 5 as
G (z) =
1
D
F1 (z) z
− Dcs (35)
and
H (z) =
1
d
F2 (z) z
− dcs (36)
where F1 and F2 are the z-transforms of f1 and f2. The
adaptive controller W is updated by using Eqs. (2)-(5). The
error signal (error microphone output) can be then calculated
from the block diagram given in Figs. 1 or 4. The acoustic
pressure at the locations of the remote silent-point is calculated
by using Eqs. (7) and (13).
In the first experiment, the traditional FxLMS algorithm
is considered (r = 0). In this case, the silent point is
50 200 400 600 800 1000 1200 1400 1600 1800 2000
−40
−20
0
time index #
n
o
ise
 p
ow
er
r=0 (Traditional FxLMS)
0 200 400 600 800 1000 1200 1400 1600 1800 2000
−40
−20
0
time index #
n
o
ise
 p
ow
er
r=2cm (Remote FxLMS)
0 200 400 600 800 1000 1200 1400 1600 1800 2000
−40
−20
0
time index #
n
o
ise
 p
ow
er
r=4cm (Remote FxLMS)
Figure 8. noise power at the (remote) silent point
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Figure 9. attenuation level of Remote-FxLMS algorithm for different
distances between error microphone and remote silent point
located at the location of the error microphone. The power
of the error signal is shown in Fig. 8. The noise power is
estimated by averaging over 100 independent simulation runs.
As seen, the noise is attenuated by about 22 dB in steady-
state conditions. In the next experiment, the proposed Remote
FxLMS algorithm is used and the remote silent-point is set
2 cm away from the error microphone. The noise power at
the remote location is calculated by Eq. (13). After averaging
over 100 independent experiments, the result is plotted in Fig.
8. As seen, the noise at the remote location is attenuated
by about 20 dB in steady-state conditions. Compared to the
traditional FxLMS, the attenuation degree is lower, however
the silent point is created at a position 2 cm away from the
error microphone.
In the next experiment, the desired silent point is located
4 cm away from the error microphone. Again, the noise
power at the remote location is calculated by Eq. (13). The
result is plotted in Fig. 8. As seen, the noise power at the
remote location is attenuated by about 19 dB in steady state
conditions.
The simulation experiments discussed above can be repeated
for other values of r. The result can be then plotted as shown
in Fig. 9. As seen, by increasing the distance between the
error microphone and the desired remote silent point the per-
formance of the ANC system (attenuation level) is degraded.
When the distance exceeds a particular level, the attenuation
degree becomes zero (or even negative). This means that the
proposed Remote FxLMS algorithm is only able to create a
silent point in a limited range from the error microphone.
V. CONCLUSION
Traditional FxLMS-based ANC can only create silence at
the location of the error microphone. This causes ineffective
use of space available in the quiet zone that is produced around
the silent point. The proposed Remote FxLMS algorithm
is able to create silence in a location far from the error
microphone. The error microphone is still used by the Remote
FxLMS algorithm; however, the silent point is created in
another location. The construction of the proposed system
can be achieved through a real-time adaptation process that is
proposed in the paper (Remote FxLMS algorithm). Simulation
results show that the proposed system is efficient for creating
silent point in an acceptable range from the error microphone.
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