Three broad approaches have been attempted to combine distributional and structural/symbolic aspects to construct meaning representations: a) injecting linguistic features into distributional representations, b) injecting distributional features into symbolic representations or c) combining structural and distributional features in the final representation. This work focuses on an example of the third and less studied approach: it extends the Graphical Knowledge Representation (GKR) to include distributional features and proposes a division of semantic labour between the distributional and structural/symbolic features. We propose two extensions of GKR that clearly show this division and empirically test one of the proposals on an NLI dataset with hard compositional pairs.
Introduction
Can one combine distributional and structural (symbolic) aspects to construct expressive meaning representations? Three broad approaches have been attempted. First, there is work where linguistic features are used as additional input to systems that create distributional representations, e.g. Padó and Lapata (2007) ; Levy and Goldberg (2014) ; Bowman et al. (2015b) ; Chen et al. (2018) . Second, there are approaches where distributional features are used as input to systems that create symbolic representations, e.g. Banarescu et al. (2013); van Noord et al. (2018) . Third, and less represented, is the approach attempting to bridge the gap between the other two by combining structural and distributional features in the final representation, e.g. Lewis and Steedman (2013) ; Beltagy et al. (2016) . This paper describes an example of the third approach, and extends the Graphical Knowledge Representation (GKR) to include distributional features.
We argue for a division of semantic labour. Distributional features are well suited for dealing with conceptual aspects of the meanings of words, phrases, and sentences, such as semantic similarity, and conceivably hypernym and antonym relations (Mikolov et al., 2013a; Pennington et al., 2014; Devlin et al., 2018) . But they have yet to establish themselves in dealing with Boolean and contextual phenomena like modals, quantifiers, implicatives, or hypotheticals Dasgupta et al., 2018; Naik et al., 2018; Shwartz and Dagan, 2019) . These are phenomena to which more symbolic/structural approaches are well suited. But these approaches have struggled to deal with the more fluid and gradable aspects of conceptual meaning (Beltagy et al., 2016) .
Unlike most symbolic meaning representations, GKR does not attempt to push all aspects of meaning into a single uniform logical notation. Nor does it attempt to push all aspects of meaning into a single vector representation, as most distributional meaning representations do. Instead it allows for the separation of, and controlled interaction between, different levels of meaning. In this respect it borrows heavily from the projection architecture of Lexical Functional Grammar (Kaplan, 1995) , where constituent and functional structure are seen as two separate but related aspects of syntax, each with their own distinct algebraic characteristics. GKR posits a number of distinct layers of semantic structure, the two principal ones being conceptual, predicate-argument structure, and contextual, Boolean structure. This paper discusses how conceptual structure can be enriched with a distributional sub-layer, while still allowing the contextual layer to continue doing the heavy lifting of dealing with modals, quantifiers, booleans, and the like. Our contributions in this paper are three-fold: Firstly, we briefly describe the construction principles of GKR and show why it is suitable for bridging the gap between structural and distributional approaches. Secondly, we propose two extensions of GKR that allow for the proposed division of semantic labour. Thirdly, we show how one of the proposals can work in practice, by testing it on a subset of the inference dataset of Dasgupta et al. (2018) containing hard compositional pairs.
Relevant Work
Symbolic frameworks for meaning representations such as Discourse Representation Theory (DRT) (Kamp and Reyle, 1993) , Minimal Recursion Semantics (MRS) (Copestake et al., 2005; Oepen and Lønning, 2006) or Abstract Knowledge Representation (AKR) (Bobrow et al., 2007) were developed with the goal of supporting natural language inference (NLI) and reasoning, and took special care of complex semantic phenomena such as quantification, negation, modality, factivity, etc. More recent meaning representations such as the Abstract Meaning Representation (AMR) (Banarescu et al., 2013) and the Tectogrammatical Representation (TR) from the Prague Dependency Treebank (Hajič et al., 2012) , focus more on lexical semantic aspects, such as semantic roles and word senses, on entities and on relations between them. Automatic parsing of text into these different meaning representations has gained great attention, from early, more rule-based systems like Boxer (Bos, 2008) parsing sentences into DRSs, to more recent, statistical or deep learning systems parsing sentences to AMR e.g. (Flanigan et al., 2014; Wang and Xue, 2017; Ballesteros and Al-Onaizan, 2017) or even to DRSs (van Noord et al., 2018) . However, to facilitate annotation and parsing, some of the later automated systems have glossed over many of the more complex semantic phenomena. This has raised questions about their expressive power for hard tasks like NLI, as already critiqued for AMR by Bos (2016) and Stabler (2017) .
Distributional meaning representations of sentences range from models that compose representations by operating over word embeddings (Mitchell and Lapata, 2010; Mikolov et al., 2013b; Wieting et al., 2016; Pagliardini et al., 2018) to approaches integrating linguistic/structural features into a learning process (Padó and Lapata, 2007; Levy and Goldberg, 2014; Bowman et al., 2015b) to end-to-end neural network architectures like SkipThoughts (Kiros et al., 2015) and InferSent (Conneau et al., 2017) . Already White et al. (2015) and Arora et al. (2017) showed that the more complex architectures do not always outperform simpler vector operations of the former kind, while recently , Dasgupta et al. (2018) and Naik et al. (2018) argued that current distributional representations fail to capture important aspects of what they call "semantic properties", "compositionality" or "complex semantic phenomena", respectively. 1 This was evaluated based on the task of NLI: the researchers created inference pairs requiring complex semantic knowledge and showed that current sentence representations struggle with them. It could be argued that this can be solved by training on data with more instances of such phenomena. But in the absence of the right kinds of annotation in sufficient volumes, this remains an open question.
Fewer approaches have attempted to bridge the gap between the two ends. Lewis and Steedman (2013) attempted to learn a CCG lexicon which maps equivalent words onto the same logical form, e.g. author and write map to the same logical form. This is done by first mapping words to a deterministic logical form, using a process similar to Boxer, and then clustering predicates based on their arguments as found in a corpus. The resulting lexicon is used to parse new sentences. Beltagy et al. (2016) present a 3-component system that first translates a sentence to a logical form, also based on Boxer, and then integrates distributional information into the logical forms in the form of weights, e.g. the rule "if x is grumpy, then there is a chance that x is also sad" is weighted by the distributional similarity of the words grumpy and sad. As a last step, the system draws inferences over the weighted rules using Markov Logic Networks (Richardson and Domingos, 2006) , a Statistical Relational Learning (SRL) technique (Getoor and Taskar, 2007) that combines logical and statistical knowledge in one uniform framework, and provides a mechanism for coherent probabilistic inference. Both approaches integrate distribution by clustering or weighting logical representations but are still further from the goal to represent the sentence predicate-argument structure as a distributional representation suitable for further processing.
A brief presentation of GKR
The Graphical Knowledge Representation was introduced by as a layered semantic graph, produced by the open-source semantic parser the researchers make available online. 2 GKR is inspired by Abstract Knowledge Representation (AKR) (Bobrow et al., 2007) , the semantic component of the XLE/LFG framework, which was decoupled from XLE/LFG by Crouch (2014) and then revisited in an explicitly graphical form in Boston et al. (2019) . Despite important differences between these approaches, the two main principles are common: first, the sentence information is separated in layers/subgraphs/levels and second, there is a strict separation between the conceptual/predicate-argument structure and the contextual/Boolean structure of the sentence.
These two main principles are exactly how GKR lends itself to the blending of structural/symbolic and distributional features. On the one hand, the separation in layers, analogously to the separation into levels in the LFG architecture (Kaplan, 1995) , allows for the formulation of modular linguistic generalizations which govern a given level independently from the others. This explicit organization of information exactly allows for the combination of multiple logics and styles of representations, i.e. structural/linguistic and distributional, and contrasts with the "latent" representations used in end-to-end deep learning approaches to sentence representations and in other graph-based approaches like AMR. On the other hand, the division between conceptual and contextual structure already means that boolean, quantificational, and modal structures do not have to be shoe-horned into predicate argument structures. Likewise, there is no reason to try to shoe-horn boolean, quantification, and modal aspects, or predicate argument structure into a distributional vector. The structures can live alongside one another. This still leaves some latitude for how much predicate-argument and contextual structure needs to be injected into vector representations, depending on the task.
The GKR representation, just like its predecessors, is specifically designed for the task of NLI. But the efficacy of layered graphs has also been shown in dialogue management systems by Shen et al. (2018) . Precisely, GKR is a rooted, 2 Available under https://github.com/ kkalouli/GKR_semantic_parser node-labelled, edge-labelled, directed graph. It currently consists of five sub-graphs, layered on top of a central conceptual (predicate-argument) sub-graph: a dependency sub-graph, a properties sub-graph, a lexical sub-graph, a coreference subgraph and a contextual sub-graph.
The dependency graph of GKR is straightforwardly rewritten from the output of the Stanford CoreNLP parser (Chen and Manning, 2014) to fit the GKR format. More precisely, the output is obtained from the enhanced++ dependencies of Schuster and Manning (2016) . The conceptual graph is the core of the semantic graph and glues all other sub-graphs together. It contains the basic predicate-argument structure of the sentence: what is talked about; the semantic subject or agent, the semantic object or patient, the modifiers, etc. In other words, this graph expresses the basic propositional content of the utterance and thus already captures the "basic", predicate-argument compositionality of the sentence. The graph nodes, which correspond to all content words of the dependency graph, assert the existence of the concepts described by these words, but do not make claims about the existence of instances of those concepts. This means that the nodes represent concepts and not individuals and given that, no judgments about truth or entailment can be made from this graph. The edges of the graph encode the semantic relationship between the nodes, as this is translated from the dependency label to a more general "semantic" label.
The properties graph associates the conceptual graph with morphological and syntactical features such as the cardinality of nouns, the kind of quantifiers, the verbal tense and aspect, the finiteness of specifiers, etc., so that crucial information required for tasks like NLI is kept in place. For now, this information is gathered from the surface forms and the POS tags provided by CoreNLP in a rule-based fashion. The lexical graph carries the lexical information of the sentence. It associates each node of the conceptual graph with its disambiguated sense and concept, its hypernyms and its hyponyms, making use of the disambiguation algorithm JIGSAW (Basile et al., 2007) , WordNet (Fellbaum, 1998) ) and the knowledge base SUMO (Niles and Pease, 2001 ). The coreference graph resolves coreference and anaphora phenomena between words of the sentence, based on the output of CoreNLP. The edges of this graph model the coreferences between the concept nodes.
The contextual graph is also built on top of the conceptual graph and it provides the existential commitments of the sentence: since the conceptual graph only deals with concepts and not individuals and thus is incapable on it own to make existential claims and support the attribution of truth and validity, the contextual level is necessary for making such existential commitments and thus support inference. It is also not reducible to some variation of the conceptual layer, because it is exactly this strict separation between the two layers that allows GKR the division of the semantic labour, as it will be shown in the following. The contextual graph introduces a top context (or possible world) which represents whatever the author of the sentence takes the described world to be like; in other words, whatever her "true" world holds, what concepts are instantiated and what are not. Additional contexts can be added, corresponding to any alternative possible worlds introduced in the sentence. Such contexts can be introduced by negation, disjunction, modals, clausal contexts of propositional attitudes (e.g. belief, knowledge, obligation), implicatives and factives, imperatives, questions, conditionals and distributivity. These phenomena are extracted from the sentence in a rule-based manner and their exact conversion into the context graph is defined by a dictionary-like look-up; see for more details. This means that the contexts correspond to what we called contextual/Boolean phenomena and what the literature often calls "hard compositionality phenomena". Each of these embedded contexts makes itself commitments about its own state of affairs, also by stating whether a specific concept is instantiated in it or not. As the logic behind this graph is central to our proposal, we show the conceptual and contextual graph of the sentence The boy faked the illness, taken from , in Figure 1 . The conceptual graph in blue contains the concepts involved in the sentence and their semantic relations: there is a concept of faking of a concept of illness by a concept of boy. The contextual graph in grey goes further than this to make commitments about the instances of those concepts. The implicative verb fake causes the introduction of an additional context (ctx(illness)). The top context has an edge (ctx hd) linking it to its head fake, which shows that there is an instance of faking in this top context. The top context has a second, anti-veridical edge linking it to the context ctx(illness) which has illness as its head. This head edge asserts that there is an instance of illness in this contrary-tofact context ctx(illness). But since ctx(illness) and top are linked with an anti-veridical edge, it means that there is no instance of illness in the top world which is accurate as the illness was faked.
Similar graphs are produced for sentences with negation, e.g. The dog is not eating the food: the concepts of dog, food and eating are included in the conceptual graph and the contextual graph contains a top context linking to the embedded context introduced by the negation. The linking is again through an anti-veridical edge, so that the concept of eating is not instantiated in the context top. This setting means that negation does not have an impact on the conceptual graph; it is the contextual graphs of the positive and negative versions of the sentence that differ. This will prove a very useful feature for our purposes.
An equally useful feature is the treatment of disjunction and conjunction, allowed by the layered nature of GKR. Disjunction and conjunction do have an impact on the conceptual graph. Both introduce an additional complex concept that is the combination of the individual disjoined/conjoined concepts (Figure 2, left) . The concept graph marks with the edges is element each component concept, of which the complex concept consists (Figure 2, left) . However, the difference between conjunction and disjunction is mirrored in the context graph: there, disjunction introduces one additional context for each component of the complex concept (Figure 2, right) . These contexts say that in one arm of the disjunct the walking concept is instantiated, while in the other arm it is the driving concept that is instantiated. The conjunction would instead only contain one top context, in which both concepts are instantiated.
A similar treatment is undertaken for phenomena like modals or quantification. For modals, we can look at the example Negotiations might prevent the strike shown in Figure 3 . The modal might introduces an extra context which is in a "might" relation to top. 3 The implicative prevent also introduces an extra context in which the concept of strike is not instantiated (anti-veridical relation) because in this context the strike does not take place -since in this context the strike was prevented. If we decide to translate might to the averidical relation and by transitive instantiability, we can then conclude that the strike is averidical in top, because in the top world we do not know whether there is a strike or not, which is what the modal might conveys. In fact, the interaction between the concept and context graphs implements the "naming" technique of Named Graphs (Carroll et al., 2005) , discussed by the creators of GKR in . A Named Graph, a small extension on top of RDF, associates an extra identifier with a set of triples. For example, a propositional attitude like Fred believes John does not like Mary 3 We can choose to translate each modal to a specific veridicality relation, e.g. might to averidical, but the initial graph makes no such translation so that no crucial information gets lost.
could be represented as follows:
:g1 { :john :like :mary } :g2 :not :g1 :fred :believe :g2
where :g1 is the name given to the graph expressing the proposition John likes Mary, and :g2 to the graph expressing its negation. But this is also how the context graph works: the contexts are the "names" and the concepts (and their children) associated with them are the "triples" identified by them. For example, in Figure  2 , ctx(drive 5) is the name given to the subgraph expressing the proposition {boy: drive : school } and ctx(walk 5) is the name given to the subgraph expressing the proposition {boy: walk : school}. top is the name given to the graph expressing the disjunction between the two contexts ctx(drive 5) and ctx(walk 5). This shows how the "basic" predicate-argument compositionality (concept graph) and the "harder" compositionality (context graph) can be kept apart and foreshadows our proposals: the method of factoring out the "harder" compositionality can lead to better performance for both the symbolic/structural and the distributional systems.
For a more detailed discussion of how the distinct graphs are constructed and how other Boolean/contextual cases can be handled, see .
Our proposal for extension of GKR
The two core principles of GKR, i.e. the strict separation of concepts and contexts, with sentence words representing concepts and not individuals, and the modularity and layer separation of the information, allow us to formulate our proposal for a hybrid meaning representation with symbolic/structural and distributional features.
In this section we show how GKR allows for two different ways of combining symbolic/structural and distributional meaning features, each way involving a different degree of the contribution of each kind of feature and thus being freely select-able based on the needs of the researcher and of the given application. We present these solutions based on the task of NLI, which has been one of the mostly used tasks for the training and evaluation of meaning representations and is the driving force for the design of GKR.
More symbolic
This proposal is the closest to the original proposal of because it only expands the current lexical graph of GKR but keeps all other linguistic structures in place. In that sense, it is more symbolic/structural than it is distributional: it exploits the distributional strengths for the conceptual meaning of the words but builds both the "basic" (predicate-argument) compositionality as well as the "harder" compositionality phenomena in a symbolic/structural way.
The current GKR lexical graph connects its nodes to hand-curated resources like WordNet and SUMO but it could easily be expanded to also contain links to word embeddings. Given the great success of contextualized word embeddings like ELMo (Peters et al., 2018) and BERT (Devlin et al., 2018) , it is promising to expand the graph with such embeddings. With this, each concept node would be further connected to its contextualized word embedding. These contextualized word embeddings can be calculated based on the sentence which is currently modelled or, in the case of NLI, based on both sentences of the pair for a more accurate context.
With such an expanded lexical graph in place, we can proceed to do inference in a similar fashion as the one originally proposed by : each sentence of the pair is parsed into a GKR graph and then the concepts of the two graphs are matched through specificity relations like the ones proposed in Natural Logic systems (cf. MacCartney and Manning (2007) and Crouch and King (2007) ), e.g. that dog of the premise is a subclass of animal of the hypothesis. So far these relations can only be established based on the human-curated resources, which means that some relations will fail to be captured either because they do not exist in the resources or because the strict, logic-based resources do not allow their associations. For example, as discussed in , for a pair like A= The dog is catching a black frisbee. B= The dog is biting a black frisbee, the words catch and bite will not be found related in human-curated resources but given that we are talking about dogs, they should be related. With our proposed extension, such similarities can be captured by contextualized word embeddings. By integrating relevant literature attempting to define hypernymy/hyponymy relations between embeddings (e.g. see Yu and Dredze (2015) and Nguyen et al. (2017)), we could even define the exact relation (hypernymy, hyponymy) between two similar embeddings instead of defaulting them to "similar" and thus "entailing". Then, the established specificity judgments are updated with further restrictions imposed by the properties and conceptual graphs. Specifically, the conceptual graph imposes constraints concerning the semantic roles of the concepts, i.e. the "basic" predicate-argument composition, and is thus defining what specificity matches are "compatible" and which have to be removed, e.g. the subject of the one sentence cannot be matched with the object of the other (note that GKR solves active/passive voice and produces the same semantic graph for the active and passive version of a given sentence). Given enough training data, the plausibility of a given match can be estimated through a learning process. After the update of the concept matches, the context graph can determine which of those matched concepts are (un-)instantiated within which contexts, i.e. we now deal with "hard" compositionality cases. This is possible due to the "naming" role that the contexts play: for each concept which we have matched and updated with restrictions, we can find the context it is the head of and look up its instantiation. As a final step for inference, instantiation and specificity are combined to determine entailment relations. A preliminary, experimental version of this proposal is under implementation but its detailed presentation is beyond the scope of this paper.
More distributional
The previous approach attempts to inject distributional features on the lexical layer of GKR, thus restricting it to the simple contribution of word embeddings. It also integrates a learning process in the match update, but in its core, it solves the "basic" predicate-argument as well as the "harder" boolean/contextual compositionality with symbolic/structural methods, namely through the use of the concept and context graphs. However, for a given application it might be more beneficial to have a stronger distributional effect than the previous approach allows. For this we can still benefit from GKR factoring out the contextual structure, i.e. dealing separately with the "harder" compositionality cases that distributional approaches struggle with, and use the concept graph only in an assisting way.
So, in this approach the merit of the "naming" technique implemented in the context graph shows itself more clearly: we go through the context graph and we collect all contexts being introduced. For each of them we find its head (ctx hd), which leads us back to the node of the concept graph (see Figure 1 and 2). For this node of the concept graph and all of its children (arguments, modifiers), i.e. for the subgraph with this node as the root, we compute a distributional representation with whichever (neural net) approach we want. Now, each context of the context graph, i.e. each "name", is associated with a distributional representation and within the context graph these distributed representations are linked with each other with veridical, anti-veridical or averidical edges, based on the original context graph. After doing this computation for each of the sentences of the inference pair, the resulting "named" graphs can be fed into a subsequent layer function, which matches some or all the representations across graphs/sentences based on a computed similarity. Finally, by look-up of the instantiability of each of the matched representations and, if required, by computation of the result of subsequent instantiabilities, the inference relation is decided.
This simple "trick" of factoring out the "hard" compositionality cases, i.e. packing this information in the context graph, allows us the flexibility of using a variety of options for how word vectors can be composed into phrase vectors. In other words, in this approach the "basic" predicate-argument structure compositionality can be achieved in any (distributional) way a given application requires -independently from the concept graph and not necessarily as a logical form as relevant literature (Lewis and Steedman, 2013; Beltagy et al., 2016) has attempted so far. For example, the researcher could choose a more end-to-end deep architecture, like the one used by Conneau et al. (2017) in InferSent, or train a treestructured recursive neural model as it is done by Bowman et al. (2015b) , where the tree on which the model is based, is built considering the compositionality principles applying to constituents parsing. No matter the predicate-argument composition approach and the final distributional representation, what is crucial is that Boolean and contextual phenomena can be treated outside this representation and thus distributional approaches can benefit from the precision that symbolic/structural methods achieve in such phenomena. A sample implementation of this proposal is described in Section 5.
5 Proof-of-concept for the "more distributional" approach Recently, Dasgupta et al. (2018) (DS from now on) experimented with the compositionality of the InferSent (Conneau et al., 2017) embeddings. They created different NLI test sets which contain pairs that cannot be solved with world-knowledge but instead involve some more complex semantic phenomena. They trained a classifier on the inference corpus SNLI (Bowman et al., 2015a) , using the state-of-the-art InferSent embeddings, and found that the performance on all of their created sets reaches around 50%, thus proving that such embeddings do not yet capture aspects of "basic" predicate-argument and "harder" compositionality. After including the created test sets into the training data of the classifier, DS show that performance improves. With our "more distributional" proposal, we show that it is not necessary to attempt to adequately include all possible linguistic phenomena in the training data: we choose two of the test sets of DS 4 containing a total of 4800 pairs, where sentence A involves a conjunction of a positive sentence with a negative sentence and sentence B contains one of the conjunct sentences either in its positive or its negative version, as shown below, resulting into entailment or contradiction.
A= The boy does frown angrily, but the girl does not frown angrily.
B= The boy does not frown angrily.
CONTRADICTION
For this subset, DS report a performance of 53.2% and 53.8% for subjv long and subjv short, respectively, on the original SNLI trained model. This set was chosen for three reasons: a) it has one of the lowest performances among DSs' sets, b) it combines two of the most challenging compositionality phenomena contained in DSs' sets altogether, i.e. it requires both the treatment of negation and the distinction between the conjunct sentences/events, and c) the phenomena it deals with are of the type for which GKR's division of semantic labor can show its value and offer a direct solution. Future work can apply the proposed method to the other sets, some of which however, e.g. the scrambled word order sets, might need a stronger symbolic/structural component as presented in our first proposal in Section 4.1.
To test our "more distributional" proposal, we proceed as described in 4.2. We first process both sentences of each pair with GKR and then we go through each sentence to match it to its distributional representation: for each context introduced in the context graph (Figure 4 , top, in grey), we retrieve its cxt head, which is a node of the concept graph (Figure 4 , top, in blue). For the phrase/sentence consisting of this concept node and all its children, we compute the InferSent representation (Figure 4 , bottom, in green). Now, within the context graph, every context ("name") is associated with such a representation, which means that we have the instantiability of each representation. For each pair, we attempt to match one of the representations of sentence A with the representation of sentence B. In this test set, simple cosine similarities are enough to compute this, because we know that representation B exactly matches one of the A representations. For more complex cases, a trained function should be responsible for the matching, as described above. After a match is found (Figure 4 , bottom, red arrow), we look up the instantiability of each of the matched representations in the top context: if one of them is anti-veridical and the other one veridical, there is a contradiction; if both of them have the same veridicality, then we have an entailment. In our example of Figure 4 we have one match between vectors v and w. Vector v is in a veridical relation with the top context (it is in fact the head of the context, thus it is veridical in it), while vector w is in an anti-veridical relation to top. This means that there is a contradiction between the matched representations and thus the whole pair is labelled contradictory.
This process allowed us to achieve 99.5% accuracy on the two test sets. The 24 wrongly labelled pairs were caused by the wrong output of the Stanford Parser, which led to the wrong dependency graph, wrong conceptual graph and finally wrong contextual graph. In fact, there were more cases where the output of the Stanford Parser was incorrect, but if the assignment of concepts to contexts is correct, i.e. a partially wrong conceptual graph is matched to a valid context, those weaknesses might not be crucial for the final result. This additional merit shows how we combine the best of both worlds: the computation can succeed even if the concept graph is erroneous, as long as the contexts assigned to the concepts and the matching between the distributional representations of A and B are good enough. In an erroneous concept graph the concepts acting as context heads might be associated with wrong concepts (children), which in turn means that the distributional representation will also not encode the subgraph that we would ideally want. However, given the robustness of such representations and the fact that they encode world knowledge, the matching between the representations across the two sentences can still succeed if the trained similarity function can recognize two representations as more similar. Then, if the contexts assigned to the concepts and thus the computed representations are correct, the system can still predict the correct relation because it can use the matched representations of the distributional approach and their instantiability of the symbolic/structural approach. This means that we benefit from the robustness of the distributional approaches without sacrificing the precision of the symbolic/structural ones.
Nevertheless, we should also note that the two test sets are artificially simple so that the simple trick of factoring out the contextual structure, i.e. the "hard" compositionality phenomena, performs extremely well in comparison to the purely distributional approaches. Firstly, in this test set, there is little variation between the predicate-argument structures of the sentences of the pairs so that we cannot fully check how the Stanford Parser would perform in other cases and how well the GKR concept and context graphs would then be able to "repair" the mistakes of the parser. Furthermore, in this test set we know that sentence B has only one representation which definitely matches with one of the representations of A. This makes the simple cosine similarity as metric for the matching of the representations efficient enough; however, in a harder data set with no such "patterns", the performance would strongly depend on the quality of the trained matching function, which would have to be more complex than simply the "match with the highest cosine similarity" and thus more errorprone. Despite this grain-of-salt caution, this approach is expected to perform well for many other complex phenomena apart from negation and conjunction. For example, it will work reasonably well for implicatures such as A = The boy forgot to close the door. B= The boy closed the door. For sentence A the distributional representations of the subgraph The boy close the door will be anti-veridical in the top context of forget, while in B the representation of the whole sentence will be veridical in top. These two representations will have the highest similarity in the matching procedure and will thus match. Considering the instatiabilities of this match, the pair will be deemed a contradiction.
Testing this approach with further datasets of complex examples can show potential weaknesses of using GKRs in this way and particularly highlight other aspects where the distributional or the symbolic/structural strengths should be used more or less. For example, as indicated above, testing with sets with scrambled word order pairs (e.g. The dog is licking the man vs. The man is licking the dog) might show the need for a stronger symbolic/structural component where the predicateargument structure is considered more, as it is done in the first proposed approach in 4.1. Additionally, it would be interesting to compare this approach to a purely symbolic/structural one to highlight differences in performance. However, to the best of our knowledge, there is no openlyavailable, purely symbolic NLI system to which we could straight-forwardly compare our results.
Conclusions
In this paper we combine symbolic/structural and distributional features for meaning representations and propose that each of them be used in what it is best at: for complex phenomena like quantification, booleans and modality, use structural meaning and for robust, world-knowledge-informed lexical representations, use distributional semantics. We show how GKR could fulfill this role in two different ways and implement one of them to empirically test its adequacy in the setting of simple, but hard problems for distributional approaches. The good performance results make us confident that there is indeed value in combining the merits of distributional and symbolic approaches. Future work will show how the current proposals can be extended to larger scale systems, maybe also in a combined manner.
