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Abstract 
This paper presents a low-cost numerical algorithm to find the series solution of the nonlinear fractional differential equation 
containing the delay term  subject to the initial conditions , where 
 and  are positive real constants, , and  is Caputo’s fractional derivative operator. In the proposed method, first the 
above equation is transformed to the so-called Volterra integral equation and then the trapezoidal and Simpson’s rules are used to 
find the explicit series solution of the above mentioned equation. One main advantage of the proposed method comparing to 
other similar algorithms is that it can be applied without the need to the so-called predictor term which makes the proposed 
algorithm very effective and low-cost. A numerical example is presented to confirm the effectiveness of the proposed method.  
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1. Introduction 
The aim of this paper is to propose a low-cost numerical algorithm to find the series solution of the nonlinear 
fractional differential equation containing a delay term (FDDE): 
(1) 
subject to the initial conditions 
(2) 
on the interval , where  and  are positive real constants, , and   is the operator of Caputo’s 
fractional derivative (see, for example, [1] and [2] and the references therein for definitions and applications of 
fractional derivatives and the analytical methods used for solving them). The function  in (1) is assumed to (a) be 
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continuous with respect to both of its arguments, and (b) satisfy the Lipschitz condition with respect to the second 
argument. It is not difficult to show that under these conditions (1) has a unique solution [3].  
Currently, the method proposed by Diethelm et al. [4] is probably the most widely-used numerical algorithm to 
solve fractional differential equations (FDEs). This method is based on an extension of the so-called predictor-
corrector approach and can be used to solve multi-term FDEs without delay term. Recently, Banks [5] proposed a 
numerical algorithm to find the solution of an FDDE of the form  where . In 
the following, we will study the numerical solution of the general form of this equation.  
2. The proposed numerical algorithm 
In order to find a numerical solution for the initial value problem described by (1) and (2), first we note that this 
equation is equivalent to the following Volterra integral equation [3]: 
(3) 
For the sake of simplicity, in the rest of this paper it is assumed that we are working on the uniform grid 
 with some integer , and . Now, the main idea is to assume that we have already 
calculated  ( )  and  we  try  to  find  an  approximation  for  . Substitution of  in  (3)  
concludes that 
(4) 
In the following, we will use both trapezoidal and Simpson’s rules to approximate the integral on the right-hand 
side of (4) and find a numerical solution for the initial-value problem under consideration.  
2.1. Trapezoidal rule 
The integral in (4) can be written as follows 
(5) 
Applying the trapezoidal rule to the integrals on the right-hand side of (5) yields 
or equivalently, 
(6) 
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where 
. (7) 
Substitution of (6) in (4) results in 
(8) 
The above solution is predictor-free, i.e. the term  is not appeared on the right-hand side of this equation, 
even for . The problem with equation (8) is that the right-hand side of it depends on the values of  at points 
rather than  . The simplest possible approach to remove this difficulty is to use the following 
approximation: 
. (9) 
To sum up, applying the trapezoidal rule leads to the approximate series solution given in (9) for the initial value 
problem described by (1) and (2), where  is defined by (7). 
2.2. Simpson’s rule 
 The composite Simpson’s rule is as follows:  
where  is an odd number and . Applying the above formula to the integral in (4) 
yields 
(10) 
where  is assumed to be an odd number and 
(11) 
Substitution of (10) in (4) results in the following series solution to the initial value problem under consideration 
, (12) 
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where  is given in (11). Again, the problem with equation (12) is that the right-hand side of it depends on the 
values of  at points rather than  . The simplest possible approach to remove this difficulty is to use 
the following approximation 
. (13) 
To sum up, applying the Simpson’s rule leads to the approximate series solution given in (13) for the initial value 
problem described by (1) and (2), where  is defined by (11). According to (9) and (13), both trapezoidal and 
Simpson’s rules lead to the same form of solution while the coefficients  are different.  
In brief, in order to solve the given FDDE, first assign a suitable value to  (= the number of subintervals) and 
then use (9) or (13) (with the corresponding  where ) to find the approximate solution of the 
FDDE under consideration on the interval  (clearly, the equality  ( ) can be 
used for the values of  less than zero whenever it is needed). Repeat the above procedure with larger values of  
until no considerable change is observed in the solution.  
3. Numerical example 
A numerical example is presented in this section in order to confirm the effectiveness of the proposed algorithm. 
Consider the following initial value problem  
(14) 
where  is the unit step function. Figure 1 shows the exact solution of this equation and the numerical 
solutions obtained by using the proposed numerical algorithms assuming  and . In this figure, in 
order to find the exact solution, first the Laplace transform is taken from both sides of (14) which results in 
where , and then the inverse Laplace transform of  is calculated by numerical integration on the 
Bromwich’s contour defined as 
As it is observed, the numerical solution obtained by using the Simpson’s rule is in a perfect agreement with the 
exact solution while the trapezoidal rule leads to some inaccuracies in the resulted solution.   
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Fig. 1. Exact and approximate solutions of equation (14) 
4. Discussion and conclusion 
An efficient numerical algorithm to find the solution of fractional differential equations is presented in this paper. 
One main advantage of the proposed method is that it provides an explicit recursive solution to the nonlinear 
equation containing a delay term. As another advantage, the proposed method is predictor-free which makes it very 
low-cost comparing to other similar methods. Clearly, the numerical algorithms proposed in this paper can also be 
applied to delay-less and multi-delay fractional differential equations.  
Extension of the proposed formulas to multi-order fractional differential equations can be the subject of future 
studies. Exact analysis of the simulation error is another important problem which can also be considered as the 
subject for future studies.  
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