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Abstract—There is not a proper mathematical definition of
chaos, we have instead a quite big amount of definitions, each
of one describes chaos in a more or less general context. Taking
in account this, it is clear why it is hard to design an algorithm
that produce random numbers, a kind of algorithm that could
have plenty of concrete appliceautifat (anul)d bions. However we
must use a finite state machine (e.g. a laptop) to produce such a
sequence of random numbers, thus it is convenient, for obvious
reasons, to redefine those aimed sequences as pseudorandom;
also problems arise with floating point arithmetic if one wants
to recover some real chaotic property (i.e. properties from
functions defined on the real numbers). All this considerations
are synthesized in the problem of the Pseudorandom number
generators (PRNGs). A solution to these obstacles may be to
post-operate on existing PRNGs to improve their performances,
using the so-called chaotic iterations, i.e., specific iterations of
a boolean function and a shift operator that use the inputted
generator. This approach leads to a mathematical description
of such PRNGs as discrete dynamical systems, on which chaos
properties can be investigated using mathematical topology and
measure theory. Such properties are well-formulated, and they
allow us to characterize which functions improves the sensitivity
to the seed, the expansivity, the ergodicity, or the topological
mixing of the generator resulting from such a post-processing.
Experience shows that choosing relevant boolean functions in
these chaotic iterations improves the randomness of the inputted
generator, for instance when considering the number of statistical
tests of randomness passed successfully. If we focus on the
cryptographical application of PRNGs, there are two main
classical notions to be considered, namely collision and avalanche
effect. In this article, we recall the chaotic properties of the
proposed post-treatment and we study the collision property in
families of pseudorandom sequences produced by this process.
Index Terms—Pseudorandom numbers generator, cryptogra-
phy.
I. INTRODUCTION
To simulate some well-known chaotic real functions, such
as a logistic map or the Arnold’s cat map, is the main idea
of many algorithms developed until now which aspire to
be good PRNGs, programs with a lot of applications for
instance in cryptography. Indeed, it is reasonable to think
that elements of chaos can improve the random-like quality
produced by such algorithms. A theoretical result that establish
a link between a chaotic map on R and its floating-point
counterpart, it has not yet been stated. Conversely, there are
some results in the opposite direction, indicating that the
numerical truncation may change drastically the statistical
properties of orbits (see, e.g., [1], [2]). A first attempt to
avoid the use of a chaotic real map, is to consider the so-
called parallel asynchronous linear iterations (PALI). Even if
the domain of definition is the floating point one, the effect of
round-off errors in this situations was analyzed (for instance)
in [3], with numerical analysis techniques, in particular for
linear fixed point systems. A second attempt to design such
kinds of PRNGs is to avoid the use of floating point arithmetic,
by considering Boolean functions such as the logical negation,
and then an asynchronous iteration scheme that includes this
function coupled with a shift. In [4], the authors proved that
such iterations, viewed as an operator on a suitable discrete
dynamical system, satisfy various topological properties of
chaos, like mixing.
Due to the finite structure of the problem it can be an
hard task formalizing a notion of pseudorandomness for binary
sequences, however Mauduit and Sa´rko¨zy [5] made an attempt
in doing so. In this new framework, it is relatively easy
to redefine some of the classical notions that arise from
cryptography, such as collision and avalanche effect, as pointed
out by To´th in [6].
In this article we recall how to design a PRNG based on
chaotic iterations, how to describe it as a dynamical system
and, for the sake of completeness, we recall some of the
topological properties of chaos previously obtained. Finally,
we provide new investigations of such a dynamical system
using the theoretical set proposed by Mauduit and Sa´rko¨zy.
This research work is organized as follows. In the first two
sections we recall all the basic facts, such as how to post
treat an existing PRNG by using chaotic iterations. Then, in
the last section, we show that the collision free property of a
family of binary sequences is preserved if we post treat this
family using chaotic iterations. This research work ends by a
conclusion section, in which our contributions are summarized
and intended future work is outlined.
II. BASIC RECALLS
We first explain how to properly design chaotic PRNGs by
using discrete dynamical systems. To accomplish this task we
must introduce some notations and terminologies.
In the remainder of this article, N is the set of natural (non-
negative) numbers, while N∗ stands for the positive integers
1, 2, 3, . . . sn denotes the nth term of a sequence s while XN
is the set of all sequences whose elements belong to a given set
X; also we denote by (xn)n∈N a sequence of those sequences.
Instead of working with sequences of length N in {0, 1}N, it
will be useful considering sequences in {−1,+1}N. The set
{−1, 1} is denoted 2.
Definition 1 Let N ∈ N∗, f : 2N −→ 2N be a function, and
s ∈ [1,N]N be a sequence of integers between 1 and N. The
so-called chaotic iterations are defined by x0 ∈ 2N and
∀n ∈ N∗,∀i ∈ [1;N], xni =
{
xn−1i if sn 6= i(
f(xn−1)
)
sn
if sn = i.
In other words, at the nth iteration, only the sn-th component
of the vector xn is updated; let us explain it with an example.
Example 1 For the sake of concreteness, let us consider that
N = 3. Let s be the sequence s = (123123123123...) and
let f be the Boolean negation (where in this case the boolean
negation of −1 is 1 and viceversa). If we start with input
(111), the chaotic iterations will produce the following output
(1, 1, 1)→ (−1, 1, 1)→ (−1,−1, 1)→ (−1,−1,−1)→
→ (1,−1,−1)→ . . .
At each iteration step, we look at the correspondent element of
the sequence s (at the n-th step, we look at the n-th element of
s), and then we apply f to the element of the input sequence
suggested by the element of s that we are considering. In the
example, for instance, at step number 5 we need to change the
second bit of the input, since the fifth element of s is 2.
We shall use the term “chaotic” (and similar) with various
meaning throughout this paper and each of these terms has no
link a priori with the other ones. In the definition of chaotic
iterations, there is a sequence s of components to update as
input, and a sequence of binary vectors as output. In other
words, given a function f , these chaotic iterations transform
a sequence s = (sn)n∈N in another sequence (xn)n∈N. If s is
provided by a pseudorandom number generator, we thus have
defined a way to modify the produced sequence, leading to a
post-treatment on this generator.
Let N ∈ N∗ and f : 2N → 2N. Any sequence u ∈ [1,N]N,
provided by an inputted pseudorandom number generator,
defines a “chaotic iterations based” PRNG, which is denoted
by CIPRNG1f (u). It is defined by [7], [8]:
x0 ∈ 2N,∀n ∈ N,∀i ∈ [1,N], xn+1i =
{
f(xn)i if i = un,
xni else.
The outputted sequence produced by this CIPRNG1f (u) gen-
erator is (xn)n∈N.
However for several reasons to be discuss later, it will be
useful to consider another version of this generator, in which
is allow to update more than one digit at each iteration step. If
P ⊂ N∗ is a non empty and finite set of integers, any couple
(u, v) ∈ [1,N]N × PN defines another chaotic iterations based
PRNG, which is denoted by CIPRNG2f (u, v) (defined in [9]).
It is defined as follows:
x0 ∈ 2N
∀n ∈ N,∀i ∈ [1,N], xn+1i =
{
f(xn)i if i = un
xni else
∀n ∈ N, yn = xvn .
The outputted sequence produced by this generator is
(yn)n∈N. In other words, the first inputted generator u is
the sequence of components to update, while the second
inputted generator v provides the number of iterates be-
tween two outputs of the CIPRNG2f (u, v) generator. Note that
CIPRNG1f (u) is equal to CIPRNG
2
f
(
u, (1)n∈N
)
, where (1)n∈N
is the sequence that is uniformly equal to 1. Pseudorandom
number sequences have plenty of applications in computer
science and in particular in cryptography; in [10], it has been
shown how to use CIPRNG to produce a cryptographycally
secure PRNG. In [4] the chaotic property of CIPRNG has
been analyzed, and some of them are listed in the next
section; also simulations show the good behavior of such
PRNGs. An interesting particular situation has been analyzed:
if we consider the boolean negation as function involved
in CIPRNG (a good PRNG should be fast and the boolean
negation is really cheap from a computational point of view),
simulations shown that CIPRNG2f (u, v) really improved the
chaotic behavior of the inputted generator, while CIPRNG1f (u)
does not work as good as its ”big brother”. In an article
that will appear, authors provided a theoretical explanation
to this phenomenon by using ergodic theory; in the next
sections (after some recalls) it will be shown that actually
CIPRNG2f (u, v), where f is the boolean negation and under
some hypothesis, satisfies a classical cryptography property,
namely to be collision free, while there is no reason to
conclude that such a property is satisfy also by CIPRNG1f (u).
Thus we conclude that CIPRNG2f (u, v) can be successfully
used to improve the cryptography properties of a family of
pseudorandom binary sequences.
III. CHAOTIC BEHAVIOUR OF CIPRNG
In this section are listed results concerning the topological
randomness of the presented class of generators. They appear,
for instance, in [4]. Firstly we recall the theoretical framework
that can emphasize such a behavior and how to adapt the
definition of CIPRNG to fit this framework (i.e., CIPRNG
can be described as a dynamical system on a suitable metric
space). Even if the results listed here are about CIPRNG1f ,
they can be easily extended to CIPRNG2f .
A. A notion of randomness: Devaney’s theory of chaos
Consider a topological space (X , τ) and a continuous func-
tion f : X → X on (X , τ).
Definition 2 Let U, V be any pair of opens subsets of X . If
there exists an integer k > 0 such that fk(U) ∩ V 6= ∅, then
the function f is said to be topologically transitive
Definition 3 If the set of periodic points for f is dense in X
(i.e. for any point x in X , any neighborhood of x contains at
least one periodic point), then f is regular on (X , τ); let us
recall that an element x is a periodic point for f of period
n ∈ N, n > 1, if fn(x) = x.
Definition 4 (Devaney’s formulation of chaos [11])
The function f is chaotic on (X , τ) if f is regular and
topologically transitive.
Banks et al. have proven in [12] that, when the topological
space is a metric one (X , d), chaos implies sensitivity, defined
below:
Definition 5 The function f has sensitive dependence on
initial conditions if there exists δ > 0 such that, for any x ∈ X
and any neighborhood V of x, there exist y ∈ V and n > 0
such that d (fn(x), fn(y)) > δ.
δ is called the constant of sensitivity of f .
To show that CIPRNG1f (u) has a chaotic dependence regard-
ing modifications on u is equivalent to prove that “chaotic
iterations” are indeed chaotic according to the definition of
Devaney recalled above.
We first recall how to define a suitable metric space where
chaotic iterations are continuous. For further explanations, see,
e.g., [13]. Let δ be the discrete Boolean metric, δ(x, y) =
0 ⇔ x = y. Given a function f , define the function Ff :
[1;N]× 2N −→ 2N by:
(k,E) 7−→
(
Ej .δ(k, j) + f(E)k.δ(k, j)
)
j∈[1;N]
where + and . are the Boolean addition and product operations.
Consider the phase space: X = [1;N]N × 2N, and the map
defined on X by:
Gf (S,E) = (σ(S), Ff (i(S), E)) , (1)
where σ is the shift function defined by σ : (Sn)n∈N ∈
[1,N]N −→ (Sn+1)n∈N ∈ [1,N]N and i is the initial function
i : (Sn)n∈N ∈ [1,N]N −→ S0 ∈ [1;N]. Then the chaotic
iterations proposed in Definition 1 can be described by the
following discrete dynamical system, whose topological chaos
can now be studied:{
X0 ∈ X
Xk+1 = Gf (X
k).
(2)
To do so, a relevant distance between two points X =
(S,E), Y = (Sˇ, Eˇ) ∈ X has been introduced in [13] as
follows: d(X,Y ) = de(E, Eˇ) + ds(S, Sˇ), where
de(E, Eˇ) =
N∑
k=1
δ(Ek, Eˇk),
ds(S, Sˇ) =
9
N
∞∑
k=1
|Sk − Sˇk|
10k
.
(3)
It has been established in [13] that,
Proposition 1 Gf is continuous in the metric space (X , d).
Let f be a map from 2N to itself. The asynchronous iteration
graph associated with f is the directed graph Γ(f) defined
by: the set of vertices is 2N; for all x ∈ 2N and i ∈ [1;N], the
graph Γ(f) contains an arc from x to Ff (i, x).
It has been proven in [14] that,
Theorem 1 Let f : 2N → 2N. Gf is chaotic according to
Devaney if and only if Γ(f) is strongly connected.
B. Further analysis: Li-York Approach, Lyapunov Exponents,
Entropy, Uniformly Distributed Output
Additionally to the Devaney’s chaos, a discrete dynamical
system can be intrinsically complicated for various other
understanding of this wish, that are not equivalent one another,
like:
• Undecomposable: it is not the union of two nonempty
closed subsets that are positively invariant (f(A) ⊂ A).
• Total transitivity: ∀n > 1, the composition function fn =
f ◦ f ◦ . . . ◦ f is transitive.
• Strong transitivity: ∀x, y ∈ X , ∀r > 0, ∃z ∈ B(x, r),
∃n ∈ N, fn(z) = y.
• Topological mixing: for all pairs of disjoint open
nonempty sets U and V , there exists n0 ∈ N such that
∀n > n0, fn(U) ∩ V 6= ∅.
These varieties of definitions lead to various notions of chaos.
For instance, a dynamical system is chaotic according to
Wiggins if it is transitive and sensible to the initial conditions.
According to Knudsen if a dynamical system has a dense
orbit while being sensible then we are able to use again the
adjective chaotic for such a system. Also, when the properties
of transitivity, regularity, and expansiveness are satisfied we
fit the so called expansive chaos.
Let us denote by C the set of f : 2N → 2N such that Γ(f)
is strongly connected. We have previously established that
([15], [16]) ∀f ∈ C, Gf is strongly transitive undecomposable,
unstable, and chaotic as defined by Wiggins.
Further results have been obtained when considering the
boolean negation f0, which are summarized below [17].
Theorem 2 (X , Gf0) is topologically mixing and expansive
with a constant equal to 1.
Definition 6 Let (X , d) a metric space and f : X −→ X
a continuous map. A scrambled couple of points is a pair
(x, y) ∈ X 2 such that lim infn→∞ d(fn(x), fn(y)) = 0 and
lim supn→∞ d(f
n(x), fn(y)) > 0, or in other words, the two
orbits oscillate.
A scrambled set is a set in which any couple of points are
a scrambled couple, whereas a Li-Yorke chaotic system is a
system possessing an uncountable scrambled set.
We have previously stated that [18],
Theorem 3 Chaotic iterations are chaotic as defined by Li
and Yorke.
Theorem 4 Chaotic iterations using the boolean negation
have a topological entropy equal to ln(N).
Theorem 5 Chaotic iterations using the boolean negation
have an exponent of Lyapunov equal to ln(N).
Finally, it has been proven in [14] that,
Theorem 6 Let f : 2n → 2n, Γ(f) its iteration graph, Mˇ its
adjacency matrix and M a n × n matrix defined by Mij =
1
nMˇij if i 6= j and Mii = 1− 1n
n∑
j=1,j 6=i
Mˇij otherwise.
If Γ(f) is strongly connected, then the output of
CIPRNG1f (u) follows a law that tends to the uniform distri-
bution if and only if M is a double stochastic matrix.
These results of topological chaos and uniform distribution
have initially led us to study the possibility of building a
pseudorandom number generator (PRNG) based on chaotic
iterations. As Gf , defined on the domain [1;N]N×2N, is built
from Boolean networks f : 2N → 2N, we can preserve the
theoretical properties on Gf during implementations (due to
the discrete nature of f ).
IV. COLLISION PROPERTY
A. Basic recalls
It should be clear from the last section that there are several
ways to define the notion of pseudorandomness. Recently a
constructive approach to this notion was initiated by Mauduit
and Sa´rko¨zy [5], and during these years it has been extended
to more general situations. V.Toth in [6] adapted the classical
cryptographical notions of collision and avalanche effect to
this new framework. A good survey of this new approach
can be found in [19]; in this section we will recall the basic
definition and in the next section we will discuss the behaviour
of CIPRNG in this new framework, with particular focus on
the collision property. Let N ∈ N, let S be a given set (e.g.,
a set of certain polynomials or the set of all binary sequences
of a given length much less than N ), to each s ∈ S we assign
a unique binary sequence
EN (s) = (e1, . . . , eN ) ∈ {−1,+1}N ,
and let F = F(S) denote the family of the binary sequences
obtained in this way:
F = F(S) = {EN (s) : s ∈ S}.
Definition 7 We have a collision in F if there are two
different elements s 6= s′ ∈ S such that
EN (s) = EN (s
′);
if there is no collision in F then F is said to be collision free.
An ideally good family of pseudorandom binary sequence
should be collision free or, at least, the number of collision
should be limited. We can reformulate this notion.
Definition 8 Let N ∈ N and let EN = (e1, . . . , eN ),
E′N = (e
′
1, . . . , e
′
N ) be two sequences of {−1,+1}N , then
the distance between EN and E′N is defined by
d(EN , E
′
N ) = |{n : 1 ≤ n ≤ N, en 6= e′n}|.
Moreover the distance minimum m(F) of F can be defined
as
m(F) = min
s6=s′, s,s′∈S
d(EN (s), EN (s
′)).
With the definitions above easily follows that a family F is
collision free if and only if m(F) > 0.
B. Collisions in CIPRNG1
Let F(S) be a family of binary sequences generated, for
instance, by a PRNG (or several PRNGs); we would like to
post process this family with CIPRNG and see when we are
able to improve the distance minimum of the inputted family.
Firstly we investigate a very simple case, i.e. the effects
of CIPRNG1f where f is the boolean negation; with abuse
of notation (not really) let S = F(S) be a set of strategies
of length k, let u = 1N be the input of CIPRNG1f and let
F = {CIPRNG1f (s) : s ∈ S} the outputted family of binary
sequences. We want to study collisions in F , i.e. we want to
see what kind of conditions we need in order to get m(F ) > 0.
For better notations we shall write C(s) instead of
CIPRNG1f,N (u, s), since the input string u and the length
N are fixed. Now observe that if C(s) = (c1(s), . . . , cN (s)),
then for n = 1, 2, . . . , N we have
cn(s)cn(t) =
{
+1 if cn(s) = cn(t),
−1 if cn(s) 6= cn(t)
thus
1
2
(1− cn(s)cn(t)) =
{
0 if cn(s) = cn(t),
+1 if cn(s) 6= cn(t)
It follows that
d(C(s), C(t)) =
N∑
n=1
1
2
(1− cn(s)cn(t))
=
1
2
(N −
N∑
n=1
cn(s)cn(t))
=
1
2
(N −
N∑
n=1
(−1)|n∈s|+|n∈t|(2)),
where |n ∈ s| is the number of occurrences of the symbols n
in the string s. To understand the last equality in the expression
above observe that the n-th digit of c(s) (i.e. cn(s)) is equal to
1 if n appear an even numbers of times in the strategy (since
the boolean negation is such that f ◦ f = id and we started
from input u = 1N ), otherwise is equal to −1.
So far from now we obtained that if we want to estimate
m(F ) = min
s6=t
d(C(s), C(t)),
we should be able to estimate the following quantity
max
s6=t
N∑
n=1
(−1)|n∈s|+|n∈t|(2).
However, since the strategies are computed in some way by
some PRNG (or several PRNGs), is not clear why assuming
the collision free property of the set of the strategies should
led to the collision free property for the outputted family, that
now can be expressed by the following formula
max
s6=t
N∑
n=1
(−1)|n∈s|+|n∈t|(2) < N.
C. Collisions in CIPRNG2
In the last section it has been shown that there is no
reasons to conclude that CIPRNG1 preserves the collision
free property; in this section it will be show that CIPRNG2
is more suitable for this task. As in the previous section,
let S = F(S) be a set of strategies generated in some
way and let P = F ′(P) be a set of iterations strings
(pseudo) randomly generated (by some PRNGs). Recall that
the strategies are sequences in {1, . . . , N}k while the iteration
strings are sequences in {2, 3}k1 ; the set {2, 3} can be actually
any finite set of integers with k1 < k.
We fix the input u = 1N and we want to post process the
family S × P with CIPRNG2f (s, p) = C(s, p), where f is
the boolean negation and (s, p) ∈ S × P .
As before we want an estimate of this quantity
d(C(s, p), C(t, q)) =
1
2
(N −
N∑
n=1
cn(s, p)cn(t, q));
recalling the structure of CIPRNG2, we can observe that an
iteration string p induces a partition of the strategy s (in block
of size 2 or 3 in this case), thus we can write
s = s1s2 . . . sr,
for some r, where |si| = pi for i = 1, . . . , r − 1 and pr ≤
|sr| ≤ pr+max{2, 3}−1. To avoid the fact that the last block
of a strategy can have size different from 2 or 3, we will just
consider r− 1 iterations instead of r. Due to the fact that we
are using the boolean negation and we started with input 1N ,
we have
d(C(s, p), C(t, q)) =
N∑
n=1
1
2
(1− cn(s, p)cn(t, q))
=
1
2
(N −
N∑
n=1
cn(s, p)cn(t, q))
=
1
2
(N −
N∑
n=1
(−1)|n∈s|+|n∈t|(2)),
=
1
2
(N −
N∑
n=1
(−1)
∑r−1
j=1 |n∈sj |+|n∈tj |(2))
So now our aim is to prove the following inequality
max
(s,p)6=(t,q)
N∑
n=1
(−1)
∑r−1
j=1 |n∈sj |+|n∈tj |(2) < N.
Suppose N prime (in this way things works much better, but
probably this is not necessary) and suppose for an absurdum
that there are (s, p) 6= (t, q) such that
N∑
n=1
(−1)
∑r−1
j=1 |n∈sj |+|n∈tj |(2) = N ;
thus
N =
N∑
n=1
(−1)
∑r−1
j=1 |n∈sj |+|n∈tj |(2)
=
N∑
n=1
r−1∏
j=1
(−1)|n∈sj |+|n∈tj |(2)
=
r−1∏
j=1
N∑
n=1
(−1)|n∈sj |+|n∈tj |(2)
We will show now that, under the assumption that the family
of the iteration strings P is collision free, then there is some
j∗ such that
∑N
n=1 (−1)|n∈sj∗ |+|n∈tj∗ |(2) is neither 1 nor N ,
thus we reach an absurdum since N is prime.
In fact, if the family P is collision free, then for any two
elements, there is at least one index with different digits in
those two elements. Thus, they induced a different partition
of the strategies, i.e., there is a j∗ such that (without loss of
generality) |sj∗ | = 2 and |tj∗ | = 3. There are two cases, either
sj∗ = AA or sj∗ = AB, where A,B ∈ {1, . . . , N}; in each
of these cases, we can compute all the possible configurations
of tj∗ and the correspondent values.
case 1 In this case the possible configurations of tj∗ are
tj∗ = BCD in this case A appears with the same parity
in both s and t, while B,C,D appear with
different parity, and then there are other N − 4
letters that appear with the same parity, thus the
total is 1 + (−3) +N − 4 = N − 6;
tj∗ = ABC (−3) + (N − 3) = N − 6;
tj∗ = ABB (−1) + (1) +N − 2 = N − 2;
tj∗ = AAB (1) + (−1) +N − 2 = N − 2;
tj∗ = AAA (−1) + (N − 1) = N − 2.
and this prove the first case.
case 2 For the second case, we will first consider all the
possible configuration of tj∗ without any letter in
common with sj∗ . Then, all the possible configu-
ration with one letter in common, and finally the
case with two letters in common.
tj∗ = CDE (−5) + (N − 5) = N − 10;
tj∗ = ACD observe that we can assume that the letter in
common is A; here we have (1)+(−1)+(−2)+
N − 4 = N − 6;
tj∗ = ACC (1) + (−1) + (N − 2) = N − 2;
tj∗ = AAC (−1) + (−1) + (−1) +N − 3 = N − 6;
tj∗ = ABC (+2) + (−1) +N − 3 = N − 2;
tj∗ = ABA (1) + (−1) +N − 2 = N − 2.
V. CONCLUSION AND FUTURE WORK
Designing a pseudorandom number generator is a com-
plicated task. In this article we presented a way to post
treat a family of binary sequences in order to improve their
randomness. After having recalled the structure of such a post
treatment and its properties, we proved in the new framework
introduced by Mauduit and Sa´rko¨zy, that the post treatment
preserves the collision free property of the family, a classical
notion in cryptography.
In future work we intend to extend our investigation to
the avalanche effect property, and more in general we would
like to proof that such a post treatment actually increase the
distance minimum of a family of binary sequences. Seems
reasonable to think that the structure of the chaotic iterations
strictly depend from the boolean function involved in the
process, we would like to explore a possible characterization
of such a property.
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