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Resumo
Computac¸a˜o em grade e´ um paradigma que permite o compartilhamento de recursos he-
terogeˆneos, geograficamente distribu´ıdos e sob administrac¸o˜es independentes. Esse com-
partilhamento deve ser realizado para otimizar a utilizac¸a˜o de recursos e atender os re-
quisitos de qualidade de servic¸o. Modelos econoˆmicos podem ser aplicados para fornecer
uma alocac¸a˜o justa desses recursos e incentivar a disponibilizac¸a˜o de um maior nu´mero
de recursos na grade.
Nesta dissertac¸a˜o, sera´ discutida uma arquitetura de grade baseada em modelos e-
conoˆmicos, em especial, os va´rios modelos de leilo˜es para permitir negociac¸a˜o entre um
fornecedor e va´rios consumidores de recursos. Sera´ realizada uma ana´lise sobre as diversas
modalidades de leila˜o para verificar o comportamento de consumidores e fornecedores de
recursos em um ambiente de grade.
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Abstract
Grid computing is a paradigm that allows the sharing of heterogeneous resources, geo-
graphically distributed and under independent administration. Sharing must be done to
optimize the use of resources and meet quality of service requirements. Economic models
can be applied to provide a fair allocation of these resources and to promote the entry of
a greater number of resources into a grid.
In this dissertation, a grid architecture based on economic models will be discussed,
in particular, several auction models to allow negotiation between a provider and many
consumer of resources. Different types of auction models will be analyzed to verify the
behavior of consumers and providers of resources in a grid environment.
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Cap´ıtulo 1
Introduc¸a˜o
A disseminac¸a˜o da Internet e as taxas de transmissa˜o cada vez maiores permitiram a
criac¸a˜o de um modelo computacional denominado computac¸a˜o em grade [33]. O de-
senvolvimento de aplicac¸o˜es que exigem um grande poder computacional incentivou o
aparecimento desse modelo que proveˆ o compartilhamento de recursos entre sistemas he-
terogeˆneos e geograficamente dispersos. Contudo, o compartilhamento de recursos exige
pol´ıticas de alocac¸a˜o visando atender os requisitos de diversos consumidores sem prejudi-
car os fornecedores de recursos. O comportamento ego´ısta dos participantes (aqueles que
desejam apenas consumir recursos sem a preocupac¸a˜o de fornecer os seus) pode prejudicar
o crescimento da grade computacional.
Diversos sistemas como Condor [56] e Legion [35] foram desenvolvidos utilizando
pol´ıticas de escalonamento baseadas em paraˆmetros de sistema como, por exemplo, th-
roughput. Um segundo enfoque baseado em modelos econoˆmicos se concentra em requisitos
de qualidade de servic¸o (QoS) estabelecidos pelos pro´prios usua´rios. Entre os atributos
de QoS esta˜o a disponibilidade, tempo de resposta, seguranc¸a, interoperabilidade e custo.
Atrave´s de modelos econoˆmicos, e´ poss´ıvel regular a oferta e demanda de recursos pelo
estabelecimento de prec¸os, e, principalmente, incentivar a oferta de novos recursos para a
grade.
Uma desvantagem de muitos sistemas esta´ relacionada com aspectos como configura-
bilidade e extensibilidade. Esses sistemas sa˜o na maior parte estaticamente configura´veis
e na˜o adapta´veis em tempo de execuc¸a˜o.
No sistema proposto, tentaremos obter maior grau de configurabilidade atrave´s de
maior flexibilidade para a alterac¸a˜o de paraˆmetros de recursos na grade. Quanto a`
adaptac¸a˜o, o sistema oferece adaptac¸a˜o de paraˆmetros como prec¸o de recursos de forma
dinaˆmica.
A seguir sa˜o descritos os objetivos e a estrutura dessa dissertac¸a˜o.
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1.1 Objetivos
Este trabalho tem por objetivo estender uma arquitetura para grades baseada em modelos
econoˆmicos [62] como forma de incentivo para aumentar o poder computacional da grade.
A arquitetura proposta, que estende uma arquitetura proposta em [62], utiliza alguns
dos servic¸os ja´ oferecidos pelo Globus Tool Kit [48] que ja´ e´ bastante aceito e utilizado
na comunidade de grades. A extensa˜o desenvolvida nessa dissertac¸a˜o inclui um novo
elemento, o leiloeiro 1 que trata de va´rios modelos de leila˜o. Elementos da arquitetura
original tambe´m foram estendidos para possibilitar a negociac¸a˜o de um recurso usando
leilo˜es.
A arquitetura apresenta elementos consumidores e fornecedores de recursos. Os con-
sumidores realizara˜o buscas por recursos que atendam suas necessidades por um prec¸o
adequado, enquanto os fornecedores disponibilizara˜o seus recursos com o objetivo de ob-
ter lucro com este compartilhamento. O processo de negociac¸a˜o do recurso sera´ realizado
na forma de algum modelo de leila˜o que possibilita a negociac¸a˜o de um-para-muitos. As-
sim, um consumidor podera´ decidir pagar um prec¸o aceita´vel pelo recurso ou desistir de
uma negociac¸a˜o, e o fornecedor podera´ receber um valor justo para seu recurso baseando-
se nas proporc¸o˜es de oferta e demanda de mercado, ou na˜o realizar a venda e rever se
o prec¸o cobrado pelo seu recurso esta´ condizente com os valores praticados pelos demais
fornecedores.
Para a avaliac¸a˜o desses modelos econoˆmicos, e´ apresentado um simulador do compor-
tamento de consumidores e fornecedores de recursos.
As contribuic¸o˜es principais esperadas sa˜o o projeto de alguns modelos econoˆmicos
que podem ser utilizados conforme o comportamento da grade e de suas aplicac¸o˜es. A
avaliac¸a˜o do comportamento dos modelos de leila˜o podera´ indicar qual modelo tem um
melhor desempenho, dependendo das condic¸o˜es e intenc¸o˜es dos participantes encontrados
na grade computacional.
1.2 Organizac¸a˜o da Dissertac¸a˜o
Essa dissertac¸a˜o esta´ estruturada da seguinte maneira:
• O Cap´ıtulo 2 apresenta alguns conceitos ba´sicos referentes a grades computacionais
e modelos econoˆmicos para negociac¸a˜o de recursos, os quais sera˜o utilizados nesta
dissertac¸a˜o;
• O Cap´ıtulo 3 apresenta alguns trabalhos relacionados na a´rea em questa˜o, mostrando
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tanto as soluc¸o˜es que abordam modelos econoˆmicos quanto tecnologias ba´sicas para
o desenvolvimento da arquitetura proposta;
• O Cap´ıtulo 4 apresenta a extensa˜o da arquitetura proposta para grades computaci-
onais, utilizando modelos econoˆmicos de leila˜o para a negociac¸a˜o de recursos;
• O Cap´ıtulo 5 apresenta detalhes de implementac¸a˜o de um simulador do compor-
tamento dos participantes em uma negociac¸a˜o de um recurso utilizando modelos
econoˆmicos de leila˜o, assim como a ana´lise do comportamento desses participantes;
• O Cap´ıtulo 6 finaliza a dissertac¸a˜o apresentando as concluso˜es e contribuic¸o˜es desse
trabalho, assim como os trabalhos futuros.
Cap´ıtulo 2
Fundamentos
Nas pro´ximas sec¸o˜es sa˜o apresentados os fundamentos necessa´rios para a compreensa˜o
desta dissertac¸a˜o.
2.1 Grades Computacionais
O termo grade foi concebido nos anos 1990 para denotar uma infra-estrutura para com-
putac¸a˜o distribu´ıda voltada para cieˆncia avanc¸ada e engenharia[52]. Esse paradigma se
distingue da computac¸a˜o distribu´ıda atual por ser voltado para o compartilhamento de
recursos em larga escala, aplicac¸o˜es inovadoras e, em alguns casos, orientac¸a˜o para pro-
cessamento de alto desempenho.
Ao agruparmos recursos que esta˜o distribu´ıdos em uma forma de grade computacio-
nal, temos a possibilidade de compartilhar recursos entre os participantes dessa, surgindo
enta˜o um sistema poderoso o suficiente para resoluc¸o˜es de problemas de forma colabora-
tiva, evitando, quando poss´ıvel, a aquisic¸a˜o de novos equipamentos. Como, ao redor do
mundo, existem muitos computadores cujas capacidades na˜o sa˜o exploradas totalmente,
o agrupamento desses percentuais de ociosidade pode fornecer um poder computacional
considera´vel para a resoluc¸a˜o de muitos problemas.
Temos enta˜o que o principal problema relacionado a grades computacionais e´ o ge-
renciamento de recursos e a resoluc¸a˜o de problemas em organizac¸o˜es virtuais dinaˆmicas e
multi-institucionais. Esses recursos na˜o sa˜o simplesmente troca de arquivos, mas tambe´m
acesso direto a computadores, softwares, dados e outros recursos que sejam necessa´rios
para solucionar, de forma colaborativa, uma gama de problemas do mundo da indu´stria,
da cieˆncia e da engenharia. Assim, uma das questo˜es centrais da computac¸a˜o em grade
[52] e´ a interoperabilidade, pois o compartilhamento de recursos envolve participantes
utilizando diversas plataformas, linguagens e ambientes de programac¸a˜o.
Os tipos de trabalhos no ambiente de computac¸a˜o em grade sa˜o os seguintes:
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Computacional: Esse e´ o tipo de trabalho que e´ mais associado, pelas pessoas, a gra-
des computacionais. Os recursos mais comuns fornecidos pelos processadores de
ma´quinas na grade sa˜o processamento de tarefas. O processador pode variar em
diversos aspectos: velocidade, arquitetura, entre outros fatores associados.
Podemos, enta˜o, dividir em treˆs meios prima´rios de explorar um recurso em uma
grade [44]. A forma mais simples e´ utilizar a grade para executar uma aplicac¸a˜o
existente em uma ma´quina participante da grade, com uma taxa de execuc¸a˜o melhor
do que a execuc¸a˜o local da aplicac¸a˜o. A segunda forma consiste em dividir uma
grande tarefa de processamento em pequenos problemas que podem ser distribu´ıdos
entre os va´rios participantes da grade a fim de minimizar o tempo gasto para realizar
a tarefa e maximizar a utilizac¸a˜o dos recursos computacionais dispon´ıveis. Uma
terceira forma e´ executar uma aplicac¸a˜o, que necessita ser executada va´rias vezes,
em diversas ma´quinas diferentes da grade.
Virtualizac¸a˜o de dados: Nesse caso, o recurso esta´ associado ao armazenamento de
dados. Atrave´s da agregac¸a˜o de dados, um sistema de arquivos inteligente que opere
atrave´s da Internet pode criar um cena´rio virtual de dados a partir da utilizac¸a˜o de
espac¸os de discos na˜o utilizados. Nesse caso, o sistema precisa manter refereˆncias
para os locais onde os dados foram armazenados para permitir recuperac¸a˜o posterior.
Em alguns sistemas especiais de banco de dados, e´ poss´ıvel integrar va´rios bancos
de dados individuais e arquivos, de uma forma ampla, compreensiva e acess´ıvel [44].
Toleraˆncia a falhas: Proporciona redundaˆncia a`s instituic¸o˜es que precisam de alta dis-
ponibilidade de recursos. O sistema em uma grade pode ser relativamente barato
e geograficamente disperso [44]. Enta˜o, se algum tipo de falha ocorrer em algum
lugar, as outras partes da grade na˜o sera˜o diretamente afetadas. Um gerenciador da
grade podera´ automaticamente submeter novamente os trabalhos (jobs) para outro
participante da grade quando uma falha e´ detectada. Em sistemas cr´ıticos, situac¸o˜es
de tempo-real, mu´ltiplas co´pias de trabalhos importantes podem ser executadas em
diferentes participantes atrave´s da grade.
A seguir, apresentamos o conceito de organizac¸o˜es virtuais e arquiteturas para grades
computacionais.
2.1.1 Organizac¸o˜es Virtuais
Um dos principais problemas em grades computacionais e´ gerenciar os recursos disponibi-
lizados nelas [52]. Recursos que podem ser compartilhados em uma grade sa˜o os seguintes:
arquivos, acesso direto a computadores ou softwares, dados, licenc¸as, entre outros. Esse
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compartilhamento de recursos necessita ser controlado, com provedores e consumidores
desses claramente definidos, cuidando do que e´ compartilhado, quem tem permissa˜o para
compartilhar, ale´m de condic¸o˜es para haver tal compartilhamento. Ou seja, e´ necessa´rio
que regras sejam bem definidas para que indiv´ıduos e/ou instituic¸o˜es possam compartilhar
seus recursos. O conjunto de indiv´ıduos e/ou instituic¸o˜es que compartilham recursos de
acordo com certas regras forma o que e´ chamado de Organizac¸a˜o Virtual [52].
Organizac¸o˜es Virtuais podem variar muito no que diz respeito a seu propo´sito, escopo,
tamanho, estrutura, entre outros aspectos [52]. O proprieta´rio de um recurso e´ quem de-
fine se esse esta´ dispon´ıvel e quais as restric¸o˜es para seu uso, podendo limitar o uso por
parte dos participantes de uma Organizac¸a˜o Virtual da qual ele participa. Ale´m disso,
participantes de uma Organizac¸a˜o Virtual podem decidir consumir recursos de algum
consumidor, conforme requisitos como, por exemplo, um certificado de seguranc¸a. Imple-
mentar cada restric¸a˜o requer mecanismos para expressar pol´ıticas, seja para estabelecer
uma identificac¸a˜o dos consumidores ou dos recursos (autenticac¸a˜o), ou para determinar
quando uma operac¸a˜o e´ consistente com os relacionamentos de compartilhamento (auto-
rizac¸a˜o).
Vemos enta˜o que as Organizac¸o˜es Virtuais possibilitam que grupos de organizac¸o˜es
e/ou indiv´ıduos compartilhem recursos de modo controlado [52], o que e´ uma caracter´ıstica
interessante a uma arquitetura de grades computacionais.
2.1.2 Arquitetura de Grade Computacional
Uma arquitetura de Grade Computacional e´ responsa´vel por definir mecanismos para o
compartilhamento de recursos, identificando os componentes fundamentais, especificando
o propo´sito e as func¸o˜es desses componentes, e indicando como esses componentes inte-
ragem uns com os outros [52], ale´m de cobrir a seguranc¸a no compartilhamento desses
recursos.
Uma de´cada dedicada a pesquisa e desenvolvimento e experimentac¸o˜es produziu um
consenso sobre os requisitos e a arquitetura de Grade Computacional [47]. Protoco-
los padra˜o, utilizados para comunicac¸a˜o entre consumidores e fornecedores de recursos,
emergiram como um meio importante e essencial para alcanc¸ar a interoperabilidade de
que um sistema em uma grade computacional depende, assim como APIs (Application
Programming Interfaces) padra˜o que facilitam a construc¸a˜o e o reuso de componentes de
uma grade.
Os protocolos e APIs podem ser categorizadas em uma estrutura de camadas de acordo
com o papel que cada componente possui na grade [47]. A especificac¸a˜o dessas va´rias
camadas da arquitetura da Grade segue o princ´ıpio de um modelo em ampulheta, em que
as camadas mais internas possuem um nu´mero menor de elementos, como pode ser visto
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Figura 2.1: Modelo em Ampulheta da Aquitetura de Grades Computacionais [47].
na Figura 2.1 da pa´gina 7.
No n´ıvel mais baixo da arquitetura, encontramos a Fa´brica (Fabric) [47], com os
dispositivos ou recursos f´ısicos que os usua´rios da Grade desejam compartilhar e acessar,
incluindo computadores, sistemas de armazenamento, cata´logos, redes, entre outros, ou
ainda algum recurso lo´gico, como sistema de arquivos e licenc¸as de software. Os compo-
nentes dessa camada oferecem os protocolos e mecanismos que implementam as operac¸o˜es
fornecidas pelos recursos. As implementac¸o˜es desses mecanismos podem ser fornecidas
tanto pelo fabricante do recurso quanto pelo Middleware da Grade Computacional.
Acima da Fa´brica, encontramos a camada de Protocolos de Recursos e Conecti-
vidade (Resource and Connectivity Protocols)[47], que define o conjunto ba´sico de proto-
colos para atender os requisitos de comunicac¸a˜o e autenticac¸a˜o para operac¸o˜es da Grade
Computacional. Para fornecer seguranc¸a, mecanismos de autenticac¸a˜o e criptografia para
verificac¸a˜o de identidades de usua´rios sa˜o aplicados aos protocolos de comunicac¸a˜o. Em
Organizac¸o˜es Virtuais, as soluc¸o˜es de autenticac¸a˜o devem fornecer as seguintes carac-
ter´ısticas ([52]apud [27]):
• Autenticac¸a˜o u´nica no sistema: O usua´rio deve fazer seu “log on”apenas uma
vez e ter acesso a mu´ltiplos recursos da Grade Computacional definidos na camada
de Fa´brica, sem a necessidade de nova autenticac¸a˜o;
• Delegac¸a˜o: O usua´rio deve conseguir atribuir a algum outro sistema, seus direitos
de maneira que esse sistema consiga utilizar recursos em seu nome. Esse sistema
tambe´m deve ser capaz de atribuir seus direitos a um outro, desde que respeite
restric¸o˜es de direitos;
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• Integrac¸a˜o com va´rias soluc¸o˜es locais de seguranc¸a: Diversos sistemas podem
utilizar soluc¸o˜es locais de seguranc¸a, sendo enta˜o necessa´rio que existam mecanismos
na Grade que possibilitem a interac¸a˜o com eles;
• Relacionamentos confia´veis baseados no usua´rio: Quando um usua´rio utiliza
recursos de mu´ltiplos provedores juntos, o sistema de seguranc¸a na˜o deve requerer
que cada um dos provedores de recursos interajam com outros para configurar a
seguranc¸a do ambiente. Por exemplo, suponhamos um usua´rio que tem o direito de
usar dois recursos A e B; esse usua´rio deve ser capaz de utilizar ambos os recursos
sem que haja interac¸a˜o entre os gerenciadores desses recursos.
Esta camada (Protocolo de Recursos e Conectividade) utiliza os mecanismos da ca-
mada Fa´brica para realizar operac¸o˜es sobre recursos compartilhados com seguranc¸a, como
monitorac¸a˜o por exemplo. Os protocolos dessa camada que sa˜o voltados para recursos,
esta˜o inteiramente preocupados com recursos individuais, ignorando ocorreˆncias de even-
tos no estado global e ac¸o˜es atoˆmicas em colec¸o˜es distribu´ıdas de recursos da Grade Com-
putacional. Temos enta˜o, duas principais classes de protocolos na camada de Recursos e
Connectividade [52]:
• Protocolos de Informac¸a˜o: sa˜o usados para obter informac¸o˜es sobre a estrutura
e estado de um recurso;
• Protocolos de Gerenciamento: sa˜o usados para negociar acesso ao recurso com-
partilhado, especificando requisitos do recurso, como qualidade de servic¸o, operac¸o˜es
a serem realizadas, pol´ıticas de uso, entre outros.
A camada Servic¸os Coletivos (Collective Services) conte´m protocolos, servic¸os e
APIs que implementam a interac¸a˜o sobre colec¸o˜es de recursos [47]. Exemplos de servic¸os
coletivos incluem [52]:
• Servic¸o de direto´rios: permitem aos participantes de uma Organizac¸a˜o Virtual
descobrir a existeˆncia ou propriedades de recursos em Organizac¸o˜es Virtuais. Um
servic¸o de direto´rio pode permitir que seus usua´rios consultem recursos por nome
e/ou por atributos como tipo, disponibilidade, entre outros;
• Co-alocac¸a˜o, escalonamento e servic¸os de mediac¸a˜o1: permitem aos partici-
pantes da Organizac¸a˜o Virtual requisitar a alocac¸a˜o de recursos para um propo´sito
espec´ıfico e fazer o escalonamento de tarefas em recursos apropriados;
1Do ingleˆs brokering
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• Monitorac¸a˜o e servic¸os de diagno´sticos: apo´iam a monitorac¸a˜o de recursos de
Organizac¸o˜es Virtuais por falhas, ataques adversos (detecc¸a˜o de intrusos), sobre-
carga, entre outros.
Os componentes da camada Coletivo podem ser desenvolvidos para requisitos de uma
comunidade espec´ıfica de usua´rios, Organizac¸a˜o Virtual ou domı´nio de aplicac¸a˜o. Por ou-
tro lado, componentes da camada Coletivos podem ter mais de um propo´sito geral, como
por exemplo, um servic¸o de direto´rios projetado para possibilitar a descoberta de Orga-
nizac¸o˜es Virtuais [52]. Desse modo, se o alvo e´ a comunidade de usua´rios, e´ importante
que os protocolos e APIs de componentes sejam baseados em padro˜es.
A camada final na arquitetura de Grades compreende as Aplicac¸o˜es do Usua´rio,
que operam utilizando os recursos da Grade Computacional, podendo tambe´m operar
com uma Organizac¸a˜o Virtual [52]. Ou seja, sa˜o aplicac¸o˜es sa˜o constru´ıdas baseadas em
chamadas a componentes de qualquer outra camada.
Assim, uma aplicac¸a˜o que deseja utilizar um recurso de uma Grade (recurso na camada
Fa´brica) deveria, por exemplo [47]:
1. obter credenciais de autenticac¸a˜o necessa´rias (protocolos da camada de Conectivi-
dade);
2. consultar algum sistema de informac¸a˜o e re´plica de cata´logos para determinar a
disponibilidade de computadores, sistemas de armazenamento, redes, e a localizac¸a˜o
de arquivos de entrada requeridos (servic¸os na camada Coletivos);
3. submeter requisic¸o˜es a computadores apropriados, sistemas de armazenamento e
redes para iniciar a computac¸a˜o (protocolos de Recuros);
4. monitorar o progresso de va´rias computac¸o˜es e transfereˆncia de dados, notificando
o usua´rio quando as tarefas estiverem completas e detectando e respondendo a
condic¸o˜es de falhas (protocolos de Recursos).
2.2 Arquitetura Orientada a Servic¸os
Sistemas distribu´ıdos sa˜o compostos por conjuntos de elementos (hardware e software) que
se comunicam utilizando troca de mensagens [39]. Como a comunicac¸a˜o entre homem e
ma´quina bastante difundida com a proliferac¸a˜o da Web, a comunicac¸a˜o ma´quina-ma´quina
(ou aplicac¸a˜o-aplicac¸a˜o) vem ganhando um espac¸o considera´vel na a´rea da computac¸a˜o.
Temos como exemplos, tecnologias que implementam mecanismos que possibilitam a
2.2. Arquitetura Orientada a Servic¸os 10
execuc¸a˜o de alguma funcionalidade remota, como Sun RPC [39] e Java RMI [55]. Com es-
sas tecnologias, foi poss´ıvel que aplicac¸o˜es invocassem outras aplicac¸o˜es remotas passando
paraˆmetros de processamento e recebendo respostas como resultado da invocac¸a˜o.
Pore´m, algumas tecnologias sa˜o dependentes de plataformas e linguagens de pro-
gramac¸a˜o. A Arquitetura Orientada a Servic¸os (Service Oriented Architecture - SOA)
e´ uma abordagem arquitetural em que uma aplicac¸a˜o e´ composta de componentes de
software independentes e distribu´ıdos chamados servic¸os eletroˆnicos [59].
O conceito chave de SOA e´ que as funcionalidades implementadas por um servic¸o
sa˜o expostas por meio de declarac¸o˜es de interfaces baseadas em padro˜es. Os detalhes de
implementac¸a˜o ficam escondidos dos usua´rios do servic¸o, os quais apenas podem invocar
servic¸os baseados em operac¸o˜es expostas nas interfaces [45]. Temos, enta˜o, uma estrutura
independente de plataforma e linguagem de programac¸a˜o.
A seguir, apresentamos conceitos e padro˜es da tecnologia de servic¸os Web.
2.2.1 Servic¸os Web
Um Servic¸o Web [23][46] e´ um componente de software projetado para fornecer formas de
interac¸a˜o entre aplicac¸o˜es atrave´s de uma rede de computadores. Uma aplicac¸a˜o pode ser
implementada na forma de um servic¸o e disponibilizada para ser invocada remotamente.
O termo Servic¸o Web e´ descrito como um importante paradigma de computac¸a˜o dis-
tribu´ıda que emerge diferente de outras abordagens como DCE [4], CORBA [1] e Java
RMI [55]. Servic¸os Web sa˜o baseados em padro˜es da Internet, direcionados para com-
putac¸a˜o distribu´ıda heterogeˆnea [51]. Servic¸os Web definem padro˜es para a descric¸a˜o de
componentes de software para serem acessados, descobertos e invocados em uma rede.
Como a interoperabilidade e´ uma questa˜o de grande importaˆncia no aˆmbito de um
sistema distribu´ıdo, torna-se necessa´rio utilizar diversas especificac¸o˜es e protocolos. Po-
demos fazer, de maneira abstrata, uma ana´lise de um modelo utilizado pelos servic¸os Web
em uma estrutura de camadas, como pode ser visto na Figura 2.2 da pa´gina 11.
Na camada de Descoberta (Figura 2.2), encontramos protocolos de descoberta de
servic¸os, como o UDDI (Universal Description, Discovery and Integration)[23], o qual
fornece mecanismos para armazenamento de descric¸o˜es e descoberta de servic¸os Web.
Quando o UDDI e´ consultado, podemos encontrar servic¸os e as informac¸o˜es necessa´rias
para sua utilizac¸a˜o. O UDDI fornece aos usua´rios um meio unificado e sistema´tico para
encontrar provedores de servic¸os atrave´s de um direto´rio de servic¸os [40], onde as in-
formac¸o˜es sobre tais servic¸os podem ser pesquisadas em:
• Pa´ginas Brancas: informac¸o˜es como organizac¸o˜es e detalhes para contato;
• Pa´ginas Amarelas: fornecem uma categorizac¸a˜o baseada no tipo de nego´cio e
servic¸o;
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Figura 2.2: Uma Visa˜o Abstrata do Modelo de Camadas de Servic¸os Web.
• Pa´ginas Verdes: sa˜o informac¸o˜es que incluem dados te´cnicos sobre os servic¸os.
Tendo descoberto o servic¸o, e´ necessa´rio agora que uma aplicac¸a˜o consiga interagir
com o servic¸o Web, obtendo informac¸o˜es de suas interfaces, de maneira que certos deta-
lhes importantes para a interac¸a˜o sejam conhecidos (quantidade e tipos dos paraˆmetros,
retornos, entre outros). O WSDL (Web Services Description Language) [23], na camada
Descric¸a˜o, e´ baseado em XML (eXtensible Markup Language) [53] (desenvolvido e man-
tido pela W3C - World Wide Web Consortium), que descreve as interfaces e requisitos
de uso de um servic¸o Web de modo que uma aplicac¸a˜o possa trocar informac¸o˜es com esse
servic¸o.
Obtendo o conhecimento sobre as interfaces e formas de comunicac¸a˜o com o servic¸o
Web, e´ necessa´rio agora interagir com esse servic¸o. O protocolo SOAP (Simple Ob-
ject Access Protocol)[23] da camada Mensagens, como pode ser visto na Figura 2.2, e´
utilizado para a troca de mensagens e invocac¸o˜es remotas dos servic¸os. Essa troca de
mensagem deve ocorrer mesmo quando exista diferenc¸a de plataformas ou linguagens de
programac¸a˜o entre as aplicac¸o˜es. Para existir esta interoperabilidade, o protocolo SOAP
faz uso de XML para definir o formato de uma mensagem trocada entre duas aplicac¸o˜es
e utiliza outros protocolos, da camada de Transporte (Figura 2.2) ja´ existentes, para
o envio da mensagem, como HTTP (Hypertext Transfer Protocol), SMTP (Simple Mail
Transfer Protocol), entre outros [40].
A mensagem SOAP e´ organizada enta˜o, em um arquivo XML, com um elemento raiz
chamado envelope, contendo uma a´rea para cabec¸alho e outra para o corpo da mensagem,
como pode ser visto na Figura 2.3 da pa´gina 12.
O elemento Header, opcional, pode ser utilizado para func¸o˜es espec´ıficas da aplicac¸a˜o
durante o transporte da mensagem. Essas func¸o˜es que podem ser realizadas por inter-
media´rios no processo de comunicac¸a˜o, podem incluir autenticac¸a˜o, controles de transac¸a˜o,
pagamentos, ou qualquer outra funcionalidade [64].
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Figura 2.3: Mensagem SOAP.
O elemento Body e´ a parte do envelope SOAP que conte´m a mensagem propriamente
dita, direcionada ao u´ltimo ponto final da mensagem [64][40]. O corpo da mensagem pode
ser implementada em duas formas[26]:
• Document-Style: o elemento Body transporta uma mensagem XML que esta´
relacionada a um documento que esta´ sendo trocado entre as aplicac¸o˜es. Exemplo:
pedido de compra contendo todos os itens, quantidade e prec¸o, em que o destino
processa este documento;
• RPC-Style: o elemento Body transporta um documento que carrega informac¸o˜es
sobre uma chamada de um procedimento remoto, contendo o procedimento a ser
invocado e os valores dos paraˆmetros.
Definidos os principais componentes da arquitetura de servic¸os Web, a Figura 2.4 da
pa´gina 13 exibe a estrutura de utilizac¸a˜o de um servic¸o. Inicialmente, o servic¸o e´ desen-
volvido por um fornecedor e publicado em um Reposito´rio UDDI . Essa publicac¸a˜o
utiliza mensagens SOAP para enviar a descric¸a˜o do servic¸o Web definido em WSDL.
Um consumidor pode, enta˜o, buscar algum servic¸o de seu desejo no reposito´rio UDDI,
novamente utilizando uma mensagem SOAP. O reposito´rio UDDI envia as informac¸o˜es
sobre o servic¸o ao cliente e este pode mapear as interfaces do servic¸o pelas descric¸o˜es
contidas no WSDL. Finalmente, o cliente pode interagir com o servic¸o Web por meio do
protocolo SOAP.
2.3. Grades Computacionais e Economia 13
Figura 2.4: Estrutura de Utilizac¸a˜o de um Servic¸o Web.
A Figura 2.4 mostra no consumidor os mo´dulos cliente e stub, onde o primeiro e´ a
aplicac¸a˜o do consumidor que deseja utilizar o servic¸o remoto, e o segundo e´ o mo´dulo res-
ponsa´vel pela abstrac¸a˜o da implementac¸a˜o necessa´ria para invocac¸a˜o do servic¸o remoto, o
qual e´ gerado pelo compilador atrave´s do processamento da interface do servic¸o Web des-
crito em WSDL. Ja´ no fornecedor, temos os mo´dulos servic¸o e skeleton, em que o primeiro
e´ a aplicac¸a˜o que sera´ executada por uma chamada, e o segundo, com um papel semelhante
ao stub, sera´ responsa´vel pela abstrac¸a˜o da implementac¸a˜o necessa´ria para tratamento da
invocac¸a˜o, recebimento de paraˆmetros, entre outras func¸o˜es. O mo´dulo Middleware
baseado em SOAP e´ encontrado tanto no consumidor, fornecedor e reposito´rio UDDI,
onde e´ o responsa´vel pelo tratamento das mensagens SOAP. As mensagens SOAP fazem
uso de algum protocolo de transporte, como o HTTP por exemplo.
2.3 Grades Computacionais e Economia
Grades Computacionais sa˜o um paradigma para resolver problemas de larga escala na
cieˆncia, engenharia e come´rcio [32][33], provendo o compartilhamento de recursos hete-
rogeˆneos que estejam distribu´ıdos, ale´m de possibilitar a criac¸a˜o de Organizac¸o˜es Virtuais
para o compartilhamento e a agregac¸a˜o de diversos recursos. Elas possuem um potencial
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maior do que um sistema distribu´ıdo t´ıpico que fornece servic¸os de provedores para consu-
midores e possibilitam a computac¸a˜o sob demanda e compartilhamento dos recursos [24].
Uma Grade baseada em economia deve oferecer servic¸os atingindo diversas empresas. Em
um ambiente destes, empresas podem tomar deciso˜es de forma independente, gerando
uma economia real.
Os fornecedores (proprieta´rios de recursos) e consumidores (consumidores de recursos)
possuem diferentes objetivos, estrate´gias e padro˜es de comportamento. Ao colocar valores
em recursos, os participantes de uma grade computacional (fornecedores ou consumidores)
podem sentir-se motivados a compartilhar/utilizar com a intenc¸a˜o de ganhar dinheiro ou
cre´ditos para utilzar outros servic¸os da grade [34]. Para que isso ocorra, e´ necessa´rio
utilizar algum modelo econoˆmico para alocac¸a˜o e distribuic¸a˜o dos recursos. A abordagem
de economia proveˆ uma base justa de gerenciamento da descentralizac¸a˜o e heterogeneidade
que esta´ presente em uma economia real [33].
A seguir e´ apresentado alguns modelos econoˆmicos, ale´m de te´cnicas de contabilizac¸a˜o
e pagamento de recursos.
2.3.1 Modelos Econoˆmicos
Modelos econoˆmicos [43] oferecem um conjunto de ferramentas para limitar a complexi-
dade devida a` descentralizac¸a˜o do controle de recursos. Ale´m disso, oferecem um conjunto
de modelos matema´ticos que podem produzir novas alternativas aos problemas de com-
partilhamento de recursos.
Em uma economia, modelos econoˆmicos consistem de agentes que de forma ego´ısta
querem alcanc¸ar seus objetivos. Existem dois tipos de agentes: fornecedores e consumi-
dores. O consumidor procura otimizar seu crite´rio de desempenho individual obtendo
os recursos necessa´rios sem se preocupar com o desempenho do sistema como um todo.
O fornecedor proveˆ seus recursos individuais para consumidores. O principal objetivo
do fornecedor e´ oferecer recursos visando sua satisfac¸a˜o individual. Alguns exemplos
de consumidores sa˜o aplicac¸o˜es como transac¸o˜es, tarefas computacionais, aplicac¸o˜es de
transfereˆncia de arquivos, teleconfereˆncias multimı´dia e distribuic¸a˜o de not´ıcias. Com-
putadores sa˜o fornecedores prima´rios e controlam recursos locais como tempo de UCP,
memo´ria, discos, largura de banda e recursos de comunicac¸a˜o. Fornecedores tambe´m in-
cluem servidores que oferecem servic¸os lo´gicos como servidores de arquivos, servidores de
pa´ginas amarelas, servidores de nomes, servidores de not´ıcias e servidores Web.
Em uma grade computacional baseada em modelos econoˆmicos, as deciso˜es de es-
calonamento de recursos sa˜o feitas dinamicamentes em tempo de execuc¸a˜o: enquanto
o modelo de custo convencional foca em custos de hardware e software para executar
uma aplicac¸a˜o, um modelo econoˆmico tem como prioridade atender os usua´rios finais de
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servic¸os, baseados em valores de requisitos definidos por estes [33].
Nas grades computacionais com uma grande variedade de recursos compartilhados
e usua´rios interessados nestes, a alocac¸a˜o de recursos pode ser uma tarefa complexa,
necessitando de algum mecanismo que torne poss´ıvel analisar e tomar deciso˜es baseadas
em pol´ıticas definidas [33]. Algumas das pol´ıticas que podem ser adotadas sa˜o:
• Pol´ıticas centradas no sistema: a preocupac¸a˜o esta´ focada no melhor uso do
sistema como um todo, com base em aspecto de funcionamento como throughput,
taxa de utilizac¸a˜o de memo´ria, entre outros;
• Pol´ıticas centradas no usua´rio: a preocupac¸a˜o esta´ em atender requisitos de
processamento do usua´rio, como qualidade de servic¸o (QoS 2);
Quando pol´ıticas centradas no usua´rio sa˜o utilizadas, e´ necessa´rio um sistema de
recompensas e penalidades aos participantes [33]. Em uma requisic¸a˜o de recurso para
execuc¸a˜o de uma tarefa, o usua´rio pode definir diversos crite´rios para execuc¸a˜o ([31]).
Em alguns casos, o tempo de execuc¸a˜o de uma tarefa e´ relacionado com o poder de
processamento utilizado na sua soluc¸a˜o. Quanto menor o tempo desejado para obter a
soluc¸a˜o, maior sera´ a necessidade de poder computacional. Caso os valores de processa-
mento na˜o sejam corretamente definidos, pode haver desperd´ıcios de processamento ou
sobrecarga do sistema.
Muitos modelos econoˆmicos introduzem cre´ditos (ou moeda) e uma te´cnica para coor-
denar o comportamento ego´ısta dos participantes (fornecedores ou consumidores). Cada
consumidor recebe uma doac¸a˜o de cre´dito que ele usa para comprar os recursos requeri-
dos. Cada produtor possui um conjunto de recursos e cobra dos consumidores pelo uso
desses recursos. O prec¸o que um produtor cobra por um recurso e´ determinado por algum
sistema de gerac¸a˜o de prec¸os. O sistema de prec¸os assegura que uma alocac¸a˜o fact´ıvel de
recursos seja obtida.
Para a determinac¸a˜o de prec¸os, os fornecedores de recursos de uma Grade Computaci-
onal baseada em modelos econoˆmicos devem possuir meios de atribuir e controlar valores
para seus recursos [33]. Diversos paraˆmetros podem ser utilizados na definic¸a˜o de prec¸os
para utilizac¸a˜o de recursos. Exemplos de esquemas de definic¸a˜o de prec¸os sa˜o:
• Prec¸o fixado [31]: um prec¸o e´ pre´-determinado para a utilizac¸a˜o de um recurso;
• Oferta e demanda: prec¸os sa˜o estabelecidos de acordo com a situac¸a˜o atual do
mercado. Se a utilizac¸a˜o do recurso cai, o seu prec¸o tende a diminuir, enquanto se
seu uso cresce, o seu prec¸o tende a subir;
2Do ingleˆs Quality of Service
2.3. Grades Computacionais e Economia 16
• Prec¸o por per´ıodos: identificam-se picos de utilizac¸a˜o do recurso. Em momentos
de maior utilizac¸a˜o o prec¸o e´ maior, enquanto em per´ıodos de menor utilizac¸a˜o, o
prec¸o e´ menor. Podemos fazer uma analogia ao sistema de tributac¸a˜o da telefonia,
em que fins de semanas e feriados os custos de ligac¸a˜o sa˜o mais baixos.
Dado que um consumidor de servic¸os definiu seus requisitos e aspectos de QoS para um
recurso desejado, ele pode iniciar uma busca de um servic¸o que atenda suas necessidades.
A figura de um mediador pode ser utilizada para a negociac¸a˜o com o fornecedor de um
recurso. Este mediador pode buscar a otimizac¸a˜o de algum crite´rio de escalonamento ou
de custo [33]:
• Otimizac¸a˜o de escalonamento: procura o melhor prazo de execuc¸a˜o poss´ıvel
sem que o valor a ser cobrado ultrapasse o estipulado pelo consumidor;
• Otimizac¸a˜o de custos: procura um recurso com o menor valor poss´ıvel sem que
o prazo de execuc¸a˜o seja ultrapassado.
Tanto o fornecedor quanto o consumidor pode definir porcentagens para relaxamento
de crite´rios durante uma negociac¸a˜o como, por exemplo, flexibilizar prazo de execuc¸a˜o,
aumentar do valor a ser pago pela utilizac¸a˜o do recurso, entre outros. Esse relaxamento
possibilita que seja encontrado um ponto de interesse de ambas as partes para finalizar
positivamente a negociac¸a˜o ou enta˜o cancelar o processo de negociac¸a˜o.
Alguns dos modelos econoˆmicos para negociac¸a˜o de recursos em sistemas computaci-
onais e estrate´gias para estabelecimento de prec¸os sa˜o os seguintes [30]:
• Modelo de mercado de produto3: Os fornecedores, de forma competitiva, estabelecem
prec¸os para seus recursos e anunciam seus servic¸os. Os consumidores podem escolher
o servic¸o a ser adquirido atrave´s de uma ana´lise de custo-benef´ıcio;
• Modelo de prec¸o afixado4: Esse modelo e´ semelhante ao anterior, no entanto forne-
cedores geram promoc¸o˜es com a intenc¸a˜o de atrair novos consumidores ou motivar
seus atuais consumidores;
• Modelo de negociac¸a˜o5: Fornecedores e consumidores negociam por prazos e prec¸os
que maximizem seus objetivos, ou enta˜o a negociac¸a˜o e´ abortada. Os participantes
possuem seus pro´prios objetivos definindo as metas da negociac¸a˜o. Assim, o forne-
cedor procura alocar seu recurso com o maior valor poss´ıvel, e o consumidor busca
um recurso que atenda suas necessidades com o menor valor poss´ıvel;
3Traduc¸a˜o de Commodity Market Model
4Traduc¸a˜o de Posted Price Model
5Traduc¸a˜o de Bargaining Model
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• Modelo de oferta/contrato6: O consumidor solicita ofertas fechadas de va´rios forne-
cedores e seleciona aquele que possui menor prec¸o pelo servic¸o e que se encaixe com
seu prazo e orc¸amento;
• Modelo de compartilhamento proporcional a` oferta7: Nesse modelo, a quantidade de
recursos alocados ao consumidor dependera´ do valor de sua oferta;
• Modelo de cooperativa8: Nesse modelo, um conjunto de participantes que sejam con-
sumidores e fornecedores de recursos forma uma cooperativa na qual quem contribui
oferecendo um recurso pode utilizar recursos alheios quando necessa´rio;
• Modelo de leila˜o9: Os fornecedores solicitam ofertas de va´rios consumidores, que
sa˜o livres para gerar suas ofertas de acordo com suas necessidades e possibilidades.
O leila˜o acaba quando na˜o chegarem novas ofertas apo´s um determinado tempo.
O Modelo de Leila˜o, que e´ o modelo focado neste trabalho, possui variac¸o˜es na forma de
execuc¸a˜o. Seu modelo suporta a negociac¸a˜o de “um-para-muitos”, entre um fornecedor e
muitos consumidores [32], e reduc¸a˜o da negociac¸a˜o a um u´nico valor de prec¸o. Geralmente,
leilo˜es sa˜o constitu´ıdos por treˆs entidades: o seller 10, os bidders11 e o auctioneer 12, o qual
e´ responsa´vel por todo o gerenciamento do leila˜o [33]. Um leila˜o pode ser conduzido de
forma aberta (onde todos os participantes conhecem todos os lances gerados) ou fechada
(os valores de lances na˜o sa˜o divulgados), dependendo de como sa˜o permitidas as ofertas.
Um consumidor pode atualizar um lance e um fornecedor pode atualizar o prec¸o de venda
oferecido [32]. Dependendo dos paraˆmetros, leilo˜es podem ser classificados em [28]:
• Leila˜o Ingleˆs13: o auctioneer inicia o processo com um valor inicial para o bem (ou
recurso) a ser leiloado, e todos os compradores (bidders) sa˜o livres para aumentarem
suas ofertas em relac¸a˜o aos outros concorrentes, buscando oferecer o melhor valor
ao auctioneer. O processo termina quando nenhum outro bidder lanc¸ar ofertas;
• Primeiro Prec¸o14: todos os bidders enviam uma oferta ao auctioneer sem terem
conhecimendo das ofertas dos outros bidders. Quando o auctioneer recebe todas as
ofertas, ele verifica qual possui o melhor valor e efetua a venda para quem fez tal
oferta;
6Traduc¸a˜o de Tendering/Contract Model
7Traduc¸a˜o de Bid-based Proportional Resource Sharing Model
8Traduc¸a˜o de Community/Coalision/Bartering Model
9Traduc¸a˜o de Auction Model
10Indiv´ıduo que esta´ colocando um recurso seu para leila˜o
11Indiv´ıduos com intenc¸a˜o de aquisic¸a˜o de um recurso em um leila˜o
12Leiloeiro
13Traduc¸a˜o de English Auction
14Traduc¸a˜o de First-price Sealed-bid Auction
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• Segundo Prec¸o15: todos os bidders enviam ofertas ao auctioneer sem conhecimento
das ofertas dos outros bidders. Quando o auctioneer recebe todas as ofertas, ele
efetua a venda para o bidder que fornecer o maior valor ofertado, pore´m com o
prec¸o do segundo maior valor ofertado;
• Leila˜o Holandeˆs16: neste modelo, o auctioneer inicia o leila˜o com um valor alto
para o recurso em questa˜o. O auctioneer vai enta˜o diminuindo o valor requerido
ate´ que algum bidder fac¸a um lance. O primeiro bidder que fizer o lance adquire
o recurso (ou o direito de utilizar). Uma vantagem desse modelo e´ que ele forc¸a a
oferta-demanda. Enquanto na˜o houver demanda suficiente, o prec¸o e´ reduzido, e
por outro lado, quando ha´ muita demanda e pouca oferta, lances sa˜o dados mais
cedo no leila˜o;
2.3.2 Contabilizando e Realizando Pagamentos
Ao utilizamos uma Grade Computacional baseada em modelos econoˆmicos, e´ necessa´rio
obter mecanismos para efetuar os pagamentos da utilizac¸a˜o dos recursos envolvidos em um
processo de venda. Estes mecanismos podem fornecer um controle sobre a capacidade de
pagamento para uso de recursos de cada um dos participantes, assim como transfereˆncias
de cre´ditos na utilizac¸a˜o de um recurso compartilhado.
As formas de pagamentos que podem ser aplicadas sa˜o [30]:
• Pre´-pagas: o consumidor de um recurso realiza o pagamento para utilizac¸a˜o deste
antes de comec¸ar a utiliza´-lo;
• Po´s-pagas: o consumidor de um recurso realiza o pagamento para utilizac¸a˜o deste
apo´s usa´-lo.
Para utilizar mecanismos de controle de cre´ditos e pagamentos, importantes carac-
ter´ısticas devem ser observadas [58]:
• Seguranc¸a: diz respeito a transfereˆncias de cre´ditos entre participantes que devem
trafegar de forma segura pela Internet.
• Confiabilidade: significa que mecanismos de pagamentos devem estar sempre dis-
pon´ıveis, apesar da ocorreˆncia de falhas.
• Escalabilidade: siginifica que novos participantes na˜o devem degradar o desempe-
nho do sistema.
15Traduc¸a˜o de Second-price Sealed-bid Auction
16Traduc¸a˜o de Dutch Auction
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• Aceitac¸a˜o: todos os participantes da grade devem aceitar o mesmo mecanismo de
pagamento. Assim, cre´ditos podem ser utilizados para o pagamento de qualquer
recurso.
• Base de consumidores: a quantidade potencial de consumidores pode influir na
aceitac¸a˜o de um mecanismo de pagamento por parte de um determinado fornecedor
de um recurso.
• Flexibilidade: significa que o sistema deve aceitar diversas formas de pagamento.
• Eficieˆncia: o funcionamento do mecanismo de pagamento na˜o deve sofrer de-
gradac¸a˜o independentemente da quantidade ou valor de pagamentos realizados.
• Facilidade de uso: o mecanismo de pagamento deve ser de fa´cil uso por parte
do usua´rio, possibilitando que os usua´rios definam valores ma´ximos que desejam
gastar, e solicitando autorizac¸o˜es de pagamentos para valores que ultrapassem esse
valor ma´ximo.
Com os requisitos para mecanismos de pagamentos definidos [58], pode-se agrupar
estes nas seguintes classes: moeda eletroˆnica, cre´dito e de´bito, e apresentac¸a˜o segura de
nu´meros de carta˜o de cre´dito. O pagamento utilizando moeda eletroˆnica ocorre quando
um usua´rio adquire um certificado eletroˆnico de moeda que representa um determinado
valor. Ao efetuar o pagamento, o usua´rio apresenta tal certificado para o credor fazer
o depo´sito do valor em sua pro´pria conta. No pagamento na forma cre´dito e de´bito,
cada usua´rio deve possuir uma conta com saldo positivo em um servidor. Assim, contas
de consumidores e fornecedores sa˜o atualizadas conforme as transac¸o˜es sa˜o realizadas.
A apresentac¸a˜o segura de carta˜o de cre´dito ocorre quando o usua´rio deseja efetuar o
pagamento atrave´s do uso de um nu´mero de carta˜o de cre´dito. Te´cnicas de criptografia
assime´trica devem ser utilizadas para que somente pessoas autorizadas tenham acesso ao
nu´mero do carta˜o.
2.4 Concluso˜es do Cap´ıtulo
Grades computacionais possibilitam o compartilhamento de recursos heterogeˆneos e geo-
graficamente dispersos, onde os participantes colaboram na resoluc¸a˜o de problemas com-
putacionais.
Uma grade computacional voltada para o compartilhamento de servic¸os, com controle
de qualidade em requisitos do usua´rio, pode aplicar modelos econoˆmicos para o escalona-
mento justo de recursos, evitando o comportamento ego´ısta dos participantes.
O pro´ximo cap´ıtulo apresenta os trabalhos relacionados com esta dissertac¸a˜o.
Cap´ıtulo 3
Trabalhos Relacionados
Nas pro´ximas sec¸o˜es sa˜o apresentados os trabalhos relacionados a grades computacionais.
3.1 OGSA e WSRF
Em uma grade computacional existem diversos participantes, os quais desenvolvem apli-
cac¸o˜es para solucionar diversos problemas. Para um extensivo uso destas aplicac¸o˜es, todos
os participantes devem possuir a capacidade de interagir com diversas soluc¸o˜es sem uma
sobrecarga de conhecimento sobre aspectos particulares de cada uma destas. Desse modo,
e´ necessa´rio a adoc¸a˜o de padro˜es para o desenvolvimento e disponibilizac¸a˜o de servic¸os
em uma Grade Computacional.
A Open Grid Services Architecture (OGSA) [21], desenvolvida pela Global Grid Fo-
rum (http://www.ggf.org), busca definir uma arquitetura aberta, comum e padra˜o para
aplicac¸o˜es baseadas em Grades Computacionais [61]. O principal objetivo da OGSA e´
padronizar praticamente todos os servic¸os com finalidades comuns em uma aplicac¸a˜o de
grade (servic¸os gerenciadores de tarefas e recursos, servic¸os de seguranc¸a, entre outros)
pela especificac¸a˜o de um conjunto padra˜o de interfaces para estes servic¸os.
A OGSA tem como premissa que qualquer recurso compartilhado seja representado
por um servic¸o de grade [51]. Servic¸os de grade estendem conceitos de servic¸os Web [44],
fazendo uso de padro˜es bem definidos de interfaces para capitalizar diversas propriedades
destes, como servic¸os de descric¸a˜o e descoberta (fazendo uso de WSDL para obter auto-
descric¸a˜o e protocolos interopera´veis), gerenciamento do tempo de vida, notificac¸a˜o, entre
outros. Como a arquitetura e´ aberta, temos extensiva comunicac¸a˜o, neutralidade de
fornecedores, ale´m do comprometimento com o uso de padro˜es aceitos pela comunidade.
Servic¸os da OGSA podem ser criados e destru´ıdos dinamicamente, podendo existir
diversas instaˆncias de um mesmo servic¸o sendo executadas ao mesmo tempo. Com isso,
e´ necessa´rio distinguir uma instaˆncia de um servic¸o de uma outra instaˆncia do mesmo
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servic¸o. Assim, toda instaˆncia de um servic¸o de grade e´ identificada com um u´nico nome
global, o Grid Service Handler (GSH), o qual na˜o varia durante o tempo de vida do
servic¸o. Um Servic¸o de Grade pode ser atualizado durante seu tempo de vida, podendo,
por exemplo, suportar uma nova versa˜o de protocolo ou protocolos alternativos [51]. O
GSH na˜o possui informac¸o˜es sobre protocolos ou outras informac¸o˜es espec´ıficas sobre uma
instaˆncia de um servic¸o. Tais informac¸o˜es sa˜o encapsuladas em uma abstrac¸a˜o chamada
Grid Service Reference (GSR), o qual pode ser atualizado durante o tempo de vida da
instaˆncia de Servic¸o de Grade. O GSR possui um tempo de expirac¸a˜o expl´ıcito. Assim,
a OGSA define mecanismos para a obtenc¸a˜o de novos GSR a partir de um GSH [44].
A arquitetura de Servic¸os Web e´ extensivamente utilizada pela OGSA, mas, por
padra˜o, ela na˜o atende um de seus mais importantes requisitos: prover servic¸os com
estado [61]. Servic¸os Web sa˜o usualmente sem estado, o que significa que na˜o e´ poss´ıvel
guardar informac¸o˜es ou manter algum estado entre uma invocac¸a˜o e outra do mesmo
servic¸o. A Web Services Resource Framework (WSRF)[17], desenvolvida pela OASIS
(http://www.oasis-open.org) em um esforc¸o das comunidades de Grades e Servic¸os Web,
e´ uma especificac¸a˜o que define como produzir servic¸os Web com estado. Para manter
o estado de um servic¸o Web, a WSRF fornece o WS-Resource, que e´ uma composic¸a˜o
de um Servic¸o Web e um recurso com capacidade de manter seu estado [49]. A WS-
Resource Framework utiliza puramente WSDL 1.1, garantindo a compatibilidade com as
ferramentas existentes e futuras para Servic¸os Web [37].
Temos enta˜o que a relac¸a˜o entre a OGSA e a WSRF e´ que a WSRF fornece servic¸os
com capacidade de manter seus estados o que a OGSA necessita. Podemos ainda expressar
esta relac¸a˜o na forma que, enquanto a OGSA e´ uma arquitetura, a WSRF e´ uma infra-
estrutura na qual a arquitetura e´ constru´ıda. A Figura 3.1 da pa´gina 21 mostra esta
relac¸a˜o.
Figura 3.1: Relacionamento entre OGSA, WSRF e Servic¸os Web[61].
O Globus Toolkit 4 implementa as especificac¸o˜es da WSRF e atende requisitos da
OGSA. A Figura 3.2 da pa´gina 22 mostra os relacionamentos entre Globus Toolkit 4,
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Figura 3.2: Relacionamento entre OGSA, Globus Toolkit 4 (GT4), WSRF e Servic¸os
Web[61].
WSRF, OGSA e servic¸os Web.
3.1.1 Servic¸o de Grade
Para virtualizar e compor servic¸os, sa˜o necessa´rios definic¸o˜es padro˜es de interfaces [50].
Tambe´m e´ necessa´rio uma semaˆntica padra˜o para interac¸a˜o com estes servic¸os, que, por
exemplo, fornec¸am mecanismos padro˜es para descoberta de propriedades de servic¸os ale´m
de diferentes servic¸os que seguem uma mesma convenc¸a˜o para notificac¸a˜o de erros.
Para atingir estas necessidades, a OGSA define um servic¸o de grade: um servic¸o Web
que fornece um conjunto de interfaces bem definidas que seguem espec´ıficas convenc¸o˜es.
Estas interfaces possibilitam a descoberta, criac¸a˜o dinaˆmica de servic¸os, gerenciamento
do tempo de vida e notificac¸o˜es [45]. Este conjunto de interfaces consistentes sobre as
quais sa˜o construidos os servic¸os de grade, facilitam a construc¸a˜o de servic¸os de forma
hiera´rquica e de alto n´ıvel, que podem ser tratadas uniformemente atrave´s de camadas
de abstrac¸o˜es [50]. Desse modo, toda implementac¸a˜o de servic¸o de grade deve fornecer as
interfaces definidas pela OGSA para servic¸os de grades.
Os servic¸os de grade podem manter o seu estado interno durante o seu tempo de
vida. A existeˆncia do estado distingue uma instaˆncia de um servic¸o de outra instaˆncia
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que fornece a mesma interface. O termo instaˆncia de servic¸o de grade refere-se a uma
instaˆncia particular de um servic¸o de grade. As interfaces e convenc¸o˜es que definem um
servic¸o de grade esta˜o relacionadas, em particular, com os comportamentos relacionados
ao gerenciamento de instaˆncias de servic¸os transientes.
Mais informac¸o˜es sobre servic¸os de grades podem ser encontrados em [50].
3.2 Globus Toolkit
O Globus Toolkit e´ desenvolvido desde o final da de´cada de 1990 para dar suporte ao
desenvolvimento de aplicac¸o˜es e infra-estruturas de computac¸a˜o distribu´ıda orientadas a
servic¸os [48]. Possui uma comunidade de usua´rios e desenvolvedores que colaboram no
uso e desenvolvimento do software de co´digo aberto e da documentac¸a˜o.
O Globus e´ um software projetado para possibilitar que aplicac¸o˜es “federem” recursos
distribu´ıdos, dados, servic¸os, redes, entre outros. Uma federac¸a˜o e´ normalmente motivada
pela necessidade de acessar recursos ou servic¸os que na˜o sa˜o facilmente replicados [48].
Os primeiros trabalhos com o Globus foram motivados pela demanda de “Organizac¸o˜es
Virtuais” na cieˆncia, mas esta demanda tambe´m se tornou importante em aplicac¸o˜es
comerciais.
Ferramentas como o Globus Toolkit teˆm sido empregadas para resolver os cinco pro-
blemas [41] de gerenciamento de recursos introduzidos por grades computacionais [30]:
• Autonomia dos participantes: recursos sa˜o tipicamente possu´ıdos e gerenciados por
organizac¸o˜es diferentes em diferentes domı´nios administrativos. Dessa forma, as
pol´ıticas de uso, pol´ıticas de escalonamento e mecanismos de seguranc¸a, entre outros,
na˜o sa˜o comuns a todos os participantes;
• Heterogeneidade: diferentes participantes podem utilizar diferentes sistemas de ge-
renciamento de recursos. Mesmo quando o mesmo sistema e´ utilizado por va´rios
participantes, configurac¸o˜es distintas podem acarretar mudanc¸as significativas de
funcionalidade;
• Pol´ıticas de extensibilidade: como uma soluc¸a˜o para gerenciamento de recursos
pode ser projetada para um grande nu´mero de domı´nios, e´ necessa´rio que essa
soluc¸a˜o oferec¸a novas estruturas de gerenciamento espec´ıficas para um domı´nio sem
a necessidade de alterac¸a˜o do co´digo instalado no participante;
• Co-Alocac¸a˜o de recursos: como muitas aplicac¸o˜es possuem requisitos que so´ podem
ser atendidos atrave´s da alocac¸a˜o paralela de recursos em muitos participantes, a
autonomia desses e a possibilidade de falhas durante a alocac¸a˜o exige um mecanismo
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para alocar mu´ltiplos recursos, iniciar o processamento nesses recursos e monitorar
e gerenciar esse processamento;
• Controle on-line: negociac¸o˜es podem ser necessa´rias para adaptar os requisitos
de uma aplicac¸a˜o a` disponibilidade do recurso, particularmente quando as carac-
ter´ısticas dos requisitos e dos recursos se alteram durante a execuc¸a˜o.
Ale´m disso, o gerenciamento econoˆmico [30] tem sido proposto como um outro aspecto
chave a ser tratado no desenvolvimento de grades orientadas a servic¸os.
Uma variedade de componentes e funcionalidades esta˜o dispon´ıveis no toolkit, incluindo
um conjunto de implementac¸o˜es de servic¸os voltados ao gerenciamento de recursos, mo-
vimentac¸a˜o de dados, descoberta de servic¸os, entre outros. Tambe´m encontramos uma
ferramenta para construc¸a˜o de novos servic¸os Web em linguagens de programac¸a˜o como
Java, C e Python. O Globus Toolkit ainda possui uma infra-estrutura de seguranc¸a pode-
rosa baseada em padro˜es para autenticac¸a˜o e autorizac¸a˜o. Todos esses va´rios componentes
possuem documentac¸o˜es detalhadas.
O Globus Toolkit 4 faz uso extensivo de servic¸os Web para definir suas interfaces e
estruturar seus componentes, pois fornecem mecanismos flex´ıveis e extens´ıveis utilizando
padro˜es amplamente adotados baseados em XML para prover descric¸a˜o, descoberta e
invocac¸a˜o de servic¸os [48].
3.2.1 A Arquitetura do Globus Toolkit 4
O Globus Toolkit 4 possui diversos aspectos arquiteturais, como podem ser vistos na
Figura 3.3 da pa´gina 25. Um destaque pode ser dado a treˆs componentes [48]: um
conjunto de implementac¸o˜es de servic¸os, containers e bibliotecas clientes.
O conjunto implementac¸o˜es de servic¸os fornece uma infra-estrutura para gerencia-
mento de execuc¸a˜o, acesso e alterac¸a˜o de dados, gerenciamento de re´plicas, monitorac¸a˜o
e descoberta, entre outros. A maioria destes sa˜o servic¸os Web em Java, mas podendo
existir implementac¸o˜es utilizando outras linguagens de programac¸a˜o.
Treˆs containers podem ser utilizados para hospedar servic¸os desenvolvidos pelo usua´rio,
desde que sejam escritos em Java, Python, ou C. Os containers atendem requisitos ne-
cessa´rios para a construc¸a˜o de servic¸os, como implementac¸o˜es de seguranc¸a, gerencia-
mento, descoberta, entre outros mecanismos, ale´m de estenderem padro˜es abertos dando
suporte a especificac¸o˜es de servic¸os Web, como o WSRF.
As bibliotecas clientes possibilitam que os clientes programem em Java, C e Python,
podendo invocar operac¸o˜es de servic¸os do Globus Toolkit 4 ou de servic¸os desenvolvidos
por clientes.
Os principais componentes do Globus Toolkit 4 podem ser estruturados em uma pers-
pectiva, a qual separa componentes de execuc¸a˜o comum, seguranc¸a, gerenciamento de
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Figura 3.3: A Arquitetura do Globus Toolkit 4 [48].
execuc¸a˜o, gerenciamento de dados e informac¸o˜es de servic¸os [48]. A figura 3.4 da pa´gina 26
mostra esta estrutura.
Os componentes de execuc¸a˜o comum(Common runtime) fornecem bibliotecas e
ferramentas que sa˜o necessa´rias para a construc¸a˜o de servic¸os para execuc¸a˜o na Grade
Computacional. Encontram-se os mo´dulos de execuc¸a˜o Java, C e Python.
Os componentes de seguranc¸a (Security), baseados nas especificac¸o˜es da Grid Secu-
rity Infrastructure (GSI), garantem que as comunicac¸o˜es sejam seguras atrave´s do uso de
cifragem com chaves pu´blicas [9], ale´m de identificar usua´rios e suas permisso˜es de acesso
na Grade [46].
Os componentes de gerenciamento de dados (Data management), permitem ge-
renciar, fornecer acesso e integrar grandes quantidades de dados de uma ou va´rias fontes.
O Globus possui uma implementac¸a˜o do GridFTP [7] para movimentac¸a˜o de dados [48].
Para gerenciar mu´ltiplas transfereˆncias de dados de GridFTP de forma confia´vel e´ utili-
zado o servic¸o Reliable File Transfer (RFT). Para manter e fornecer acesso a informac¸o˜es
sobre localizac¸o˜es de dados replicados e´ utilizado o Replica Location Service (RLS). O
Data Access and Integration (OGSA-DAI) e´ uma ferramenta para prover acesso a dados
relacionais e XML, ale´m de processamento destes dados no lado do servidor. O Data
Replication possibilita a replicac¸a˜o de dados.
Os componentes de informac¸a˜o de servic¸os (Information services) possibilitam
monitorar e descobrir recursos na Grade Computacional. O Monitoring and Discovery
System 4 (MDS4) fornece informac¸o˜es sobre disponibilidade de recursos na Grade [12].
Esta versa˜o do MDS inclui implementac¸o˜es:
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Figura 3.4: Estrutura dos principais componentes do Globus Toolkit 4 (GT4)[48].
• de servic¸os de registros (Index ) que coletam informac¸o˜es de recursos e disponibili-
zam para consulta em um u´nico local [8];
• de servic¸os de eventos (Trigger) que coletam dados de recursos na Grade e, se um
administrador define regras, podem ser realizadas diversas ac¸o˜es, como enviar um
email quando uma fila de computac¸a˜o em um recurso estiver cheia [11];
• do WebMDS , o qual possibilita que usua´rios finais visualizem e monitorem in-
formac¸o˜es atrave´s de uma interface Web padra˜o. WebMDS obte´m as informac¸o˜es
da monitorac¸a˜o dos recursos, transformado estas informac¸o˜es em XSLT [22], e apre-
sentando os dados em um formato leg´ıvel aos usua´rios [6].
Nos componentes de gerenciamento de execuc¸a˜o (Execution management) en-
contramos o Grid Resource Allocation Manager (GRAM), que fornece uma interface de
servic¸o Web para inicializar, monitorar e gerenciar a execuc¸a˜o de qualquer computac¸a˜o
em computadores remotos [48]. Por esta interface, e´ poss´ıvel expressar tipos e quantida-
des de recursos desejados, argumentos, credenciais, entre outros. Quando uma tarefa e´
submetida por um cliente, a requisic¸a˜o e´ enviada ao servidor remoto e enta˜o e´ manipu-
lada por um gatekeeper localizado neste. O gatekeeper cria um gerenciador para a tarefa
para inicializa´-la e monitora´-la. Quando a tarefa e´ finalizada, o gerenciador envia uma
informac¸a˜o de estado de volta ao cliente e termina [44].
Os componentes do Globus Toolkit 4 mais importantes para a OGSA sa˜o o GRAM,
que fornece meios para a criac¸a˜o e o gerenciamento de servic¸os remotos; o MDS, o qual
fornece dados sobre registros; e o GSI, possibilitando um u´nico registro de entrada na
grade, delegac¸a˜o, ale´m de mapeamento de credenciais[51].
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3.3 Grid Architecture for Computational Economy
(GRACE)
Grid Architecture for Computational Economy GRACE [33] e´ uma arquitetura concebida
para grades computacionais, onde o gerenciamento de recursos e´ baseado na utilizac¸a˜o
de modelos econoˆmicos. Essa arquitetura e´ gene´rica o bastante para acomodar diferentes
modelos econoˆmicos usados para o come´rcio de recursos. Ela disponibiliza servic¸os que
ajudam tanto os proprieta´rios quanto os usua´rios de recursos a maximizarem suas func¸o˜es
de objetivo. Os provedores de recursos podem disponibilizar seus recursos na grade e
cobrar pelos servic¸os utilizados. Os usua´rios interagem com a grade atrave´s de definic¸o˜es
(que sera˜o geradas por ferramentas de alto n´ıvel) de suas necessidades.
Alguns dos componentes dessa arquitetura formam o que e´ chamado de Grid Resource
Broker [31]. O GRB trabalha para os consumidores agindo como mediador entre o usua´rio
e os recursos da grade usando servic¸os de middleware. Ele e´ responsa´vel pela localizac¸a˜o
de recursos, selec¸a˜o e iniciac¸a˜o de computac¸a˜o entre outras func¸o˜es. Ele ainda apresenta
a grade ao usua´rio como sendo um u´nico recurso. A Figura 3.5 mostra a arquitetura
GRACE e os componentes que compo˜em o GRB.
Figura 3.5: Arquitetura GRACE [33].
O Job Control Agent e´ o mecanismo de controle responsa´vel pela conduc¸a˜o de
uma tarefa no sistema. Ele faz a coordenac¸a˜o com o Schedule Advisor para controlar o
escalonamento, manipula a criac¸a˜o de tarefas, mante´m informac¸o˜es sobre o estado das
tarefas, ale´m de interagir com clientes/usua´rios.
O Schedule Advisor e´ o responsa´vel pelo escalonamento de tarefas, localizando
recursos existentes utilizando o Grid Explorer de forma que estes estejam de acordo com
os requisitos do usua´rio.
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O Grid Explorer faz descobertas de recursos atrave´s de interac¸o˜es com servidores
de informac¸o˜es de grades, mantendo tambe´m informac¸o˜es de estado de recurso.
O Trade Manager trabalha sob direc¸a˜o do Schedule Advisor para identificar cus-
tos de acesso a recursos. Ele e´ o responsa´vel pela negociac¸a˜o do uso de algum recurso
disponibilizado na grade.
O Deployment Agent e´ o responsa´vel pela ativac¸a˜o da execuc¸a˜o de tarefas em um re-
curso selecionado pelo Schedule Advisor, ale´m de periodicamente atualizar as informac¸o˜es
de estado de uma tarefa ao Job Control Agent.
Os GRB’s executam uma ana´lise de custo/benef´ıcio baseando-se em prazos (tempo no
qual os resultados sa˜o esperados) e na verba disponibilizada pelo usua´rio para resolver
seu problema. Os proprieta´rios de recursos decidem seus prec¸os baseando-se em diversos
fatores. Eles podem cobrar diferentes prec¸os de diferentes usua´rios pelo mesmo recurso,
ou o prec¸o pode variar, dependendo da demanda de utilizac¸a˜o.
Em um ambiente de grade, cada usua´rio possui seu pro´prio GRB. Os GRB’s podem
ter objetivos diferentes.
3.4 Nimrod/G
O sistema Nimrod [29] foi desenvolvido com o objetivo de ser utilizado para efetuar experi-
mentos parame´tricos em uma grade computacional. Esse sistema fornece uma linguagem
declarativa simples de modelagem de paraˆmetros para especificar um experimento pa-
rame´trico. O sistema de execuc¸a˜o permite a submissa˜o, execuc¸a˜o e coleta de resultados
de processamento de mu´ltiplos computadores utilizando um conjunto esta´tico de recursos
computacionais. Contudo, na˜o e´ adequado para um contexto dinaˆmico em larga escala
em que os recursos esta˜o espalhados por muitos domı´nios administrativos. Essa restric¸a˜o
foi tratada pelo sistema denominado Nimrod/G que usa o middleware do Globus para a
localizac¸a˜o dinaˆmica de recursos e despacho de tarefas na grade.
O Nimrod/G distribui o processamento entre os participantes da grade computacional
atrave´s de um escalonamento econoˆmico, possibilitando definir requisitos de tempo e custo
a serem empregados na alocac¸a˜o de recursos para a execuc¸a˜o de tarefas [28]. Para isso,
ele faz uso de treˆs algoritmos com diferentes estrate´gias de otimizac¸a˜o, abordando as
restric¸o˜es de tempo e orc¸amento:
• Otimizac¸a˜o no custo: busca minimizar o custo de execuc¸a˜o respeitando os requi-
sitos de prazos de execuc¸a˜o;
• Otimizac¸a˜o em tempo: busca minimizar o tempo de execuc¸a˜o respeitando os
limites de custos definidos;
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• Otimizac¸a˜o em tempo e custo: busca completar a execuc¸a˜o com restric¸o˜es de
tempo e custos, minimizando o tempo quando ha´ um alto orc¸amento dispon´ıvel.
Esse orc¸amento e´ utilizado cuidadosamente e garante um valor mı´nimo por tarefa
do total do orc¸amento dispon´ıvel para tarefas ainda na˜o processadas.
A arquitetura do Nimrod/G (Figura 3.6) possui os seguintes componentes:
Figura 3.6: Arquitetura Nimrod/G [29].
• Client/ User Station: Interface que proveˆ ao usua´rio meios para controlar e
supervisionar o experimento em execuc¸a˜o, fornecendo opc¸o˜es para que o cliente
possa alterar paraˆmetros como tempo e custo que podem influenciar o escalonador
na escolha de recursos;
• Parametric Engine: Funciona como um controlador persistente de tarefas e e´ o
componente central de onde o experimento e´ gerenciado. Responsa´vel pela para-
metrizac¸a˜o do experimento, interac¸a˜o com clientes, criac¸a˜o de tarefas, controle do
estado da tarefa. Ele recebe o plano de execuc¸a˜o, descrito utilizando uma linguagem
declarativa para modelagem parame´trica, e envia essas informac¸o˜es ao escalonador.
Mante´m ainda o estado de todo o experimento em memo´ria persistente, o que per-
mite que este possa ser reiniciado mesmo que um no´ executando o Nimrod seja
desabilitado;
3.5. OurGrid 30
• Scheduler: Responsa´vel pela localizac¸a˜o de recursos, ana´lises para definir qual dos
recursos finalizaria o trabalho de uma determinada tarefa dentro do prazo com um
menor custo e atribuic¸a˜o de recursos a`s tarefas;
• Dispacher: Responsa´vel por iniciar a execuc¸a˜o de uma tarefa em um determinado
recurso (atrave´s da invocac¸a˜o de um componente remoto chamado Job Wrapper) de
acordo com o escalonador. Periodicamente, envia informac¸o˜es de estado da tarefa
ao parametric-engine;
• Job Wrapper: Inicia a execuc¸a˜o de uma tarefa no recurso local e envia os resul-
tados de volta ao parametric-engine atrave´s do dispacher ;
3.5 OurGrid
O OurGrid [25][36] e´ uma soluc¸a˜o para computac¸a˜o em grade desenvolvido pela Universi-
dade Federal de Campina Grande, que segue uma pol´ıtica de melhor esforc¸o. Seu principal
foco esta´ na execuc¸a˜o de aplicac¸o˜es Bag-of-Task, em que as tarefas sa˜o independentes entre
si.
O OurGrid explora o conceito de Rede de Favores, em que a grade computacional
e´ composta por participantes que teˆm interesse em trocar favores computacionais entre
si. Dessa forma, uma rede peer-to-peer de troca de favores e´ formada, permitindo que
recursos ociosos de um participante sejam fornecidos para outros quando solicitados. Para
manter o equil´ıbrio de oferta e consumo de recursos no sistema, n´ıveis de prioridades sa˜o
definidos. Assim, os participantes que doaram mais recursos enquanto estavam ociosos
tera˜o prefereˆncia no processo de solicitac¸a˜o de recursos na grade computacional [37].
A Figura 3.7 da pa´gina 31 mostra os treˆs principais componentes do OurGrid. O
MyGrid [38] e´ um intermediador entre o usua´rio e a grade computacional. O OurGrid
Community e´ responsa´vel pela montagem da grade a ser utilizada por instaˆncias do My-
Grid. O SWAN e´ o componente que garante acesso seguro aos recursos.
O MyGrid busca abstrair o ma´ximo poss´ıvel esta interac¸a˜o entre o usua´rio e a grade,
simplificando o seu uso. Sa˜o definidos GuM’s (Grid Machine Interface), que abstraem
conjuntos de ma´quinas, e GuMP’s (Grid Machine Provider Interface), que representam
um conjunto de ma´quinas.
O MyGrid possui treˆs implementac¸o˜es nativas de GuM’s [38]:
• UserAgent : e´ uma implementac¸a˜o baseada em Java, projetada para situac¸o˜es em
que e´ desejado que o usua´rio instale facilmente o software na ma´quina da grade. A
comunicac¸a˜o entre o MyGrid e o UserAgent e´ feita via Java RMI (Remote Method
Invocation);
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Figura 3.7: Componentes do OurGrid [36].
• GridScript : fornece as mesmas funcionalidades do UserAgent utilizando scripts no
lugar da execuc¸a˜o de processos Java;
• GlobusGridMachine: permite o redirecionamento de requisic¸o˜es recebidas pelo My-
Grid para uma ma´quina Globus.
3.6 Concluso˜es do Cap´ıtulo
A OGSA e a WSRF fornecem especificac¸o˜es e padro˜es para o desenvolvimento de servic¸os
para grades com estado. O Globus Toolkit apresenta diversas ferramentas para a cons-
truc¸a˜o, publicac¸a˜o, descoberta, execuc¸a˜o e monitoramento de recursos em uma grade.
Outros trabalhos relacionados abordam arquiteturas e soluc¸o˜es para grades computacio-
nais utilizando modelos econoˆmicos para o escalonamento de recursos.
O pro´ximo cap´ıtulo apresenta o modelo econoˆmico de leilo˜es em uma arquitetura para
grades coputacionais.
Cap´ıtulo 4
Leilo˜es em Uma Arquitetura para
Grades Computacionais
Esse cap´ıtulo apresenta uma proposta de arquitetura direcionada para o gerenciamento de
recursos dispon´ıveis em uma grade computacional, fazendo uso de modelos econoˆmicos.
Esta arquitetura e´ uma extensa˜o da arquitetura de Teixeira [62]. A extensa˜o aqui proposta
faz uso do modelo de Leila˜o, atribuindo valores base para um recurso a partir de uma
ana´lise de demanda e oferta dos recursos dispon´ıveis em uma grade computacional.
A arquitetura possibilita que os usua´rios da grade sejam notificados sobre a realizac¸a˜o
de futuros leilo˜es de um recurso, avaliando se este atende suas necessidades te´cnicas, de
tempo e/ou de custo. O usua´rio pode tambe´m disponibilizar um recurso pro´prio para
uso na grade atrave´s de um leila˜o. Desse modo, um componente intermediador existente
tanto no consumidor quanto no fornecedor do recurso e´ responsa´vel pela negociac¸a˜o do
recurso em questa˜o.
A seguir sera˜o apresentados em maiores detalhes os componentes que fazem parte da
arquitetura original e estendida, assim como suas funcionalidades.
4.1 Arquitetura de Grades Computacionais Baseada
em Modelos Econoˆmicos
A arquitetura proposta em [62] utiliza uma extensa˜o do modelo de Prec¸o Afixado e con-
siste em atribuir prec¸os base aos recursos para diferentes tipos de dias e hora´rios, pois a
demanda pode possuir um comportamento variado. Assim, ajustando o prec¸o em func¸a˜o
desses fatores havera´ uma maior distribuic¸a˜o da demanda, possibilitando que haja um
poss´ıvel equil´ıbrio entre a quantidade de recursos ofertados e a quantidade demandada.
A seguir sera´ apresentado detalhadamente os mecanismos que fazem parte da arquite-
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tura como: o gerenciamento de Grupos de Trabalho para dar mais flexibilidade a`s orga-
nizac¸o˜es para manipular seus cre´ditos, formas de pagamento, controle do comportamento
honesto do participante, entre outros.
4.1.1 Grupos de Trabalho
Ao utilizar modelos econoˆmicos para o compartilhamento de recursos em uma grade com-
putacional, os agentes participantes (provedores e consumidores) necessitam fazer uso de
cre´ditos para a negociac¸a˜o de uso de um recurso.
Os consumidores devem possuir cre´ditos suficientes para realizar o pagamento do uso
de um recurso. Para um agente obter cre´ditos e´ necessa´rio que ele disponibilize seus
pro´prios recursos na grade, onde outros consumidores va˜o pagar para utiliza´-los. Em
alguns momentos, um consumidor que necessita utilizar um recurso espec´ıfico pode na˜o
possuir cre´ditos suficientes, devido a um alto valor de custo. A criac¸a˜o de grupos de
trabalho pode ser uma poss´ıvel soluc¸a˜o para esse problema.
O principal objetivo de grupos de trabalho e´ agrupar va´rios agentes cujos cre´ditos
recebidos sa˜o tratados como um u´nico montante pertencente ao grupo. Isso possibilita
que um participante do grupo fac¸a uso dos valores de cre´ditos do grupo para realizar os
pagamentos de recursos que necessita utilizar e aos quais na˜o teria acesso trabalhando
independentemente.
Em um grupo de trabalho, os participantes podem ser organizados de forma indepen-
dente, livres para gerar e consumir cre´ditos. Podem tambe´m exercer um ou mais pape´is.
Estes pape´is sa˜o:
• Gerador de Cre´ditos: a func¸a˜o do participante com este papel e´ oferecer seus
recursos para a grade computacional, com o objetivo de obter cre´ditos para o grupo
de trabalho em que participa;
• Consumidor de Recursos: o participante com este papel tem a capacidade de
utilizar cre´ditos do Grupo de Trabalho em que participa para usar recursos remotos;
• Coordenador do Grupo: o participante do grupo de trabalho que possui o papel
de Coordenador do Grupo pode acessar as informac¸o˜es do grupo (recursos disponi-
bilizados pelo grupo, cre´ditos dispon´ıveis no grupo, entre outros) e utiliza´-las para
a definic¸a˜o de paraˆmetros, ale´m de definir limites de consumo de cre´ditos dos Con-
sumidores de Recursos do grupo.
Em algumas organizac¸o˜es de grupos de trabalho, alguns participantes possuem apenas
o papel de geradores de cre´ditos para o grupo, enquanto e´ poss´ıvel existir um ou mais
participantes com o papel de consumidores de recursos. Nos casos em que todos os
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Figura 4.1: Arquitetura de Grades Computacionais - Modelo de Prec¸o Afixado [62].
participantes sa˜o geradores de cre´dito e consumidores de recursos, o Controlador do Grupo
define os valores de cre´ditos que cada consumidor de recurso pode utilizar.
As identificac¸o˜es de participantes e de Grupos de Trabalho sa˜o fornecidos pelo com-
ponente GIS (Grid Information Service), o qual mante´m informac¸o˜es sobre a grade. Os
identificadores sa˜o:
• GGID: o Grid Group ID e´ uma identificac¸a˜o de um determinado Grupo de Tra-
balho na grade;
• GPID: o Grid Participant ID e´ uma identificac¸a˜o de um determinado participante.
O participante de um grupo de trabalho possui, ale´m de seu pro´prio e u´nico GPID, a
identificac¸a˜o do Grupo de Trabalho em que ele participa. Os participantes que na˜o
participam de um Grupo de Trabalho tambe´m possuem os identificadores GGID e
GPID, pore´m sa˜o tratados como um grupo de um u´nico participante.
4.1.2 Arquitetura dos Participantes
A arquitetura proposta por [62] tem como base o Globus Toolkit e inclui componentes
para o escalonamento baseado em modelos econoˆmicos. Os componentes da arquitetura
(Figura 4.1) sa˜o listados a seguir.
Os componentes do Globus Toolkit na arquitetura:
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• GRAM [46] [10]: componente fornecido pelo Globus Toolkit, possui, ale´m de
outras, a func¸a˜o de receber requisic¸o˜es de execuc¸a˜o remota. Possibilita as trans-
fereˆncias de executa´veis para processamento, arquivos de entrada que alimentam o
processamento, assim como arquivos de sa´ıda, como resultados do processamento.
• Scheduler Adapter [46] [10]: para a execuc¸a˜o de uma requisic¸a˜o, o GRAM
necessita de um escalonador local para a execuc¸a˜o dos servic¸os. O Scheduler Adapter
e´ um script com a func¸a˜o de ser uma interface entre o escalonador local e o GRAM.
Os componentes do provedor sa˜o os seguintes:
• LLM: O Local Load Manager e´ um servic¸o que permanece em execuc¸a˜o enquanto
o provedor permanece conectado a` grade ou tempo integral (a crite´rio do admi-
nistrador do provedor). Com uma frequ¨eˆncia definida pelo administrador, o LLM
verifica a carga do processador local e armazena essa informac¸a˜o no reposito´rio de
informac¸o˜es locais do provedor.
• PR: o Provider Repository e´ o componente responsa´vel pelo armazenamento persis-
tente das informac¸o˜es locais de um participante. Pode ser implementado utilizando-
se um sistema de gerenciamento de banco de dados (SGBD) como o PostgreSQL[19],
o MySQL[14], Oracle[18], entre outros;
• Local Scheduler: e´ o escalonador local, o qual tem a func¸a˜o de iniciar e gerenciar
a execuc¸a˜o da aplicac¸a˜o de um consumidor. O Schedule Adapter sera´ a interface
entre ele o GRAM;
• RPA: o Resource Price Agent e´ o componente responsa´vel pela ana´lise de, entre
outros, dados colhidos pelo LLM, a oferta e a demanda por um recurso (obtidos
atrave´s de uma consulta ao GIS, Grid Information Service) e determinar os prec¸os-
base de um recurso, baseando-se em paraˆmetros definidos pelo administrador do
provedor;
• PAT: o Participant Administration Tool e´ uma ferramenta Web por onde o adminis-
trador de um participante da grade tem mecanismos e interfaces para configurac¸a˜o;
• Trader : componente do provedor responsa´vel por negociar com um consumidor,
a utilizac¸a˜o de um recurso local. Atrave´s dos dados e prec¸os gerados pelo RPA
(Resource Price Agent) para um determinado recurso, o Trader procura aloca´-lo de
forma a maximizar os lucros do provedor. Esse processo de negociac¸a˜o e´ estabelecido
com o componente Broker de um consumidor interessado;
O componente do lado do consumidor e´ o seguinte:
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• Broker : componente utilizado pelo consumidor no momento de submeter uma
aplicac¸a˜o para execuc¸a˜o. Considerando paraˆmetros estabelecidos pelo usua´rio (como
por exemplo, limite de prec¸o e prazo de execuc¸a˜o), o Broker localiza e negocia
com provedores de maneira a identificar aqueles que melhor atendam os crite´rios
estabelecidos;
Os outros componentes da arquitetura sa˜o descritos a seguir:
• Bank: e´ o responsa´vel por controlar a quantidade de cre´ditos de cada participante
ou Grupo de Trabalho, realizando as transac¸o˜es de pagamentos referentes ao uso de
recursos;
• GCM: o Group Credit Manager e´ o componente responsa´vel por coordenar as
operac¸o˜es financeiras de grupos. E´ ele quem determina os valores de cre´dito que
cada participante do Grupo de Trabalho pode gastar, ale´m de autorizar e efetuar os
pagamentos relacionados ao uso de recursos por parte dos participantes do grupo;
• GIS: o Grid Information Service e´ o componente que mante´m um servic¸o de in-
formac¸o˜es sobre recursos compartilhados. Atrave´s dele, o consumidor pode identifi-
car o provedor, obter histo´ricos sobre oferta, demanda, prec¸o me´dio de um recurso,
ale´m da reputac¸a˜o dos participantes;
A pro´xima sec¸a˜o aborda os mecanismos de gerac¸a˜o de prec¸os para os recursos que um
provedor deseja disponibilizar para negociac¸a˜o.
4.1.3 Determinac¸a˜o de Prec¸os
A determinac¸a˜o de prec¸os aqui apresentada e´ voltada para os recursos de processamento.
Um prec¸o-base e´ definido para cada segundo de UCP (Unidade Central de Processa-
mento), o qual pode sofrer modificac¸o˜es devido ao esforc¸o computacional necessa´rio para
atender um prazo de execuc¸a˜o de uma tarefa.
A definic¸a˜o do prec¸o-base do recurso e´ realizada no momento em que se deseja com-
partilhar o mesmo na grade. Inicialmente, um prec¸o me´dio e´ calculado apo´s uma consulta
a um GIS. O resultado desta consulta fornece informac¸o˜es que ajudam o administrador
do recurso definir um valor condizente com os demais provedores. Para disponibilizar
um recurso para leila˜o na grade, o administrador define um paraˆmetro de variac¸a˜o do
prec¸o-base, podendo deixar o prec¸o abaixo da me´dia para atrair consumidores ao leila˜o.
Nas subsec¸o˜es seguintes sa˜o discutidos os padro˜es de carga e demanda e o ajuste de
prec¸os.
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4.1.4 Padro˜es de Carga e Demanda
A carga de utilizac¸a˜o de um recurso em um provedor pode sofrer variac¸a˜o, dependendo do
per´ıodo do dia, dia da semana, dia do meˆs, entre outros. Um recurso que fac¸a fechamento
de horas de um projeto de uma empresa pode ser muito solicitado em per´ıodos finais dos
meses. Um recurso que efetua a realizac¸a˜o de co´pias de seguranc¸a (back-up) de arquivos
de informac¸a˜o pode ser muito solicitado em momentos espec´ıficos do dia. Ao mesmo
tempo, outros recursos podem ficar ociosos ou com baixa utilizac¸a˜o por um dado per´ıodo.
Devido a essa variac¸a˜o de oferta e demanda por um recurso e´ interessante que os
valores cobrados pelo uso destes tambe´m variem de acordo com o per´ıodo.
O administrador de um recurso pode definir a durac¸a˜o dos per´ıodos. Ele ainda pode
definir um dia nas seguintes formas:
• Dia Normal: um dia comum sem caracter´ısticas significativas;
• Dia da Semana: em diferentes dias da semana, o administrador pode definir
uma diferenciac¸a˜o dos prec¸os. Supondo que durante o fim de semana (sa´bado ou
domingo) o recurso tem baixa demanda, um valor atrativo para os consumidores
pode ser estabelecido;
• Dia do Meˆs: em determinados dias do meˆs, a demanda por recursos pode ser
diferente dos demais dias, sendo necessa´rio aplicar diferentes prec¸os.
Para identificar padro˜es de demanda em diferentes dias ou per´ıodos, e´ necessa´ria a
existeˆncia de histo´ricos para a realizac¸a˜o de uma ana´lise. Desse modo, quando um consu-
midor deseja adquirir o direito de uso de algum recurso remoto, o seu componente Broker
realiza uma busca no componente GIS por um recurso que atenda seus requisitos.
O componente GIS mante´m informac¸o˜es referentes a` demanda de algum recurso e
processa as ana´lises para a identificac¸a˜o de padro˜es de demanda. Os dados sobre carga
local de um provedor de recurso sa˜o tratados pelo componente LLM, que e´ o responsa´vel
por monitorar e armazenar estas informac¸o˜es no PR. Os componentes GIS e RPA podem,
em determinados per´ıodos, realizar uma busca pelos histo´ricos de carga e demanda de
recursos para os diferentes tipos de dias. O provedor do recurso estabelece os per´ıodos n
em que o GIS pode realizar a ana´lise da demanda, e enta˜o efetua os ca´lculos de me´dia
aritme´tica de demanda e o respectivo desvio padra˜o. O ca´lculo da demanda me´dia de um
recurso considera as demandas dos u´ltimos n per´ıodos, enquanto para os desvios padra˜o
sa˜o considerados estes mesmos u´ltimos n per´ıodos e a demanda me´dia.
O administrador do recurso e´ o responsa´vel por definir o percentual ma´ximo do desvio
padra˜o durante um per´ıodo, para assim controlar se o comportamento do recurso pode
ser considerado padra˜o.
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4.1.5 Ajuste de Prec¸os
O administrador de um provedor define, baseado em valores de consulta ao GIS e paraˆmetros
por ele estabelecido, o prec¸o-base de um recurso que sera´ disponibilizado na grade compu-
tacional. O valor definido para tal recurso pode ser um dos fatores a influenciar a decisa˜o
de um consumidor em utiliza´-lo. Os valores de outros recursos concorrentes podem variar
durante o tempo, sendo necessa´rio realizar algum ajuste no valor deste.
O mecanismo de ajuste automa´tico de prec¸os e´ implementado pelo RPA, que busca
otimizar a taxa de utilizac¸a˜o do recurso. Portanto, o prec¸o deve ser proporcional a` de-
manda e taxa de utilizac¸a˜o, e inversamente proporcional a` oferta. Para isso, o RPA realiza
ana´lises nos diversos per´ıodos que apresentam uma demanda padra˜o. Essa ana´lise con-
sidera cada um dos registros de prec¸o, o comportamento da oferta e demanda, ale´m do
percentual de utilizac¸a˜o do recurso disponibilizado. Uma alta taxa de utilizac¸a˜o em um
determinado per´ıodo acarretara´ aumento do prec¸o do recurso naquele per´ıodo, enquanto
quando ocorrer uma baixa taxa de utilizac¸a˜o do recurso em outro per´ıodo, o seu prec¸o
podera´ sofrer uma queda. Esta diferenciac¸a˜o de prec¸os em per´ıodos variados aumenta a
concorreˆncia entre os provedores, gerando um cena´rio atrativo para os consumidores.
O RPA faz a identificac¸a˜o da variac¸a˜o de demanda e oferta realizando uma consulta
ao GIS. Caso a oferta por um recurso aumente, o prec¸o tende a diminuir, enquanto se a
oferta diminuir, o prec¸o tende a aumentar. Quando analisada a relac¸a˜o oferta e demanda,
os prec¸os tambe´m podem sofrer alterac¸o˜es: caso a oferta por um recurso for maior do que
a demanda, a tendeˆncia e´ que os prec¸os sofram reduc¸a˜o, pore´m quando a demanda for
maior que a oferta, a tendeˆncia e´ o aumento dos prec¸os praticados. Mais detalhes sobre
o ajuste de prec¸os podem ser encontrados em [62].
4.1.6 Servic¸o de Informac¸a˜o de Grade
O componente GIS (Grid Information Service) e´ o elemento responsa´vel por fornecer
informac¸o˜es a respeito da grade computacional.
Os provedores que desejam compartilhar recursos pro´prios na grade fazem um registro
dos mesmos no GIS, de modo que estes recursos possam ser localizados por consumidores
que desejam utilizar um recurso remoto para realizar suas tarefas. Durante o registro de
um recurso no GIS, o provedor deve definir em que tipo de categoria o seu recurso se
enquadra, os valores de prec¸o-base do recurso, tempo disponibilizado para processamento
(por exemplo, o recurso realiza processamento de uma tarefa que necessite ser finalizada
em ate´ 1200 segundos). Quando o consumidor requisita um recurso remoto, ele deve
informar o tipo de recurso desejado e/ou as faixas de valores aceita´veis que atendam seus
requisitos (como, por exemplo, capacidade de processamento).
O GIS fornece uma tabela com a classificac¸a˜o dos poss´ıveis tipos de recursos que
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podem ser consultados, a qual e´ utilizada pelo consumidor para definir qual recurso sera´
buscado. Novos tipos de recursos podem ser adicionados pelo administrador do GIS.
Ale´m de retornar os resultados das consultas de recursos ao consumidor, o GIS fornece
informac¸o˜es sobre a situac¸a˜o econoˆmica da grade como, por exemplo, informac¸o˜es sobre
oferta, demanda e prec¸os praticados. A cada vez que um consumidor efetua uma busca por
um recurso, a demanda e´ registrada no GIS, pois neste momento, o consumidor fornece
informac¸o˜es sobre o tipo de recurso desejado, o tempo de UCP necessa´rio, ale´m do valor
do seu FLOPS (Floating point Operations Per Second). Quando a consulta ao GIS e´
realizada especificando apenas o tipo do recurso desejado, a demanda e´ registrada apenas
para este tipo de recurso. Do mesmo modo, quando a consulta e´ efetuada baseando-se em
faixa de valores, a demanda e´ registrada para esta mesma faixa de valores pesquisada. O
ca´lculo da demanda por um determinado recurso, enta˜o, considera a demanda espec´ıfica
do recurso somada a` demanda por faixas.
Em uma organizac¸a˜o virtual, os participantes podem ter velocidade de processamento
que sa˜o diferentes uns dos outros. Devido a esta diferenc¸a, o administrador do GIS define
um valor de FLOPS a ser utilizado nos registros de demanda por faixa, usando uma
medida comum para todos os participantes.
Quando uma negociac¸a˜o e´ finalizada com sucesso, o componente Broker do consu-
midor informa o componente GIS o tempo de UCP adquirido, prec¸o e tipo de recurso
utilizado. Com estas informac¸o˜es, o GIS mante´m o prec¸o me´dio negociado de determi-
nado tipo de recurso. As informac¸o˜es de demanda, oferta e prec¸o me´dio de um tipo de
recurso sa˜o armazenadas em um histo´rico, a partir do qual podem-se realizar ana´lises do
comportamento da grade no decorrer do tempo.
A partir do momento em que o processo de leila˜o de um recurso foi finalizado com
sucesso, obtendo-se um vencedor, o componente Auctioneer na˜o participa mais da nego-
ciac¸a˜o. Assim, ja´ ocorre uma comunicac¸a˜o direta entre bidder e seller. O GIS oferece
informac¸o˜es sobre o comportamento honesto dos participantes, a qual sera´ detalhada na
pro´xima sec¸a˜o.
4.1.7 Sistema de Pagamentos
O mecanismo de pagamento esta´ no componente Bank, que e´ um banco virtual, em que
cada Grupo de Trabalho ou o pro´prio participante autoˆnomo possui uma conta para
controlar seu saldo.
Depois da finalizac¸a˜o da negociac¸a˜o de um recurso no modelo de leila˜o envolvendo
bidders, seller e Auctioneer, o consumidor (bidder vencedor) deve efetuar uma ordem de
pagamento junto ao componente Bank para o provedor do recurso leiloado (seller). O
Bank emite um recibo que deve ser apresentado ao Local Scheduler do provedor. Dessa
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forma, o provedor obte´m conhecimento que o prec¸o negociado foi pago e, enta˜o, inicia a
execuc¸a˜o das tarefas requisitadas pelo consumidor do recurso.
Mecanismos de seguranc¸a sa˜o aplicados nas transac¸o˜es de pagamentos para evitar
poss´ıveis fraudes. Para isso, a emissa˜o de um recibo deve conter as seguintes informac¸o˜es:
• Nu´mero da transac¸a˜o: nu´mero u´nico que representa a transac¸a˜o efetuada.
• Nu´mero da negociac¸a˜o: nu´mero da negociac¸a˜o efetuada entre provedor e consu-
midor gerado pelo Auctioneer no processo de leila˜o;
• GGID do depositante: identificac¸a˜o do Grupo de Trabalho que efetuou o depo´sito;
• GGID do favorecido: identificac¸a˜o do Grupo de Trabalho para qual foi efetuado
o cre´dito em conta;
• Valor do depo´sito: valor debitado da conta do consumidor e creditado na conta
do provedor.
A garantia de autenticidade deste recibo e´ feita atrave´s da autenticac¸a˜o, utilizando a
chave privada do banco. Ao receber o recibo, o provedor do recurso pode enta˜o verificar
a sua veracidade fazendo uso da chave pu´blica do banco. Desse modo, e´ garantido ao
provedor o pagamento do recurso que sera´ utilizado.
Entretanto, a execuc¸a˜o de uma aplicac¸a˜o pode na˜o ter sucesso por diversos fatores:
houve o desligamento do provedor durante a execuc¸a˜o da tarefa, falhas de comunicac¸a˜o,
ou o resultado do processamento na˜o foi entregue ao consumidor que estava inoperante
no momento, entre outros fatores.
Quando uma negociac¸a˜o e´ finalizada e o pagamento e´ efetuado, o provedor envia uma
confirmac¸a˜o ao consumidor notificando que a sua aplicac¸a˜o sera´ executada. Ao enviar
esta mensagem, o provedor cria um registro de estado de execuc¸a˜o que e´ armazenado no
componente LLM do provedor. O registro possui as seguintes informac¸o˜es:
1. Nu´mero da negociac¸a˜o: nu´mero u´nico no provedor, gerado pelo Auctioneer, que
identifica o processo de negociac¸a˜o em questa˜o;
2. Provedor ativo: informa se o provedor de servic¸os encontrava-se ativo no momento
previsto para execuc¸a˜o;
3. Execuc¸a˜o iniciada: informa se a execuc¸a˜o da aplicac¸a˜o do consumidor foi iniciada;
4. Execuc¸a˜o conclu´ıda: informa se a execuc¸a˜o da aplicac¸a˜o do consumidor foi con-
clu´ıda.
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Nos casos em que um pedido de execuc¸a˜o de um consumidor na˜o e´ realizado com su-
cesso pelo provedor do recurso, o valor pago deve ser restitu´ıdo. O consumidor deve entrar
em contato com o provedor para solicitar a restituic¸a˜o que sera´ realizada dependendo das
informac¸o˜es armazenadas no registro de execuc¸a˜o. Os poss´ıveis registros de execuc¸a˜o e
da ocorreˆncia da respectiva restituic¸a˜o, podem ser visto na Tabela 4.1[62].
O administrador do Grupo de Trabalho pode definir crite´rios de restituic¸a˜o automa´tica
de valores quando as falhas ocorrem por parte do provedor ou quando todas as operac¸o˜es
na˜o sa˜o executadas. Outras restituic¸o˜es solicitadas que na˜o sa˜o atendidas automatica-
mente pelo sistema sa˜o apresentadas ao administrador do recurso, para que esse possa,
enta˜o, autoriza´-las manualmente.
Provedor Ativo Execuc¸a˜o Iniciada Execuc¸a˜o Conclu´ıda Restituir
SIM SIM SIM NA˜O
SIM SIM NA˜O SIM
SIM NA˜O NA˜O NA˜O
NA˜O NA˜O NA˜O SIM
Tabela 4.1: Poss´ıveis valores do Registro de Estado de Execuc¸a˜o [62].
Quando um consumidor pedir a restituic¸a˜o de valores, se uma execuc¸a˜o na˜o teve su-
cesso por problemas no provedor, pode ocorrer que o mesmo na˜o esteja ativo, devendo-se
enta˜o esperar um per´ıodo de tempo e realizar a solicitac¸a˜o novamente. Apo´s um determi-
nado nu´mero de tentativas de restituic¸a˜o na˜o atendidas, o provedor deve armazenar um
registro de execuc¸o˜es perdidas no GIS. Este registro possui as seguintes informac¸o˜es:
• Nu´mero do registro: nu´mero u´nico que identifica o registro de execuc¸a˜o perdida;
• GGID do provedor: nu´mero de identificac¸a˜o do Grupo de Trabalho do provedor;
• GGID do consumidor: nu´mero de identificac¸a˜o do Grupo de Trabalho do con-
sumidor;
• Nu´mero da negociac¸a˜o: nu´mero gerado pelo Auctioneer, que identifica o processo
de negociac¸a˜o entre consumidor e provedor;
• Valor: valor da operac¸a˜o.
Quando o GIS armazenar um registro de execuc¸a˜o perdida, uma notificac¸a˜o e´ enviada
ao componente GCM do Grupo de Trabalho sobre a reclamac¸a˜o para que o administrador
tenha conhecimento do fato ocorrido. O registro possui tempo de vida determinado pelo
administrador, apo´s o qual e´ removido do GIS. Um Grupo de Trabalho que possui um
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registro de execuc¸a˜o perdida pode retira´-lo efetuando uma restituic¸a˜o do valor junto ao
banco do consumidor apresentando o recibo ao GIS.
Quando um consumidor efetuar uma consulta por provedores de recursos, o GIS for-
nece, para cada provedor, a relac¸a˜o de Grupos de Trabalho que tiveram reclamac¸o˜es. A
partir destas informac¸o˜es, o Broker pode decidir entre na˜o utilizar recursos de provedores
que tenham um nu´mero superior a n reclamac¸o˜es.
4.2 Estendendo uma Arquitetura de Grades Compu-
tacionais
Esta sec¸a˜o apresenta uma arquitetura para o escalonamento de recursos em uma grade
computacional utilizando modelos econoˆmicos. Essa arquitetura e´ uma extensa˜o do mo-
delo proposto por Teixeira [62], empregando o modelo econoˆmico de Leila˜o.
4.2.1 Arquitetura dos Participantes
A arquitetura aqui proposta, Figura 4.2 da pa´gina 43, assim como na arquitetura pro-
posta por [62], tambe´m possui componentes do Globus Toolkit, componentes para o lado
do provedor, componente do lado cliente e outros componentes que executam em ma´quinas
independentes de provedor e cliente. Enquanto alguns componentes existentes na arquite-
tura de [62] foram alterados, outro componente para leila˜o foi inclu´ıdo. Esses componentes
sa˜o descritos a seguir.
Os componentes alterados do lado do provedor sa˜o:
• RPA: o Resource Price Agent, responsa´vel pela determinac¸a˜o dos prec¸os-base de
um recurso, incorpora informac¸o˜es de configurac¸a˜o do administrador do provedor
para disponibilizar um recurso em um leila˜o para o componente GIS;
• Trader: o Trader e´ o componente do provedor responsa´vel por interagir com o
componente Auctioneer durante o processo de leila˜o1 de um recurso local. Baseados
nos dados gerados pelo RPA para um determinado recurso e paraˆmetros definidos
pelo administrador do provedor, ele participa do processo de leila˜o disponibilizando
o recurso local para o componente Auctioneer iniciar um leila˜o, gerencia os limites
de lances2 e taxas de variac¸a˜o de prec¸os do recurso, analisando a demanda por parte
dos consumidores3;
1Auction
2Bid
3Bidders
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Figura 4.2: Arquitetura de Grades Computacionais - Modelo Econoˆmico de Leila˜o.
O componente alterado do lado consumidor e´ o seguinte:
• Broker: o componente Broker encontrado no consumidor, e´ o responsa´vel pela
busca e negociac¸a˜o de um recurso para execuc¸a˜o de uma aplicac¸a˜o. A partir de
paraˆmetros estabelecidos pelo usua´rio, como por exemplo, limite de prec¸o e tempo
de execuc¸a˜o, ele localiza recursos dispon´ıveis para leila˜o que atendam seus crite´rios.
A negociac¸a˜o e´ feita atrave´s do componente Auctioneer ;
O outro componente modificado da arquitetura e´ o seguinte:
• GIS: o Grid Information Service e´ o componente que mante´m um servic¸o de in-
formac¸o˜es sobre recursos compartilhados em processos de negociac¸a˜o em um modelo
econoˆmico de leila˜o. Atrave´s dele, o consumidor pode identificar o provedor, obter
histo´ricos sobre oferta, demanda, prec¸o me´dio de um recurso, a forma de leila˜o e
paraˆmetros de negociac¸a˜o de um recurso, ale´m da reputac¸a˜o dos participantes;
O novo componente inserido na arquitetura e´ o seguinte:
• Auctioneer: o Auctioneer (leiloeiro) e´ o componente intermediador entre o pro-
vedor de um recurso e os consumidores interessados na utilizac¸a˜o deste. Ele e´ o
responsa´vel por receber um recurso do componente Trader do provedor para iniciar
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um leila˜o e realizar o processo de negociac¸a˜o com os consumidores atrave´s do compo-
nente Broker existente em cada um dos consumidores. O Auctioneer mante´m ainda
uma lista de Brokers que ja´ participaram de leilo˜es por ele intermediado, podendo
informar futuros leilo˜es de recursos que possam ser interessantes a um determinado
consumidor.
A seguir e´ apresentado o modelo de leila˜o na negociac¸a˜o de recursos dispon´ıveis em
uma grade computacional.
4.2.2 Leilo˜es na Negociac¸a˜o de Recursos
Para se ter acesso a um recurso disponibilizado em uma Grade Computacional baseada
em modelos econoˆmicos, e´ necessa´rio que as partes (consumidores e provedores) realizem
um processo de negociac¸a˜o, com o objetivo de determinar o prec¸o do recurso.
O modelo econoˆmico de leila˜o e´ empregado na arquitetura proposta como a forma
de negociac¸a˜o do prec¸o de um recurso. Inicialmente o administrador do provedor dis-
ponibiliza um recurso na grade, informando o componente GIS sobre o novo recurso e
o tipo de leila˜o em que ele sera´ negociado (Ingleˆs, Segundo Prec¸o, Holandeˆs, entre ou-
tros). Neste momento, o administrador do provedor ja´ define para o componente Trader
todos os paraˆmetros necessa´rios para o processo de leila˜o, como prec¸o-base, taxa de va-
riac¸a˜o do valor do recurso para lance, tipo de leila˜o, ale´m de poss´ıveis limites dos valores
mı´nimos/ma´ximos que o recurso pode ser negociado. Essas informac¸o˜es sa˜o repassadas
para o componente Auctioneer.
Quando um consumidor deseja executar alguma aplicac¸a˜o utilizando um recurso re-
moto, ele faz uso do componente Broker, que conduzira´ o processo de localizac¸a˜o e nego-
ciac¸a˜o. O consumidor define para o componente Broker os paraˆmetros necessa´rios para
a participac¸a˜o em um leila˜o, como faixa de prec¸o aceitos para negociac¸a˜o, limites para
lances, ale´m da prefereˆncia por um tipo de leila˜o. Encontrado um recurso desejado, o com-
ponente Broker comunica ao componente Auctioneer sobre o interesse na participac¸a˜o em
um leila˜o de um dado recurso.
O componente Auctioneer sera´ o a´rbitro durante o processo de leila˜o. O Auctioneer
dispara o leila˜o apo´s um per´ıodo pre´-determinado pelo administrador a partir do momento
em que o provedor disponibiliza um recurso para leila˜o. Outro requisito que poderia ser
considerado para iniciar um leila˜o seria um nu´mero mı´nimo de participantes.
Quando um processo de leila˜o finaliza com sucesso e um bidder e´ vencedor, o Auctio-
neer gera um nu´mero u´nico de identificac¸a˜o da negociac¸a˜o, o qual e´ fornecido ao provedor
e consumidor para fins de transac¸a˜o de valores (os pagamentos de recursos sera˜o abordados
na sessa˜o 4.1.7), e armazenado em seu histo´rico, para uma eventual futura auditoria.
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Quando analisa-se o modelo de leila˜o sendo aplicado a um ambiente de grades compu-
tacionais, e´ necessa´rio fazer uma correlac¸a˜o entre ativos em leilo˜es tradicionais e recursos
em uma grade computacional. No modelo de leila˜o tradicional, o Auctioneer manipula
todas as transac¸o˜es entre sellers e bidders, enquanto em um leila˜o de um recurso de grade,
os bidders fazem lances pelo direito de uso de um recurso. Desse modo, assim que um
leila˜o e´ finalizado, o Auctioneer na˜o continua a mediac¸a˜o entre provedores e consumidores
[33]. Desse modo, o componente Auctioneer aqui proposto, na˜o manipulara´ as negociac¸o˜es
apo´s a definic¸a˜o de um vencedor de um processo de negociac¸a˜o de leila˜o para um recurso.
A seguir sa˜o apresentados os diferentes tipos de leila˜o que o componente Auctioneer
pode conduzir.
4.2.3 Leila˜o Ingleˆs
O administrador do provedor pode em algum momento compartilhar um recurso na grade
computacional, disponibilizando o mesmo atrave´s do modelo econoˆmico Leila˜o Ingleˆs. A
modalidade de Leila˜o Ingleˆs e´ uma das mais utilizadas [33]. O modelo de leila˜o em questa˜o
e´ aberto permitindo que os bidders aumentem os valores dos pro´prios lances baseando-se
nos valores de lances de outros bidders.
A Figura 4.3 mostra o diagrama de sequ¨eˆncia dos eventos gerados durante o processo
de negociac¸a˜o na modalidade Leila˜o Ingleˆs.
Figura 4.3: Diagrama de Sequ¨eˆncia - Leila˜o Ingleˆs.
O processo de negociac¸a˜o atrave´s do Leila˜o Ingleˆs inicia-se com o Auctioneer transmi-
tindo uma mensagem (via broadcast) a todos os bidders interessados que o recurso esta´
dispon´ıvel para receber lances (bids). A partir desse momento, o Auctioneer pode receber
va´rios lances de diversos participantes dentro de um per´ıodo de tempo (tempo suficiente
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para receber lances de participantes muito remotos), sempre enviando um broadcast do
lance mais alto corrente aos bidders. Este processo de receber lances e fazer broadcast
do maior lance corrente continua ate´ que o envio de novos lances parem, apo´s um de-
terminado per´ıodo de tempo suficiente pre´-determinado. Ao final do processo, o bidder
com o lance mais alto tem o direito de utilizar o recurso leiloado. Em caso de empates, o
primeiro lance gerado e´ o vencedor.
Se na˜o ocorrerem lances, o componente Trader pode refazer uma avaliac¸a˜o do valor que
esta´ cobrando por seu recurso, atualizando seu prec¸o de acordo com os prec¸os praticados
na grade computacional, como foi visto na sessa˜o 4.1.5 deste cap´ıtulo.
Aspectos positivos e negativos podem ser encontrados no Leila˜o Ingleˆs. Uma das van-
tagens do leila˜o ingleˆs e´ que, por ser um leila˜o aberto, os consumidores teˆm a possibilidade
de ver os lances dos demais consumidores. Esta visibilidade permite que os lances de um
consumidor sejam ajustados sensivelmente de acordo com os lances que esta˜o sendo pra-
ticados. Outra vantagem do uso do Leila˜o Ingleˆs e´ que, quando existem muitos bidders
interessados, a negociac¸a˜o sera´ finalizada com um prec¸o mais interessante ao provedor do
recurso. Por outro lado, o alto n´ıvel de comunicac¸a˜o necessa´ria neste modelo e´ uma des-
vantagem, ja´ que para cada lance dado por um bidder, o Auctioneer necessita enviar uma
mensagem para cada um dos demais bidders participantes. Outro problema encontrado
e´ que o uso de recursos pode ser restringido aos grupos de trabalho/consumidores com
maior poder aquisitivo. Este comportamento pode ser prevenido limitando um Broker a
participar de um limitado nu´mero de leilo˜es em um per´ıodo de tempo.
4.2.4 Leila˜o Holandeˆs
O administrador do provedor pode disponibilizar um recurso atrave´s do Leila˜o Holandeˆs,
que tambe´m e´ um leila˜o aberto. O processo publicac¸a˜o do recurso e solicitac¸a˜o de parti-
cipac¸a˜o no leila˜o por parte do Broker ao Auctioneer ocorre de forma semelhante ao Leila˜o
Ingleˆs. Entretanto, o processo de leila˜o e´ feito de forma diferente.
A Figura 4.4 mostra o diagrama de sequ¨eˆncia dos eventos gerados durante o processo
de negociac¸a˜o na modalidade Leila˜o Holandeˆs.
No in´ıcio do processo do Leila˜o Holandeˆs, o Auctioneer anuncia a todos os bidders
participantes (via broadcast) que o recurso esta´ dispon´ıvel para receber lances. Dado um
per´ıodo de tempo sem lances, o Auctioneer reduz o valor do prec¸o do recurso, novamente
enviando um broadcast do novo prec¸o para todos os bidders envolvidos. Esse processo
continua ate´ que um bidder fac¸a um lance ou o valor do recurso chegue a um limite
mı´nimo. O primeiro lance de um bidder a chegar ao Auctioneer adquire o direito de
utilizar o recurso leiloado.
Assim como na modalidade de Leila˜o Ingleˆs, se o recurso na˜o recebeu algum lance
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ate´ a reduc¸a˜o do valor ao prec¸o mı´nimo estabelecido pelo administrador do provedor, o
componente Trader pode atualizar o prec¸o de acordo com os valores praticados na grade,
como visto na sec¸a˜o 4.1.5.
Figura 4.4: Diagrama de Sequ¨eˆncia - Leila˜o Holandeˆs.
Uma importante vantagem do Leila˜o Holandeˆs, e´ que ele forc¸a que o conceito de
oferta-demanda tenha um importante papel no leila˜o. Quando um recurso possui uma
alta demanda, os bidders fara˜o lances mais cedo, consequ¨entemente pagando um valor
maior pelo recurso. Por outro lado, quando a oferta de recursos e´ maior que a demanda,
os bidders na˜o dara˜o lances ate´ que os prec¸os sejam reduzidos.
Apesar de o Leila˜o Holandeˆs ter menos comunicac¸a˜o do que o Leila˜o Ingleˆs, o nu´mero
de mensagens geradas ainda e´ alta. A cada reduc¸a˜o de prec¸o de um recurso, o Auctioneer
necessita realizar o broadcast do novo prec¸o do recurso aos bidders envolvidos no leila˜o,
gerando uma grande quantidade de mensagens. A supervalorizac¸a˜o de um recurso na˜o e´
um problema, mas existe um potencial de subvalorizac¸a˜o do mesmo [33].
4.2.5 Primeiro Prec¸o
Os modelos de leila˜o vistos anteriormente (Ingleˆs e Holandeˆs) sa˜o chamados de leilo˜es
abertos, pois todos os participantes teˆm conhecimento do lance mais alto, podendo decidir
dar um lance maior do que esta´ sendo ofertado no momento.
Contudo, encontramos tambe´m os leilo˜es fechados, em que os lances sa˜o apresentados
simultaneamente ao Auctioneer em mensagens fechadas. A modalidade de leila˜o Primeiro
Prec¸o e´ um tipo de leila˜o fechado, em que ganham os bidders que fizerem os melhores
lances. Os leilo˜es fechados exigem que cada bidder fac¸a o lance considerando exclusiva-
mente informac¸o˜es de conhecimento do mercado, pois ele somente toma conhecimento dos
demais lances quando o leila˜o esta´ encerrado [57].
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A Figura 4.5 mostra o diagrama de sequ¨eˆncia dos eventos gerados durante o processo
de negociac¸a˜o na modalidade Leila˜o Primeiro Prec¸o.
Figura 4.5: Diagrama de Sequ¨eˆncia - Leila˜o Primeiro Prec¸o.
O processo para requisitar participac¸a˜o no leila˜o e´ semelhante ao da modalidade Leila˜o
Ingleˆs e Holandeˆs. O processo do leila˜o Primeiro Prec¸o inicia-se com o componente Aucti-
oneer enviando uma mensagem para cada bidder participante, informando que o recurso
esta´ dispon´ıvel para receber lances. Cada bidder envia seu lance, sem conhecimento dos
valores dos demais bidders concorrentes. Apo´s um determinado per´ıodo de tempo, o
Auctioneer analisa todos os lances recebidos, e enta˜o atribui o direito de uso do recurso
ao bidder que efetuou o maior lance. Em caso de empates, o primeiro lance gerado e´ o
vencedor.
Esta forma de leila˜o faz com que os provedores (sellers) submetam os prec¸os-base dos
recursos com valores similares ao seu custo, e os bidders fac¸am lances de quantidades equi-
valentes a` sua capacidade de aquisic¸a˜o e conhecimento de mercado [42], fazendo ana´lises
sobre resultados de consultas ao GIS.
No modelo de leila˜o Primeiro Prec¸o, os lances produzem um comportamento seme-
lhante ao Leila˜o Holandeˆs, com apenas um u´nico maior lance que define o bidder com
direito de uso do recurso. Entretanto, na˜o existe a carga de comunicac¸a˜o para envio de
mensagens para cada bidder sobre reduc¸a˜o de prec¸os, pois na˜o ha´ atualizac¸a˜o de valores
durante o leila˜o.
4.2.6 Segundo Prec¸o
O modelo de leila˜o Segundo Prec¸o, tambe´m conhecido como Vickrey [63], e´ um leila˜o
fechado e semelhante ao modelo de leila˜o Primeiro Prec¸o.
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A Figura 4.6 mostra o diagrama de sequ¨eˆncia dos eventos gerados durante o processo
de negociac¸a˜o na modalidade Leila˜o Segundo Prec¸o.
Figura 4.6: Diagrama de Sequ¨eˆncia - Leila˜o Segundo Prec¸o.
O processo de negociac¸a˜o se da´ com os bidders enviando lances para o Auctioneer sem
haver conhecimento do lance dos bidders concorrentes. Ao bidder que fizer o maior lance
de todos, e´ atribu´ıdo o direito de utilizar o recurso leiloado. Entretanto, o valor a ser pago
pelo recurso sera´ o prec¸o do segundo maior lance recebido pelo Auctioneer. Em caso de
empates, o primeiro lance gerado e´ o vencedor.
4.3 Concluso˜es do Cap´ıtulo
A arquitetura proposta estende uma arquitetura proposta por [62], em que alguns com-
ponentes sa˜o alterados e outros sa˜o criados para suportar o modelo econoˆmico de leila˜o
em um ambiente de grades computacionais.
O novo componente Auctioneer fornece negociac¸o˜es em diferentes modalidades de
leila˜o: leila˜o ingleˆs, holandeˆs, primeiro e segundo prec¸o. A utilizac¸a˜o de modelos de leila˜o
possibilita a negociac¸a˜o justa de um fornecedor para muitos consumidores, onde todos os
participantes possuem chances iguais de concorrer ao direito de uso de um recurso.
O pro´ximo cap´ıtulo apresenta a implementac¸a˜o de um simulador do comportamento
dos participantes em um modelo econoˆmico de leila˜o.
Cap´ıtulo 5
Implementac¸a˜o do Modelo
Econoˆmico de Leila˜o
Modelos econoˆmicos de leila˜o sa˜o amplamente utilizados em negociac¸o˜es de bens. Eles
fornecem um ambiente justo para negociac¸o˜es, pois sua formalidade tende a garantir que
todos os potenciais compradores tenham chances iguais [60]. Ale´m disso, o modelo em
questa˜o apoia negociac¸o˜es de um-para-muitos, entre um provedor de um recurso e va´rios
consumidores, em um processo que reduz a negociac¸a˜o a um u´nico valor (prec¸o) [32].
O modelo econoˆmico de leila˜o pode ser aplicado tambe´m em um ambiente de grade
computacional, onde recursos dispon´ıveis podem ser alocados remotamente, gerando cre´-
ditos para os fornecedores e prestando servic¸os para os consumidores.
A implementac¸a˜o foi realizada atrave´s de uma simulac¸a˜o do comportamento do modelo
econoˆmico de leila˜o em uma grade computacional, baseada na arquitetura proposta no
Cap´ıtulo 4. Essa opc¸a˜o foi adotada pois na˜o compromete a avaliac¸a˜o da arquitetura e por
na˜o termos dispon´ıvel um ambiente com va´rios computadores utilizando um middleware
de grades como o Globus Toolkit. Nas pro´ximas sec¸o˜es sa˜o descritos mais detalhes sobre
a implementac¸a˜o.
5.1 Tecnologias e Ferramentas
Como grades computacionais agregam ambientes heterogeˆneos, tecnologias para o seu de-
senvolvimento devem ser porta´veis entre diversas plataformas. Por essa raza˜o, o simulador
para a arquitetura proposta no Cap´ıtulo 4 foi implementado utilizando a tecnologia Java
[54]. Como ambiente de desenvolvimento, foi escolhida a ferramenta NetBeans6.7 [16].
O ambiente de simulac¸a˜o do modelo econoˆmico de leila˜o necessita que os participantes
possuam independeˆncia uns dos outros, ale´m de concorreˆncia para tomadas de deciso˜es:
enquanto um participante esta´ participando de um processo de leila˜o, outro participante
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poderia atualizar informac¸o˜es de seus recursos. Para prover este comportamento, foi
adotada a implementac¸a˜o de Java Threads [13]. A Ma´quina Virtual Java [20] permite
que aplicac¸o˜es possuam mu´ltiplas threads de execuc¸a˜o trabalhando concorrentemente.
Para guardar as informac¸o˜es da simulac¸a˜o, a ferramenta db4o [2] foi escolhida. Esta
ferramenta e´ um banco de objetos de co´digo aberto sob a licenc¸a GPL [5], com suporte
tanto para tecnologias Java quanto para .Net [15].
A tecnologia Java aliada ao ambiente de desenvolvimento NetBeans possibilita a es-
colha de diversos sistemas operacionais como base. Dessa forma, optou-se para execuc¸a˜o
da simulac¸a˜o de modelos econoˆmicos de leila˜o o sistema operacional Debian Linux [3].
No que diz respeito a hardware, foi utilizado um computador com processador Intel
Celeron 440 de 1.86 GHz, com 1024 MB de memo´ria RAM e disco r´ıgido de 100 GB.
5.2 Detalhes de Implementac¸a˜o
Os principais mo´dulos existentes na execuc¸a˜o da simulac¸a˜o do modelo econoˆmico de leila˜o
sa˜o:
• Participant: elemento consumidor ou provedor de um recurso;
• GIS: Grid Information Service: servic¸o de informac¸a˜o sobre servic¸os da grade
computacional;
• Auctioneer: leiloeiro - conduz a negociac¸a˜o de um recurso.
Foi asbtra´ıdo da arquitetura o componente Bank. A seguir sera˜o detalhados os mo´dulos
acima listados.
5.2.1 Participant
Dentro de um ambiente de um leila˜o, um agente pode ter tanto o papel de fornecedor
quanto de consumidor de recursos, dependendo das regras do grupo de trabalho em que
ele se encontra.
Desse modo, para o ambiente de simulac¸a˜o, e´ definido o elemento Participant, o qual
possui os mo´dulos Broker, Trader e RPA. O Participant mante´m informac¸o˜es so-
bre valores moneta´rios, como o total de dinheiro dispon´ıvel, ale´m de um valor limite de
orc¸amento para participac¸a˜o em cada leila˜o (Budget). Tambe´m sa˜o guardadas as in-
formac¸o˜es sobre o recurso que pode ser disponibilizado por ele, seu prec¸o e regras para
venda, ale´m de uma lista dos recursos que o participante pode desejar consumir durante
seu tempo de vida.
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O Broker e´ o mo´dulo responsa´vel pela negociac¸a˜o em um leila˜o quando o participante
deseja consumir um recurso. A partir de regras definidas previamente por um adminis-
trador, o Broker realiza buscas no GIS por algum recurso dispon´ıvel que atenda suas
necessidades, e informa o Auctioneer sobre o interesse na participac¸a˜o do leila˜o de um
recurso. Quando o Broker se comunica com o Auctioneer, ele recebe um objeto Sales-
Rule(regras de venda), o qual possui todas as informac¸o˜es referentes ao leila˜o do recurso
desejado (prec¸o-base, taxa de elevac¸a˜o de lances, tipo do recurso, entre outros). Assim
que sinaliza ao Auctioneer a participac¸a˜o em um leila˜o, o Broker espera ate´ que o recurso
que ele deseja adquirir esteja aberto para receber lances.
O Trader e´ o mo´dulo responsa´vel pela negociac¸a˜o em um leila˜o quando o participante
deseja vender (fornecer) um recurso. O Trader realiza a comunicac¸a˜o com o Auctioneer,
com o objetivo de prover um recurso para ser leiloado. Ele tambe´m e´ responsa´vel por
controlar as regras de venda definidas pelo seu administrador, decidindo por exemplo, se o
prec¸o de um recurso em um leila˜o deve sofrer reduc¸a˜o, respeitando um limite estabelecido.
O mo´dulo RPA (Resource Price Agent) e´ responsa´vel por informar o componente GIS
sobre um recurso dispon´ıvel para consultas, ale´m de manter os valores iniciais dos recur-
sos. De tempos em tempos, os prec¸os dos recursos sa˜o atualizados: atrave´s de consultas
ao componente GIS, ele obte´m informac¸o˜es sobre a oferta e a demanda dos recursos con-
correntes tambe´m disponibilizados no GIS, aplicando pesos sobre essas informac¸o˜es para
variar o prec¸o cobrado.
O funcionamento dos mo´dulos Broker, Trades e RPA deve ser de forma concorrente.
Para que isto ocorra, cada instaˆncia do elemento Participant instancia uma thread para
cada um destes mo´dulos. Com isso, um participante pode, ao mesmo tempo, estar com-
prando um recurso em um leila˜o e vendendo o pro´prio recurso em outro. Da mesma forma
o prec¸o do recurso disponibilizado estara´, de per´ıodos em per´ıodos, sendo atualizado pela
thread do RPA.
5.2.2 GIS: Grid Information Service
Para que um consumidor consiga localizar um recurso desejado, e´ necessa´rio uma forma de
busca em um local comum, onde os fornecedores destes recursos possam disponibiliza´-los.
E´ no mo´dulo GIS que o componente RPA de um fornecedor cadastra o recurso que
deseja compartilhar, e o Broker do consumidor busca um recurso que atenda seus requi-
sitos. O GIS fornece uma lista com informac¸o˜es de recursos que esta˜o dispon´ıveis para
uso remoto, ale´m de informac¸o˜es sobre o estado da grade computacional. Algumas dessas
informac¸o˜es, como prec¸o me´dio, demanda e consumo de um tipo de recurso, necessitam
de atualizac¸o˜es perio´dicas. Para isso, uma thread e´ designada para realizar as atualizac¸o˜es
de informac¸o˜es de estado da grade.
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O RPA calcula o novo prec¸o de um recurso baseando-se em valores de oferta e demanda
corrente com valores de oferta e demanda de um per´ıodo anterior. Esses valores sa˜o
calculados e fornecidos pelo GIS, o qual informa a demanda e oferta corrente e de um
per´ıodo n anterior.
5.2.3 Auctioneer
Durante o leila˜o de um recurso, toda a negociac¸a˜o e´ intermediada pelo Auctioneer (lei-
loeiro). Desse modo, um consumidor deve manifestar ao Auctioneer sua intenc¸a˜o em
adquirir o direito de uso de algum recurso, enquanto um fornecedor lhe comunica da
intenc¸a˜o de leiloar um recurso pro´prio.
O mo´dulo Auctioneer necessita estar ativo durante o tempo de vida dos participantes.
Para isso, uma thread e´ designada para controlar os processos de leila˜o.
O mo´dulo Trader de um fornecedor registra um recurso para leiloar junto ao Aucti-
oneer, fornecendo informac¸o˜es sobre o recurso e regras de venda. O mo´dulo Broker do
consumidor, apo´s uma consulta ao GIS, solicita ao Auctioneer a participac¸a˜o no leila˜o de
um recurso registrado em sua base de dados. Apo´s um tempo determinado pelo adminis-
trador, o Auctioneer busca um recurso para leiloar e avisa todos os interessados sobre o
in´ıcio do leila˜o.
Quatro diferentes variac¸o˜es de leila˜o foram desenvolvidos: leila˜o ingleˆs, leila˜o holandeˆs,
primeiro prec¸o e segundo prec¸o.
Durante o leila˜o ingleˆs, os mo´dulos Brokers dos participantes interessados no recurso
enviam seus lances (bids) ao componente Auctioneer, e este por sua vez anuncia para
todos os participantes o valor atual do recurso em leila˜o. Outros Brokers podem enviar
mais lances se possu´ırem condic¸o˜es para isso. Este processo repete-se ate´ que, depois de
um tempo estabelecido, na˜o ocorram novos lances. Se na˜o ocorrer nenhum lance, o prec¸o
do recurso pode sofrer reduc¸a˜o, de acordo com as regras de venda mantidas pelo mo´dulo
Trader do participante que esta´ leiloando o pro´prio recurso.
No leila˜o holandeˆs, o mo´dulo Broker do participante interessado no recurso que enviar
o primeiro lance ao componente Auctioneer vence o leila˜o. Caso na˜o ocorra nenhum lance,
o prec¸o do recurso sofre reduc¸a˜o ate´ um limite definido nas regras de venda do recurso. Se
ocorrer esta reduc¸a˜o de prec¸o, o Auctioneer anuncia para todos os participantes o novo
prec¸o do recurso com seu valor reduzido.
Para o leila˜o na modalidade primeiro prec¸o, cada um dos mo´dulos Brokers dos par-
ticipantes enviam uma u´nica proposta para o Auctioneer. O Broker que enviar o maior
lance obte´m o direito de utilizar o recurso. Caso na˜o ocorram lances, o prec¸o do recurso
podera´ ser reduzido, novamente respeitando as regras de venda do recurso.
O processo do leila˜o na modalidade segundo prec¸o segue semelhante ao primeiro prec¸o,
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pore´m o Broker vencedor ira´ pagar o valor do segundo maior lance.
O componente Auctioneer possui responsabilidades ate´ a definic¸a˜o de um vencedor do
leila˜o. Assim, ele apenas informa o fornecedor (Trader) e consumidor (Broker) sobre a
finalizac¸a˜o do leila˜o de um recurso com seu respectivo valor negociado. O Auctioneer na˜o
se envolve nos pagamentos para uso do recurso rece´m leiloado.
5.3 Execuc¸a˜o da Simulac¸a˜o de Leila˜o
Para a execuc¸a˜o da simulac¸a˜o dos processos de leila˜o, foram previamente definidos um
nu´mero de participantes em uma base de dados. Para que se tenha uma comparac¸a˜o
equivalente, a mesma base de dados (participantes) e´ utilizada nos quatro diferentes tipos
de leila˜o.
Treˆs diferentes tipos abstratos de classificac¸a˜o de recursos foram definidos para gerar
uma diversificac¸a˜o dentro do processo de leila˜o. Desse modo, o componente GIS podera´
manter uma lista de va´rios recursos que atendam diferentes requisitos. Os tipos abstratos
de classificac¸a˜o sa˜o: TYPE A, TYPE B e TYPE C.
A Figura 5.1 exibe a interface gra´fica para o cadastro de um participante no ambiente
para leila˜o.
Figura 5.1: Interface gra´fica para cadastro de participantes.
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O administrador pode definir um nome e saldo dispon´ıvel para um participante. O
identificador ID e´ gerado automaticamente. Ele tambe´m escolhe o tipo de recurso que
ira´ disponibilizar, assim como os recursos que o participante podera´ consumir. Um saldo
moneta´rio e um valor de orc¸amento para participac¸a˜o em cada leila˜o tambe´m deve ser
fornecido (budget).
Nas regras de venda para leilo˜es, o administrador define o prec¸o-base para um recurso.
Ele tambe´m define um prec¸o mı´nimo que limita as reduc¸o˜es do valor do prec¸o-base co-
brado. Para realizar as reduc¸o˜es de prec¸o, uma taxa de reduc¸a˜o deve ser estabelecida.
Assim, esta taxa de reduc¸a˜o e´ aplicada ao prec¸o praticado se o novo valor na˜o for menor
do que o prec¸o mı´nimo anteriormente definido.
E´ estabelecido um tempo limite para os participantes. Este tempo limite sera´ utilizado
pelo Auctioneer para controlar o tempo de espera por lances em um leila˜o: quando um
recurso receber um lance, apo´s um tempo de espera t sem receber mais algum lance, a
negociac¸a˜o e´ finalizada, ou caso na˜o receba nenhum lance dentro deste mesmo tempo de
espera t, o prec¸o-base pode sofrer reduc¸a˜o se poss´ıvel.
Para realizar a simulac¸a˜o do comportamento de leila˜o, foram gerados 30 participan-
tes, 10 participantes sa˜o fornecedores de recursos TYPE A e poss´ıveis consumidores de
recursos TYPE B e TYPE C, 10 participantes sa˜o fornecedores de recursos TYPE B e
poss´ıveis consumidores de recursos TYPE A e TYPE C, e 10 participantes sa˜o fornece-
dores de recursos TYPE C e poss´ıveis consumidores de recursos TYPE A e TYPE B.
A execuc¸a˜o das simulac¸o˜es sa˜o realizadas em diferentes proporc¸o˜es de oferta e demanda
por recursos para cada um dos quatro tipos de modalidades de leila˜o, os quais esta˜o
listados na Tabela 5.1.
Oferta Demanda
100% 100%
100% 75%
100% 25%
75% 100%
25% 100%
Tabela 5.1: Proporc¸o˜es de oferta e demanda na execuc¸a˜o dos modelos econoˆmicos de
leila˜o.
Durante a inicializac¸a˜o de um participante, de acordo com as proporc¸o˜es de oferta e
demanda, ele pode ser habilitado a trabalhar ou na˜o como um consumidor de recursos
e/ou fornecedor de recursos. Caso ele esteja habilitado, durante seu tempo de vida, ele
decidira´ quando disponibilizara´ ou buscara´ consumir um recurso na grade. No ambiente de
simulac¸a˜o, esta decisa˜o e´ feita de forma aleato´ria, utilizando a classe Math.Ramdomize()
da API Java [54].
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Na pro´xima sessa˜o sa˜o apresentados os resultados da simulac¸a˜o do comportamento
do modelo econoˆmico de leilo˜es nas modalidades leila˜o ingleˆs, leila˜o holandeˆs, primeiro e
segundo prec¸o.
5.4 Ana´lise dos Resultados das Simulac¸o˜es
A partir de uma base de dado comum, foram realizadas simulac¸o˜es das diferentes moda-
lidades de leila˜o, em diferentes relac¸o˜es de oferta e demanda, em um u´nico computador,
seguindo os valores listados na Tabela 5.1.
Para cada proporc¸a˜o de oferta e demanda de cada modalidade de leila˜o, foram reali-
zadas simulac¸o˜es com durac¸a˜o de 8 horas cada. A seguir sera˜o apresentados os gra´ficos
das simulac¸o˜es dos modelos de leila˜o implementados.
5.4.1 Leila˜o Ingleˆs
A Figura 5.2 mostra o prec¸o me´dio negociado dos tipos de recursos em diferentes pro-
porc¸o˜es de oferta e demanda em um leila˜o ingleˆs.
Figura 5.2: Prec¸o me´dio na negociac¸a˜o de recursos no Leila˜o Ingleˆs.
No leila˜o ingleˆs para os recursos classificados como TYPE A, TYPE B e TYPE C,
os prec¸os negociados seguem a tendeˆncia de oferta e demanda: quando a oferta e´ maior
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que a demanda, o prec¸o reduz, e quando a oferta e´ menor que a demanda, o prec¸o sofre
elevac¸a˜o.
5.4.2 Leila˜o Holandeˆs
A Figura 5.3 mostra o prec¸o me´dio negociado dos tipos de recursos em diferentes pro-
porc¸o˜es de oferta e demanda em um leila˜o holandeˆs.
Figura 5.3: Prec¸o me´dio na negociac¸a˜o de recursos no Leila˜o Holandeˆs.
Nota-se que, para os recursos classificados como TYPE A, TYPE B e TYPE C, os
prec¸os negociados seguem, na me´dia, a tendeˆncia de oferta e demanda: quando a oferta e´
maior que a demanda, o prec¸o reduz, e quando a oferta e´ menor que a demanda, o prec¸o
sofre elevac¸a˜o.
No leila˜o holandeˆs, o primeiro interessado em um recurso que fizer um lance obte´m
o direito de uso. Em algumas situac¸o˜es, por mais que a demanda seja baixa, alguns
consumidores podem na˜o esperar reduc¸a˜o de prec¸os e imediatamente enviam lances para
garantir um recurso.
O comportamento do prec¸o de negociac¸a˜o dos recursos no leila˜o ingleˆs e´ diferente do
comportamento no leila˜o holandeˆs. Uma das razo˜es para isso e´ que, enquanto no leila˜o
holandeˆs o primeiro lance e´ o vencedor, no leila˜o ingleˆs va´rios lances podem ser gerados,
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aumentando os valores me´dios negociados quando a demanda e´ extremamente maior que
a oferta.
5.4.3 Leila˜o Primeiro Prec¸o
A Figura 5.4 mostra o prec¸o me´dio negociado dos tipos de recursos em diferentes pro-
porc¸o˜es de oferta e demanda na modalidade leila˜o primeiro prec¸o.
Figura 5.4: Prec¸o me´dio na negociac¸a˜o de recursos no Leila˜o Primeiro Prec¸o.
Para os recursos classificados como TYPE A, TYPE B e TYPE C, os prec¸os negoci-
ados seguem a tendeˆncia de oferta e demanda (oferta maior que a demanda resultando
em menores prec¸os, e demanda maior que oferta resultando e aumento nos prec¸os), com
o prec¸o me´dio negociado de TYPE C variando pouco entre as proporc¸o˜es de oferta e
demanda.
O comportamento do leila˜o de primeiro prec¸o e´ semelhante ao comportamento do
leila˜o holandeˆs, pois um participante na˜o tem conhecimento de outros lances de concor-
rentes ao recurso. Dessa forma, o interessado em enviar um lance necessita de um maior
conhecimento de mercado, ao inve´s de basear-se nos lances concorrentes. Com isso, se o
participante na˜o possui um bom conhecimento de mercado (acessando o GIS e realizando
ana´lise nas informac¸o˜es adquiridas) e necessita muito de um certo recurso, um lance alto
pode ser enviado, mesmo que a oferta seja maior.
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5.4.4 Leila˜o Segundo Prec¸o
A Figura 5.5 mostra o prec¸o me´dio negociado dos tipos de recursos em diferentes pro-
porc¸o˜es de oferta e demanda na modalidade leila˜o segundo prec¸o.
Figura 5.5: Prec¸o me´dio na negociac¸a˜o de recursos no Leila˜o Segundo Prec¸o.
Para os recursos classificados como TYPE A, TYPE B e TYPE C, os prec¸os negoci-
ados seguem a tendeˆncia de oferta e demanda, com o prec¸o me´dio negociado de TYPE C
variando pouco entre as proporc¸o˜es de oferta e demanda.
O leila˜o de segundo prec¸o segue o mesmo comportamento do leila˜o primeiro prec¸o, com
a diferenc¸a que o participante que enviar o maior lance pagara´ o recurso com o valor do
segundo maior lance. Novamente, os participantes necessitam de um maior conhecimento
de mercado para gerar lances.
5.4.5 Negociac¸o˜es de Recursos
Durante a execuc¸a˜o do simulador de leilo˜es, va´rias negociac¸o˜es foram efetuadas e regis-
tradas no componente GIS. O gra´fico da Figura 5.6 mostra o nu´mero de negociac¸o˜es
efetuadas em cada modalidade de leila˜o, em diferentes padro˜es de oferta e demanda lis-
tados na Tabela 5.1.
Nota-se um padra˜o do comportamento dos participantes, mesmo esse comportamento
sendo incentivado de forma aleato´ria. Enquanto a oferta de um recurso e´ alta e a demanda
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Figura 5.6: Nu´mero de negociac¸o˜es em diferentes modalidades de Leila˜o.
e´ baixa, o nu´mero de negociac¸o˜es e´ significativamente menor que o nu´mero de negociac¸o˜es
de quando a demanda pelos recursos e´ maior que a oferta dos mesmos, pois temos mais
interessados em adquirir o direito de uso dos mesmos.
5.4.6 Ana´lise do Nu´mero de Mensagens Trocadas
Durante o processo de qualquer modalidade de leila˜o, mensagens que conte´m o prec¸o do
recurso a ser leiloado ou de valores de lances sa˜o trocadas entre o Auctioneer e os mo´dulos
Broker dos participantes.
Quando o Auctionner avisa n participantes sobre o in´ıcio de um leila˜o, sa˜o geradas
n mensagens. Caso na˜o ocorra algum lance, o prec¸o do recurso podera´ ser reduzido,
fazendo-se necessa´rio avisar novamente todos os participantes com mais n mensagens.
Caso ocorram m reduc¸o˜es de prec¸o, sera˜o geradas mn mensagens. Ao final do leila˜o, n
mensagens sa˜o enviadas para avisar sobre o fim do processo de negociac¸a˜o. Desse modo,
todo processo de leila˜o ira´ gerar pelo menos 2n+mn mensagens, sendo m = 0..L, onde L
e´ o nu´mero ma´ximo de reduc¸o˜es de prec¸o poss´ıvel.
As diferentes modalidades de leila˜o podem gerar nu´mero de mensagens diferentes.
Essa diferenc¸a no nu´mero de mensagens pode influenciar no desempenho do sistema em
que e´ realizado o leila˜o.
5.4. Ana´lise dos Resultados das Simulac¸o˜es 61
Para o leila˜o ingleˆs, cada lance gerado por um participante deve ser avisado aos demais
participantes, para que estes decidam enviar um novo lance. Assim, para cada lance
gerado, n mensagens de aviso sobre novo lance sera˜o geradas. Se houver k lances, enta˜o
havera´ ao menos kn mensagens trocadas. Desse modo, para o leila˜o ingleˆs, sera˜o geradas
ao menos 2n+mn+ kn mensagens.
No processo de leila˜o holandeˆs, o nu´mero de mensagens e´ menor do que no leila˜o
ingleˆs. Quando houver um lance, o processo de negociac¸a˜o e´ finalizado, e o Auctioneer
avisa todos os participantes sobre o lance vencedor e o fim do processo de leila˜o do recurso.
Dessa forma, ocorrera˜o ao menos 2n+mn+1 (um lance enviado define o vencedor).
O processo de leila˜o primeiro e segundo prec¸o geram o mesmo nu´mero de mensagens.
O Auctioneer avisa os participantes que esta´ aberto para receber uma proposta de cada
participante. Se houver n participantes, sera˜o geradas no ma´ximo n mensagens com
lances dos participantes. Desse modo, o total de mensagens geradas no sistema sera´ de
(2n+mn)+n (nu´mero ma´ximo de mensagens de lances enviados).
A Tabela 5.2 lista resumidamente o nu´mero de mensagens geradas por modalidade
de leila˜o. Ao analisar a Tabela 5.2, verifica-se que o leila˜o holandeˆs, primeiro e segundo
prec¸o teˆm o nu´mero de mensagens dependendo do nu´mero de participantes e nu´mero de
reduc¸o˜es de prec¸os.
Modalidade de Leila˜o Nu´mero de Mensagens
Leila˜o Ingleˆs n(2+m+k)
Leila˜o Holandeˆs n(2+m) +1
Primeiro Prec¸o n(3+m )
Segundo Prec¸o n(3+m )
Tabela 5.2: Nu´mero de mensagens geradas por modalidade de leila˜o.
Suponha que um recurso qualquer sera´ disponibilizado para negociac¸a˜o em um pro-
cesso de leila˜o. Suponha ainda que as regras de venda do recurso limitam o nu´mero de
reduc¸o˜es de prec¸o a 10, e que o nu´mero de participantes no processo de leila˜o e´ 30. Por
mais que, em teoria, o nu´mero de lances em um leila˜o ingleˆs possa ser extremamente
elevado, vamos limita´-lo ao total de 50 lances gerados no ma´ximo.
A partir desses valores e, baseando-se no nu´mero de mensagens geradas para cada
modelo de leila˜o como pode ser visto na Tabela 5.2, a Tabela 5.3 mostra qual seria o
nu´mero mı´nimo e ma´ximo de mensagens geradas em cada modalidade.
No leila˜o ingleˆs, para se obter um nu´mero ma´ximo de mensagens com os valores acima
citados, sera´ necessa´rio que o Auctioneer anuncie todos os 30 participantes sobre o novo
leila˜o (30 mensagens). Antes de o recurso receber algum lance, o prec¸o sofreu 10 reduc¸o˜es
de prec¸o, e a cada reduc¸a˜o e´ enviado o novo prec¸o para os participantes (300 mensagens).
Depois das reduc¸o˜es de prec¸os, os participantes comec¸am a gerar lances, num total de 50
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ofertas, onde todos os participantes ficam sabendo de todos os lances (1500 mensagens).
Define-se um vencedor, e enta˜o o Auctioneer avisa todos os participantes sobre o fim
do processo de negociac¸a˜o (30 mensagens). Desse modo, o total de mensagens gerada
e´ 30+300+1500+30=1860. O nu´mero mı´nimo de mensagens ocorrera´, no leila˜o ingleˆs,
quando na˜o houver reduc¸a˜o de prec¸os e apenas um participante gerar um lance. Assim, o
Auctioneer gera 30 mensagens para avisar sobre o inicio do leila˜o, o participante gera uma
mensagem que e´ seu lance, e o Auctioneer gera mais 30 novas mensagens para informar
o fim da negociac¸a˜o. O total de mensagens e´ de 30+1+30=61.
No leila˜o holandeˆs, o nu´mero ma´ximo de mensagens ocorrera´ quando forem realiza-
das todas as reduc¸o˜es de prec¸o poss´ıveis. Dessa forma, o Auctioneer anunciara´ o leila˜o
do recurso (30 mensagens), realizara´ todas as reduc¸o˜es de prec¸os poss´ıveis (300 mensa-
gens), um participante ira´ gerar um lance (uma mensagem), e o Auctioneer informara´
o fim do processo de negociac¸a˜o (30 mensagens). O total de mensagens no sistema sera´
30+300+1+30=361. Para ocorrer o nu´mero mı´nimo de mensagens no processo do leila˜o
holandeˆs, nenhuma reduc¸a˜o de prec¸o podera´ ocorrer. Dessa forma, o Auctioneer anuncia
o inicio do leila˜o (30 mensagens), na˜o ha´ reduc¸a˜o de prec¸o, um participante gera um lance
(uma mensagem). O Auctioneer anuncia o fim do processo de negociac¸a˜o (30 mensagens).
Assim, temos o nu´mero mı´nimo de mensagens no sistema de 30+1+30=61.
Tanto para o leila˜o primeiro prec¸o quanto para o leila˜o segundo prec¸o, o nu´mero de
mensagens sera´ semelhante. Para ocorrer o nu´mero ma´ximo de mensagens no sistema,
o Auctioneer ira´ informar todos os participantes sobre o in´ıcio do leila˜o (30 mensagens).
O prec¸o sofrera´ o nu´mero ma´ximo de reduc¸o˜es (300 mensagens). Cada um dos parti-
cipantes enviara´ seus lances (30 mensagens). O Auctioneer avisara´ o fim do processo
de negociac¸a˜o (30 mensagens). Assim, o total de mensagens geradas no sistema sera´ de
30+300+30+30=390. Para ocorrer o nu´mero mı´nimo de mensagens, o Auctioneer avisa o
in´ıcio do leila˜o (30 mensagens). Na˜o ocorrem reduc¸o˜es de prec¸o, e um participante envia
um lance (uma mensagem). O Auctioneer notifica o fim do processo de negociac¸a˜o. Dessa
forma, temos o total de mensagens geradas no sistema igual a 30+1+30=61.
Na modalidade leila˜o ingleˆs, o nu´mero de mensagens pode ser extremamente maior
do que os demais modelos, devido ao poss´ıvel grande nu´mero de lances gerados em um
processo de leila˜o de um recurso muito concorrido. Um nu´mero de mensagens para leila˜o
Modalidade de Leila˜o No Ma´ximo (msg) No Mı´nimo (msg)
Leila˜o Ingleˆs 30(2+10+50)=1860 30(2)+1=61
Leila˜o Holandeˆs 30(2+10)+1=361 30(2)+1=61
Primeiro Prec¸o 30(3+10)=390 30(2)+1=61
Segundo Prec¸o 30(3+10)=390 30(2)+1=61
Tabela 5.3: Nu´mero ma´ximo e mı´nimo de mensagens geradas por modalidade de leila˜o.
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ingleˆs sera´ apenas pro´ximo do nu´mero de mensagens das outras modalidades de leila˜o se
existir somente um lance em todo o processo de negociac¸a˜o.
Cap´ıtulo 6
Concluso˜es
A disseminac¸a˜o da Internet e o aumento das taxas de transmissa˜o, aliados a` crescente
demanda por processamento, permitiram a criac¸a˜o do modelo computacional denomi-
nado computac¸a˜o em grades. A heterogeneidade dos ambientes dos participantes e sua
situac¸a˜o geograficamente dispersa exige que o compartilhamento de recursos seja gui-
ado por pol´ıticas de alocac¸a˜o visando atender os requisitos de diversos consumidores sem
prejudicar os fornecedores de recursos.
Diversos trabalhos desenvolvidos na a´rea da computac¸a˜o em grades buscam formas de
gerenciar o comportamento dos participantes ([25], [29] e [33]), sejam eles consumidores
ou provedores de recursos. Algumas tecnologias foram desenvolvidas com a intenc¸a˜o
de prover infra-estruturas de computac¸a˜o distribu´ıda orientada a servic¸os, como o Globus
Toolkit [48]. Para que exista um entendimento comum no uso destas tecnologias, evitando
sobrecarga de conhecimento te´cnico, alguns padro˜es para desenvolvimento e descoberta
de recursos sa˜o aplicados a elas ([17], [21]).
Em um ambiente onde os participantes atuam de forma independente, e´ necessa´rio
formas de conter o comportamento ego´ısta de cada um deles. Este comportamento ego´ısta
dos participantes pode ter um efeito significativo no desempenho computacional da grade.
Modelos econoˆmicos aplicados no tratamento do comportamento ego´ısta dos participantes
possibilitam uma alocac¸a˜o justa dos recursos dispon´ıveis.
O modelo econoˆmico de leila˜o possibilita que um recurso seja negociado entre um
fornecedor e muitos consumidores. Nesse modelo, os fornecedores sa˜o incentivados a com-
partilhar seus recursos em troca de lucros. As informac¸o˜es de qualidade de servic¸o (QoS)
podem ser fornecidas na descric¸a˜o de um recurso (ou servic¸o), auxiliando um consumidor
a tomar a decisa˜o de participar ou na˜o de um processo de leila˜o de um recurso desejado.
A arquitetura apresentada, que faz uso de componentes dispon´ıveis no Globus To-
olkit, trata o controle do comportamento ego´ısta dos participantes aplicando o modelo
econoˆmico de leila˜o. Um fornecedor que deseja compartilhar um recurso pro´prio publica
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informac¸o˜es deste em um componente que mante´m informac¸o˜es da grade computacional
(GIS), e enta˜o aciona um elemento Auctioneer (leiloeiro) para conduzir o processo de
negociac¸a˜o do recurso com os consumidores interessados. Do outro lado, um consumidor
que necessita utilizar algum recurso remoto procura um fornecedor que atenda seus re-
quisitos e enta˜o aciona o Auctioneer responsa´vel pelo recurso, informando a intenc¸a˜o de
participar do processo de negociac¸a˜o.
Para avaliar o comportamento dos participantes em um processo de negociac¸a˜o por
um recurso, foi implementado um simulador para quatro diferentes modalidades de leila˜o:
• Leila˜o Ingleˆs;
• Leila˜o Holandeˆs;
• Leila˜o Primeiro Prec¸o;
• Leila˜o Segundo Prec¸o.
O leila˜o ingleˆs e o leila˜o holandeˆs sa˜o considerados leilo˜es abertos, pois todos os par-
ticipantes teˆm conhecimento de todos os lances gerados.
No leila˜o ingleˆs, a cada lance enviado, outro lance com um valor maior pode ser gerado.
O maior lance gerado, apo´s um certo tempo, e´ o vencedor. Por mais que a modalidade de
leila˜o ingleˆs seja bastante justa, possibilitando oportunidade para todos os participantes,
ela implica em uma grande quantidade de mensagens geradas, pois a cada lance, uma
mensagem com o valor do novo lance deve ser enviada a todos os participantes. O leila˜o
holandeˆs reduz o nu´mero de mensagens geradas, pois na negociac¸a˜o de um recurso o
primeiro lance gerado e´ o vencedor.
O leila˜o primeiro e segundo prec¸o sa˜o considerados leilo˜es fechados, pois os partici-
pantes na˜o teˆm conhecimento dos lances dos consumidores concorrentes por um recurso.
No leila˜o primeiro prec¸o, o participante que enviar o maior lance vence o processo de
negociac¸a˜o, pagando o valor que ele propoˆs. Ja´ no leila˜o segundo prec¸o, o participante
que enviar o maior lance vence o processo de negociac¸a˜o, pore´m o valor a ser pago pelo
uso do recurso sera´ o do segundo maior lance enviado. Nesses processos de leila˜o fechado,
o participante na˜o possui informac¸a˜o dos lances dos concorrentes para gerar o seu valor
de lance. Desse modo, o consumidor interessado em um recurso necessita de um maior
conhecimento de mercado para gerar seu lance.
A decisa˜o sobre a utilizac¸a˜o de uma modalidade de leila˜o devera´ levar em considerac¸a˜o
a estrutura de comunicac¸a˜o da grade computacional, ale´m do comportamento dos parti-
cipantes.
As contribuic¸o˜es principais deste trabalho sa˜o:
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• Uma proposta de arquitetura para grades computacionais baseada em modelos
econoˆmicos de leila˜o;
• Uma ana´lise do comportamento das diferentes modalidades do modelo econoˆmico
de leila˜o.
Como trabalho futuro, pretende-se desenvolver um componente Auctioneer que possa
ser integrado a diversos frameworks que implementem conceitos da OGSA e WSRF. Este
componente Auctioneer podera´ manipular as negociac¸o˜es de diversas modalidades de
leila˜o em um mesmo ambiente, onde o fornecedor de um recurso podera´ definir em qual
modalidade de leila˜o deve ser negociado, dependendo do estado da grade. Da mesma
forma, um consumidor pode escolher o tipo de modalidade de leila˜o em que ele deseja
participar.
Outros trabalhos futuros incluem:
• Desenvolvimento de componente para modelo de leila˜o da forma “um consumidor
para va´rios fornecedores”;
• Estudo sobre a composic¸a˜o de servic¸os em uma grade computacional utilizando coor-
denac¸a˜o ou coreografia, considerando modelos econoˆmicos na alocac¸a˜o de recursos.
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