Abstract. We prove nonexistence of nontrivial bounded solutions to some nonlinear problems involving nonlocal operators of the form
Introduction and results
The aim of this paper is to prove nonexistence results for the following type of nonlinear problems Lu = f (x, u) in Ω u = 0 in R n \Ω, (1.1) where Ω ⊂ R n is a bounded domain, f is a critical or supercritical nonlinearity (as defined later), and L is an integro-differential elliptic operator. Our main results concern operators of the form where (a ij ) is a positive definite matrix (independent of x ∈ Ω) and K is a nonnegative kernel satisfying K(y) = K(−y) and These operators are infinitesimal generators of symmetric Lévy processes. We will state two different nonexistence results, one corresponding to (1.2) and the other to (1.3) .
On the one hand, we consider operators (1.2) that may not have a definite order but only satisfy, for some σ ∈ (0, 2), K(y)|y| n+σ is nondecreasing along rays from the origin.
(1.5)
Heuristically, (1.5) means that even if the order is not defined, σ acts as an upper bound for the order of the operator -see Section 2 for some examples. For these operators we prove, under some additional technical assumptions on the kernel, nonexistence of nontrivial bounded solutions to (1.1) in star-shaped domains for supercritical nonlinearities. When f (x, u) = |u| q−1 u, the critical power for this class of operators is q = n+σ n−σ . On the other hand, we establish the analogous result for second order integrodifferential elliptic operators (1.3) with kernels K satisfying (1.5) with σ = 2. In this case, the critical power is q = n+2 n−2 . Moreover, we can use the same ideas to prove an abstract variational inequality that applies to more general problems. For instance, we can obtain nonexistence results for semilinear equations involving the higher order fractional Laplacian (−∆) s (i.e., with s > 1) or the fractional p-Laplacian.
When L is the Laplacian −∆, the nonexistence of nontrivial solutions to (1.1) for critical and supercritical nonlinearities in star-shaped domains follows from the celebrated Pohozaev identity [12] . For positive solutions, this result can also be proved with the moving spheres method [20, 14] . For more general elliptic operators (such as the p-Laplacian, the bilaplacian ∆ 2 , or k-hessian operators), the nonexistence of regular solutions usually follows from Pohozaev-type or Pucci-Serrin identities [13] .
When L is the fractional Laplacian (−∆) s with s ∈ (0, 1), which corresponds to K(y) = c n,s |y| −n−2s in (1.2), this nonexistence result for problem (1.1) was first obtained by Fall-Weth for positive solutions [8] (by using the moving spheres method). In C 1,1 domains, the nonexistence of nontrivial solutions (not necessarily positive) can be deduced from the Pohozaev identity for the fractional Laplacian, recently established by the authors in [17, 15] .
Both the local operator −∆ and the nonlocal operator (−∆) s satisfy a property of invariance under scaling. More precisely, denoting w λ (x) = w(λx), these operators satisfy Lw λ (x) = λ σ Lw(λx), with σ = 2 in case L = −∆ and σ = 2s in case
s . These scaling exponents are strongly related to the critical powers q = n+2 n−2 and q = n+2s n−2s obtained for power nonlinearities f (x, u) = |u| q−1 u in (1.1).
Here, we prove a nonexistence result for problem (1.1) with operators L that may not satisfy a scale invariance condition but satisfy (1.5) instead. Our arguments are in the same philosophy as Pucci-Serrin [13] , where they proved a general variational identity that applies to many second order problems. Here, we prove a variational inequality that applies to the previous integro-differential problems.
Before stating our results recall that, given σ > 0 and Ω ⊂ R n , the nonlinearity
where
. As explained later on in this Introduction, by bounded solution of (1.1) we mean a critical point u ∈ L ∞ (Ω) of the associated energy functional. Our first nonexistence result reads as follows. Note that it applies not only to positive solutions but also to changing-sign ones.
In the first two parts of the theorem, we assume the solution u to be W 1,r for some r > 1. This is a natural assumption that is satisfied when L is a pure fractional Laplacian and also for those operators L with kernels K satisfying an additional assumption on its "order", as stated in part (c). Theorem 1.1. Let K be a nonnegative kernel satisfying (1.4), (1.5) for some σ ∈ (0, 2), and
for some constant C. Let L be given by (1.2). Let Ω ⊂ R n be any bounded starshaped domain, and f ∈ C 0,1 loc (Ω × R) be a supercritical nonlinearity, i.e., satisfying (1.6). Let u be any bounded solution of (1.1). The following statements hold:
n+σ is not constant along some ray from the origin, and that the nonstrict inequality
for all x ∈ Ω and t ∈ R (1.8)
is nonincreasing along rays from the origin (1.9)
for some ǫ ∈ (0, σ), and that
for some constant C. Then, u ∈ W 1,r (Ω) for some r > 1, and therefore statements (a) and (b) hold without the assumption u ∈ W 1,r (Ω).
Note that in part (c) we have the additional assumption that the domain Ω is convex. This is used to prove the W 1,r regularity of bounded solutions to (1.1) (and it is not needed for example when the operator is the fractional Laplacian, see Remark 6.7). Note also that condition (1.5) means in some sense that L has order at most σ, while (1.9) means that L is at least of order ǫ for some small ǫ > 0.
Some examples to which our result applies are sums of fractional Laplacians of different orders, anisotropic operators (i.e., with nonradial kernels), and also operators whose kernels have a singularity different of a power at the origin. More examples are given in Section 2.
Note that for f (x, u) = |u| q−1 u, part (a) gives nonexistence for supercritical powers q > s , this has been only established for positive solutions, and it is not known for changing-sign solutions.
The existence of nontrivial solutions in (1.1) for subcritical nonlinearities was obtained by Servadei and Valdinoci [18] by using the mountain pass theorem. Their result applies to nonlocal operators of the form (1.2) with symmetric kernels K satisfying K(y) ≥ λ|y| −n−σ . As stated in Theorem 1.1, the additional hypotheses of part (c) lead to the W 1,r (Ω) regularity of bounded solutions for some r > 1. This is a consequence of the following proposition. Proposition 1.2. Let Ω ⊂ R n be any bounded and convex domain. Let L be an operator satisfying the hypotheses of Theorem 1.1 (c), i.e., satisfying (1.2), (1.4), (1.5), (1.7), (1.9), and (1.10). Let f ∈ C 0,1 loc (Ω × R), and let u be any bounded solution of (1.1). Then,
where δ(x) = dist(x, ∂Ω) and C is a constant that depends only on Ω, ǫ, σ, f , and
Note that (1.11) and the fact that Ω is convex imply u ∈ W 1,r (Ω) for all 1 < r <
. In (1.11) the exponents ǫ/2 are optimal, as seen when L = (−∆) ǫ/2 (see [16] ). Our second nonexistence result, stated next, deals with operators of the form (1.3). Here, the additional assumptions on Ω and K leading to the W 1,r regularity of solutions are not needed thanks to the presence of the second order constant coefficients regularizing term. Theorem 1.3. Let L be an operator of the form (1.3), where (a ij ) is a positive definite symmetric matrix and K is a nonnegative kernel satisfying (1.4). Assume in addition that (1.7) holds, and that
K(y)|y|
n+2 is nondecreasing along rays from the origin.
(1.12)
Let Ω ⊂ R n be any bounded star-shaped domain, f ∈ C 0,1 loc (Ω × R), and u be any bounded solution of (1.1). If (1.8) holds with σ = 2, then u ≡ 0.
Note that for f (x, u) = |u| q−1 u we obtain nonexistence for critical and supercritical powers q ≥ n+2 n−2 . The proofs of Theorems 1.1 and 1.3 follow some ideas introduced in our proof of the Pohozaev identity for the fractional Laplacian [17] . The key ingredient in all these proofs is the scaling properties both of the bilinear form associated to L and of the potential energy associated to f . These two terms appear in the variational formulation of (1.1), as explained next.
Recall that solutions to problem (1.1), with L given by (1.2) or (1.3), are critical points of the functional
f (x, t)dt, and (·, ·) is the bilinear form associated to L. More precisely, in case that L is given by (1.2), we have
while in case that L is given by (1.3), we have
(1.15) where A(p, q) = p T Aq and A = (a ij ) is the matrix in (1.3). Both Theorems 1.1 and 1.3 are particular cases of the more general result that we state next. This result establishes nonexistence of bounded solutions u ∈ W 1,r (Ω), r > 1, to problems of the form (1.1) with variational operators L satisfying a scaling inequality.
, and · be a seminorm in E. Assume that for some α > 0 the seminorm · satisfies w λ ∈ E and w λ ≤ λ −α w for every w ∈ E and λ > 1, (1.16) where w λ (x) = w(λx).
Let Ω ⊂ R n be any bounded star-shaped domain with respect to the origin, p > 1, and f ∈ C 0,1 loc (Ω × R). Consider the energy functional
f (x, t)dt, and let u be a critical point of E among all functions
Assume that f is supercritical, in the sense that
Some examples to which this result applies are second order variational operators such as the Laplacian or the p-Laplacian, the nonlocal operators in Theorems 1.1 or 1.3, or the higher order fractional Laplacian (−∆) s (here s > 1). See Section 2 for more examples.
Remark 1.5. Proposition 1.4 establishes nonexistence of nontrivial bounded solutions belonging to W 1,r (Ω), r > 1. In general, removing the W 1,r assumption may be done in two different situations:
First, it may happen that the space
This happens for instance when considering the natural functional spaces associated to the Laplacian, the p-Laplacian with p > 1, the higher order fractional Laplacian (−∆) s (with s ≥ 1), and of the nonlocal operators considered in Theorem 1.3.
Second, even if the space E Ω is not embedded in W 1,r , it is often the case that by some regularity estimates one can prove that critical points of (1.17) belong to W 1,r , r > 1. This occurs when the operator if the fractional Laplacian, and also in Theorem 1.1 (c), thanks to Proposition 1.2.
As said before, for local operators of order 2, the nonexistence of regular solutions usually follows from Pohozaev-type or Pucci-Serrin identities [13] . Our proofs are in the spirit of these identities. However, for nonlocal operators this type of identity is only known for the fractional Laplacian (−∆) s with s ∈ (0, 1) [17] , and requires a precise knowledge of the boundary behavior of solutions to (1.1) [16] (that are not available for most L). To overcome this, instead of proving an identity we prove an inequality which is sufficient to prove nonexistence. This approach allows us to require much less regularity on the solution u and, thus, to include a wide class of operators in our results.
The paper is organized as follows. In Section 2 we give a list of examples of operators to which our results apply. In Section 3 we present the main ideas appearing in the proofs of our results. In Section 4 we prove Proposition 1.4. In Section 5 we prove Theorems 1.1 and 1.3. Finally, in Section 6 we prove Proposition 1.2.
Examples
In this Section we give a list of examples to which our results apply.
(i) First, note that if K 1 , ..., K m are kernels satisfying the hypotheses of Theorem 1.1, and a 1 , ..., a m are nonnegative numbers, then K = a 1 K 1 + · · · + a m K m also satisfies the hypotheses. In particular, our nonexistence result applies to operators of the form
with a i ≥ 0 and α i ∈ (0, 1). The critical exponent is q = n+2 max α i n−2 max α i . (ii) Theorem 1.1 may be applied to anisotropic operators L of the form (1.2) with nonradial kernels such as
where H is any homogeneous function of degree 1 whose restriction to S n−1 is positive and C 1 . These operators are infinitesimal generators of σ-stable symmetric Lévy processes. The critical exponent is q = n+σ n−σ . (iii) Theorem 1.1 applies also to operators with kernels that do not have a powerlike singularity at the origin. For example, the one given by the kernel
whose singularity at y = 0 is comparable to |y| −n−σ log |y| −1 . In this example we also have that the critical exponent is q = This leads to nonexistence results for the s-fractional p-Laplacian operator, considered for example in [4, 9] . The critical power for this operator is q = n+ps n−ps . (vi) Our results can also be used to obtain a generalization of Theorem 8 in [13] , where Pucci and Serrin proved nonexistence results for the bilaplacian ∆ 2 and the polylaplacian (−∆) K , with K positive integer. More precisely, Proposition 1.4 can be applied to the H s (R n ) seminorm to obtain nonexistence of bounded solutions u to (1.1) with L = (−∆) s , s > 1. Note that the hypotheses u ∈ W 1,r (Ω) is always satisfied, since the fractional Sobolev embeddings yield that any function u ∈ H s (R n ) that vanishes outside Ω belongs to W 1,r (Ω) for r = 2 (see Remark 1.5). As an example, when n > 2s and f (u) = λu + |u| q−1 u, one obtains nonexistence of bounded solutions for λ < 0 and q ≥ n+2s n−2s
and also for λ ≤ 0 and q > n+2s n−2s , as in [13] . (vii) Proposition 1.4 can be applied to the usual W 1,p (Ω) norm to obtain nonexistence of bounded weak solutions to (1.1) with L = −∆ p , the p-Laplacian.
These nonexistence results were obtained by Otani in [11] via a Pohozaevtype inequality.
More generally, we may consider nonlinear anisotropic operators that come from setting
, where H is any norm in R n . In this case, the critical power is q = n+γ+p n+γ−p . For γ = 0, some problems involving this class of operators were studied in [2, 10, 6] . For γ = 0, nonexistence results for these type of problems were studied in [1] .
Tso studied this problem in [21] , and obtained nonexistence of solutions u ∈ C 4 (Ω) ∩ C 1 (Ω) in smooth star-shaped domains via a Pohozaev identity. Our results give only nonexistence for supercritical powers q > (n+2)k n−2k
, and not for the critical one. As a counterpart, we only need to assume the solution u to be L ∞ (Ω) ∩ W 1,r (Ω).
Sketch of the proof
In this section we sketch the proof of the nonexistence of critical points to functionals of the form
where (·, ·) is a bilinear form satisfying, for some α > 0,
where u λ (x) = u(λx). Of course, this is a particular case of Proposition 1.4, in which p = 2, E is a Hilbert space, and f does not depend on x. Note that in this case condition (1.16) reads as (3.2). In case of Theorems 1.1 and 1.3, the bilinear form is given by (1.14) and (1.15), respectively. The proof goes as follows. Since u is a critical point of (3.1), then we have that
Next we use ϕ = u λ , with λ > 1, as a test function. Note that, by (3.2), we have u λ ∈ E, and since Ω is star-shaped, then u λ ≡ 0 in R n \ Ω. Hence u λ is indeed an admissible test function. We obtain
Now, we differentiate with respect to λ in both sides of (3.3). On the one hand,
On the other hand,
Indeed, using (3.2) and the Cauchy-Schwarz inequality, we deduce
and thus (3.5) follows. Therefore, we find
and since (u, u) = Ω uf (u)dx,
From this, the nonexistence of nontrivial solutions for supercritical nonlinearities follows immediately. In case of Theorem 1.1 (b) and Theorem 1.3, with a little more effort we will be able to prove that (3.5) holds with strict inequality, and this will yield the nonexistence result for critical nonlinearities.
When the previous bilinear form is invariant under scaling, in the sense that (3.2) holds with an equality instead of an inequality, then one has
where δ(x) = dist(x, ∂Ω). This gives the boundary term in the Pohozaev identity for the fractional Laplacian.
Remark 3.1. This method can also be used to prove nonexistence results in starshaped domains with respect to infinity or in the whole space Ω = R n . However, one need to assume some decay on u and its gradient ∇u, which seems a quite restrictive hypothesis. More precisely, when f (u) = |u| q−1 u and the operator is the fractional Laplacian (−∆) s , this proof yields nonexistence of bounded solutions (decaying at infinity) for subcritical nonlinearities q < n+2s n−2s
in star-shaped domains with respect to infinity, and for noncritical nonlinearities q = n+2s n−2s in the whole R n . The classification of entire solutions in R n for the critical power q = n+2s n−2s was obtained in [5] .
Proof of Proposition 1.4
In this section we prove Proposition 1.4. For it, we will need the following lemma, which can be viewed as a Hölder-type inequality in normed spaces. For example, for u = R n |u| p 1/p , we recover the usual Hölder inequality (assuming that the Minkowski inequality holds).
Lemma 4.1. Let E be a normed space, and · a seminorm in E. Let p > 1, and define Φ = 1 p · p . Assume that Φ is Gateaux differentiable at u ∈ E, and let DΦ(u) be the Gateaux differential of Φ at u. Then, for all v in E,
Moreover, equality holds whenever v = u. Proof. Since Φ 1/p is a seminorm, then by the triangle inequality we find that
for all u and v in E and for all ε ∈ R. Hence, since these two quantities coincide for ε = 0, we deduce
and the lemma follows.
Before giving the proof of Proposition 1.4, we also need the following lemma.
Lemma 4.2.
Let Ω ⊂ R n be any bounded domain, and let u ∈ W 1,r (Ω), r > 1.
where u λ (x) = u(λx).
Proof. Similarly to [7, Theorem 5.8.3] , it can be proved that
Thus, since 1 < r ≤ ∞, then L r ∼ = (L r ′ ) ′ and hence there exists a sequence λ k → 1, and a function v ∈ L r (Ω), such that
On the other hand note that, for each φ ∈ C ∞ c (Ω), we have
Moreover, it is immediate to see that, for λ sufficiently close to 1,
Therefore,
Thus, it follows that v = x · ∇u. Now, note that this argument yields also that for each sequence µ k → 1 there exists a subsequence λ k → 1 such that
Since this can be done for any sequence µ k , then this implies that
Finally, since L r (Ω) ⊂ L 1 (Ω), the lemma follows.
We can now give the:
Since u is a critical point of (1.17), then
Since Ω is star-shaped, we may choose ϕ = u λ , with λ ≥ 1, as a test function in (4.1). We find
We compute now the derivative with respect to λ at λ = 1 + in both sides of (4.2). On the one hand, using Lemma 4.2 we find that
Note that here we have used also that
where we have used that DΦ(u), u = Ω uf (x, u)dx, which follows from (4.2). Now, using Lemma 4.1 and the scaling condition (1.16), we find
where 1/p + 1/p ′ = 1. Therefore,
Thus, it follows from (4.2), (4.3), and (4.5) that
which contradicts (1.18) unless u ≡ 0.
Proof of Theorems 1.1 and 1.3
This section is devoted to give the Proof of Theorem 1.1. Recall that u is a weak solution of (1.1) if and only if
for all ϕ satisfying (ϕ, ϕ) < ∞ and ϕ ≡ 0 in R n \ Ω, where (·, ·) is given by (1.14). Note that (1.16) is equivalent to (1.5). Thus, part (a) follows from Proposition 1.4, where α = n−σ 2 . Moreover, it follows from the proof of Proposition 1.4 that
Thus, to prove part (b), it suffices to show that
Following the proof of Proposition 1.4, by the Cauchy-Schwarz inequality we find
Denote now K(y) = g(y)/|y| n+σ . Then,
and therefore, by the Fatou lemma
is nondecreasing along all rays from the origin and nonconstant along some of them. Then, we have that y · ∇g(y) ≥ 0 for all y, with strict inequality in a small ball B. This yields that
y · ∇g(y)dx dy > 0 unless u ≡ 0. Indeed, if u(x) − u(x + y) = 0 for all x ∈ R n and y ∈ B then u is constant in a neighborhood of x, and thus u is constant in all of R n .
Therefore, using (5.2) we find that if u is a nontrivial bounded solution then
which is a contradiction with (1.8).
Finally, part (c) follows from (a), (b), and Proposition 1.2.
To end this section, we give the Proof of Theorem 1.3. As explained in the Introduction, weak solutions to problem (1.1) with L given by (1.3) are critical points to (1.17) with p = 2 and with
where A(p, q) = p T Aq and A = (a ij ) is the matrix in (1.3). It is immediate to see that this norm satisfies (1.16) with α = n−2 2 whenever (1.12) holds. Moreover, since A is positive definite by assumption, then u W 1,2 (Ω) ≤ c u 2 , and hence u ∈ W 1,r (Ω) with r = 2.
Then, it follows from the proof of Proposition 1.4 that
Now, as in the proof of Theorem 1.1, we find
where g(y) = K(y)|y| n+2 . Thus, differentiating with respect to λ, we find that
Moreover, since R n |y| 2 1+|y| 2 K(y)dy < ∞ and g is radially nondecreasing, then it follows that lim t→0 g(tτ ) = 0 for almost all τ ∈ S n−1 . Thus, if K is not identically zero then y · ∇g(y) is positive in a small ball B, and hence
unless u ≡ 0, which yields the desired result.
Proof of Proposition 1.2
In this section we prove Proposition 1.2. To prove it, we follow the arguments used in [16] , where we studied the regularity up to the boundary for the Dirichlet problem for the fractional Laplacian. The main ingredients in the proof of this result are the interior estimates of Silvestre [19] and the supersolution given by the next lemma.
Lemma 6.1. Let L be an operator of the form (1.2), with K symmetric, positive, and satisfying (1.9). Let ψ(x) = (x n ) ǫ/2 + . Then,
Proof. Assume first n = 1. Let x ∈ R + . Since K is symmetric, we have
Then, it is immediate to see that there exists ρ > 0 such that
Thus, using that K(y)|y| 1+ǫ is nonincreasing in (0, +∞), and that (−∆) ǫ/2 ψ = 0 in R + , we find
Thus, the lemma is proved for n = 1.
Assume now n > 1, and let x ∈ R n + . Then,
Now, for each τ ∈ S n−1 , the kernel K 1 (t) := t n−1 K(tτ ) satisfies K 1 (t)t 1+ǫ is nonincreasing in (0, +∞), and in addition
Thus, by using the result in dimension n = 1, we find
Therefore, we deduce from (6.1) and (6.2) that Lψ(x) ≥ 0 for all x ∈ R n + , and the lemma is proved.
The following result is the analog of Lemma 2.7 in [16] .
Lemma 6.2. Under the hypotheses of Proposition 1.2, it holds
where C is a constant depending only on Ω, ǫ, and u L ∞ (Ω) .
Proof. By Lemma 6.1, we have that ψ(x) = (x n ) ǫ/2 + satisfies Lψ ≥ 0 in R n + . Thus, we can truncate this 1D supersolution in order to obtain a strict supersolution φ satisfying φ ≡ ψ in {x n < 1}, φ ≡ 1 in {x n > 1}, and Lφ ≥ c 0 in {0 < x n < 1}.
We can now use Cφ as a supersolution at each point of the boundary ∂Ω to deduce |u| ≤ Cδ ǫ/2 in Ω; see Lemma 2.7 in [16] for more details.
We next prove the following result, which is the analog of Proposition 2.3 in [16] .
, with g ∈ L ∞ . Then, there exists α > 0 such that
where C depends only on n, ǫ, σ, and the constant in (1.10).
Proof. With slight modifications, the results in [19] yield the desired result. Indeed, given δ > 0 conditions (1.5), (1.9), and (1.10) yield
for some κ and η depending only on n, ǫ, σ, and the constant in (1.10). Moreover, since our hypotheses are invariant under scaling, then (6.4) holds at every scale. Note that (6.4) is exactly hypothesis (2.1) in [19] . Note that it is important to have σ strictly less than 2, since otherwise condition (6.4) does not hold.
The following is the analog of Proposition 2.2 in [16] .
Proposition 6.4. Under the same hypotheses of Proposition 1.2, assume that w ∈ C β (R n ) solves Lw = g in B 1 , with g ∈ C β , β ∈ (0, 1). Then, there exists α > 0 such that
if β + α < 1,
where C and α depend only on n, ǫ, σ, and the constants in (1.10) and (1.7).
Proof. It follows from the previous Proposition applied to the incremental quotients (w(x + h) − w(x))/|h| β and from Lemma 5.6 in [3] .
As a consequence of the last two propositions, we find the following corollaries. The first one is the analog of Corollary 2.5 in [16] .
Corollary 6.5. Under the same hypotheses of Proposition 1.2, assume that w ∈ L ∞ (R n ) solves Lw = g in B 1 , with g ∈ L ∞ . Then, there exists α > 0 such that
where C depends only on n, ǫ, σ, and the constants in (1.7) and (1.10).
Proof. Using (1.7), the proof is exactly the same as the one in [16, Corollary 2.5].
The second one is the analog of Corollary 2.4 in [16] .
Corollary 6.6. Under the same hypotheses of Proposition 1.2, assume that w ∈ C β (R n ) solves Lw = g in B 1 , with g ∈ C β , β ∈ (0, 1). Then, there exists α > 0 such that
if β + α < 1, while w C 0,1 (B 1/2 ) ≤ C g C β (B 1 ) + w C β (B 2 ) + (1 + |y|) −n−ǫ w(y) L 1 (R n )
if β + α > 1. The constant C depends only on n, ǫ, σ and the constants in (1.7) and (1.10).
Proof. Using (1.7), the proof is the same as the one in [16, Corollary 2.4].
We can finally give the From this, we deduce that |∇u(x)| ≤ CR ǫ 2 −1 , and since this can be done for any x ∈ Ω, we find |∇u(x)| ≤ Cδ(x)
in Ω, as desired. The C ǫ/2 (R n ) regularity of u follows immediately from this gradient bound.
Remark 6.7. The convexity of the domain has been only used in the construction of the supersolution. To establish Proposition 1.2 in general C 1,1 domains, one only needs to construct a supersolution which is not 1D but it is radially symmetric and with support in R n \ B 1 , as in [16, Lemma 2.6 ], where it is done for the fractional Laplacian.
