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On measurable Hermitian indefinite functions with a finite 
number of negative squares 
H. LANGER 
Dedicated to Professor Béla Szőkefalvi-Nagy on his 70th birthday 
1. Introduction and main result 
1. Let x be a nonnegative integer and 0 W e denote by ^Px;<1 the 
set of all complex functions / defined on the open interval (—la, 2a) with the 
following properties: 
( i ) / ( 0 = 7 W ) ( - 2 a < / < 2 a ) ; 
(ii) the (Hermitian) kernel Hf defined by 
Hf(U s) :=f(t-s) ( - a < s, t < a) 
has x negative squares; 
(iiie) / is continuous on (—2a, 2a). 
We denote by the set of all complex functions / on (—2a, 2a) satisfying 
(i), (ii) and 
( i i i j / is measurable and locally bounded on (—2a, 2a). 
The aim of this note is to prove the following 
Theorem. The function admits a unique decomposition 
(1) fit) =fc(t)+fs(t) ( - 2 a < t < 2a) 
such that and fs(t)=0 a.e. on (-2a, 2a). 
For x = 0 this theorem was proved by M. G. KRE IN [1], see also [2]. In this 
case it implies the classical result of F. RIESZ [3] stating that an arbitrary function 
ő;~ coincides almost everywhere with some In connection with 
the paper [1] M. G. Krein asked for a generalization of his result to functions with 
x negative squares. The Theorem above gives an affirmative answer to this question. 
The proof of the Theorem will be given in section 4. Also for x = 0 it is different 
from the proof of the corresponding theorem in [1]. As a main tool we use a result 
about the continuation of generalized functions with x negative squares from 
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a bounded interval to the whole real axis, which is perhaps of some interest in its 
own (see 3). In particular, it seems to be new even for x=0. Then it extends a clas-
sical result of M. G. Krein to positive definite generalized functions. 
We mention that the decomposition of a positive definite measurable function 
/ on R" into the sum of a continuous positive definite function fe and a positive 
definite function fs on R", which vanishes almost everywhere, was proved by 
M . M . CRUM [12] , the corresponding fact for measurable positive definite functions 
on a locally compact group was proved by J . VON NEUMANN and I . E . SEGAL, see [ 1 3 ] . 
A survey and a bibliography about positive definite functions and their genera-
lizations can be found in [4]; continuous functions with a finite number of negative 
squares were considered, e.g., in [5] and [6, Parts I, IV]. 
2. In this section the function / is supposed to satisfy the conditions (i) and (ii). 
If >c=0, then an arbitrary (even nonmeasurable) function / of this kind is bounded: 
1/(01 =/(0) (—2a < t < 2a). 
If x > 0 and / is continuous, then it may be unbounded at infinity (in case a=°°). 
This holds, e.g., for x—l if / has a representation of parabolic or hyperbolic type 
see [6, Part IV]. If / is not measurable and x>0, then it may be unbounded at 
zero. To see this we choose a (nonmeasurable) solution a of the functional equation 
a(t+s)=<x(t) • a.(s), a(0) = 1, which is not locally bounded, and consider the following 
function / : 
/ ( 0 := ya (0+fa (0 _ 1 ( - 2 a < t < 2a) 
for arbitrary 0 T h e relation 
2 A t i - W i T j = y J«(',)£• i W d t i ' i,j=1 i = l J=1 ¡=1 j = l 
shows that the kernel Hf has one negative and one positive square. 
However, it is an open question if a measurable function / satisfying (i) and 
'(ii) can be unbounded on some compact subinterval of (—2a, 2a). Thus, we do not 
know whether the boundedness condition in (iiim) should be imposed. ' ' 
2.7rK-spaces associated with elements of 
1. Let / be a complex function on (—2a, 2a) satisfying the conditions (i) 
and (ii). We associate with / a 7rx-space n„(f) as follows. Consider the linear 
set i?0 of all complex functions u:s—u(s) on (—a, a) that are different from 
zero only in a finite number of points s, and equip JS?0 with the scalar product 
. . [«,»]:= 2 f(is)u(sMt) (u,vd#o). 
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The conditions (i) and (ii) imply that this scalar product is Hermitian and has x 
negative squares on £f0 . Thus c a n be canonically embedded into a 7rx-space, 
which we shall denote by n x ( f ) . The element of I I x ( f ) corresponding to a func-
tion w6i?o will also be denoted by u. Moreover, we introduce the functions 
— as follows: 
. . 11 if s = t 
e ' ( s ) : = io if a * t 
Evidently, the elements e, —a</-<iz, generate the space IJ x ( f ) and we have 
Let w1; ..., ux be elements of JS?0 such that 
tUj, uk] = -5jk, j, k = 1, 2, ..., x. 
We consider the Hilbert norm 
11*112 := 2 \[x, uj]\2+[x+ 2 [x, Uj]Uj,x+ j? [x, uj] J = ' ~ 
(2)
 1 J = 1 J 
= [X, x] + 2 2 it*, Uj]I2 (xenx(f)) 
on IJx(f). 
L e m m a 1. If the function f satisfies (i) and (ii), and is locally bounded on 
( — 2a, 2a), then the function ( —a<i<a) is locally bounded. 
Indeed, we have from (2) 
Ikll2 = + 2 2 Ik, "/ll2 =f(P) +2 2 2f{t-s)Uj{t), j=i t j=i 
and the statement follows from the local boundedness of / on (—2a, 2a) if we 
observe that both summations on the right hand side are finite. 
2. Now let /€^3™.a• Then, besides TIx(f), a space n c ( f ) can be defined as 
follows. Let Ca be the linear set of all continuous complex functions cp on (—a, a) 
which vanish outside of some compact subinterval of (—a, a). We define a scalar 
product on Ca by the formula 
a a 
(3) [<p, Mc •= f f f(t-s)cp(s)W)dsdt (<p,^tca). 
— a ~a 
It will be shown in this section that the factor space of Ca modulo the isotropic 
subspace i f^ of Ca with respect to the scalar product [ •, • ] c can be identified 
with some linear manifold in nx(f). 
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To this end, for a given (p£Ca we define a linear functional on J£?0 by 
F9(H):= f f ( t - s ) H f ) d t (u£SC0). 
* —a 
Let (un)cz&0 be a sequence which converges to the zero element of TIx(f) if n— 
Then we have 
s 
The right hand side in this relation tends to zero if n — and according to Lemma 1 
this convergence holds locally uniformly with respect to *€(—a, d). This implies 
Fj(u„)-*-0 ( n — T h e r e f o r e Fv is continuous and can be extended by continuity 
to all of n x ( f ) . Hence there exists an element <p£llx(f) such that 
Fv{x) = [x,<p] (xenx(f)). 
In particular, 
a a 
(4) [e,, < ? > ] = / f ( t - s ) < p ( t ) dt, [u, <p]= f [u, e,]<p(t) dt ( s€( -a , d), «6.S?„). 
—a —a 
Next we show that the scalar product of two such elements (p, ¡p£llx(f) co-
incides with (3). Indeed, if (p£Ca, then there exists a sequence (q>n)<zHf0 such that 
(pn-~q> in n x ( f ) . This implies that 
[(Pn, <A] -* [<P> <A] (« - °°)> [<Pn, eJ - 1<P> eJ (« - °°)> 
and the latter convergence holds locally uniformly with respect to /€(—a, a). Thus 
we get 
a 
[q>, ip] = lim [<p„, ip] = lim f [<pn, e,]ip(t) dt = H-* oo tt—oo *f —a 
a a a 
= f[(p,et]W{i)dt= f f f(t-s)<p(s)\pjt)ds dt, 
—a —a —a 
that is 
[<p, xp] = [cp, ip]c. 
The factor space CJJ?£ can be identified with some linear manifold in i 7 x ( / ) . 
In particular, the scalar product (3) has only a finite number x', O S z ' S x , of 
negative squares. The completion of will be denoted by n c ( f ) . It is 
a 7Rx.-space for some OSx 'Si i , and can be identified with some (non-degenerate*) 
subspace of n x ( f ) . Later we shall see that actually x'=x. 
R e m a r k 1. Instead of Ca we could have started from the space Ka of those 
elements of Ca which have derivatives of arbitrary order. If we again define the 
scalar product [<p, ip]c for <p, \p£Ka by the relation (3); it is easy to see that the 
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completion of the factor space KJJZji coincides with 77c(/); here denotes 
the isotropic subspace of Ka with respect to the scalar product [ •, • ] c . 
Remark 2. If the function / is continuous; that is / € •Px;a' then the spaces 
n x ( f ) and n c ( f ) coincide. Indeed, if s£(-a,a), let (5™), n=l,2, ..., be a 
¿s-sequence of elements of Ca. Then it is easy to see that Si")—es if n—°°, and 
the inclusion i 7 x ( / ) c i 7 c ( / ) follows. Thus the spaces n x ( f ) and i7 c ( / ) are 
identical. Obviously, in this case the space FIx(f) is separable. 
3. Generalized functions with * negative squares 
1. We denote by the set of all generalized functions F on (—2a, 2a) 
over the space K^ with the following properties: 
(i') (F,cp)={F,(p*) {cpiK^-, (P*(t):=<?(-/)); 
(ii') the kernel HF on KaXKa defined by 
HF(<p, «/0 := (F, <¡9°*^) (<p, <p°(t)-.= <p(-t)) 
has x negative squares. 
The generalized function F£tyx.a induces a scalar product 
(5) [cp, .\>\K := (F, q>° * $) (cp, >peKa) 
on Ka with x negative squares. The corresponding 7rz-space will be denoted by 
i7*(F). 
Recall ([7, §4]) that a family (T,), 0 o f bounded linear operators 
in a Banach space 36 is a generalized semigroup, if it has the following properties: 
(a) 9(T,) = :9, is a closed subspace of and we have 
9, cr 9,, if 0 St' ^t, |J 9, = 
(b) T0=I,Tt+t,=TtTr{t,t'm\ 
(c) if i0>0, and Osf, t'^t0 then Jim T,,x=Ttx. 
The infinitesimal generator A0 of the generalized semigroup (Tt), is 
defined as follows: 9(A0) is the set of all x£ (J 9, such that the limit lim^-(7V;e —x) hi° in 
exists and 
A0x := l i m ^ ( T h x - x ) 9(A0)), 
see [7, §4]. 
If taR1, we denote by V, the shift operator in Ka: (p£S(Vt) if either (p—0, 
or <p£Ka and f+supp <pc( —a, a), and if e.g., />0, 
^ k H O ^ " 0 I ::r.V_7+, <*»«». 
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It is easy to see that the operators V, preserve the scalar product (5) on Ka. If 
|/ | is sufficiently small then 9(V,) contains a ^-dimensional negative subspace 
(with respect to (5)). Therefore, for these t the operator V, is continuous in the 
norm topology of n*(F) ([8, IX. 3]). The relation Vt+t.=V,Vt., sgn r=sgn t', 
implies that all the operators V,, R1, are continuous. Thus they can be extended 
by continuity to the closure 9(V,) in 77*(F). As a result we get a generalized 
semigroup of bounded isometric operators in i7*(F); which will also be denoted 
by (K)> Its infinitesimal generator is the operator 
, . d A 0 = i J r 
Evidently, Kac9(A0) and A0Ka<zKo. Moreover, the operator A0 in i7*(F) 
is 7r-Hermitian (this either follows easily from the fact that the operators V, are 
7r-isometric, or can be checked directly). As it is real with respect to the involution 
<p-+<p* in Ka, its defect numbers are equal, and it is not hard to show (cf. [6, Part IV; 
§ 2]) that they are either = 0 or = 1. 
Moreover, if a— <=°, then the operators V,, tdR1, form a group of 7i-unitary 
operators. In this case the operator A0 is 7r-self-adjoint. 
2. P ropos i t i on 1. If there exists at least one generalized function 
Fc^. M which extends F to the whole real axis. 
Proof . We consider the operator A0 in 77*(F). It admits at least one 7t-self-
adjoint extension A in 77*(F). Denote by (0,), t^R1, the. group of 7r-unitary 
operators in II*(F) generated by A, that is, ¿7,:= exp (it A) (t^R1). Then, if <p£Ka, 
we have (0,<p)(s)=(p(s—t) for sufficiently small |/|. In fact, 0, is a 7t-unitary 
extension of the operator V,. * 
An extension F of F can now be defined as follows. Let cp, \¡/£Km be such 
that their supports are contained in closed intervals of length <2a, say, 
(6) s u p p ( p c ( t ' - a , t'+a), s upp tpa( t "—a , t "+a) 
for some t', t"£R1. Then, if V, denotes the shift operator in .K«, defined by 
(V,cp){s) := <p(s — t) ((p£Km, s, /?!), 
we have V_,.q>, V_t„\p£K0. The scalar product [• , • ]K can be extended by the 
relation 
It is not hard to see that this definition is correct, that is, on K0 it gives the scalar 
product already defined, and it is independent of the choice of t'. and t" if only 
the translations V_t, and V_r map (p and \p, respectively, into Ka. 
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If (p, \j/£K„ do not satisfy conditions of the form (6), we choose a resolution 
of the identity (e,), / = 1,2, . . . , such that e^K^, supp ejcz(tj—a, tj+a) for some 
t j £R\ 7 = 1,2, ..., and 2 e / s ) = i Writing = and 
j j j 
applying the considerations of the last paragraph to the functions (pej, $e}, we 
define a scalar product on K„ by 
[<P, iM := 12 L Z GtjV.tJ(fej)]K: 
J j 
It is not hard to show that this is a continuous bilinear functional on which is 
invariant under translation. Therefore, according to [9, II, §3.5], it is of the form 
(F, (p° t̂ ) with some generalized function Ft tydx. „ which extends F to the real 
axis. The proposition is proved. 
Remark . It ¿an be shown that there is a one-to-one correspondence between 
all continuations ~ °f a to the whole real axis and all generalized 
resolvents of the operator A0, cf. [6, Part IV]. 
3. The generalized functions Fdtyx . a a r e "conditionally positive definite" 
in the following sense *): There exists a polynomial p of degree =x such that 
(7) [ p ( i § P ( i ^ F , 9 ° * c p ) ^ 0 
cf. [10]. If p is chosen monic (that is, the coefficient of the term with greatest 
exponent is 1) and of minimal possible degree, it is unique if and only if the operator 
A0 is jr-self-adjoint in i7*(F), cf. [6, Part IV, §2]. 
The generalized function M admits an (essentially unique) integral 
representation by means of a "spectral measure" ¡i of exponential growth at infinity, 
see [10]. This representation has the same structure as that appearing in [9, II, §4, 
Theorem 3]. We decompose the integral into the sum of two integrals. One of 
them is taken over a bounded interval containing all singularities of the "spectral 
measure" fi (in [9, II, §4, (25)] the only such singularity of fi is at zero, while in 
general the singularities may appear at eigenvalues of A0 with nonpositive eigen-
vectors). The second integral without the "regularizing term" defines a positive 
definite generalized function, whereas the first integral (over the bounded interval) 
and those terms which are given by the nonreal spectrum correspond to. a gene-
ralized function induced by a continuous function. Thus the following proposition 
has been-proved. 
*) In [9] . the generalized function F on R1 is called "conditionally positive definite" if 
(7) holds with a homogeneous polynomial p. 
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Propos i t ion 2. The generalized function m can be decomposed as 
F=F1+F0, where „ is a continuous function and ~ w a positive 
definite generalized function. 
Combining Propositions 1 and 2 we obtain: 
Coro l l a ry . The generalized function F&can be decomposed as F= FX + F0, 
where F ^ . , and F0£%a. 
4. Proof of the Theorem 
1. We start with the following lemma (cf. [11, IX. 2]). 
Lemma 2. Let f0 be a function on (—2a, 2a) which is locally bounded, measur-
able and positive definite as a generalized function.**) Then it admits a representation 
(8) /o(0 = feu,dfi0(A) for almost all t£(-2a,2a) 
Rl 
with a bounded nonnegative measure p0 on R1. 
Proof . The positive definite generalized function / 0 has an extension /0€^Po;~> 
see Proposition 1. Then / 0 is the Fourier transform of a nonnegative polynomially 
bounded measure p0 on R1. In particular, 
(fo,<P) = f HQ dp0(A) (<peKa), 
— oo 
where 0(A) := jem<p(t)dt (kdR1). 
—a 
a 
Let feKco be such that j^O, J j(t)dt = 1, suppy"c(-a,a) and for 
—a 
define the functions 
№ := e-1 Hte-1) (t^R1). 
Then 
oo 
/ \JcW\idp0(X) = ( f 0 , j M ^ sup |/o(20|. _oo <€suppj 
On each compact subset of R1 the functions jc tend uniformly to 1 if ejO. Hence 
/ d¡1,(1) ^ sup |/0(2/)|, tesuppj 
**) In [11, IX, 2J a bounded function on R1 with this property is called weakly positive 
definite. 
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and, since j can be chosen to have arbitrarily small support, it follows that 
/ dna(X) ^ Iim |/0(/)|. j 11 o 
The lemmaT is proved. 
2. Now let / 6 ^P"; a • Then / can be considered as a generalized function, and 
since we have 
a a 
[<PA]K = if,<P°*$)= f f f(ts)cp{s)Jit)dsdt, 
— a —a 
according to the results of section 2.2 this scalar product has x', OSx 'Sx , negative 
squares. By the Corollary to Proposition 2 the generalized function / can be 
decomposed as 
( 9 ) / = / I + / 0 , 
where /IC^P*-; a , and the equality holds in the sense of generalized func-
tions. Evidently, / 0 = f — f i can be considered as a locally bounded measurable 
function. Thus, by Lemma 2, it admits a representation (8) with some bounded 
measure fi0. The continuous function 
(10) / c ( 0 : = / x ( 0 + / e i X ' d n 0 ( A ) ( | f | < 2a) 
— CO 
belongs to some class and the relations (8), (9) and (10) imply 
fit) =fci.t)+m (1*1 < 2a), 
where fs(t)=0 a.e. on (—2a, 2a). We show that the function fs is positive definite. 
To this end we first prove the following 
Lemma 3. Let g be a complex function on (—2a, 2a) such that g(t)=g(—t) 
and g(t)=0 a.e. on (—2a, 2a). On the linear set Jz?0 (see section 2.1) we consider 
the scalar product 
[«,»]:= 2 g(t-s)u(s)i^i) (u, y€JS?0)-
- f l < S , t < f l 
If there exists a such that [u0, w0]<0 then we can find a set Lsa£P0 with 
the following properties: 
a) c a rdL s >« 0 , 
b) [u, u\ = - 1 , [u, i>]=0 if u,v£Ls,u?±v. 
n 
Proof . Let -M0= 2aiEt >[Mo, "ol = — 1- Wechoose ¿ > 0 so that i,±<5£(—a, a) 
19 
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for j = \,2, ..., n. Then 
[Vau0, V„u0] = [«o, w0] = - 1 for all |a| < 5. 
The set J 0 : = { i : | i |<2a , g(y)=0} has Lebesgue measure X(A0)=2a. 
We denote by G the family of all nonempty sets f such that r c ( - 5 , 5), and 
the relations a, t g r , CT^t imply a — x+(tj — tk)£A0 for j, k=\, 2, ...,n. Then 
G is not empty. Indeed, for arbitrary a,\cr\<5, define 
A
Jk
(a) := (ff+ S), j, k = 1, 2 , . . . , n. 
Then X(AJk(<r))=28, which implies p| AJk(a)^=25, hence f ) AJk(a)yi0. 
For an arbitrary r^a which belongs to this intersection we have {a, t }£G. 
The family G is partially ordered by inclusion, and each of its totally ordered 
subfamilies has an upper bound. We show that the maximal elements of G are 
not countable. Indeed, assume that a maximal element r m a x of G is countable: 
r m a x = { i v : v = l , 2,...}. Consider the set A := P| <djt(jv). Then we have again 
X(A)=25, and therefore J \ r m a i ^ 0 . If t £ A \ r ' m a t , then rm a xU{r}€G, which 
contradicts the maximality of r m a x . 
Now let r 0 6G, card r 0 > K 0 and put Ls:={Vau0: a£r0}. Then we have 
[Vau0, Vau01 = [m0, w0] = - 1 , 
[Ktw0, Vau0] = 2 = 0 if ^ t . J,k=1 
The lemma is proved. 
Now we show that fs is positive definite. Assuming the contrary we find a subset 
Ls of with the properties a), b) of Lemma 3 for g=fs. Denote the elements 
of Ls by uy,y£.r0. The space nx,(fc) is separable. Hence there exists a countable 
subset of r 0 such that the elements uy, y^Tj, form a total set in the subspace 
of nx.,{fc) generated by uy, y£r0. Choose and mutually different elements 
.M1,..., which do not belong to y^T^. Then, if | |- | |c denotes a Hilbert 
norm on Ilx..(fc) which corresponds to some fundamental decomposition; then 
to each uj there exists a finite sum 2 \ s u c ^ f ° r yJ:=uJ— 2 
we have 
j = 1.2, 
On the other hand, denoting by [ •, • ]s the scalar product on £C0 corresponding 
to fs, we find 
n r , 
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2 „ 
J=1 
Hence, for arbitrary complex numbers t]lt ..., r\„ it follows that 
wnjyTc ^ {¿\ij\m c j ^ ^ i № 
\ 2 n j y } > Z n A = - ¿ t o / - 2 I ZWrij 
1 j=1 Js J=1 yirxlj=l 
and we get finally 
However, this is impossible, since the scalar product on the left hand side has at 
most x negative squares on J$f0- This contradiction implies that fs is positive 
definite, and the Theorem is proved. 
3. The decomposition (1) can be written in a more geometric form. To this 
end we first observe that in (3) the right hand side can be replaced by 
a a 
f f fc(t-s)<p(s)<P(t) dsdt, 
— a —a 
and the space n c ( f ) can be identified with nx(fc). Therefore it is also a 7tx-space 
and we shall write I I x ( f ) instead of i l c ( / ) . As a nondegenerate subspace of 
nx(J), it is the range of a ^-orthogonal projector P in 77x(/), and we have a de-
composition ' 
n x ( f ) = ncx(f)®n0(f), 
where i70(/) is a Hilbert space with respect to the scalar product [• , •]. 
Further, if (p£Ca, then (4) yields 
a a ' 
[«.,?] = f f(t-s)q>(tjdt = f fc(t-s)W)dt (|s|-< a), 
—a —a 
and if (<5[n)), n—1, 2, ...s is a ¿,-sequence of elements of C a , then we find 
(11) [Bs, ¿¡«] - / c ( i - s ) (n — ; |s|, M < a). 
Moreover, for arbitrary t¡/£Ca we have 
["A, <5,(n)] - [>A, e j )• 
This relation implies <5t(n)--Pet (n->°°) in the weak topology of I I x ( f ) or i l x ( / ) , 
and.from (11) we get finally that 
[ e s , P £ ( ] = / c ( i - S ) ( | s | , | i |<a) . 
Thus the decomposition (1) can be written as 
/(2i) = [Pe_„ £,]+[(/—P)e_(, £,] (|r| < a). 
19* 
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