This paper discusses the use of genetic algorithms (GA) as a global search technique to solve a loading bridge regulator control problem. The theory, design and implementation of the algorithm is discussed in detail. An improved selection scheme and two advanced genetic operators are introduced. Three different GA-based feedback controllers are designed: Simple GA (SGA), Improved GA (IGA), and Advanced GA (AGA). Their results performance results are compared. Among the three GA approaches considered, AGA is themost robust one for the design offeedback controllers.
INTRODUCTION
In the 1970's, some researchers started to invesügate a new form of adaptive control system which combined the concept of conventional adaptive control theozy and artificial inteffigence with the use of powerful high-speed computers. They called this system an expert system or knowledge-based system. Several knowledge-based techniques have been developed in the past two decades, such as fuzzy logic, neural networks, and genetic algorithms. An expert system has human-like decision-making ability to recognize, quantify and adapt to any changing condition of the problem environment In most adapüve control models, control gain parameters may be changed due to variations in the system and the presence of disturbances. A self-decisive algorithm will be adequate to identify and make appropriate adaptations in these different situations. Genetic algorithms (GA) are being recognized as one of the robust optimal global search techniques.
The genetic algorithm is defined as an iterative global search technique based on the principles of population genetics and natural selection. It combines the Darwinian survival-of-the-finest principle and introduces a structure which permits efficient exchange of genetic information. GA was originally developed by John Holland4 and the mathematical framework was presented in his pioneering texthook, "Adaptation in Natural and Artificial Systems." The efficiency of using GA for optimizing functions was proved by De Jong in 19752. De Jong's study showed that GA gives a robust search method applicable across a wide set of problems, in contrast to conventional calculus-based methods. Two excellent references on the concept and the implementation of genetic algorithms are the texts wriuen by David Goldberg and Lawrence Davis, Genetic Algorithms in Search. Optimization. and Machine Learning and Handbook of Genetic Algorithms ', respectively. This paper describes the application of genetic algorithms in feedback controller design. The fundamental principle of the simple genetic algorithms (SGA) will first be discussed. An improved genetic algorithm (IGA) is implemented by introducing a selection scheme called the stochastic remainder selection without replacement which was developed by L. B. Booker as described in Goldberg3. Finally, an advanced genetic algorithm (AGA), which consists of two advanced genetic operators, two-point crossover and inversion, is introduced. Results show the robusiness of AGA to be superior to both 1GA and SGA.
GENETIC ALGORITHMS
Genetic algorithms are known to have the flexibility and capability to find an optimal or near-optimal solution of a given objective function with respect to a set of variable parameters. GA works with a population ofa finite s of strings just like nature works with chromosomes. The variable parameters are cx,ded as a fixed length string of characters or alleles which is called a chromosome. Each chromosome has an associated fitness which is the value of the otecüve function for that set of parameters. The fitness must be a positive function which reaches a maximum for the optimal chromosome. A chromosome and its fitness define an individual. Genetic algorithms proceed by taking a population of different indiVidUals and creating a new population, or generation, by combining features of the chromosomes of indiViduals from the old population with the highest fitness.
The strings rnare made from a coding of a parameter set A typical binary set of code is used as a sequence of ones and zeros. Each parameter has a finite length string of £bits. The value of each substring is mapped onto an interval of real numbers [Xbw, ]. With ii parameters, the final string consists of n ancatenated substrings. The string is ducoded by a user-defined procedure which determines the parameter values for a given problem. For example, two 7-bit binary strings could be used to represent the two feedback control gains: Ki and K2. A single 7-bit string represents one of the 2 = 128 alternative gain values. If the coding procedure assumed that the gain values are set in the range of GA diffs from other optimization techniques in four ways: (i) GA works with a coding of a parameter set not the paramets themselves.
(ii) GA searches from a population of points, not a single point. (iii) GA only requires objective function, not d&ivaüves to guide i search. (iv) GA uses probabilistic transition rules rather than deterministic rules.
In the following section, the principles and the workings of three different genetic algorithms will be discussed in detail.
Simple Genetic Algorithm
A simple genetic algorithm (SGA) is composed of three fundamental operators: reproduction, crossover, and mutation.
Reproduction: Reproduction is a process by which the strings with larger fitness values can reproduce with higher probabilities large numbers of their copies in the next generation. Selecting good strings for the reproduction operation can be implemented in many different ways. In the method used in this study, strings with higher fitness values, F, get a pmportionally highei probability of reproduction selection (i.e. roulette wheel selection) based on
where I = string index. This method, in which good strings get more copies in the next generation, emphasizes the survival of the fittest concept of genetic algorithms.
Crossover: Crossover is a process by which the systematic information exchange between two strings is implemented using probabilistic decisions. First two newly reproduced strings are paired together at random. Then, an integer position n places along every pair of strings is selected uniformly at random.
Finally, based on a probability of aossov, P, the paired strings submit to ooss over at the integer position n places along the string. This results in new pairs of strings that are aeated by exchanging all of the characters between characters 1 and n inclusively. As an example, consider two strings A and B of 1igth 6 mated at random from the mating pool of the new generation
If the random number generator mes up with a aoss site at 4, the bits are interchanged between string A and string B at the position marked after the symbol "'k". Then the resulting erossover yields two new strings, A* and B* follows:
Although crossover operation is a randomized event, when combined with reproduction it becomes an effective means of exchanging information and combining portions of good quality solutions.
Mutation: Mutation is simply a random alteration ofbit values which is based on the probability of mutation, m. (The pmbabiity of mutation is usually small, say one in a thousand.) In a binary code, the mutation operator simply flips the bit value from a 0 to a 1 or vice versa As an example, consider a string A=111100 is operated by mutation with P=1.0. After mutation is done, the string A becomes I 11101.
The mutation operator is used as an assurance against the loss of valuable information through the operation of reproduction and crossover.
Improved Genetic Algorithm
An Improved Genetic Algorithm (IGA) is composed of three operators: crossover mutation, and stochastic remainder selection without replacement Stochastic Remainder Selection Without Replacement: In this method, described byBooker, the choice of selecting the next generation of strings is based on two elements: the integer part of the expected number and the fractional portion of the remainder. The expected number of offspring for each individual, expec1 is computed as:
where t is the fitness value for a particular element of the population; f is the mean value of the whole population fitness.
Once the expected number of each string is calculated, the integer part of each expected number will first be evaluated to select for the next generation. The remains of the pool are filled under weighted probabilities in proportion to the value of each fractional part of the expected numbers. 
Mathematical MOdeling
A regulator control problem is presented hexe and the loading bridge is chosen as the control modeL The task is to move the wheeled cart with a rigid pole plus a load hinged at the bottom of the pole, along a bounded straight track by allowing the cart position to be specified from a given refeience input voltage. A GA-based conollez is designed to accomplish two major tasks. The first is to accelerate and decel&axe the total mass of the system to thieve the required displacement. The second is to reduce any residual vibrating effect used by the motion of the system. A full state feedbk gain set is designed to maintain horizontal positioning and preventload oscillation.
The systemconsists of a D.C. permanent magnet motor, a cart with pendulum, and a rack and pinion. A potentiomet on the motor shaft is used to measure the angular movement and the tachometer is used to measure the angular velocity of the system. A schematic of a dynamic control model for the loading bridge hinged with a load is shown in Fig. 3 
The equations are nonlinear due to the presence of the thgonometric terms sine and cxs9 and the quadratic term 2 The equations are linearized by assuming a small angle of motion: sin6 = 8, O = 1, and O2 o. uierthese approximations, we obtain the linearized dynamic model: The control model is then discretized because digital control is to be implemented. This is done by assuming a zero-order hold on the system outputs and a sampling time ofT, using = eAT x(k +1) = cJ x(k) + F u(k) (3.8) y(k) = Hx(k) (3.9) where c1, F and H are the system matrices of the discretized control system; x(k) refers to the state matrix operating at each time step; and u(k) is the control signal at each sampling interval. The LQR design calculates an optimal feedback gain set K such that the control law where Q and R are the weighting matrices. They are ofti called the state weighting matrix and control weighting matrix, respectively. In the performance index, the quadratic form xQx represents a penalty on the deviation of the state x from the origin; whereas the term uTRu represents the "cost of controL" Q and R are square matrices with the size of Q being equal to the number of states and the size of R equal to the number of control inputs.
An adaptive full-state feedback, GA-based controller is designed to control the system. The full-state feedback system is defined as: The population size used in the simulation runs is 30, the two-point aossover operator uses a probability of 0.85, and the probability ofboth mutation and inversion is set at 0.01.
The operational procedure of using advanced genetic algorithms is as follows: 1. Initialize the 0th generation of population of 30 strings randomly 2. Decode each individual string to determine the four state feedback control gains 3. Perform a time simulation of the system response to the given model and evaluate the fitness function 4. Repeat steps 2-3 for all 30 strings in the population 5. Select strings for next generation by using stochastic remainder selection without replacement scheme 6 . Crossover pairs of strings in the new generation by using the two-point crossover operator and meanwhile manipulate the inversion and the mutation operators with the new population according to their rate of probabilities.
Returntostep2
The entire procedure is run for 200 generations. SGA and IGA are run simultaneously with the AGA in order to compare results. This work has demonstrated the robustness and the efficiency ofusmg the genetic algorithm (GA) as a global search optimization technique. The genetic approach based on the mechanics of natural selection and population genetics is simple, robust and efficient and can be adapted to a variety ofproblem domains. The design, implementation and testing ofthe algorithm were discussed in detail.
SIMULATION RESULTS
A regulator control problem is presented using advanced genetic algorithms (AGA). A loading bridge is chosen as the dynamic control modeL Two advanced genetic operators were introduced. They are the two-point crossover and the inversion operators. An AGA-based full-state feedback controller was designed to control the loading bridge with the given reference input voltage. Results showed the robustness of AGA to be superior to both IGA and SGA. The AGA reached the optimal region at the 103rd generation, while the IGA did not come to the same optimal region until the 165th generation. The performance of AGA is 60.19 % more efficient than IGA. The SGA run did not even achieve the maximum fitness value. The performance ofAGA is about 94.17 % more efficient than SGA. Among the three techniques discussed, the advanced genetic algorithm has been demonstrated as the most robust one for the design of feedback controllers.
RECOMMENDATIONS
The given control optimization problem using genetic algorithms was utilized in an off-line control mode. The function evaluations were simulated and the best result was saved after a number of generations given by the user. The control model was given accurately for computing the optimal control gain sets. However, when the accurate model is not available or the plant model is changing, can GA still be sufficiently robust to have the learning-control ability? There is much more work that could be done to investigate the ability ofgenetic algorithms to adapt to a real-time control process.
Lastly, researchers recently started to focus on a hybrid scheme which is based on a combination of the genetic algorithm with other existing control techniques. Fuzzy logic and neural networks can be combined with genetic algorithms to develop hybrid adaptive controllers. These kinds of controllers would produce even more efficient and robust optimal solutions than implementing only one of the existing control techniques.
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