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LEAST ANGLE REGRESSION COARSENING IN BOOTSTRAP
ALGEBRAIC MULTIGRID˚
KARSTEN KAHL: AND MATTHIAS ROTTMANN:
Abstract. The bootstrap algebraic multigrid framework allows for the adaptive construction
of algebraic multigrid methods in situations where geometric multigrid methods are not known or
not available at all. While there has been some work on adaptive coarsening in this framework in
terms of algebraic distances, coarsening is the part of the adaptive bootstrap setup that is least
developed. In this paper we try to close this gap by introducing an adaptive coarsening scheme that
views interpolation as a local regression problem. In fact the bootstrap algebraic multigrid setup
can be understood as a machine learning ansatz that learns the nature of smooth error by local
regression. In order to turn this idea into a practical method we modify least squares interpolation
to both avoid overfitting of the data and to recover a sparse response that can be used to extract
information about the coupling strength amongst variables like in classical algebraic multigrid. In
order to improve the so-found coarse grid we propose a post-processing to ensure stability of the
resulting least squares interpolation operator. We conclude with numerical experiments that show
the viability of the chosen approach.
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1. Introduction. In this paper we establish a connection between the adaptive
bootstrap algebraic multigrid setup, in particular its coarsening part, and data driven
machine learning approaches.
Algebraic multigrid methods have been introduced in [1, 2, 19, 20] as a method
to efficiently solve sparse linear systems of equations
Ax “ b, b P Cn, A P Cnˆn
without the requirement of expert knowledge, e.g., the underlying physical model, the
employed discretization scheme and/or geometry. Efficiency in algebraic multigrid
methods is achieved by pairing a simple iterative scheme, the smoother, with a coarse
grid correction. Generically the error propagator of a two-grid algebraic multigrid
method with Galerkin coarse grid construction can be written as
(1.1) E2g “ pI ´MAqpI ´ P pPHAP q´1PHAqpI ´MAq ,
where it is the task of the algebraic multigrid setup to determine a suitable inter-
polation operator P . That is, one has to find suitable choices for the dimension of
the coarse space, nc, the sparsity pattern of P P Cnˆnc and its entries. Typically
these tasks are split into two parts. Finding nc and the sparsity pattern of P is often
referred to as the coarsening problem, while determining the entries of P is known as
the interpolation problem.
In the classical algebraic multigrid approach [19] both problems are solved using
the entries of A and it has been shown that this is appropriate as long as A has
M -matrix structure, e.g., as a suitable discretization of an elliptic partial differential
equation. The classical approach relies on quite restrictive assumptions on the under-
lying problem and therefore cannot be extended significantly beyond the M-matrix
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case. In recent years the scope of algebraic multigrid methods has been enlarged by
the introduction of adaptivity [4, 8, 9]. The fundamental idea of adaptive approaches
is to guide the construction of the coarse space by either using spectral information on
A and/or the smoother, or simply using the action of the smoother itself. While many
of these approaches succeeded in addressing the interpolation problem, advances for
the coarsening problem are scarce. Some approaches try to generalize the definition
of strength of connection of the classical method [18]. Others consider only binary
relations of variables [3] and compute a strength of connection method in an adaptive
fashion. This can also be said for recent algebraic aggregation approaches [5, 14, 16,
17], which mainly use binary relations as well. Last, there are approaches based on
compatible relaxation [6] that come closest to general applicability, but oftentimes
do not mesh efficiently with the chosen approach for the definition of interpolation
weights, i.e., the entries of P .
In this paper we propose a new way of solving the coarsening problem in the
bootstrap algebraic multigrid framework. Based on the concept of least squares inter-
polation we develop a least angle regression coarsening scheme that can be fully inte-
grated into the bootstrap framework and which utilizes only the information present
in the small number of test vectors of the bootstrap process. To do so, we review the
concept of least squares interpolation in section 2 and show how it can be interpreted
as a machine learning, i.e., regression, problem. We introduce an `1 penalty term,
also known as a lasso term [21], into the least squares interpolation and show how
the modified problem can be solved efficiently by least angle regression. We continue
in section 4 with the description of the overall coarsening strategy and show numerical
results in section 5.
2. Least Squares Interpolation. The bootstrap algebraic multigrid frame-
work constructs a multigrid hierarchy by leveraging the information contained in a
set of test vectors
V “ tvp1q, . . . , vpKqu Ă Cn
(cf. [4]). The central part of the setup process is the calculation of interpolation
weights by least squares interpolation. Assuming that the set of variables Ω is split
into a set of coarse variables C and fine variables F “ ΩzC and that the sparsity pattern
of interpolation is known, i.e., each variable i is equipped with a set of variables Ci Ă C
it interpolates from, the interpolation weights in least squares interpolation are simply
given by the weighted least squares fit
(2.1)
Kÿ
k“1
ωk
˜
v
pkq
i ´
ÿ
jPCi
pijv
pkq
j
¸2
Ñ min .
Herein, ωk is chosen to reflect the importance of test vector v
pkq. Interpolation for
variables in C is defined by the identity. In accordance with [4] we call the cardinality
|Ci| of the set of interpolation variables the caliber of interpolation.
In order to explain the usefulness of least squares interpolation in solving the
coarsening problem we consider it in terms of a regression problem. Clearly, the
interpolation weights pij determined by least squares interpolation can be thought
of as an `2 best regression fit to a set of observations of smooth error given by the
entries of the test vectors. That is, (2.1) determines a best weighted `2 fit to variable
i based on observations of smooth error made at selected (nearby) variables in Ci
(cf. Figure 1). While this regression fit is meaningful in case K " |Ci|, i.e., we are in
a data rich scenario, we run into a severe problem of overfitting in case K « |Ci|. In
2
the extreme case of K ď |Ci| we obtain an exact fit of the (arbitrary) observations
of smooth error which might lack generalizability; we refer to [12, Chapter 3] for a
general introduction to regression in statistical learning. This is in accordance with
earlier results reported for the bootstrap algebraic multigrid method where it was
observed that a lack of data, i.e., test vectors, severly hampers the performance of
the overall method [4] or needs to be supplemented by implicit assumptions on the
nature of algebraically smooth error [15].
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Figure 1. Example for least squares interpolation from smooth error
Based on this interpretation of least squares interpolation as a regression model
of smooth error it should in principle be possible to extract information about an
appropriate choice of Ci from the calculated regression coefficients, i.e., the interpola-
tion weights pij . Due to the fact that with no a-priori information available on which
variables might be important in the interpolation for variable i we have to consider a
least squares fit from all other variables
(2.2)
Kÿ
k“1
ωk
˜
v
pkq
i ´
ÿ
j‰i
pijv
pkq
j
¸2
Ñ min .
This of course is ill-posed for the aforementioned reasons as long as one does not
use an absurd amount of test vectors, i.e., K ą n. The problem can be somewhat
alleviated when assuming locality of interpolation and thus restricting the potential
set of interpolation variables to some neighborhood1 Ni of variable i, i.e., considering
(2.3)
Kÿ
k“1
ωk
˜
v
pkq
i ´
ÿ
jPNi
pijv
pkq
j
¸2
Ñ min .
1In accordance with an appropriate metric.
3
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Figure 2. Kernel functions in one dimension with dpx, yq “ }x ´ y}2. Nearest-neighbor ( )
and tri-cube kernel ( ).
A more general way of localizing the regression problem is to introduce what is known
in statistical learning as a kernel operator Kη (cf. the introduction to kernel regression
in [12, Chapter 6]) into the least squares fit by,
(2.4)
Kÿ
k“1
ωk
˜
v
pkq
i ´
ÿ
j
pijKηpi, jqvpkqj
¸2
Ñ min .
The role of the kernel operator is to weigh the data depending on the distance of
the data variable j to the observation variable i. We consider two choices for Kη in
our tests, the nearest-neighbor kernel Knnη and the tri-cube kernel K
tc
η , illustrated
in Figure 2 and defined by:
(2.5)
Knnη pi, jq “
#
1, dpi, jq ă η
0, else
Ktcη pi, jq “
#
p1´ |dpi,jqη |3q3, dpi, jq ă η
0, else
In these definitions d denotes a distance function, e.g., graph distance or euclidean
distance in case variable coordinates are known.
Yet, even with such a localization of the regression problem, the number of test
vectors required would be prohibitively large as the number of potential interpolation
variables | supppKηpi, jqq| “ |Ni| significantly exceeds |Ci|, the number of variables to
be used lateron in interpolation. In the context of algebraic distances or other related
adaptive coarsening techniques this problem is circumvented by simply considering
only binary relations, i.e., fits between any pairs of variables [3, 14, 16, 17], but one can
easily imagine that it is possible to miss important group relations by only considering
pairs. While early works of bootstrap algebraic multigrid introduce greedy strategies
to choose Ci by adding one variable at a time with some success (cf. [4]), but even
a heuristic justification of this approach is questionable. A brute force approach,
checking all sets of m variables in the neighborhood to find the best set, is clearly too
expensive as well.
Thus we propose to extract the best set of variables by leveraging the similarity
of the problem to a data regression problem. Especially under the premise that we do
not want to increase the number of test vectors. One possible approach to sparsify P ,
which has been proposed in the machine learning context in [21] is the introduction of
an `1 penalty term with corresponding penalty parameter λ P r0,8q. This approach
is known as least absolute shrinkage and selection operator (LASSO). To be more
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Figure 3. The effect of penalization on a least squares problem with solution p; (left) solution
q with 2-norm penalization }q}2 ă t (right) solution p with 1-norm penalization }p}1 ă t. In the
2-norm penalized solution we find q1, q2 ‰ 0, but due to the shape of the 1-norm unit cell we find
p2 “ 0 in the 1-norm penalized solution.
specific, the least squares problem (2.4) is changed to
(2.6)
Kÿ
k“1
ωk
˜
v
pkq
i ´
ÿ
j
pijKηpi, jqvpkqj
¸2
` λ}pi}1 Ñ min,
Thus, in essence λ allows us to interpolate between the least squares solution at λ “ 0
and pi “ 0 for λÑ8. Note, that this could also be achieved by penalizing the 2-norm
}pi}21, but penalizing the 1-norm implicitely enforces sparsity of pi. This observation
can be motivated by stating (2.6) in the equivalent form
(2.7)
Kÿ
k“1
ωk
˜
v
pkq
i ´
ÿ
j
pijKηpi, jqvpkqj
¸2
Ñ min with }pi}1 ď t,
where t being large corresponds λ being small and vice versa. As illustrated in Figure 3
the polyhedric shape of the `1 unit sphere implicitely enforces zero entries in the `1
penalized solution.
Now the idea is to filter out the most important interpolation variables by an-
alyzing the regression weights pij w.r.t. λ and in this way find an appropriate set
of interpolatory variables for every grid point. Further postprocessing then ensures
that a proper set of coarse variables is constructed based on this information (cf. sec-
tion 4). In addition to (2.6) it is interesting to consider a sign-constrained version of
this optimization problem
(2.8)
Kÿ
k“1
ωk
˜
v
pkq
i ´
ÿ
j
pijKηpi, jqvpkqj
¸2
` λ}pi}1 Ñ min, sjpij ě 0
for pre-specified signs sj P t´1, 1u.
For a specific λ, calculating pij in (2.6) and (2.8) is a non-linear optimization
problem. Again this raises the question of feasibility of this approach. Fortunately,
there is a way to solve the penalized least squares problems (2.6) and (2.8) for a
particular set of λ values without having to resort to non-linear optimization methods,
which we introduce now.
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3. Least angle regression. The method of least angle regression, introduced
in [10], is a general approach for the solution of least squares problems motivated
by data regression. While it ultimately constructs the unrestricted least squares
solution its benefit in our situation stems from the fact that it can be shown that
its intermediate stages solve the penalized problem at particular λ values. The main
idea of least angle regression is to start with a zero initial guess for the coefficients
and then “switch on” one least squares coefficient at a time.
To be specific, let us first introduce a generic least squares problem to simplify
notation:
(3.1) minx }v ´Wx}2,
where v P Rn, x P Rm,W “ “ w1 ¨ ¨ ¨ wm ‰ P Rnˆm and we assume that the
columns of W are normalized.2 Given x, not necessarily the solution of (3.1), the
residual of this least squares problem is defined by r “ v ´Wx. Further we define
the set A “ ti, xi ‰ 0u of active variables and a notion of similarity of the columns
wi and the current residual r,
ρi :“ |xwi, ry2|
This coincides up to scaling by }r}2 with the cosine of the angle between r and columns
wi of W and can be interpreted as the absolute correlation of these vectors.
In each iteration of least angle regression, starting from a zero initial guess, i.e.,
x “ 0 and A “ H, least angle regression chooses the variable ıˆ R A with largest
correlation ρˆı, i.e., least angle, and adds it to the active set A. Denoting by dA the
solution of the least squares problem which is restricted to the current set of active
variables A, i.e.,
(3.2) mindA }r ´W¨,AdA}2,
we find that xA ` dA solves the original least squares problem (3.1) restricted to
variables in A. Least angle regression now introduces a step size α P p0, 1s and
updates the intermediate least squares solution by
(3.3) rx “ #xi ` α ¨ di i P A
xi else
and correspondingly r“ r ´ αW¨,AdA. Defining updated correlations by
rρ “WHr“WHr ´ αWHW¨,AdAloooooomoooooon
“: µ
“ ρ´ α ¨ µ
the step size α in least angle regression is then chosen as the smallest positive α
fulfilling any of the following conditions
(i) rxi “ 0, i P A,
(ii) |rρi| “ |rρj |, i P A, j R A
In case α is chosen due to pxi “ 0 for some ıˇ P A, the ıˇ-th variable is removed from
the active set, i.e., AÑ Azt ıˇ u, and a new solution of (3.2) is calculated. Dropping
variables from the active set when they become zero ensures that the obtained solu-
tion is equivalent to a solution of the penalized least squares problem (2.6) for some
2Note, that when applying least angle regression to the weighted least squares fit described
in section 2 normalization of the columns of W is replaced by weighting with ωk. Further n and m
correspond to the number K of test vectors and the support of the kernel function Kη , respectively.
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λ P r0,8q; cf. [10]. The corresponding λ value of (2.6) is not known in least angle
regression, but subsequent iterations correspond to decreasing λ values.
If, on the other hand, α is chosen due to a condition of type (ii), the corresponding
variable ıˆ R A is added to A for the next iteration. This guarantees that all variables
in the active set are tied in correlation with the residual at all times; cf. [10].
Algorithm 3.1: Least angle regression
Data: v P Rn,W “ “ w1 ¨ ¨ ¨ wm ‰ P Rnˆm
1 Initialize x “ 0,A “ H and rewind “ false
2 while |A| ď minpn,mq do
3 r “ v ´Wx
4 ρ “WHr
5 ıˆ “ argmaxjRA |ρj |
6 if rewind “ false then
7 A “ AY t ıˆ u
8 else
9 rewind “ false
10 dA “ argminzA }r ´W¨,AzA}2
11 for i P A, i ‰ ıˆ
12 αi “ ´xidi
13 qα “ miniPAtαi ě 0u, ıˇ “ argminiPAtαi ě 0u
14 µ “WHW¨,AdA
15 for j R A
16 pα1j , α2j q “
´
ρi´ρj
µi´µj ,
ρi`ρj
µi`µj
¯
, i P A
17 pα “ minjRAtα1j , α2j ě 0u
18 if qα ă pα then
19 rewind “ true
20 xA “ xA `min t1, qαu ¨ dA
21 else
22 xA “ xA `min t1, pαu ¨ dA
23 if rewind “ true then
24 A “ Azt ıˇ u
The least angle regression algorithm is summarized in Algorithm 3.1. In situ-
ations, where n ! m its computational complexity scales only linearly in the large
dimension. This is of particular importance, when we apply the algorithm to (2.6)
where we find for the number of test vectors K and the support of the kernel function
Kη that K ! supppKηq. That is, least angle regression scales only linearly with the
size of the considered neighborhood.
In Figure 4 we illustrate the least angle regression iteration in the case of W P
Rnˆ2. The property of tied correlations transfers geometrically to choosing a step
size such that the remaining line to the projection pv of the measurement v bisects the
angle between the currently active direction w1 and the inactive w2. In Figure 5 least
angle regression coefficients and the respective correlations are shown for a simple
example with n “ 8 and m “ 6. That is, we calculate up to 6 least angle regression
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Figure 4. Solution of a two-dimensional least squares problem by least angle regression. In the
first iteration least angle regression proceeds along w1 until the residual bisects the angle between w1
and w2. In the second and final iteration least angle regression proceeds along the bisector.
coefficients based on 8 vectors. Note, that we have chosen n ě m in this case to
illustrate a complete least angle regression trajectory that ends with a well-defined
least squares solution.
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Figure 5. An example of the coefficient traces of a least angle regression iteration with respect
to accumulated `1 coefficient changes along the least angle regression iteration; (left) penalized least
squares coefficients (least angle regression α); (middle) unpenalized least squares coefficients (x`dA
in least angle regression); (right) correlations ρ.
Least angle regression with sign constraint. With a small modification least angle
regression is able to solve a sign-constrained version of the penalized least squares
problem (2.8). In this the signs of the calculated coefficients are tied to the signs of
their initial correlations. In order to ensure these tied signs we simply modify the
data matrix W by scaling it with the signs of the initial correlations ρp0q “WHv, i.e.,
(3.4) xW “W diagpsignpρp0qqq.
This guarantees that the modified initial correlations xWHv are now all positive. As
the coefficients entering the active set in Line 7 of Algorithm 3.1 over the course of
least angle regression have the same sign as their correlation (cf. [10]) we simply have
to ensure that only coefficients with positive correlations enter the active set. For
this we need two additional modifications of Algorithm 3.1. First, we have to omit
considering the absolute values in Line 5, i.e., replacing the statement by
ıˆ “ argmaxjRA ρj ,
to ensure that the chosen maximal correlation is positive. This can be guaranteed if
the least angle regression iteration is stopped once all correlations reached or crossed
8
zero. Second, instead of considering
|rρj | “ |rρi|, j R A, i P A
in Line 16 we only consider rρj “ rρi to determine pα. That is, we replace Line 16 by
(3.5) αj “ ρi ´ ρj
µi ´ µj .
Once the algorithm terminates we obtain the coefficients with the correct sign by
reverting the sign change on the data matrix, i.e., calculating
(3.6) xÐ diagpsignpρp0qqqx .
Stopping criteria. In order to not only provide an unpenalized least squares fit,
which it does once all variables are active, least angle regression requires a suitable
stopping criterion. In the context of the coarsening problem two choices come to
mind.
First, due to the fact that the data in the coarsening problem should be highly
correlated as representations of algebraically smooth error, one can use the corre-
lation of the inactive variables to decide when to stop the iteration. As illustrated
in Figure 5 the correlations quickly become very small and a stopping criterion based
on the largest inactive correlation seems appropriate. In addition, a stopping crite-
rion in terms of remaining correlation can be interpreted in terms of the amount of
information absorbed in the model: If the remaining observations are already well
approximated by the model, there is no further need to fit them.
Second, specifically for the coarsening problem, one can stop least angle regression
by using either the cardinality of A, i.e., the cardinality of Ci in least squares interpo-
lation. Given the fact that the number of elements of A is non-monotonic one cannot
stop the iteration exactly at a prescribed cardinality, but rather back-track the last
occurrence of a certain cardinality after stopping at a high enough cardinality to avoid
missing the last occurrence. The largest number of least angle regression iterations is
naturally bounded by either n or m, but oftentimes stopping the iteration with |A| of
twice the prescribed cardinality almost always allows the extraction of the corrected
Ci set even if the natural limit of iterations is not reached. Any least angle regression
solution with a cardinality close to the number of available test vectors should be
treated with utmost care due to the potential problem of overfitting. The left and the
center panel of Figure 5 illustrate this problem as the least squares solution contains
negative weights in order to balance the sum of weights. Such fits are very sensitive
under small changes in the input data.
4. Least angle regression coarsening. Having introduced the penalized least
squares problem and the least angle regression method to solve it, we now construct
our adaptive coarsening algorithm. Our approach is to use the coefficients of least
angle regression to define a notion of strength of connection.
The first step in this process is to determine penalized and unpenalized least
squares coefficients pij by least angle regression for all variables i P Ω for a given
diameter η of the kernel function and choice of distance function d. In addition,
one has to specify a stopping criterion for least angle regression as discussed in the
previous section. After truncation of coefficients below a specified threshold, the re-
maining coefficients define a directed graph of strong connections. As a first guess
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at an appropriate set of coarse variables, an independent set of this graph is com-
puted (cf. Algorithm 4.1), where the variables are chosen according to the importance
measure
(4.1) σj “
ÿ
i,jPNi
|pij | .
That is, the priority of variables is determined by the weight of strong couplings
contributed to other variables.
Algorithm 4.1: Independent set coarsening with ordering by importance.
Data: Sets Ci and least squares coefficients pij for all i, threshold θ
Result: Coarse variable set C
1 for i “ 1, . . . , n
2 for j P Ci
3 if
|pij |
maxj |pij | ă θ then
4 pij “ 0
5 Ci “ Ciztju
6 Initialize importance scores σi “ 0, i “ 1, . . . , n
7 for i “ 1, . . . , n
8 for j P Ci
9 σj “ σj ` |pij |
10 Initialize C “ H, B “ t1, . . . , nu
11 while B ‰ H do
12 i‹ “ argmaxitσi, i P Bu
13 C “ C Y ti‹u
14 B “ Bzti‹u
15 for i P B, pii‹ ‰ 0
16 B “ Bzti‹u
Once an initial set of coarse variables is known, another pass of least angle regres-
sion for all variables i P ΩzC is carried out, but now the kernel function is restricted
to variables in C. This determines a first set of interpolatory variables Ci and a first
set of least squares interpolation weights pij .
Due to the fact that the independent set might yield inconsistent sets of coarse
variables, which in turn might lead to inefficient interpolation we further modify C by
alternating between the calculation of interpolatory sets Ci and interpolation weights
pij in the aforementioned way and a maximal volume correction.
The idea of the maximal volume correction is to find a choice of coarse variables
such that no interpolation weight is larger in absolute magnitude than 1. This is
achieved by subsequently finding the largest entry |pij | of interpolation and swapping
variable j P C with variable i P F in case |pij | ą 1. This process has been introduced
in [11, 13] to calculate well conditioned bases of linear spaces and maximal volume
submatrices, and it can be shown that this process converges, requires only rank-1
updates of the interpolation weight matrix and yields the desired result, i.e., inter-
polation weights of modulus smaller one. As the maximal volume correction changes
the sparsity of interpolation, we afterwards rerun least angle regression to calculate
10
new sets Ci and interpolation weights pij for the variables in F with modified sparsity.
The whole process is repeated until no corrections are done in the maximal volume
part or a pre-set number of iterations has been reached.
Algorithm 4.2: Maximal volume correction
Data: interpolation P , coarse variable set C
Result: coarse variable set C
1 repeat
2 find k R C, ` P C such that |pk`| “ maxi,j |pij | ą 1
3 add k to C, remove ` from C
4 update entries of P
5 until maxi,j |pij | ď 1
In case that after a least angle regression call a variable j P C turns out to not
interpolate to any variable i P F , j is added to the F variables and least angle
regression is used to determine Ci and pi for these new F variables.
Algorithm 4.3: Least angle regression coarsening
Data: test vectors vp1q, . . . , vpKq
Result: coarse variable set C and least squares interpolation P
1 for all variables i P Ω
2 calculate Ci, pi by least angle regression
3 apply thresholding to pi and change Ci accordingly
4 Calculate C by independent set
5 repeat
6 calculate Ci, pi by least angle regression with Kη X C
7 for any variable j P C with j R Ci, i R C
8 remove j from C
9 calculate Ci, pi by least angle regression with Kη X C
10 obtain updated C set by maximal volume correction
11 until no maximal volume correction occurred
5. Numerical experiments. We now show some tests of our MATLAB im-
plementation of the least angle regression coarsening approach that we ran on finite
element discretizations of Poisson’s equation with and without anisotropy. We thus
consider the partial differential equation
(5.1) ´
ˆ
c1
B2
Bx2 ` c2
B2
By2 ` c3
ˆ B
Bx
B
By `
B
By
B
Bx
˙˙
u “ f ,
where c1 “ c2 “ 1 and c3 “ 0 yields Poisson’s equation
(5.2) ´
ˆ B2
Bx2 `
B2
By2
˙
u “ f ,
and for
c1 “ cospαq2 ` ε ¨ sinpαq2, c2 “ sinpαq2 ` ε ¨ cospαq2
11
and
c3 “ p1´ εq
2
¨ sinp2 ¨ αq
we obtain Poisson’s equation with anisotropy in direction α. The underlying domain
Ω “ tx P R2 : }x} ď 1u is the unit disc and the finite element discretization (that
remains unchanged for all tests in this section) has been obtained from MATLAB’s
pdetool using linear elements and Dirichlet boundary conditions u|BΩ “ 0.
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Figure 6. Illustration of least angle regression with a kernel range of one edge. Each panel
depicts the state in Line 18 of Algorithm 3.1 in consecutive iterations, i.e., right before updating
the (penalized) coefficients x. For each node we report |ρi|. We highlight the current active set A.
Edge values denote the current penalized least angle regression coefficients xi and the small arrow
indicates the sign of di, i.e., the direction in which the coefficient is about to be changed. The
connection between panels is marked either by pα or qα depending on which of the two is smaller in
the condition in Line 18.
5.1. Least angle regression. To start our numerical tests, we would like to
highlight what makes least angle regression advantageous in the coarsening process of
algebraic multigrid. To do so we consider Poisson’s equation discretized with hmax “
0.1. This yields a matrix A P R480ˆ480. We use K “ 16 test vectors, each of
them smoothed with 4 steps of Gauss-Seidel. For convenience we use the notation of
Algorithm 3.1.
In the first least angle regression iteration variable 5 is added to A as it has the
largest correlation with variable 1. The weight x5 is increased and variable 3 is added
next as the correlations of variables 3 and 5 are now equal. In the third iteration
variable 7 is added. While x7 increases, x5 decreases with the next update. The step
size α in this iteration is chosen such that variable 5 is dropped pqα ă pαq. That is,
variable 5 is obsolete in case variables 3 and 7 are in A which intuitively makes sense.
Afterwards variable number 4 is added, resulting in a caliber three interpolation set
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which is a geometrically balanced choice and the last occurence of a caliber three set
in the least angle regression iterations for this variable.
In this way Figure 6 illustrates why we deem least angle regression to be advante-
gous compared to other adaptive coarsening approaches. Binary approaches that only
consider the relation between pairs of variables would not be able to devalue variable
5 in presence of variables 3 and 7, but would treat all three connections as equal. On
the other hand, it describes an almost greedy way, guided by the `1 constraint least
squares problem, to construct interpolation sets Ci with more than one interpolation
point. It is able to do so without testing all possible combinations and offers the pos-
sibility to adjust key parameters of the coarsening such as the caliber of interpolation
in an adaptive fashion based on quantities such as the correlation.
5.2. Parameter study. We first review the available parameters and group
them into kernel, least angle regression and coarsening parameters.
‚ Kernel parameters include the distance measure d, the kernel function and
the kernel radius η in (2.5).
– distance measure: Even though information about the coordinates of
each variable is available, we choose to use the graph distance.
– kernel function: We use both nearest-neighbor and tri-cube kernel and
specify this for each test individually.
– kernel radius: For all tests we used η “ 4.
‚ Least angle regression parameters consist of a correlation threshold, a
relative strength threshold, a caliber threshold and a flag for the use of the
sign constraint.
– correlation threshold: Stopping criterion based on the current correlation
of inactive variables in Algorithm 3.1.
– relative strength threshold: Truncation of penalized/unpenalized regres-
sion coefficients smaller than threshold times coefficient of largest abso-
lute value.
– caliber threshold: Chooses penalized/unpenalized regression coefficients
in Algorithm 3.1 of the iteration with last occurrence of |A| equal to
threshold.
– sign constraint: Switches between the lasso least squares problem (2.6)
and its sign constrained version (2.8).
‚ Coarsening parameter specify the number of maximal volume and least
angle regression loops.
In order to study the behavior of the least angle regression coarsening approach
with respect to these parameters and to come up with well-founded default choices
we first study their individual influence on a small sample problem. To this end we
use pdetool with hmax “ 0.1 to generate a matrix A P R480ˆ480 for the Poisson
equation (5.2).
We construct 2- and 3-grid methods using K “ 16 initially random i.i.d. Np0, 1q-
distributed test vectors and apply 4 Gauss-Seidel iterations to each to obtain a set
of smoothed test vectors. Reported convergence results correspond to a Vp1, 1q-cycle
with symmetric3 Gauss-Seidel smoothing. We use the same parameter sets for both
coarsening steps and apply 4 smoothing iterations to the restricted test vectors on
the intermediate grid in the construction of the 3-grid method. All parameters that
are not explicitly set in the following tests are chosen such that they do not influence
3Forward sweep on the fine-to-coarse and backward sweep on the coarse-to-fine pass.
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the method.
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Figure 7. Study of iteration count as a function of the caliber threshold.
The first parameter we study is the influence of the caliber threshold on the
convergence of the 2- and 3-grid method. As illustrated in Figure 7 in the left plot
we see on one hand that there exists a lower bound on the caliber threshold that
is required to obtain a rapidly converging method. On the other hand the method
becomes unstable, i.e., its convergence degradates when going from a two to a three
grid method, for large calibers which might be explained by the problem of overfitting
the data as mentioned in section 2. This problem is especially apparent in the 3-grid
method where no stable plateau is visible. Using a relative strength threshold or the
sign constraint version as depicted in the middle and right plot, respectively, cures
this instability at large caliber almost completely and a stable plateau arises. This
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Figure 8. Study of actual caliber as a function of the caliber threshold.
is unsurprising when we combine the observed behavior with the plots in Figure 8,
where we plot the actual caliber for the same tests. The actual calibers for the 3-
grid cases denote the calibers for the coarsening on the intermediate grids that are
identical to the coarse grids of the respective 2-grid method. While the actual caliber
grows almost linearly in the left plot, where no additional stopping criterion is used,
we can see that both additional parameters effectively stabilize the actual caliber in
a range small enough to not cause overfitting and thus reduce the instability of the
method. Based on these findings, we set the default choice for the caliber threshold
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to 3. With respect to the choice of kernel function no dramatic difference between
nearest-neighbor and tri-cube is visible, with a minor advantage of tri-cube in most
cases, which again is not surprising as it enforces stricter locality of the coarsening.
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Figure 9. Study of iteration count (left) and actual caliber (right) with respect to the correlation
threshold.
Next, we consider the influence of the correlation threshold on convergence in Fig-
ure 9. As one can see, the convergence behavior of the 2-grid method is very robust
with respect to this threshold up to a value of 10´2. This again can be explained by
the bounded actual caliber for small enough threshold values. The constructed 3-grid
method is overall more sensitive to the threshold, which is largely due to the fact that
only smoothed test vectors are used. We show in subsection 5.3 that this problem
vanishes when a more elaborate multigrid setup is used. Based on these findings, we
propose to use 10´2 as a default choice for the correlation threshold.
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Figure 10. Study of iteration count (left) and actual caliber (right) with respect to the relative
strength threshold.
Similar results are obtained for the relative strength threshold as depicted in Fig-
ure 10. A large stable plateau can be used to fix the default value of this parameter
to 10´2 as well.
Last, we try to gauge the influence of the maximal volume post-processing on the
overall coarsening process and the quality of the corresponding 2- and 3-grid methods.
In Figure 11 we see that it does not affect convergence if the method converged fast
before the maximal volume corrections. In case the method did not converge fast
we observe overall small improvements, but it is hard to judge from this data if the
15
0 1 2 3 4 ∞
20
40
60
80
100
120
maximal volume steps
so
lv
er
it
er
a
ti
o
n
s
fo
r
to
l
=
1
0−
1
0
caliber=∞
2 levels - kernel=Knnη
3 levels - kernel=Knnη
2 levels - kernel=Ktcη
3 levels - kernel=Ktcη
0 1 2 3 4 ∞
20
40
60
80
100
120
maximal volume steps
caliber=3
2 levels - kernel=Knnη
3 levels - kernel=Knnη
2 levels - kernel=Ktcη
3 levels - kernel=Ktcη
Figure 11. left: maximal volume study, right: relative weight low cut study.
post-processing by maximal volume has a significant effect. However, when inspecting
the proposed coarse variable sets we do find marked visual ”improvements” on the
homogeneity of the obtained variable distributions. We thus propose to use the max-
imal volume correction and maximal number of iterations (maxvol followed by least
angle regression) to 4. Note, that the complexity of the maximal volume correction
solely depends on the number of variable swaps in and out of C and we typically find
that only few swaps are needed for the tests considered here and in subsection 5.3.
To summarize the parameter study, we collect all parameters along their default
values in Table 5.1.
parameter name default value
kernel distance measure graph distance
kernel function Ktcη
kernel radius 4 [edges]
least angle regression correlation threshold 10´2
rel. strength threshold 10´2
caliber threshold 3
sign constraint false
coarsening maxvol iterations 4
AMG smoother Gauss-Seidel
number of test vectors 8
initial smoothing 4 [iterations]
V-cycle pre-smoothing 1 [iterations]
V-cycle post-smoothing 1 [iterations]
Table 5.1
Summary of all parameters
Qualitative analysis. Using the default parameters we can now take an in-depth
look at the constructed strength graphs, coarse variable sets, and interpolation re-
lations. To this end we consider an even smaller problem with hmax “ 0.2, which
yields a matrix A P R112ˆ112. This time we consider both problems with and without
anisotropy as shown in Figure 12. In all tests we reduced the number of test vectors
to K “ 8.
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Figure 12. Illustration of the interpolation coupling structure computed by least angle regression
coarsening for three different cases. (top) Poisson w/o anisotropy, Gauss-Seidel; (middle) Poisson
with anisotropy (α “ pi
4
, ε “ 0.01); (bottom) Poisson w/o anisotropy, block Gauss-Seidel (6 blocks,
4 colors)
The first row of Figure 12 contains results for the problem without anisotropy
using Gauss-Seidel smoothing. Least angle regression coarsening yields 37 coarse grid
variables resulting in a coarsening ratio of approx. 0.33 which is a reasonable choice
for a caliber of three and a triangulated domain. The asymptotic convergence rate of
the corresponding two-grid method is approximately 0.20, which is not ideal, but for
such a simple setup not bad either.
The second row replaces the problem by its anisotropic version with α “ pi4 and
ε “ 0.01, while using Gauss-Seidel smoothing again. Clearly, least angle regression
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coarsening is able to discover the anisotropy and in turn constructs a coarsening and
interpolatory relations that follow it nicely. The convergence is worse than for the
problem without anisotropy, as to be expected, but still far better than the standalone
smoother.
Last, in the third row we tested least angle regression coarsening for the problem
without anisotropy using a block Gauss-Seidel smoother. Its blocks are depicted as
the shaded regions of the grid and only one iteration of this smoother is used to
generate the test vectors. For this test we chose to use the nearest-neighbor kernel
as the tri-cube kernel reduces the influence of information on a scale shorter than the
block-size.4 It can be clearly seen that there are a small number of variables that
many other variables want to interpolate from. Most of these variables are located
close to the block boundaries of the smoother. The convergence rate is roughly 0.20,
as for the first row. The resulting coarsening ratio of 0.15 yields a much coarser grid
which compensates the cost of the more expensive smoother. This shows that the
interpolation adapted itself well to the stronger smoother.
In all three tests the placement of coarse grid variables and corresponding interpo-
latory relations becomes somewhat chaotic in proximity to the circle boundary. This
does not seem to influence convergence dramatically and its effect would be further
reduced when increasing the problem size.
5.3. Least angle regression coarsening in bootstrap AMG. One benefit
of least angle regression coarsening is that it can be seamlessly integrated into the
bootstrap algebraic multigrid framework as it uses the same test vectors that are
needed for least squares interpolation. In order to present some multigrid tests using
least angle regression coarsening in the framework, we briefly review the overall boot-
strap approach, introduced in [4] and modified in [7]. As we have already introduced
the concept of least squares interpolation in section 2, we only have to explain the
bootstrap setup cycle.
The first leg of a bootstrap multigrid setup V -cycle consists of the method intro-
duced in section 4. That is, based on smoothed test vectors a first multigrid hierarchy
is constructed by least angle regression coarsening and least squares interpolation.
Now let P i`1i denote the interpolation that maps vectors from grid i` 1 to grid
i and P :“ śL´1i“1 P i`1i the concatenation of all these interpolations which yields an
interpolation operator that maps from the coarsest to the finest level. Based on the
initial multigrid hierarchy, the bootstrap setup now considers a generalized eigenvalue
problem on the coarsest grid5
(5.3) AcV “ λPTPV.
The eigenvectors to small eigenvalues of this eigenproblem are then interpolated
through the multigrid hierarchy, where smoothing is applied to them on every grid,
to augment the set of test vectors. In case additional setup iterations should be car-
ried out, these vectors are combined with the smoothed random test vectors, which
are then used to build the next (improved) multigrid hierarchy. For details of the
bootstrap setup we refer to [4].
For the problem size scaling test presented in Table 5.2, the parameters we use
are the default ones from Table 5.1 except for the number of test vectors which
4A generalization of the tri-cube kernel, which uses the block geometry could be beneficial here.
5We chose to present the original bootstrap idea here for the sake of simplicity. According to [7]
the eigenvectors computed on the coarsest grid should be tied to the symmetrized smoothing operator
I ´ ĂM´1A.
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we increased to K “ 16. On the coarsest grid we computed the 16 eigenvectors
corresponding to the smallest eigenvalues of (5.3). As a measure of efficiency of the
resulting Vp1, 1q-cycle, we report the number of preconditioned CG iterations needed
to reduce the initial residual norm by a factor of 1010. As we can see the method scales
nicely up to 135,777 unknowns and a 7 level method as long as we adjust the number
of bootstrap cycles when scaling the problem. Note that the size of the generalized
eigenvalue problem on the coarsest grid remains roughly constant implying that both
the setup and the solve routine preserve the optimal complexity Opnq per iteration
for the solver.
hmax system size n levels AMG iter setup iter CG iter
0.2 112 2 9 1 41
0.1 480 3 10 1 81
0.05 2,045 4 10 2 152
0.025 8,593 5 10 2 286
0.0125 34,348 6 11 2 501
0.00625 135,777 7 11 3 892
Table 5.2
Scaling test of an AMG V-cycle with one step of pre- and post-smoothing. hmax denotes the
maximum edge length. Halving hmax increases the number of unknowns by a factor of roughly 4.
We report the number of multigrid preconditioned CG iterations to reduce the initial residual norm
by a factor of 1010.
These results are meant as a proof of concept. Clearly, the number of test vectors
needs to be tuned in order to optimize the resulting multigrid method (setup+solve).
In order to give some insight into the scaling of the method with respect to the
number of test vectors used, we report multigrid preconditioned CG iteration counts
for different choices of K for two grid sizes in Figure 13. Clearly, the first setup cycle,
which does not use any multigrid enhanced test vectors, profits most from additional
test vectors. In addition there seems to be a lower bound on the number of test
vectors needed to establish a stable plateau at around K “ 6. This is not surprising
as at a caliber of 3, fewer than 6 test vectors might lead to severe overfitting.
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Figure 13. Preconditioned CG iterations as a function of the number of test vectors: (left)
hmax “ 0.1; (right) hmax “ 0.025
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6. Conclusion. We have shown as a proof of concept that the coarsening prob-
lem of algebraic multigrid can be solved using a machine learning ansatz. Our least
angle regression coarsening approach demonstrates that it is possible to find meaning-
ful and efficient coarsenings without the need to deviate from the bootstrap algebraic
multigrid framework and that it can be integrated seamlessly. That is, it can work
with few test vectors and few setup smoothing iterations to determine a local model
of algebraically smooth error. In this it is able to determine interpolation sets Ci in
an almost greedy fashion guided by the `1 constraint least squares problem. It thus
circumvents some of the problems inherent in approaches that consider only binary
variable relations, where interactions between interpolating variables are neglected,
without the need to consider all possible candidate subsets.
The proposed method not only showed that it yields scalable methods for con-
stant coefficient problems on unstructured meshes, but also that it is able to generate
suitable coarsenings for anisotropic problems and for more complex smoothers such
as block smoothers, where interpolation relations are much more difficult, if at all
possible, to describe geometrically. As the method is based solely on local operations
it is suitable for parallelization and we expect to make further progress and improve-
ments by considering it for systems of partial differential equations and overlapping
block smoothers.
Our results indicate that a machine learning perspective of algebraic multigrid,
that views the construction of interpolation as a problem of learning the local nature
of algebraically smooth errors, is helpful for future developments of adaptive algebraic
multigrid methods.
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