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Abstract
The performance of unstructured adaptive meshes (adaptive meshes) in simulations of
gravity current flows is evaluated in order to assess their utility for ocean modelling.
Adaptive mesh models aim to capture transient and complex dynamics in an efficient
manner by refining or coarsening the mesh as the flow evolves. Gravity currents that
exhibit such behaviour therefore present an ideal test case to investigate the promise of
the adaptive mesh approach.
The prime focus is on gravity currents generated in the idealised lock–exchange set–up
and simulated with the Imperial College Ocean Model (Fluidity–ICOM). The Froude
number (non–dimensional front speed) and background potential energy (a measure of
the mixing) are used to evaluate the performance of fixed and adaptive meshes.
Adaptive mesh simulations produce comparable values of the diagnostics to the higher
resolution fixed mesh simulations whilst using at least one order of magnitude fewer
nodes. The results also compare well with published values.
Here, the metrics that guide the mesh adapt are formed from a modified Hessian and
a user–defined weight for selected solution fields. The best performing of these simple
metrics (denoted M2) incorporates a scaling by the determinant of the modified Hessian.
This gives greater weighting to smaller–scale fluctuations leading to better representation
of these features. Simulations of a gravity current on an incline are also presented that
showcase the strength of M2 and progress the modelled scenario towards a realistic ocean
overflow.
The choice of metric is fundamental to the ability of the adaptive mesh to represent the
flow. This decision will remain key for ocean models, from idealised studies to scenarios
of increasing complexity. The potential for good representation of the flow and efficiency
gains with adaptive meshes demonstrated here offers a promising outlook for their use in
ocean modelling.
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1.1 Introduction
The ocean is a fascinating and complex entity. It is of great importance to the weather
and climate, supports a large ecosystem, including humans, and provides many with a
livelihood. With the ever present concerns surrounding both the short and long term
impacts on the planet due to climate change, it is important to further our understanding
of the ocean (Intergovernmental Panel on Climate Change, 2007; Stern, 2007; Wunsch,
2001). Scientific study of the ocean has been undertaken through theoretical, obser-
vational, experimental and numerical approaches and all are necessary to improve our
knowledge of the system (Griffies et al., 2001; Pedlosky, 1987; Reid, 1994; Wunsch, 2001).
Numerical ocean models (ocean models) are developed for a wide range of applications;
from modelling the general global circulation on climate time–scales, to studying indi-
vidual processes or single events such as storm surges (e.g. Griffies et al., 2001; Johnson
et al., 2002; Jones and Davies, 2008). The range of temporal and spatial scales of ocean
flows is vast, differing from hours to centuries and metres to thousands of kilometres.
Effective representation of this wide range of scales is one of the major challenges for
ocean modelling. Furthermore, the ocean is full of transient features that can change
in both size and/or location; examples include algal blooms, dense water overflows and
eddies in the Gulf Stream. In an ocean model, therefore, how much, when and where to
place resolution, both spatial and temporal, must be considered and cannot necessarily
be predicted a priori.
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(a)
Figure 1. A density current in the transparent tank. The strip at the bottom of the tank is marked in 
intervals of 1 cm. 
Figure 4. A shadowgraph showing detail of a ' cleft ' at the experimental front. 
Vol. 95. Plate X. TO face page 758 
(b)
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FIGURE 13. A two-dimonsional gravity current head moving above a thin 
saline layer. H = 6 om, Ap/p = 1 %, scale in cm. 
SIMPSON 
(c)
Figure 1.1: Gravity current examples. (a) A dust storm front in Kansas, USA (from
NOAA Photo Library, 2011; Brown et al., 1935). (b) A saline gravity current moving
over a horizontal surface at the bottom of a tank (from Simpson, 1969). The flow pro-
duces Kelvin–Helmholtz billows, the lobe and cleft instability and fully three–dimensional
turbulence. (c) A saline gravity current moving above a thin (denser) saline layer. The
dense saline layer suppresses the three–dimensional lobe and cleft instability visible in
(b), leading to a two–dimensional flow (from Simpson, 1972).
With increasing computer power and parallelisation, ocean models can be run with
fixed meshes at increasingly high resolutions. Adaptive meshes, which coarsen or refine
depending on the evolution of the flow, can allow the available computational resources
to be used more efficiently. They do not require an extensive a priori knowledge of the
dynamics and offer a promising approach for ocean modelling. Whilst adaptive mesh
techniques exist and are used in other fields, the extension to ocean modelling is still
under development (Piggott et al., 2009; Weller et al., 2010).
Using an adaptive mesh adds another layer of numerical complexity to a model. The
performance of such meshes, therefore, and the implications for the computed flow dy-
namics require careful consideration. Gravity currents present an excellent phenomena
for such an investigation. These buoyancy–driven flows occur in a variety of situations:
dust storms, avalanches, ocean overflows, river outflows and oil slicks are all examples
of gravity currents, figure 1.1 (Simpson, 1987). The transient and turbulent nature of
gravity currents makes them ideal candidates for both the investigation and utilisation
of adaptive meshes.
This thesis aims to assess the potential for the use of unstructured adaptive meshes in
ocean modelling through their application to simulations of gravity current flows. In a
practical sense, issues such as the cost of adapting a mesh and, in particular, the criteria
for adapting the mesh are addressed. In a physical sense, the implications of using an
unstructured adaptive mesh for properties of the flow such as the mixing rate, which it
is crucial to represent accurately in ocean models, are examined.
For the investigation, a laboratory–scale flow, known as the lock–exchange, is simulated
in a two–dimensional domain. The simple set–up produces two horizontally propagating
gravity currents which incorporate key physical processes encountered in gravity currents
at a range of scales. By idealising the real world scenarios, the lock–exchange presents
a tractable means of studying the processes involved and has been used previously in
assessment of non–hydrostatic ocean models (Berntsen et al., 2006; Fringer et al., 2006).
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A preliminary study is also made of a gravity current that propagates down an incline,
which can be viewed as an idealised ocean overflow. The background to gravity currents
and the lock–exchange flow is extended in sections 1.3 and 1.4, and an outline of the
thesis is given in section 1.5. First, the development of ocean modelling is considered.
1.2 Ocean modelling and adaptive meshes
Ocean models have traditionally used finite difference methods for spatial discretisation
of the solution fields and underlying model equations. These models can be further
categorised by the choice of vertical coordinate for which there are three main types:
depth or z–coordinate, terrain following or σ–coordinate and isopycnal or ρ–coordinate,
figure 1.2 (Higdon, 2006; Griffies, 2005). There are also hybrid models that use the
different coordinates in different regions, depending on which is most appropriate (e.g.
Bleck, 2002). In a three–dimensional domain, and with a clear ‘downward’ direction
given by gravity, z–coordinate models are a natural choice. However, they can suffer
from spurious mixing at boundaries due to a step–like representation of bathymetry
(Griffies et al., 2001). Much better representation of bathymetry is given by σ–coordinate
models. However, in the presence of steep topography, horizontal gradients of pressure
and density along σ surfaces can become very large, making it difficult to balance these
terms without introducing numerical errors (Griffies, 2005). Given the stratification of the
ocean and the dominance of along–isopycnal (adiabatic) motion, ρ-coordinates also offer
a promising choice. In these models, cross–diapycnal (diabatic) motion is not permitted
and thus diapycnal mixing of fluid masses must be parameterised.
More recently, unstructured meshes, for which finite element and finite volume dis-
cretisations are well suited, have been used in tidal and coastal models (de Brye et al.,
2011; Fringer et al., 2006; Jones and Davies, 2008; Lai et al., 2010; Lambrechts et al.,
2008; Wells et al., 2010). The use of a finite element method and/or an unstructured
mesh can make the model code more complex. However, unstructured meshes allow for
excellent representation of irregular structures such as coastlines, figure 1.3. With an
unstructured mesh, if desired, mesh resolution can vary smoothly between regions of the
domain. In order to achieve varying resolution in a structured mesh, a nesting approach
is required with abrupt changes in resolution between the nested grids. The interaction
between nested grids has to be considered and may require techniques to correct the
solution at the boundary between the grids (e.g. Laugier et al., 1996).
Finite element discretisations have a higher inherent computational demand than finite
difference discretisations. This is due to the assembly of the discretised equations which
require calculation of integrals present in the formulation, section 2.3. Furthermore,
using an unstructured mesh leads to indirect addressing of memory and, therefore, an
additional computational overhead. By varying the mesh resolution, either in a fixed
mesh or with an adaptive mesh, and/or running simulations in parallel can help offset
this increase in computational demand.
Whether the method applied is finite difference or finite element, the use of a fixed
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(a) z-coordinates (b) σ-coordinates
(c) ρ-coordinates
Figure 1.2: Examples of coordinates used traditionally in ocean models (from Griffies,
2005). The black region marks the bathymetry.
mesh (structured or unstructured) demands that regions of high or low resolution are
determined a priori and remain the same throughout the simulation. Adaptive meshes
increase or decrease the resolution as the simulation proceeds according to the dynamics.
The techniques have been used in computational fluid dynamics (Baker, 1997; Frey and
Alauzet, 2005) and examples include flow over an aerofoil and the modelling of shock–type
features such as acoustic pulses (Cao, 2005; Remacle et al., 2005; Speares and Berzins,
1997; Venditti and Darmofal, 2003). The use of adaptive meshes in ocean modelling is,
however, still in development. For structured meshes, studies include the application and
extension of an adaptive structured mesh Navier–Stokes solver (Gerris) to ocean flows and
the study of a general adaptive structured mesh tool (Blayo and Debreu, 1999; Popinet
and Rickard, 2007). For unstructured meshes, the studies have predominantly focused
on the shallow–water equations (Behrens, 1998; Bernard et al., 2007; Remacle et al.,
2006) with limited studies in three–dimensions (Munday et al., 2010; Piggott et al., 2008;
Power et al., 2006). Modelling flows that involve mixing between fluids and demand good
representation of both horizontal and vertical dynamics presents an important extension
for unstructured adaptive mesh modelling. The turbulent and complex gravity current
flows considered here provide an ideal process with which to pursue investigation of this
area.
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(a) (b)
Figure 1.3: (a): Example of an unstructured mesh of the UK. (b): Zoom of the mesh in
(a) at the west coast of Scotland. Through the choice of parameters given to the mesh
generator, it is possible to focus resolution into different regions of the domain. In these
examples, resolution has been increased in the coastal areas. The meshes are generated
with Gmsh (Geuzaine and Remacle, 2009) courtesy of Dr Rhodri Nelson.
1.3 Gravity currents
Gravity currents are widely studied flows that can form naturally or be man–made. When
gravity acts on a horizontal density gradient in a fluid, the resulting buoyancy force
will drive a flow. Provided the horizontal density gradient is not constant, a density
front will develop and a gravity current will form (Simpson and Linden, 1989). At
the front, a characteristic head can form which is subject to turbulent mixing and is
taller than the trailing fluid, referred to as the tail, figure 1.4 (Keulegan, 1958; Simpson,
1987). The foremost point of the gravity current may be at the boundary or, for a solid
boundary, raised up above it. In the latter case, the foremost point is usually referred to
as the nose, figure 1.4 (Simpson, 1972). The onset of a shear instability at the density
interface (interface) can lead to the formation of characteristic Kelvin–Helmholtz billows
that enhance mixing in the flow, figure 1.1 and 1.4. The instability is governed by the
Richardson number which compares the strength of the vertical density stratification
6 Chapter 1: Introduction and background
(a)
(b)
Figure 1.4: Gravity current features. (a) Density contours of a two–dimensional lock–
exchange flow (original image from Ha¨rtel et al., 2000). (b) Salinity distribution of a
two–dimensional gravity current on an incline, red: saline, blue: fresh, (original image
from O¨zgo¨kmen and Chassignet, 2002). Both studies use numerical simulations to analyse
gravity current flows and the images are generated from the model output.
to vertical shear of the horizontal velocity, cf. section 1.4.2 below. The precise form
of a gravity current will depend on the details of the set–up; for example, an opposing
ambient flow or an ambient flow that moves with the current can affect the shape of the
front (Britter and Simpson, 1978; Simpson, 1987). However, the front, head, tail, nose
and billows are common features.
Dense water overflows (overflows) are a classic ocean example of a gravity current.
They are crucial to the global thermohaline circulation, delivering dense water formed
in marginal seas and basins to the global ocean (Lee and Ellett, 1965; Price, 2002; Reid,
1994; Schmitz Jr. and McCartney, 1993). The Mediterranean outflow is a well known
example. It is driven by a source of dense saline water formed by evaporation in the
Mediterranean Sea. The overflow passes out through the Straits of Gibraltar and via the
Gulf of Cadiz into the Atlantic Ocean, where the signal of the water mass extends both
across the Atlantic basin and into the Nordic Seas (Ambar and Howe, 1979a,b; Baringer
and Price, 1997; Bower et al., 2002; Johnson et al., 2002; McCartney and Mauritzen,
2001; Reid, 1979; Stephens and Marshall, 1999). Many overflows are also found at higher
latitudes where cold and/or saline water is formed by convection and brine rejection due
to ice formation (Ivanov et al., 2004).
Overflows can travel over tens to hundreds of kilometres but only have heights of hun-
dreds of metres (Ivanov et al., 2004). The path and dynamics can also be affected by
bathymetric features such as canyons (Johnson et al., 2002; Serra et al., 2005). Repre-
senting overflows in global ocean circulation models and climate models is challenging
due to both their small–scale and also the spatial and temporal variation of the flow.
It is essential, however, to accurately represent the dynamics and, in particular, the
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mixing, which can alter the water mass properties of the overflow. If the mathematical
formulation employed is hydrostatic and/or the resolution is insufficient to capture the
turbulent dynamics, then a parameterisation is required to represent the mixing in the
flow (Chang et al., 2005; O¨zgo¨kmen et al., 2007; Xu et al., 2006). As a result, overflows
are usually represented by a parameterisation in global ocean circulation models and
climate models (Griffies et al., 2001; Hadivogel and Beckmann, 1999; Legg et al., 2009).
Parameterisations, whether simple or complex, at some stage require an approximation
of the small–scale processes that govern the mixing and entrainment. They have been
used successfully for modelling overflows (Ilicak et al., 2008; Johnson et al., 2002; Jung-
claus and Mellor, 2000; Papadakis et al., 2003; Xu et al., 2010). However, sensitivity
of the parameterisation to changes in its critical parameters must be understood and is
parameterisation dependent (Born et al., 2009; Chang et al., 2005; Ellison and Turner,
1959; Ilicak et al., 2008; Papadakis et al., 2003; Smith, 1975; Xu et al., 2006).
Overflows have been analysed through both observations and modelling studies that
use realistic bathymetry and forcing (e.g. Baringer and Price, 1997; Jungclaus and Mellor,
2000; Papadakis et al., 2003; Serra et al., 2005; Xu et al., 2010). Much understanding of
the dynamics of overflows has also come from idealised studies. These have considered
factors such as rotation, bathymetry and angle of the bottom slope, ambient stratification
and tides (Baines, 2008; Cenedese et al., 2004; Ezer, 2006; Holland, 2011; Legg et al.,
2006; Monaghan et al., 1999; O¨zgo¨kmen and Chassignet, 2002; O¨zgo¨kmen et al., 2006;
Speer and Tziperman, 1990; Wa˚hlin et al., 2008). The experiments of Cenedese et al.
(2004), for example, demonstrated that the flow could enter one of a laminar, wave
or eddy regime depending on the Froude number and the Ekman number (the non–
dimensionalised front speed and a measure of the viscous to rotational forces respectively).
Three mixing regimes corresponding to the laminar, wave and eddy regime of Cenedese
et al. (2004) were also identified in the numerical simulations of an idealised Faroe Bank
channel by Ezer (2006). At the most simplified level, an overflow can be modelled as a
gravity current propagating down an inclined plane, the first comprehensive theoretical
and experimental study of which was made by Britter and Linden (1980). As the mixing
is still driven primarily by the shear instability at the interface, this set–up is particularly
useful for investigating models and parameterisations (Chang et al., 2005; O¨zgo¨kmen and
Chassignet, 2002; Xu et al., 2006).
The diversity of scenarios in which gravity currents and overflows are studied provides
a broad test bed for assessment of adaptive meshes. Most importantly, published results
are available for comparison and validation as the layers of complexity of the simulated
scenario are increased. The lock–exchange is one of the simplest configurations studied
and provides an excellent test case with which to analyse the impact of the adaptive
meshes on the simulated flow.
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1.4 The lock–exchange
The lock–exchange is a classic laboratory–scale fluid dynamics problem, figures 1.4 and
1.5 (Simpson, 1987). A flat–bottomed tank is separated into two sections by a vertical
barrier. One section, the lock, is filled with the source fluid which is of different density
to the ambient fluid that fills the other section. As the barrier is removed, the denser
fluid collapses under the lighter. Two gravity currents form and propagate in opposite
directions, one above the other, along the tank. Shear instabilities can manifest at the
interface between the source and ambient fluid which lead to the formation of Kelvin–
Helmholtz billows that enhance the mixing. In three dimensions, lobes and clefts form
at the front and the turbulence can become fully three-dimensional. These initial stages,
when the system is in the gravity current regime, will be referred to as the propagation
stages. Once the gravity current front(s) reach the end wall, the system enters a different
regime, with the fluid ‘sloshing’ back and forth across the tank, which will be referred
to as the oscillatory stages. In these stages the system is initially turbulent, and shear
instability, internal waves and interaction with the end walls can all enhance the mixing.
Eventually the system becomes less active and the motion subsides. Mixing of the fluid
will still occur, due to the molecular diffusion, but at a significantly slower rate than the
previous two phases.
The lock–exchange has been the subject of many theoretical, experimental and nu-
merical studies. Theoretical studies generally focus on prediction of the front speeds and
height of the head and/or form of the front (Benjamin, 1968; Klemp et al., 1994; Rottman
and Simpson, 1983; Shin et al., 2004; von Karman, 1940). Experimental studies have pro-
vided considerable insight into the dynamics of gravity currents including mixing, head
dynamics and the Kelvin–Helmholtz instability (Baba et al., 2001; Britter and Simpson,
1978; Hallworth et al., 1996; Keulegan, 1958; Simpson and Britter, 1979; Thomas et al.,
2003), as well as Reynolds number effects and the release of fluid from shorter locks and
partially full locks (Huppert and Simpson, 1980; Rottman and Simpson, 1983; Shin et al.,
2004). For a short lock, the gravity current formed from the ambient fluid reaches the
end wall long before the gravity current formed from fluid in the lock. A shock wave (or
bore) is reflected which then travels along the interface towards the front of the other
gravity current and impacts on the dynamics (Huppert and Simpson, 1980; Ooi et al.,
2007; Rottman and Simpson, 1983).
Numerical investigations utilise a variety of different discretisation methods, e.g. spec-
tral, finite element and finite difference (Elias et al., 2008; Fringer et al., 2006; Ha¨rtel
et al., 2000; Kao et al., 1978). They have reproduced the behaviour observed in the lab-
oratory experiments and the lock–exchange is often utilised for model validation and to
compare different models and/or model parameterisations (Berntsen et al., 2006; Bom-
bardelli et al., 2008; Elias et al., 2008; Ha¨rtel et al., 1997; O’Callaghan et al., 2010;
O¨zgo¨kmen et al., 2007, 2009a,b). They have facilitated investigation of aspects such as
the difference between two–dimensional and three–dimensional gravity current flows, the
effect of an oscillatory ambient and the influence of the lock gate on the dynamics (e.g.
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Figure 2. Three-dimensional lock-exchange flow between no-slip walls at a Grashof number of
Gr = 1:5  106 (Sc = 0:71). Flow elds at dierent times t visualized by a density isosurface for
 = 0:5 together with isocontours of density in the side-plane. To enhance the breakdown to a
highly three-dimensional state, the initial interface has been distorted in x2 and x3.
Figure 1.5: Example of a three–dimensional lock–exchange flow (from Ha¨rtel et al., 2000).
At earlier times, the flow is two–dimensional with Kelvin–Helmholtz billows forming
and remaining coherent across the whole width of the current. At later times three–
dimensional instabilities also come into effect with, in particular, the formation of lobes
and clefts at the gravity current front.
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Baba et al., 2000; Ha¨rtel et al., 2000; Giorgio Serchi et al., 2011). A wider range of
Reynolds numbers (or the analogous Grashof number) can also be investigated than is
possible in the laboratory (Cantero et al., 2007; O¨zgo¨kmen et al., 2009b).
1.4.1 Front speed
After an initial acceleration, the gravity current fronts travel at a constant speed until
the end walls exert an influence or viscous forces begin to dominate (Cantero et al., 2007;
Ha¨rtel et al., 1999; Huppert and Simpson, 1980). In the lock–exchange, the front speed
is most commonly non–dimensionalised by the gravity current wave speed to give the
Froude number, Fr:
Fr =
U√
g′H
, (1.1)
where U is the speed of the front, g′ = ∆ρg/ρ0 is the reduced gravity with ρ0 the ref-
erence density and ∆ρ the maximum density perturbation, and H is the height–scale,
which is commonly based on either the domain height or the gravity current height.
As the span–averaged three–dimensional front speeds have comparable values to two–
dimensional values, the Froude number may be compared between two–dimensional sim-
ulations and both experiments and three–dimensional simulations (Cantero et al., 2007;
Ha¨rtel et al., 2000)
Theoretical studies of the Froude number generally fall into one of two categories:
firstly, an inviscid, hydrostatic current is assumed to be in steady–state and mass and
energy balances are calculated across one or both heads (Benjamin, 1968; von Karman,
1940; Yih, 1965; Shin et al., 2004). For an energy conserving flow the gravity current
height will be half the height of the fluid behind the lock (Benjamin, 1968; Shin et al.,
2004). The Froude number, for a Boussinesq fluid, is given by Fr = 1/2
√
γ(2− γ), where
γ is the ratio of the height of the initial fluid to the domain height (Shin et al., 2004).
For the case γ = 1, this reduces to give Fr = 1/2 (Benjamin, 1968; Yih, 1965). This
approach allows the height and speed of the front to be determined but does not account
for the influence of the source region. Secondly, an initial value problem is considered
which uses the shallow water equations to find the characteristics of the flow (Klemp
et al., 1994; Rottman and Simpson, 1983). This accounts for the influence of the source
region but also requires a front condition, which specifies the shape of the front. This
can be taken from experimental data or steady–state flow theory and, if chosen correctly,
can lead to good agreement between the theoretical and experimental values (Rottman
and Simpson, 1983; Shin et al., 2004).
The Froude number increases with Reynolds number (or Grashof number) and ex-
periments suggest that there is a critical Reynolds number, of approximate magnitude
103− 104, beyond which the significant increases in the Froude no longer occur (Cantero
et al., 2007; Ha¨rtel et al., 2000; Ha¨rtel et al., 1997; Keulegan, 1958; Simpson and Britter,
1979). Furthermore, the values for the Froude number obtained in laboratory flows are
comparable to the values for gravity current flows such as sea–breeze fronts or dust storm
fronts (Simpson, 1969; Simpson and Britter, 1979).
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1.4.2 Mixing
The lock–exchange flow, and gravity currents in general, are subject to instabilities that
lead to enhanced turbulence and mixing between the gravity current and ambient fluid.
The primary instability is a shear instability that manifests at the interface (Simpson
and Britter, 1979; Thomas et al., 2003). It is governed by competition between the
vertical density stratification that acts to stabilise the flow and destabilisation by the
vertical shear in the horizontal velocity. The most commonly observed consequence of
the instability is a ‘rolling up’ of the interface that leads to the formation of Kelvin–
Helmholtz billows, figures 1.1 and 1.4. The condition for instability is governed by the
Richardson number
Ri =
N2(
∂u
∂z
)2 , (1.2)
where u is the horizontal velocity, z the vertical coordinate and N =
√
(g/ρ0)(∂ρ/∂z) is
the Brunt Va¨isa¨la¨ frequency with g for gravity, ρ the density and ρ0 the reference density.
The flow is unstable for Ri < 1/4 (Hazel, 1972; Miles, 1961; Miles and Howard, 1964).
In cases where the vertical–scale of the velocity shear is less than the vertical–scale of
the density gradient, the instability may manifest in weaker intensity as Holmboe waves
(Holmboe, 1962; Smyth et al., 1988; Strang and Fernando, 2001). A single Holmboe wave
consists of two disturbances that propagate in opposite directions with speeds dependent
on the Richardson number. The Kelvin–Helmholtz instability is a critical case of the
Holmboe wave which occurs when the two disturbances have zero propagation speed
and roll up to form the Kelvin–Helmholtz billow. The additional restriction on the
ratio of the vertical–scales of the velocity shear and density gradient, coupled with the
transient nature of the disturbances, means that Holmboe waves are harder to observe
than Kelvin–Helmholtz billows.
The shear instability is a feature of both two and three–dimensional gravity currents.
In the latter case, the turbulence can become fully three–dimensional and, at higher
Reynolds (or Grashof) numbers (magnitude 103 or greater), lobes and clefts can form
at the front, figure 1.1 (Cantero et al., 2006, 2007). The formation of these features
has been attributed to a region of unstable stratification between the nose and the no–
slip boundary (Ha¨rtel et al., 2000; Simpson, 1972). It has also been suggested that the
instability can occur at a free–slip boundary and is a generic feature of gravity current
fronts at higher Reynolds numbers (McElwaine and Patterson, 2004).
Complex and turbulent gravity current flows can, therefore, be produced under the
simplest of conditions. The lock–exchange set–up is particularly useful for numerical
studies as it removes challenges such as complicated boundary conditions or uncertainty
in the source regions. This allows the focus to be directed onto the dynamics and also
facilitates more robust inter–model comparison. The lock–exchange, therefore, provides
an excellent test case for analysis of gravity current flows and, in turn, gravity current
flows provide a challenging test for models utilising adaptive meshes. If simulations that
use adaptive meshes are able to reproduce the dynamics and, in particular, give a good
representation of the mixing, there are potential benefits for modelling gravity currents
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in both idealised and realistic scenarios. Furthermore, it is important that such dynamics
and properties of the flows can be modelled effectively with adaptive meshes if they are
to be utilised more extensively in ocean modelling.
1.5 Thesis outline
The motivation for studying the application of unstructured adaptive meshes (adaptive
meshes) to gravity current flows and the background to the investigation have been pre-
sented in this chapter. Chapter 2 introduces the Imperial College Ocean Model (Fluidity–
ICOM) which is used to perform the simulations presented in this thesis. Particular
attention is given to the adaptive mesh techniques implemented in the model which can
be divided into three stages: formation of the metric which guides the mesh adapt and
is based on the Hessian of the fields and a user–defined weight; a mesh optimisation
step, where the mesh is adapted; and interpolation of the solution fields from the pre–
to post–adapt mesh. The cost of adapting the mesh is also assessed and the values have
been published in Hiester et al. (2011).
Chapters 3–7 present the simulations and analysis which comprise the novel research
contributions of this thesis. Published work that is used for comparison or as a basis
from which this investigation extends (particularly in chapter 4) is cited accordingly.
Chapter 3 presents an evaluation of the Froude number in both fixed and adaptive
mesh Fluidity–ICOM simulations of the lock–exchange. This also allows for validation
of the model by comparison with published results. The impact of different adaptive
mesh settings, for example, the frequency of the adapt and the user–defined weight, are
considered. The results have been published in Hiester et al. (2011).
Chapters 4, 5 and 6 are primarily concerned with mixing in the lock–exchange flow.
Chapter 4 presents both the concept of a reference state and the background potential
energy which are used to quantitatively assess the mixing. The theory was developed
in Winters et al. (1995); Winters and D’Asaro (1996) and the method for calculation
used is that of Tseng and Ferziger (2001). Simple examples are used to extend the
analysis of the diagnostic to account for non–physical modelling effects; the treatment
of overshoots and undershoots is considered, as well as the impact when mass is not
conserved. The chapter also includes a description of the mixing in the lock–exchange
and the corresponding behaviour of the diagnostics in both the propagation stages and
the oscillatory stages.
Chapter 5 is concerned with the effect on the mixing in the lock–exchange flow of the
method used for discretisation of the temperature advection–diffusion equation. Both
the propagation stages and the oscillatory stages are simulated allowing the flow to be
examined in two different regimes. Three different discretisations are applied to both
inactive and active tracer fields in fixed mesh Fluidity–ICOM simulations. The diag-
nostics presented in chapter 4 are used to compare the methods. The chapter aims to
provide a platform from which to consider the mixing in adaptive mesh simulations and
to introduce other concepts and areas for assessment such as numerical diffusivity and
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conservation of the tracer field.
Chapter 6 builds on the results of chapter 3 and extends the mixing analysis to the
evaluation of adaptive mesh Fluidity–ICOM simulations of the lock–exchange flow. Dif-
ferent methods for interpolation from the pre– to post–adapt mesh are considered but
particular attention is given to the testing of different metrics. The mixing is compared
between fixed and adaptive mesh Fluidity–ICOM simulations using the diagnostics pre-
sented in chapter 4. A comparison to the numerical simulations of O¨zgo¨kmen et al. (2007)
is also made. The extension to a three–dimensional domain is discussed and an initial
test simulation is presented.
Chapter 7 presents a preliminary investigation of simulations of a gravity current on
an incline, an idealised ocean overflow. The set–up follows O¨zgo¨kmen and Chassignet
(2002) and the gravity current is driven by a source of relatively dense saline fluid. The
gravity current front speed and a measure of the entrainment are compared between
fixed and adaptive mesh Fluidity–ICOM simulations and published results. Different
angles of incline and values of the source salinity are also evaluated with adaptive mesh
simulations and compared to O¨zgo¨kmen and Chassignet (2002). Areas for improvement
and extensions to the investigation are highlighted.
Finally chapter 8 provides a summary and discussion of the main contributions of the
thesis, with particular focus on the implications for the use of adaptive meshes in ocean
modelling.
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2.1 Introduction
For this thesis, simulations are performed with the Imperial College Ocean Model (Fluidity–
ICOM). Fluidity–ICOM is one application of the open–source, general finite element
fluids code, Fluidity (Applied Modelling and Computation Group, 2011; Ford et al.,
2004a,b; Pain et al., 2005; Piggott et al., 2008). Crucially, for the investigation under-
taken here, Fluidity incorporates adaptive mesh capabilities. Fluidity is an expanding
and developing code with flexibility and applicability being key. Research and develop-
ment of Fluidity frequently pushes forward the boundaries of unstructured finite element
and adaptive mesh modelling, for example investigation of new discretisation method op-
tions or new mesh–to–mesh interpolation techniques (Cotter et al., 2009a; Farrell et al.,
2009; Maddison et al., 2011). It has a comprehensive testing system, where tests are
continually run on the code so that correct functionality is maintained (Farrell et al.,
2010). This includes tests at every level, from those that check individual routines to
those that test a full simulation and the output generated. As the capabilities of Fluidity
and, hence Fluidity–ICOM, expand and improve, as well as broadening the scenarios to
which Fluidity–ICOM can be applied, there is a the need for validation of the model.
Furthermore, understanding the effects of using the techniques employed for modelling
ocean flows is crucial. This allows both numerical and physical effects to be distinguished
and the model to be used effectively.
The framework of Fluidity–ICOM is now outlined, with particular focus on the adaptive
mesh techniques employed. First the governing equations are introduced and common
approximations for ocean modelling discussed, section 2.2. The finite element method and
the particular discretisations used here (both spatial and temporal) are then presented
and are followed by a brief description of the linear solvers used, sections 2.3, 2.4 and
2.5. Both fixed and adaptive meshes are discussed in section 2.6 and the chapter then
closes with a summary, section 2.7.
2.2 Governing equations
Here, the governing equations and common approximations are discussed. A summary
of the equations used is given in section 2.2.6.
2.2.1 Conservation of mass
For conservation of mass, the rate of change of mass in a fixed volume, Ω, is balanced by
the flux of fluid across the boundary of the volume, Γ:
∂
∂t
∫
Ω
ρ dV = −
∫
Γ
ρu · n dS ⇐⇒ ∂
∂t
∫
Ω
ρ dV = −
∫
Ω
∇ · (ρu) dV, (2.1)
where t: time, ρ: density, u: velocity and n is the outward unit normal to Γ. The ‘−’
sign appears because flow out of the volume will decrease the mass. The second relation
has been rewritten using the divergence theorem (Riley et al., 2002). As Ω is arbitrary
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and fixed this gives
∂ρ
∂t
+∇ · (ρu) = 0 or Dρ
Dt
+ ρ∇ · u = 0 , (2.2)
where DDt =
∂
∂t + u · ∇ is the material derivative.
For a perfectly incompressible material Dρ/Dt = 0. In an incompressible fluid, dif-
ferent fluid parcels may have different densities that can change, for example, due to
changes in temperature, but changes in density within a single fluid parcel are negligible.
For a single fluid parcel, therefore, Dρ/Dt = 0. This results in a non–divergent velocity
field:
Dρ
Dt
= 0 ⇒ ∇ · u = 0 . (2.3)
In an incompressible fluid (or material) sound waves or shocks cannot propagate. In
ocean flows and gravity currents, where these phenomena generally do not influence the
flow, incompressibility is a common assumption and shall be adopted here.
2.2.2 Conservation of momentum
By applying Newton’s second law over a fluid parcel with given volume, conservation of
momentum in a frame rotating with constant angular velocity, ω, can be written
ρ
Du
Dt
+ 2ρω × u = −∇p+ S(u) + B(u) . (2.4)
The left hand side is the density multiplied by the acceleration (direct and rotational).
The right hand side terms are the forces: ∇p: the pressure gradient force with p: pressure;
S(u): the surface forces; and B(u): the body forces.
Here, the body force is due to gravity with B(u) = −ρgk, k = (0, 0, 1)T . The surface
forces are due to viscous effects with S(u) = ∇ · τ¯ , for some tensor τ¯ . For a Newtonian
fluid, such as water, τ¯ = 2µ¯((∇u + (∇u)T )/2− (∇ · u)I¯/3), with µ¯: the molecular (or
dynamic) viscosity (Batchelor, 1967). Substituting this into the momentum equation
(2.4) and applying the incompressible flow condition (2.3) gives
ρ
Du
Dt
+ 2ρω × u = −ρgk−∇p+ 1
2
∇ · (µ¯(∇u +∇uT )) . (2.5)
Combined with (2.3), this gives the Navier–Stokes equations.
2.2.3 The Boussinesq approximation
Under the Boussinesq approximation, inertial forces due to density variations are ne-
glected. In practice, for the Navier–Stokes momentum equation (2.5), this equates to
treating the density as a constant reference density, ρ0, when applied to the momentum
terms, but retaining the full density when applied to the buoyancy term. The Navier–
Stokes momentum equation (2.5) under the Boussinesq approximation is given by
ρ0
Du
Dt
+ 2ρ0ω × u = −∇p− ρgk + 1
2
∇ · (µ¯(∇u +∇uT )) . (2.6)
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The approximation is valid when density variations ρ′ are small relative to the reference
density; that is, when ρ′/ρ0  1 (Spiegel and Veronis (1960) and generally attributed
to Boussinesq (1903)). The approximation is commonly used for ocean dynamics, where
(in most regions) the background density varies by a maximum of 2% from the reference
density (Gill, 1982). It also holds for the gravity current regimes considered here where
the relative variations are of magnitude 10−4 − 10−3.
2.2.4 The hydrostatic approximation
The hydrostatic approximation is commonly used in theoretical and numerical fluids
modelling, and also in ocean modelling (Marshall et al., 1997; Vallis, 2006). Under the
hydrostatic approximation vertical accelerations are considered negligible when compared
to the gravitational acceleration and vertical pressure force. If these vertical acceleration
terms are neglected, the vertical component of the Navier–Stokes momentum equation
(2.5) gives a balance between the vertical pressure gradient and the buoyancy force:
∂p
∂z
= −ρg . (2.7)
A scaling analysis of the terms in (2.5), with rotation neglected, can be used to determine
when this approximation is valid. Denote the scales as follows, noting that the horizontal
and vertical terms are scaled separately:
x, y ∼ L , z ∼ H , u, v ∼ U , w ∼W ,
t ∼ T ∼ U
L
, p ∼ P , ρ ∼ ρ , g ∼ g , µ¯ ∼ µ .
(2.8)
The incompressibility condition (2.3) gives
U
L
∼ W
H
. (2.9)
The terms of the horizontal momentum equation then scale as (noting that the x and y
directions will scale in the same manner)
term ρ∂u∂t ρu · ∇u ∂p∂x 12(∇ · (µ¯(∇u +∇uT )))x
scaling ρUT ∼ ρU
2
L ρ
U2
L
P
L
µU
L2
(2.10)
where (·)x denotes the x component. Similarly, the terms of the vertical momentum
equation scale as
term ρ∂w∂t ρu · ∇w ∂p∂z ρg 12(∇ · (µ¯(∇u +∇uT )))z
scaling ρWT ∼ ρUWL ρUWL PH ρg µUL2
(2.11)
where (·)z denotes the z component.
In both (2.10) and (2.11) for flows with high Reynolds numbers, Re = ULρ/µ, the
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viscous term is negligible compared to the acceleration. This is certainly the case for most
ocean flows, where Re ' 108 (Cushman–Roisin and Beckers, 2007; Vallis, 2006). In the
horizontal, the dominant balance is, therefore, between the horizontal pressure gradient
and the horizontal acceleration (rotation is neglected). This gives a scaling for pressure as
P ∼ ρU2. In the vertical if the dominant balance is hydrostatic the vertical acceleration
term must be small compared to the vertical pressure gradient. This is achieved when
ρUW/L
P/H
∼ WH
UL
∼ H
2
L2
 1 . (2.12)
The hydrostatic approximation holds, therefore, when the vertical length–scales are much
smaller than the horizontal length–scales. For many large–scale ocean features, such as
the gyres that extend for thousands of kilometres across the North Atlantic and Pa-
cific basins, this approximation is reasonable (Cushman–Roisin and Beckers, 2007). For
smaller–scale motions such as internal waves and ocean overflows, however, the approxi-
mation may not hold (Cushman–Roisin and Beckers, 2007; Ivanov et al., 2004). For the
gravity current on a incline considered in chapter 7, taking H = 100 m (the approximate
current depth) and L = 20km, the domain length, gives H2/L2 ≈ 10−5. This flow is
close to hydrostatic balance but the simulations and turbulent dynamics observed indi-
cate that the approximation does not hold. Furthermore, for the lock–exchange problem
considered in chapters 3–6, H2/L2 ≈ 10−2 (taking H and L as the height and length of
the domain respectively). The hydrostatic approximation is, therefore, even less suitable.
If the hydrostatic approximation is made in a numerical model, the solution of the
model equations is simplified. Processes such as overturning and mixing cannot be
represented explicitly, even at high resolution, and therefore have to be parameterised.
Fluidity–ICOM employs a non–hydrostatic formulation allowing mixing at length–scales
close to the mesh length–scale and larger to be represented without parameterisation.
Processes below the grid–scale must, of course, still be represented. In the Fluidity–ICOM
simulations presented here this is achieved in the simplest way through specification of
a constant value of the viscosity and diffusivity (or for the latter through numerical
diffusion, cf. chapter 5).
2.2.5 Advection–diffusion equation for tracers and the equation of state
Tracers are governed by a standard advection–diffusion equation:
∂θ
∂t
+∇ · (θu) = ∇ · (κ¯θ∇θ) +Qθ , (2.13)
which, for incompressible flow, can be written as
Dθ
Dt
= ∇ · (κ¯θ∇θ) +Qθ , (2.14)
where θ: tracer, κ¯θ: diffusivity tensor for the tracer field θ, and Qθ: source and/or sink
terms for the tracer θ. Tracers can be inactive or active. Inactive tracers are influenced
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directly by the velocity field but they themselves have no influence on the density and
therefore do not affect the flow. Active tracers are coupled with the velocity field via
the density in the Navier–Stokes momentum equation (2.6). Here, two active tracers are
considered: temperature, T , and salinity, S. The density is calculated from these fields
through an equation of state. Whilst complex equations of state exist (e.g. McDougall
et al., 2003) a simple linear equation of state is used, as is commonly employed for the
gravity currents studied here (Ha¨rtel et al., 2000; O¨zgo¨kmen and Chassignet, 2002). The
equation of state, therefore, has the form:
ρ = ρo(1− α(T − T0) + β(S − S0)) , (2.15)
where α = (−1/ρ)(∂ρ/∂T ) is the thermal expansion coefficient and β = (1/ρ)(∂ρ/∂S) is
the haline contraction coefficient. T0 and S0 are the reference (usually ambient) temper-
ature and salinity respectively and ρ0 is the reference density. As will be demonstrated
below, section 2.2.6, a value of ρ0 need not be set for the governing equations and ap-
proximations employed here. For calculation of the background potential energy, which
is used to diagnose the mixing in the lock–exchange, chapters 4–6, a value is required
and ρ0 = 1.0 kgm
−3 is used.
2.2.6 Governing equations summary
The full set of governing equations employed here is formed from of a selection of the
equations presented above, with some of the terms manipulated as now described.
Incompressibility (2.3) is assumed, and the Navier–Stokes momentum equation under
the Boussinesq approximation (2.5) is used. The systems studied here are non–rotating,
therefore the rotational acceleration terms are neglected. The momentum equation will
be divided by ρ0, therefore the kinematic viscosity ν¯ = µ¯/ρ0 (m
2s−1) will be used rather
than the molecular viscosity, µ¯. The pressure, p, is written as the sum of a reference
pressure, p0, and a perturbation from that pressure, p
′: p = p0 + p′. Decomposing the
density in a similar manner gives ρ = ρ0 + ρ
′, where ρ0 and ρ′ correspond to ρ0 and the
remaining perturbation in the linear equation of state (2.24). The reference pressure is
chosen such that the vertical gradient of the reference pressure balances the part of the
buoyancy term associated with the reference density:
∂p0
∂z
= −ρ0g . (2.16)
Then,
p0 = ρ0g(η − z) , (2.17)
where η = η(x, y) is the free surface height, and, therefore,
∇p = −ρ0gk +∇(ρ0gη + p′) . (2.18)
Here the free surface is stationary and ∇η = 0. In the final form of the equation (2.19)
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ρ0 is subsumed into p
′ and the ′ is dropped both from p′ and ρ′. The ′ is also dropped
from ρ in the linear equation of state (2.15) such that ρ now refers to the perturbation
from the background state giving (2.24). Whilst ρ0 is left for clarity, it can be noted
that, given the forms of (2.19) and (2.24), the dynamics are independent of this value
and it need not be specified. The evolution equations for a general inactive tracer and
the active tracers, temperature and salinity, (2.21), (2.22) and (2.23) respectively, are
taken directly from (2.14).
Overall, the full set of governing equations employed here is comprised of the incom-
pressible, Boussinesq, non–hydrostatic, non–rotating Navier–Stokes equations (2.19) and
(2.20), an advection–diffusion equation for an inactive tracer (2.21), the thermal and
haline evolution equations (2.22) and (2.23) and a linear equation of state (2.24):
Du
Dt
= −∇p− ρ
ρ0
gk +
1
2
∇(ν¯(∇u +∇uT )) , (2.19)
∇ · u = 0 , (2.20)
Dθ
Dt
= ∇ · (κ¯θ∇T ) +Qθ , (2.21)
DT
Dt
= ∇ · (κ¯T∇T ) +QT , (2.22)
DS
Dt
= ∇ · (κ¯S∇S) +QS , (2.23)
ρ = ρ0(−α(T − T0) + β(S − S0)) , (2.24)
2.3 Spatial discretisation
The approach to spatial discretisation adopted in Fluidity–ICOM falls into the category
of finite element methods. Control volume methods, which are closely related to finite
element methods are also used. An overview of the general framework and the main
discretisation methods used in this thesis are presented here. Examples of both a finite
element discretisation and a control volume discretisation are also presented in appendix
A. In chapter 5, other (finite element) methods available in Fluidity–ICOM are considered
for discretisation of the advection–diffusion equation. Specific details of these methods
can be found in chapter 5 and in general, more detailed analysis can be found in Applied
Modelling and Computation Group (2011) and references therein.
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2.3.1 Finite element methods
The strong form of a general partial differential equation with Neumann and Dirichlet
boundary conditions, denoted gD and gN respectively, can be written as:
L(a(x)) = q(x) , (2.25)
a|∂ΩD = gD , n · ∇a|∂ΩN = gN , (2.26)
where L is an operator, a(x) the solution, q(x) a source term and x the independent
variable(s) (in this case a spatial coordinate). The strong form has a corresponding weak
form. This is obtained by multiplying by an arbitrary test function, φ(x), and integrating
over the domain, Ω: ∫
Ω
φ(x)L(a(x)) dV =
∫
Ω
φ(x)q(x) dV . (2.27)
Neumann boundary conditions are included implicitly in the formulation. Here, the
Dirichlet boundary conditions are imposed strongly. This demands a choice of test func-
tion that satisfies the boundary condition, cf. the example in appendix A. For a to be a
solution to the weak form, (2.27) must hold for all φ. If appropriate, integration by parts
can be performed. This leads to a reduction in the number of differentials on the solution
a, and also introduces integrals over the boundaries to which the boundary conditions
can be applied, cf. the example in appendix A. By reducing the differentials on a, the
continuity requirements for the function space to which a belongs are reduced.
The finite element method solves the weak form of the equations. The solution, also
referred to as the trial function, a(x), and test function, φ(x), are represented as linear
combinations of basis functions: a(x) =
∑M
i=1 aˆiAi(x) and φ(x) =
∑P
i=1 φˆiΦi(x). The
basis functions are typically piecewise polynomial functions that are continuous within
an element but can be continuous or discontinuous between elements. The choice of test
and trial functions determines both the space in which the solution to the weak form
exists and many of the numerical properties of the discretisation scheme. By restricting
the sum for the solution to be over a finite number of basis functions (M,P < ∞), the
function space is truncated and made finite. The domain, Ω, is decomposed into elements
Ωe with Ω =
⋃
e Ωe and the integrals performed over the elements. Substituting these
forms and making the elemental decomposition gives:
∑
e
P∑
i=1
M∑
j=1
φˆi
∫
Ωe
Φi(x)L(aˆjAj(x)) dV =
∑
e
P∑
i=1
M∑
j=1
φˆiqˆj
∫
Ωe
Φi(x)Aj(x) dV , (2.28)
where it has been assumed that the source term q(x) belongs to the same function space
as a(x) with q(x) =
∑M
i=1 qˆiAi(x). The solution given by the particular choice of basis
functions is an approximation to the exact solution. In finite element methods, conver-
gence to the exact solution is generally obtained by hp–refinement. With h–refinement,
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the polynomial order of the basis functions is fixed within each element and convergence
is achieved through reducing the element size. This is good for situations where there is
a complex geometry or in a region where the solution is not smooth, e.g. for a shock. In
p–refinement, the element size is fixed and the polynomial order of the basis functions is
increased. This is good in regions with a smooth solution, where a reduced element size
is not necessary. Both h– and p–refinement can be performed in the whole domain or in
specific regions, even down to a single element. hp–refinement combines both of these
methods using h–refinement and p–refinement either together or separately and either
globally or locally. In Fluidity–ICOM, the adaptive meshes refine or coarsen the mesh
in selected regions of the domain, providing h–refinement (or coarsening) in these areas.
The criteria for refinement (or coarsening) are discussed in section 2.6.2.
The particular choice of test and trial basis functions determines the type of finite
element method that will be used. The main methods used here for discretisation of the
momentum and advection–diffusion equations are outlined in the following sections, 2.3.2
and 2.3.3.
2.3.2 Momentum equation
A continuous Galerkin discretisation of the momentum equation (2.19) is used in all sim-
ulations presented here. In a Galerkin method the test functions are chosen to be the
same as the trial functions, i.e. {Ai(x)} ≡ {Φi(x)}. For a continuous Galerkin formu-
lation these functions are continuous between elements. The momentum equation and
incompressibility condition (2.20) are used to calculate the velocity and pressure fields.
Test (and thereby trial) functions have to be chosen for both the velocity and pressure
fields. Ordinarily, to avoid spurious pressure modes, the velocity test functions should
have at least one degree of freedom more than the pressure equivalents (Gresho and Chan,
1988). However, here, piecewise linear continuous basis functions are chosen for both the
pressure and velocity fields and a pressure filter is used to avoid the formation of the
spurious pressure modes (Piggott et al., 2008). (An example set of piecewise linear basis
functions are shown in figure 2.1.) Larger–scale flows may also be subject to spurious
accelerations caused by inaccurate representation of the hydrostatic balance (Ford et al.,
2004a; Piggott et al., 2008). To address this, a method that uses a decomposition of the
pressure gradient into hydrostatic and non–hydrostatic components has been developed
and implemented in Fluidity–ICOM (Ford et al., 2004a; Piggott et al., 2008). The hy-
drostatic component is calculated on a mesh using higher–order basis functions, allowing
a more accurate representation of the large–scale hydrostatic balance and a more stable
computation. The non–hydrostatic component is calculated using the original, linear ba-
sis functions. This method is used here for simulations of a gravity current on an incline
(where the domain is 20 km long and 1 km high), but is not necessary for simulations of
the lock–exchange flow (where the domain is 0.8 m long and 0.1 m high).
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Ω2 Ω3Ω1 Ω4
Φ
(a) piecewise linear
Ω1 Ω2
Φ
Ω3
(b) piecewise constant
Figure 2.1: Examples of a piecewise linear basis function (a) and a piecewise constant
basis function (b). The basis functions are denoted Φ. In (b) the basis function is
discontinuous between elements and therefore a dotted line is used to represent the basis
function in these regions. The elements (or control volumes) of the mesh are denoted by
Ωi, with 1 ≤ i ≤ 4 in (a) and 1 ≤ i ≤ 3 in (b). In (a), φ = 0 in Ω1 and Ω2 and in (b),
φ = 0 in Ω1 and Ω3.
2.3.3 Advection–diffusion equation
The advection–diffusion equation is discretised using a control volume method. Other
discretisations are considered in chapter 5 and more details are given therein.
A control volume method proceeds in a similar manner to the finite element discreti-
sation and the elements of the mesh are usually referred to as control volumes. First, the
discretised weak form (2.28) is constructed for the advection–diffusion equation (2.21).
Basis functions are chosen that are piecewise constant over each control volume, figure
2.1. In Fluidity–ICOM, the control volume mesh is formed around the nodes (or vertices)
of the finite element mesh, figure 2.2. For every node in the parent finite element mesh
there is a control volume. The number of degrees of freedom of the control volume mesh
is, therefore, equal to the number of nodes in the parent finite element mesh (with linear
basis functions).
The control volume method requires both the field values at the control volume faces
to be determined in order to calculate the advection term and a diffusion scheme to
calculate the diffusion term. For the advection term, the flux in and out of the control
volumes has to be calculated. The basis functions of the parent finite element mesh are
used to evaluate the field at the control volume face, allowing the total flux in and out of
the element to be calculated. A Sweby limiter is used to limit any undershoots and/or
overshoots (Sweby, 1984; Wilson, 2009). A method termed the element gradient method
is used for calculation of the diffusion term (Applied Modelling and Computation Group,
2011; Ciarlet and Lions, 2000). This uses the basis functions of the parent finite element
mesh to evaluate the gradients of the fields on the faces of the control volume, allowing
the relevant integral for the diffusion term to be calculated. In appendix A, the control
volume method discretisation of the advection–diffusion equation is presented in more
detail to demonstrate why both an advection scheme and a diffusion scheme are required.
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A
Figure 2.2: Example of a control volume in two dimensions. The black lines denote the
finite element mesh with the nodes (or vertices) represented by black circles. The dashed
lines denote the control volume dual mesh and the grey area highlights the control volume
for the central node, A.
2.3.4 Conservative and non–conservative form
For any field, denoted θ, the advection term, which appears in both the momentum
equation (2.19) and the advection–diffusion equation (2.21) can be written as
∂θ
∂t
+∇ · (uθ) = ∂θ
∂t
+ u · ∇θ + θ∇ · u . (2.29)
This is called the conservative form. For an incompressible flow, ∇·u = 0 and, therefore,
the final term in (2.29) vanishes. This gives the non–conservative form of the advection
term:
∂θ
∂t
+∇ · (uθ) = ∂θ
∂t
+ u · ∇θ . (2.30)
For an incompressible fluid, in the continuum, the two forms of the equation are equiva-
lent. When discretised, if the numerical representation is exact, the solutions produced
by both forms of the equation should be the same. However, the numerical solution is
an approximation to the exact solution which can lead to different behaviour of the two
forms. In general, it is expected that the conservative form will conserve the quantity θ, in
the sense that
∫
Ω θ dV is constant over time, but the solution may not be bounded. Con-
versely, the non–conservative form should be bounded, but conservation is not expected
(LeVeque, 2002).
In practice, even though the form of the equation may favour the behaviour described,
the details of the specific discretisation will also affect the conservation and boundedness
properties of the flow (e.g. Wilson, 2009). In general, the non–conservative form of the
equations is used. In chapter 5, section 5.4.2.2, simulations are performed with the
conservative form of the advection–diffusion equation, and demonstrate that the non–
conservative form is an appropriate choice.
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2.4 Temporal discretisation
As well as spatial discretisation, the equations require temporal discretisation. The
discretisation of the momentum equation and advection–diffusion equation are considered
separately.
2.4.1 Momentum equation
A Crank–Nicolson scheme is chosen for the temporal discretisation of the momentum
equation. This scheme falls into the wider category of theta time–stepping schemes
which use a linear combination of values at the current and next time–step, denoted by
n and n+ 1, to advance the solution, c, in time:
cn+1/2 = ϑcn+1 + (1− ϑ)cn (2.31)
A Crank–Nicolson scheme uses ϑ = 1/2. It is a second–order, semi–implicit scheme. This
allows stability to be maintained at a larger Courant number than an explicit scheme
(which requires a Courant number less than 1) (Crank and Nicolson, 1996). Larger time–
steps can, therefore, be used within reason, since too large a Courant number can still
lead to instability and may result in a loss of information or smoothing of the solution
(in a manner similar to using a coarser spatial resolution).
The non–linear term, u · ∇u, in the momentum equation (2.19), requires Picard itera-
tions to be performed. These use an approximation for the non–linear advecting velocity
in the temporal iteration for momentum. Within these iterations there is also a pressure
correction step, which ensures a divergence free velocity field. Two Picard iterations are
used here. For further details, see Applied Modelling and Computation Group (2011);
Piggott et al. (2008, 2009) and references therein.
2.4.2 Advection–diffusion equation
As for the momentum equation, the advection–diffusion equation uses a Crank–Nicolson
scheme for temporal discretisation. The use of a Sweby limiter in the spatial discreti-
sation, section 2.3.3, introduces non–linearities which also require additional non–linear
temporal iterations to be performed (Wilson, 2009). Here three non–linear iterations are
used.
2.5 Linear solvers
Once the solution has been discretised, a linear system of equations is produced that
takes the general form Aq = b where A and b are known and q is to be solved for.
Matrices from finite element (and control volume) discretisations are generally sparse
making the systems good candidates for solution by iterative methods. These methods
form a sequence of approximations, qk, that converge to the exact solution q. The
iteration terminates when the residual |qk − q| falls below a user–specified tolerance.
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This means that the inverse of A does not have to be explicitly calculated. Fluidity–
ICOM uses the PETSc library which provides several linear solvers that apply different
iterative methods and preconditioners that ‘condition’ the matrix A to making it easier
to solve the linear system (Balay et al., 2010). Here, in general, a generalised minimal
residual method (GMRES) solver with a successive over–relaxation (SOR) preconditioner
are used for both the velocity and tracer fields and a conjugate gradient solver with a
multigrid preconditioner are used for the pressure field, with a user–specified relative
tolerance of order 10−6 (Applied Modelling and Computation Group, 2011; Balay et al.,
2010; Kramer et al., 2010).
2.6 Meshes
The flexibility of the finite element and control volume discretisation methods are utilised
in order to allow the same physical and numerical set-up to be run on both fixed and
adaptive meshes.
2.6.1 Fixed meshes
Both structured and unstructured fixed meshes are used, which are formed from triangles
in two dimensions and tetrahedra in three dimensions. A structured mesh has regular
connectivity, i.e. each node (or vertex) has the same connectivity with the neighbouring
nodes. Unstructured meshes have irregular connectivity, figure 2.3. It is noted that here
the term ‘nodes’ refers to the vertices of the mesh.
Mesh generation is performed with Gmsh, using the algorithm that combines Delaunay
triangulation and local mesh modification (Geuzaine and Remacle, 2009). The structured
meshes used here have all the elements aligned in one direction either from ‘left to right’
(L2R) or ‘right to left’ (R2L), figure 2.3. In order to vary the resolution, the characteristic
length, l, given to Gmsh is varied. The specific values with the corresponding number of
nodes in the mesh are given in each chapter for the simulations considered therein.
(a) structured L2R (b) structured R2L (c) unstructured (d) edge–length distribution
Figure 2.3: (a)–(c): Examples of structured and unstructured meshes in a unit box with
characteristic length l = 0.1 given to the mesh generator. L2R: elements aligned ‘left
to right’, R2L: elements aligned ‘right to left’. (d): Histogram of the element edge–
length distribution for an unstructured mesh with characteristic length l = 0.01 used in
simulations of the two–dimensional lock-exchange, where the domain has length 0.8 and
height 0.1, chapter 3.
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2.6.2 Adaptive meshes
Adaptive meshes seek to increase or decrease the mesh resolution depending on the evo-
lution of flow complexity. This allows a good representation of the small–scale dynamics
without the need for high spatial resolution throughout the whole domain. They are
particularly well–suited to scenarios where the dynamics or flow features are transient.
Adaptive meshes are the main Fluidity–ICOM tool utilised here. In Fluidity–ICOM
the meshes are adapted to selected solution fields. Information about the fields is in-
corporated into the metric, which guides the mesh adapt, via the Hessian. The specific
form of the metrics are such that they provide a bound for the interpolation error of
the solution under a selected norm. The mesh is, therefore, adapted so as to bound this
error. In general, the ability of the adapted mesh to represent the flow will depend on the
suitability of the error measure and, hence, the metric formed. Other ocean modelling
studies that use adaptive meshes generally adapt to either the fields (e.g. Munday et al.,
2010; Popinet and Rickard, 2007; Remacle et al., 2005), or a direct measure of the error
(e.g. Bernard et al., 2007; Blayo and Debreu, 1999). More complex methods exist, in
particular goal–based techniques that utilise the adjoint to form the metric (e.g. Power
et al., 2006; Venditti and Darmofal, 2003). These approaches are particularly useful as
they provide a robust estimate of the error in a solution diagnostic. However, they re-
quire the model to have an adjoint and for the forward and adjoint model to be run,
which increases the computational demand.
The process of adapting a mesh in Fluidity–ICOM is now presented. It can be divided
into three main steps: metric formation, mesh optimisation and interpolation from the
pre– to post–adapt mesh. Each step will be introduced separately in sections 2.6.2.1,
2.6.2.2 and 2.6.2.3 respectively and an additional technique termed metric advection
presented in section 2.6.2.4. The cost of a mesh adapt is discussed in section 2.6.3. More
details can also be found in appendix B, Applied Modelling and Computation Group
(2011) and the cited references. In appendix C a selection of remarks on the practical
use of adaptive meshes in Fluidity–ICOM are included.
2.6.2.1 Metric formation and criteria for adapting the mesh
In Fluidity–ICOM, in order to perform a mesh adapt, a metric tensor (metric) is con-
structed. This contains information about the system state in a form that can be used
to guide the mesh optimisation step, section 2.6.2.2. More specifically, given a metric,
M , the aim of the mesh optimisation step is to form a mesh,M, with edges v such that
||v||M =
√
vTMv = 1 , ∀v ∈M . (2.32)
That is to say all edges in the mesh have unit length when measured with respect to the
metric M . The choice of metric is, therefore, fundamental to the way in which the mesh
adapts and where mesh resolution will be placed. In Fluidity–ICOM, the metric is based
on the Hessian, H, of a solution field and a user–defined weight, , for that field. The user
chooses which solution fields a metric will be formed for and, therefore, which fields the
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2. The key point in the metric de®nition is the second derivatives. However, in our application the
solver is a P1 ®nite element solver. Therefore a weak formulation (by Green's formula) has to
be used to compute the Hessians.
4.1. Extension to systems
Suppose now that several variables Z1, Z2, . . . , Zr are given. The problem becomes: ®nd the metric so
that the maximum interpolation error is minimized for all the variables. It is clear from the
geometrical identi®cation ellipse±metric that the solution to the previous minimization problem is to
®nd the biggest ellipse contained in the intersection of all the ellipses e1, e2, . . . , er corresponding
to the metricsm1,m2, . . . ,mr computed from the variables Z1, Z2, . . . , Zr. It is not easy in general
to ®nd the optimal solution of this problem. However, the following algorithm seems to be suitable
enough (see Figure 1). Suppose that only two variables Z1 and Z2 are provided. We ®nd an
approximation of the optimal intersection ellipse by the following procedure.
1. If the two ellipses e1 and e2 do not intersect (this happens when one ellipse is contained the
other), the one with smallest area is taken as intersection and the suitable metric is the
associated one.
2. Otherwise, let lji and v
j
i, i, j 1, 2, be the eigenvalues and eigenvectors respectively of mj,
j 1, 2. The intersection metric m^ is de®ned by
m^  m^1  m^2
2
; 10
where m^1 (resp. m^2) has the same eigenvectors as m1, (v11, v12) and eigenvalues
~l
1
i  maxl1i ; v1iT m2v1i ; i  1; 2: 11
Now, if n variables are given, the ®nal intersection metric is computed as follows.
3. m^ intersection (m1, m2).
4. For i 3, . . . , n, m^ intersection (m^, mi).
Figure 1. Approximated optimal ellipse of two-ellipse intersection
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Figure 2.4: Example of the superposition of two metrics (from Castro-Dı´az et al., 1997).
Each metric (in two dimensions) can be represented by an ellipse: the major and minor
axis are given by the eigenvalues and the orientation in the plane by the eigenvectors.
The approximated intersection ellipse is the largest ellipse that contains the intersection
of the first and second ellipses and is the ellipse that corresponds to the superposed
metric.
mesh will adapt to. If the user chooses to adapt to multiple solution fields, a metric, Mf ,
is formed for each chosen solution field, f . The final metric, M , is then obtained from
a superposition of the metrics for individual fields M =
⋂
f Mf figure 2.4 (Castro-Dı´az
et al., 1997). The solution field weights can be varied spatially and temporally and give
the user control over the influence of different fields on the final metric. For simplicity,
the metrics will be introduced as if applied to an individual solution field. The metrics
can be divided into three categories and will be referred to as the absolute metric, the
relative metric and the p–metric.
The absolute metric, denoted M∞, is given by (Pain et al., 2001)
M∞(x) =
|H(x)|
(x)
, (2.33)
where |H| is a modified Hessian:
|H(x)| = Q(x)T |Λ(x)|Q(x) , |Λ(x)|ij =
{
|λi(x)| i = j
0 i 6= j (2.34)
with {λi} the eigenvalues of the Hessian and Q the corresponding matrix of normalised
eigenvectors. Through the use of the modified Hessian, information about both the mag-
nitude and direction of the curvature of the field is included, via |Λ| and Q respectively,
and facilitates the formation of anisotropic elements. Furthermore, the use of |Λ| ensures
that |H| is positive definite and can, therefore, be used to define a norm, as required in
the criteria for adapting the mesh (2.32).
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When using the absolute metric, consideration of (2.32) shows that, in practice, areas
with a high curvature of a field and, therefore, larger eigenvalues will demand refinement
of the mesh. Reducing the solution field weight will also encourage more mesh refinement.
Conversely, lower curvature or a larger solution field weight will demand coarsening of the
mesh. Note, for a linear or constant field the curvature, and therefore the Hessian, will be
zero. This would lead to zero eigenvalues and edges of infinite length. Likewise, the larger
the curvature, the larger the magnitude of the eigenvalues of the Hessian and the smaller
the length of the edges demanded. The user, therefore, specifies a maximum edge–length
and minimum edge–length and this information is included through a restriction on the
eigenvalues of |H| (Pain et al., 2001).
This simple choice of metric is motivated by interpolation error theory. The L∞–norm
of the interpolation error for an element, Ωe, in a mesh is bounded by the Hessian is
(Frey and Alauzet, 2005)
||f(x)− δ(x)||∞ = max
x∈Ωe
(f(x)− δ(x)) ≤ C max
x∈Ωe
max
v
(vT |H(x)|v) , (2.35)
where f is the exact solution and δ is the interpolated solution, C is a constant (inde-
pendent of the mesh and dependent on the dimension of the space) and v the element
edges. If the metric M∞ is used and the criteria (2.32) is fulfilled, the interpolation error
is bounded by the solution field weight:
||f(x)− δ(x)||∞ ≤ C max
x∈Ωe
(x) max
v
(vTM∞(x)v) ≤ C max
x∈Ωe
(x) . (2.36)
The relative metric, MR, can be formed by a similar consideration of the relative
interpolation error given by (Castro-Dı´az et al., 1997)∣∣∣∣∣∣∣∣f(x)− δ(x)f(x)
∣∣∣∣∣∣∣∣
∞
≤ C max
x∈Ωe
(x) max
v
(
vT
|H(x)|
|f(x)| v
)
. (2.37)
The choice
MR(x) =
1
(x)
|H(x)|
|f(x)| =
M∞(x)
|f(x)| , (2.38)
leads to a bound on the relative interpolation error:∣∣∣∣∣∣∣∣f(x)− δ(x)f(x)
∣∣∣∣∣∣∣∣
∞
≤ C max
x∈Ωe
(x) max
v
(vTMR(x)v) ≤ C max
x∈Ωe
(x) . (2.39)
With the relative metric, the refinement or coarsening of the mesh is still guided by the
curvature of the field. However, a scaling by the magnitude of the field is now included in
the metric and regions where this value is smaller will demand more refinement. In order
to avoid division by zero, the actual relative metric used takes the form (Castro-Dı´az
et al., 1997)
MR(x) =
1
(x)
|H(x)|
max(|f(x)|, fmin) , (2.40)
with fmin specified by the user.
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The third and final p–metric, Mp is given by (Chen et al., 2007)
Mp(x) =
1
(x)
(det(|H(x)|))− 12p+n |H(x)| = (det(|H(x)|))− 12p+nM∞ , (2.41)
where n is the dimension of the space and p ∈ Z+. With this metric, the Lp norm of the
interpolation error is bounded by
||f(x)− δ(x)||p =
(∫
Ω
|f(x)− δ(x)|p
)1/p
≤ CN−2/n||n
√
det |H(x)||| pn
2p+n
(Ω) , (2.42)
where N is the number of elements in the mesh (also cf. Loseille and Alauzet, 2011).
Note that in the limit p→∞ , (det(|H|))− 12p+n → 1 and the absolute metric, M∞, is
recovered.
Given the definition of |H| (2.34) det |H| = ∏i |λi|, the product of the eigenvalues.
With the p–metric, therefore, there is a scaling by the magnitude of the curvature of
the field and mesh refinement will be encouraged in areas of both stronger and weaker
curvature. The extent to which det |H| and, hence, the magnitude of the curvature,
influences the metric is determined by the choice of p. As p is reduced, the small–scales
are given more weight in the metric and as a result are better represented (Loseille and
Alauzet, 2011). The work of Loseille and Alauzet (2011) shows that the influence of
the small–scales rapidly decreases as p increases; with p = 4 regions with only small–
scale features are not refined to the same extent as the regions with larger–scale features
(recall, in the limit of large p, the metric converges to M∞). Much better representation
is achieved when p = 1 or 2. In the final example they discuss, the p–metric, with p = 2,
is used in simulations of a supersonic flow around a body (with the mesh adapted to the
Mach number field). Excellent agreement in values of the pressure field with experimental
data is found. The good results obtained in their work motivates the use of p = 2 when
the p–metric is used here.
The lock–exchange simulations on adaptive meshes that are discussed in this thesis
begin by using the absolute metric in an analysis of the Froude number, chapter 3. The
evaluation of the mixing in the lock–exchange then motivates investigation of the relative
metric and p–metric, chapter 6. The p–metric, with p = 2, is found to perform well and is
used in the simulations of a gravity current on an incline presented in chapter 7. Details
of the solution field weights are given in the individual chapters.
2.6.2.2 Mesh optimisation
Given a metric, the aim of mesh optimisation is to satisfy the criteria (2.32) and thereby
optimise the mesh for the current system state. The mesh is modified through a series
of local topological and geometrical operations and the mesh adapt is not constrained
by the pre–adapt mesh. This a different approach to mesh refinement where elements of
the pre–adapt mesh are split (to refine) or removed (to coarsen) (e.g. Blayo and Debreu,
1999).
In Fluidity–ICOM, the mesh modifications are performed using either the algorithms of
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Vasilevskii and Lipnikov (1999) in two dimensions or Pain et al. (2001) in three dimen-
sions. The operations include edge–collapsing, edge–splitting, face–to–edge and edge–
to–face swapping, edge–swapping and node–movement, figure 2.5. More details and
diagrams can be found in the above references. These libraries are viewed tools and this
stage of the mesh adapt is not considered further.
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node
insertion
(a) (b)
(d )(c)
edge
swap
node
deletion
node
movement
Figure 1. Local element operations used to optimize the mesh in two dimensions. (a) Node insertion
or edge split. (b) Node deletion or edge collapse. (c) Edge swap. (d) Node movement.
barotropic gyre-based examples are presented to demonstrate the advantages that
anisotropic variable resolution may deliver over the use of ﬁxed uniform isotropic
resolution. The paper concludes with a summary of the ﬁndings of this work and
discussions on some of the extensions required for the use of mesh adaptivity on
more complex real-world problems.
2. Optimization-based mesh adaptivity
(a)Mesh optimization operations
Given an unstructured mesh and information regarding the ideal shape and sizes
of the elements making up the mesh, an optimization-based adaptivity algorithm
can be formulated via the use of local topological operations that seeks to improve
the quality of elements.
In the examples presented in this work, a two-dimensional mesh optimization
algorithm (Agouzal et al. 1999; Vasilevskii & Lipnikov 1999) is used that employs
the following local operations depicted in ﬁgure 1.
(i) Node insertion or edge split. Here a node is inserted on a pre-existing
edge in the mesh so that the four new elements have improved shape/size
characteristics compared with the original two; while the location of this
new node along the pre-existing edge can be optimized, it is common to
simply split it at its midpoint.
(ii) Node deletion or edge collapse. Here the inverse operation is performed
whereby an edge in the mesh is collapsed, and consequently a node is
deleted and two elements removed from the mesh.
(iii) Edge swap. Here an edge between two elements is removed and replaced
with the only other possible conﬁguration in two dimensions; the number
of nodes and elements is preserved through the operation, but the edge
lengths and element shapes are manipulated.
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Fi ure 2.5: Example of mesh modificatio operations. (a): Node insertion or edge split-
ting, node deletion or edge collapse, edge sw p and node movement in two dimensions
(2D, from Piggott et al., 2009). (b): Edge to face and face to edge swapping in three
dimensions (3D, from Pain et al., 2001).
2.6.2.3 Interpolation from the pre– to post–adapt mesh
Once the mesh optimisation stage has been performed, solution fields have to be inter-
polated between the pre– and post–adapt meshes. The interpolation methods available
in Fluidity–ICOM fall into two categories. The first will be referred to as consistent in-
terp lation. With his method, for ach n de in the post–adapt mesh, the element in the
pr –adapt mesh in which it would be containe is identified. The solution field is then
valuated at the nod in the post–adapt mesh using the finite element basis functions of
the co taining element in the pre–adapt mesh. Consistent interpolation is bounded (for
linear basis functions) b t not conservative and demands continuous basis functions in
order to be well–defined.
The second method will be referred to as Galerkin projection. This uses the intersection
of the pre– and post–adapt meshes to form a supermesh. The fields are then interpolated
via the supermesh using Galerkin projection (Farrell et al., 2009; Farrell and Maddison,
2011). By definition, it is conservative, but not necessarily bounded. These methods are
described in more detail in appendix B. The relative costs of the methods are discussed
in section 2.6.3.
In Fluidity–ICOM, a bounded implementation of the Galerkin projection method is
also available. Any overshoots or undershoots in the solution field occurring from the
interpolation are corrected, essentially by diffusing the deviation from boundedness. The
diffusion introduced in this approach is the minimum amount possible that allows bound-
edness to be maintained, and, is minimal when compared with consistent interpolation
(Farrell et al., 2009). This bounded, minimally diffusive, conservative method will be
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referred to as bounded Galerkin projection.
2.6.2.4 Metric advection
The frequency with which the mesh adapts is specified by the user. When the mesh
adapts, it is optimised for the system state at the current time. Adapting the mesh
too often can exacerbate numerical diffusion due to more frequent interpolation between
pre– and post–adapt meshes. There is also a cost associated with a mesh adapt which is
discussed further in section 2.6.3. Overall, a balance between the best representation of
the field and frequency of the adapt needs to be determined.
Metric advection is a technique that uses the current flow velocity to advect the metric
forward in time, over the period until the next mesh adapt. This gives an estimate of
the mesh resolution required at each time–step before the next adapt to be obtained
and incorporated into the adapted mesh (Wilson, 2009). This leads to a larger area
that requires refinement and, therefore, an increase in the number of nodes, cf. figure
3.2, chapter 3. Each component of the metric is advected as a scalar using a first–order
upwind control volume scheme with a Crank–Nicolson discretisation in time, cf. sections
2.3.3, 2.4.2 and 5.2.3. The time–step for this calculation is determined by a specified
Courant number.
With metric advection, mesh resolution is ‘pushed ahead’ of the flow such that, be-
tween mesh adapts, the dynamics of interest are less likely to propagate out of the region
of higher resolution. In the lock–exchange, for example, consider an adapted mesh with
high resolution in the region of the interface between the two fluids. As the simulation
proceeds, the gravity current fronts may propagate out of this high resolution region
before the next adapt. This can lead to a more diffuse interface due to increased numer-
ical diffusion from the advection method at coarser resolutions, cf. chapter 5. Metric
advection increases the resolution in the adapted mesh not only in the interface, but also
ahead of it, in the region into which the gravity current fronts will propagate, figure 3.8.
Although there is an associated increase in the number of nodes used, metric advection
can allow the frequency of adapt to be reduced whilst maintaining a good representation
of the dynamics. Metric advection is a comparatively expensive process, compared to a
standard mesh adapt, as is now discussed.
2.6.3 The cost of a simulation and a mesh adapt
In general, the number of nodes will be taken as a gauge of the computational demand
associated with a simulation. It is considered an appropriate measure when comparing
the fixed and adaptive mesh Fluidity–ICOM simulations and is discussed further below.
The cost of the mesh adapt must also be taken into account. Adaptive mesh simulations
of the lock–exchange, presented in chapters 3 and 6, are profiled in order to assess the
cost of different adaptive mesh settings. The simulations and results are summarised in
table 2.1.
The percentage time spent in the adaptivity routines of interest is calculated. These
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are grouped by one main call for the formation of the metric and one main call for the
mesh optimisation and interpolation steps. Each set–up was run a total of six times on
the Imperial College High Performance Computing Service1 cluster and the percentages
averaged. The simulations were run from t = 0 s until t = 25.025 s, the time the free–slip
head nears the end wall. This is equivalent to 1001 time–steps and 100 adapts when
adapting every 10 time–steps and 25 adapts when adapting every 40 time–steps. These
values (with the exception of those for M2–b) have been published in Hiester et al. (2011).
The simulations used are referenced as A0, A1, A5, B7 C3 and M2–b and are described
in more detail in chapters 3 and 6 and, in particular, tables 3.3, 3.4, 3.5 and 6.6. These
simulations all use the absolute metric, with the exception of M2–b which uses the p–
metric with p = 2. In brief, A0, B7 and M2–b adapt every 10 time–steps and use
consistent interpolation. B7 also has a spatially varying solution field weight, which
increases the number of nodes used. A1 and A5 employ metric advection and adapt
every 10 and 40 time–steps respectively. They both use consistent interpolation. Finally,
C3 adapts every 10 time–steps and uses bounded Galerkin projection for interpolation.
For A0, B7 and M2–b, the time spent in the mesh adapt is less than 10% of the
total simulation run time, table 2.1. As the mesh is adapted every 10 time–steps in
these simulations, the cost of an adapt is less than the cost of one time–step and can
be considered minimal. When metric advection is employed (A1 and A5) or bounded
Galerkin projection is used on both fields (C3), the cost of an adapt increases. For
the latter, a mesh adapt is just under the cost of two time–steps. More information
regarding the scaling of Galerkin projection and supermeshing can be found in Farrell
and Maddison (2011). Metric advection takes the largest percentage of time for the mesh
adapt with a significant increase in the time spent in metric formation. A1 and A5 use a
similar percentage of time despite the difference in frequency of the adapt (every 10 and
40 time–steps respectively). In A5, the less frequent adapt, the time period over which
the metric is advected increases and with it the number of temporal subcycles required to
advect the metric. Hence, the overall percentage does not decrease. Two further profiles
are made for simulations denoted A1* and A5* that use a Courant number of 5 for the
metric advection (A1 and A5 use a Courant number of 2.5). These show a decrease in the
percentage time for a mesh adapt suggesting that, depending on requirements, the cost
of a mesh adapt with metric advection can be reduced. These adaptive mesh simulations
have been run in serial and comparison of the values for A0, B7 and M2–b present a
similar percentage of time required by the adaptivity routines despite having a different
average number of nodes. In parallel, there are overheads associated with dynamic load
balancing and data remapping between partitions that have been shown to be smaller
than the rest of the adapt procedure (Gorman et al., 2009).
The number of nodes is a useful measure of computational demand as it is machine
1http://www.imperial.ac.uk/ict/services/teachingandresearchservices/
highperformancecomputing
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independent2 and also gives an indication of the size of the problem. This does not
account for the model scaling, either with the number of nodes in serial or the number
of processors (and the number of nodes) in parallel. However, Fluidity–ICOM has been
shown to scale to thousands of processors, with a four–fold increase in the number of
processors leading to a three–fold speed up in simulations of a wind–driven gyre (Guo
et al., 2010). The scaling in serial with the number of nodes is harder to predict. The
model assembly and each iteration of a solver should scale linearly with the number
of nodes. However, as the mesh resolution increases and more features are resolved, the
number of iterations required by the solver will typically increase (albeit slowly). The run
time of the simulation presents a measure of computational demand which incorporates
these effects. It is machine dependent but model independent and offers a complementary
measure to the number of nodes that it would be informative to investigate in the future.
The use of an adaptive time–step, which increases or decreases to meet a prescribed
Courant number, also offers the potential for increased efficiency by allowing the largest
time–step possible for a given mesh (Applied Modelling and Computation Group, 2011).
For fair comparison, this information should be incorporated into the measure of compu-
tational demand. The adaptive time–step may be expected to reduce (increase) the cost
of the coarser (higher) resolution fixed mesh simulations relative to (and depending on)
the original fixed time–step value. For the adaptive mesh simulations the behaviour is
harder to determine due to the spatial variation between velocity magnitude and edge–
length. However, if the minimum edge–lengths are of similar magnitude to the higher
resolution fixed meshes, the time–step should not be smaller than that for the higher
resolution fixed meshes. Adaptive time–stepping presents a tool to be utilised in the
future but is not pursued here.
Finally, as with the inclusion of any additional model features, there will also be a
non–negligible amount of user time required to configure the adaptive mesh settings that
it is difficult to quantify. As more scenarios are tested, example configurations for a wider
set of problems are formed. This will reduce the user time required for configuration of
the settings, particularly for new users.
2.7 Summary
Fluidity–ICOM is an ocean model in development that takes a fundamentally different
numerical approach to traditional ocean models. It offers a wide set of tools that can
be utilised, including unstructured and adaptive meshes. The capabilities of Fluidity–
ICOM are constantly improving and increasing and it offers a promising future for ocean
modelling. Through the availability of new tools, more problems can be tackled and,
through addressing more oceanographic set–ups, challenges that require advances in the
numerics are presented. As well as pushing forward the scenarios to which Fluidity–
2The simulations are run on both the Imperial College High Performance Comput-
ing Service: http://www.imperial.ac.uk/ict/services/teachingandresearchservices/
highperformancecomputingcluster and HECToR http://www.hector.ac.uk/. The number
of processors used varies from 1 to 384.
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ICOM can be applied, there is also the need for validation of the model. Furthermore,
understanding the effects of using the techniques employed for modelling the ocean and
flows that occur within it is crucial. This allows both the model to be put to best use
and the numerical and physical effects to be separated.
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Chapter 3
The impact of adaptive meshes
on the gravity current front speed
in simulations of a
two–dimensional lock–exchange
Synopsis
Numerical simulations of the two–dimensional lock–exchange flow are per-
formed on both fixed and adaptive meshes. The absolute metric is used in
the adaptive mesh simulations and different adaptive mesh configurations
are compared. Fluidity–ICOM successfully captures the flow dynamics, in-
cluding the development of Kelvin–Helmholtz billows. The Froude number
(non–dimensional front speed) is used to evaluate the performance of the sim-
ulations. The Froude numbers obtained compare well with published values
determined from experimental, numerical and theoretical approaches. Good
representation of the gravity current front region is found to be essential to the
quality of the solution. For the adaptive mesh simulations this is achieved by
reducing the horizontal velocity field weight near the boundaries. Simulations
on adaptive meshes that are configured in this way perform as well as high–
resolution fixed mesh simulations whilst using at least one order of magnitude
fewer nodes. However, simulations without this variation can under–perform.
The results indicate that successful use of the adaptive mesh approach em-
ployed requires a clear understanding of both the physics of the system and
the metric that guides the mesh adapt.
This chapter is an expansion of the work presented in Hiester et al. (2011)
and incorporates additional comments on the number and distribution of the
nodes in the adaptive mesh, the convergence of the Froude number values
for the fixed mesh simulations, the under–performance of the basic adaptive
mesh simulations and the behaviour of the system at higher Grashof numbers.
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3.1 Introduction
Numerical simulations of the two–dimensional lock–exchange flow, introduced in section
1.4, are performed with Fluidity–ICOM. Simulations are performed on both structured
and unstructured fixed meshes with the number of nodes in the mesh varying over three
orders of magnitude. Simulations on adaptive meshes that use the absolute metric (2.33)
are investigated and different adaptive mesh settings are considered.
The Froude number, the non–dimensional front speed, is used to compare the simula-
tions. The Froude number is a commonly calculated value, with theoretical, experimental
and numerical data available for comparison, section 1.4.1. This makes it an excellent
diagnostic for model assessment. Furthermore, there are real world scenarios where the
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accuracy of a Froude number obtained would be of interest: the arrival of a dust storm
front or avalanche for example.
The chapter is organised as follows: sections 3.2 and 3.3 describe the physical lock–
exchange set–up and the Fluidity–ICOM settings. Section 3.4 presents and discusses the
results from the numerical simulations, comparing them to one another and published
results. Finally, section 3.5 closes with a summary and the key conclusions of this chapter.
3.2 Physical set–up and diagnostics
3.2.1 Governing equations and parameters
The flow is governed by the Navier–Stokes equations under the Boussinesq approximation
(2.19) and (2.20). These are combined with the thermal advection–diffusion equation
(2.22), with no source (QT = 0), and a linear equation of state (2.24) with no salinity
dependence. The values for g, ν¯, κ¯, and α are given in table 3.1, following the values of
Ha¨rtel et al. (2000).
gravitational acceleration (ms−2) g 10
kinematic viscosity (m2s−1) ν¯ 10−6I¯
thermal diffusivity (m2s−1) κ¯ 0¯
thermal expansion coefficient (◦C−1) α 10−3
domain height (m) H = 2h 0.1
reduced gravity (ms−2) g′ = g ρ1−ρ2ρ0 = −gα(T1 − T2) 10−2
buoyancy velocity (ms−1) ub =
√
g′H
√
10−3
Grashof number Gr =
(
h
√
g′h
ν
)2
1.25× 106
Table 3.1: Physical parameters for the lock–exchange set–up.
3.2.2 The domain, boundary conditions and initial conditions
The domain is a two–dimensional rectangular box, 0 ≤ x ≤ 0.8 m, 0 ≤ z ≤ H, H = 0.1 m.
As the configuration of the model used here is two–dimensional, motion in the cross–
stream (y) direction is neglected. Initially, dense, cold water fills one half of the domain,
T = −0.5 ◦C for x < 0.4 m, and light, warm water fills the other half, T = 0.5 ◦C for
x ≥ 0.4 m, figure 3.4. At t = 0 s, u = 0 ms−1 everywhere.
A free–slip condition (no normal flow and no external forcing) is applied to the end
walls with u = 0 ms−1 at x = 0.0, 0.8 m. A no–slip condition (no flow) is applied at the
bottom boundary, u = 0 ms−1 at z = 0 m and a free–slip condition is applied at the top
boundary, w = 0 ms−1 at z = 0.1 m. Only one simulation is required, therefore, in order
to consider gravity currents at both no–slip (bottom) and free–slip (top) boundaries.
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3.3 Computational approach
3.3.1 Discretisation
A continuous Galerkin finite element formulation with linear basis functions is used for
discretisation of the momentum equation, section 2.3.2. The advection–diffusion equa-
tion for the temperature field is discretised using the control–volume advection scheme
outlined in section 2.3.3. A semi–implicit, Crank–Nicolson scheme is used to advance the
equations in time, with a time–step of 4t = 0.025 s, and two Picard iterations are used,
section 2.4.1.
3.3.2 Meshes
Fixed meshes, with elements aligned from ‘left to right’ (L2R) and ‘right to left’ (R2L),
as well as fully unstructured meshes, are tested to determine if any biases are introduced
by the arrangement of the elements, figure 2.3, section 2.6.1. The characteristic lengths,
l, given to Gmsh are l = 0.01, 0.004, 0.002, 0.001, 0.0005 and 0.00025 (m) and the
corresponding number of nodes is given in table 3.2.
l Structured Unstructured
0.01 8.9× 102 1.0× 103
0.004 5.2× 103 6.0× 103
0.002 2.0× 104 2.3× 104
0.001 8.1× 104 9.3× 104
0.0005 3.2× 105 3.7× 105
0.00025 1.3× 106 1.5× 106
Table 3.2: Number of nodes in the structured and unstructured fixed meshes with char-
acteristic length l.
For the adaptive mesh simulations, first, a structured mesh with characteristic length
l = 0.005 m is generated in Gmsh . This is adapted at t = 0 s to give an optimised initial
mesh, figure 3.4. The absolute metric is used (2.33) and the minimum and maximum
element edge–lengths are set to 0.0001 m and 0.5 m respectively. In the ‘basic’ set–up,
A0, the mesh is adapted every 10 time–steps and has spatially constant weights for
temperature, T = 0.025, and the horizontal and vertical velocities, u = w = 0.001,
tables 3.3 and 3.4, section 2.6.2.1. For A0, consistent interpolation is used to interpolate
the fields from the pre– to post–adapt mesh, table 3.5, section 2.6.2.3. Several different
adaptive mesh settings are considered and are described in the following sections.
3.3.2.1 Frequency of adapt and metric advection
Adapting the mesh too often can exacerbate numerical diffusion due to more frequent
interpolation between pre– and post–adapt meshes, section 2.6.2.3. There is also a com-
putational cost associated with the adapt processes and, therefore, a balance between the
best representation of the field and the frequency of the adapt needs to be determined,
section 2.6.3.
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Adapt frequency Metric advection Reference
(no. time–steps)
10 no A0
10 yes A1
20 no A2
20 yes A3
40 no A4
40 yes A5
Table 3.3: Adaptive mesh parameters for simulations where the frequency of adapt is
varied and metric advection employed. Consistent interpolation of the fields between the
pre– and post–adapt mesh is applied and the solution field weights are spatially uniform,
as in A0, tables 3.4 and 3.5.
The impact of the frequency of adapt on the computed solution and the potential
advantage of the use of metric advection are considered, section 2.6.2.4. Simulations are
performed where the mesh is adapted every 10, 20 and 40 time–steps, both with and
without metric advection, simulations A0–5, table 3.3. For metric advection a Courant
number of 5 is used. The solution field weights are spatially constant and consistent
interpolation is employed, as in A0, tables 3.4 and 3.5.
3.3.2.2 Spatially varying solution field weights
In many fluid dynamics problems, and particularly in the lock–exchange, the boundaries
and any associated boundary layers influence the flow dynamics. In the lock–exchange
simulations of Ha¨rtel et al. (1997), mesh resolution near the top and bottom boundaries
was increased in order to resolve the boundary layers satisfactorily. Here, as the currents
propagate horizontally, any boundary layers are expected to exhibit large shear of the
horizontal component of velocity in the vertical direction. In these regions, therefore,
the curvature in the horizontal velocity field will lead to refinement of the mesh. The
importance of resolution near the boundaries is investigated by spatially varying the
solution field weights in order to further increase the mesh resolution in these regions.
Recall that reducing the solution field weight will lead to greater refinement of the mesh,
section 2.6.2.1.
First, the horizontal velocity weight, u, is reduced by two orders of magnitude over a
distance 0.02 m from the top and bottom boundaries, simulation B1, table 3.4, figure 3.1.
Second, an exponential gradation is applied in the vertical to either the horizontal velocity
or the temperature weight, u or T respectively. This acts to increase resolution either
along the region near the top and bottom boundaries in a more efficient manner (varying
u) or to further focus resolution into the interface region close to these boundaries
(varying T ). The gradation takes the form:
 =

0 + (m − 0) ea(z−z0)−1ea(zm−z0)−1 for z ≤ zm ,
m for zm < z < (0.1− zm) ,
0 + (m − 0) ea((0.1−z)−z0)−1ea(zm−z0)−1 for (0.1− zm) ≤ z .
(3.1)
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Horizontal velocity Temperature Reference
a zm 0 m a zm 0 m
- 0.0 - 0.001 - 0.0 - 0.025 A0
 = 0.001, 0.02 ≤ z ≤ 0.08; - 0.0 - 0.025 B1
 = 0.00001, otherwise
10.0 0.05 0.0001 0.001 - 0.0 - 0.025 B2
50.0 0.05 0.0001 0.001 - 0.0 - 0.025 B3
100.0 0.05 0.0001 0.001 - 0.0 - 0.025 B4
10.0 0.05 0.00001 0.001 - 0.0 - 0.025 B5
50.0 0.05 0.00001 0.001 - 0.0 - 0.025 B6
100.0 0.05 0.00001 0.001 - 0.0 - 0.025 B7
- 0.0 - 0.001 10.0 0.05 0.0025 0.025 B8
- 0.0 - 0.001 50.0 0.05 0.0025 0.025 B9
- 0.0 - 0.001 100.0 0.05 0.0025 0.025 B10
- 0.0 - 0.001 10.0 0.05 0.00025 0.025 B11
- 0.0 - 0.001 50.0 0.05 0.00025 0.025 B12
- 0.0 - 0.001 100.0 0.05 0.00025 0.025 B13
Table 3.4: Adaptive mesh parameters for simulations with spatially varying temperature
or horizontal velocity weights, cf. equation (3.1), figure 3.1. The vertical velocity weight
is constant over the whole domain with value w = 0.001. Consistent interpolation of the
fields between adapted meshes is applied and the mesh is adapted every 10 time–steps,
as in A0, tables 3.3 and 3.5. Note that when zm = 0,  = m over the whole domain, so
a and 0 need not be specified.
The parameter a controls the rate at which the solution field weight changes, figure 3.1;
zm determines the distance from the top and bottom boundary over which the exponen-
tial gradation is applied and is generally chosen to be half the height of the domain; 0
is the weight at z = 0.1 − z0 and z = z0. Here, z0 = 0.0, i.e.  = 0 at the top and
bottom boundaries. Variations of one and two orders of magnitude between 0 and m
are tested, with m generally taking the same value as u or T in A0. The values of a,
zm, 0 and m considered are outlined in table 3.4, (simulations A0 and B2–13). If no
variation is specified for a region the solution field weights take the values designated in
A0. The mesh is adapted every 10 time–steps and consistent interpolation is employed
as in A0, tables 3.3 and 3.5.
3.3.2.3 Interpolation between the pre– and post–adapt meshes
Both consistent interpolation and bounded Galerkin projection are tested for interpo-
lation between pre– and post–adapt meshes, section 2.6.2.3. The different types of in-
terpolation are used on the velocity and temperature fields independently and together,
simulations A0 and C1–3, table 3.5. The mesh is adapted every 10 time–steps and spa-
tially constant interpolation errors are used, as in A0, tables 3.3 and 3.4.
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Figure 3.1: Example of spatial variation of the solution field weight, , with height, z. B1:
 = 0.001 for 0.02 ≤ z ≤ 0.08 and 0.00001 otherwise, cf. table 3.4. For a = 10, 50, 100
the values of  are calculated from (3.1) with a as given in the legend, 0 = 0.00001,
z0 = 0.0, m = 0.001 and zm = 0.05, cf. table 3.4. When applied, this leads to an
exponential gradation in the solution field weights as shown.
Velocity Temperature Reference
Consistent interpolation Consistent interpolation A0
Galerkin projection Consistent interpolation C1
Consistent interpolation Galerkin projection C2
Galerkin projection Galerkin projection C3
Table 3.5: Adaptive mesh parameters for simulations using different methods for interpo-
lation from the pre– to post–adapt mesh. The solution field weights are spatially uniform
and the mesh is adapted every 10 time–steps, as in A0, tables 3.3 and 3.4.
3.4 Results
3.4.1 Qualitative results
The simulations on both fixed and adaptive meshes display the expected dynamics of a
lock–exchange flow: two fronts propagate in opposite directions, a bulbous head forms
at the no–slip boundary with the nose raised above the boundary and Kelvin–Helmholtz
billows are visible at the interface, figures 3.3 and 3.4. When the fixed mesh resolution is
increased or adaptive meshes are employed, the interface between the two fluids is sharper
and the billows can be more clearly identified. Billows of a range of sizes are formed
and some merge and interact with one another, further contributing to the complex
dynamics of the flow. For the adaptive mesh simulations, even without the coloured
temperature distribution, the key features of the gravity current (head, nose, billows) can
be identified by simply observing the mesh, figure 3.4. The elements are also anisotropic.
After the initial mesh adapt (at t = 0 and before the simulation begins), the anisotropy
is particularly strong with elements that are long in the vertical and narrow in the
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Figure 3.2: Number of nodes with scaled position of the no–slip head, X/H, for different
unstructured fixed meshes, labelled by characteristic length, l, and a selection of the
adaptive meshes, cf. tables 3.3, 3.4 and 3.5.
horizontal, reflecting the structure of the initial interface.
As the gravity currents propagate along the domain and the dynamics become more
complex, higher resolution is demanded over a greater area. A corresponding increase
in the number of nodes used in the adaptive mesh is observed, figure 3.2. Yet, the
adaptive mesh simulations use fewer nodes than the high resolution fixed meshes whilst
still capturing the small–scale dynamics, figures 3.3, 3.4 and 3.2. The basic adaptive
mesh simulation uses fewer nodes than the simulations with metric advection or spatially
varying solution field weights. The number of nodes in A1 mirrors the number of nodes
in A0, the difference between the two being fairly consistent. This suggests that the
extra resolution introduced by metric advection has a similar number of nodes over time
and moves as a block with the flow. In particular, once the front region has passed,
the adaptive mesh coarsens behind the interface. The increase in the number of nodes
has a different pattern when the solution field weights are varied. There is an initial
rapid increase, after which the number of nodes continues to increase more slowly and
eventually tends to an approximately constant value. For the case of variation of the
horizontal velocity field weight, this corresponds to an increase along the boundary both
in the region of the heads and in a portion of the domain ahead of them. Once the
boundary regions have been resolved the resolution is maintained in these regions as the
heads propagate into and through them. As the head leaves these regions, the resolution
reduces but is still above that of the initial resolution in that region, figure 3.11. As the
domain is finite, there is a finite region in which the resolution is increased. Once this
has occurred the number of nodes remains approximately constant until the heads hit
the end wall. For the simulations with spatial variation of the temperature weight, the
additional resolution is focused into the interface region near the boundary rather than
along the boundary, figure 3.11. Finally, as the heads hit their respective end walls, the
no–slip head arriving shortly after the free–slip head, the flow dynamics become more
complex, leading to a small (compared to the fixed meshes), yet rapid, increase in the
number of nodes for A0 and B7 just before X/H = 4.0.
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(a) l = 0.01 m
(b) l = 0.001 m
(c) l = 0.00025 m
Temperature
-0.5 0.0 0.5
Figure 3.3: Temperature distribution for unstructured fixed mesh simulations with three
values of the characteristic length, l, at a time of 24.975 s.
(a) t = 0 s
(b) t = 0 s
(c) t = 12.475 s
(d) t = 12.475 s
(e) t = 24.975 s
(f) t = 24.975 s
Temperature
-0.5 0.0 0.5
Figure 3.4: Temperature distribution and meshes for the basic adaptive mesh simulation,
A0, over time, t. The magnified section of the mesh at the interface in (b) has been
rotated by pi/2. The domain is 0.8 m in the horizontal (x) direction and 0.1 m in the
vertical (z) direction.
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(a) (b) no–slip (c) free–slip
Figure 3.5: Calculation of the Froude number, Fr. (a): plot of distance, X, against time,
t, the gradient of the line is the speed. Values are shown for simulations on the highest
resolution unstructured fixed mesh with characteristic length l = 0.00025. (b) and (c):
Froude number, Fr, with scaled distance along the domain, X/H, for the no–slip and
free–slip fronts. The vertical black lines indicate the range over which the average Fr
values are calculated. Values are shown for simulations on unstructured fixed meshes
with characteristic length l, A0, the basic adaptive mesh, and B7, an adaptive mesh with
a spatially varying horizontal velocity weight, cf. table 3.4.
Subsequently, the number of nodes will be taken as the measure of the computational
demand associated with a simulation. Due to the larger cost of a mesh adapt for simula-
tions that use metric advection or bounded Galerkin projection, these numbers of nodes
should be considered in conjunction with the values in table 2.1.
3.4.2 Froude number comparison
The Froude number, Fr = U/ub, is the ratio of speed, U , to the buoyancy velocity, ub,
table 3.1. Here, the speeds with which the no–slip and free–slip fronts propagate along
the domain, Uns and Ufs, are calculated from the model output and are used to give
the corresponding no–slip and free–slip Froude numbers, Frns and Frfs. It is expected
that the front speeds, and thus Froude numbers, will become constant after an initial
acceleration and before either interaction with the end wall or viscous effects influence the
flow (Britter and Simpson, 1978; Cantero et al., 2007; Elias et al., 2008; Fanneløp, 1994;
Ha¨rtel et al., 2000; Huppert and Simpson, 1980; Rottman and Simpson, 1983; Simpson
and Britter, 1979).
3.4.2.1 Method of calculation
A data file (VTK Unstructured Data file) is output by the model every 50 time–steps.
The zero temperature contour is extracted from these files and is used to track the
position of the foremost point of the no–slip and free–slip fronts over time, t (s). From
this, the distance, X (m), from the initial position is calculated for each of the fronts.
The gradients of the (X, t) lines give the speeds of each front. For each output time,
t = tout, a linear least squares fit of the form, X = at+ b, is made to the values of (X, t)
at that time, the previous output time and the subsequent output time. The value of a
gives the speed at time t = tout.
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The average, minimum and maximum Froude numbers are calculated for values with
non–dimensionalised distances from initial position in the range 2.0 < X/H < 3.0 for the
no–slip front and 2.5 < X/H < 3.0 for the free–slip front, figure 3.5. These are found
to be robust ranges that exclude any effects of the initial transient and any end–wall
effects, with the upper end of the ranges one domain height from the end–wall (Cantero
et al., 2006, 2007; Ha¨rtel et al., 1997; Ha¨rtel et al., 1999). The maximum and minimum
values give an indication of the variability in the Froude number. The lower bound of
the spatial range for the no–slip front could be increased to use the same spatial range as
the free–slip front. However, by using a smaller lower bound, a greater number of points
can be sampled, allowing for a better measure of the variability. In some instances, the
variation is so small that the error bar is no longer visible.
3.4.2.2 Fixed mesh simulations
Both Frns and Frfs increase with mesh resolution, figure 3.6. At higher resolutions,
the simulation is less diffusive, leading to a sharper interface and larger Froude numbers
(Fringer et al., 2006). As will be discussed in sections 3.4.2.5 and 3.4.3, higher resolution
near the boundaries is also key to increasing the Froude number. Whilst Frns increases
smoothly with resolution, Frfs deviates from a similar pattern for l = 0.001, (8.1× 104
and 9.3 × 104 nodes for structured and unstructured meshes respectively, table 3.2).
However, an increasing trend that lies within the error bars can be identified. This
discrepancy can therefore be attributed to variability in the Froude number due to lack
of resolution, noting that, as the mesh resolution increases, not only does the Froude
number increase, but the variability in the Froude number decreases.
There is little difference between Frfs for the three different fixed mesh types at higher
resolutions. For Frns the difference is less than 0.5%, between the L2R structured mesh
and the other two meshes. For the L2R structured mesh the diagonal of the triangle
elements are aligned with the direction of travel of the no–slip front. It is possible,
therefore, that this introduces a small bias. However, the difference is marginal and the
free–slip front does not display a similar bias.
The convergence of Frns and Frfs with characteristic length is considered, figure 3.7.
Frfs is compared to the theoretical value Frfs = 0.5 (Benjamin, 1968). For Frns, the
value for l = 0 is calculated by extrapolation and used for comparison. Frns shows
roughly linear convergence with l. The values for Frfs do not display a consistent rate
of convergence; linear convergence is suggested at larger values of l, with a much slower
rate for smaller values of l.
The highest resolution unstructured fixed mesh values are taken as the benchmark
for the adaptive mesh simulations. In addition to the marginal difference between the
values for the high resolution fixed meshes, the good agreement of these values with other
published results, section 3.4.4, demonstrates that this is a fair choice.
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(a) no–slip (b) free–slip
Figure 3.6: Froude number, Fr, plotted against number of nodes for simulations on
unstructured fixed meshes, structured fixed meshes extruded left to right (L2R) and
right to left (R2L) and a subset of the adaptive meshes. A0: basic adaptive mesh, A1:
mesh adapted every 10 time–steps with metric advection, B7: spatial variation of the
horizontal velocity weight, and C2: with Galerkin projection for interpolation of the
temperature field from the pre– to post–adapt mesh, tables 3.3, 3.4 and 3.5.
(a) no–slip (b) free–slip
Figure 3.7: Rate of convergence of the Froude number, Fr, with characteristic length, l,
of the fixed meshes. Frextrapolated is the extrapolated value l = 0 from a fit to the data.
Frtheory = 0.5 (Benjamin, 1968). The dashed lines are the fit to the values calculated
with a linear regression.
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(a) no metric advection, A4 (b) metric advection, A5
Temperature
-0.5 0.0 0.5
Figure 3.8: Zoom of temperature distribution and mesh for simulations where the mesh is
adapted every 40 time–steps with and without metric advection, A4 and A5 respectively,
table 3.3. The same section of the domain is shown in both images at time t = 24.975 s,
one time–step before a mesh adapt.
3.4.2.3 Adaptive mesh simulations
The basic adaptive mesh simulation, A0, has smaller values of Frns and Frfs than
the simulations on both the higher resolution fixed meshes and fixed meshes with a
comparable number of nodes, figure 3.6. The variability in Frns and Frfs is also similar
to that of the lower resolution fixed mesh values. Changing the adaptive mesh settings,
as outlined in section 3.3.2, can notably alter the values of Frns and Frfs, figures 3.6,
3.9, 3.10 and 3.12. The use of metric advection and different methods for interpolation
from the pre– to post–adapt mesh can increase Frns and Frfs. Spatial variation of
the solution field weights brings the adaptive mesh simulation values for Frns and Frfs
closest to the highest resolution fixed mesh values. For the fixed meshes, the values of
Frfs tend to the highest resolution fixed mesh values more rapidly than Frns. For a
given number of nodes, therefore, the adaptive mesh simulation values of Frfs do not
present as marked an improvement over the corresponding fixed mesh values.
The simulations with spatial variation of the solution field weights, or those that use
metric advection, require more nodes than the basic run or those that change the pre–
to post–adapt mesh interpolation method, figure 3.6, also cf. figures 3.9, 3.10 and 3.12.
However, the number of nodes used is still at least one order of magnitude smaller than
the highest resolution fixed mesh simulations. The impact of the different adaptive mesh
settings is considered in more detail in the following sections. This is achieved by com-
parison between adaptive mesh simulations and the highest resolution unstructured fixed
mesh simulation, (the use of ‘unstructured’ will subsequently be omitted).
3.4.2.4 Frequency of adapt and metric advection
When the frequency of the adapt is decreased, the interface propagates out of the high
resolution region, figure 3.8. This leads to increased diffusion of the interface and a
reduction in the values of Frns and Frfs, figures 3.8 and 3.9 (Fringer et al., 2006). The
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(a) no–slip (b) free–slip
Figure 3.9: Froude number, Fr, plotted against number of nodes for adaptive mesh sim-
ulations with different frequency of adapt, table 3.3. Points represent average values
and error bars represent maximum and minimum values, cf. section 3.4.2.1. The solid
horizontal line is the average value of Fr for the simulation on highest resolution un-
structured fixed mesh with characteristic length l = 0.00025 and 1.5 × 106 nodes, table
3.2.
one exception to this is for Frfs when the mesh adapts every 20 time–steps, simulation
A2. However, given the error bars for simulations A0 and A2, this can be attributed
to variation in Frfs. The introduction of metric advection leads to increased resolution
around the interface, an increase in both Frns and Frfs and, in general, a decrease in
the variability, figures 3.8 and 3.9. The increase in Frfs is greater than that of Frns.
Metric advection ensures that the interface does not propagate out of the region of
higher resolution but it does not increase the resolution near the boundaries. In view of
this, the greater increase in Frfs, where there is no boundary layer, is to be expected.
However, for a given number of nodes, the adaptive meshes in simulations A0–A5 do
not exceed the fixed mesh values. This can be attributed to a lack of resolution in the
boundary regions which is discussed in section 3.4.3. There is clearly some advantage to
using metric advection as it leads to an increase in Froude number. It also highlights the
importance of resolving the interface well. However, there is an associated increase in
the number of nodes used and additional costs incurred in formation of the metric, table
2.1. In this instance, therefore, where the Froude number is the diagnostic of interest,
the use of metric advection is not necessarily suitable.
3.4.2.5 Spatially varying solution field weights
Of all the adaptive mesh parameters tested, spatial variation of the solution field weights,
table 3.4, leads to the greatest increase in Frns and Frfs. Reducing the horizontal veloc-
ity weight by two orders of magnitude over a distance 0.02 m from the top and bottom
boundaries, simulation B1, increases Frns to that of the highest resolution fixed mesh
simulation and Frfs to a value greater than the highest resolution fixed mesh simulation,
figure 3.10. However, it also results in a very rapid change in the spatial resolution and
an increase in the number of nodes, figures 3.10 and 3.11. The exponentially graded vari-
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(a) no–slip (b) free–slip
Figure 3.10: Froude number, Fr, plotted against number of nodes for adaptive mesh
simulations with spatially varying solution field weights, table 3.4. Points represent
average values and error bars represent maximum and minimum values, cf. section
3.4.2.1. The solid horizontal line is the average value of Fr for the simulation on highest
resolution unstructured fixed mesh with characteristic length l = 0.00025 and 1.5 × 106
nodes, table 3.2.
ation in the horizontal velocity and temperature weights, u and T respectively, B2–13
table 3.4, increases resolution near the boundaries in a more efficient and smooth manner
and can lead to a similar increase in the Froude numbers, figures 3.10 and 3.11.
For the no–slip front, varying T leads to a smaller increase in Frns than varying u.
In fact, in some instances, the variation in T causes a decrease in Frns. Variation in u
of one order of magnitude between the interior and the boundaries is almost sufficient to
increase Frns to the values for the highest resolution fixed mesh simulations. A decrease
of two orders of magnitude in u increases Frns to within, or just greater than the highest
resolution fixed mesh simulation values, figure 3.10. For the free–slip front, decreasing T
at the boundaries leads to an increase in Frfs. However, the decrease in u again leads
to larger increases in Frfs. For Frfs, only when there is a decrease in u of two orders
of magnitude do the values lie within the range of values for the highest resolution fixed
mesh simulation.
It is apparent that reducing u and thereby increasing resolution in the boundary
regions plays a crucial role in increasing both Frns and Frfs. Reducing u results in
higher resolution along the boundary than reducing T which tends to result in greater
resolution in the vicinity of the interface, figure 3.11. As there is no boundary layer at
the free–slip front, the curvature of the horizontal velocity field is smaller. As a result, a
reduction in u of two orders of magnitude is required to increase the resolution in this
region. Overall, reducing u has a much larger impact on Frns and Frfs than reducing
T . This suggests that it is the velocity field in these regions that is of import. These
observations are crucial and are discussed in more depth in section 3.4.3.
The rate of change of gradation, a, has a smaller impact on the Froude number than
variation in the solution field weights, but does influence the number of nodes used and
the variability in the Froude number. Simulations B5–7 with variation in u of two orders
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(a) B1 (b) B4
(c) B5 (d) B13
Figure 3.11: Zooms of meshes for simulations with different spatially varying solution
field weights. B1: horizontal velocity weight reduced over a distance 0.02 m from the
top and bottom boundaries; B3 and B6: exponentially graded horizontal velocity weight;
B13: exponentially graded temperature weight, table 3.4.
of magnitude are considered in more detail as they have the most comparable speeds to
the high resolution fixed mesh simulations. As a increases, the depth of the domain over
which the weight is reduced also increases, leading to higher resolution over a greater
depth and, hence, a greater number of nodes, figures 3.1 and 3.10. For the no–slip front,
the value a = 100 leads to the least variability and, for the free–slip front, the variability
appears minimal for all values of a. The values used in the free–slip Froude number
calculation are taken over a smaller range. It is, therefore, fairer to favour the variability
indicated by the no–slip front values.
Overall, simulation B7, where there is a change in u of magnitude 10
−2 and a = 100,
is the best choice of the parameters considered as it gives the desired increase in Froude
number for both fronts and a decrease in variability. This combination does lead to
the largest increase in the number of nodes used (for simulations where the change in
the horizontal velocity field solution weight is of magnitude 10−2) but it is still a small
increase compared to the order of magnitude more nodes required for the fixed mesh
simulations to obtain the same Froude numbers.
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(a) no–slip (b) free–slip
Figure 3.12: Froude number, Fr, plotted against number of nodes for adaptive mesh
simulations that use different methods for interpolation from the pre– to post–adapt
mesh, table 3.5. The interpolation methods are tested with two different set–ups: A0,
where the temperature and horizontal velocity weights are spatially uniform, and B7,
with spatial variation of the horizontal velocity weight, table 3.4. Points represent average
values and error bars represent maximum and minimum values, section 3.4.2.1. The solid
horizontal line is the average value of Fr for the simulation on the highest resolution
unstructured fixed mesh with characteristic length l = 0.00025 and 1.5×106 nodes, table
3.2.
3.4.2.6 Interpolation between pre– and post–adapt mesh
Simulations that use different methods for interpolation from the pre– to post–adapt mesh
(with spatially uniform weights and no metric advection), table 3.5, show no consistent
pattern between the interpolation method used and the resulting Froude number. When
bounded Galerkin projection is used there is an increase in Frfs but little to no change in
Frns, figure 3.12. This can be attributed to the less diffusive nature of bounded Galerkin
projection, allowing better representation of the interface.
In order to further evaluate the effect of the interpolation, the same combinations of
consistent interpolation and bounded Galerkin projection were applied to simulation B7,
(for which the Froude numbers fall within the bounds of the highest resolution fixed mesh
values), table 3.4, figure 3.12. There is little change in the value of Frns and a slight
increase in variability when bounded Galerkin projection is used on both the temperature
and velocity fields when compared to the variability for any other combination of inter-
polation methods. There is a small increase in Frfs when bounded Galerkin projection is
used on both fields or just the temperature field, but, in general when bounded Galerkin
projection is used in any combination with consistent interpolation the difference in Frfs
is very small. As the interpolation method does not have a large influence on the Froude
number, in this case, the cheaper consistent interpolation method is the better choice,
table 2.1.
56 Chapter 3: Impact of adaptive meshes on the gravity current front speed
(a) no–slip (b) free–slip
Figure 3.13: Froude number, Fr, plotted against number of nodes for a selection of fixed
mesh and adaptive mesh simulations, in order to compare the effect of increased resolution
near the boundaries, section 3.4.3. The highest resolution unstructured fixed mesh, l =
0.00025, and adaptive mesh simulations A0 and B7 are included for reference, tables 3.3,
3.4 and 3.5. B7-no–slip: u varied exponentially (as in B7) only in the bottom half of the
domain, i.e. near the no–slip boundary, u constant (as in A0) in the rest of the domain.
B7-free–slip: u varied exponentially (as in B7) only in the top half of the domain, i.e.
near the free–slip boundary, u constant (as in A0) in the rest of the domain. Galerkin
projection: bounded Galerkin projection is used for the temperature field (as in C2) and
u is as in B7-no–slip. Metric advection: metric advection is used (as in A1) and u is as
in B7-no–slip. In all these adaptive mesh simulations, T = 0.025 over the whole domain.
Two further structured fixed meshes are considered, ‘horizontal resolution’ has a high
resolution in the horizontal, characteristic length lh = 0.00025, and coarser resolution
in the vertical, characteristic length lv = 0.001, and vice versa for ‘vertical resolution’.
Points represent average values and error bars represent maximum and minimum values,
cf. section 3.4.2.1. The solid horizontal line is the average value of Fr for the simulation
on the highest resolution unstructured fixed mesh with characteristic length l = 0.00025
and 1.5× 106 nodes, table 3.2.
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3.4.3 Boundary resolution
The reduction of the horizontal velocity weight, u, at the boundaries leads to an in-
crease in resolution in the boundary regions and Froude numbers that are comparable to
those of the highest resolution fixed mesh simulation for both the no–slip and free–slip
fronts. Other adaptive mesh simulations, such as A0–5, are seen to have lower Froude
numbers than fixed meshes with a comparable number of nodes. This section discusses
and expands upon these observations.
Previous changes to the adaptive mesh settings have been applied at both boundaries.
Now adaptive mesh simulations are run with u varied, as in B7, but only in the bottom
or only the top half of the domain, and kept constant elsewhere (as in A0). This leads
to increased resolution at either the no–slip boundary or free–slip boundary respectively.
When resolution is increased at the no–slip boundary, Frns is comparable with the highest
resolution fixed mesh value, regardless of the resolution at the free–slip boundary, figure
3.13. When the resolution is increased at the free–slip boundary only there is little change
to Frns, and Frfs increases, but is still below the highest resolution fixed mesh value. It
appears, therefore, that the speed of the no–slip front is more influential to the speed of
the free–slip front than vice versa.
Two additional structured fixed mesh simulations are also performed: one has high
horizontal resolution with horizontal characteristic length lh = 0.00025, and coarser
vertical resolution with vertical characteristic length lv = 0.001. The other has coarser
horizontal resolution, lh = 0.001, and high vertical resolution, lv = 0.00025. Increasing
the vertical resolution is sufficient to increase the speed of the no–slip front to the desired
value. However, having only high vertical resolution in the fixed mesh is insufficient to
increase Frfs to the highest resolution fixed mesh simulation value (note, in this case the
no–slip boundary is well resolved). This implies that an increase in horizontal resolution
is also required along the free–slip boundary. Only increasing the horizontal resolution
is not as effective at increasing the values of either Frns or Frfs. To proceed with the
analysis further the two boundaries are now considered separately.
3.4.3.1 The no–slip boundary
Between the no–slip boundary and the bottom gravity current there is a boundary layer.
As an increase in boundary resolution should lead to a better representation of the layer,
it might be expected that this is the cause of the increased values of Frns, especially
given the increase in Frns for the simulation on a high vertical resolution and coarser
horizontal resolution fixed mesh. However, the adaptive meshes without a decreased
value of u place more resolution in this boundary layer than the coarser resolution fixed
meshes, yet do not have as large a value of Frns, figures 3.3, 3.4 and 3.6.
The metric which guides the mesh adapt is based on the curvature of the field, section
2.6.2.1. At the interface, the temperature field will have high curvature and, at the no–
slip boundary, the boundary layer below the gravity current will have high curvature
in the horizontal velocity field. Given a metric, a field of desired edge–lengths can be
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constructed. This is formed at each node in the mesh by averaging the desired edge–
length in each direction. The desired edge–lengths returned by the temperature metric,
the horizontal velocity metric and the final superposed metric, reflect the regions of high
curvature, figure 3.14. At the interface, the temperature metric has greater influence on
the final metric and in the boundary layer under the gravity current, the velocity metric
has greater influence.
Ahead of the no–slip gravity current front, there is a stark difference in the desired
edge–lengths from both the horizontal velocity metric and the superposed metric for
simulations with and without a reduced value of u near the boundary, figure 3.14. A
reduction in the desired edge–length is expected when u is reduced, but in this case, the
region that demands a smaller edge–length also extends much further along the boundary,
ahead of the gravity current front. This suggests that, without a reduced value of u, not
all features of the velocity field are being represented adequately. The actual horizontal
velocity field in the region surrounding the no–slip head has a much better representation
when a fixed mesh is used or u is reduced in the region near the boundary, despite some
noise in the field as the mesh coarsens, figure 3.15. There is also a boundary layer in
this region that is better represented on these meshes. The adaptive meshes without the
reduction in u, despite better representation of the boundary layer under the gravity
current than the coarser fixed meshes, place very little resolution in the boundary region
ahead of the front. Even when metric advection is employed, the field is not captured far
enough ahead of the front and the boundary layer ahead of the front is poorly represented.
The metric is clearly important in determining where the resolution is placed and this is
discussed further in section 3.4.3.3.
Simulations A0, B7 and a set–up that will be referred to as B7* were run with changes
to the allowed minimum element edge–length in order to mimic changes in resolution
in the fixed meshes and to determine if any differences would arise. In A0 and B7 the
minimum edge–length is changed throughout the whole domain; in B7* the minimum
edge–length is only varied in regions 0.02m from the top and bottom boundaries. The
minimum edge–lengths used were 0.00025, 0.0005, 0.001, 0.002, 0.004, 0.1 m correspond-
ing to the characteristic lengths of the fixed meshes. The original minimum edge–length
is 0.0001 m. The Froude numbers for A0 are, as expected, slower than their fixed mesh
counterparts and decrease as the minimum edge–length increases, figure 3.16. The B7
and B7* simulations show comparable values of Frns to the fixed mesh alternatives and,
in most cases, use fewer nodes. For larger minimum edge–lengths, the number of nodes
used becomes comparable to, and can exceed, the fixed mesh alternatives. However, in
general, as the allowed minimum edge–length decreases (and Frns increases) there is an
increase in the reduction in the number of nodes used by the B7 and B7* simulations
compared to the fixed mesh alternatives.
3.4.3.2 The free–slip boundary
As with the no–slip boundary, an increase in resolution at the free–slip boundary facil-
itated by a reduction in u has been observed to produce larger values of Frfs. Fur-
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Figure 3.14: Average desired edge–lengths (m) from the adaptive mesh metric at the
no–slip front at t = 14.975 s for selected adaptive mesh simulations, tables 3.3, 3.4 and
3.5. Left: temperature metric; centre: horizontal velocity metric; right: final superposed
metric. The maximum possible edge–length is 0.5 m and here all values greater than
0.01 m have been masked. The 0.0◦C isotherm is denoted by white circles.
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Figure 3.15: Horizontal velocity (contours) at the no–slip front at t = 14.975 s for selected
fixed and adaptive mesh simulations, l: characteristic length, tables 3.3, 3.4 and 3.5.
The −0.4, 0.0, and 0.4◦C isotherms that mark the position of the interface are denoted
by black circles. The vertical velocity (not shown) also has a similar level of precision
between the different simulations.
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(a)
(b) B7 and fixed (c) B7* and fixed
Figure 3.16: Froude number, Fr, for simulations on unstructured fixed meshes (black)
and adaptive meshes, A0, B7 and B7*, (grey), section 3.4.3.1, table 3.4. (a): Plot of Fr
with l; for fixed meshes this is the characteristic length, cf. table 3.2; for adaptive meshes
this is the minimum allowed edge–length. (b) and (c): Plots of Fr with the number of
nodes. Points represent average values and error bars represent maximum and minimum
values, cf. section 3.4.2.1.
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Figure 3.17: Average desired edge–lengths (m) from the adaptive mesh metric at the
free–slip front at t = 14.975 s for selected adaptive mesh simulations, tables 3.3, 3.4 and
3.5. Left: temperature metric; centre: horizontal velocity metric; right: final superposed
metric. The maximum possible edge–length is 0.5 m and here all values greater than
0.01 m have been masked. The 0.0◦C isotherm is denoted by white circles.
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Figure 3.18: Horizontal velocity (contours) at the free–slip front at t = 14.975 s for selected
fixed and adaptive mesh simulations, l: characteristic length, tables 3.3, 3.4 and 3.5.
The −0.4, 0.0, and 0.4◦C isotherms that mark the position of the interface are denoted
by black circles. The vertical velocity (not shown) also has a similar level of precision
between the different simulations.
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Figure 3.19: Left column: isobars at the free–slip front; right column: filled contours of
∂p/∂x at the free–slip front, with legend below. The white contour is for ∂p/∂x = 0.
The −0.4, 0.0, and 0.4◦C isotherms that mark the position of the interface are denoted
by black or white circles. Values are displayed for two unstructured fixed mesh simula-
tions, characteristic length l and two adaptive mesh simulations, A1, which uses metric
advection, and, B7, which has a spatially varying horizontal velocity weight, tables 3.3
and 3.4. z: depth, x¯: distance from foremost point of the free–slip head. The values are
taken at t = 14.975 s.
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thermore, unless the resolution at the no–slip boundary region is increased, the values
of Frfs cannot increase to those of the highest resolution fixed mesh simulations. To
investigate the free–slip boundary further, the simulations described in this section first
set u in the bottom half of the domain to the values in B7. The adaptive mesh settings
are then varied as follows.
When metric advection and bounded Galerkin projection were employed previously the
resolution was not increased in the no–slip boundary region. Two further simulations are
performed to establish if the larger values of Frfs due to the increase in resolution can
be attributed simply to improved representation of the interface. First metric advection
is used (as in A1) and second bounded Galerkin projection is used for the temperature
field (as in C2). In both, a constant value of u (as in A0) is used in the top half of
the domain. These simulations lead to an increase in Frfs, but not as large an increase
as when u is decreased along the free–slip boundary. The increase in resolution in the
boundary region is, therefore, required. As observed previously, Frns increases to the
desired value regardless of the settings at the free–slip boundary.
As with the no–slip head, the reduction in u at the boundary leads to a notable
reduction in the desired edge–lengths ahead of the front at the free–slip boundary and,
hence, an increase in resolution in this region is observed, figure 3.17. Whilst there is
no boundary layer at the free–slip boundary, only with this resolution increase does the
velocity field better resemble that of the fixed meshes, figure 3.18.
The pressure and velocity fields are inextricably linked, both in the equations of motion
and also through the non–linear iterations performed in the solution of the momentum
and pressure equations in the numerical model, sections 2.2.6 and 2.3.2. A poorly rep-
resented velocity field will, therefore, affect the pressure field and vice versa. Comparing
the pressure and velocity fields at the free–slip boundary shows this feedback clearly,
figures 3.18 and 3.19. Taking the analysis one step further, consider the momentum
equation (2.19): the three forces balancing the temporal derivative of velocity and ad-
vection are buoyancy, viscosity and the pressure gradient. In the vertical, the buoyancy
force is dominant and of magnitude 10. It is determined, ultimately, by the temperature
field, the greatest variation of which is at the interface, and this region is well resolved in
the higher resolution fixed mesh and the adaptive mesh simulations. In the horizontal,
there is no buoyancy force and the viscous forces are small, with ν∇2u of magnitude
10−4 (calculated diagnostically from model output). The horizontal pressure gradient
force which appears as ∂p/∂x in (2.19) is dominant, and ranges between −7× 10−3 and
5× 10−3 in the vicinity of the interface, figure 3.19. With high resolution at the free–slip
boundary, a ‘tongue’ of high pressure ahead of the interface (relative to the direction
of travel) can be seen in the isobars along with a thin region at the boundary where
∂p/∂x > 0, figure 3.19. These features are poorly represented if the resolution ahead of
the front is reduced. A positive horizontal pressure gradient will lead to a force in the
negative horizontal direction. This encourages faster propagation of the free–slip front,
which travels in this direction. These figures also demonstrate that a tighter interface is
achieved with increased resolution near the boundaries, again leading to larger Froude
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numbers.
Overall, in order to adequately represent the dynamics and for the Froude number to
be sufficiently large at both boundaries, it is necessary to reduce the horizontal velocity
weight, thereby increasing the resolution, in both of these regions. More specifically,
increased resolution in the region ahead of the gravity current fronts is demanded. It is,
of course, possible to increase the resolution at the boundaries in a fixed mesh. However,
an adaptive mesh has the facility to increase the resolution as the front arrives and, if
appropriate, decrease the resolution once the front has passed. This allows the resolution
requirements to be met in a more efficient manner.
Varying the adaptive mesh settings allowed the importance of good representation
of the gravity current front region to be established. A reduction in u towards the
boundaries enables the formation of an appropriate metric and, hence, mesh resolution
to be focused into the important regions. The metric is key to the ability of an adaptive
mesh to represent the flow, as is now discussed.
3.4.3.3 The metric
The metric employed here is relatively simple, making it easy and cheap to compute:
formation of the metric takes 4% or less of the run time if metric advection is not used,
table 2.1. Through the use of the Hessian, the metric that guides the mesh adapt is
dependent on the fields. If a feature is missed or poorly represented this will feed into
the metric which will affect the post–adapt mesh and the ability of this mesh to represent
the flow. This will be reflected in the solution and then again in the metric formed at
the next adapt.
In the lock–exchange, the interface and boundary layers are regions that clearly de-
mand high resolution. They both have high curvature of a field, horizontal velocity and
temperature respectively, and so adapting to the temperature and velocity fields is ap-
propriate. The velocity metric for the basic adaptive mesh set–up, A0, is able to capture
some of the features of the velocity field, in particular, the boundary layer between the
gravity current and no–slip boundary, figure 3.14 and 3.17. However, the Froude numbers
produced are too small, compared to fixed meshes both at higher resolutions and with a
corresponding number of nodes. Extra weighting is required in order to capture all the
velocity features and produce large enough Froude numbers. This is achieved through
a reduction in u towards the boundaries. Once this reduction is applied, the adaptive
mesh simulations perform well, demonstrating that the simple metric can be used suc-
cessfully. If the limitations of the metric can be understood and used in conjunction with
an understanding of the physics, then a suitable set of adaptive mesh settings can be
achieved.
Here, the performance of a mesh has been primarily based on the ability to produce
an accurate Froude number. The preferred settings identified for this diagnostic may not
be optimal for a different physical measure and the choice of which fields to adapt to and
how much weighting to give to each field is naturally problem–dependent. In chapter
6, the mixing in the lock–exchange is analysed and used to assess the performance of
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Simulation no–slip Fr free–slip Fr
same different same different
unstructured mesh, l = 0.00025 0.4127 0.4168 0.4861 0.4815
B7 0.4137 0.4173 0.4869 0.4817
Table 3.6: Comparison of Froude numbers for highest resolution unstructured fixed mesh
simulation, characteristic length, l and best adaptive mesh simulation, B7, table 3.4,
for different pairs of boundary conditions: ‘same’ is for simulations with the same top
and bottom boundary condition, i.e. both no–slip or both free–slip; ‘different’ is for
simulations with free–slip at the top boundary and no–slip at the bottom boundary.
simulations that use adaptive meshes. The adaptive mesh settings for B7 are taken as
the initial settings, but alone do not give the best performance for the mixing and the
results prompt consideration of a different metric.
3.4.4 Comparison with published results
Comparisons of the Froude number may be made with 3D simulations and experiments as
span–averaged 3D front speeds have comparable values to 2D simulations, (Cantero et al.,
2007; Ha¨rtel et al., 2000). For the comparison of different meshes a no–slip condition
was applied to the bottom boundary and a free–slip condition to the top boundary.
Depending on the particular set–up, published studies may have this combination of
conditions for the top and bottom boundaries, a no–slip condition on both boundaries or
a free–slip condition on both boundaries. Given the influence the two fronts have on one
another, section 3.4.3, simulations on the highest resolution unstructured fixed mesh,
l = 0.00025, and the best adaptive mesh configuration, B7, are run with these three
boundary condition combinations and the Froude numbers compared, table 3.6. The
free–slip Froude numbers are marginally larger for two free–slip boundaries and the no–
slip Froude numbers marginally smaller for the two no–slip boundaries. The difference in
Froude numbers between these boundary condition combinations is less than 1.1%. This
is larger than the difference between values from the adaptive mesh simulation (B7) and
highest resolution fixed mesh simulation, which is less than than 0.25%. Whilst it should
be noted, the difference is very small and does not preclude the comparison of Froude
number values from studies with different combinations of boundary conditions.
The Froude numbers attained in the Fluidity–ICOM simulations compare favourably
with published results both at a Grashof number, Gr = 1.25 × 106, and higher values
of Gr, table 3.7, figure 3.20. (The Grashof number, Gr, is a measure of the ratio of
buoyancy to viscous forces, and the square root is analogous to the Reynolds number,
table 3.1.) The Fluidity–ICOM values fall within the range of experimental values as well
as showing good agreement with values from other numerical studies. When the Grashof
number is increased, the Froude numbers increase as expected. The one exception to
this is the free–slip Froude number for Gr = 1.25 × 108 and this is discussed below. As
the Grashof number increases more Kelvin–Helmholtz billows form and the flow becomes
more complex, figure 3.21. There is good agreement with the results of Cantero et al.
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Reference Gr Frns Frfs
Present work (adaptive, B7) 1.25× 106 0.417 0.482
Present work (adaptive, B7) 1.25× 107 0.430 0.484
Present work (adaptive, B7) 1.25× 108 0.433 0.483
top = 0.448∗
btm = 0.434∗
n
u
m
er
ic
al
Klemp et al. (1994), 2D a
0.494
Ha¨rtel et al. (2000), 2D
1.25× 106 0.406 0.477
Ha¨rtel et al. (2000), 2D
4× 108 0.450 0.489
Fringer et al. (2006), 2D
1.25× 106 0.397 0.428
Cantero et al. (2007), 3D
1.50× 106 0.407
Cantero et al. (2007), 3D
1.0× 107 0.421
Elias et al. (2008), 3D
1.50× 106 0.409
ex
p
er
im
en
ta
l Keulegan (1957)2
7.16× 107 0.440
Keulegan (1957)b
1.2× 108 0.434
Britter and Simpson (1978)c
6.3× 107 0.518
Simpson and Britter (1979)d
4.8× 106 0.432
Huppert and Simpson (1980)e
0.445
Rottman and Simpson (1983)
1.22× 107–3.89× 108 0.457
Shin et al. (2004)
> 5× 105 0.464
th
eo
ry Benjamin (1968)f
inviscid 0.5
Klemp et al. (1994)g
inviscid 0.527
Table 3.7: Comparison of Fluidity–ICOM Froude numbers with published results, for
simulations with a free–slip condition on the top boundary and a no–slip condition on
the bottom boundary; Frns: no–slip value, Frfs: free–slip value.
∗ These values are for the adaptive mesh simulation B7 with no–slip boundary conditions
on both the top (top) and bottom (btm) boundaries, section 3.4.4.
a A co–ordinate system that translates with the head is used and the region of the domain
between the two heads is not resolved. Mixing at the interface is not simulated and does
not influence the head dynamics. This may lead to an over–estimate of the head-speed
(Ha¨rtel et al., 2000).
b Extracted from Huppert and Simpson (1980).
c Experiments with a moving floor, which can give faster head-speeds due to differing
circulation patterns, cf. Klemp et al. (1994).
d Extracted from Ha¨rtel et al. (2000).
e Value calculated in Huppert and Simpson (1980) from a fit to data collected with
Gr > 4.7× 107 and data from Simpson and Britter (1979).
f From balance of momentum fluxes with forces in the fluid for energy-conserving flow.
g From initial value problem matched with front condition from steady-state flow theory,
concluded an over-estimate as it does not account for mixing at interface which would
slow the front propagation.
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(2007), both in magnitude of Fr and value at a given position in the domain. The max-
imum velocity in the initial acceleration phase occurs at approximately 0.3H, regardless
of the value of Gr, as in Cantero et al. (2007). Note that, for this comparison, the data
was output twice as often (every 25 time–steps). If the less frequent output is used,
details of the initial transient may be lost.
Figure 3.20: Comparison of no–slip Froude number, Fr, with Cantero et al. (2007),
‘Cantero 07’. Values for the highest resolution unstructured fixed mesh simulation, char-
acteristic length l = 0.00025 and adaptive mesh simulation, B7, table 3.4, are presented
at Grashof number Gr = 1.25× 106, table 3.1. Values for B7 at two higher values of Gr,
1.25× 107 and 1.25× 108 are also presented. The values of Fr are taken at the bottom
boundary for Fluidity–ICOM simulations with a no–slip condition on both boundaries,
as in Cantero et al. (2007).
For Gr = 1.25 × 108, there is a significant deceleration of the no–slip front over the
portion of the domain where the front speed is calculated, figure 3.22. This corresponds to
the formation of a Kelvin–Helmholtz billow at the nose of the no–slip head. As the billow
passes back along the interface the no–slip front accelerates again to a value similar to
that prior to the billow formation. There is no corresponding short–lived acceleration and
deceleration of the free–slip front yet the value of the free–slip Froude number is smaller
for Gr = 1.25 × 108 than Gr = 1.25 × 107 . The results of section 3.4.3 would suggest
that an interaction between the two fronts causes this smaller value. A similar billow
shedding is seen for the case with two no–slip boundary conditions (Gr = 1.25 × 108)
which explains the non-constant Froude number observed, figures 3.20 and 3.22. The
Froude numbers at both the top and bottom boundary are included in table 3.7 for
comparison. The symmetry observed between the two heads at lower Grashof numbers
is lost at Gr = 1.25 × 108, figure 3.22. A loss of symmetry is also observed at higher
Grashof numbers in the numerical simulations of both Ha¨rtel et al. (2000) and Ooi et al.
(2007). The former attributes the asymmetry to numerical round–off error and the latter
to small perturbations in the vicinity of the initial interface.
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(a) Gr = 1.25× 106
(b) Gr = 1.25× 107
(c) Gr = 1.25× 108
Temperature
-0.5 0.0 0.5
Figure 3.21: Temperature distribution at t = 24.975 s for adaptive mesh simulation B7,
table 3.4, at three Grashof numbers, Gr.
(a) Gr = 1.25× 108,
no–slip and free–slip values
(b) Gr = 1.25× 106 (black) and
1.25× 107 (grey), no–slip only
(c) X/H = 2.26 (d) X/H = 2.42 (e) X/H = 2.58 (f) X/H = 2.76 (g) X/H = 2.93
Temperature
-0.5 0.0 0.5
Figure 3.22: (a): No–slip and free–slip Froude numbers, Fr, with scaled distance from
the initial position, X/H, for Gr = 1.25 × 108. Values for simulations with a no–slip
condition on both the top and bottom boundaries (‘same’) and simulations with a free–
slip condition on the top boundary and a no–slip condition on the bottom boundary
(‘different’) are shown. (b): No–slip Froude number, Fr, with scaled distance from the
initial position X/H for Gr = 1.25× 106 (black) and 1.25× 107 (grey). (c)-(g): Temper-
ature distributions for the no–slip front of the high resolution fixed mesh simulation with
Gr = 1.25×108 and different boundary conditions also presented in (a). The distribution
is shown at five distances from the initial position, X/H, that capture the formation and
evolution of a billow at the no–slip front and correspond to the increase and decrease in
the Froude number, Fr, seen in (a).
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3.5 Conclusions
The two–dimensional lock–exchange has been modelled with Fluidity–ICOM. Simula-
tions were performed on structured and unstructured fixed meshes and adaptive meshes
that use the absolute metric (2.33). No–slip and free–slip boundary conditions were ap-
plied at the top and bottom boundaries respectively. The accuracy of Fluidity–ICOM
was established by comparing no–slip and free–slip Froude numbers with published ex-
perimental, theoretical and numerical values, table 3.7. For the simulations on adaptive
meshes, the impact of the adaptive mesh settings on the Froude number was determined
by consideration of the frequency of the adapt, spatial variation of the solution field
weights and the method employed for interpolation from the pre– to post–adapt mesh,
tables 3.3, 3.4 and 3.5.
Fluidity–ICOM simulations on both fixed and adaptive meshes effectively represent
the key dynamics of the flow. The use of the non–hydrostatic formulation allows the
development and propagation of Kelvin–Helmholtz billows and associated mixing to be
captured, figures 3.3 and 3.4. As the Grashof number increases, an even more turbulent
and complex flow is observed, figure 3.21. This includes the shedding of a billow from
the nose of the no–slip front which affects the Froude number, figure 3.22. Increasing
resolution results in an increasing Froude number and improved representation of the
flow dynamics, figures 3.3, 3.4 and 3.6. The high resolution unstructured fixed mesh sim-
ulations and the best adaptive mesh simulation, B7, compare favourably with published
results, tables 3.6 and 3.7. Crucially, the adaptive mesh simulations can perform as well
as the high resolution fixed mesh simulations while using at least one order of magnitude
fewer nodes and with a minimal cost for the mesh adapt, table 2.1, figure 3.6.
Results show that the choice of adaptive mesh settings impacts upon the flow represen-
tation and thus the Froude number. With the basic settings, simulation A0, the values
of the Froude number are slower than the (coarser) fixed meshes with a corresponding
number of nodes, figure 3.6. In this case, not all features of the velocity and pressure
fields are captured adequately and the Froude numbers are adversely affected. Using
metric advection and increasing the frequency of the adapt demonstrated the advantages
of sharp representation of the interface, figures 3.8 and 3.9. The method used for inter-
polation from the pre– to post–adapt mesh had little impact on the Froude numbers,
provided that the flow dynamics were suitably captured, figure 3.12.
Spatial variation of the solution field weights facilitates the formation of a more ap-
propriate metric, which, in turn, increases the resolution in the boundary regions and,
in particular, ahead of the gravity current fronts, figures 3.11, 3.14 and 3.17. The in-
crease in resolution in these regions promotes good representation of the velocity and
pressure fields which is crucial for obtaining accurate Froude numbers, figures 3.6, 3.15,
3.18 and 3.19. This emphasises that a good understanding of both the metric used and
the dominant physical processes is fundamental to the best use of the adaptive mesh.
Furthermore, the different meshes produced through investigation of the adaptive mesh
options allowed for the interaction of different flow features and their importance to the
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Froude numbers to be distinguished.
The Froude number has proved an excellent diagnostic, with a clear definition and
many published values available for comparison. It will be discussed again in chapter
5 where the impact of discretisation of the advection method on both the mixing and
Froude number is considered. The impact of the use of an adaptive mesh on the mixing
is the subject of chapter 6 which builds on the results and analysis presented here. The
Froude numbers for adaptive mesh simulations that use other metrics are also evaluated
therein.
Chapter 4
Assessing mixing in the
lock–exchange flow
Synopsis
The diascalar (or diapycnal) mixing in the lock–exchange will be evaluated
by analysis of the system reference state, the associated isoscalar (or isopy-
cnal) coordinate, z∗, and the background potential energy (Winters et al.,
1995; Winters and D’Asaro, 1996). These diagnostics are introduced and are
calculated following the method of Tseng and Ferziger (2001). Additional con-
sideration of the treatment of undershoots and overshoots for an unbounded
system is required and the effect of changes in the mass on the diagnostics is
also discussed. An example of the application of the diagnostics for analysis
of mixing in the lock–exchange is presented. Both the propagation stages,
where the system is in the gravity current regime, and later times, where the
system enters the oscillatory stages, are considered.
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4.1 Introduction
Representing mixing in a numerical model presents a major challenge, as the processes
that govern the mixing occur across multiple scales and the cascade of energy can ter-
minate at scales well below that which is typically represented by the mesh resolution.
In order to represent these processes, parameterisations are commonly employed (e.g.
O¨zgo¨kmen et al., 2009a; Xu et al., 2006). Whilst a single constant value of the viscosity
or diffusivity may be specified in a numerical model (which can be considered the most
basic form of parameterisation), the numerical model itself can introduce additional (pos-
itive or negative) numerical viscosity and/or diffusivity which can result in too little or
too much mixing (Griffies et al., 2000; Legg et al., 2008). It is important, therefore, to
assess the representation of the mixing in simulations that use adaptive meshes.
Here, the mixing in the lock–exchange is quantified through the use of two concepts: a
reference state and the background potential energy (Winters et al., 1995; Winters and
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D’Asaro, 1996). These are calculated via a set of quantities that will be termed mixing
bins and following the method of Tseng and Ferziger (2001). The mixing bins were
used by O¨zgo¨kmen et al. (2007) to compare the performance of different sub–grid–scale
(SGS) models in large eddy simulations (LES) of the two–dimensional lock–exchange
flow. The LES approach computes the larger–scale eddies in the flow and uses an SGS
model to represent the effect of smaller–scale eddies. These results are compared to
Fluidity–ICOM values in chapter 6. The background potential energy was used in later
studies by the same authors to further assess the LES approach and to investigate a
range of Reynolds numbers in a three–dimensional lock–exchange flow (O¨zgo¨kmen et al.,
2009a,b). The time evolution of the reference state has also been used in Griffies et al.
(2000) to quantify the spurious mixing for different advection methods in a z–coordinate
ocean model. More recently, Ilıcak et al. (2011) used the background potential energy in
an investigation of spurious mixing of tracer fields in ocean models associated with the
method used for discretisation of momentum.
The reference state and background potential energy are introduced in section 4.2.
The calculation of the mixing bins, reference state and background potential energy are
presented in section 4.3. The discussion includes additional considerations to the method
presented in Tseng and Ferziger (2001). In particular, the treatment of undershoots
and overshoots and the behaviour of the diagnostics when mass is not conserved are
considered. An example of the behaviour of the diagnostics for the lock–exchange flow
is then given in section 4.4 and the chapter closes with a summary of the key points in
section 4.5.
4.2 Theoretical framework
The concept of a reference state and the background potential energy presented here
follows the work of Winters et al. (1995) and Winters and D’Asaro (1996). The main
steps in the formulation are reproduced here both for completeness and in order to
familiarise the reader with the key concepts.
4.2.1 Diascalar flux and the isoscalar coordinate, z∗
For a scalar, θ, define an isoscalar surface, S, as the surface of constant θ. Consider two
isoscalar surfaces, S and S4, with corresponding scalar values θ and θ +4θ, figure 4.1.
Whether the isoscalar surfaces are simple or complex the volume of fluid between the two
surfaces, 4V , is well–defined. If diffusive mixing occurs there is a flux of θ across both
S and S4. If the net flux is non–zero, the amount of fluid with scalar value between θ
and θ+4θ increases or decreases and, therefore, 4V increases or decreases. Conversely,
if 4V is fixed then diffusive mixing will cause either one or both of the values of θ and
θ +4θ associated with S and S4 to vary.
An isoscalar coordinate, z∗, that corresponds to the isoscalar surfaces, is defined by
the following properties:
• z∗ has a unique, single value at all points on an isoscalar surface;
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182 K.  B. Winters and E. A. D’Asaro 
FIGURE 1. Schematic of two isoscalar surfaces in a volume V with cross-sectional area A. Diascalar 
flux changes AV, the volume of fluid between the surfaces S and SA defined by the scalar values 6’ 
and 6’ + A@. 
Referring again to figure 1, the instantaneous flux of 13 across the surface S is given 
( 5 )  
by 
KJ’VO-A dS = rcAs(VO.A),, = A4d 
where OZ. is the average over the surface S ,  where zt maintains a constant value. 
Note that VO A = IV81 since the surface normal is everywhere parallel to the scalar 
gradient and that for nearby isoscalar surfaces IVO1 = A%/An at each point, where An 
is the perpendicular distance between the surfaces (see figure 1). 
As long as z. satisfies the two properties stated, (2) can be rewritten as 
1 ~lV%l~--An A% Az. dS . d - lim - 
- ~ i - 0  AAz, 
Since AAz, = -AV by definition, this expression can be recognized as the volume 
average of -KIV%l(A%/An)(Az,/A%). Taking the limit, i.e. as the nearby surfaces are 
brought arbitrarily close together, we find that 
Equation (7) is the main result of this paper. It states that the instantaneous 
diascalar flux across a given isoscalar surface is proportional to the square of the 
scalar gradient averaged over the given isoscalar surface, times the inverse of the 
scalar gradient with respect to the z,-coordinate. Several features of this equation 
are worth noting. The first is that V% is the physical gradient defined with respect to 
Figure 4.1: Schematic of two isoscalar surfaces, S and S4, associated with scalar values θ
and θ+4θ (from Winters and D’Asaro, 1996). V is the total volume and A the (constant)
cross–sectional area. The isoscalar surfaces have area AS and AS4 (not marked). 4V is
the volume between S and S4. 4n is the perpendicular distance between the isoscalar
surfaces S and S4 and the normal to S, n (not marked), points in the direction indicated
by the arrow associated with 4n.
• z∗(θ2) < z∗(θ1) when θ2 > θ1;
• the magnitude of the difference between z∗(θ) and z∗(θ +4θ) is
|4z∗| = 4V/A , (4.1)
where 4V is the volume of fluid in the domain with scalar value between θ and θ+4θ,
i.e. the volume between S and S4, and A is the cross–sectional area of the domain,
figure 4.1. Most importantly, each θ, and hence S, has a corresponding value of z∗ and
vice versa. When diffusive mixing leads to variation in the θ associated with a given S,
the θ associated with a given z∗ also changes. Alternatively, diffusive mixing will cause
a change in the z∗ associated with a given θ.
The diascalar flux is the flux across an isoscalar surface and is given by
φd =
1
A
∫
S
κ∇θ · n dS , (4.2)
where A is the cross–sectional area of the domain (assumed constant), S is the isoscalar
surface corresponding to θ, with area AS , and n is the normal to S, figure 4.1. The
diffusion, κ, is constant and isotropic (i.e. in the advection–diffusion equation (2.21)
κ¯θ = κI¯). The diascalar flux can then be written in terms of z∗ (Winters and D’Asaro,
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1996, section 3):
φd = −κdz∗
dθ
〈|∇θ|2〉z∗ , (4.3)
with 〈()〉z∗ = 1AS
∫
S() dS used to denote the average over the isoscalar surface S corre-
sponding to z∗. A change in z∗ with θ (or θ with z∗) corresponds, therefore, to a diascalar
flux and, hence, diffusive mixing.
To proceed further, a mathematical formulation of z∗ is required. This leads to the
definition of the reference state, the evolution of which is linked to the diascalar flux and
is described in the following section.
4.2.2 Mathematical description of z∗ and the reference state
The isoscalar coordinate z∗(x, t) can be defined mathematically as
z∗(x, t) =
1
A
∫
Ω
Hs(θ(x
′, t)− θ(x, t)) dV (x′) , (4.4)
where Ω is the domain and Hs is the Heaviside step function:
Hs(α) =

0 for α < 0
1/2 for α = 0
1 for α > 0
(4.5)
Az∗(x, t) is then the volume of fluid in Ω with scalar value greater than or equal to θ.
This definition of z∗ satisfies the required criteria described in section 4.2.1:
• if x1 and x2 are on the same isoscalar surface z∗(x1, t) = z∗(x2, t) and so z∗ has a
unique value for each θ;
• if θ(x2, t) > θ(x1, t), Az∗(x2, t) < Az∗(x1, t), therefore z∗(x2, t) < z∗(x1, t);
• and A|z∗(x1, t)− z∗(x2, t)| is the volume of fluid with scalar value between θ(x1, t)
and θ(x2, t).
An ordering of fluid elements based on their scalar value θ is given by z∗. θ can, therefore,
be considered a function of z∗ and t, collapsing the spatial dependence of θ from three
coordinates to one. The second condition above also means that there is a monotonic
relationship between θ and z∗. The distribution of fluid elements according to z∗ gives
the reference state, figure 4.2.
The evolution of the reference state is given by (Winters and D’Asaro, 1996, section
4)
d
dt
θ(z∗, t) = − ∂
∂z∗
φd(z∗, t)− dθ
dz∗
1
A
∫
Γ
Hs(θ(x, t)− θ(x′, t))u · n dS , (4.6)
where Γ is the boundary of the domain (with normal n) and θ(x′) is the value of θ
associated with z∗. This indicates that the reference state changes in time both due
to diffusion across isoscalar surfaces and advection of fluid into and out of the domain.
When a system does not permit advection through the boundaries, u·n = 0 for all scalars
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θ on all boundaries, nor diffusion through the boundaries, ∇θ ·n = 0 for all scalars θ on all
boundaries, it will be called a closed system. From (4.6) it can be seen that, for a closed
system, changes in the reference state are due solely to diascalar mixing. Most crucially,
adiabatic redistribution of the particles will not change the reference state, figure 4.2.
Two examples for a closed system, the first with only advection (solid body rotation)
of the scalar field in the domain and the second with only diffusion of the scalar field,
are shown in figures 4.3 and 4.4. If there is only advection in the domain there is no
diascalar mixing, only stirring, therefore the reference state remains the same over time,
figure 4.3. If diffusion is present then there is diascalar mixing of the fluid which leads
to changes in the reference state and hence the value of z∗ associated with a particular
scalar value.
The reference state is a useful concept with which to analyse mixing in the lock–
exchange. The analysis so far is applicable to both active and inactive tracer fields.
Comparison of the reference state between different simulations can be made by tracking
the z∗ associated with a given value of θ over time or by looking at snapshots of the full
reference state (plot of z∗ with θ) at selected times. Examples will be given in section
4.4. These comparisons are informative, yet it would be useful to have a global measure
by which to track the diascalar mixing in a simulation. For active tracers consideration
of the energy yields such a quantity: the background potential energy.
4.2.3 Background potential energy
In order to introduce the background potential energy, first the time evolution of both
the kinetic and potential energy in the system, Ek and Ep respectively, are considered.
The potential energy will then be partitioned into available potential energy, Ea, and
background potential energy, Eb, with Ep = Ea + Eb. These quantities will be defined
and then the relationship between Eb and mixing in the system presented. Both the
viscosity, ν¯ and the diffusivity κ¯ are assumed to be constant and isotropic with ν¯ = νI¯
and κ¯ = κI¯.
4.2.3.1 Kinetic energy
The kinetic energy of a Boussinesq fluid is defined as
Ek =
ρ0
2
∫
Ω
|u|2 dV , (4.7)
where Ω is a fixed volume with surface Γ, ρ0 a constant reference density, and u the veloc-
ity. The governing equations (2.19) and (2.20) given in section 2.2.6 can be manipulated
to yield an equation for the evolution of Ek over time:
dEk
dt
= −
∫
Γ
ρ0
(
1
2
u|u|2 − 1
2
ν∇|u|2 + pu
)
· n dS︸ ︷︷ ︸
f
Ek
Γ
+
∫
Ω
−ρgw dV︸ ︷︷ ︸
FB
−
∫
Ω
ρ0ν∇u : ∇u dV︸ ︷︷ ︸

.
(4.8)
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(a) (b) (c)
(d) Reference state (spatial) (e) Reference state (z∗)
θ
0.0 3.5 7.0
Figure 4.2: (a)–(c): Distributions of scalar θ (0 ≤ θ ≤ 7) in a two–dimensional box that
is 10 units wide and 10 units high. Each distribution has the same reference state shown
spatially in (d) and with respect to the isoscalar coordinate, z∗, in (e).
This states that the rate of change of kinetic energy, dEk/dt, is due to
• fEkΓ : the kinetic energy flux across the surface Γ, from advection and viscous dif-
fusion, and the work due to pressure on Γ;
• FB: the exchange with potential energy through the buoyancy flux, cf. (4.10);
• : viscous dissipation, which gives the rate of conversion of mechanical energy
to internal energy (energy associated with motion and processes at the molecular
level). Note ∇u : ∇u ≡∑i,j(∇iuj)(∇iuj).
4.2.3.2 Potential energy
The potential energy is defined as
Ep =
∫
Ω
ρgz dV , (4.9)
where Ω is again a fixed volume with surface, Γ, ρ is the density and z the vertical
coordinate. The advection–diffusion equation of the form (2.21) for density and the
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(a) t = 0 (b) t = 3 (c) t = 6 (d) t = 9
θ
0.0 3.5 7.0
(e) bins evolution (f) z∗ evolution (g) z∗ at selected times
Figure 4.3: (a)–(d): Snapshots of an example scalar distribution, θ, for a pure advection
problem (solid body rotation) over time, t. (e) and (f): The corresponding evolution of
the mixing bins (V : volume) and the isoscalar coordinate, z∗, for given scalar values. In
(f) the value of θ = 7.0 lies along the z∗ = 0 axis. (g): The reference state at selected
times (given in the legend). 0 ≤ θ ≤ 7 and the domain is a two–dimensional box that is
10 units wide and 10 units high. Here, the scalar distribution, from which the associated
diagnostics are calculated, is generated from a prescribed field in Fluidity–ICOM and not
from a prognostic numerical run.
incompressibility condition (2.20), section 2.2.6, can be manipulated to yield an equation
for the evolution of Ep over time:
dEp
dt
=
∫
Γ
−ρgzu · n dS︸ ︷︷ ︸
fAΓ
+
∫
Γ
gκz∇ρ · n dS︸ ︷︷ ︸
fDΓ
−
∫
Ω
−ρgw dV︸ ︷︷ ︸
FB
+
∫
Ω
−gκ∂ρ
∂z
dV︸ ︷︷ ︸
Dp
. (4.10)
This states that the rate of change of potential energy dEp/dt is due to
• fAΓ : the potential energy flux across the surface Γ due to advection;
• fDΓ : the potential energy flux across the surface Γ due to diffusion;
• FB: the exchange with kinetic energy through the buoyancy flux, cf. equation (4.8);
• Dp: diffusive dissipation which gives the rate of conversion of potential energy to
internal energy.
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(a) t = 0 (b) t = 3 (c) t = 6 (d) t = 9
θ
0.0 3.5 7.0
(e) bins evolution (f) z∗ evolution (g) z∗ at selected times
Figure 4.4: (a)–(d): Snapshots of an example scalar distribution, θ, for a pure diffusion
problem over time, t. (e) and (f): The corresponding evolution of the mixing bins (V :
volume) and the isoscalar coordinate, z∗, for given scalar values. In (f) the value of
θ = 7.0 lies along the z∗ = 0 axis. (g): The reference state at selected times (given in
the legend). 0 ≤ θ ≤ 7 and the domain is a two–dimensional box that is 10 units wide
and 10 units high. Here, the scalar distribution, from which the associated diagnostics
are calculated, is generated by solution of the advection–diffusion equation in Fluidity–
ICOM. The velocity field is prescribed to be zero and hence only the diffusion component
contributes to the evolution of the field.
Note the opposite sign ahead of FB in the kinetic energy and potential energy evolution
equations (4.8) and (4.10). This implies that the buoyancy flux is the means of energy
transfer between the kinetic and potential energies.
4.2.3.3 Partitioning the potential energy
The potential energy, Ep, can be partitioned into the available potential energy, Ea, and
the background potential energy, Eb, i.e. Ep = Ea +Eb. Here, Ep and Eb are calculated
directly and Ea is obtained by taking the difference between Ep and Eb.
The reference state given by the isoscalar coordinate, z∗, is such that z∗(θ2) < z∗(θ1)
when θ1 < θ2. For any system state, the reference state can be obtained by adiabatically
redistributing the fluid elements until this criterion is satisfied. In the reference state,
there are no horizontal gradients of the tracer and the fluid is stably stratified. If θ is
taken to be density (or an active tracer on which density depends), then the reference
state corresponds to the minimum potential energy state of the system that can be
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obtained by adiabatic redistribution of the fluid. The background potential energy is
the potential energy of this minimum potential energy state. The isoscalar coordinate z∗
can be interpreted as a vertical coordinate of the minimum potential energy state and,
therefore, Eb can be calculated by
Eb = g
∫
Ω
ρz∗ dV , (4.11)
where ρ and z∗ are both functions of space and time. For a domain with a constant
horizontal cross–sectional area, A, and height, H, this can be written, using (4.1), as
Eb = gA
∫ H
0
ρz∗ dz∗ . (4.12)
The rate of change of Eb can also be calculated:
d
dt
Eb =
d
dt
∫
Ω
gρz∗ dV =
∫
V
g
{
∂ρ
∂t
z∗ + ρ
∂z∗
∂t
}
dV . (4.13)
Writing ψ(ρ, t) =
∫ ρ
z∗(ρ˜, t) dρ˜, and with a constant, isotropic diffusivity, κ¯θ = κI¯, it can
be shown (Winters et al., 1995, section 4) that
dEb
dt
= −g
∫
Γ
ψu · n dS +
∫
Γ
κgz∗∇ρ · n dS + κg
∫
Ω
−dz∗
dρ
|∇ρ|2 dV . (4.14)
The first two terms on the right hand side represent the advective and diffusive fluxes
across the boundary Γ, cf. the evolution equation for the potential energy (4.10). The
final term represents the rate of change of the background potential energy due to changes
in the reference state i.e. by diascalar mixing. As the tracer considered is density,
diascalar mixing (or diascalar fluxes) can be referred to as diapycnal mixing (or diapycnal
fluxes) and, hereafter, in the context of the background potential energy will be referred
to as such.
If the volume, Ω, is the whole domain and the system is closed, then the background
potential energy can only be changed through diapycnal mixing, as is the case for the
reference state on which it is based. The rate of change of background potential energy
can therefore also be used to give a measure of the rate of diapycnal mixing. As dz∗/dρ ≤
0, (cf. the definition of z∗ (section 4.2.1) where z∗(θ2) < z∗(θ1) when θ2 > θ1) diapycnal
mixing will lead to an increase in the background potential energy. The change in Eb,
therefore, presents a global measure of the mixing that can be tracked over time and
easily compared between simulations.
Given Ep and Eb, the available potential energy, Ea = Ep−Eb, can then be calculated.
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The rate of change of Ea is given by
dEa
dt
=
∫
Γ
−g (ρz − ψ) u · n dS︸ ︷︷ ︸
f˜AΓ
+
∫
Γ
κg∇ρ (z − z∗) · n dS︸ ︷︷ ︸
f˜DΓ
−
∫
V
−ρgw dV︸ ︷︷ ︸
FB
+
∫
−κg∂ρ
∂z
dV︸ ︷︷ ︸
Dp
−
∫
V
−dz∗
dρ
|∇ρ|2 dV︸ ︷︷ ︸
M
,
(4.15)
where f˜AΓ and f˜
D
Γ are the advective and diffusive surface fluxes, FB and Dp are as in
(4.10) and M is the transfer of energy to the background potential energy by diapycnal
mixing, cf. (4.14). For a closed system, where the surface fluxes are zero, the rate of
change of potential energy is given by
dEp
dt
=
dEa
dt
+
dEb
dt
= (−FB +Dp −M) +M . (4.16)
Ea is altered by diapycnal mixing, M , but also by exchange with the kinetic energy, via
buoyancy FB, and the internal energy, via dissipation Dp. Since dz∗/dρ ≤ 0 and M ≥ 0,
the diapycnal mixing, which increases Eb, leads to a decrease in Ea meaning less energy
is ‘available’ for other processes.
The background potential energy can be used to give a global measure of the mixing
in a closed system and it will be used to compare the mixing in simulations of the lock–
exchange flow. The calculation of the background potential energy requires the reference
state to be determined and therefore z∗ to be calculated. The method employed for this
is now discussed.
4.3 Method of calculation
To determine the reference state, the values of z∗ associated with a given set of values
of the scalar field θ have to be calculated. The background potential energy can then be
obtained through the use of numerical quadrature to calculate the integral (4.12). The
calculation of z∗ follows the method presented in Tseng and Ferziger (2001). It is based
on the calculation of z∗ from the probability density function of θ. This requires the
calculation of the mixing bins which are described in section 4.3.1.
The calculation of z∗ by a sorting algorithm could also be used (Winters et al., 1995).
This method uses a high resolution structured mesh to represent the system and then
treats the elements of the mesh as the fluid elements that are to be adiabatically re-
distributed. The redistribution is obtained by first sorting the mesh elements into a
one–dimensional array that is monotonically increasing in density. The elements are
then distributed back onto the original grid, starting with the heaviest elements at the
bottom. The sorting algorithm requires a high resolution structured mesh on which to
perform the sort and furthermore it is not easily parallelised. The mixing bins used in
the method of Tseng and Ferziger (2001) require the calculation of volumes which can
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be obtained on each processor separately and then summed across all processors and
does not require a high resolution mesh. The method of Tseng and Ferziger (2001) is,
therefore, adopted here.
The key steps in the method of Tseng and Ferziger (2001) are reproduced in section
4.3.2. The accuracy of the calculated diagnostics with changes in both mesh resolution
and the number of mixing bins is considered in section 4.3.3. As numerical solutions may
not be bounded, the treatment of undershoots and overshoots requires consideration and
is discussed in section 4.3.4. Similarly, the numerical solution may not conserve mass and
the impact of this on the diagnostics is considered in section 4.3.4. Finally, a comment
is made on the relationship between the diagnostics for the density field and an active
scalar field (e.g. temperature) that are related by the linear equation of state (2.24),
section 4.3.6.
4.3.1 Mixing bins
For the scalar field θ a set of bounds θ0, θ1, ...θN is specified. At each time–step a set of
mixing bins b0, b2, ...bN is calculated that corresponds to the set of θ bounds. Each mixing
bin, bi, returns the volume of fluid in the domain with θi ≤ θ < θi+1 for 0 ≤ i ≤ N − 1
and mixing bin bN returns the volume of fluid in the domain with θN ≤ θ. The volume of
fluid with θr ≤ θ < θs can then be calculated by summing the appropriate mixing bins,
in this case
∑s−1
i=r bi.
The mixing bins are calculated at run time using the control volume dual mesh to the
finite element mesh, section 2.3.3. Each control volume takes a single value of θ as the
basis functions are piecewise constant. The volume of each control volume with scalar
value that falls within the bounds is calculated. The value of the relevant mixing bin
is obtained by summation of all the volumes. The mixing bins can then be normalised
by the total volume of the domain and return the volume fraction of the domain, rather
than the actual volume of the domain, with fluid between the given bounds. The mixing
bins are predominantly used for calculation of z∗, however, in chapter 6, they will also
be used directly for comparison with O¨zgo¨kmen et al. (2007).
At run time, a set of N mixing bins is calculated, with θi = θmin + idθ, where dθ =
(θmax − θmin)/N , θmin is the minimum (bounded) value of θ and θmax is the maximum
(bounded) value of θ. An additional value of θ = −∞ is also necessary for handling
undershoots and overshoots and is discussed in section 4.3.4. The calculation of z∗ is
then performed after the simulation has finished using the mixing bins output. For use
in this calculation the mixing bins are adjusted with bN−1 → bN−1 + bN and bN−1 then
gives the volume of the domain with fluid such that θN−1 ≤ θ ≤ θN .
4.3.2 Calculation of z∗
The calculation of z∗ from the mixing bins requires the connection between the probability
density function and z∗ to be established. This follows the method of Tseng and Ferziger
(2001) and is reproduced here. Take [θmin, θmax] to be a probability sample space and
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θ˜ the independent scalar variable in the sample space. The probability density function
for θ is
P (θ˜) ≡ 1|Ω|
∫
Ω
δ(θ˜ − θ′) dV ′ , (4.17)
where |Ω| is the volume of Ω (the domain) and δ(x) is the Dirac delta function (where
Hs(x) =
∫ x
−∞ δ(x) dx, cf. (4.5)). The probability that a value of θ lies in the range [θ1, θ2]
is given by
∫ θ2
θ1
P (θ˜) dθ˜.
z∗(θ) is the height of the fluid with density θ in the reference state. Let ∆z∗ denote
the thickness of the layer containing fluid with scalar value between θ and θ+ ∆θ. Then,
if all layers have the same horizontal surface area A, the volume occupied by the fluid is
A∆z∗|θ = |Ω|P (θ˜)∆θ˜|θ , (4.18)
which when integrated gives
z∗(θ) = H
∫ θmax
θ
P (θ˜) dθ˜ , (4.19)
where H = |Ω|/A is the height of the domain. If the horizontal surface area varies then
z∗ can be obtained from ∫ z∗(θ)
0
A(z)dz = V
∫ θmax
θ
P (θ˜) dθ˜ . (4.20)
This definition of z∗ (4.19) is naturally made in terms of θ, whereas the earlier definition
(4.4) was made in terms of x. If θ = θ(x, t), the definitions are equivalent:
z∗(θ) = H
∫ θmax
θ
P (θ˜) dθ˜ = H
∫ ∞
θ
P (θ˜) dθ˜
=
H
|Ω|
∫ ∞
θ
∫
Ω
δ(θ˜ − θ′) dV ′ dθ˜
= A
∫
Ω
∫ θ′−θ
−∞
δ(θˆ) dθˆ dV ′
= A
∫
Ω
Hs(θ(x
′, t)− θ(x, t)) dV ′ = z∗(x, t) .
(4.21)
In order to calculate z∗, P (θ˜) has to be obtained. P (θ˜) can be viewed as the fraction of
the domain that contains fluid with scalar value between θ and θ + ∆θ, which is similar
to the value of the mixing bin with bounds θ and θ+∆θ. As P (θ˜) defines the probability
density function, ∫ θmax
θmin
P (θ˜)dθ˜ = 1 , (4.22)
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which in a discrete sense can be written
N−1∑
i=0
(θ˜i+1 − θ˜i)P (θ˜i) = 1 . (4.23)
A similar sum over the mixing bins, denoted Ab, gives
Ab =
N−1∑
i=0
(θ˜i+1 − θ˜i)bi , (4.24)
however, Ab is not necessarily 1. The probability density function is, therefore, obtained
by scaling the values of the mixing bins by Ab: P (θ˜i) = bi/Ab. The integral (4.19) is then
calculated with
z∗(θi) =

∑N−1
i (θi+1 − θi)P (θi) i ≤ N − 1
0 i = N
(4.25)
Three example distributions of θ are displayed in figure 4.5 with the corresponding mixing
bins, probability density functions and isoscalar coordinates.
4.3.3 Accuracy of z∗ and the background potential energy
The accuracy in the calculation of z∗ is related directly to the accuracy of the mixing bins.
The error in z∗ can be obtained as a function of the mixing bins. For simplicity, consider
the case where dθ is constant and let (˜·) denote the exact solution, noting d˜θ = dθ. Then
writing Ab and A˜b as
Ab =
N−1∑
i=0
dθ bi = dθB and A˜b =
N−1∑
i=0
dθ b˜i = dθB˜ , (4.26)
where B and B˜ are the sum of the mixing bins, gives
z∗(θi) =
H
B
N−1∑
j=i
bj and z˜∗(θi) =
H
B˜
N−1∑
j=i
b˜j . (4.27)
The error, r(θi), is then
r(θi) = H
(
1
B
− 1
B˜
) N−1∑
j=i; j /∈Q
bj︸ ︷︷ ︸
rB
+ H
N−1∑
j=i; j∈Q
(
bj
B
− b˜j
B˜
)
︸ ︷︷ ︸
rb
, (4.28)
where Q = {q ∈ Z+such that b˜q 6= bq}. The accuracy of z∗ is therefore directly related
to the accuracy of the bins. The errors in the values of z∗ can come from two sources: an
error in the sum of all the mixing bins (rB) and/or errors in the values of specific mixing
bins (rb). In this section, B = B˜, and therefore any error can be directly attributed to
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(a) θ distribution (b) θ distribution (c) θ distribution
(d) volume of domain (e) volume of domain (f) volume of domain
(g) P (θ) (h) P (θ) (i) P (θ)
(j) isoscalar coordinate (k) isoscalar coordinate (l) isoscalar coordinate
Figure 4.5: Three example distributions of a scalar, θ, with the corresponding mixing
bins, probability density functions and isoscalar coordinates. (a)–(c): A step profile,
a linear profile and a quadratic profile of the scalar θ (with θ = θ(x), where x is the
horizontal coordinate). (d)–(f): The corresponding mixing bins, V : volume. (100 bins
are used). (g)–(i): Values of the probability density function, P (θ). (j)–(l): Isoscalar
coordinates, z∗.
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inaccuracies in the values of the mixing bins. The source of error (or in the context a
change to z∗) will be reconsidered again in discussion of the treatment of undershoots
and overshoots, where a case arises with B 6= B˜, section 4.3.4.
The mesh resolution and the number of mixing bins determine the representation of
the scalar field and the discretisation of the (θ, z∗) space. They are both, therefore, likely
to have an effect on the accuracy of the mixing bins, z∗ and the background potential
energy. These can be characterised by the characteristic mesh length, l, and the spacing
between the mixing bin bounds, dθ. The influence of these parameters on the values is
considered for two fields:
θ = x and θ = x2 . (4.29)
These two fields have linear and quadratic profiles and the exact values of the mixing
bins, z∗ and the background potential energy are known. The linear profile gives a very
simple starting case. The quadratic profile then presents an extension to a more complex
non–linear field. The fields have profiles similar to figures 4.5 (b) and 4.5 (c) but the
domain is now taken as a unit box and therefore 0 ≤ θ ≤ 1. For the calculation of the
background potential energy, θ is treated as the density and gravity is set to g = 1. The
scalar distributions and associated diagnostics are generated from a prescribed field in
Fluidity–ICOM and not from a prognostic numerical run.
Ten different values of dθ are tested, with dθ = 1.0× 10−1, 5.0× 10−2, 2.5× 10−2 ,
1.25×10−2, 6.3×10−3, 3.1×10−3, 1.6×10−3, 7.8×10−4, 3.9×10−4 and 2.0×10−4 which
correspond to 10, 20, 40, 80, 160, 320, 640, 1280, 2560 and 5120 mixing bins. Seven dif-
ferent mesh resolutions are considered with l = 0.1, 0.04, 0.02, 0.01, 0.005, 0.0025 and
0.000125.
The mixing bins and z∗ calculations return an array of values, therefore, both the
maximum value of the errors, max δq, and the root mean square (RMS) value of the
errors, RMS δq, will be considered with
max δq = maxi∈[0,N ](|(qi − q˜i|) and RMS δq =
√√√√ 1
N
N∑
i=0
(qi − q˜i)2 , (4.30)
where q = V , the mixing bin volume, or q = z∗, q˜ denotes the exact value of the relevant
quantity and N is the number of values. For the background potential energy, Eb, the
relative error will be considered with
δEb
E˜b
=
|Eb − E˜b|
E˜b
. (4.31)
As the mesh resolution increases (characteristic length l decreases) the errors in both
the mixing bins and z∗ decrease, figure 4.6. Increasing the resolution leads to a more
accurate representation of the field and, therefore, more accurate values of the mixing
bins. As dθ decreases there is not always a decrease in the mixing bin and z∗ errors, as
might initially be expected, figure 4.6. For the mixing bins, as dθ decreases the maximum
error increases, and, the RMS error initially increases and then decreases. This behaviour
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can be explained by a balance between l and dθ for representation of the analytical field
and a saturation of the mixing bins that results in empty mixing bins. In figure 4.7 this
is visualised for the linear case and a more in–depth description of the behaviour given.
In the case of the lock–exchange, fixed meshes with different resolutions and adaptive
meshes with varying resolution will be used. In these cases, the mesh resolution will
affect how well the dynamics are captured. For the diagnostics, however, the mesh can
be considered to give a true representation of the field and the saturation effect does not
impact on the values.
For z∗ both the maximum and RMS errors increase as dθ decreases. The error in
z∗ (4.28) comes directly from the error in the mixing bins. The maximum error of the
mixing bins can affect all of the values of z∗, as it is a sum of the mixing bins, and, hence,
affect both the maximum error and RMS errors for z∗. In general, except for the coarsest
meshes, the errors in z∗ are less than 1% of the total range of z∗ (which in this case is 1).
The error in the background potential energy is also calculated for these fields. This
error generally decreases or converges both as l and dθ decrease and is, in general, less
than 1%, figure 4.8. For the background potential energy, as well as an error in the mixing
bins affecting the value, there is also an error due to the calculation of the integral (4.12)
by numerical quadrature. This is associated with the discretisation of the (θ, z∗) space
which is determined by dθ. As the number of bins increases this contribution to the error
reduces, figure 4.8. In the quadratic case, this contribution is more dominant than that
associated with the mixing bins. In the linear case the error from the mixing bins has
a larger impact, particularly as dθ decreases. In both cases, the error due solely to the
mixing bins either decreases or remains constant as the number of mixing bins increases.
For the mixing bins and z∗, empty mixing bins would contribute to the error. Now, an
empty mixing bin, bi, will give z∗i+1− z∗i = 0 and so will not add to the integral. As the
level of accuracy of the filled mixing bins increases or remains constant, therefore, the
error in the background potential energy decreases or remains constant.
4.3.4 Overshoots and undershoots
The value of z∗(θ), is calculated from the integral (4.19) over the range [θ, θmax], where
θ ∈ [θmin, θmax]. In a numerical simulation undershoots and/or overshoots may occur
with values of θ that lie outside of the physically bounded range. The treatment of these
values in the calculation of z∗ therefore requires consideration. There are three obvious
choices:
(i) ignore the volume of the domain that contains an undershoot and/or overshoot;
(ii) include the volume of the domain that contains an undershoot and/or overshoot in
the lower and/or upper most bins;
(iii) extend the range of θ for the mixing bins to values below and above θmin and θmax
respectively, such that any undershoots and/or overshoots are within in the range
of θ considered.
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(a) linear (b) quadratic
(c) linear (d) quadratic
(e) linear (f) quadratic
(g) linear (h) quadratic
Figure 4.6: Maximum and RMS values of the mixing bin errors, δV , and the z∗ errors,
δz∗, for a scalar field, θ in a unit box, cf. (4.30). In the linear case θ(x) = x and in the
quadratic case θ(x) = x2, cf. (4.29). dθ: the width of the mixing bin bounds and values
are presented for different meshes with characteristic lengths given in the legends.
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(b)
(c) Maximum of the error in the mixing bins
(δV ) for a linear scalar field on a mesh with
l = 0.005 (‘error’) and the maximum ex-
pected error as dθ decreases (|l − dθ|).
Figure 4.7: Example of a scalar field, θ, with a linear profile, θ(x) = x, to demonstrate
the behaviour of the error in the mixing bins. The solid black lines show the exact scalar
field (straight line) and the control volume representation of the scalar field for control
volumes of length l (step–like line). The exact values of the mixing bins, b˜i are shown at
the top (dashed lines) and the values calculated from the control volume representation
are shown at the bottom, bi, (dash–dot lines).
When a value in the control volume representation of the field falls in between the
bounds for a mixing bin, the whole control volume is included in the bin, i.e. bi = nl
where n is the number of control volumes that meet this criteria. In (a) the maximum
error in the mixing bins is 2l−dθ. As the number of mixing bins increases (dθ decreases),
as shown in (b) the mixing bins can take one of two forms: the first is a mixing bin that
is filled and contains at most one control volume. In this case the absolute error is
full = |l − dθ|. The second is a mixing bin that is empty as there is no control volume
with scalar value that falls between the bounds of the mixing bin. In this case the
absolute value of the error is empty = dθ. As dθ decreases, empty decreases. For full,
once dθ < l, further decreases in dθ will lead to increases in full. The maximum error is
therefore ultimately dominated by l, and, decreases in dθ will lead to an increase in the
error, as shown in the example in (c). The RMS error decreases as dθ decreases, since,
whilst the number of empty bins increases, the error for each of these bins decreases.
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(a) linear (b) quadratic
(c) linear (d) quadratic
Figure 4.8: Relative errors in the background potential energy for a scalar field, θ, in a
unit box. In the linear case θ(x) = x and in the quadratic case θ(x) = x2, cf. (4.29).
dθ: the width of the mixing bin bounds and values are presented for different meshes
with characteristic lengths given in the legends. (a) and (b): Total error (4.31). (c)
and (d): Different components that contribute to the error. For ‘method’ (squares)
this is the error due to the use of numerical quadrature to calculate the integral in
(4.12) and δEb = |Emb − E˜b|, where Emb is the value of the background potential energy
calculated from the exact mixing bins and E˜b is the exact potential energy. This error
is independent of mesh resolution. The error due to the inaccuracy of the mixing bins is
given for meshes with different characteristic length (circles, values given in the legend)
and |δEb| = |Eb−Emb |, where Eb is the background potential energy based on the mixing
bins calculated from the model output and Emb is as before. Note, the total error in (a)
and (b) is δEb = |(Eb − Emb ) + (Emb − E˜b)| = |Eb − E˜b|.
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In all methods the values of the mixing bins will differ from the bounded case. The
expression for the error in z∗ (4.28) can now be used to determine the difference in z∗
due to undershoots and/or overshoots and the way in which they are incorporated into
the calculation. A change in z∗ due to changes in the mixing bins can come from a
difference in the sum of all the bins (rB) and/or the sum of the differences in specific
bins (rb). If any undershoots and/or overshoots are ignored then both rB and rb will be
non–zero. Both rB and rb can be positive or negative and the two differences can either
compensate for one another and reduce the total difference or compound and increase
the total difference. Method (i) is, therefore, less consistent than methods (ii) and (iii)
and is discounted.
The effect of using methods (ii) and (iii) is illustrated with a hypothetical example,
figure 4.9. First a linear profile is set as the bounded solution with
θ˜ = θ˜min + (θ˜max − θ˜min)(x/xmax) , (4.32)
where (˜·) denotes the bounded values. Then a profile, θ, is formed such that
θ < θ˜ for x < xU
θ = θ˜ for xU ≤ x ≤ xO
θ > θ˜ for xO < x
(4.33)
i.e. θ is the same as the linear case for some range xU ≤ x ≤ xO and outside this range
differs such that the values of θ are always less than θ˜ when x < xU , or greater than θ˜
when xO < x. To form the reference state, a set of 12 mixing bin bounds is used such
that: θi = θ0 + i∆θ for i ∈ [0, 11]; all values of the field θ (including undershoots and
overshoots) lie in the range [θ0, θ11]; and θ2 = θ˜min and θ9 = θ˜max, i.e. the minimum and
maximum values of θ if the field were bounded, cf. figure 4.9. The values of the bins are
also such that θ4 = θ(xU ) = θ˜(xU ) and θ7 = θ(xO) = θ˜(xO).
For θ4 ≤ θ ≤ θ7, where the profile is the same in all cases, the values of the reference
state are the same in all cases. For θ3 ≤ θ < θ4 and θ7 < θ ≤ θ8 the values of the
reference state calculated by methods (ii) and (iii) are the same. However, the values of
z∗ are smaller or larger for lower or higher values of θ respectively than the values of the
bounded case. The only values of z∗ that differ between the two methods, therefore, are
those with θ < θ3 = θ˜min + ∆θ and θ > θ8 = θ˜max − ∆θ. In method (iii), the volume
fraction of the domain is distributed over a wider range of θ values. The values of z∗
then adjust within the allowed range of z∗, predetermined by the height of the domain.
In general, only values of z∗ for θ < θ˜min + ∆θ and θ˜max − ∆θ < θ will differ between
method (ii) and method (iii). The rest of the z∗ profile (whether accurate or not) will be
the same.
In the regions where the values for the methods differ (θ <= θ˜min + ∆θ and θ >
θ˜max − ∆θ), method (iii) will have a different value of z∗ from the bounded case but
method (ii) will not. The RMS value for the differences in z∗ between the bounded and
unbounded cases, cf. (4.30), will therefore be larger for method (iii) than for method (ii).
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The maximum of the differences in z∗ for method (ii) will always be less than or equal
to the maximum difference for method (iii).
To discuss the impact on the background potential energy, a sketch of the integrand,
θz∗, with z∗, used in the calculation of the integral for the background potential energy
(4.12), is presented in figure 4.9. The area under the curve gives the background po-
tential energy. In both methods (ii) and (iii) the inclusion of an undershoot (large z∗)
decreases the background potential energy and the inclusion of an overshoot increases
the background potential energy. The decrease and/or increase is larger if method (iii)
is used. Denoting the range over which z∗ is the same for method (ii) and method (iii)
by [zb∗, zt∗], the integral (4.12) (with ρ = θ) can be split into three ranges:
Eb = gA
∫ H
0
θz∗ dz∗ = gA

∫ zb∗
0
θz∗ dz∗︸ ︷︷ ︸
Ib
+
∫ zt∗
zb∗
θz∗ dz∗︸ ︷︷ ︸
Im
+
∫ H
zt∗
θz∗ dz∗︸ ︷︷ ︸
It
 . (4.34)
The integral over the range [zb∗, zt∗], Im, is the same for both method (ii) and method (iii).
For Ib and It, the range of z∗ is the same for method (ii) and method (iii), whilst the
range of θ is larger for the latter case. This leads to a larger increase or decrease in Ib
and It respectively for method (iii) than for method (ii) when compared to the bounded
case.
Of these two approaches method (iii) will give the actual values of the reference state
and background potential energy for the unbounded system and method (ii) will give
the smaller difference between the values for the system with undershoots or overshoots
and the system that remains bounded. In a practical sense method (ii) is significantly
more efficient. Given the mixing bins are calculated at run time, method (iii) would
demand that the minimum and maximum value of the unbounded field are known a
priori so that the mixing bin bounds can be set. A ‘generous’ guess at a range of
values for the mixing bin bounds could be chosen. However, this will lead to a rapidly
increasing number of mixing bins which ultimately becomes impractical, both for storage
of such a large number of values and for time taken for post–processing of the data,
particularly as 2×104 time–steps are taken for the lock–exchange simulations where this
diagnostic is used. Method (ii) is therefore adopted as the means of handling undershoots
and overshoots. In practice this simply means choosing a set of mixing bin bounds
{−∞, θ0, θ0 +∆θ, θ0 +2∆θ . . . θN−∆θ, θN} with the set of mixing bins returned denoted
{b−∞, b0, b1 . . . bN−1, bN} and θ0 = θ˜min and θN = θ˜max, section 4.3.1. Then, before
proceeding with the calculation of z∗, the bins are rearranged such that b0 = b−∞ + b0
and bN−1 = bN−1 + bN .
4.3.4.1 Test set–up
The impact of undershoots and/or overshoots is considered by calculating the mixing
bins, z∗ and background potential energy for two fields, based on the linear and quadratic
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Figure 4.9: (a): Example of a linear field (‘bounded’, solid line) and a partially linear
field (4.33) with undershoots and overshoots (‘undershoot and overshoot’, dashed line).
The fields are the same for xU < x < xO. (b): The reference state for the bounded field
and for the field that contains undershoots and overshoots calculated by two different
methods: method (ii) includes the volume of the domain that contains an undershoot
and/or overshoot in the mixing bins that correspond to θ˜min and θ˜max; method (iii) uses
the full range of θ. (c): The integrand for the calculation of the background potential en-
ergy, integral (4.12), for the bounded field and the field with undershoots and overshoots
with the reference state calculated by method (ii) and method (iii). The area under the
graph gives the background potential energy.
96 Chapter 4: Assessing mixing in the lock–exchange flow
fields used previously (4.29). These take the form:
θ =

0 for 0 < x < dHU
x for dHU < x < 1− dHO
1 for 1− dHO < x
(4.35)
and
θ =

0 for 0 < x < dHU
x2 for dHU < x < 1− dHO
1 for 1− dHO < x
(4.36)
Three sets of values of dHU and dHO are tested:
• {dHU = 0.001, 0.01, 0.05, 0.1; dHO = 0}: undershoot only;
• {dHU = 0; dHO = 0.001, 0.01, 0.05, 0.1}: overshoot only;
• {dHU = dHO = 0.001, 0.01, 0.05, 0.1}: both an undershoot and an overshoot.
The values of dHU and dHO correspond to 0.1%, 1%, 5%, and 10% of the domain. As
before, for the calculation of the background potential energy, θ is taken as the density
and the value of gravity is set with g = 1. Imposing the overshoots and undershoots in
this way provides clear and useful examples with which to analyse their impact on the
diagnostics.
The change in the diagnostics due to an undershoot or overshoot is evaluated by
calculating the departure from the case dHU = dHO = 0. For the mixing bins and z∗,
the maximum and RMS value of the differences in the quantities, again denoted max δq
and RMS δq, are calculated with
max δq = maxi(|qi − q0i |) and RMS δq =
√
1
N
∑
i
(qi − q0i )2 , (4.37)
where q = V , the mixing bin volume, or q = z∗, and q0 denotes the value for the case
dHU = dHO = 0 for the relevant quantity and N is the number of values. For the
background potential energy both an absolute difference
δEb = |Eb − E0b | , (4.38)
and a relative difference
δEb =
|Eb − E0b |
E˜b
, (4.39)
are considered, where E0b is the value for the bounded case and E˜b is the exact value of
the background potential energy.
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4.3.4.2 Mesh resolution and the number of mixing bins
First the influence of the mesh resolution and number of mixing bins for the case with
an undershoot and/or overshoot of 5% are considered, figures 4.10, 4.11 and 4.12. The
impact on the values of the mixing bins and z∗ are considered and a bound for the
difference in z∗ due to an undershoot or overshoot is obtained. The background potential
energy is then discussed and a summary of the key points is made at the end of the section.
The maximum and RMS differences between the bounded and unbounded case for both
the mixing bins and z∗ exhibit a weak dependence on mesh resolution. For the mixing
bins, as the width of the mixing bin bounds, dθ, decreases, initially both the maximum
and RMS differences increase. Then, as dθ decreases further, the RMS difference de-
creases and the maximum difference tends towards a constant value. The differences in
z∗ follow the trend of the maximum difference for the mixing bins, as was observed for
the errors in the bounded case. These observations are now considered in more detail.
As the undershoot and/or overshoot regions are added back into the lower and/or
upper most mixing bins, the size of these mixing bins will increase. Correspondingly,
there are mixing bins from which these domain fractions are removed which will decrease
in size, since the sum over all mixing bins must always equal the total volume of the
domain (or 1 if the mixing bins have been normalised by the volume of the domain). In
general, the maximum possible change in any mixing bin is (VU + VO)/|Ω|, where VU is
the total volume of the domain that contains an undershoot, VO is the total volume of
the domain that contains an overshoot and |Ω| is the total volume of the domain (which
for the test cases is 1); examples are given in figure 4.13. The difference in z∗ is then a
sum of the changes in the bins. The change in a mixing bin can be positive or negative
and is subject to the constraint that the sum over all mixing bins must always equal the
total volume of the domain (or 1 if normalised). For z∗, the effect of changes in the bins
can be cumulative or can compensate, and the maximum change to a value of z∗ due to
an overshoot or undershoot is given by
δz∗ = maxi(r(θi)) = H
(VU + VO)
|Ω| , (4.40)
where r(θi) is given by (4.28). Note, for the maximum and RMS differences, the magni-
tude of the difference in the mixing bins is considered, hence the effects are cumulative.
When the evolution of z∗ over time is presented, the volume fractions of the domain
containing an undershoot and an overshoot will be given and therefore, where relevant,
an indication of the impact on z∗ can be deduced from (4.40).
The test cases are formed here such that an undershoot or overshoot is applied in a
manner similar to the example ‘unbounded field i’ in figure 4.13. For a given region (and
value of θ) there is only an undershoot or an overshoot, not both. The maximum possible
difference for both the mixing bins and z∗ in these cases is therefore max(dHU , dHO) =
max(VU , VO). As dθ decreases, and also as the mesh resolution increases, the maximum
difference in the bins tends to this value. As dθ decreases the changes can become
concentrated into a few mixing bins or spread over more mixing bins (or a combination
98 Chapter 4: Assessing mixing in the lock–exchange flow
(a) undershoot (b) overshoot (c) both
(d) undershoot (e) overshoot (f) both
(g) undershoot (h) overshoot (i) both
(j) undershoot (k) overshoot (l) both
Figure 4.10: Maximum and RMS values of the differences in the mixing bins, δV , and z∗,
δz∗ (4.37), for a linear scalar field, θ (4.35), between the case with an imposed undershoot
and/or overshoot and the bounded case. An undershoot, overshoot or both of 5% are
considered, with dHU = 0.05, dHO = 0; dHU = 0, dHO = 0.05 and dHU = dHO = 0.05
respectively in (4.35). dθ: the width of the mixing bin bounds and values are presented
for different meshes with characteristic lengths given in the legends.
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(a) undershoot (b) overshoot (c) both
(d) undershoot (e) overshoot (f) both
(g) undershoot (h) overshoot (i) both
(j) undershoot (k) overshoot (l) both
Figure 4.11: Maximum and RMS values of the differences in the mixing bins, δV , and
z∗, δz∗, (4.37) for a quadratic scalar field, θ (4.36), between the case with an imposed
undershoot and/or overshoot and the bounded case. An undershoot, overshoot or both
of 5% are considered with dHU = 0.05, dHO = 0; dHU = 0, dHO = 0.05 and dHU =
dHO = 0.05 respectively in (4.36). dθ: the width of the mixing bin bounds and values
are presented for different meshes with characteristic lengths given in the legends. The
y–axis range is chosen to be the same for the plots presented to facilitate comparison.
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(a) undershoot (linear) (b) overshoot (linear) (c) both (linear)
(d) undershoot (quadratic) (e) overshoot (quadratic) (f) both (quadratic)
Figure 4.12: Absolute difference in the background potential energy, δEb (4.38) for a
scalar field, θ, between the case with an imposed undershoot and/or overshoot and the
bounded case. An undershoot, overshoot or both of 5% are considered for the linear field
(4.35) in (a)–(c) and the quadratic field (4.36) in (d)–(f), with dHU = 0.05, dHO = 0;
dHU = 0, dHO = 0.05 and dHU = dHO = 0.05 respectively. dθ: the width of the mixing
bin bounds and values are presented for different meshes with characteristic lengths
given in the legends. The y–axis range is chosen to be the same for the plots presented
to facilitate comparison.
of both). In either case, a larger number of mixing bins will present a smaller difference
between the bounded and unbounded case which leads to an overall decrease in the RMS
difference.
Whilst both the linear and quadratic cases adhere to the general trends described
above, the response to an undershoot, overshoot or both differs between the two. For the
linear case there is a symmetry between larger and smaller values of θ and the field that
results from the application of an undershoot or overshoot. The effect of an undershoot
for lower θ is therefore mirrored by the effect of an overshoot for larger values of θ. The
maximum difference is then the same in all cases. However, the RMS difference is larger
in the case of both an undershoot and overshoot, reflecting the fact that a larger number
of bins have changed in value.
For the quadratic field, the difference between an undershoot or overshoot is more
noticeable. In the bounded case, the fraction of the domain contained in each mixing
bin varies, whereas for the linear case the mixing bins all take the same value. A larger
volume fraction of the domain is expected in mixing bins associated with lower values
of θ than that expected for larger values of θ, figure 4.5. Given the way in which the
undershoot and/or overshoot are applied, an overshoot has more of an impact than an
undershoot for the quadratic field. This is reflected in the case of both an undershoot and
overshoot where the change due to an overshoot dominates. As before, these differences
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Figure 4.13: Idealised examples of bounded and unbounded fields and the corresponding
mixing bins. (a)–(c): Example bounded and unbounded fields. (d) and (e): Mixing
bins (a total of 3 or 6) for the bounded field, V : volume of domain in the mixing bin,
|Ω|: total volume of the domain. (f)–(i): Mixing bins for the unbounded fields and the
difference in each bin from the bounded case. For each field a set of three and a set of
six mixing bins are shown. The examples are such that, in the bounded case for three
mixing bins, [θmin, θmax] ∈ (θ0, θ1), where θi, i = 0, 1, 2 are the bin bounds, b1 = V/|Ω|
and bi = 0 for i 6= 1, (d); and for six mixing bins [θmin, θmax] ∈ (θ1, θ5), b3 = V/|Ω| and
bi = 0 for i 6= 3, (e).
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feed directly into the values of z∗, with the behaviour reflecting that of the maximum
difference of the mixing bin values.
The background potential energy is affected by the changes in the mixing bins (which
lead to changes in z∗). The difference due to an undershoot and/or overshoot increases
as dθ decreases. However, the nonlinear nature of the integral used to calculate the
background potential energy (4.12) also has an effect. In the linear case there is no longer
the symmetry between the field with just an undershoot or overshoot: the difference for
the undershoot is larger than for the overshoot. The integrand, θz∗, used in the integral
(4.12) is quadratic for this case. A plot of θz∗ with z∗ reveals that the area to be integrated
for this function varies more for an undershoot than an overshoot and, hence, the former
has a greater impact, figure 4.14. The plot also demonstrates that an undershoot leads
to an under estimate of the background potential energy and an overshoot leads to an
over estimate and, in the case of both, there will be some compensation between the two.
For the quadratic case, the difference in the background potential energy due to an
undershoot is smaller than that due to an overshoot. This now corresponds to the smaller
change in the mixing bins and z∗ for the undershoot. A plot of θz∗ with z∗ demonstrates
this behaviour, figure 4.14. When there is both an undershoot and an overshoot, for large
dθ the difference in the background potential energy increases and is dominated by the
change due to the overshoot. For smaller dθ, there is a greater compensation between
the change due to an undershoot and the change due to an overshoot. This leads to
an overall decrease in the difference in the background potential energy for the smallest
values of dθ.
The above discussion includes results that are both general and specific to the two
cases considered. In general, there is a weak dependence on mesh resolution. Increasing
the number of mixing bins (decreasing dθ) increases both the maximum difference and
RMS difference of z∗. Here, the RMS differences are smaller, often by almost one order of
magnitude, than the maximum differences, and the largest RMS differences occur when
there is both an undershoot and an overshoot. The maximum difference in the mixing
bins is bounded by the volume fraction of the domain that contains an undershoot and/or
an overshoot. The maximum difference in z∗ is bounded by the product of the maximum
volume fraction of the domain that contains an undershoot and/or an overshoot and the
domain height (4.40). The behaviour of the difference in the background potential energy
is harder to predict, particularly as the differences from an undershoot and an overshoot
can compensate reducing the total change.
The differences have been compared for an undershoot and/or overshoot in a fraction
of the domain of only one size. The analysis is now extended to consideration of three
different sized fractions of the domain that contain undershoots and/or overshoots.
4.3.4.3 Size of the fraction of the domain that contains an undershoot
and/or overshoot
Given the weak dependence on mesh resolution, a mesh with characteristic length l = 0.005
is used to demonstrate the behaviour of the diagnostics with changes in the fraction of
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(a) linear, dH = 0.05 (b) quadratic, dH = 0.05
(c) linear, dH = 0.1 (d) quadratic, dH = 0.1
Figure 4.14: Plots of θz∗ with z∗ for linear and quadratic fields, (4.35) and (4.36), with
no undershoot or overshoot, an undershoot, an overshoot or both, ‘none’, ‘undershoot’,
‘overshoot’ and ‘both’ respectively,. The mesh has characteristic length l = 0.005 and
the mixing bin bounds have width dθ = 3.125× 10−3.
the domain that contains an undershoot and/or overshoot, dHU and/or dHO respectively
(or dH in general), figures 4.15, 4.16 and 4.17. The behaviour discussed is the same for
the other mesh resolutions (not shown).
As for dH = 0.05, the symmetry in the RMS and maximum differences between the
bounded and unbounded fields for the mixing bins and z∗ is observed for the linear case
but not for the quadratic case. The maximum differences due to both an undershoot
and an overshoot follow the largest of the maximum differences for just an undershoot
or an overshoot. The RMS differences are also larger when there is both an undershoot
and an overshoot. The trend of a generally increasing difference with decreasing dθ is
also observed, with the exception again of the RMS difference for the mixing bins, which
decreases. The maximum differences in z∗ are bounded by the volume fraction of the
domain that contains an undershoot or overshoot. This confirms that, for the cases
considered here, the maximum difference is bounded by max(VO/|Ω|, VU/|Ω|).
The difference in the background potential energy decreases as the volume fraction
of the domain containing an undershoot or overshoot decreases. The changes induced
by an undershoot and by an overshoot again compensate for one another. The most
clear example occurs in both the linear and quadratic cases for the largest value of
dHU and dHO. For the linear case, the largest difference is just under 3% and, for the
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(a) undershoot (b) overshoot (c) both
(d) undershoot (e) overshoot (f) both
(g) undershoot (h) overshoot (i) both
(j) undershoot (k) overshoot (l) both
Figure 4.15: Maximum and RMS values of the differences in the mixing bins, δV , and z∗,
δz∗ (4.37), for a linear scalar field, θ (4.35), between the case with an imposed undershoot
and/or overshoot and the bounded case. Values for different volume fractions of the
domain that contain an undershoot, an overshoot or both are presented with dHU =
dH, dHO = 0; dHU = 0, dHO = dH and dHU = dHO = dH respectively in (4.35). The
values are presented for different widths of the mixing bin bounds, dθ, given in the legend
and the mesh used has characteristic length l = 0.005. The y–axis range is chosen to be
the same for the plots presented to facilitate comparison.
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(a) undershoot (b) overshoot (c) both
(d) undershoot (e) overshoot (f) both
(g) undershoot (h) overshoot (i) both
(j) undershoot (k) overshoot (l) both
Figure 4.16: Maximum and RMS values of the differences in the mixing bins, δV , and
z∗, δz∗ (4.37), for a quadratic scalar field, θ (4.36), between the case with an imposed
undershoot and/or overshoot and the bounded case. Values for different volume fractions
of the domain that contain an undershoot, an overshoot or both are presented with
dHU = dH, dHO = 0; dHU = 0, dHO = dH and dHU = dHO = dH respectively in
(4.36). The values are presented for different widths of the mixing bin bounds, dθ, given
in the legend and the mesh used has characteristic length l = 0.005. The y–axis range is
chosen to be the same for the plots presented to facilitate comparison.
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(a) undershoot (linear) (b) overshoot (linear) (c) both (linear)
(d) undershoot (quadratic) (e) overshoot (quadratic) (f) both (quadratic)
Figure 4.17: Relative difference in the background potential energy, δEb/E˜b (4.39), for
a scalar field, θ, between the case with an imposed undershoot and/or overshoot and
the bounded case. Values for different volume fractions of the domain that contain an
undershoot, overshoot or both are presented for the linear field (4.35) in (a)–(c) and the
quadratic field (4.36), in (d)–(f), with dHU = dH, dHO = 0; dHU = 0, dHO = dH and
dHU = dHO = dH respectively. The different values of dθ considered are given in the
legends and the values are calculated on a mesh with characteristic length l = 0.005. The
y–axis range is chosen to be the same for the plots presented to facilitate comparison.
quadratic case, the largest difference is just under 0.8%.
The integral for the background potential energy (4.12) has the discrete form
Eb =
1
2
g
N−1∑
i=0
(θi+1z∗i+1 + θiz∗i)(z∗i+1 − z∗i) , (4.41)
which is already non–linear in z∗. Furthermore, the values of z∗ are calculated by sum-
ming the values of the mixing bins. There is not, therefore, a clear and easy way to
determine the magnitude of the change in the background potential energy due to the
inclusion of undershoots and overshoots, even when the exact values of the mixing bins
(and therefore z∗) are known. However, the volume fraction of the domain that contains
an undershoot or overshoot can be used to give an indication of the relative difference
of the background potential energy, i.e. if one simulation has a smaller volume fraction
of the domain that contains an undershoot and/or overshoot than another, it would be
expected that the impact on the background potential energy is less for the former.
Having considered the treatment and impact of undershoots and overshoots on the
diagnostics, the impact of another non–physical effect that can occur in a numerical
simulation is considered: the conservation, or lack thereof, of mass.
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4.3.5 Conservation of mass
As well as exhibiting undershoots or overshoots, numerical simulations may not conserve
mass, section 2.3.4. The linear and quadratic test cases (4.35) and (4.36) can be used to
demonstrate the effect on z∗ and the background potential energy if mass is not conserved.
If θ is the density, then the linear case (4.35) has mass, M , given by
M(dHU , dHO) =
∫ 1
0
(∫ dHU
0 0 dx+
∫ 1−dHO
dHU
x dx+
∫ 1
1−dHO 1 dx
)
dy ,
= 12(1− dH2U + dH2O) .
(4.42)
An increase in dHU therefore decreases the mass and an increase in dHO increases the
mass. If dHU = dHO then the mass will remain constant. The quadratic case (4.36) has
mass
M(dHU , dHO) =
1
3
(1− dH3U + dH2O(3− dHO)) , (4.43)
and again an increase in dHU decreases the mass and an increase in dHO increases the
mass (since, for the range of dHO considered, dH
2
O(3 − dHO) is positive and increases
with dHO). If dHU = dHO then the mass will increase since −dH3U + dH2O(3− dHO) is
positive and increasing for the range of dHU = dHO considered.
The change in z∗ and the background potential energy with changes in mass for both
the linear and quadratic cases are shown in figures 4.18 and 4.19 respectively (note in the
linear case dHU = dHO is not considered as the mass remains the same). As the mass
increases or decreases there are contours of z∗ that diverge which cause other contours of
z∗ to converge to compensate. For the cases considered here, this occurs for the contours
corresponding to the largest (overshoot) or smallest (undershoot) values of θ but, in
general, could happen for any of the z∗ contours. As the mass increases, the mass of
the reference state also increases and the background potential energy increases, as seen
in figures 4.18 and 4.19. Conversely, as the mass decreases, the background potential
energy decreases. This is not surprising, since it would be expected that the greater the
mass the greater the potential energy.
A bound for the background potential energy due to changes in mass can also be
obtained. Consider two systems with densities and background potential energies denoted
ρ˜, E˜b and ρ, Eb such that the mass of each system M˜ and M respectively is given by
M˜ =
∫
Ω
ρ˜ dV and M =
∫
Ω
ρ dV = M˜ ±∆M , (4.44)
where Ω is the domain and ∆M ≥ 0 is the change in mass between the two systems. The
difference in the background potential energy due to a change in mass can be written as
E − E˜b = g
∫
V
(ρ(z∗)− ρ˜(z∗))z∗ dV . (4.45)
Now consider the extreme case for an increase in mass (M = M˜ + ∆M) where ρ ≥ ρ˜
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(a) undershoot (b) undershoot
(c) overshoot (d) overshoot
Figure 4.18: Contours of z∗ and the background potential energy for the
linear test case (4.35) with different values of dHU and dHO leading to
a change in mass ∆M = |M(dHU , dHO)−M(0, 0)| (4.42). For an un-
dershoot dHO = 0 and M(dHU , dHO)−M(0, 0) < 0. For an overshoot
dHU = 0 and M(dHU , dHO)−M(0, 0) > 0. The points correspond to dHO or
dHU = 0.0, 0.001, 0.01, 0.05 and 0.1. The fields are calculated on a mesh with
edge–length l = 0.00125. Left column: the z∗ contours for mixing bins with
dθ = 1.56 × 10−3 for values of θ = i/40 for 0 ≤ i ≤ 40. Right column: the background
potential energy for three values of dθ which are given in the legend.
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(a) undershoot (b) undershoot
(c) overshoot (d) overshoot
(e) both undershoot and overshoot (f) both undershoot and overshoot
Figure 4.19: Contours z∗ and the background potential energy for the quadratic
test case (4.36) with different values of dHU and dHO leading to a change
in mass ∆M = M(dHU , dHO)−M(0, 0) (4.43). For an undershoot dHO =
0 and M(dHU , dHO)−M(0, 0) < 0. For an overshoot dHU = 0 and
M(dHU , dHO)−M(0, 0) > 0. For both dHO = dHU and M(dHU , dHO) −M(0, 0) > 0.
The points correspond to dHO and/or dHU = 0.0, 0.001, 0.01, 0.05 and 0.1. The fields
are calculated on a mesh with edge–length l = 0.00125. Left column: the z∗ contours for
mixing bins with dθ = 1.56× 10−3 for values of θ = i/40 for 0 ≤ i ≤ 40. The inset in (a)
shows the contours of z∗ for θ = i/640 with 512 ≤ i ≤ 640 to demonstrate the change
in the z∗ contours which are not visible for θ = i/40, 0 ≤ i ≤ 40. Right column: the
background potential energy for three values of dθ which are given in the legend.
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everywhere in the domain. Then
Eb − E˜b < gH
∫
V
(ρ(z∗)− ρ˜(z∗))dV = gH∆M , (4.46)
since max(z∗) = H. The equivalent extreme case for a decrease in mass (M = M˜ −∆M)
where ρ ≤ ρ˜ everywhere in the domain gives
E˜b − Eb < gH
∫
V
(ρ˜(z∗)− ρ(z∗))dV = −gH∆M . (4.47)
Combining the two bounds gives
|Eb − E˜b| < gH∆M . (4.48)
The magnitude of the change in the background potential energy is therefore bounded
by the change in mass multiplied by gravity and the height of the domain. The bound
is certainly very generous but still offers a useful guide for the change in the background
potential energy due to changes in mass. It should also be noted that when the volume
of the domain that contains an undershoot or an overshoot is added back into the top
or bottom mixing bins the effective ∆M for the calculation of the background potential
energy is reduced.
In general, the changes introduced into the diagnostics by the non–physical undershoots
and overshoots and changes in mass are dependent on the extent to which the system
deviates from a bounded and conservative state. This will naturally be dependent on
the numerical methods employed and will be noted when comparing the diagnostics for
the relevant systems. Before proceeding to a description of the mixing behaviour in the
lock–exchange, a comment is made on the relationship between z∗ and the background
potential energy for density and for an active scalar field, such as temperature.
4.3.6 Relationship between z∗ and the background potential energy for
density and for an active scalar field
In the lock–exchange simulations presented in this thesis, the density is defined through
a linear equation of state (2.15): ρ = ρ0(1−α(T−T0)) = ρ0(1+ ρ¯), where ρ¯ = −α(T−T0)
is the perturbation from the reference density, T is the temperature, T0 is the reference
temperature and α the thermal expansion coefficient. The background potential energy,
Eb, can then be divided into a constant part and a perturbation:
Eb = A
∫ H
0 ρgz∗ dz∗
= Aρ0g
(∫ H
0 z∗ dz∗ +
∫ H
0 ρ¯z∗ dz∗
)
= Aρ0g
(
H2
2 +
∫ H
0 ρ¯z∗ dz∗
)
.
(4.49)
The perturbation term is of interest as this is the term that will change in time. In the
lock–exchange max(|ρ¯|) = αmax(|T |) = 5× 10−4 which is significantly smaller than 1. If
the calculation of z∗ and Eb is performed on the full density field then an error of even 1%
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could dominate the calculation and the changes due to the perturbation will be missed.
The calculation is performed, therefore, for the perturbation and more specifically in
the lock–exchange for the temperature. This is simple since the values of z∗ for the
perturbation correspond directly to the values for the full density field:
P (ρ˜) = 1V
∫
V δ(ρ˜− ρ′) dV ′ ,
= 1V
∫
V δ(ρ0(1 + ˜¯ρ)− ρ0(1 + ρ¯′)) dV ′
= 1V
∫
V
1
ρ0
δ(˜¯ρ− ρ¯′) dV ′
= 1ρ0P (
˜¯ρ)
= 1V
∫
V
1
ρ0
δ(−α(T˜ − T ′)) dV ′
= 1αρ0P (T˜ ) ,
(4.50)
and, therefore,
z∗(ρ) = H
∫ ρmax
ρ P (ρ˜)dρ˜
= H
∫ ρ¯max
ρ¯ P (˜¯ρ)d ˜¯ρ
= H
∫ T
Tmin
P (T˜ )dT˜ .
(4.51)
Note, larger densities correspond to lower temperatures and therefore a smaller value of
temperature will correspond to a larger value of z∗ and vice versa.
4.4 Mixing behaviour in the lock–exchange
The reference state and background potential energy have been discussed and their rela-
tionship and properties demonstrated through simple examples. These diagnostics will
be used to analyse mixing in the lock–exchange in chapters 5 and 6. Their relationship
to the dynamics of the lock–exchange flow are now presented.
For analysis of the mixing, the lock–exchange is run until time, t = 500 s. This is
a longer period than that used for the investigation of the Froude number, chapter 3.
Therein it was only necessary to consider the propagation stage, where the gravity cur-
rents form and travel across the domain. This regime ends when the gravity current
fronts hit the end walls. Subsequently, the system enters the oscillatory stage, with
the fluid ‘sloshing’ back and forth across the domain. In this regime the dynamics are
complicated by interaction with the end walls and the formation of internal waves. The
flow is initially turbulent but becomes increasingly less active and the mixing eventu-
ally decreases. At the later times, therefore, temporal changes in the mixing diagnostics
become minimal, which offers a useful final state (from a mixing perspective) for com-
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(a) t/Tb = 0.75 (b) t/Tb = 1.89
(c) t/Tb = 2.52 (d) t/Tb = 7.50
(e) t/Tb = 13.04 (f) t/Tb = 18.33
Temperature
-0.5 0.0 0.5
Figure 4.20: Temperature distribution for the lock–exchange over an extended range of
time. The times are scaled by the buoyancy period, Tb (4.52), in order to correspond to
the times shown for the mixing diagnostics.
parison. Modelling both the propagation stage and the oscillatory stage presents a more
demanding challenge for an adaptive mesh, requiring good representation of the dynam-
ics in both regimes. The performance of simulations that use adaptive meshes to model
both the propagation stage and oscillatory stage are discussed in chapter 6.
The output from a high resolution structured (left to right) fixed mesh simulation, with
characteristic length l = 0.00025, and a control volume discretisation of the temperature
field, is used for the example here (case CV–FE analysed in chapter 5, cf. table 5.1). Snap-
shots of the lock–exchange temperature distribution for the extended time period and
mixing diagnostics are presented in figures 4.20 and 4.21. The mixing diagnostics include
the full reference state at times corresponding to the temperature distributions in figure
4.20; the reference state over scaled time for contours of temperature, T = −0.5 + i/10
for i ∈ [0, 10]; the change in the background potential energy plotted with both scaled
position of the no–slip head for the initial propagation stages, to allow comparisons be-
tween simulations where the front propagates at different speeds, and with scaled time
for the full time period considered; and the rate of change of background potential energy
over scaled time. The time is scaled by the buoyancy period
Tb = 2piN
−1
∞ , (4.52)
where N∞ =
√
g′/H is the buoyancy frequency, with g′ and H the reduced gravity
and height of the domain respectively, table 3.1 (O¨zgo¨kmen et al., 2007). It is again
noted that warmer temperatures (larger values of T ) correspond to lighter densities and
therefore larger values of z∗ and vice versa for cooler temperatures. The rate of change
of background potential energy is calculated by the application of a central difference
scheme to a smoothed set of values of the background potential energy. Without the
smoothing the rate of change of background potential energy is very noisy, figure 4.22.
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(a) Full reference state at selected scaled times (b) Evolution of z∗ over scaled time
(c) Evolution of Eb during propagation stages (d) Evolution of Eb over scaled time
(e) Rate of change of Eb, over scaled time
Figure 4.21: Example of the mixing diagnostics for the lock–exchange. (a): Full reference
state, z∗, plotted with temperature, T , at scaled times, t/Tb, given in the legend (where
Tb is the buoyancy period (4.52)). The times correspond to the temperature distributions
in figure 4.20. (b): The contours of z∗ for T = −0.5 + (i/10), for i ∈ [0, 10] over scaled
time. The contours for T = −0.5 and 0.5 lie along the axis z∗ = 0.0 and 0.1 respectively.
(c) and (d): The difference in the background potential energy from the initial value
normalised by the initial value, with ∆Eb = Eb − E0b , where Eb = Eb(X) or Eb(t) and
E0b is the initial value, plotted with the scaled position of the no–slip front, X/H, for the
propagation stages and with scaled time for the full simulation. (e): The rate of change
of background potential energy over scaled time.
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(a) Eb data not smoothed (b) Eb data smoothed
Figure 4.22: Example of the rate of change of the background potential energy, Eb,
over scaled time t/Tb, where Tb is the buoyancy period (4.52), with and without
smoothing of the background potential energy data from which it is calculated. The
background potential energy data is smoothed using python routines as described in
http://www.scipy.org/Cookbook/SignalSmooth with a Hanning window of length 250.
As the two gravity currents form and propagate across the domain, the fluid mixes and
there is a corresponding spreading of the contours of z∗ and an increase in the background
potential energy. The rate of change of background potential energy, which indicates the
mixing rate, also increases as the fraction of the domain occupied by the gravity currents
increases and there is more mixing along the lengthening interface. At t/Tb ≈ 1.25 and
t/Tb ≈ 1.75 the free–slip and no–slip fronts respectively reach the end wall. As the
currents run up against the end walls, the mixing rate continues to increase and reaches
a maximum as they slump back down.
During the first half cycle across the domain (until the fluid again runs up the end
walls), t/Tb ≈ 3 − 7, the mixing is still vigorous and is further enhanced by internal
waves and interaction with the end wall. During the second half cycle, t/Tb ≈ 7 − 10,
mixing still occurs but at a reduced rate. Subsequently, the system becomes increasingly
less active and the mixing subsides. At these times the available potential energy has
reduced and can fall to zero and, therefore, the energy available for conversion to kinetic
energy is reduced, figure 4.23. The potential energy and available potential energy oscil-
late in accordance with the system whereas the background potential energy constantly
increases (or tends to a near constant value) as mixing continually occurs within the
system, figure 4.23. This demonstrates the utility of partitioning the potential energy
into the background potential energy and available potential energy allowing the effects
of diapycnal mixing to be separated out. Also note that the value of the potential energy
does not fall below the value of the background potential energy, as would be expected.
At the later times the contours of z∗ cease spreading and the background potential
energy tends to a constant value. The full reference state tends towards a profile that
is linear for intermediate temperatures and has a more rapid gradient in z∗ for the
temperatures at the extremes. This demonstrates that a mixed water mass has been
created with intermediate temperatures. There is also an asymmetry in the reference
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Figure 4.23: Comparison of the potential energy, Ep, background potential energy, Eb,
and available potential energy, Ea = Ep − Eb, over scaled time, t/Tb, where Tb is the
buoyancy period (4.52), for the lock–exchange flow. The left axis shows the scale for Ep
and Eb and the right axis for Ea.
state due to the use of different boundary conditions on the top and bottom boundaries,
section 3.2. In general, the simulations are run until t = 500, t/Tb = 25.2. Due to the
reduction of the mixing rate to zero, or near zero, the period is considered long enough
to obtain a fair representation of the enhanced mixing behaviour of the system. Mixing
will continue beyond this time, due to molecular diffusion, at a significantly reduced rate
and is not investigated here.
4.4.1 Non–physical numerical effects on the diagnostics
The example simulation considered exhibits both undershoots and overshoots, albeit in
a very small fraction of the domain, and a change in the integral of temperature over
the domain and, hence, a change in mass (as will be demonstrated below), figure 4.24.
The overshoots and undershoots and the change in integral of the temperature are most
significant at earlier times, when the system is more active, and are at a maximum for
the range 3 . t/Tb . 7. The domain fraction that contains an undershoot or overshoot
is at most 0.7% and the change in the integral of temperature is at most 0.04% of the
normalisation factor, Θ¯ =
∫
Ω |T (t = 0,x)| dV , where T is temperature and Ω is the
domain.
During the period when the overshoots and undershoots and change in the integral
of temperature are largest, there is some divergence and convergence of the z∗ contours
that could be attributed to these effects. There is not, however, a notable deviation in
the background potential energy. The maximum change in z∗ due to the undershoot and
overshoot is given by H(VU + VO)/|Ω| < 0.0011 (4.40), which is only 1% of the range of
z∗.
The maximum change in the background potential energy (4.48) is governed by the
maximum of the change in the mass, ∆M . This can be calculated from the change in
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(a) Change in integral of temperature
(b) Minimum value of temperature (c) Volume fraction of the domain that contains
an undershoot
(d) Maximum value of temperature (e) Volume fraction of the domain that contains
an overshoot
Figure 4.24: Diagnostics for analysis of conservation and boundedness properties of the
lock–exchange example simulation. (a): The normalised change in the integral of tem-
perature, T , over the domain, over scaled time t/Tb, where Θ = Θ(t) =
∫
Ω T (t,x) dV ,
Θ0 = Θ(0), Θ¯ =
∫
Ω |T (0,x)| dV and Tb is the buoyancy period (4.52). (b) and (c): The
minimum value of temperature and the volume of the domain that contains an under-
shoot (T < Tmin−1×10−6 = −0.5−1×10−6) over scaled time, where V : volume and |Ω|:
volume of the whole domain. (d) and (e): The maximum value of temperature and the
volume of the domain that contains an overshoot (T > Tmax + 1×10−6 = 0.5 + 1×10−6)
over scaled time.
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the integral of the temperature since, by the linear equation of state (2.24),
∆M(t) =
∣∣∣∣∫
Ω
ρ(x, t)− ρ(x, 0) dV
∣∣∣∣ = ∣∣∣∣−ρ0α ∫
Ω
T (x, t)− T (x, 0) dV
∣∣∣∣ = ρ0α∆Θ(t) ,
(4.53)
where ∆Θ is the change in the integral of the temperature over the whole domain, Ω.
The change in the background potential energy due to a change in mass is bounded by
gH∆M = gHρ0α∆Θ = gHρ0αΘ¯(∆Θ/Θ¯), where the final expression is used since the
values of the change in the integral of the temperature when presented are normalised
by Θ¯. For this example, g = 10, α = 10−3, ρ0 = 1.0, H = 0.1 and Θ¯ = 0.04 and
∆Θ/Θ¯ / 0.0004, therefore, gH∆M / 1.6 × 10−8, figure 4.24. To compare with the
values in figure 4.21, this value is normalised by the initial value of the background
potential energy to give gH∆M/E0b < 4 × 10−7. During the propagation stages the
maximum of ∆Θ is approximately a quarter of the maximum value of ∆Θ for all time
and, hence, at these earlier times gH∆M/E0b < 1 × 10−7. The values of the maximum
change are 2 − 3.3% of the range of the change in the normalised background potential
energy for the respective time periods, figure 4.21, and again it is emphasised that this
is a generous bound and the actual impact is likely to be smaller. For this example,
therefore, the effects on the diagnostics of undershoots and overshoots and a change in
mass are minimal.
4.4.2 Number of mixing bins
Without an exact solution, it is not possible to determine the error in the diagnostics for
different numbers of bins, as it was for the linear and quadratic cases considered earlier,
sections 4.3.3 and 4.3.4. The diagnostics are therefore calculated for two adaptive mesh
cases (A0 and B7, table 3.4) with 100, 250, 500 and 1000 mixing bins, to determine the
impact of the number of mixing bins, figures 4.25 and 4.26.
There is little discernible difference in the values of z∗ for different numbers of mixing
bins. The values of the change in the background potential energy decrease as the number
of bins increase and the difference between the values is more notable during the earlier
propagation stages. The total range of the change in the background potential energy
for this early stage is approximately one order of magnitude smaller than the total range
for the full simulation. The difference in the background potential energy values between
100 and 1000 bins is less than 23% of the range during the propagation stages and
less than 4% of the range at late times. When comparing 500 bins and 1000 bins these
differences decrease to 3% in the propagation stages and 0.5% at late times. The minimal
differences for z∗ and the converging values of the background potential energy suggest
that the differences are more likely due to the numerical quadrature used for calculation
of the background potential energy, rather than significant differences in the z∗ values
calculated for different numbers of mixing bins.
The mixing diagnostics for both inactive and active tracers will be considered. For
the inactive tracer cases, where only the reference state evolution is analysed as the
background potential energy has no physical meaning, 100 bins are used. For the active
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(a) z∗ (b) z∗
(c) Eb (d) Eb
Figure 4.25: Comparison of the mixing diagnostics calculated with 100, 250, 500 and 1000
mixing bins for the adaptive mesh simulation B7, table 3.4. (a) and (b): Contours of
z∗ for T = −0.25 , 0.0 and 0.25 plotted with the scaled position of the no–slip front,
X/H, for the propagation stages and with scaled time, t/Tb, for the full simulation. The
contours of z∗ for T = −0.5 and 0.5 would lie along the 0.0 and 0.1 axis for z∗ and are not
presented. (c) and (d): The difference from the initial value of the background potential
energy, ∆Eb = Eb(X or t)− E0b , normalised by the initial value, E0b , plotted with the
scaled position of the no–slip front for the propagation stages and with scaled time for
the full simulation.
tracer cases the background potential energy is considered and 500 bins are used.
It is also noted that increases in the mesh resolution led to a decrease in the error in the
diagnostics for the linear and quadratic test cases, sections 4.3.3 and 4.3.4. This was due
to an improvement in the representation of the field as the mesh resolution increased.
The lock–exchange simulations discussed in chapters 5 and 6 are performed on fixed
meshes with a range of resolutions and also on adaptive meshes. Depending on the mesh
resolution, the dynamics of the system may or may not be well represented. However,
in terms of the diagnostics the mesh resolution provides a faithful representation of the
fields.
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(a) B7 (b) B7
(c) A0 (d) A0
Figure 4.26: Comparison of the difference in the background potential energy, ∆Eb,
between the values calculated with 1000 bins, E1000b , and the values calculated with
100, 250 and 500 mixing bins for two adaptive mesh simulations A0 and B7, table 3.4.
∆Eb(t orX) = Eb(t orX)−Eb(0) is the difference from the initial value for 100, 250 or 500
(cf. legend) and ∆E1000b (t orX) = E
1000
b (t orX) − E1000b (0). ∆Eb and ∆E1000b are nor-
malised by the initial value of the background potential energy calculated with 1000
mixing bins E1000b (0). The values are plotted with the scaled position of the no–slip
front, X/H, for the propagation stages and with scaled time t/Tb for all time.
4.5 Conclusions
The mixing in the lock–exchange will be assessed primarily with two diagnostics: the
reference state and the associated isoscalar coordinate (or isopycnal coordinate, when
the scalar is density), z∗, and the background potential energy, section 4.2 (Winters
et al., 1995; Winters and D’Asaro, 1996). When diascalar mixing (or diapycnal mixing,
when the scalar is density) occurs, the contours of z∗ will spread and the background
potential energy will increase, sections 4.2 and 4.4.
The values of z∗ are calculated using the method of Tseng and Ferziger (2001). This
requires the probability density function for the scalar field to be calculated, which is
achieved through the use of mixing bins, sections 4.3.1 and 4.3.2. The mixing bins give
the volume or volume fraction of the domain which contains fluid with scalar values
between specified bounds. Two test cases based on a scalar field that varies linearly
and quadratically have been used to investigate the impact on the diagnostics of mesh
resolution, the number of mixing bins, undershoots and overshoots in the solution and
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changes in mass, sections 4.3.3, 4.3.4 and 4.3.5.
For the test cases, the error in the diagnostics decreases as the characteristic length
of the mesh decreases (mesh resolution increases) and the representation of the field is
improved. As the number of mixing bins increases, the errors in z∗ increase. However,
for the cases considered, the errors are less than 1% of the range of z∗. The error in
the background potential energy decreases or converges as the number of mixing bins
increases and is dependent on the accuracy of both the mixing bins and the numerical
quadrature used to calculate the integral (4.12) from which it is calculated.
The method used for the treatment of undershoots and overshoots, which involves in-
corporating the volume of the domain that contains an undershoot or overshoot into the
lower or upper most mixing bins, is chosen both for consistency and practical reasons,
section 4.3.4. The maximum change introduced to z∗ by the undershoots and overshoots
increases as the volume fraction of the domain that contains an undershoot and/or over-
shoot increases. In general, it is bounded by the total volume fraction of the domain
that contains an undershoot and/or overshoot multiplied by the height of the domain
(4.40). The difference in the background potential energy from the bounded case also
increases as the volume fraction of the domain that contains an undershoot and/or over-
shoot increases. However, it is harder to determine a specific relationship between the
two.
Changes in mass alter the reference state, with converging and diverging contours of z∗
corresponding to decreases or increases in the portion of the domain with certain scalar
values (i.e. increasing or decreasing certain mixing bins). The background potential
energy increases if the mass increases and vice versa. The change (4.48) is bounded by
gH∆M where H is the height of the domain, g is gravity and ∆M is the change in mass.
Finally, an example of the mixing in the lock–exchange is given in section 4.4. The
time period is extended from that used in chapter 3 where the Froude number was the
diagnostic of interest. Here it includes both the initial propagation stages, where the flow
is in the gravity current regime, and the later oscillatory stages where the fluid ‘sloshes’
back and forth across the domain. Eventually the mixing becomes far less active allowing
for comparison of a final state with the diagnostics.
The example demonstrates the following behaviour of the diagnostics for the flow: the
contours of z∗ spread, more rapidly at first and then more slowly at later times; the
reference state tends to a profile that is linear for intermediate temperatures denoting
the mixed water mass that has been formed; the background potential energy increases
and then tends to a constant value at later times; the rate of change of background
potential energy shows an increasing mixing rate during the propagation stages and as
the gravity currents run up against the end walls, followed by a decreasing mixing rate,
which eventually tends to zero.
The maximum changes in the diagnostics attributable to undershoots and overshoots
and a change in mass are 1−3% of the range of the diagnostics in this example. The diag-
nostics were also compared in two adaptive mesh simulations for 100, 250, 500 and 1000
mixing bins to determine an appropriate number of bins. There was little discernible dif-
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ference for the values of z∗, and the values of the background potential energy converge
as the number of mixing bins increases. In chapters 5 and 6, both inactive and active
tracers are analysed, using the evolution of z∗ for the former and the evolution of both
z∗ and the background potential energy for the latter. 100 bins will be used for inactive
tracers and 500 bins will be used for active tracers.
In general, the reference state and background potential energy provide a useful means
of analysing mixing in the lock–exchange. They present sensitive diagnostics that are
complementary to the more robust Froude number previously analysed, chapter 3. They
will be used to compare the mixing in Fluidity–ICOM simulations that use different
discretisations of the advection–diffusion equation on fixed meshes, chapter 5, and in
simulations that use a control volume discretisation of the advection–diffusion equation
on both fixed and adaptive meshes, chapter 6.
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Chapter 5
The impact of discretisation of
the advection–diffusion equation
on simulations of the
two–dimensional lock–exchange
Synopsis
Numerical simulations of the two–dimensional lock–exchange flow are per-
formed on fixed meshes using different discretisation methods for the advection–
diffusion equation. Both inactive tracers and an active tracer, temperature,
are considered. The methods tested fall into three main categories: contin-
uous Galerkin, discontinuous Galerkin and control volume. The continuous
Galerkin methods are the most diffusive, leading to marginally slower front
speeds and more mixing. They are also the least computationally demanding
of the methods considered. The discontinuous Galerkin methods appear to
be the least diffusive but also exhibit the largest change in mass, making it
harder to draw comparisons with this method. The control volume methods
are less diffusive than the continuous Galerkin methods but more diffusive
than the discontinuous Galerkin methods. Different values of the diffusiv-
ity are tested for the control volume methods allowing the magnitude of the
numerical diffusivity to be estimated for the different resolution meshes con-
sidered. This ranges from a maximum value of 1.0 × 10−6 for the coarsest
resolution mesh to a maximum value of 1.0× 10−9 for the highest resolution
mesh.
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5.1 Introduction
Here, the impact of the method used for discretisation of the advection–diffusion equation
(2.21) for inactive tracers and the active tracer temperature in fixed mesh simulations of
the lock–exchange flow is evaluated. Particular emphasis is given to analysis of the mixing
which is assessed through the evolution of the reference state and background potential
energy, chapter 4. Additional diagnostics are also considered and these are introduced
below. The results present a platform from which to consider the impact of the use of
adaptive meshes on the mixing, chapter 6. The comparisons made also showcase the
utility of the reference state and background potential energy for measuring the mixing
in the flow.
Fluidity–ICOM is a flexible model offering several choices for discretisation of the
advection–diffusion equation. The available methods can be subdivided into three main
categories: continuous Galerkin, discontinuous Galerkin and control volume methods.
The main distinguishing feature of the methods are the types of basis functions used.
Continuous Galerkin methods use basis functions that are continuous within an element
and between elements resulting in solutions that are continuous. Discontinuous Galerkin
methods use basis functions that are continuous within an element but discontinuous
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between elements resulting in solutions that may be discontinuous. The control volume
methods use a finite volume discretisation with basis functions that are constant over a
control volume. More details of the discretisations considered are given in section 5.2.
The discretisation of the momentum equation could also be investigated. However, this
requires solutions for both the pressure and velocity fields and, therefore, discretisation
of both fields to be examined. This would add yet another layer of complexity to the
problem which is beyond the scope of this work.
The advection–diffusion equation depends on both the tracer field and the velocity
field. In Fluidity–ICOM the advection–diffusion equation is given the velocity field as
calculated from the momentum equation and, therefore, solves only for the tracer field.
For active tracers, such as temperature, the velocity, pressure and temperature fields are
coupled through the governing equations, as would be expected physically, section 2.2.6.
The advection–diffusion equation can also be applied to an inactive tracer. This removes
the dependency of the momentum equation on the tracer field. The feedbacks between
the momentum and tracer fields are therefore reduced. Furthermore, multiple inactive
tracer fields can be considered in a single simulation. Each of these inactive tracer fields
will then experience the same advecting velocity but, depending on choices such as the
discretisation method or the value of the diffusivity, may behave differently.
The advection–diffusion equation contains a diffusion term but the numerics may also
add additional diffusion to the system. No source or sink is present in the lock–exchange,
therefore in (2.21) Qθ = 0. If a value of κ¯ is specified, then the diffusion term is calculated
and the system is expected to present behaviour associated with the given diffusion. Here,
the diffusivity will be assumed isotropic and constant and hence κ¯ = κI¯. It is possible
in a numerical simulation to choose κ = 0 and/or to neglect the diffusion term. In this
case, the governing equations suggest that only advection should take place and there
should be no mixing in the system. However when the diffusion term is neglected or
κ = 0 mixing can still occur (as will be seen in the simulations presented here). The
system is therefore responding to the governing equations as if there were a diffusion
term present. This diffusion comes from the numerics because the numerical solution is
an approximation to the true solution. It will be termed numerical diffusion and it is
preferable to minimise this diffusion. It should also be ensured that, if the diffusion term
is calculated and a value of κ is specified, the numerical diffusion does not exceed the
given value. This will be considered for the control volume methods in section 5.4.2.4.
First, the different discretisations of the advection–diffusion equation are tested on
inactive tracers, section 5.3. A subset of the methods are then tested on active tracers,
section 5.4. Both sections 5.3 and 5.4 describe the set–up of the simulations, the results,
and provide a summary and conclusions of the particular analysis undertaken for the
inactive and active tracer fields respectively.
In addition to the reference state and background potential energy, the minimum
value and maximum values of the field, and the fractions of the domain that contain
any undershoots or overshoots are also considered. These values are of interest as it is
desirable to have a bounded method. If the method is not bounded then the undershoots
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and/or overshoots should occupy as small a fraction of the domain as possible. The
domain fractions also allow the impact of an undershoot and/or overshoot on the reference
state to be gauged, section 4.3.4.
A further desirable property of the discretisation is conservation of the tracer field.
The non–conservative form of the advection–diffusion equation is used, section 2.3.4, and
therefore none of the methods are expected to be conservative. However, it is still useful
to compare the extent to which conservation of the tracer is violated. This is considered
for a selection of the active tracers in section 5.4.2.2, where a simulation for each of
the selected methods is also tested with the advection–diffusion equation discretised in
conservative form. If the tracer field is not conserved, then mass will not be conserved (cf.
the equation of state (2.24)). This can affect the background potential energy (cf. section
4.3.5) and the potential impact of the changes in mass observed here are discussed.
A comparison of the gravity current front speed (or Froude number) is made in sec-
tion 5.4.2.3. The analysis of the mixing is then developed to obtain an estimate of the
numerical diffusivity for the control volume method, section 5.4.2.4. The computational
demand of each method is then considered, section 5.4.2.5. Finally, the chapter closes
with a summary and the key conclusions in section 5.5.
5.2 Discretisations of the advection–diffusion equation
The different discretisation methods considered are divided into three main categories:
continuous Galerkin methods, section 5.2.1, discontinuous Galerkin methods, section
5.2.2 and control volume methods, section 5.2.3. Each method is tested with the diffusion
term neglected and the evaluation of the mixing, therefore, allows the inherent numerical
diffusion of the different discretisation methods to be compared. The control volume
discretisation is also tested with the diffusion term included and several values of κ¯. In
these cases, the diffusion tensor is assumed to be isotropic with κ¯ = κI¯. This leads to
an estimate of the magnitude of the numerical diffusion for the control volume method
used here, section 5.4.2.4.
An overview of the key attributes of the different methods tested is given and a sum-
mary of the different options used is presented in table 5.1. More details about the
methods can be found in Applied Modelling and Computation Group (2011) and the
cited references.
5.2.1 Continuous Galerkin methods
A continuous Galerkin method with linear basis functions is considered, section 2.3.2.
In such methods, the truncation error can act like a negative diffusion term, leading to
an unbounded and unstable solution (Donea and Huerta, 2003). This occurs when the
advection terms become dominant over the diffusive terms, as usually measured by the
Peclet number, Pe = |u|h/2κ, where u is the velocity, h is a measure of the mesh element
size and κ is the diffusivity (Donea and Huerta, 2003). The continuous Galerkin method is
therefore considered both without stabilisation and with a stabilisation scheme known as
5.2 Discretisations of the advection–diffusion equation 127
streamline upwind. This scheme introduces an artificial diffusivity in the direction of the
flow (i.e. along streamlines) that aims to balance the inherent negative diffusion (Donea
and Huerta, 2003). The equations can be rewritten such that the artificial diffusivity
appears as an upwind weighting of the test function for the advection term (hence the
use of ‘upwinding’ in the name of the scheme).
A Crank–Nicolson scheme is used for temporal discretisation, cf. section 2.4.1. As
the mesh resolution increases, for a fixed time–step and therefore an increasing Courant
number, the system will be more prone to numerical instabilities. This is a property of the
system, and therefore will also be true for the discontinuous Galerkin and control volume
methods. For the continuous Galerkin methods, the portion of the domain that contains
an undershoot or overshoot is expected to decrease as the mesh resolution increases. This
is due to localisation of an error for this method, where the influence of a source region
decays more rapidly as the mesh resolution increases (Johnson et al., 1984).
The diffusion term is neglected and, therefore, any diffusion is numerical. These com-
binations are labelled ‘CG’ (no stabilisation) and ‘CG–SU’ (with streamline upwinding)
and are summarised in table 5.1.
5.2.2 Discontinuous Galerkin methods
A discontinuous Galerkin method has basis functions that are discontinuous between el-
ements. This increases the ratio of degrees of freedom to elements of the mesh compared
to continuous Galerkin methods and, therefore, the computational demand for the same
mesh also increases, tables 5.2 and 5.7. As was discussed for the control volume meth-
ods, section 2.3.3, a discontinuous Galerkin method requires a scheme to calculate the
fluxes between elements for use in the advection term. Here, the element face values are
calculated with an upwind flux scheme where for flow out of an element, the flux on the
interior side of the face is used and, for flow into the element, the flux on the exterior
side of the face is used (LeVeque, 2002).
With the semi–implicit Crank–Nicolson temporal discretisation the system will not be
bounded. To preserve boundedness, a vertex–based slope limiter is also tested (Kuzmin,
2010). This requires the advection terms to be solved explicitly in time and therefore
subcycles are performed at a Courant number of 0.1.
The diffusion term is neglected and, therefore, any diffusion is numerical. These combi-
nations are labelled ‘DG’ (no limiting) and ‘DG–lim’ (with limiting) and are summarised
in table 5.1.
5.2.3 Control volume methods
The control volume methods are largely used for discretisation of the advection–diffusion
equation in this thesis, section 2.3.3. These methods require a scheme to calculate the
flux in and out of the control volumes for use in the advection term and a scheme for
calculation of the diffusion term, section 2.3.3 and appendix A.
For the advection term, the values of the field at the faces of the control volume are
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required. Two methods are compared for calculation of this value. The first uses the basis
functions of the parent finite element mesh to calculate the face values. This method
will be referred to as finite element interpolation. A Sweby limiter is used to limit any
undershoots and overshoots and maintain stability of the method (Sweby, 1984; Wilson,
2009). This also introduces non–linearities that require additional non–linear temporal
iterations within the Crank–Nicolson temporal discretisation. Three non–linear iterations
are used here. The second method referred to as first order upwind, which is the same
as the upwind flux scheme used for the discontinuous Galerkin discretisation, is tested.
The method is diffusive, but is also bounded. It is a linear method and therefore does
not require additional non–linear temporal iterations (LeVeque, 2002).
As for the continuous Galerkin methods and discontinuous Galerkin methods, fields
with the diffusion term neglected are considered. These discretisations will be referred
to as ‘CV–FEM’ (finite element interpolation) and ‘CV–FOU’ (first order upwinding),
table 5.1. In addition, for the control volume method with finite element interpolation
for the face values, fields with the diffusion term included and values of κ = 10−N, N =
4, 6, 7, 8, 9 and 10 are considered. These are referred to as CV–FE–N, table 5.1. This
allows both an estimate of the numerical diffusion for the control volume method with
finite element interpolation for the face values to be obtained and the Froude numbers
for the active tracer simulations with these settings to be compared for different Prandtl
numbers, Pr = κ/ν, where ν is the kinematic viscosity. An element gradient method is
used in the discretisation of the diffusion term for the simulations where it is included,
cf. section 2.3.3.
Type Options Reference
Continuous Galerkin No stabilisation employed, diffusion
term neglected
CG
streamline upwind used for stabili-
sation, diffusion term neglected
CG–SU
Discontinuous Galerkin No limiting or subcycling employed,
diffusion term neglected
DG
Vertex based limiter employed
and subcycling performed with a
Courant number of 0.1, diffusion
term neglected
DG–lim
Control volumes First order upwinding for face val-
ues, diffusion term neglected
CV–FOU
Finite element interpolation for face
values, diffusion term neglected
CV–FE
Finite element interpolation for
face values, κ = 10−N where
N = 4, 6, 7, 8, 9 or 10
CV–FE–N
Table 5.1: Discretisation methods for the advection–diffusion equation, cf. sections 5.2.1,
5.2.2 and 5.2.3.
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5.3 Inactive tracers
5.3.1 Simulation set–up
The lock–exchange is simulated on four structured (left to right) fixed meshes with char-
acteristic lengths 0.002, 0.0005, 0.00025 and 0.000125, cf. section 2.6.1. As in chapter 3,
the domain is a two–dimensional rectangular box, 0 ≤ x ≤ 0.8 m, 0 ≤ z ≤ H, H = 0.1 m.
Initially, dense, cold water fills one half of the domain, T = −0.5 ◦C for x < 0.4 m,
and light, warm water fills the other half, T = 0.5 ◦C for x ≥ 0.4 m, figure 3.4. At
t = 0 s, u = 0 ms−1 everywhere. Time will, in general, be scaled by the buoyancy period
Tb = 2piN
−1∞ (4.52). A free–slip condition is applied to the end walls with u = 0 ms−1
at x = 0.0, 0.8 m. A no–slip condition is applied at the bottom boundary, u = 0 ms−1 at
z = 0 m and a free–slip condition (no normal flow and no external forcing) is applied at
the top boundary, w = 0 ms−1 at z = 0.1 m.
The velocity and pressure fields are discretised with a continuous Galerkin formulation
and the temperature field is discretised with a control volume formulation as described
in sections 2.3.2 and 2.3.3. A set of inactive tracers, θ, are then added to these simula-
tions. The tracer fields are calculated by solving the advection–diffusion equation (2.21)
and have initial condition θ = 0 for x < 0.4 m, and θ = 1.0 for x ≥ 0.4 m, mirroring the
temperature field. Each tracer field employs a different discretisation method and these
are given in table 5.1.
The simulations are, in general, run for 500 s, (a scaled time, t/Tb = 25.2). This allows
both the early propagation stages and the later oscillating stages to be simulated and for
the system to have reached a less active state, with a significantly reduced or near zero
mixing rate, section 4.4. Due to the increased resolution and therefore long run times
for l = 0.000125, this simulation was only run for 200 s, (t/Tb = 10.1). By this time the
system enters the less vigorous mixing stages and therefore useful comparisons can still
be made, section 4.4.
5.3.2 Results
For each inactive tracer the following quantities are considered: the minimum value and
the volume fraction of the domain with θ < −1 × 10−6 (considered undershoots); the
maximum value and the volume of the domain with 1.0 + 1 × 10−6 < θ (considered
overshoots); the contours of z∗ for θ = 0.25, 0.5, and 0.75 over time, section 4.2.1 (the
values for θ = 0.0 and 1.0 would lie along the axis z∗ = 0.0 and 0.1 respectively and are
not shown to allow for an easier comparison between methods); and finally snapshots of
the reference state at three times that represent the early propagation stage (t/Tb = 1.26),
the middle vigorous mixing oscillating stage (t/Tb = 6.29) and the later reduced mixing
oscillating stage (t/Tb = 10.07), where t: time and Tb: the buoyancy period, section 4.4.
The evolution of the z∗ contours and the snapshots of the reference state are used to
compare the mixing. The background potential energy has no physical meaning for an
inactive tracer and is not considered in this section.
First a comparison is made of the values for the inactive tracers that use a control
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volume method with finite element interpolation for calculation of the face values and
with different values of the diffusivity, κ = 10−N with N = 4, 6, 8, 10 and also the
case where the diffusion term is neglected, figure 5.1. As the diffusivity increases more
diascalar mixing takes place and the reference state tends towards a linear profile more
rapidly. This corresponds to a greater overall spreading of the z∗ contours for the given
values of θ. At the larger values of κ the minimum value of the field increases and the
maximum value of the field decreases away from the initial value, leaving no fluid with
the initial minimum and maximum values. As the diffusivity decreases undershoots and
overshoots come into existence since any instabilities are not so rapidly diffused away.
Yet the simulation remains stable and at later times, when the system is less active, the
undershoots and overshoots diminish.
As the diffusivity decreases the difference in the diagnostics between simulations with
different values of κ decrease. In particular, there is not an obvious difference between
the diagnostics for the case where diffusion is neglected and the case with κ = 1× 10−10
and only a marginal difference for the case with κ = 1× 10−8, figure 5.1. This suggests
that the control volume method with finite element interpolation for the face values and
an element gradient diffusion scheme has a numerical diffusivity between 10−10 and 10−8
for the mesh presented (l = 0.00025). This will be considered more closely and on all the
meshes in the context of active tracers, section 5.4.2.4.
For the simulations where the diffusion term is neglected, as the resolution increases
and the representation of the fields becomes more accurate, a decrease in the numerical
diffusion and therefore the mixing may be expected. For all methods, similar trends in
the reference state and contours of z∗ that indicate less mixing due to a lower diffusivity,
as described above, can be observed as the mesh resolution increases. The values for
continuous Galerkin discretisation with streamline upwinding is presented in figure 5.2
and the values for all other discretisations are presented in appendix D, cf. table D.1
which lists the figures.
The behaviour of the minimum value and maximum values differs between the different
methods. For the continuous Galerkin methods, as the resolution increases, undershoots
and overshoots increase in value, figures 5.2 and D.1. The influence of the instability is
localised and the fraction of the domain containing an undershoot or an overshoot de-
creases as mesh resolution increases (from a maximum of 12% at the coarsest resolution
to a maximum of just over 3% at the highest resolution for the case with streamline up-
winding). The discontinuous Galerkin method without limiting exhibits undershoots and
overshoots in similar fractions of the domain for the different mesh resolutions (maximum
of ≈ 22%), figure D.2. As would be expected, the case with limiting remains bounded,
figure D.3. For the control volume method with first order upwinding for calculation of
the face values there are no (or minimal, magnitude 10−7) undershoots or overshoots,
figure D.4. For the control volume method with finite element interpolation for the face
values, as the resolution increases the undershoots and overshoots increase in value and
also in volume fraction. However, the volume fraction of the domain that contains an
undershoot or overshoot is never more than 3.5%.
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(a) Evolution of z∗ (b) z∗ at t/Tb = 1.26
(c) z∗ at t/Tb = 6.29 (d) z∗ at t/Tb = 10.07
(e) min(θ) (f) Domain fraction with θ < −1× 10−6
(g) max(θ) (h) Domain fraction with 1+1×10−6 < θ
Figure 5.1: Comparison of mixing diagnostics for simulations that use a control volume
method, with finite element interpolation for calculation of the face values, for discreti-
sation of the advection–diffusion equation for an inactive tracer. Different lines represent
fields with different values of the diffusivity, cf. table 5.1. Several lines are overlaid
due to the similar magnitude of the values. The simulation is run on a fixed mesh with
characteristic length l = 0.00025. Values for meshes with other characteristic lengths are
presented in appendix D, cf. table D.1. (a): Contours of z∗ for θ = 0.25, 0.5, and 0.75.
The values for θ = 0.0 and 1.0, not shown, would lie along the axis z∗ = 0.0 and 0.1
respectively. (b)–(d): Snapshots of the reference state at three times that represent the
early propagation stage, the middle vigorous mixing oscillation stage and the later re-
duced mixing oscillation stage, section 4.4. (e) and (f): The minimum value of the field
and the domain fraction that contains an undershoot. (g) and (h): The maximum value
of the field and the domain fraction that contains an overshoot.
132 Chapter 5: Impact of discretisation of the advection–diffusion equation
(a) Evolution of z∗ (b) z∗ at t/Tb = 1.26
(c) z∗ at t/Tb = 6.29 (d) z∗ at t/Tb = 10.07
(e) min(θ) (f) Domain fraction with θ < −1× 10−6
(g) max(θ) (h) Domain fraction with 1+1×10−6 < θ
Figure 5.2: Comparison of mixing diagnostics for simulations that use a continu-
ous Galerkin method, with streamline upwind stabilisation, for discretisation of the
advection–diffusion equation for an inactive tracer, ‘CG–SU’, table 5.1. Different lines
represent meshes with different characteristic lengths given in the legend. Equivalent
comparisons for the other discretisation methods are presented in appendix D, cf. table
D.1. (a): Contours of z∗ for θ = 0.25, 0.5, and 0.75. The values for θ = 0.0 and 1.0,
not shown, would lie along the axis z∗ = 0.0 and 0.1 respectively. (b)–(d): Snapshots of
the reference state at three times that represent the early propagation stage, the middle
vigorous mixing oscillation stage and the later reduced mixing oscillation stage, section
4.4. (e) and (f): The minimum value of the field and the domain fraction that contains
an undershoot. (g) and (h): The maximum value of the field and the domain fraction
that contains an overshoot.
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(a) Evolution of z∗ (b) z∗ at t/Tb = 1.26
(c) z∗ at t/Tb = 6.29 (d) z∗ at t/Tb = 10.07
(e) min(θ) (f) Domain fraction with θ < −1× 10−6
(g) max(θ) (h) Domain fraction with 1+1×10−6 < θ
Figure 5.3: Comparison of mixing diagnostics for simulations that use continuous Galerkin
methods, both without stabilisation (‘CG’) and with streamline upwind stabilisation
(‘CG–SU’) for discretisation of the advection–diffusion equation for an inactive tracer,
table 5.1. The simulation is run on a fixed mesh with characteristic length l = 0.00025.
Values for meshes with other characteristic lengths are presented in appendix D, cf. table
D.1. (a): Contours of z∗ for θ = 0.25, 0.5, and 0.75. The values for θ = 0.0 and 1.0, not
shown, would lie along the axis z∗ = 0.0 and 0.1 respectively. (b)–(d): Snapshots of
the reference state at three times that represent the early propagation stage, the middle
vigorous mixing oscillation stage and the later reduced mixing oscillation stage, section
4.4. (e) and (f): The minimum value of the field and the domain fraction that contains
an undershoot. (g) and (h): The maximum value of the field and the domain fraction
that contains an overshoot.
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(a) Evolution of z∗ (b) z∗ at t/Tb = 1.26
(c) z∗ at t/Tb = 6.29 (d) z∗ at t/Tb = 10.07
(e) min(θ) (f) Domain fraction with θ < −1× 10−6
(g) max(θ) (h) Domain fraction with 1+1×10−6 < θ
Figure 5.4: Comparison of mixing diagnostics for simulations that use discontinuous
Galerkin methods, both with and without limiting (‘DG–lim’ and ‘DG’ respectively),
for discretisation of the advection–diffusion equation for an inactive tracer, table 5.1.
The simulation is run on a fixed mesh with characteristic length l = 0.00025. Values
for meshes with other characteristic lengths are presented in appendix D, cf. table D.1.
(a): Contours of z∗ for θ = 0.25, 0.5, and 0.75. The values for θ = 0.0 and 1.0, not
shown, would lie along the axis z∗ = 0.0 and 0.1 respectively. (b)–(d): Snapshots of
the reference state at three times that represent the early propagation stage, the middle
vigorous mixing oscillation stage and the later reduced mixing oscillation stage, section
4.4. (e) and (f): The minimum value of the field and the domain fraction that contains
an undershoot. (g) and (h): The maximum value of the field and the domain fraction
that contains an overshoot. For the ‘DG–lim’ case the domain fraction containing an
undershoot or overshoot is zero and therefore in (f) and (h) the values lie along the zero
axis.
5.3 Inactive tracers 135
(a) Evolution of z∗ (b) z∗ at t/Tb = 1.26
(c) z∗ at t/Tb = 6.29 (d) z∗ at t/Tb = 10.07
(e) min(θ) (f) Domain fraction with θ < −1× 10−6
(g) max(θ) (h) Domain fraction with 1+1×10−6 < θ
Figure 5.5: Comparison of mixing diagnostics for simulations that use control volume
methods for discretisation of the advection–diffusion equation for an inactive tracer. The
diagnostics are compared for cases when the face values are calculated by first order
upwinding (‘CV–FOU’) and finite element interpolation for κ = 1.0× 10−6 and the case
with the diffusion term neglected (‘CV–FE-6’ and ‘CV–FE’ respectively), table 5.1. The
simulation is run on a fixed mesh with characteristic length l = 0.00025. Values for
meshes with other characteristic lengths are presented in appendix D, cf. table D.1.
(a): Contours of z∗ for θ = 0.25, 0.5, and 0.75. The values for θ = 0.0 and 1.0, not
shown, would lie along the axis z∗ = 0.0 and 0.1 respectively. (b)–(d): Snapshots of
the reference state at three times that represent the early propagation stage, the middle
vigorous mixing oscillation stage and the later reduced mixing oscillation stage, section
4.4. (e) and (f): The minimum value of the field and the domain fraction that contains
an undershoot. (g) and (h): The maximum value of the field and the domain fraction
that contains an overshoot.
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(a) Evolution of z∗ (b) z∗ at t/Tb = 1.26
(c) z∗ at t/Tb = 6.29 (d) z∗ at t/Tb = 10.07
(e) min(θ) (f) Domain fraction with θ < −1× 10−6
(g) max(θ) (h) Domain fraction with 1+1×10−6 < θ
Figure 5.6: Comparison of mixing diagnostics for simulations that use selected methods
for discretisation of the advection–diffusion equation for an inactive tracer, table 5.1.
The simulation is run on a fixed mesh with characteristic length l = 0.0005. Values
for meshes with other characteristic lengths are presented in appendix D, cf. table D.1.
(a): Contours of z∗ for θ = 0.25, 0.5, and 0.75. The values for θ = 0.0 and 1.0, not
shown, would lie along the axis z∗ = 0.0 and 0.1 respectively. (b)–(d): Snapshots of
the reference state at three times that represent the early propagation stage, the middle
vigorous mixing oscillation stage and the later reduced mixing oscillation stage, section
4.4. (e) and (f): The minimum value of the field and the domain fraction that contains
an undershoot. (g) and (h): The maximum value of the field and the domain fraction
that contains an overshoot.
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(a) Evolution of z∗ (b) z∗ at t/Tb = 1.26
(c) z∗ at t/Tb = 6.29 (d) z∗ at t/Tb = 10.07
(e) min(θ) (f) Domain fraction with θ < −1× 10−6
(g) max(θ) (h) Domain fraction with 1+1×10−6 < θ
Figure 5.7: Comparison of mixing diagnostics for simulations that use selected methods
for discretisation of the advection–diffusion equation for an inactive tracer, table 5.1.
The simulation is run on a fixed mesh with characteristic length l = 0.00025. Values
for meshes with other characteristic lengths are presented in appendix D, cf. table D.1.
(a): Contours of z∗ for θ = 0.25, 0.5, and 0.75. The values for θ = 0.0 and 1.0, not
shown, would lie along the axis z∗ = 0.0 and 0.1 respectively. (b)–(d): Snapshots of
the reference state at three times that represent the early propagation stage, the middle
vigorous mixing oscillation stage and the later reduced mixing oscillation stage, section
4.4. (e) and (f): The minimum value of the field and the domain fraction that contains
an undershoot. (g) and (h): The maximum value of the field and the domain fraction
that contains an overshoot.
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Comparison of the two continuous Galerkin methods show, as expected, that the use
of streamline upwinding leads to improved preservation of the bounds, figure 5.3. Fur-
thermore, at the highest resolution the continuous Galerkin method without stabilisation
becomes unstable, while that with streamline upwinding remains stable, figures 5.2 and
D.1. Whilst the case with streamline upwinding adds additional diffusion, there is little
apparent difference in the amount of mixing between the cases with and without sta-
bilisation. This could indicate that the additional diffusion required for stabilisation is
minimal. However, it is more likely that the larger domain fraction containing an un-
dershoot or overshoot for the case without stabilisation (which can be up to 40% for
both the undershoot and overshoot in total and more than double that for the case with
stabilisation), will impact on the values of z∗; the use of stabilisation may, therefore,
alter the mixing more than it initially appears, cf. (4.40) and section 4.3.4. Similarly for
the discontinuous Galerkin methods there is little apparent difference in the amount of
mixing observed between the methods with and without limiting, figure 5.4. However,
the bounds clearly undershoot and overshoot and in a large portion of the domain for
the case without limiting, which again leads to a larger uncertainty in the value of z∗
for this case. Finally, the control volume method with first order upwind calculation of
the face values presents more mixing than the control volume method with finite ele-
ment interpolation used for calculation of the face values, figure 5.5. In fact, the case
with first order upwind calculation of the face values behaves more similarly to the case
with finite element interpolation used for calculation of the face values and a value of
κ = 10−6 than the case with the diffusion term is neglected. The behaviour suggests
that, whilst bounded, the first order upwind scheme is inherently more diffusive than the
finite element interpolation scheme.
Finally, a selection of the discretisation methods (with the diffusion term neglected)
are compared at two resolutions, characteristic lengths l = 0.0005 and 0.00025, figures 5.6
and 5.7. Comparisons for l = 0.002 and 0.000125 are presented in appendix D, cf. table
D.1 which lists the figures. For the continuous Galerkin methods the better bounded
method that uses streamline upwinding for stabilisation is considered. Both discontin-
uous Galerkin methods are compared as well as the control volume method with finite
element interpolation. The values for this last method with the diffusion term included
and κ = 10−6 are also considered. The control volume method with κ = 10−6 exhibits the
most mixing, followed by the continuous Galerkin method with streamline upwinding,
then the control volume method (with the diffusion term neglected) and finally the dis-
continuous Galerkin methods. The difference between the mixing for the control volume
method with κ = 10−6 and the continuous Galerkin method with streamline upwinding
is larger than the difference between the continuous Galerkin method with streamline up-
winding and the control volume method (with the diffusion term neglected). This second
difference is in turn larger than the difference between the control volume method (with
the diffusion term neglected) and the discontinuous Galerkin methods. The discontinu-
ous Galerkin method without limiting displays significantly larger over and undershoots
than the other methods and in a much greater proportion of the domain (up to ≈ 22%).
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The next largest over and undershoots come from the continuous Galerkin method which
are contained in less than 12% of the domain (the maximum being for the case l = 0.002,
figure 5.2). The control volume method (with the diffusion term neglected) is the only
other method to exhibit over and undershoots and these occur in less than 3.5% of the
domain (the maximum being for the case l = 0.000125, figure D.9).
5.3.3 Summary
The different discretisation methods largely exhibit the expected behaviour. The con-
tinuous Galerkin method with streamline upwinding is more stable than the continuous
Galerkin method without stabilisation. The discontinuous Galerkin method without lim-
iting exhibits larger undershoots and overshoots and in a larger portion of the domain
than all of the other methods. For both the continuous and discontinuous Galerkin cases,
it is hard to compare the mixing between cases with and without stabilisation and limiting
respectively. This is due to the effect on z∗ of the larger volume fractions of the domain
that contain an undershoot or overshoot; these occur when there is no stabilisation for
the continuous Galerkin method or limiting is not applied to the discontinuous Galerkin
method. For the control volume methods, the simulations with calculation of the face
values performed by first order upwinding were more diffusive than when the calculation
was performed using finite element interpolation. Comparison of different values of κ for
a control volume method with finite element interpolation used for calculation of the face
values demonstrates that, as expected, increased diffusion leads to more mixing. As the
diffusion decreases the undershoots and overshoots increase, indicating that the method
is less stable as any extrema are not diffused away as rapidly. Similar behaviour is seen
as the mesh resolution is increased for the case with the diffusion term neglected.
Comparison between the different method types suggested that the discontinuous
Galerkin methods exhibit the least mixing, followed closely by the control volume method
with finite element interpolation. The continuous Galerkin method with streamline up-
winding demonstrated more mixing and the undershoots and overshoots occur in a larger
portion of the domain than the other methods (except for the discontinuous Galerkin
method without limiting). In general, for a given number of nodes in the mesh, the
discontinuous Galerkin method performs the best of the methods considered. However,
for a given number of nodes in the mesh a discontinuous Galerkin method will have more
degrees of freedom than the continuous Galerkin or the control volume methods. This
will be considered further in the case of the active tracers, section 5.4.
The analysis of the inactive tracers is useful as a comparison of the methods can
be made by running only one simulation with multiple inactive tracers. Furthermore,
the feedback between the tracer field and the velocity field is removed. Ultimately the
discretisations will be used on an active tracer field, therefore a selection of the meth-
ods will now be used to discretise the active temperature field in simulations of the
lock–exchange flow, section 5.4. The discretisations used are: continuous Galerkin with
streamline upwinding, discontinuous Galerkin with vertex based limiting and the control
volume method with finite element interpolation for the face values. This selection of
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methods minimise the numerical diffusion and the undershoots and overshoots, yet still
give a representative spread of the different method types considered.
5.4 Active tracers
5.4.1 Simulation set–up
As for the inactive tracers, the two–dimensional lock–exchange is simulated with velocity
and pressure fields that are discretised with a continuous Galerkin formulation, sections
2.3.2 and 5.3.1. Separate simulations are performed with different discretisations of the
temperature field. Given the behaviour observed for the inactive tracers, sections 5.3.2
and 5.3.3, the following discretisation methods are considered: a continuous Galerkin
method with streamline upwinding and the diffusion term neglected, ‘CG–SU’, table 5.1,
hereafter the continuous Galerkin method; a discontinuous Galerkin method with vertex
based limiting and diffusion term neglected, ‘DG–lim’, table 5.1, hereafter the discontin-
uous Galerkin method; and a control volume method with finite element interpolation for
the face values and an element gradient diffusion scheme, hereafter the control volume
method, with values of κ = 10−N with N = 6, 7, 8, 9 and 10 and also the case with
diffusion term neglected, ‘CV–FE–N’ (N = 6, 7, 8, 9, and 10) and ‘CV–FE’, table 5.1.
Each of these simulations are performed on four structured (left to right) fixed meshes
with characteristic lengths l = 0.002, 0.0005, 0.00025 and 0.000125, cf. section 2.6.1. For
l = 0.002 and 0.0005 the simulations are run until t = 500 s, (t/Tb = 25.2). Owing to the
increased computational demands for the higher resolution fixed meshes, for l = 0.00025
and 0.000125 the simulations are terminated at t = 200 s, (t/Tb = 10.1). By this time,
the system is far less active and, as the amount of mixing in the system is significantly
reduced, informative comparisons can still be made.
Each of the meshes considered has a certain number of nodes and elements, (where
‘nodes’ refers to the vertices of the mesh). However, given the different basis functions
used for the different methods the number of degrees of freedom. i.e. the number of points
the solution is calculated at, differs. Comparisons will be considered both in terms of
number of nodes and number of degrees of freedom. For the continuous Galerkin method
with linear basis functions, each element has three degrees of freedom (one at each node).
At the nodes, the solution must be continuous and therefore all elements joined at a
node must have the same value. The number of degrees of freedom is, therefore, given
by the number of nodes in the mesh. The discontinuous Galerkin method with linear
basis functions has three degrees of freedom per element and no continuity requirements
between elements. The number of degrees of freedom is, therefore, three times the number
of elements in the mesh. For the control volume method, each control volume is formed
around a node of the parent finite element mesh (e.g. figure 2.2) and has one degree
of freedom (as the basis functions are piecewise constant). The number of degrees of
freedom is, therefore, the number of nodes in the (parent finite element) mesh. The
number of nodes and number of degrees of freedom associated with each of these meshes
for the different methods is listed in table 5.2.
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l Number Number of Degrees of freedom
of nodes elements CG CV DG
0.01 8.9× 102 1.6× 103 8.9× 102 8.9× 102 4.8× 103
0.002 2.0× 104 4.0× 104 2.1× 104 2.1× 104 1.2× 105
0.0005 3.2× 105 6.4× 105 3.2× 105 3.2× 105 1.9× 106
0.00025 1.3× 106 2.6× 106 1.3× 106 1.3× 106 7.7× 106
0.000125 5.1× 106 1.0× 107 5.1× 106 5.1× 106 3.1× 107
Table 5.2: Table of the number of nodes for the structured (left to right) meshes with
characteristic length l, section 2.6.1, and number of degrees of freedom on each mesh
for continuous Galerkin methods (CG), control volume methods (CV) and discontinuous
Galerkin methods (DG), cf. table 5.1, used in the simulations described in sections 5.3.1
and 5.4.1.
5.4.2 Results
The analysis of the active tracers begins with a discussion of the mixing in section 5.4.2.1.
This is followed by consideration of the conservation properties of the schemes in section
5.4.2.2. For comparison of a different diagnostic, the Froude number is also analysed in
section 5.4.2.3. The numerical diffusion for the control volume method is then considered
more closely and an estimate of the numerical diffusion obtained in section 5.4.2.4. Finally
the computational demand of the different methods is compared in section 5.4.2.5.
5.4.2.1 Mixing
As temperature is an active tracer, the background potential energy (4.11) can be used
as a diagnostic and is therefore considered here, cf. section 4.2.3.3. The values are
plotted with both scaled position of the no–slip front, X/H, for the propagation stages,
where H is the domain height, and scaled time t/Tb for the full simulation, where Tb is
the buoyancy period (4.52). The rate of change of the background potential energy is
also presented. Diapycnal mixing increases the background potential energy and larger
increases in the background potential energy are expected for a more diffusive system,
section 4.2.3.3. For the methods with the diffusion term neglected, a smaller increase
in the background potential energy is preferred as this indicates a smaller numerical
diffusion. The z∗ contours over scaled time for temperature, T = −0.25, 0.0 and 0.25, are
presented to compare the behaviour of the reference state, cf. section 4.2.1. The values for
T = −0.5 and 0.5 would lie along the axis z∗ = 0.0 and 0.1 respectively, section 4.4, but
are not shown to allow for an easier comparison between methods to be made. Finally,
the minimum value and the volume fraction of the domain with T < −0.5 − 1 × 10−6
(considered undershoots) and the maximum value and the volume of the domain with
0.5 + 1× 10−6 < T (considered overshoots) are also considered. Again it is desirable for
the method to be bounded and for the fraction of the domain containing an undershoot
or overshoot to be minimised.
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(a) Evolution of Eb during the propagation
stages
(b) Evolution of Eb over all time
(c) Evolution of z∗ over all time (d) Rate of change of Eb over all time
(e) min(T ) (f) Domain fraction with T < −0.5− 1× 10−6
(g) max(T ) (h) Domain fraction with 0.5 + 1× 10−6 < T
Figure 5.8: Comparison of mixing diagnostics for simulations that use a continu-
ous Galerkin method, with streamline upwind stabilisation, for discretisation of the
advection–diffusion equation for temperature, T , (an active tracer), ‘CG–SU’, 5.1. Dif-
ferent lines represent meshes with different characteristic lengths given in the legend.
Comparisons for other discretisations are presented in appendix D, cf. table D.1. The
simulations on the two highest fixed meshes are terminated at t = 200, t/Tb ≈ 10.1. (a)
and (b): The difference from the initial value of the background potential energy, ∆Eb,
normalised by the initial value, E0b . The values are plotted with the scaled position of
the no–slip front, X/H, for the propagation stages, and, with scaled time, t/Tb, for the
full simulation. (c): The contours of z∗ for T = −0.25, 0.0, and 0.25. The contours for
T = −0.5 and 0.5, not shown, lie along the axis, z∗ = 0.0 and 0.1 respectively. (d): The
rate of change of background potential energy. (e) and (f): The minimum value of the
field and the domain fraction that contains an undershoot, where V : volume and |Ω|:
total volume of the domain. (g) and (h): The maximum value of the field and the domain
fraction that contains an overshoot.
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(a) Evolution of Eb during the propagation
stages
(b) Evolution of Eb over all time
(c) Evolution of z∗ over all time (d) Rate of change of Eb over all time
(e) min(T ) (f) Domain fraction with T < −0.5− 1× 10−6
(g) max(T ) (h) Domain fraction with 0.5 + 1× 10−6 < T
Figure 5.9: Comparison of mixing diagnostics for simulations with a discontinuous
Galerkin method and vertex–based slope limiter used for discretisation of the advection–
diffusion equation for temperature, T , (an active tracer), ‘DG–lim’, table 5.1. Different
lines represent meshes with different characteristic lengths given in the legend. Compar-
isons for other discretisations are presented in appendix D, cf. table D.1. The simulations
on the two highest fixed meshes are terminated at t = 200, t/Tb ≈ 10.1. (a) and (b): The
difference from the initial value of the background potential energy, ∆Eb, normalised by
the initial value, E0b . The values are plotted with the scaled position of the no–slip front,
X/H, for the propagation stages, and, with scaled time, t/Tb, for the full simulation. (c):
The contours of z∗ for T = −0.25, 0.0, and 0.25. The contours for T = −0.5 and 0.5,
not shown, lie along the axis, z∗ = 0.0 and 0.1 respectively. (d): The rate of change
of background potential energy. (e) and (f): The minimum value of the field and the
domain fraction that contains an undershoot, where V : volume and |Ω|: total volume of
the domain. (g) and (h): The maximum value of the field and the domain fraction that
contains an overshoot.
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(a) Evolution of Eb during the propagation
stages
(b) Evolution of Eb over all time
(c) Evolution of z∗ over all time (d) Rate of change of Eb over all time
(e) min(T ) (f) Domain fraction with T < −0.5− 1× 10−6
(g) max(T ) (h) Domain fraction with 0.5 + 1× 10−6 < T
Figure 5.10: Comparison of mixing diagnostics for simulations with selected methods
used for discretisation of the advection–diffusion equation for temperature, T , (an active
tracer), table 5.1. The simulations are run on a fixed mesh with characteristic length
l = 0.0005. Values for meshes with other characteristic lengths are presented in appendix
D, cf. table D.1. (a) and (b): The difference from the initial value of the background
potential energy, ∆Eb, normalised by the initial value, E
0
b . The values are plotted with
the scaled position of the no–slip front, X/H, for the propagation stages, and, with scaled
time, t/Tb, for the full simulation. (c): The contours of z∗ for T = −0.25, 0.0, and 0.25.
The contours for T = −0.5 and 0.5, not shown, lie along the axis, z∗ = 0.0 and 0.1
respectively. (d): The rate of change of background potential energy. (e) and (f): The
minimum value of the field and the domain fraction that contains an undershoot, where
V : volume and |Ω|: total volume of the domain. (g) and (h): The maximum value of the
field and the domain fraction that contains an overshoot.
5.4 Active tracers 145
(a) Evolution of Eb during the propagation
stages
(b) Evolution of Eb over all time
(c) Evolution of z∗ over all time (d) Rate of change of Eb over all time
(e) min(T ) (f) Domain fraction with T < −0.5− 1× 10−6
(g) max(T ) (h) Domain fraction with 0.5 + 1× 10−6 < T
Figure 5.11: Comparison of mixing diagnostics for simulations with selected methods
used for discretisation of the advection–diffusion equation for temperature, T , (an active
tracer), table 5.1. The simulations are run on a fixed mesh with characteristic length
l = 0.00025. Values for meshes with other characteristic lengths are presented in appendix
D, cf. table D.1. (a) and (b): The difference from the initial value of the background
potential energy, ∆Eb, normalised by the initial value, E
0
b . The values are plotted with
the scaled position of the no–slip front, X/H, for the propagation stages, and, with scaled
time, t/Tb, for the full simulation. (c): The contours of z∗ for T = −0.25, 0.0, and 0.25.
The contours for T = −0.5 and 0.5, not shown, lie along the axis, z∗ = 0.0 and 0.1
respectively. (d): The rate of change of background potential energy. (e) and (f): The
minimum value of the field and the domain fraction that contains an undershoot, where
V : volume and |Ω|: total volume of the domain. (g) and (h): The maximum value of the
field and the domain fraction that contains an overshoot.
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(a) Evolution of Eb during the propagation
stages
(b) Evolution of Eb over all time
(c) Evolution of z∗ over all time (d) Rate of change of Eb over all time
(e) min(T ) (f) Domain fraction with T < −0.5− 1× 10−6
(g) max(T ) (h) Domain fraction with 0.5 + 1× 10−6 < T
Figure 5.12: Comparison of mixing diagnostics for simulations that use a control volume
method, with finite element interpolation for calculation of the face values, for discretisa-
tion of the advection–diffusion equation for temperature, T , (an active tracer), cf. table
5.1. Different lines represent fields with different values of the diffusivity, cf. table 5.1.
The simulations are run on a fixed mesh with characteristic length l = 0.00025. Values
for meshes with other characteristic lengths are presented in appendix D, cf. table D.1.
(a) and (b): The difference from the initial value of the background potential energy,
∆Eb, normalised by the initial value, E
0
b . The values are plotted with the scaled position
of the no–slip front, X/H, for the propagation stages, and, with scaled time, t/Tb, for
the full simulation. (c): The contours of z∗ for T = −0.25, 0.0, and 0.25. The contours
for T = −0.5 and 0.5, not shown, lie along the axis, z∗ = 0.0 and 0.1 respectively. (d):
The rate of change of background potential energy. (e) and (f): The minimum value of
the field and the domain fraction that contains an undershoot, where V : volume and
|Ω|: total volume of the domain. (g) and (h): The maximum value of the field and the
domain fraction that contains an overshoot.
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For each discretisation method as the mesh resolution increases the amount of mixing
decreases as for the inactive tracers; the diagnostics for the continuous Galerkin case are
presented in figure 5.8, those for the discontinuous Galerkin case are presented in figure
5.9 and those for all other cases can be found in appendix D, cf. table D.1 which lists
the figures. The diagnostics also show that the continuous Galerkin method becomes
unstable on the highest resolution mesh.
The background potential energy should, in general, increase or remain constant. For
the discontinuous Galerkin method, during the propagation stages, a decrease in the
background potential energy is observed. The size of the decrease reduces as the mesh
resolution increases and could therefore be attributed to errors in the calculation method,
section 4.3.3. However, it is also possible that this is due to a change in the mass due
to lack of conservation, section 4.3.5. Furthermore, the values for the discontinuous
Galerkin method on the mesh with characteristic length l = 0.00025 decrease towards
the end of the time period t/Tb = 10.1. Extending the simulation to the full time period,
t/Tb = 25.2, shows values of the background potential energy that consistently decrease
at the later times, figure 5.9. This can be attributed to a change in the mass and the
behaviour is discussed further in section 5.4.2.2.
The different methods with the diffusion term neglected exhibit similar trends in the
mixing to those for the inactive tracers: continuous Galerkin methods show the most
mixing, followed by control volume methods and finally discontinuous Galerkin methods,
figures 5.10 and 5.11 for l = 0.0005 and 0.00025 and for the other values of l the figures
are presented in appendix D, cf. table D.1 which lists the figures. Towards the end of
the simulation the continuous Galerkin method continues to mix, with behaviour more
similar to the control volume method with κ = 1 × 10−6 and 1 × 10−7. For the other
methods, the rate of change of background potential energy generally tends to zero at
later times, even on the coarsest mesh, figures 5.8, 5.10, 5.11, and 5.12 and cf. table D.1,
appendix D for other relevant figures.
The discontinuous Galerkin method presents the least mixing. For a given mesh, the
discontinuous Galerkin method has a higher number of degrees of freedom, table 5.2.
The mixing can be compared for the different methods between cases where the number
of degrees of freedom is similar, rather that the number of nodes in the mesh, figure 5.13.
For a larger number of degrees of freedom, the discontinuous Galerkin method presents
the least mixing but more mixing than the control volume method for a smaller number
of degrees of freedom, figure 5.13. It therefore appears that use of the discontinuous
Galerkin method leads to the lowest numerical diffusion both on a given mesh and for
a given number of degrees of freedom. However, the values are affected by a change in
mass and this initial conclusion may not hold. This will be discussed further in section
5.4.2.2.
An increase in the diffusivity for the control volume methods that include the diffusion
term corresponds to larger increases in the background potential energy and an increase
in the mixing rate, figure 5.12 for l = 0.00025 and for the other values of l the figures
are presented in appendix D, cf. table D.1 which lists the figures. A comparison of the
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(a) (b) (c)
Figure 5.13: Comparison of the difference from the initial value of the background po-
tential energy, ∆Eb, normalised by the initial value, E
0
b , over scaled time, t/Tb, for
simulations with selected discretisation methods used for discretisation of the advection–
diffusion equation for temperature, T , (an active tracer), table 5.1. Different lines rep-
resent different numbers of degrees of freedom, which are also given in the legend, table
5.2.
background potential energy for the different values of κ suggests, for the mesh with
characteristic length l = 0.00025 for example, a numerical diffusivity of magnitude 10−9,
as there is little apparent difference between the values for the case with κ ≤ 10−9 and
the case when the diffusion term is neglected. This is discussed further and also for the
other meshes in section 5.4.2.4.
The bounds behave as observed for the inactive tracers: the continuous Galerkin
method has larger values of the maximum and minimum as the resolution increases
but the volume fraction of the domain that contains any undershoots or overshoots de-
creases; the discontinuous Galerkin method remains bounded; and the control volume
method has a larger value of the maximum and minimum as the resolution increases
and in a larger portion of the domain, but again this is small and at most 5% over all
the mesh resolutions, figure 5.8 and cf. table D.1, appendix D for other relevant figures.
For all methods on the coarsest resolution mesh (l = 0.002) and for the control volume
method with κ = 10−6 there is an increase of the minimum value and decrease of the
maximum value away from the respective initial values, figures 5.8 and 5.12 and cf. table
D.1 appendix D for other relevant figures.
5.4.2.2 Conservation properties
The advection–diffusion equation is solved in non–conservative form, section 2.3.4. The
methods are, therefore, not expected to be conservative; that is Θ =
∫
Ω TdV is not
constant over time, where Ω is the domain. As temperature and density are linked
through the equation of state (2.24) this also means that mass will not be conserved. It
is noted that an increase in the integral of temperature over the domain Θ corresponds to
a decrease in mass and vice versa. The extent to which conservation of mass is violated
and the impact on the background potential energy are now assessed.
All the simulations present a change in Θ and hence the mass, figure 5.14. The simula-
tions with a control volume method have the smallest change, with a maximum increase
of 0.08% of Θ¯ =
∫
Ω |T (t = 0,x)| dV = 0.04, the value by which the change in Θ is nor-
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(a) l = 0.0005 (b) l = 0.00025
(c) DG–lim (d) CV-FE
Figure 5.14: Comparison of the conservation properties for simulations with selected
discretisations of the advection–diffusion equation for temperature, T , (an active tracer)
in non–conservative form, cf. table 5.1. (a) and (b): Values for simulations with different
methods performed on fixed meshes with characteristic length l. (c) and (d): Values for
simulations that use the discontinuous Galerkin method, with a vertex based limiter, or
the control volume method, with finite element interpolation for calculation of the face
values, are compared on meshes with different characteristic lengths given in the legends.
The normalised difference in the integral of temperature over the domain, Ω, with scaled
time, t/Tb, is presented with Θ(t) =
∫
Ω T (t,x) dV , Θ0 = Θ(0) and Θ¯ =
∫
Ω |T (0,x)| dV =
0.04. The change in Θ is linked to a change in mass by the equation of state (2.24) and an
increase in Θ corresponds to a decrease in mass. The simulation ‘CG–SU’ for l = 0.00025
and ‘DG–lim’ for l = 0.000125 are terminated at t = 200, t/Tb ≈ 10.1.
malised, cf. figure 5.14. Simulations with a continuous Galerkin method have a change in
Θ (decrease for l = 0.0005 and increase for l = 0.00025) which is approximately one order
of magnitude larger. The simulations with a discontinuous Galerkin method show the
largest changes which can be yet another order of magnitude larger again. The largest
change (decrease) for the simulations with a discontinuous Galerkin method is 3% of Θ¯.
For comparison, simulations that solve the advection–diffusion equation in conservative
form are performed. Each of the discretisation methods are tested in simulations on
a fixed mesh with characteristic length l = 0.0005, figure 5.15. The simulation with
a continuous Galerkin method becomes unstable, the simulation with a discontinuous
Galerkin method has no change in Θ and the control volume method leads to a negligible
change in Θ which is 6 × 10−4% of Θ¯ (and of magnitude 10−7 overall). However, all
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(a) Evolution of integral of T over scaled
time, t/Tb
(b) min(T ) (c) Domain fraction with T < −0.5− 1×
10−6
(d) max(T ) (e) Domain fraction with 0.5+1×10−6 <
T
Figure 5.15: Comparison of the conservation properties for simulations with selected
discretisations of the advection–diffusion equation for temperature, T , (an active tracer)
in conservative form, 5.1. The simulations are run on a fixed mesh with characteristic
length l = 0.0005. (a): Normalised change in the integral of temperature with scaled
time t/Tb with Θ(t) =
∫
Ω T (t,x) dV , Θ0 = Θ(0), and Θ¯ =
∫
Ω |T (0,x)| dV . (b) and (c):
The minimum value of the field and the domain fraction that contains an undershoot.
(d) and (e): The maximum value of the field and the domain fraction that contains an
overshoot.
methods present significant undershoots and overshoots, over 1000% in some cases, and
in 2.5− 20% of the domain, which is clearly undesirable, figure 5.15. Overall, despite the
loss of conservation, the non–conservative form is preferable here.
Whilst the percentage changes in Θ (and hence the mass) may be small they have
the potential to make a notable change in the background potential energy, since the
normalised change in the background potential energy is of magnitude 10−6 − 10−5, e.g.
figures 5.8, 5.9 5.10, 5.11 and 5.12. A maximum bound on the change in the background
potential energy due to a change in mass can be calculated (4.48) and cf. sections 4.3.5
and 4.4.1. The value for a selection of methods that are chosen to give a representative
sample of the changes in mass and the corresponding maximum bound on the change in
the background potential energy are given in table 5.3 and are now discussed.
For the control volume methods, any changes in the background potential energy due
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(Θ−Θ0)/Θ¯ (%) max(∆Eb) max(∆Eb)/E0b Reference
0.02 8.0× 10−9 2.0× 10−7 1
0.08 3.2× 10−8 8.0× 10−7 2
0.5 2.0× 10−7 5.0× 10−6 3
1.0 4.0× 10−7 1.0× 10−5 4
3.0 1.2× 10−6 3.0× 10−5 5
Table 5.3: Maximum change in the background potential energy due to changes in mass
for selected simulations, cf. figure 5.14. These are chosen to give a representative selection
of the different changes in Θ. The first column gives the change in Θ as a percentage of
Θ¯, where Θ(t) =
∫
Ω T (t,x) dV , Θ0 = Θ(0), and Θ¯ =
∫
Ω |T (0,x)| dV ; the second column
gives the maximum bound on the change in the background potential energy, max(∆Eb)
(4.48); the third column gives the values of max(∆Eb), normalised by the initial back-
ground potential energy E0b ; and the fourth column gives a reference that corresponds to
the following estimates:
1: the maximum change in Θ for the control volume methods in the propagation stages
2: the maximum change in Θ for the control volume methods on meshes with character-
istic length l ≥ 0.0005 over all time
3: the maximum change in Θ for the continuous Galerkin method on meshes with char-
acteristic lengths l = 0.0005 and 0.00025
4: the maximum change in Θ for the discontinuous Galerkin method on the mesh with
characteristic length l = 0.002 early times
5: the maximum change for the discontinuous method on meshes with l =
0.0005 and 0.00025 over all time
to the change in Θ and hence the mass are at most 5% of the range of the normalised
change in the background potential energy. For the continuous Galerkin case, the maxi-
mum change in the background potential energy due to a change in mass is 15% of the
range of the normalised change in the background potential energy for the mesh with
l = 0.0005. In this case, where the mass increases, this means that not all of the increase
in background potential energy can necessarily be attributed to the mixing. However,
even if the background potential energy were to be 15% smaller for this case, the simula-
tion that uses the continuous Galerkin method would still be observed to mix more than
the simulations that use a discontinuous Galerkin method or a control volume method.
For the mesh with l = 0.00025 the decrease in mass for the continuous Galerkin method
leads to a maximum possible change to the background potential energy which is 50%
of the range of the normalised change in the background potential energy. In this case,
as the change in mass is a decrease, the background potential energy also decreases. It
is possible, therefore, that more mixing takes place than is indicated by the background
potential energy. In this case, even if the value of the background potential energy were
increased by 50% the mixing for the simulation on the mesh with l = 0.00025 is still less
than for the simulation on the mesh with l = 0.0005.
The simulations with a discontinuous Galerkin method have the largest changes in
Θ and hence in mass (with an increase in Θ and therefore a decrease in mass). The
maximum possible change in the background potential energy (3.0× 10−5, for the simu-
152 Chapter 5: Impact of discretisation of the advection–diffusion equation
lation on the mesh with l = 0.00025) is larger than the range of the normalised change
in the background potential energy for the discontinuous Galerkin case (< 3.0 × 10−5
for l = 0.002 and < 7.5 × 10−6 for other values of l). Whilst a change of 3.0 × 10−5 is
a maximum and the actual effect is likely to be much smaller, a change in mass would
certainly account for the decrease in the background potential energy observed at later
times for l = 0.00025. In particular, the mixing rate generally tends to zero at the
later times and so the decrease of the background potential energy due to a decrease
in mass become more prominent and is not masked by changes due to mixing. The
change in mass for the coarsest resolution mesh with this method may also account for
the decrease in the background potential energy seen during the propagation stages. If
the normalised background potential energy is increased by the maximum 3.0 × 10−5
the discontinuous Galerkin case would exhibit more mixing than the simulations that
use other methods. For the coarsest mesh, l = 0.002, and the highest resolution mesh,
l = 0.000125, (the latter of which was terminated at T/Tb = 10.1) the change in mass
is smaller, ≈ 2% and 0.5%, than the meshes l = 0.0005 and 0.00025. These percentage
differences correspond to a change in ∆Eb/E
0
b of 2× 10−5 and 5× 10−6. For the meshes
l = 0.002 and l = 0.000125 if the values of ∆Eb/E
0
b for the discontinuous Galerkin method
case are increased by these amounts, then the values are lower than for the other two
methods suggesting the method is less diffusive, figures D.15 and D.16 in appendix D.
The evolution of the reference state for these meshes also indicates that the discontinuous
Galerkin method is less diffusive.
It should be stressed that the changes in the normalised background potential energy
due to a change in mass are a maximum and the actual difference due to a change in
mass are likely to be much smaller, section 4.3.5. However, the numbers still provide
a useful comparison between methods and a guide for potential impact of a change in
mass on the diagnostic. It is also noted that this highlights the sensitive nature of the
background potential energy, where even a small percentage change in Θ, and hence the
mass, can have a significant impact on the diagnostic.
The discretisation of velocity and pressure is expected to impact on the properties,
including the conservation, of the tracer field. In non–conservative form, a divergence
free velocity field is assumed and, if this is maintained, should not adversely affect con-
servation of the field. However, here, the relationship ∇ · u = 0 is only imposed weakly
with the test functions taken from the pressure space (Wilson, 2009). The space spanned
by the basis functions for the tracer field will not necessarily correspond to (or contain)
that spanned by the basis functions for pressure. Hence, if tested in the discretised tracer
space, the velocity field will not necessarily be divergence free and conservation of the
tracer will not be guaranteed. For conservation, the choice of pressure basis functions
is, therefore, important and, for example, choosing discontinuous linear basis functions
for pressure would be expected to lead to improved conservation for the discontinuous
Galerkin case (see Wilson, 2009, for extensive discussion of these properties for control
volume discretisations). In practice, however, changing the pressure basis functions is not
necessarily simple as it will most likely demand a change to the velocity basis functions.
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It is noted that, by this reasoning, the continuous Galerkin discretisation should perform
the best in terms of conservation since the pressure and tracer fields use the same dis-
cretisation and basis functions. However, the use of stabilisation for the velocity, section
2.3.2 (Piggott et al., 2008), results in a velocity field that is no longer divergence free
when tested with the pressure basis functions and affects the conservation properties.
5.4.2.3 Froude number
The no–slip and free–slip Froude numbers, Frns and Frfs respectively, are compared
for the different simulations. This allows further validation of the model and also for
comparison of an alternative diagnostic to be made. The calculation is described in
section 3.4.2.1. The data is output every twenty time–steps which is more frequent than
the output of every fifty time–steps used previously in chapter 3.
As before, an increase in the mesh resolution leads to an increase in the values of Frns
and Frfs, figure 5.17. The values for the simulation with a continuous Galerkin method
are the slowest and at the highest mesh resolutions are comparable to the values for
simulations with a control volume method and a diffusivity of κ = 1.0× 10−6. The simu-
lations with a control volume method and smaller values of κ (or with the diffusion term
neglected), have faster values of Frns and Frfs than the simulations with a continuous
Galerkin method by ≈ 1− 7%, with the difference decreasing as resolution increases, ta-
bles 5.4 and 5.5. The values for simulations that use the discontinuous Galerkin method
are then larger again by ≈ 0.5 − 2%. At the higher resolutions, the difference between
simulations that use different methods are minimal. At coarser resolutions the simula-
tions with a discontinuous Galerkin method perform best. However, it should be noted
that the discontinuous Galerkin method has a larger number of degrees of freedom for
a given mesh resolution, table 5.2. When compared by degrees of freedom the values
of Frns and Frfs are comparable between simulations with the different methods and
the simulations with a discontinuous Galerkin method do not necessarily perform better
at the coarse resolutions (fewer degrees of freedom), figure 5.18. For a given number
of degrees of freedom the mesh used for the discontinuous Galerkin method simulation
will have fewer nodes than that for simulations with a continuous Galerkin method or a
control volume method. The representation of the velocity and pressure field (which use
a continuous Galerkin method) will therefore not necessarily be as accurate for the sim-
ulation with a discontinuous Galerkin method for a given number of degrees of freedom.
This will feedback into the simulation, generally resulting in smaller Froude numbers, as
was seen for the adaptive meshes in chapter 3. Overall the simulations with a discontin-
uous Galerkin method have the fastest Froude numbers but only by a small margin over
simulations that use a control volume method (with a small value of κ or the diffusion
term neglected).
For the simulations with a control volume method, for a given value of κ or for the
case where the diffusion term is neglected, as resolution increases the values of Frns
and Frfs increase, figure 5.17. Furthermore the difference between the fixed structured
(left to right) mesh simulation considered in chapter 3 and the equivalent simulations
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(a) no–slip (b) free–slip
Figure 5.16: Froude number, Fr, plotted against number of nodes for simulations with
selected methods used for discretisation of the advection–diffusion equation for temper-
ature, T , (an active tracer), table 5.1.
(a) no–slip (b) free–slip
Figure 5.17: Froude number, Fr, plotted against number of nodes for simulations with a
control volume method, with finite element interpolation for calculation of the face values,
used for discretisation of the advection–diffusion equation for temperature, T , (an active
tracer) and different values of the diffusivity, table 5.1. The values from the simulations
used in chapter 3 performed on a structured (left to right) fixed mesh, ‘original’, are
included for reference.
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(a) no–slip (b) free–slip
Figure 5.18: Froude number, Fr, plotted against number of degrees of freedom for simu-
lations with selected methods used for discretisation of the advection–diffusion equation
for temperature, T , (an active tracer), tables 5.1 and 5.2.
(a) l = 0.002 (b) l = 0.0005
(c) l = 0.00025 (d) l = 0.000125
Figure 5.19: No–slip Froude number, Fr, plotted against scaled distance along the do-
main, X/H, for simulations that use a control volume method, with finite element in-
terpolation for calculation of the face values, for discretisation of the advection–diffusion
equation for temperature, T , (an active tracer), table 5.1. Different lines represent dif-
ferent values of the diffusivity.
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Simulation Resolution (l)
0.01 0.002 0.0005 0.00025 0.000125
CG–SU -3.22 -7.24 -3.91 -1.73 -0.789
DG–lim 6.45 2.89 0.384 0.693 0.233
CV–FE-6 -0.293 -1.08 -2.00 -1.39 -0.960
CV–FE-7 - -0.0970 0.0116 0.2111 0.111
CV–FE-8 -2.78E-3 -0.0106 3.48E-3 0.0234 0.0521
CV–FE-9 -2.71E-4 -1.05E-3 3.90E-4 -1.05E-3 0.00392
CV–FE-10 - -9.29E-5 3.00E-5 -2.43E-5 0.000363
original -0.269 -0.172 -0.0735 0.317 -
Table 5.4: Comparison of no–slip Froude numbers for simulations with selected methods
used for discretisation of the advection–diffusion equation for temperature, T , (an active
tracer), table 5.1. The values are the percentage difference between the given simulation
and the CV–FE simulation with the same mesh resolution. CV–FE uses a control volume
discretisation of the temperature field with finite element interpolation for calculation of
the face values and the diffusion term is neglected, CV–FE, table 5.1. The values from
the simulations used in chapter 3 performed on a structured (left to right) fixed mesh,
‘original’, are included for reference.
performed here (with the diffusion term neglected) is at most 0.611%, tables 5.4 and 5.5.
Decreasing κ from 1.0×10−6 to 1.0×10−7 leads to an increase in Frns and Frfs. Further
decreases of κ lead to marginal increases in Frns and Frfs. The differences in the values
between simulations with κ ≤ 1.0× 10−8 and that with the diffusion term neglected are,
in general, less than 0.1%, tables 5.4 and 5.5. The minimal changes in the values of Frns
and Frfs for κ ≥ 10−7 suggest that the Froude number does not have a dependency on κ
and hence the Prandtl number, Pr = κ/ν, for Pr ≥ 10 (note ν = 1.0× 10−6, table 3.1).
To substantiate this claim would require an investigation into the effect of ν which is not
pursued here. However, this is a useful observation when making a comparison of the
values to published results, for example, the most commonly cited numerical results of
Ha¨rtel et al. (2000) where Pr = 1. There is good agreement between the high resolution
Fluidity–ICOM values and Ha¨rtel et al. (2000), table 5.6. The largest difference is 3.29%
for the simulation with a discontinuous Galerkin method (where the diffusion term is
neglected). The control volume method with κ = 10−6 (Pr = 1) falls within 1% (or just
over) of the Ha¨rtel et al. (2000) values. This reinforces the more extensive comparison
to published results made in chapter 3.
The Frns error bars for simulations that use a control volume method on the higher
resolution meshes with smaller values of κ, or when the diffusion term is neglected, are
notably wide. This is due to the shedding of Kelvin–Helmholtz billows at the nose of the
no–slip front and can be clearly seen in variation in Frns as the front propagates along
the domain, figure 5.19. This is similar to the behaviour seen at higher Grashof numbers
in chapter 3, figure 3.22. For l = 0.00025 the deceleration and acceleration associated
with the shedding are within the window over which the values of Frns are averaged.
For l = 0.000125 only part of the acceleration or deceleration is included, therefore
the average values will either be slightly over or under estimated. This highlights the
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Simulation Resolution (l)
0.01 0.002 0.0005 0.00025 0.000125
CG–SU -6.91 -5.39 -1.90 -1.33 -3.01
DG–lim 4.48 1.32 0.404 0.193 -1.36
CV–FE-6 -0.118 -0.420 -0.621 -0.853 -3.74
CV–FE-7 - 9.40E-3 -4.99E-3 0.0897 -1.74
CV–FE-8 -6.82E-4 8.64E-4 -8.24E-5 0.0130 -1.91
CV–FE-9 -6.341E-5 8.37E-5 -1.64E-5 1.16E-3 -0.0975
CV–FE-10 - 7.57E-6 1.61E-5 1.12E-4 -0.00707
original -0.611 -0.0235 -0.0117 -0.0457 -
Table 5.5: Comparison of free–slip Froude numbers for simulations with selected methods
used for discretisation of the advection–diffusion equation for temperature, T , (an active
tracer), table 5.1. The values are the percentage difference between the given simulation
and the CV–FE simulation with the same mesh resolution. CV–FE uses a control volume
discretisation of the temperature field with finite element interpolation for calculation of
the face values and the diffusion term is neglected, table 5.1. The values from the simu-
lations used in chapter 3 performed on a structured (left to right) fixed mesh, ‘original’,
are included for reference.
Simulation No–slip Free–slip
CG–SU 0.801 -0.435
DG–lim 3.29 1.10
CV–FE-6 1.15 0.0462
CV–FE-7 2.80 0.998
CV–FE 2.58 0.907
Table 5.6: Comparison of no–slip and free–slip Froude numbers for simulations with
selected methods used for discretisation of the advection–diffusion equation for temper-
ature, T , (an active tracer), table 5.1, with Ha¨rtel et al. (2000). The values are the
percentage difference between the given simulation at the second highest mesh resolu-
tion, l = 0.00025, and the values of Ha¨rtel et al. (2000), where κ = 10−6.
turbulent and sensitive nature of the system and, furthermore, that using more than one
diagnostic is beneficial as they can be impacted upon in different ways. The similarity in
behaviour, in particular the position along the domain at which the billow is shed from the
foremost point of the nose for smaller κ, suggests that as κ decreases the specified value
of κ becomes comparable with the numerical diffusion. This is now discussed in more
detail initially through consideration of the Froude number and then primarily through
a comparison of the reference state and background potential energy for different values
of κ.
5.4.2.4 Magnitude of the numerical diffusion
The simulations with a control volume method and different values of κ or with the
diffusion term neglected are considered in order to ascertain whether a value of the
numerical diffusivity can be determined. First the Froude number is considered and then
the reference state and background potential energy are used for the main analysis.
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For the Froude number there is little difference in the averaged values for simulations
with κ ≤ 10−7 and the case when the diffusion term is neglected, figure 5.17. Closer
inspection of the variation of Froude number along the domain for simulations on the
coarser meshes, l = 0.002 and 0.0005, shows little apparent difference in the values be-
tween simulations with different values of κ or those with the diffusion term neglected.
However, for the two higher resolutions, l = 0.00025 and 0.000125, there are notable dif-
ferences between the values in the region of the domain where a Kelvin–Helmholtz billow
is shed from the nose of the no–slip front. For these resolutions only once κ ≤ 1.0× 10−9
or κ ≤ 1.0 × 10−10 for l = 0.00025 or l = 0.000125 respectively do these differences
become minimal, figure 5.19. Changes in the diffusion would be expected to lead to
changes in the system and impact upon the Froude number. The minimal difference
between the Froude number for the different meshes below a certain value of κ suggests
that there is a threshold value of κ below which the numerical diffusion exceeds the spec-
ified diffusion, with the threshold decreasing as the mesh resolution increases. This is
now considered more closely for the mixing diagnostics. It would be expected that these
values are generally more sensitive to the value of the diffusion than the Froude number
which, other than the response to the formation of a Kelvin–Helmholtz billow at the nose
of the no–slip front, is in general a robust diagnostic.
As with the Froude number, the evolution of the reference state and background po-
tential energy over time can be compared between simulations on a given mesh and with
different values of κ or with the diffusion term neglected, figures 5.12, D.17, D.18 and
D.19. At later times, only once the specified diffusivity is of magnitude 10−9 or smaller,
are the differences between simulations with different values of κ indiscernible. However,
for example, the difference between the values for κ = 10−8 and κ = 10−9 are larger for
the coarser resolution mesh l = 0.002 than for the higher resolution mesh, l = 0.00025.
Furthermore, at earlier times, for the coarsest resolution mesh it is hard to distinguish
between the values for κ ≤ 1.0 × 10−7, whereas for the highest resolution mesh this is
only the case for κ ≤ 1.0 × 10−9. In order to analyse the behaviour more closely and
quantitatively the difference in the reference state and the background potential energy
between different simulations and a ‘base case’ are considered.
The base case is taken as the simulation on the highest resolution mesh with the
diffusion term neglected. For a given simulation the change in the background potential
energy returns one value per time–step. The difference in the value between the given
simulation and the corresponding base case value can be calculated at each time–step
and then averaged over all time. For the reference state there are multiple values of z∗
per time–step. Each value has an associated value of temperature, which is determined
by the mixing bin bounds, sections 4.3.1 and 4.3.2. At each time–step, for each mixing
bin bound, the difference in z∗ between the given simulation and the base case is also
calculated. These values are then averaged to give one value per time–step and then these
values, in turn, averaged over time. The average value for the reference state is normalised
by the height of the domain and the average value for the background potential energy
is normalised by the initial value for the base case. Values are averaged over four time
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windows to determine if this leads to any differences in the trends, as suggested by the
observations above. These are 0 ≤ t/Tb ≤ 0.25, 0 ≤ t/Tb ≤ 1.26, 0 ≤ t/Tb ≤ 5.03 and
0 ≤ t/Tb ≤ 10.07. The first two windows correspond to two times in the propagation
stages, the upper end of the second window being the time the free–slip front nears the
end wall. The next window includes the oscillatory stages with more vigorous mixing
and the final window extends to times when the system has reached a less active state
(and also the time at which the higher resolution mesh runs are terminated).
The differences in the diagnostics between the given simulations and the base case
show a much clearer trend for each mesh resolution than a simple comparison of the full
values, figure 5.20. In general, as the value of κ is decreased the difference from the base
case decreases until a threshold value. For further decreases in κ, and for the case with
the diffusion term neglected, the difference then remains constant. This indicates that
despite the value of κ being changed the system behaves as if the value of κ had the
threshold value. This suggests that the numerical diffusion introduced has a magnitude
between the threshold value and the next largest value of κ. Generally the threshold
value is also independent of the time window over which the average is taken. The
only exception is for the highest resolution mesh at early times, where there is no clear
threshold. For the shorter time windows the system will not have mixed as much and
the effects of diffusion may therefore not be as prominent as for longer time windows.
From the comparisons shown in figure 5.20 an estimate of the range of the numerical
diffusivity can be extracted, figure 5.21; the threshold value of κ is taken as the lower
end of the ranges and the next largest value of κ is taken as the upper end of the range.
For the case l = 0.002 the threshold value is 1 × 10−8. However, the difference in the
diagnostic values between the case with κ = 1 × 10−8 and the case with κ = 1 × 10−7
is significantly smaller than between the case with κ = 1 × 10−7 and the case with
κ = 1 × 10−6. The upper end of the range is therefore extended to κ = 1 × 10−6. As
the characteristic length decreases (mesh resolution increases) the numerical diffusion
decreases. The reduction is, in general, an order of magnitude for each decrease in mesh
resolution by a factor of two. The estimate for each mesh spans an order of magnitude
(with the exception of the coarsest mesh). This is due to the values of diffusivity tested,
with each value of κ being separated by an order of magnitude. Clearly, to gain a more
accurate value it would be necessary to test more values of κ. However, this estimate is
still instructive, particularly as it gives a gauge of the order of magnitude at which the
numerical diffusion can be considered to override the specified diffusion.
5.4.2.5 Comparison of the computational cost
Comparison of the mixing diagnostics and conservation properties of the different discreti-
sation methods have been made. While the control volume methods and discontinuous
Galerkin methods can perform better with respect to the mixing diagnostics than the
continuous Galerkin method they are inherently more computationally demanding. The
computational cost of the different methods are now compared.
Profiles were taken of simulations that use the continuous Galerkin method (CG–SU),
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(a) l = 0.002 (b) l = 0.002
(c) l = 0.0005 (d) l = 0.0005
(e) l = 0.00025 (f) l = 0.00025
(g) l = 0.000125 (h) l = 0.000125
Figure 5.20: Average differences in z∗, δz∗, (left column) normalised by the domain height
H, and the change in the background potential energy, δEb, (right column) normalised
by the initial value for the ‘base case’, E0b . Simulations with different values of the
diffusivity, κ, and the base case (diffusion term neglected, l = 0.000125) are compared.
The simulations use a control volume discretisation and are labelled CV–FE–N and CV–
FE in table 5.1. The values are given for a meshes with characteristic length, l. For each
value of κ the average difference over the scaled time windows, with the upper value given
in the legend, are shown. The horizontal lines represent the value for the simulations
with the diffusion term neglected, except for the mesh with l = 0.000125 where this
simulation is the base case, therefore the value for κ = 10−10 is used.
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Figure 5.21: Estimated numerical diffusivity, κnum, for meshes with characteristic length
l extracted from figure 5.20. The upper and lower bars show the predicted range in which
κnum lies. The simulations use a control volume method, with finite element interpolation
for calculation of the face values, for discretisation of the advection–diffusion equation
for temperature, T , (an active tracer) and an element gradient scheme for calculation of
the diffusion.
Reference l = 0.01 l = 0.005
Degrees of CPU time % of total Degrees of CPU time % of total
freedom (s) CPU time freedom (s) CPU time
CG–SU 8.9× 102 26 16 3.4× 103 75 17
DG–lim 4.8× 103 121 43 1.9× 104 476 53
CV–FE 8.9× 102 93 39 3.4× 103 246 39
CV–FE–8 8.9× 102 106 42 3.4× 103 298 43
Table 5.7: Average time spent in the advection–diffusion equation routines for six runs
of simulations with selected discretisations of the advection–diffusion equation of the
temperature field: CG–SU, CV–FE–8, CV–FE and DG–lim, table 5.1. Each simulation
is run on two meshes with characteristic length l. The runs were performed on the
Imperial College High Performance Computing cluster.
discontinuous Galerkin method (DG–lim) and the control volume method (CV–FE) all
with the diffusion term neglected, cf. table 5.1. In addition, a simulation with a control
volume method that includes the diffusion term with a value of the diffusivity, κ = 10−8,
is also considered to determine if the diffusion scheme incurs any additional expense,
simulation CV–FE–8, table 5.1. Each simulation was run for 103 time–steps and on two
coarse meshes, l = 0.01 and 0.005, allowing the simulations to be performed in serial.
Simulations for each set–up were run a total of six times on the Imperial College High
Performance Computing cluster 1 and an average was taken. The time spent within the
advection–diffusion routines are given in seconds and as a percentage of the total run
time, table 5.7.
The continuous Galerkin discretisation method is notably faster with the percentage
1http://www.imperial.ac.uk/ict/services/teachingandresearchservices/
highperformancecomputing
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time spent within the advection–diffusion routines being a third, or less, than the times
for the discontinuous Galerkin and control volume methods. The inclusion of a diffusion
term in the control volume method takes 3 − 4% longer than if the term is neglected.
The additional expense can be attributed to the use of a diffusion scheme but is small
compared with the total percentage of time used by the control volume method.
For the coarser resolution, l = 0.01, there is little difference in the percentage time
spent within the advection–diffusion routines between the control volume method and the
discontinuous Galerkin method. For l = 0.005 the percentage time for the discontinuous
Galerkin method is 10−14% higher than the control volume method. The modal number
of subcycles used by the discontinuous Galerkin method increases from two on the mesh
with l = 0.01 to three on the mesh with l = 0.005, (numbers extracted from the simulation
log files). This increase is due to a reduction in the time–step required to maintain the
specified Courant number for the subcycles on a higher resolution mesh. The increase in
the number of subcycles may account for the increase in percentage time spent within
the advection–diffusion routines by the discontinuous Galerkin method between the mesh
with l = 0.01 and the mesh with l = 0.005. The increase in the number of degrees of
freedom between the mesh with l = 0.01 and l = 0.005 is also larger for the discontinuous
Galerkin method. This may account for the increase in the percentage time spent within
the advection–diffusion routines for the discontinuous Galerkin method. Yet it is hard
to compare between degrees of freedom on different meshes, given that the degrees of
freedom for the velocity and pressure fields also change between meshes and, therefore,
the time required to solve for these fields. However, it appears that, for a given number of
degrees of freedom of the advection method, the discontinuous Galerkin method requires
a similar or smaller percentage of the run time than the control volume methods.
These profiles provide a very general estimate of the cost of the different discretisation
methods. The use of a control volume or discontinuous Galerkin method is more costly
than the continuous Galerkin scheme in terms of computational time. However given the
improvement, particularly in the mixing diagnostics, with these schemes the reduction in
cost is not necessarily sufficient to choose the continuous Galerkin method over the other
two methods. Ultimately the choice would depend on whether accuracy or efficiency were
more important.
5.4.3 Summary
The methods used for discretisation of active tracer fields, in general, mirror the results
from the inactive tracers with the discontinuous Galerkin method presenting the least
mixing, followed by the control volumes method and finally the continuous Galerkin
method exhibiting the most mixing. It is noted that the discontinuous Galerkin method
has a larger number of degrees of freedom than the other schemes for a given mesh
resolution. If compared on the basis of degrees of freedom for all but the smallest number
of degrees of freedom the discontinuous Galerkin case still exhibits the least mixing.
However, for simulations with the discontinuous Galerkin method there is a change in
mass that is approximately two orders of magnitude larger than for the control volume
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methods and one order of magnitude larger than the continuous Galerkin method. This
can lead to a decrease of the background potential energy and therefore the smaller
values for this method cannot necessarily be attributed entirely to a reduction in the
mixing. The evolution of the reference state and a comparison of the change in mass
and the background potential energy for the meshes with l = 0.002 and l = 0.000125
do suggest that there is less numerical diffusion with a discontinuous Galerkin method
than the other two methods. Given the change in mass, however, it is hard to establish
a definite conclusion as to whether the discontinuous Galerkin method presents more or
less numerical diffusion than the other two methods. It is also noted that the changes in
the integral of temperature over the domain (and hence the mass) that lead to this effect
are less than 3% which highlights the sensitivity of the background potential energy to
the system state.
The no–slip and free—slip Froude numbers have comparable values between simula-
tions that use the different methods. A comparison of the control volume methods with
different values of the diffusivity, κ, show an increase in the Froude number as κ de-
creases from 1.0× 10−6 to 1.0× 10−7 and then marginal changes in the average values as
κ decreases further. However, a comparison of the Froude number with position of the
no–slip front show that the behaviour can vary with decreases in κ, with the potential
for Kelvin–Helmholtz billows to form at the gravity current front. Good agreement is
again observed for Frns and Frfs and the values from Ha¨rtel et al. (2000).
The effect of κ for the control volume method has been considered as this is the
method of discretisation of the advection–diffusion equation primarily employed in this
thesis. Naturally, it would be interesting to investigate different values of κ for the other
methods but this falls outside the scope of this study. A comparison of the reference state
and background potential energy allows an estimate of the magnitude of the numerical
diffusion to be obtained which decreases, in general, by one order of magnitude for each
increase in mesh resolution by a factor of two.
The control volume method and discontinuous Galerkin method are found to be more
computationally demanding than the continuous Galerkin method which requires ap-
proximately a third of the computational time. However, these methods have a lower
numerical diffusion and also obtain marginally faster Froude numbers. The user is there-
fore presented with a choice between speed or a more inherently diffusive discretisation
method. Overall, the choice of discretisation will be dependent on the important charac-
teristics of the flow. For example, the control volume method presents a method with less
numerical diffusion than the continuous Galerkin method, yet the latter is the fastest of
the three methods. For the lock–exchange, the additional computational expense for the
control volume method compared to the continuous Galerkin case is worthwhile, given
the improvement in the mixing diagnostics.
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5.5 Conclusions
Simulations of the two–dimensional lock–exchange have been performed with different
discretisations of the advection–diffusion equation for both inactive tracers and an ac-
tive tracer, temperature. Four structured (left to right) fixed meshes, with characteristic
lengths l = 0.002, 0.0005, 0.00025 and 0.000125 are used, section 2.6.1. The different
methods considered fall into three categories: continuous Galerkin methods, discontin-
uous Galerkin methods and control volume methods, section 5.2. Basic profiles of ac-
tive tracer runs on two coarser meshes showed the discontinuous Galerkin method and
the control volume method to be more computationally demanding than the continuous
Galerkin method, which requires at most a third of the time of the other two methods,
table 5.7.
The evolution of the reference state and the background potential energy allowed a
comparison of the mixing between the simulations with different discretisation methods.
These sensitive diagnostics also offered a complementary means of analysis to the more
robust Froude number. For the simulations with active tracers, the Froude number was
calculated and good agreement with Ha¨rtel et al. (2000) was once again confirmed, section
5.4.2.3.
The comparisons of the mixing diagnostics suggest that the discontinuous Galerkin
method is the least diffusive, followed by the control volumes method and, finally, the
continuous Galerkin method, figures 5.6, 5.7, 5.10 and 5.11. However, the change in mass
observed for the discontinuous Galerkin method on meshes with characteristic lengths
l = 0.0005 and 0.00025 may falsely decrease the values of the background potential en-
ergy, section 5.4.2.2. Whilst the evolution of the reference state and the comparison of
the change in mass and background potential energy for the meshes with characteristic
lengths l = 0.002 and 0.000125 still suggest that the method is less diffusive, it is difficult
to draw a definitive conclusion.
The need for stabilisation with the continuous Galerkin method and a limiter for the
discontinuous Galerkin method were demonstrated in simulations with inactive tracers
and were applied for the active tracer cases. When these are used, the continuous Galerkin
method has smaller undershoots and overshoots (than the case without stabilisation) and
the discontinuous Galerkin method remains bounded, figures 5.3 and 5.4. The control
volume method also exhibits undershoots and overshoots but these generally occur in
less than 5% of the domain (for an active tracer). For the control volume method,
the calculation of the face values with finite element interpolation was found to be less
diffusive than if first order upwinding was used, figure 5.5.
The advection–diffusion equation was discretised in non–conservative form, section
2.3.4. None of the methods, therefore, are expected to be conservative. The discontinuous
Galerkin method has the largest change in the integral of temperature and hence the mass.
This clearly impacts on the background potential energy, causing a noticeable reduction
in the value at later times for the simulation on a fixed mesh with l = 0.00025, figure 5.9
and section 5.4.2.2. The continuous Galerkin method then has the next largest change
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in mass, followed by the control volume methods, for which the change is two orders of
magnitude smaller than in the discontinuous Galerkin case. In both of these cases the
impact on the background potential energy is reduced, and in the control volume case
the impact is minimal, section 2.3.4.
In this work, a control volume method with finite element interpolation for calculation
of the face values is used. This method provides a generally good performance in terms of
the mixing and the overshoots and undershoots and the conservation properties are much
improved over the other methods. Simulations that use the control volume method with
finite element interpolation for calculation of the face values are also tested with different
values of the diffusivity. This allows an estimate of the magnitude of the numerical
diffusion to be obtained for each of the meshes considered. The estimate of the numerical
diffusion decreases as the mesh resolution increases with maximum values ranging from
1.0× 10−9 for the highest resolution mesh to 1.0× 10−6 for the coarsest resolution mesh,
section 5.4.2.4.
The comparison of the discretisation methods has demonstrated the properties of the
different methods when applied to the complex and turbulent lock–exchange flow. The
appropriate choice of method ultimately depends on which properties are most important
for the scenario considered. The results also provide an additional context in which to
consider the analysis of the mixing diagnostics in simulations that use adaptive meshes,
which is pursued in chapter 6.
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Chapter 6
The impact of adaptive meshes on
mixing in simulations of the
two–dimensional lock–exchange
Synopsis
The mixing in Fluidity–ICOM simulations of the two–dimensional lock–exchange
flow that use both fixed and adaptive meshes is evaluated. The performance of
different metrics, which guide the mesh adapt, is assessed through comparison
of the background potential energy. All the metrics are based on a modified
Hessian and a user–defined weight. The simulations with the metric that is
scaled by the determinant of the modified Hessian (M2) are found to perform
the best. This is attributed to the increased influence of smaller–scale fluctu-
ations on the metric and hence the adapted mesh. The improvement is most
notable in the later oscillatory stages, when the system is less active and the
temperature gradients are weaker. Different interpolation methods are also
tested and whilst the bounded Galerkin projection can reduce the mixing,
the influence of the interpolation method is not as significant as that of the
metric. The adaptive mesh simulations with M2 have a numerical diffusivity
which is comparable to the second highest resolution fixed mesh whilst using,
on average, almost two orders of magnitude fewer nodes. A comparison of the
adaptive mesh simulations at different values of the diffusivity again shows
excellent agreement with the second highest resolution fixed mesh. Finally, a
comparison of the mixing bins shows good agreement between adaptive mesh
Fluidity–ICOM simulations and the numerical simulations of O¨zgo¨kmen et al.
(2007).
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6.1 Introduction
The impact of adaptive meshes on mixing in the two–dimensional lock–exchange is in-
vestigated and builds on the analysis of the gravity current front speed (Froude number)
and mixing in fixed mesh simulations with different discretisations of the advection diffu-
sion equation presented in chapters 3 and 5. During a mesh adapt the mesh will change
and the solution fields have to be interpolated between the pre– and post–adapt mesh.
It is important, therefore, to evaluate the effect on the dynamics and mixing and, in
particular, to determine if there is a significant increase in the numerical diffusion
Mixing is assessed by comparison of the background potential energy between simula-
tions performed on both fixed and adaptive meshes. As for the comparison of different
discretisation methods in chapter 5, the diffusion term is neglected in these simulations
and hence any diffusion is numerical. First, simulations that use the absolute metric,
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M∞ (2.33) are evaluated. The variable performance of this metric between earlier and
later stages of the flow evolution prompts investigation of the relative metric, MR (2.40),
and the p–metric (2.41) with p = 2, M2. The metric M2, which is found to perform the
best, is then used in simulations with the diffusion term included and different values
of the diffusivity. These are used to assess the numerical diffusion associated with the
adaptive mesh in the same manner as the evaluation for the fixed meshes performed in
section 5.4.2.4. A comparison with the two–dimensional lock–exchange simulations of
O¨zgo¨kmen et al. (2007) is also made.
The chapter is organised as follows: section 6.2 describes the simulation set–up and
the different adaptive mesh settings. Section 6.3 discusses the results from adaptive
mesh simulations that use the absolute metric. The investigation of alternative metrics
is then presented in section 6.4. The analysis of simulations with different values of the
diffusivity and the comparison with O¨zgo¨kmen et al. (2007) are made in sections 6.5 and
6.6. Future work is considered in section 6.7 and the chapter closes with a summary and
key conclusions in section 6.8.
6.2 Physical set–up and computational approach
The physical set–up of the two–dimensional lock–exchange and the governing equations
used are the same as in chapters 3 and 5, also cf. figure 3.4 and table 3.1. As before,
a free–slip condition is applied to the end walls with u = 0 ms−1 at x = 0.0, 0.8 m (and
no surface forcing). A no–slip condition is applied at the bottom boundary, u = 0 ms−1
at z = 0 m, and a free–slip condition is applied at the top boundary, w = 0 ms−1 at
z = 0.1 m (and no surface forcing).
The velocity and pressure fields are discretised with a continuous Galerkin formulation,
section 2.3.2. The temperature field is discretised with a control volume formulation that
uses a finite element method for calculation of the face values, sections 2.3.3 and 5.2.3.
When the diffusion term is included it is calculated using the element gradient method,
section 2.3.3. The Crank–Nicolson scheme is used for temporal discretisation of all the
fields, sections 2.4.1 and 2.4.2, with a time–step of 0.025 s.
The simulations are run for 500 s. Time will be scaled by the buoyancy period Tb = 2piN
−1∞
(4.52); 500 s corresponds to a scaled time of t/Tb = 25.2. This allows both the early prop-
agation stages and the later oscillatory stages to be simulated, section 4.4. By the end of
the time period, the system is expected to reach a less active state, with a significantly
reduced or near zero mixing rate, section 4.4.
Simulations on both fixed and adaptive meshes are considered. For the fixed mesh
cases, structured (left to right) meshes are used with characteristic lengths l = 0.002, 0.0005,
0.00025 and 0.000125 m. These are the same simulations as used in chapter 5 and the
corresponding numbers of nodes can be found in table 5.2. The different adaptive mesh
settings are now described.
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Adapt frequency Metric–advection Reference
10 no A0/A0*
10 yes A1/A1*
20 no A2/A2*
20 yes A3/A3*
40 no A4/A4*
40 yes A5/A5*
Table 6.1: Adaptive mesh parameters for simulations that use the absolute metric, M∞
(2.33), where the frequency of adapt is varied and metric–advection employed. Consistent
interpolation of the fields between the pre– and post–adapt meshes is performed. Cases
with both spatially constant solution field weights as in A0, table 3.4, and a spatially
varying horizontal velocity field weight and spatially constant temperature field weight
as in B7, table 3.4, are considered. The latter case is denoted by a *.
Velocity Temperature Reference
Consistent interpolation Consistent interpolation A0/A0*
bounded Galerkin projection Consistent interpolation C1/C1*
Consistent interpolation bounded Galerkin projection C2/C2*
bounded Galerkin projection bounded Galerkin projection C3/C3*
Galerkin projection Consistent interpolation C4/C4*
Consistent interpolation Galerkin projection C5/C5*
Galerkin projection Galerkin projection C6/C6*
i
Table 6.2: Adaptive mesh parameters for simulations that use the absolute metric, M∞
(2.33), and different methods for interpolation from the pre– to post–adapt mesh. The
mesh is adapted every 10 time–steps. Cases with both spatially constant solution field
weights as in A0, table 3.4, and a spatially varying horizontal velocity field weight and
spatially constant temperature field weight as in B7, table 3.4, are considered. The latter
case is denoted by a *.
6.2.1 Initial adaptive mesh settings with M∞
The first set of adaptive mesh simulations considered here use the absolute metric, M∞
(2.33). Given the results for the Froude number, section 3.4, the adaptive meshes are
divided into those with spatially constant temperature and velocity weights, T and u
respectively, as in simulation A0, table 3.4, and those that have a spatially constant
temperature weight and a horizontal velocity weight with an exponential variation in the
vertical (3.1), as in simulation B7, table 3.4. In all cases, the vertical velocity weight
is set to v = 0.001 and the minimum and maximum edge–lengths are 0.0001 and 0.5
respectively. For the variations to the adaptive mesh settings applied, each case is as-
signed one reference and those simulations that have solution field weights as in B7 will
be denoted by an additional *. The ‘basic’ case considered here adapts the mesh every 10
time–steps and interpolation of both the temperature and velocity fields from the pre–
to post–adapt mesh is performed with consistent interpolation, section 2.6.2.3. The case
that uses these settings and has spatially constant solution field weights is labelled A0.
The corresponding case that uses these settings and has solution field weights as in B7
is labelled A0*.
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Scaled time (t/Tb) Factor T Reference
T reduced reduced by
1.8 1/2 1.8–T /2 / 1.8–T /2*
1.8 1/5 1.8–T /5 / 1.8–T /5*
1.8 1/10 1.8–T /10 / 1.8–T /10*
5.0 1/2 5.0–T /2 / 5.0–T /2*
5.0 1/5 5.0–T /5 / 5.0–T /5*
5.0 1/10 5.0–T /10 / 5.0–T /10*
Table 6.3: Adaptive mesh parameters for modified simulations A0 and A0* (tables 6.1
and 6.2) that use a reduced value of T for times after ‘Scaled time (t/Tb) T reduced’.
Scaled time (t/Tb) mesh fixed Min/max edge–length Reference
5.0 0.001 5.0–0.001/5.0–0.001*
5.0 0.0005 5.0–0.0005/5.0–0.0005*
10.1 0.001 10.1–0.001/10.1–0.001*
10.1 0.0005 10.1–0.0005/10.1–0.0005*
Table 6.4: Adaptive mesh parameters for modified simulations A0 and A0* (tables 6.1
and 6.2) that use a fixed (unstructured) mesh, with the given edge–length, for times after
‘Scaled time (t/Tb) mesh fixed’.
Whilst the use of metric–advection alone did not result in large enough Froude num-
bers, section 3.4.2.4, it is again considered here as it is anticipated that both good rep-
resentation of the interface and ensuring the dynamics do not propagate out of the high
resolution regions will be more influential to the mixing. Meshes that adapt every 10, 20
and 40 time–steps are considered both with and without metric–advection, and are la-
belled A0–5 and A0*–5*, table 6.1. Consistent interpolation is used in these simulations
for interpolation between the pre– and post–adapt mesh.
Different methods for interpolation from the pre– to post–adapt mesh (hereafter in-
terpolation or interpolation method) are also considered to determine if they have a
significant impact on the mixing. (A description of the methods can be found in section
2.6.2.3.) Consistent interpolation and bounded Galerkin projection methods are tested
on the temperature and velocity fields. Galerkin projection without bounding is also
tested in order to determine if the diffusion used to maintain boundedness in bounded
Galerkin projection has a significant impact on the mixing. The combinations consid-
ered are labelled A0, C1–5, A0* and C1*–5* and are outlined in table 6.2. The mesh is
adapted every 10 time–steps in these simulations.
6.2.2 Variations of the M∞ adaptive mesh settings
Two further variations of the adaptive mesh settings outlined above are considered. The
settings are described here and the motivation for the variations is discussed in the
context of the results, section 6.3.2.
First, simulations A0 and A0* are performed with a reduced value of T for t/Tb > 1.8
and for t/Tb > 5.0. In each case, T is reduced linearly over a 5 s window (20 adapts).
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u, v and T Reference
0.1 MR–10
0.05 MR–5
0.01 MR–1
Table 6.5: Solution field weights used in the formation of the relative metric, MR (2.40).
The mesh is adapted every ten time–steps and consistent interpolation used for interpo-
lation from the pre– to post–adapt mesh.
u u T Reference
0.0001 0.0001 0.002 M2–a
0.00005 0.00005 0.0005 M2–b
0.00005 0.00001 0.0005/0.00025 M2–c
Table 6.6: Solution field weights used in the formation of the M2 metric (2.41). The mesh
is adapted every ten time–steps and consistent interpolation used for interpolation from
the pre– to post–adapt mesh. The M2–c case has two values for T . The former is used
at earlier times and the latter for t/Tb > 1.8.
Values of T reduced by a half, a fifth and a tenth are considered and these are summarised
in table 6.3.
Second, simulations that use a fixed mesh for t/Tb > 5.0 and t/Tb > 10.1 are considered.
At these times, the mesh is adapted with both the minimum and maximum edge–lengths
constrained to be 0.001 or 0.0005. The simulation then proceeds on the unstructured
mesh produced and no further mesh adapts are performed. These combinations are
summarised in table 6.4.
6.2.3 Alternative metrics
The analysis of the mixing in the simulations with M∞ prompts consideration of alter-
native metrics that aim to capture smaller–scale variations and/or regions with weaker
curvature, section 2.6.2.1. The relative metric, MR (2.40), and the p–metric (2.41), with
p = 2 and denoted M2, are tested.
For MR, simulations are run with weights of 0.1, 0.05 and 0.01 for temperature, hori-
zontal velocity and vertical velocity. These give a 10%, 5% and 1% bound for the relative
interpolation error (2.39). In order to avoid division by zero in (2.40), fmin = 1× 10−5.
This value determines the minimum value of the fields that will scale the metric and
is selected to allow a wide range of the velocity and temperature fields. The mesh is
adapted every ten time–steps and consistent interpolation is used. These combinations
are summarised in table 6.5.
For M2, three sets of solution field weights are tested. The first set reflects the values
used in the original simulations with M∞, with the ratio of u to T kept similar. The
choice of the second set is then based on the results of the first set and, similarly, the
choice for the third set is based on the results from the second set. These will be discussed
further in the context of the results. The mesh is adapted every ten time–steps and
consistent interpolation is used. These combinations are summarised in table 6.6.
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6.2.4 Diagnostics
The mixing is assessed through comparison of the background potential energy, Eb (4.11),
and the rate of change of background potential energy, dEb/dt, chapter 4. The former is
presented as the change in the background potential energy from the initial value, ∆Eb,
normalised by the initial value, E0b . Values of ∆Eb/E
0
b are presented for the propagation
stages, where they are plotted with the position of the no–slip front, X, which is scaled
by the height of the domain, H. Values of both ∆Eb/E
0
b and dEb/dt are also presented
for all time, where they are plotted with scaled time t/Tb. The Froude number is also
calculated for the simulations that use MR or M2 to allow for an alternative diagnostic
comparison to be made.
For the simulations that use different interpolation methods, the minimum value
and maximum value and volume fraction of the domain that contain an undershoot
(T < −0.5 − 1 × 10−6) or an overshoot (0.5 + 1 × 10−6) are presented to compare the
bounding properties. The normalised difference in the integral of the temperature (∆Θ/Θ¯
is also considered to assess the conservation properties, where Θ(t) =
∫
Ω T (t,x) dV ,
∆Θ = Θ(t)−Θ(0) and Θ¯ = ∫Ω |T (0,x)| dV .
The values from the adaptive mesh simulations are compared to values from fixed mesh
simulations with characteristic lengths l = 0.002, 0.0005, 0.00025 and 0.000125. (The
fixed mesh simulations are the cases labelled CV–FE from chapter 5, cf. table 5.1). In
lieu of a more highly resolved direct numerical simulation and/or experimental values, the
values for the highest resolution fixed mesh with the diffusion term neglected are taken
as the best available estimate of the mixing. Furthermore, the highest resolution fixed
mesh is the fixed mesh simulation with the lowest numerical diffusion, section 5.4.2.4.
As the diffusion term is neglected in the adaptive mesh simulations and it is desirable
to minimise the numerical diffusion, the fixed mesh simulations provide a useful set of
benchmarks for comparison.
6.3 Results for M∞
First, the adaptive mesh simulations that use M∞, sections 6.2.1 and 6.2.2, are consid-
ered. The propagation stage is discussed first in section 6.3.1. The mixing during the
oscillatory stage and the variations to the initial M∞ settings are then discussed in 6.3.2.
A summary of the key points is given in section 6.3.3
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6.3.1 Propagation stage
As the gravity currents propagate across the domain and Kelvin–Helmholtz billows form,
mixing takes place and there is a corresponding increase in the background potential
energy, figures 6.1, 6.2 and 6.3. As the frequency of the adapt decreases, the dynamics
propagate into the less well–resolved regions of the domain and the increased numerical
diffusion associated with a coarse mesh increases the mixing, figure 6.1 and cf. section
5.4.2.4. The simulations with spatially varying u use two to three times more nodes and
exhibit less mixing than those with constant values, table 6.1, figures 6.5 and 6.6. The
simulation that adapts every 10 time–steps and has spatially varying u, A0*, exhibits
the same amount of mixing as the second highest resolution fixed mesh, l = 0.00025. The
mixing in simulations with larger adapt frequencies and/or spatially constant u leads to
values of ∆Eb/E
0
b that fall between or just over that of the fixed meshes with l = 0.0005
and l = 0.00025. The only exception is the case which adapts every 40 time–steps and
has a spatially constant u, A4, where the mixing is comparable to the coarsest resolution
fixed mesh, l = 0.002.
In all cases, the introduction of metric advection leads to a decrease in the mixing with
a 20 − 50% reduction in ∆Eb/E0b at the end of the propagation stages, table 6.1, figure
6.1. For A1 and A1*, where the mesh adapts every 10 time–steps, ∆Eb/E
0
b is of similar
size between the cases with constant and varying u. For the other frequencies of adapt,
the cases with spatially varying u exhibit less mixing. The reduction in the mixing
with metric advection leads to three adaptive mesh simulations, A1, A1* and A2*, with
values of ∆Eb/E
0
b approximately halfway between those of the two highest resolution
fixed meshes, l = 0.00025 and 0.000125. With metric advection, the dynamics remain
within the regions of higher resolution between adapts and, in particular, the billows are
better represented. This leads to a reduction in the mixing and the representation of the
billows will be discussed in more detail in section 6.4.2.
For the interpolation, there is not a consistent pattern of increased or decreased mixing
between the simulations that use the different methods, table 6.2, figures 6.2 and 6.3.
With spatial variation of u there is little discernible difference in the values of ∆Eb/E
0
b
between simulations with different interpolation methods. The spread of values is wider
for the case of constant u. For the simulations analysed with the Froude number in
chapter 3, when the resolution was not appropriately placed, the interpolation method
led to changes in the Froude numbers but without a consistent pattern, section 3.4.2.6.
Then when u was varied spatially and the resolution increased in the regions necessary
to increase the Froude number, the interpolation method made little difference to the
values. Snapshots of the simulations with different interpolation methods in the propa-
gation stages show that those with spatially varying u have more similar temperature
distributions at a given time than those with constant u, figure 6.4. This indicates that
the interpolation method can impact upon the system. However, once the flow is better
represented, the influence is reduced. Finally, the magnitude of ∆Eb/E
0
b is similar be-
tween the simulations with bounded and unbounded Galerkin projection. This suggests
that the additional diffusion introduced by bounded Galerkin projection is minimal.
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(a) Evolution of Eb during propagation stages;
constant u
(b) Evolution of Eb during propagation stages;
u = u(z)
(c) Evolution of Eb over all time; constant u (d) Evolution of Eb over all time; u = u(z)
(e) Rate of change of Eb over all time;
constant u
(f) Rate of change of Eb over all time;
u = u(z)
Figure 6.1: Comparison of mixing diagnostics for fixed mesh simulations, with charac-
teristic length l, and adaptive mesh simulations with different frequency of adapt and
with or without metric advection, table 6.1. The difference from the initial value of the
background potential energy, ∆Eb, normalised by the initial value E
0
b , is presented. The
values are plotted with the scaled position of the no–slip front, X/H, for the propagation
stages, and, with scaled time, t/Tb, for the full simulation. The rate of change of the
background potential energy, dEb/dt, over scaled time is also presented.
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(a) Evolution of Eb during propagation stages;
constant u
(b) Evolution of Eb during propagation stages;
u = u(z)
(c) Evolution of Eb over all time; constant u (d) Evolution of Eb over all time; u = u(z)
(e) Rate of change of Eb over all time;
constant u
(f) Rate of change of Eb over all time;
u = u(z)
Figure 6.2: Comparison of mixing diagnostics for fixed mesh simulations, with character-
istic length l, and adaptive mesh simulations with different combinations of conservative
interpolation and bounded Galerkin projection for interpolation of the temperature and
velocity fields between the pre– and post–adapt mesh, table 6.2. The difference from the
initial value of the background potential energy, ∆Eb, normalised by the initial value E
0
b ,
is presented. The values are plotted with the scaled position of the no–slip front, X/H,
for the propagation stages, and, with scaled time, t/Tb, for the full simulation. The rate
of change of the background potential energy, dEb/dt, over scaled time is also presented.
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(a) Evolution of Eb during propagation stages;
constant u
(b) Evolution of Eb during propagation stages;
u = u(z)
(c) Evolution of Eb over all time; constant u (d) Evolution of Eb over all time; u = u(z)
(e) Rate of change of Eb over all time;
constant u
(f) Rate of change of Eb over all time;
u = u(z)
Figure 6.3: Comparison of mixing diagnostics for fixed mesh simulations, with character-
istic length l, and adaptive mesh simulations with different combinations of conservative
interpolation and unbounded Galerkin projection for interpolation of the temperature
and velocity fields between the pre– and post–adapt mesh, table 6.2. The difference from
the initial value of the background potential energy, ∆Eb, normalised by the initial value
E0b , is presented. The values are plotted with the scaled position of the no–slip front,
X/H, for the propagation stages, and, with scaled time, t/Tb, for the full simulation.
The rate of change of the background potential energy, dEb/dt, over scaled time is also
presented.
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(a) C4 (b) C4*
(c) C5 (d) C5*
(e) C6 (f) C6*
Temperature
-0.5 0.0 0.5
Figure 6.4: Temperature distribution for the lock–exchange at t/Tb = 1.13 for adaptive
mesh simulations that use different methods for interpolation of the fields from the pre–
to post–adapt mesh, table 6.2.
For the propagation stages, when metric advection is not used, it is possible to capture
the mixing in simulations that use adaptive meshes as well as the middle resolution
fixed mesh, l = 0.0005. If metric advection is employed, the amount of mixing reduces
to between that of the two highest resolution fixed meshes, l = 0.00025 and 0.000125.
Furthermore, the adaptive meshes use one to two orders of magnitude fewer nodes than
the fixed meshes with equivalent levels of mixing, figures 6.5 and 6.6.
6.3.2 Oscillatory stage
As the system enters the oscillatory stages, the mixing continues to increase, figures 6.1,
6.2 and 6.3. The trends observed in the propagation stages are still present: the simula-
tions with spatially varying u, in general, exhibit less mixing than those with spatially
constant u; the use of metric advection decreases the amount of mixing with a more sig-
nificant decrease in the case with spatially constant u; there is not a consistent pattern
between the interpolation methods; and at the final time, the spread of ∆Eb/E
0
b for the
cases with different interpolation methods and a spatially varying u is approximately
20% of the spread for cases with different interpolation methods and spatially constant
u. The only new feature is a consistent reduction in the mixing for cases when Galerkin
projection (either bounded or not) is used for interpolation of the temperature field and
consistent interpolation is used for the velocity field.
6.3 Results for M∞ 179
Figure 6.5: Number of nodes in the mesh over time for fixed mesh simulations, with
characteristic length l, and a selection of adaptive mesh simulations, tables 6.1, 6.3, 6.4
and 6.6.
(a) propagation stage (b) 12.6 < t/Tb < 25.2 (c) 0 < t/Tb < 25.2
(d) propagation stage (e) 12.6 < t/Tb < 25.2 (f) 0 < t/Tb < 25.2
Figure 6.6: Comparison of the average number of nodes in the mesh for adaptive mesh
simulations that use M∞, tables 6.1 and 6.2. The averages are taken over three time
periods: the propagation stage, from t/Tb = 0 until the time when the no–slip front is
within 0.01 m of the end wall; the later, less active, oscillatory stage, 12.6 < t/Tb < 25.2;
and the total time period, 0 < t/Tb < 25.2. The fixed meshes with characteristic lengths
l = 0.002, 0.0005 , 0.00025 and 0.000125 have 2.1× 104, 3.2× 105, 1.3× 106 and 5.1× 106
nodes, table 5.2.
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(a) change in integral of temperature;
constant u
(b) change in integral of temperature;
u = u(z)
(c) min(T ); constant u (d) min(T ); u = u(z)
(e) volume fraction of domain with
T < −0.5− 1× 10−6; constant u
(f) volume fraction of domain with
T < −0.5− 1× 10−6; u = u(z)
(g) max(T ); constant u (h) max(T ); u = u(z)
(i) volume fraction of domain with
0.5 + 1× 10−6 < T ; constant u
(j) volume fraction of domain with 0.5 +
1× 10−6 < T ; u = u(z)
Figure 6.7: Comparison of the normalised difference in the integral of temperature over
the domain, the minimum value and maximum value of the temperature and the volume
of the domain that contains an undershoot or overshoot for simulations with consistent
interpolation or bounded Galerkin projection for the interpolation of the temperature
and velocity fields between the pre– and post–adapt mesh, table 6.2. (a) and (b): The
normalised difference in the integral of temperature over the domain, Ω, with scaled
time, t/Tb. Θ(t) = −
∫
Ω T (t,x) dV ; Θ0 = Θ(0); and Θ¯ =
∫
Ω |T (0,x)| dV = 0.04. (c) and
(d): Minimum value of θ over scaled time t/Tb. (e) and (f): The volume fraction of the
domain that contains an undershoot. (g) and (h): Maximum value of θ over scaled time
t/Tb. (i) and (j): The volume fraction of the domain that contains an overshoot. Cases
with spatially constant u, (a), (c), (e), (g) and (i), and spatially varying u = u(z), (b),
(d), (f), (h) and (j) are presented.
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(a) change in integral of temperature;
constant u
(b) change in integral of temperature;
u = u(z)
(c) min(T ); constant u (d) min(T ); u = u(z)
(e) volume fraction of domain with
T < −0.5− 1× 10−6; constant u
(f) volume fraction of domain with
T < −0.5− 1× 10−6; u = u(z)
(g) max(T ); constant u (h) max(T ); u = u(z)
(i) volume fraction of domain with
0.5 + 1× 10−6 < T ; constant u
(j) volume fraction of domain with 0.5 +
1× 10−6 < T ; u = u(z)
Figure 6.8: Comparison of the normalised difference in the integral of temperature over
the domain, the minimum value and maximum value of the temperature and the volume
of the domain that contains an undershoot or overshoot for simulations with consistent
interpolation or unbounded Galerkin projection for the interpolation of the temperature
and velocity fields between the pre– and post–adapt mesh, table 6.2. (a) and (b): The
normalised difference in the integral of temperature over the domain, Ω, with scaled
time, t/Tb. Θ(t) = −
∫
Ω T (t,x) dV ; Θ0 = Θ(0); and Θ¯ =
∫
Ω |T (0,x)| dV = 0.04. (c) and
(d): Minimum value of θ over scaled time t/Tb. (e) and (f): The volume fraction of the
domain that contains an undershoot. (g) and (h): Maximum value of θ over scaled time
t/Tb. (i) and (j): The volume fraction of the domain that contains an overshoot. Cases
with spatially constant u, (a), (c), (e), (g) and (i), and spatially varying u = u(z), (b),
(d), (f), (h) and (j) are presented.
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Another feature of the unbounded Galerkin projection scheme is that it is conservative,
section 2.6.2.3 and appendix B. The normalised change in the integral of the temperature
field over the whole domain shows that temperature is not conserved over time in the
adaptive mesh simulations, figures 6.7 and 6.8. This is due to the non–conservative
nature of the discretisation method, figure 5.14, section 5.4.2.2. The simulations that
use consistent interpolation exhibit more noise in the integral of temperature over the
domain than those that use Galerkin projection, figures 6.7 and 6.8. This suggests that
the field is better preserved between adapts when Galerkin projection is used but the
non–conservative nature of the discretisation method still prevails. This highlights the
inevitable interaction between different aspects of the numerical model.
The change in the integral of the temperature over time results in a change in mass
over time, via the equation of state (2.24). As discussed in section 4.3.5, a change in
mass can affect the background potential energy. This was observed in the comparison of
discretisation methods of the advection–diffusion equation, where changes in mass could
account for up to 5% variation of the background potential energy for the control volume
methods, 50% for the continuous Galerkin method and over 300% for the discontinuous
Galerkin method, section 5.4.2.2. Here, the change in mass can account for a 3 − 10%
variation in ∆Eb/E
0
b . Again it is noted that this is a generous maximum bound and the
actual impact is likely to be much smaller. Since this implies a small variation in the
values of ∆Eb/E
0
b due to changes in mass, the comparable value of ∆Eb/E
0
b for the cases
that use bounded Galerkin projection with those that use unbounded Galerkin projection
indicates that the diffusion introduced by the bounding procedure is minimal.
Undershoots and overshoots exist in all cases with different interpolation methods,
figures 6.7 and 6.8. Notably, however, the largest values of the overshoot are roughly
half that of the second highest resolution fixed mesh, cf. figure 5.12. The portion of
the domain that contains an undershoot or overshoot is notably smaller for the bounded
cases with the largest volume fractions ranging from 0.0001% to 0.001%; whereas for the
unbounded case the volume fractions range from 0.7% to 4.5%. With bounded Galerkin
projection, the diffusion of undershoots and overshoots is an iterative procedure and
the maximum number of iterations allowed is set to 10000. If the maximum number
of iterations is reached, the bounding procedure is terminated and the undershoots and
overshoots still present will remain, figure 6.9. It was observed previously that under-
shoots and overshoots exist when a control volume discretisation on a fixed mesh is
used, section 5.4.2.1. The volume fraction of the domain occupied by the undershoots
and overshoots in the fixed mesh simulations was, at most, 5%, section 5.4.2.1. The
bounded Galerkin projection interpolation, therefore, acts to constrain the undershoots
and overshoots caused by the unbounded discretisation method.
Towards the end of the time period, the system becomes less active and the mixing rate,
dEb/dt, should tend to zero, section 4.4. This is the case for the fixed mesh simulations,
however, the adaptive mesh simulations continue to mix at all times. ∆Eb/E
0
b is also
noisier in the adaptive mesh simulations compared to the fixed mesh simulations. At
later times, as the flow enters the less vigorous mixing stages, the number of nodes used
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(a)
(b) (c)
Figure 6.9: Number of iterations used in bounded Galerkin projection for diffusion of
undershoots and overshoots in case C3, where bounded Galerkin projection is used for
interpolation from the pre– to post–adapt mesh of both temperature and velocity, table
6.2. (a): Number of iterations for temperature, T , horizontal velocity, u, and vertical
velocity, v, over scaled time, t/Tb. The values are presented for the time period when
the undershoots and overshoots are largest (but it should be noted the extent of the
undershoots and overshoots is still small), figure 6.7. (b) and (c): The minimum and
maximum values for temperature with the number of iterations for times 0 < t/Tb < 2.5.
Each point represents a different time. The field is only unbounded when the number of
iterations reaches the maximum allowed value, 104.
(a) (b)
Figure 6.10: Comparison of the average number of nodes in the mesh at later times for
adaptive mesh simulations that used M∞ where either the temperature weight is reduced
at later times (a) or the mesh is fixed at later times (b), tables 6.3 and 6.4. Simulations A0,
A1 and A1* are included for reference, table 6.1. The averages are taken over the later,
less active, oscillatory stages 12.6 < t/Tb < 25.2. The fixed meshes with characteristic
lengths l = 0.002, 0.0005 , 0.00025 and 0.000125 have 2.1× 104, 3.2× 105, 1.3× 106 and
5.1× 106 nodes in the mesh, table 5.2.
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in the adaptive mesh simulations reduces, figures 6.5 and 6.6. During these stages, the
temperature field becomes more diffuse with the reference state tending to a more linear
profile, section 4.4. The curvature of the fields becomes weaker and, therefore, the metric
returned will lead to a coarser mesh and a higher numerical diffusion.
In order to see if a more appropriate mesh could be obtained, simulations A0 and
A0* were altered to use a reduced value of T for t/Tb > 1.8, when the mixing rate
begins to fall, and for t/Tb > 5.0, where the simulations with adaptive meshes begin to
significantly diverge from the second highest resolution fixed mesh, table 6.3. The value
of T is reduced by a factor of 1/2, 1/5 and 1/10 in order to weight the metric so as to
encourage refinement despite the weaker curvature.
When T is reduced, there is a corresponding increase in the number of nodes, figures
6.5 and 6.10. The mixing decreases at later times below that of the other adaptive mesh
simulations by up to 30% (of the A1 or A1* values) and can fall below that of the second
highest resolution fixed mesh l = 0.00025, figure 6.11. The smaller the value of T and/or
the earlier the reduction in T , the lower the values of ∆Eb/E
0
b . The mixing rate does
reduce at later times but it is still non–zero.
Simulations are also considered that use an unstructured fixed mesh for t/Tb > 5.0 and
t/Tb > 10.1. This is generated by constraining the minimum and maximum edge–lengths
to be 0.001 or 0.0005 at t/Tb > 5.0 or t/Tb > 10.1 and performing a mesh adapt. The case
with edge–length 0.001 has a similar number of nodes to the adaptive mesh cases with the
largest number of nodes and the case with edge–length 0.0005 has more than double the
number of nodes used by the adaptive meshes, figures 6.5 and 6.10. For these simulations,
the mixing at later times behaves like that of the fixed mesh simulations, with the mixing
rate tending to zero, figure 6.12. This suggests that the adaptive mesh is not capturing
the field adequately at later times and as a result introduces more numerical diffusion
and hence increases the mixing.
The use of metric advection or the reduction of T at later times can lead to a reduction
in the mixing in the adaptive mesh simulations. During the later stages, however, the
mixing in these simulations is generally more than the higher resolution fixed meshes and
the mixing rate does not tend to zero.
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(a) T reduced for t/Tb > 1.8;u constant (b) T reduced for t/Tb > 1.8;u = u(z)
(c) T reduced for t/Tb > 1.8;u constant (d) T reduced for t/Tb > 1.8;u = u(z)
(e) T reduced for t/Tb > 5.0; u constant (f) T reduced for t/Tb > 5.0; u = u(z)
(g) T reduced for t/Tb > 5.0; u constant (h) T reduced for t/Tb > 5.0; u = u(z)
Figure 6.11: Comparison of mixing diagnostics for fixed mesh simulations, with charac-
teristic length l, and adaptive mesh simulations where the temperature weight, T , is
reduced at later times, table 6.3. Adaptive mesh simulations A0 or A0* and A1 or A1*
are included for reference, table 6.1. The difference from the initial value of the back-
ground potential energy, ∆Eb, normalised by the initial value, E
0
b , and the rate of change
of the background potential energy, dEb/dt, over scaled time, t/Tb, are presented.
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(a) Fixed mesh for t/Tb > 5.0; u constant (b) Fixed mesh for t/Tb > 5.0; u = u(z)
(c) Fixed mesh for t/Tb > 5.0; u constant (d) Fixed mesh for t/Tb > 5.0; u = u(z)
(e) Fixed mesh for t/Tb > 10.1;
u constant
(f) Fixed mesh for t/Tb > 10.1; u = u(z)
(g) Fixed mesh for t/Tb > 10.1;
u constant
(h) Fixed mesh for t/Tb > 10.1;
u = u(z)
Figure 6.12: Comparison of mixing diagnostics for fixed mesh simulations, with charac-
teristic length l, and adaptive mesh simulations where the mesh is fixed at later times,
table 6.4. Adaptive mesh simulations A0 or A0* and A1 or A1* are included for reference,
table 6.1. The difference from the initial value of the background potential energy, ∆Eb,
normalised by the initial value E0b and the rate of change of the background potential
energy, dEb/dt, over scaled time, t/Tb, are presented.
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6.3.3 Summary
The interpolation method is found to have a smaller impact on the mixing than variations
of the metric settings. The values of the background potential energy are of similar
magnitude between simulations that use unbounded Galerkin projection and those that
use bounded Galerkin projection. This indicates that the diffusion introduced by the
bounding procedure is minimal. The comparison of the different interpolation methods
also highlights the interaction between other numerical components of the model and the
adaptive mesh. For example, the undershoots and overshoots caused by the discretisation
method for the advection–diffusion equation are constrained in the interpolation step by
using bounded Galerkin projection.
In general, simulations that use M∞ have produced variable performance with respect
to the mixing diagnostics. During the propagation stage and the early oscillatory stage,
if metric advection is employed, values of the background potential energy that are com-
parable to the higher resolution fixed meshes can be obtained. At later times, as the
system becomes less active and the temperature gradients become weaker, the mixing
rate for the fixed mesh simulations tends to zero. However, for the adaptive meshes, the
background potential energy continues to increase.
The challenge arises as the flow is less active and the curvature of the flow becomes
weaker. The desired dynamics are then not captured well by the absolute metric which
tends to favour only the strongest variations. This motivates consideration of different
metrics that still adapt to the curvature of the field but also aim to capture smaller–scale
fluctuations or weaker curvatures, section 2.6.2.1 and 6.2.3. The results for these alter-
native metrics are now presented and discussed. The diagnostics are compared to both
the fixed mesh simulations and the cases A0 and A0* and A1*, which are representative
of the adaptive meshes that use M∞, with A1* considered the best performing case.
6.4 Investigation of alternative metrics
Both the background potential energy and the Froude number are considered for the
simulations that employ the relative metric, MR, and the p–metric with p = 2, M2,
sections 2.6.2.1 and 6.2.3. First, the simulations using MR, are considered, section 6.4.1,
followed by simulations that use M2, section 6.4.2. The use of M2 is shown to be more
successful thanMR. Further simulations that useM2 with different interpolation methods
are then considered to again assess the impact of the interpolation method once the mesh
resolution is appropriately placed, section 6.4.3. A summary of the key points is given
in section 6.4.4.
6.4.1 Relative metric, MR
Three simulations that use different solution field weights are performed with MR: MR−
10, MR − 5 and MR − 1, table 6.5. Snapshots of the mesh demonstrate that, with MR,
the mesh refines along the boundaries, at the interface and at the billows, figure 6.13.
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(a) mesh at t/Tb = 0.75
(b) mesh at t/Tb = 2.49
(c) ld(v) at t/Tb = 0.75 (d) ld(u, v, T ) at t/Tb = 0.75
(e) v at t/Tb = 0.75
T
-0.5 0.5
u
-0.024 0.024
v
-0.012 0.012
ld
0.0001 0.01
T
-0.5 0.5
u
-0.024 0.024
v
-0.012 0.012
ld
0.0001 0.01Figure 6.13: Mesh and desired edge–lengths, ld, for simulation MR–5, table 6.5. (a) and
(b): Mesh at two times during the propagation stage and early in the oscillatory stage.
(c): The desired edge–lengths, ld(u, v, T ), based on all fields. (d): The desired edge–
lengths, ld(v) for the vertical velocity field. (e): The vertical velocity field, v, with the
zero contour in black. (c)–(e) are all shown at a scaled time of t/Tb = 0.75, corresponding
to the mesh in (a).
(a) propagation stage (b) 12.6 < t/Tb < 25.2 (c) 0 < t/Tb < 25.2
Figure 6.14: Comparison of the average number of nodes in the mesh for adaptive mesh
simulations that use MR or M2, tables 6.5 and 6.6. The averages are taken over three
time periods: the propagation stage, from t/Tb = 0 until the time when the no–slip
front is within 0.01 m of the end wall; the later, less active, oscillatory stage, 12.6 <
t/Tb < 25.2; and the total time period, 0 < t/Tb < 25.2. For the simulations that use
MR truncated ranges are used, with a maximum value t/Tb = 15.1, as the simulations
are terminated before t/Tb = 25.2. The fixed meshes with characteristic lengths l =
0.002, 0.0005 , 0.00025 and 0.000125 have 2.1 × 104, 3.2 × 105, 1.3 × 106 and 5.1 × 106
nodes, table 5.2.
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There are also several regions where the mesh appears to be unnecessarily refined leading
to an increase in the number of nodes, figures 6.13 and 6.14. These regions correspond
to areas of the domain where the vertical velocity field is near zero, figure 6.13. There is
also a cross–shaped region of increased resolution in the centre of the billows, where the
horizontal and vertical velocity fields have near zero values. An increase of the parameter
fmin, which determines the minimum allowed value of the field by which the metric can
be scaled (2.40), should lead to a reduction in resolution in the regions where the velocity
field is near zero and, for this case, where the mesh was unnecessarily refined. It is also
noted that the temperature field is zero at the interface. Hence, the increase in resolution,
due to the smaller value of the field, in this region is more desirable.
As the solution field weights are reduced the mixing decreases, figure 6.15. More mixing
is present in the simulations with MR than the simulations A0* or A1*. The smallest
values of ∆Eb/E
0
b , which are obtained with MR − 1, are of the same size as those for A0
in the propagation stages and are approximately 15% larger than A0* in the later stages,
figure 6.15. The Froude number shows good agreement with the fixed meshes and A0*,
figure 6.16.
The number of nodes used in these simulations increases significantly compared to
those that use M∞, figure 6.14. The increase is approximately 150% (compared to A1*)
in the propagation stages and more than 200% over all time. The simulations that use
MR were terminated early due to the increased run times caused by the increase in the
number of nodes. It is possible, therefore, that the values for the number of nodes over
all times are overestimated in the MR cases. Nonetheless, the indication remains that
the simulations with MR require a larger number of nodes than those that use M∞. At
later times, the increase in mesh resolution (not shown) does not occur uniformly across
the domain, but is concentrated at the interface or where the velocity field is near zero.
In general, the simulations that use MR only perform as well or worse than those
that use M∞. Given the increase in the number of nodes and the need to consider an
additional parameter in the adaptive mesh settings (fmin), the use of this metric and
investigation of the parameter fmin is not pursued further.
6.4.2 p–metric with p = 2, M2
Three simulations are performed with M2, each with different solution field weights, and
are labelled M2–a, M2–b and M2–c, table 6.6. The discussion considers each case in turn
and focuses primarily on M2–b.
6.4.2.1 M2–a
The simulation M2–a captures the billows and interface at early times but, by eye,
the temperature field appears more diffuse than the A0 simulations, figure 6.17. The
values of ∆Eb/E
0
b are of the same magnitude as A0 and the fixed resolution mesh with
characteristic length l = 0.0005, figure 6.15. At later times, the mesh coarsens, similar
to the cases with M∞, figures 6.17 and 6.18. The amount of mixing falls below that of
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(a) MR (b) M2
(c) MR (d) M2
(e) MR (f) M2
Figure 6.15: Comparison of mixing diagnostics for fixed mesh simulations with charac-
teristic length l and adaptive mesh simulations that use MR or M2, tables 6.5 and 6.6.
Simulations A0, A0* and A1* are included for reference, table 6.1. The difference from
the initial value of the background potential energy, ∆Eb, normalised by the initial value
E0b , is presented. The values are plotted with the scaled position of the no–slip front,
X/H, for the propagation stages, and, with scaled time, t/Tb, for the full simulation.
The rate of change of the background potential energy, dEb/dt, over scaled time is also
presented. Due to the increased run time associated with an increase in the number of
nodes the simulations that use MR are terminated early.
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(a) no–slip (b) free–slip
Figure 6.16: Comparison of the no–slip and free–slip Froude numbers, Fr, for fixed mesh
simulations (CV–FE) and adaptive mesh simulations that use M∞, MR and M2, tables
5.1, 6.1, 6.5 and 6.6. Points represent average values and error bars represent maximum
and minimum values, cf. section 3.4.2.1.
A0 but ∆Eb/E
0
b remains greater than A0* and A1*, and is approximately 20% larger
than A0* at the end of the simulation. The mixing also increases above the values for
the fixed resolution mesh with characteristic length l = 0.0005 and, like the adaptive
mesh simulations with M∞, continues to mix at all times, figure 6.15. The simulation
uses roughly half the number of nodes of A0, figure 6.14. It is not surprising, therefore,
that there is more mixing than A0* or A1*. However, the comparable or smaller values
of ∆Eb/E
0
b than A0 are encouraging.
The no–slip Froude number for M2–a is smaller than that for A0* by only 1%, figure
6.16. It is larger than the value for the coarsest resolution fixed mesh, which has more
nodes than the average number of nodes for M2–a. This offers an improvement over A0
and other adaptive mesh simulations with M∞, where, for a given number of nodes in
the fixed mesh and average number of nodes for the adaptive mesh, the adaptive mesh
simulation was observed to have a smaller Froude number, e.g. figure 3.6. The free–slip
Froude number is comparable to A0* and the higher resolution fixed meshes, however it
exhibits larger variability.
These results motivate further testing of M2. The solution field weights are reduced
to those used in simulation M2–b, table 6.6. u is halved, given the fractionally smaller
Froude number and a quarter of the original T value is used, given the increased mixing
at later times.
6.4.2.2 M2–b, Froude number
The second choice of weights leads to a no–slip Froude number that is the same as
A0* (approximately 0.07% difference between values) and with a decrease in the average
number of nodes, figure 6.16. An increase in boundary resolution ahead of the no–slip
front can be seen in the mesh, figure 6.18. It was precisely this increase in resolution
that was responsible for the increase in no–slip Froude number when M∞ was used with
a spatially varying u, chapter 3. With M2, this increase is achieved without the need for
spatial variation of the horizontal velocity weight. The increase in resolution along the
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(a) T for A0 at t/Tb = 0.75
(b) T for M2–a at t/Tb = 0.75
(c) T for M2–a at t/Tb = 18.39
(d) Mesh for M2–a at t/Tb = 18.39
Temperature
-0.5 0.0 0.5
Figure 6.17: Selection of temperature distributions and mesh at early and late times for
simulations M2–a and A0, tables 6.1 and 6.6.
boundary in M2–b does not extend as far and is not as dense as in A0*, yet is sufficient
to increase the no–slip Froude number.
Due to the scaling by the magnitude of the curvature of the field with M2 (2.41),
regions with weaker curvature will encourage refinement of the mesh as well as regions
with larger curvature. This can be seen in the desired edge–lengths for the metric, figure
6.19, section 3.4.3.1. In the region ahead of the fronts, M2–b demands refinement of
the mesh but not as small an edge–length as A0* or A1*. The temperature field at
the interface, however, demands as high resolution in M2–b as the A0* and A1* cases.
As the smaller–scale fluctuations have more influence in the M2–b case, refinement to a
mid–resolution (i.e. not very coarse or very fine) is also demanded over a greater area.
The free–slip Froude number is smaller than A0* by only 0.9% and again exhibits more
variability. There is a small increase in resolution along the free–slip boundary but it is
not as high as that for the no–slip boundary. These Froude numbers are achieved for
roughly half the number of nodes required in A0*, figure 6.14. The overall reduction in
nodes suggests that the use of the absolute metric with a spatially varying u in A0* and
A1* may have led to more refinement than was necessary.
6.4.2.3 M2–b, mixing during the propagation stage
During the propagation stages the mixing in M2–b is comparable to A1* and between
that of the two highest resolution fixed meshes, l = 0.00025 and 0.000125, figure 6.15.
Snapshots of the mesh for the A0*, A1* and M2–b cases show higher resolution of the
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billows, particularly at their centre, for A1* and M2–b than for A0*, figure 6.18. Tem-
perature distributions and meshes that show the evolution of a pair of billows for the
A0*, A1* and M2–b case are presented in figure 6.20.
In A0*, as the fluid in the billow begins to mix and the fields homogenise, the curva-
ture of the fields is reduced (particularly in the temperature field) and subsequently the
resolution in the billow reduces. This will further increase the mixing due to increased
numerical diffusion associated with a coarser mesh, section 5.4.2.4.
In both the A1* and M2–b cases the resolution in the billows remains higher and also
extends further from the edge of the billow than for the A0* case, which presents a more
diffuse billow boundary. The advection of the metric by the velocity fields within and
external to the billow in A1* leads to the increase in resolution in the billow region, figure
6.21. The increase in resolution at the edge of the billow also favours the direction of the
flow. For M2–b, the increased resolution does not favour a certain direction. The desired
edge–length returned by the metric for the temperature field remains smaller for a greater
distance from the billows than the A0* or A1* case, figure 6.19. The desired edge–lengths
from the velocity components are also smaller over much more of the domain in the M2–b
case. This demonstrates that there are small–scale variations in these fields that are not
captured adequately by M∞ but are given more weight in M2 due to the scaling by the
magnitude of the curvature and, hence, are better represented.
Overall, the increases in resolution in the vicinity of the billows in the A1* and M2–b
cases can account for the reduction in mixing but occur for different reasons. In the
propagation stages, M2–b uses roughly 150% of the nodes used by A0, 50% of the nodes
used by A0* and 20% used by A1*, figure 6.14. This suggests M2 provides a better guide
not only of when resolution is needed, but also when it is not necessary.
6.4.2.4 M2–b, mixing during the oscillatory stage
During the oscillatory stage, the mixing in M2–b is comparable to the fixed mesh with
characteristic length l = 0.00025, figure 6.15. Most notably, the mixing behaves more
like the higher resolution fixed meshes than the adaptive meshes that use M∞, with the
mixing rate tending to zero.
In M2–b at later times, the mesh resolution around the interface is much higher than
in either A0* or A1*, figure 6.18. Compared to A0* and A1*, the M2–b case shows an
increased demand in resolution along both the interface, due to the temperature field
input to the metric, and throughout the majority of the domain, due to the velocity
inputs, figures 6.22 and 6.23. The boundary region where the horizontal velocity weight
has been reduced in A0* and A1* has a notably smaller desired edge–length, figure 6.23.
(The desired edge–lengths are the edge–lengths the metric requires to satisfy the criteria
for adapting the mesh (2.32). Section 3.4.3.1 gives a description of how the values are
calculated.) This behaviour suggests that, at these times, it is the ability ofM2 to increase
resolution even when the curvature is weaker that allows the improved representation of
the field and the reduction in the mixing.
At the latest times, A0* and A1* have much coarser resolution in the majority of
196 Chapter 6: Impact of adaptive meshes on mixing
(a) A0*, t/Tb = 0.70 (b) A0*, t/Tb = 0.83 (c) A0*, t/Tb = 0.90
(d) A1*, t/Tb = 0.70 (e) A1*, t/Tb = 0.83 (f) A1*, t/Tb = 0.90
(g) M2–b, t/Tb = 0.95 (h) M2–b, t/Tb = 1.08 (i) M2–b, t/Tb = 1.21
Figure 6.20: Mesh and temperature distribution for a billow at three scaled times, t/Tb,
for the A1*, A0* and M2–b cases, presented in (a)–(c), (d)–(f) and (g)–(i) respectively,
tables 6.1 and 6.6.
(a) no metric advection (b) with metric advection (c) velocity vectors
Figure 6.21: Two meshes and the velocity vectors at t/Tb = 0.75 produced from A0*, table
6.1, to demonstrate the effect of metric advection on the adaptive mesh: the simulation
is restarted at t/Tb = 0.75 and the mesh presented is the mesh produced from an adapt
to the initial conditions of the restart. (a): No metric advection. (b): Metric advection
is employed. (c): The corresponding velocity vectors.
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the domain than M2–b, figure 6.23. It is not surprising, therefore, that the mixing in
these cases continues to increase, tending towards the values for the coarsest resolution
fixed mesh, l = 0.002, rather than those for the other, higher resolution fixed meshes,
figures 6.15 and 6.18. The reduction in mixing during the oscillatory stage in M2–b is
also achieved with, again, just over 50% of the number of nodes used in A0* and 20% of
the nodes used in A1*, figure 6.14.
In general these results are very promising. Sufficiently large Froude numbers and
mixing in agreement with the second highest resolution fixed mesh are obtained with an
adaptive mesh using theM2–b settings. This is also achieved for a reduction in the number
of nodes used compared to the adaptive meshes that use either the M∞ or MR. There is
no need for the additional guidance of the metric through spatial variation of the solution
field weights, which, from the perspective of a model user, is clearly desirable. Further
simulations with the M2–b settings and different interpolation methods are discussed
below, section 6.4.3. However, first a final set of solution field weights is tested to see if
an increase in the free–slip Froude number and a further reduction in the mixing at later
times can be obtained.
6.4.2.5 M2–c
The third case that uses M2, M2–c, table 6.6, has the same horizontal velocity field
weight as M2–b. The vertical velocity field weight is reduced in order to determine if an
increase in resolution can be obtained at the free–slip boundary and, hence, an increase
in the free–slip Froude number. The temperature weight is also halved for t/Tb > 1.76
to see if this leads to a further reduction in the mixing at later times.
The free–slip Froude number for M2–c is in even closer agreement with A0* (only 0.3%
difference). There is still more variability for the free–slip Froude number than the A0*
case but the variability in the no–slip Froude number is reduced. During the propagation
stages the mixing is reduced (by approximately 10% compared to the M2–b case) but is
still not as low as the highest resolution fixed mesh, figure 6.15. For these stages, the
number of nodes for M2–c is roughly 250% that of M2–b, 130% that of A0* and 60% of
A1* but still one order of magnitude lower than the highest resolution fixed mesh with
characteristic length l = 0.00025, figure 6.14.
At later times, the mixing is again reduced. Of all the simulations, including the
other fixed meshes, M2–c has values closest to the highest resolution fixed mesh, l =
0.000125, figure 6.15. The difference is approximately 15% of the highest resolution
fixed mesh value. In the later stages, the number of nodes used in the M2–c simula-
tion is approximately 140% that of A1*. However, the number of nodes used is still
at least one order of magnitude fewer than the two highest resolution fixed meshes,
l = 0.00025 and 0.000125, and, when averaged over all time, is similar to the middle res-
olution fixed mesh, l = 0.0005. In M2–c, the mesh resolution (not shown) is increased
throughout the domain but regions that demand higher resolution, in particular the
billows and interface, can be distinguished.
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(a) (b)
Figure 6.24: Comparison of the background potential energy for the M2–b case, table
6.6 with different interpolation methods for interpolation from the pre– to post–adapt
mesh, table 6.2. The values for A0* and fixed meshes with characteristic length l are also
included for reference, table 6.1. The difference from the initial value of the background
potential energy, ∆Eb, normalised by the initial value E
0
b , is presented. The values are
plotted with the scaled position of the no–slip front, X/H, for the propagation stages in
(a), and, with scaled time, t/Tb, for the full simulation in (b).
6.4.3 Interpolation
Given the success of the simulation M2–b, table 6.6, this set–up is now tested with dif-
ferent methods for interpolation from the pre– to post–adapt mesh. M2–b originally
used consistent interpolation for both the velocity and temperature fields. The bounded
Galerkin projection method is tested on the velocity or temperature field, with consis-
tent interpolation for the temperature or the velocity field respectively, and, on both
the temperature and velocity fields together, as for simulations C1–3, table 6.2. These
simulations are labelled M2–b + C1, M2–b + C2 and M2–b + C3. Unbounded Galerkin
projection is not considered given the similarity in the amount of mixing to the cases
with bounded Galerkin projection and due to the increase in the volume of domain that
contains an undershoot or overshoot compared to the bounded Galerkin projection case,
section 6.3.2.
As for the cases with M∞, during the propagation stages, the interpolation method
makes little difference to the amount of mixing in the simulation, figures 6.2 and 6.24.
As before, at later times, the least mixing is seen for M2–b+ C2. There are undershoots
and overshoots, similar to the cases with M∞, in a maximum of just over 0.01% of the
domain when bounded Galerkin projection is used on the temperature field, figure 6.25.
The change in the integral of temperature is of similar magnitude to the cases with M∞,
figure 6.26.
6.4.4 Summary
Simulations that use MR do not offer an improvement over those that use M∞. The
Froude numbers are comparable to the desired A0* and high resolution fixed mesh values.
However, the mixing is larger in simulations that use MR and, as for the simulations with
M∞, the mixing rate does not tend to zero at later times. There are also regions where
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(a) min(T) (b) domain fraction with undershoot
(c) max(T) (d) domain fraction with overshoot
Figure 6.25: Comparison of the minimum and maximum values of temperature, T , and
the volume fraction of the domain that contains an undershoot (T < −0.5− 1× 10−6) or
an overshoot (0.5+1×10−6 < T ) for the M2–b case with different interpolation methods,
cf. table 6.2. The A0* case is included for reference, table 6.1.
Figure 6.26: Comparison of the change in the integral of temperature over the domain
with scaled time t/Tb. Values are presented for the M2–b case with different interpolation
methods and the A0* case is included for reference, tables 6.1, 6.2 and 6.6. Θ(t) =∫
Ω T (t,x) dV ; Θ0 = Θ(0) dV ; and Θ¯ =
∫
Ω T (t,x) dV .
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the mesh is unnecessarily refined that correlate with regions where the velocity field is
near zero. There is an increase in the number of nodes used compared to the simulations
with M∞, and the use of MR is, therefore, not considered appropriate here.
Simulations that use M2 present several improvements over those that use M∞ or MR.
In particular, simulation M2–b has comparable Froude numbers to the desired A0* values
whilst using approximately half of the number of nodes and does not require user–defined
spatial variation of the solution field weights. The mixing is comparable to the second
highest resolution fixed mesh and the mixing rate tends to zero at later times. This is due
to better representation of the system by M2 than M∞ at later times when the curvature
of the fields is weaker.
Given the performance of M2–b, simulations with these settings are used for two further
investigations. First, simulations that include the diffusion term, with different values
of the diffusivity, are considered, section 6.5. Second, a comparison with the numerical
simulations of a two–dimensional lock–exchange of O¨zgo¨kmen et al. (2007) is made,
section 6.6.
6.5 Specified diffusion
The adaptive mesh simulations considered thus far neglect the diffusion term. Any
diffusion in the system, therefore, can be attributed to the numerics, section 5.1. Adap-
tive mesh simulations that include the diffusion term with different values of diffusivity,
κ¯ = κI¯ with κ = 10−6, 10−7, 10−8, 10−9, 10−10 are now investigated, cf. section 5.4.2
for a similar comparison for the fixed meshes. Given the good performance of M2–b, the
settings for the adaptive mesh follow the values for this case.
Two different combinations of interpolation methods are tested: first, consistent in-
terpolation is used on both fields (as in A0, table 6.2); and second, bounded Galerkin
projection is used on the temperature field and consistent interpolation on the veloc-
ity field (as in C2, table 6.2), since this combination of interpolation methods produces
the least overall mixing, sections 6.3.2 and 6.4.3. The background potential energy and
Froude numbers for these runs are compared with the adaptive mesh case with diffusion
neglected and the fixed mesh simulations originally discussed in section 5.4.2.
The Froude number shows good agreement between the adaptive mesh simulations and
higher resolution fixed mesh simulations for all values of κ, with differences of generally
less than 1%, table 6.7. The differences between the adaptive meshes and the highest
resolution fixed mesh for smaller κ are larger (a maximum of 2.33 %) due to the shedding
of a billow from the no–slip front for the highest resolution fixed mesh, which leads to
an over estimate of the average no–slip Froude number, section 5.4.2.3. As for the fixed
mesh simulations, there is also minimal difference in the Froude numbers once κ < 10−7.
The mixing decreases as the diffusivity decreases, figure 6.27. There is little difference
between the adaptive mesh simulations and the second highest resolution fixed mesh
simulations for all κ. Furthermore, differences in the values of ∆Eb/E
0
b for the adaptive
mesh simulations that use different interpolation methods are not easily discerned. An
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Reference κ No–slip Free–slip
Fr difference difference Fr difference to difference
(%) to (%) to to (%) to (%) to
l = 0.00025 l = 0.000125 l = 0.00025 l = 0.000125
M2–b 10
−6 0.409 -0.501 -0.470 0.475 -0.521 -0.496
M2–b 10
−7 0.417 -0.195 -0.598 0.481 -0.156 -0.260
M2–b 10
−8 0.417 0.0591 -0.350 0.480 -0.380 -0.502
M2–b 10
−9 0.417 0.0506 -2.20 0.479 -0.572 -0.656
M2–b 10
−10 0.417 0.116 -2.22 0.479 -0.498 -0.582
M2–b 0 0.417 0.0381 -2.30 0.480 -0.917 -0.999
M2–b+C2 10
−6 0.408 -0.572 -0.533 0.478 -0.275 -0.250
M2–b+C2 10
−7 0.416 -0.269 -0.671 0.479 -0.660 -0.763
M2–b+C2 10
−8 0.417 0.176 -0.233 0.479 -0.548 -0.670
M2–b+C2 10
−9 0.417 0.0686 -2.18 0.476 -1.08 -1.16
M2–b+C2 10
−10 0.416 0.00356 -2.33 0.474 -1.50 -1.58
M2–b+C2 0 0.417 0.188 -2.16 0.482 0.0793 -0.00403
Table 6.7: Comparison of no–slip and free–slip Froude numbers between adaptive mesh
simulations M2–b and high resolution fixed meshes for different values of the diffusivity,
κ, table 6.6. The Froude numbers for the adaptive mesh simulations and the percentage
difference between the adaptive mesh simulations and the highest resolution fixed meshes
with characteristic lengths l = 0.00025 and l = 0.000125 are given. Two different combi-
nations of methods for interpolation from the pre– to post–adapt mesh are considered:
for M2–b, consistent interpolation is used for both temperature and velocity fields and for
M2–b+C2, bounded Galerkin projection is used for the temperature field and consistent
interpolation for the velocity field, tables 6.2 and 6.6.
average over all time of the difference between the values of ∆Eb/E
0
b for each of the
adaptive mesh simulations and the highest resolution fixed mesh l = 0.000125 (with the
diffusion term neglected) is calculated, figure 6.28, cf. section 5.4.2.4 and figure 5.20 for
the equivalent calculation for the fixed meshes. As for the fixed meshes, the average
difference decreases with decreasing κ until some threshold value of κ after which the
average difference becomes constant (or near constant). The threshold value is 10−9 for
both M2–b and M2–b+C2, which is equivalent to the fixed mesh with l = 0.00025, section
5.4.2.4.
204 Chapter 6: Impact of adaptive meshes on mixing
Figure 6.27: Comparison of the background potential energy for adaptive mesh simu-
lations with M2–b (solid lines) and fixed mesh simulations with characteristic length
l = 0.00025 for different values of the diffusivity (given in the legend). Solid lines: fixed
meshes; dash–dot lines: M2–b with interpolation from the pre– to post–adapt mesh per-
formed with consistent interpolation on both temperature and velocity fields; and dashed
lines: M2–b+C2 with interpolation from the pre– to post–adapt mesh performed with
bounded Galerkin projection for the temperature field and consistent interpolation for the
velocity field, tables 6.2 and 6.6. The difference from the initial value of the background
potential energy, ∆Eb, normalised by the initial value E
0
b , is presented. The values are
plotted with with scaled time, t/Tb. Due to the increased run time for the fixed meshes,
several of the simulations are terminated at t/Tb ≈ 10.1.
(a) M2–b (b) M2–b+C2
Figure 6.28: Average difference in the change in the background potential energy, δEb,
between adaptive mesh simulations with different values of the diffusivity, κ, and the
base case (fixed mesh simulation with characteristic length l = 0.000125 and the diffusion
term neglected), cf. section 5.4.2.4 and tables 6.2 and 6.6 for details of the adaptive mesh
settings. The values for the background potential energy are normalised by the initial
value for the base case, E0b . For each value of κ the average difference over the scaled
time periods, with the upper value given in the legend, are shown. The horizontal lines
represent the value for the simulations with the diffusion term neglected.
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6.6 Comparison to published results
In O¨zgo¨kmen et al. (2007), the two–dimensional lock–exchange is used to investigate the
performance of different sub–grid–scale (SGS) models in large eddy simulations (LES).
With this approach the larger–scale eddies in the flow are computed and the SGS model
represents the effect of smaller–scale eddies. The SGS models are found to improve the
results for a given mesh resolution. As a part of the study, so–called ‘direct numerical
simulations’ (simulations without the SGS models) are performed at a range of resolutions
and the highest resolution values are taken as the benchmark solution. For ease, table 1
from O¨zgo¨kmen et al. (2007), which outlines the different combinations considered and
the number of degrees of freedom for each simulation, is reproduced here in table 6.8.
Two Reynolds numbers Re = 2800 and 4300 are considered, where Re = ubh/ν, and ub
is the buoyancy velocity, h the domain half height and ν¯ = νI¯ is the kinematic viscosity,
cf. table 3.1. A Prandtl number Pr = 7 is used, where Pr = ν/κ, where κ¯ = κI¯ is the
thermal diffusivity. The values of ub and h are as in table 3.1 and the values of ν and κ
are then determined from the values of Re and Pr.
The domain used is shortened to be 0.5 m long to match the aspect ratio of 5 used
in O¨zgo¨kmen et al. (2007). The initial condition given in O¨zgo¨kmen et al. (2007) has a
linear variation of temperature at the interface over a distance L/20 either side of the
centre of the domain (where L is the length of the domain). This corresponds here to an
initial condition for temperature given by
T =

−0.5 for −0.25 ≤ x < 0.225
−5 + 20x for 0.225 ≤ x ≤ 0.275
0.5 for 0.275 < x ≤ 0.25
. (6.1)
This initial condition is tested, but as is evident both from the mixing diagnostics and
the initial temperature distribution this does not correspond to the condition used for the
results presented in O¨zgo¨kmen et al. (2007). This case is labelled M2–b
′. The simulations
are, therefore, also performed with the initial condition used thus far: T = −0.5 for
x < 0.0 and T = 0.5 for 0.0 ≥ x. This case retains the label M2–b. It should be noted
that the methods for interpolation from the pre– to post–adapt mesh are as in C2.
The density field from the O¨zgo¨kmen et al. (2007) high–res DNS case and the temper-
ature field from the M2–b case at Re = 2800 have remarkably similar distributions given
the turbulent nature of the dynamics, figure 6.29, table 6.8. It is clear that the initial
condition in the M2–b
′ case is notably different to that of O¨zgo¨kmen et al. (2007). In
M2–b
′, the density interface is much wider and it takes longer for the Kelvin–Helmholtz
instability to manifest. It is interesting to note that the initial mesh for this case consists
of two high resolution regions that bound a coarse resolution central region, where the
temperature gradient is linear. (The mesh is expected to coarsen here as a linear field
has zero curvature). As the interface tilts over and begins to stretch, the mesh refines
accordingly and is able to capture the Kelvin–Helmholtz billows once they begin to form.
To quantitatively assess the mixing in the flow, O¨zgo¨kmen et al. (2007) use the mixing
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Resolution Re = 2800, P r = 7 Re = 4300, P r = 7
low–res1 DNS*, LES DNS*, LES
K = 300; N = 5; 7500 points
low–res2 DNS*, LES DNS*, LES
K = 300; N = 6; 10, 800 points
mid–res1 DNS*, LES DNS*, LES
K = 1200; N = 8; 76, 800 points
mid–res2 DNS, LES DNS*, LES
K = 1200; N = 12; 172, 800 points
high–res DNS, LES DNS, LES
K = 1200; N = 15; 270, 000 points
ultra–res – DNS
K = 3600; N = 17; 1, 040, 400 points
Table 6.8: Table of the spatial resolutions used in the two–dimensional numerical experi-
ments of O¨zgo¨kmen et al. (2007) (reproduced from the original paper). ‘DNS’ and ‘DNS*’
denote simulations without any SGS model. The * is used to denote simulations that are
considered under–resolved. ‘LES’ denotes the simulations that use a SGS model. The
simulations are run with Nek5000, a spectral element model. K: the number of nodes
in the mesh and N : the polynomial order of the spectral basis functions. NK gives
the number of degrees of freedom (‘points’) and the computation time is proportional to
KN3.
bins, as described in section 4.3.1. The fluid is divided into three classes: light, mixed
and heavy. These correspond to the following temperature ranges: −1/2 ≤ T < 1/6
−1/6 ≤ T < 1/6 and 1/6 ≤ T ≤ 1/2. In general, the mixed class is compared between
the different simulations and these are the values considered here, figure 6.30. The initial
volume fraction of mixed fluid is notably larger in the M2–b
′ case that O¨zgo¨kmen et al.
(2007) again demonstrating the disparity in the initial condition. For a very short period
at the start (t/Tb < 1), the mixed water mass volume fractions for M2–b
′ remain constant,
while the interface tilts and stretches, but no mixing takes place.
In general, the spread of values from O¨zgo¨kmen et al. (2007) for the different DNS cases
and the LES case that performs the best, is larger for Re = 4300 than Re = 2800. At
Re = 2800, the M2–b mixed water mass volume fractions behaves most like the mid-res2
DNS case from O¨zgo¨kmen et al. (2007). The values for M2–b
′ case do not clearly follow
any of the other simulations, and at the end of the simulated time exhibit more mixing
than any of the other simulations. At Re = 4300, the values for M2–b are more similar
to the O¨zgo¨kmen et al. (2007) high–res DNS case at early times and the O¨zgo¨kmen et al.
(2007) ultra–res DNS case at late times. M2–b
′ again does not follow any other case
particularly closely but the final values fall between the O¨zgo¨kmen et al. (2007) high–res
DNS and ultra–res DNS cases and, at most times, remains within the spread of values
for the O¨zgo¨kmen et al. (2007) LES cases.
At Re = 2800, M2–b uses an average of 3.2 × 104 nodes which increases to 4.3 × 104
nodes at Re = 4300. In terms of degrees of freedom (which given the control volume
discretisation used in M2–b is the same as the number of nodes), this places M2–b be-
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Figure 6.30: Comparison of the volume fraction of the domain that contains mixed fluid
over scaled time between Fluidity–ICOM adaptive mesh simulations and simulations of
O¨zgo¨kmen et al. (2007), tables 6.6 and 6.8 and section 6.6. V : volume of mixed fluid, |Ω|:
volume of the domain and t/Tb: scaled time. Mixed fluid is classified as the fluid with
temperature −1/6 ≤ T < 1/6. The Fluidity–ICOM runs are denoted M2–b and M2–b′.
The first has an initial condition with T = −0.5 for x < 0.0 and T = 0.5 for 0.0 ≥ x and
the second has an initial condition with a linear variation in density, as given in (6.1).
The remaining values are from O¨zgo¨kmen et al. (2007), cf. table 6.8. The shaded area
marks the range of values for the LES simulations on different resolution meshes with
the subgrid scale closure that was found to perform the best.
tween the O¨zgo¨kmen et al. (2007) low–res2 and mid–res1 simulations, table 6.8. The
values are also one to two orders of magnitude lower than the degrees of freedom for the
higher resolution O¨zgo¨kmen et al. (2007) simulations, with which the M2–b mixed water
mass volume fractions agree well. This demonstrates again the good performance of the
adaptive mesh simulations that use the metric M2.
6.7 Future work
The key future development of the lock–exchange study is the extension to a three–
dimensional domain. This presents a more challenging scenario than the two–dimensional
case, primarily due to increased domain size and the onset of three–dimensional turbu-
lence. Furthermore, it will facilitate the comparison of mixing in the flow with experi-
mental work such as that of Hacker et al. (1996), where the aspect ratio of the initial
volume of dense fluid was varied and the density structure of the gravity current was
evaluated with diagnostics similar to the mixing bins, section 4.3.1.
Initial tests of adaptive mesh Fluidity–ICOM simulations of a three–dimensional lock–
exchange, following the parameters of Ha¨rtel et al. (2000), produce a system with lobes
and clefts and three–dimensional turbulence, figure 6.31. The particular mesh shown
used 1.45 × 106 nodes on average (for a scaled elapsed time of t/Tb = 3.24s, when the
fronts near the end walls) in a domain that is 2.0 m in the x–direction (along current),
0.15 m in the y–direction (across current) and 0.1 m in the vertical. A middle resolution
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fixed mesh with characteristic length l = 0.0005 would require approximately 2.4 × 107
nodes for this domain, and, higher resolution meshes, with l = 0.00025 or smaller would
require at least another order of magnitude more nodes.
To further the investigation of the three–dimensional lock–exchange, three main prac-
tical steps need to be addressed. First, testing of the initial condition is required. In
most numerical studies, perturbations are applied to the initial interface to shorten the
transition time to a fully three–dimensional turbulent state (e.g. Ha¨rtel et al., 2000;
O¨zgo¨kmen et al., 2009b). The adaptive mesh simulations without perturbations to the
initial interface are able to produce lobes and clefts and three–dimensional turbulent
structures, figure 6.31. A perturbation, therefore, does not generate any new dynamics
from those that the adaptive mesh simulation could produce otherwise. The use of a per-
turbed initial interface can, therefore, be pursued. Second, testing of the solution field
weights is required to determine the sensitivity of the simulation to the mesh produced.
In particular it will be important to investigate the effect on the enhanced mixing due
to the three–dimensional turbulence. Finally, given that the number of nodes will in-
crease, with an average of 1.45×106 for the test simulation in figure 6.31 the simulations
will have to be run in parallel. (The test simulation was run on 120 processors). The
lock–exchange simulations start with a number of nodes that is small; the number of
nodes then gradually increases over time (in the propagation stages), cf. figure 6.5 for
the two–dimensional case. For efficiency, therefore, the simulation should initially be run
on a small number of processors and then, as the number of nodes increases, the number
of processors should be increased. Both the suitable number of processors to use and the
times at which the number of processors should be increased requires testing.
The diagnostics considered here are easily extended to three–dimensions and, therefore,
provide a useful platform from which to begin analysis of the flow. In general, the three–
dimensional case is an important extension to make. The potential for a computational
saving with the adaptive mesh compared to a fixed mesh is, once again, substantial. Fur-
thermore, the increased complexity of the system dynamics provides a more demanding
test for the adaptive meshes. Finally, in order to move to increasingly realistic scenarios,
it is crucial that the three–dimensional flow can be modelled effectively in simulations
with adaptive meshes.
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(a) t/Tb = 1.26
(b) t/Tb = 2.52
(c) t/Tb = 2.69
Figure 6.31: The zero isotherm at three scaled times, t/Tb, from a Fluidity–ICOM adap-
tive mesh simulation of the three–dimensional lock–exchange. At early times, the flow is
two–dimensional and Kelvin–Helmholtz billows can be seen to extend across the width
of the domain. At later times, the flow transitions to a three–dimensional turbulent state
with lobes and clefts also visible at the front. The domain is 2.0 m in the x–direction
(along current), 0.15 m in the y–direction (across current) and 0.1 m in the vertical. The
parameters follow the values of Ha¨rtel et al. (2000).
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6.8 Conclusions
The mixing in simulations of the two–dimensional lock–exchange, performed on fixed and
adaptive meshes, has been evaluated through comparison of the background potential
energy. Initially, the value of the diffusion term is neglected and, therefore, any diffusion
is considered numerical, section 5.1. The values from simulations on the highest resolution
fixed mesh, which was previously found to have the lowest numerical diffusion, section
5.4.2.4, are taken as the benchmark for comparison. The progress of the system is
categorised into two main stages: the propagation stages, when the gravity currents
travel across the domain, and the subsequent oscillatory stages, where the fluid ‘sloshes’
back and forth across the domain, section 4.4. Four different resolution fixed meshes are
considered with characteristic lengths l = 0.002, 0.0005, 0.00025 and 0.000125. Three
different forms of the metric, which guides the mesh adapt, are investigated: the absolute
metric, M∞ (2.33), the relative metric, MR (2.40), and the p–metric (with p = 2), M2
(2.41). All meshes adapt to the temperature, horizontal velocity and vertical velocity.
Simulations that use M∞ with metric advection and a spatially varying horizontal
velocity field weight and simulations that use M2 can exhibit the same amount of mixing
as the second highest resolution fixed mesh, characteristic length l = 0.00025, during
the propagation stages, figures 6.1 and 6.15. In simulations that use these combinations,
more mesh refinement occurs in and around the Kelvin–Helmholtz billows, leading to a
less diffusive solution, figures 6.20 and 6.21.
During the oscillatory stages the simulations with M∞ exhibit more mixing than the
higher resolution fixed meshes and continue to mix at all times, figure 6.1. This behaviour
is also observed even if the temperature field weight is reduced at later times, figure 6.11.
In the oscillatory stages the system becomes less active and, due to the mixing, the
gradients in the temperature field are not as strong. This leads to a coarsening of the
mesh, when M∞ is used, and, hence, an increase in numerical diffusion, figures 6.18, 6.22
and 6.23. Furthermore, for simulations that use an adaptive mesh initially and a fixed
mesh for t/Tb > 5.0 or 10.1, the mixing rate tends to zero at later times, figure 6.12. This
suggests both the coarser mesh and interpolation between coarser meshes contribute to
the continued mixing. An increase in the time period between adapts at later times
would, therefore, be expected to reduce the mixing rate. The frequency of the adapt
could be changed or an adaptive time–step could be utilised (Applied Modelling and
Computation Group, 2011). For the latter, as both the velocities reduce at later times
and the mesh coarsens, the allowed time–step would increase, leading to an increase in
the time period between adapts.
The simulations with MR do not offer an improvement over the simulations with M∞
and use at least 1.5 − 2 times as many nodes, figures 6.14, 6.15 and 6.16. With MR,
the mesh is found to refine unnecessarily (for this case) in regions of the domain where
the velocity fields are near zero, figure 6.13. The temperature field, however, has near
zero values at or near the interface, where resolution is required. The successful use of
scaling by the local field value is, therefore, highly problem and field dependent. Using
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the global maximum or average of the magnitude of the field to scale the Hessian offers an
alternative form of MR that could be utilised effectively in scenarios where an initially
active flow diminishes over time. For the lock–exchange, the excess resolution in the
regions of the near zero velocity field would be avoided. Furthermore, as the velocities
(and kinetic energy) reduce at later times, more mesh refinement would be encouraged
throughout the domain. This, in turn, may lead to an improved representation of the
interface. However, for the temperature field, the change in scaling over time will not be
as significant (for example the field should maintain the same minimum and maximum
values throughout). Hence, increased refinement may not be encouraged at the interface
at later times. As with M∞, the use of spatial variation of the solution field weights
and/or metric advection may also improve the representation of the flow. However, in
the current form, the use of MR is not appropriate for the lock–exchange.
The simulations that use M2 are able to produce a comparable level of mixing to the
case l = 0.00025, during the oscillatory stages, or less if the solution field weights are
reduced, figure 6.15. Furthermore, the mixing rate tends to zero at later times. The
weighting given to the smaller–scale fluctuations with M2 facilitates the formation of a
more appropriate mesh during the oscillatory stages, in contrast to the general coarsening
of the mesh observed for simulations that use M∞, figures 6.18, 6.22 and 6.23.
The Froude numbers for simulations with M2 are also calculated and are found to be
in excellent agreement with the values from chapter 3, figure 6.16. This is achieved with
no need for user–defined spatial variation of the solution field weights. Comparisons of
simulations with M2 that include the diffusion term suggest that the numerical diffusion
is comparable to that of the second highest resolution fixed mesh, l = 0.00025, section
6.5. Furthermore, simulations with M2 in the lock–exchange configuration of O¨zgo¨kmen
et al. (2007), show good agreement between the Fluidity–ICOM mixing bin values and
those from O¨zgo¨kmen et al. (2007), figure 6.30.
Here the value p = 2 for the Mp metric is found to work well. A smaller value of p
would lead to a more equal weighting between the small and large–scale fluctuations and
a more uniform mesh would be expected (Loseille and Alauzet, 2011). Conversely, as p
increases, the larger–scale fluctuations will become increasingly dominant and the meshes
produced will become more like those for the M∞ case (Loseille and Alauzet, 2011). The
successful use of M2 demonstrated here builds on the good results obtained with M2 in
Loseille and Alauzet (2011) by extension to a turbulent and time–varying flow.
Different methods for interpolation from the pre– to post–adapt mesh were also inves-
tigated. As for the Froude number, chapter 3, the interpolation method has a smaller
influence on the mixing than changes in the mesh due to the metric, figures 6.2, 6.3
and 6.24. Once the resolution is appropriately placed, the simulations that use bounded
Galerkin projection for temperature and consistent–interpolation for velocity present
less mixing than the other cases. The mixing is also comparable between the standard
Galerkin projection and bounded Galerkin projection suggesting that the additional dif-
fusion introduced to maintain boundedness is minimal. The analysis of different inter-
polation methods highlights the interaction between different numerical aspects of the
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model with, for example, bounded Galerkin projection constraining the undershoots and
overshoots induced by the discretisation method, figures 6.7, 6.8, 6.9 and 6.25 and section
6.3.2.
The use of a different metric changes the mesh and, hence, the representation of the field
and the mixing. The difference in the normalised change in the background potential
energy between the preferred cases for M∞ and M2, A1* and M2–b respectively, has
a range of approximately 3% − 25%, tables 6.1 and 6.6 and figure 6.15. When the
discretisation method was changed, the values of the normalised change in the background
potential energy presented a variation from 5−10% to over 100%, chapter 5. Furthermore,
a change in the discretisation method that reduced the computational time led to a
more diffusive simulation, and, therefore, a poorer result from the mixing perspective.
Changing the adaptive mesh settings can and will change the solution, particularly for a
turbulent system such as the lock–exchange. However, the impact is not necessarily any
greater than changing the discretisation method or the resolution of a fixed mesh.
Whilst there are many other factors which will affect the efficiency of the individual
models, such as the discretisation method, the ability of the adaptive meshes to produce
flow characteristics that are equivalent to fixed meshes with one to two order of magnitude
more nodes (or degrees of freedom) is promising. This is seen in comparison of the
adaptive mesh simulations to both fixed mesh Fluidity–ICOM simulations and the results
of O¨zgo¨kmen et al. (2007). Furthermore, the use of an adaptive mesh does not necessarily
introduce more numerical diffusion than a higher resolution fixed mesh. The ability of the
adaptive mesh to perform well is highly dependent on the choice of metric. The effective
use of an adaptive mesh with the simple metrics used here demands consideration of the
problem to which it is applied and preliminary test simulations to obtain an appropriate
set of solution field weights.
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Chapter 7
Simulations of a
gravity current on an incline:
preliminary investigation
Synopsis
A gravity current on an incline, an idealised ocean overflow, has been simu-
lated with Fluidity–ICOM. Simulations are performed on three fixed meshes
with coarse, medium and high resolutions. Adaptive meshes that use the p–
metric (2.41), with p = 2, and a selection of weights for the velocity and salin-
ity fields are also considered. The simulations present the expected dynamics
and are compared by evaluation of the front speed and the entrainment. For
the adaptive mesh simulations, the diagnostics show little sensitivity to the
values of the solution field weights. The high resolution fixed mesh simula-
tions and the adaptive mesh simulations show good agreement and the front
speeds lie within the range of published values. The adaptive meshes use,
on average, at least one order of magnitude fewer nodes than the highest
resolution fixed mesh. Additional simulations on an adaptive mesh are used
to evaluate the impact of a range of angles of incline and the source salinity.
The front speeds again agree well with published results. The entrainment
results are more varied, showing some of the expected behaviour but also a
stronger dependence on the value of the source salinity than was observed in
O¨zgo¨kmen and Chassignet (2002). This and other areas for improvement are
considered and extensions to the investigation are discussed.
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7.1 Introduction
The two–dimensional lock–exchange has provided an excellent test case for evaluating
the use of adaptive meshes in simulations of transient and turbulent flows, chapters 3
and 6. It is important to assess the applicability of the results to more challenging and
realistic scenarios. From an ocean modelling perspective, both the extension to a three–
dimensional domain and the eventual inclusion of rotation, and the extension to larger–
scales and, in particular, higher aspect ratio domains are key steps. The development of
the lock–exchange set–up to a three–dimensional domain has been discussed in section
6.7.
Here, a preliminary investigation of the propagation of a gravity current on an incline
is conducted, following O¨zgo¨kmen and Chassignet (2002), and can be considered a highly
simplified model of an ocean overflow. The domain is 20, 000 m long and 1, 000 m tall,
with a current that is just under 100 m tall. This provides a higher aspect ratio than that
used for the lock–exchange, where the domain had length 0.8 m and height 0.1 m and the
current was half the depth of the domain. A source of dense saline fluid is provided from
a flat region at the top of the incline, figure 7.1. The domain represents a continental
shelf with a strait via which dense water, formed in a basin for example, reaches the top
of the shelf. Three angles of the incline, ϕ, are tested with ϕ = 1.0 , 2.5 and 5.0 (degrees),
and three source salinity perturbations, ∆S, are tested with ∆S = 0.5 , 1.5 and 3.0 (psu).
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The values of ϕ are representative of steeper inclines for ocean overflows and the values
of ∆S fall towards the higher end of observed salinity perturbations of ocean overflows
(Ivanov et al., 2004).
The physical set–up and computational approach are described in sections 7.2 and 7.3.
Both fixed meshes, with coarse, medium and high resolution, and adaptive meshes are
considered. The p–metric (2.41), with p = 2, denoted M2, is used, given the successful
use in simulations of the lock–exchange, chapter 6. Both qualitative and quantitative
results are presented in section 7.4. The front speed and entrainment are evaluated
and compared between Fluidity–ICOM simulations and published results. For the case
ϕ = 2.5 and ∆S = 1.5 the sensitivity of the diagnostics to the solution field weights is
assessed and the performance of fixed and adaptive meshes is compared. Simulations
over the full (ϕ,∆S) parameter space are then performed with an adaptive mesh. The
preliminary investigation highlights several factors to address which are discussed in
section 7.5, and the chapter closes with a summary and key conclusions in section 7.6.
7.2 Physical set–up
7.2.1 Governing equations and parameters
The flow is governed by the Navier–Stokes equations under the Boussinesq approximation
(2.19) and (2.20). A source of dense saline fluid is provided by a ‘sponge’ region in the
top right hand corner of the domain, the implementation of which is discussed in section
7.2.3. A linear equation of state (2.24) is applied with no temperature dependence and
S0 = 0. The active salinity tracer is governed by the advection–diffusion equation, (2.23).
The values for gravity, g, the saline contraction coefficient, β, viscosity, ν¯, and diffusivity,
κ¯, are given in table 7.1 (following O¨zgo¨kmen and Chassignet, 2002). The viscosity and
diffusivity have a directional dependence with
ν¯ =
(
νx 0
0 νz
)
and κ¯ =
(
κx 0
0 κz
)
, (7.1)
and νz/νx = κz/κx = 10
−5. The values of νx = 7 and κx = 1 lead to a Prandtl number
of Pr = νx/κx = νz/κz = 7, table 7.1.
The dense fluid from the source flows into a (lighter) homogeneous ambient and the
flow is driven by buoyancy due to excess salinity in the source. It is emphasised that,
whilst it will be referred to as salinity, S is the salinity perturbation from a reference
salinity and not the absolute value. If in the linear equation of state (2.24) S0 6= 0 then
S = S0 + δS and the equations would be solved for δS.
The Rayleigh number
Ra = gh3β∆S/ν2x , (7.2)
gives a measure of the strength of the saline driven convective forcing to the viscous
forces; where h is the height–scale given by the height of the gravity current at the
source. The value of h and subsequent range of Ra are dependent on the settings of the
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kinematic viscosity (m2s−1) νx , νz , cf. (7.1) 7 , 7× 10−5
thermal diffusivity (m2s−1) κx , κz , cf. (7.1) 1 , 1× 10−5
Prandtl number Pr = νx/κx 7
gravitational acceleration (ms−2) g 9.81
haline contraction coefficient (psu−1) β 7.5× 10−4
salinity perturbation (psu) ∆S 0.5, 1.5, 3.0
gravity current height–scale (m) h 80
Rayleigh number Ra = gh3β∆S/ν2x 38, 115, 230
incline angle (degrees) ϕ 1.0, 2.5, 5.0
Table 7.1: Physical parameters for simulations of a gravity current on an incline (following
O¨zgo¨kmen and Chassignet, 2002).
height of the region containing the incline H 800
length of the region containing the incline L 19, 000
height of the strait Hs 1, 000
length of the strait Ls 200
height perpendicular to the incline (across–slope) Z -
down–slope distance of the gravity current front along the incline X -
Table 7.2: Domain heights and lengths for simulations of a gravity current on an incline,
cf. figure 7.1 (following O¨zgo¨kmen and Chassignet, 2002). Heights and lengths are given
in metres.
sponge that governs the source region and are discussed further in section 7.2.3.
7.2.2 Domain, boundary conditions and initial condition
The domain is comprised of the main shelf region, where the bottom boundary is at an
angle ϕ (degrees) to the horizontal (the incline), and a flat strait region that contains
the source, figure 7.1 and table 7.2. The full height of the domain is H +Hs = 1, 000 m
and the full length of the domain is L + Ls = 20, 000 m. The horizontal and vertical
coordinates are denoted x and z respectively and the bottom left–hand corner of the
domain is taken as the origin. The distance of the gravity current front (hereafter front)
along the incline (in the down–slope direction), and the perpendicular distance from the
incline (the across–slope direction) are denoted X and Z respectively.
A no–slip condition is applied to the bottom boundary and free–slip condition is applied
to the top boundary and end walls. The source region is initialised with a linearly strat-
ified block of saline fluid and the remainder of the domain with no salinity perturbation,
providing a homogeneous ambient:
S0 = S(t = 0,x) =
{
(z −H)∆S/Hs for L+ Ls/2 < x
0 for x ≤ L+ Ls/2
(7.3)
where ∆S is the maximum salinity perturbation of the source, table 7.1.
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z
x
X
Ls/2
Z
Figure 7.1: Sketch of the domain for simulations of a gravity current on an incline. The
horizontal and vertical coordinates are denoted x and z respectively and the bottom left
hand corner of the domain is taken as the origin. The shaded area represents the gravity
current and all heights and lengths have units of metres, m. H: height of the domain
that contains the incline; Hs: height of the strait and the source; h: gravity current
height at the source; L: length of the domain that contains the incline; Ls: length of
the strait and Ls/2 gives the length of the source; Z: height perpendicular to the incline
(across–slope); X: down–slope distance of the gravity current front along the incline;
and ϕ (degrees): angle of the incline to the horizontal. For values see tables 7.1 and 7.2.
7.2.3 Source region
In order to provide a constant source of saline fluid a sponge region is implemented in
the strait region at the top right hand corner of the domain, figure 7.1. The source term,
QS , in the advection–diffusion equation for salinity (2.23) takes the form
QS(t,x) =
{
k(S(t,x)− SF (x)) for L+ Ls/2 < x
0 for x ≤ L+ Ls/2
(7.4)
where k (s−1) is a relaxation parameter and SF = S0 is a prescribed source that takes
the value of the initial condition (7.3). The relaxation parameter of O¨zgo¨kmen and
Chassignet (2002), k = 1/21600 = (6 hours)−1 leads to a replenishment of the source
that was found to be too slow. A larger value of k = 1000/21600 is, therefore, used
which is found to maintain the source of dense saline fluid effectively, figures 7.2 and 7.3.
A small billow or wave–like feature is also present in the strait, next to the source. It
does not appear that the feature impacts significantly on the results. However, it suggests
that the implementation of the source may require closer attention in the long term.
The height of the inflowing gravity current, h, is determined from a vertical profile
of the horizontal velocity, figure 7.4, and is approximately 80 m. The range of Ra (7.2)
given by this height of current is 38 ≤ Ra ≤ 230. This falls below the range of values
investigated in O¨zgo¨kmen and Chassignet (2002), 253 ≤ Ra ≤ 1520, where h = 150 m.
As the value of Ra depends on the cube of h, the difference in the gravity current height
is compounded and leads to an even larger difference in the values of Ra. However, even
with the smaller values of Ra both laminar and turbulent regimes are observed here and,
therefore, for a preliminary investigation the range is considered adequate.
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(a) k = 1/21600 (b) k = 1/21600 (c) k = 1/21600
(d) k = 10/21600 (e) k = 10/21600 (f) k = 10/21600
(g) k = 100/21600 (h) k = 100/21600 (i) k = 100/21600
(j) k = 1000/21600 (k) k = 1000/21600 (l) k = 1000/21600
0.0 S 1.5
0.0 Ri 0.5
-1.1 u 1.1
Figure 7.2: Salinity distribution, S, over time, in the region near the strait, for fixed
mesh simulations with different values of the relaxation parameter, k. ϕ = 2.5◦ and
∆S = 1.5, table 7.1. Left column: time, t = 0 s; centre column: t = 1250 s; and right
column: t = 2500 s. The fixed mesh has 100 layers in the vertical. The simulations are
run in a domain that is truncated at x = 17500 m as only the source region is of interest
and this permits a faster run time. The strait region has height Hs = 200 m and length
Ls = 1, 000 m. The domain has been stretched by a factor of two in the vertical.
Figure 7.3: Maximum salinity (Smax) over time for fixed mesh simulations with different
values of the relaxation parameter, k, given in the legend. For values of k < 1000/21600
the maximum salinity is not maintained by the source. The simulations correspond to
those presented in figure 7.2. ϕ = 2.5◦ and ∆S = 1.5, table 7.1.
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(a) u
Figure 7.4: Vertical profile of the horizontal velocity, u, at x = 19500 m and t = 2500 s
for the case ϕ = 2.5◦ and ∆S = 1.5, table 7.1. The profile is extracted with 50 points in
the vertical and corresponds to figure 7.2(l).
7.3 Computational approach
7.3.1 Discretisation
As in the lock–exchange simulations, the velocity and pressure fields are discretised with
a continuous Galerkin formulation, section 2.3.2. Due to the larger–scales of the flow, a
pressure decomposition method is employed, section 2.3.2. The salinity field is discretised
with a control volume formulation that uses a finite element method for calculation of the
face values and an element gradient scheme for calculation of the diffusion term, section
2.3.3 and chapter 5. A Crank–Nicolson scheme is used for temporal discretisation with
a time–step of 5.0 s, sections 2.4.1 and 2.4.2
7.3.2 Meshes
Simulations are performed on fixed and adaptive meshes. For the fixed meshes and initial
adaptive meshes a mesh that is vertically and horizontally structured is produced in a
box of length L+ LS and height H +Hs with Gmsh (Geuzaine and Remacle, 2009). A
post–processing step is then performed which adjusts the domain and mesh by ‘pushing
up’ the vertical layers, to include the incline and strait regions. This produces a mesh
with vertical layers as in a σ–coordinate model, figure 1.2.
The fixed meshes have N layers in the vertical. The vertical resolution, therefore,
varies by a factor of 5, from N/(H+Hs) at x = 0 to N/Hs at x = L+Ls. The horizontal
resolution is also varied such that the elements have a (near) constant aspect ratio of
1 throughout the domain. Three values of N = 50, 100 and 200 that give a coarse,
middle and high resolution mesh are used. The number of layers with the corresponding
resolution at x = 0 and x = L+ Ls, and the number of nodes are given in table 7.3.
The initial adaptive mesh has 100 layers in the vertical, with a horizontal resolution
of 2 m for x ≥ L and a resolution of approximately 1000 m for x < L. The p–metric
(2.41) with p = 2, M2, is used, cf. chapter 6, and the mesh is adapted to the horizontal
velocity field, vertical velocity field and salinity field with weights denoted u, v and S
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Number of layers Resolution (m) Resolution (m) Number of
(N) at x = 0 at x = L+ Ls nodes
50 20 4 1.1× 105
100 10 2 4.3× 105
200 5 1 1.7× 106
Table 7.3: Number of layers, N , in the fixed meshes with the corresponding resolution at
each end of the domain (x = 0 and L+ Ls) and number of nodes in the mesh.
Reference 1 2 3 4 5 6 7 8 9
U 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1
V 0.025 0.025 0.025 0.075 0.075 0.075 0.1 0.1 0.1
S 0.05 0.1 0.2 0.05 0.1 0.2 0.05 0.1 0.2
Reference 10 11 12 13 14 15 16 17 18
U 0.15 0.15 0.15 0.15 0.15 0.15 0.15 0.15 0.15
V 0.025 0.025 0.025 0.075 0.075 0.075 0.1 0.1 0.1
S 0.05 0.1 0.2 0.05 0.1 0.2 0.05 0.1 0.2
Reference 19 20 21 22 23 24 25 26 27
U 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2
V 0.025 0.025 0.025 0.075 0.075 0.075 0.1 0.1 0.1
S 0.05 0.1 0.2 0.05 0.1 0.2 0.05 0.1 0.2
Table 7.4: Combinations of the along–slope velocity weight, U , across–slope velocity
weight, V , and the salinity weight, S , initially tested for the adaptive mesh simula-
tions. The mesh is adapted every ten time–steps and consistent interpolation is used for
interpolation from the pre– to post–adapt mesh.
respectively. As the gravity current travels down an incline, u and v are determined
from along–slope and across–slope velocity weights, denoted U and V respectively. The
magnitudes of U and V are projected in the horizontal and vertical directions and
summed to give u = U cosϕ + V sinϕ and v = V cosϕ + U sinϕ. Initially three
values for each of U , V and S are tested in the case ϕ = 2.5, ∆S = 1.5 to determine
the impact of small changes to the weights. The combinations are outlined in table 7.4
and are discussed further in section 7.4.3.
The mesh is adapted every 10 time–steps. For the preliminary investigation, the faster
consistent–interpolation method is used, section 2.6.3. Since the interpolation method
has a less significant impact than changes in the mesh due to the metric or solution field
weights the choice of consistent–interpolation is also reasonable, chapters 3 and 6. The
minimum and maximum edge–lengths are 0.1 m and 800.0 m respectively. In the source
region the maximum edge–length was reduced to 5.0 m. Without this reduction the mesh
was found to coarsen significantly in this region and the source was not well represented.
This is due to the linear salinity gradient and only a weak recirculation pattern in the
velocity field that demand little refinement of the mesh when a Hessian based metric is
used, figure 7.2 and 7.5. It was also necessary to restrict the maximum element aspect
ratio to 40. If elements with higher aspect ratio were permitted the pressure solver did not
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(a) t = 0 (b) t = 100
(c) t = 500 (d) t = 1000
0.0 S 1.5
0.0 Ri 0.5
-1.1 u 1.1
Figure 7.5: Horizontal velocity field (colour) and salinity contours (white) at the strait at
four times, t. The isohalines have values S = 1×10−7, 1×10−5, 1×10−3, 0.1, 0.2 and 0.3.
Values are shown for the fixed mesh case with N = 100 with ϕ = 2.5◦ and ∆S = 1.5,
tables 7.1 and 7.3. The strait region has height Hs = 200 m and length Ls = 1, 000 m.
In the figures the domain has been stretched by a factor of two in the vertical.
converge and a solution could not be obtained. This occurred early on in the simulation
and it was, therefore, possible to determine the value of 40 quickly by trial and error.
7.4 Results
7.4.1 Qualitative results
The simulations on both fixed and adaptive meshes display the expected dynamics of a
gravity current on an incline, figures 7.6 and 7.7. As the source of dense saline fluid is
released a gravity current forms and, driven by the buoyancy force, propagates along the
strait and down the incline. At first, the current enters a laminar regime. A bulbous
head begins to grow due to drag exerted by the ambient fluid and entrainment from the
tail (Britter and Linden, 1980; O¨zgo¨kmen and Chassignet, 2002; Simpson and Britter,
1979). The foremost point of the current is also raised above the boundary. The tail
remains fairly uniform, with small amplitude waves forming at the interface between the
tail and the ambient.
To determine if these waves could be Holmboe waves, the bulk Richardson number,
Rib = g
′D/(δU)2 can be approximated, where now g′ = g∆ρ/ρ0 = gβδS is the reduced
gravity, δS is the salinity difference across the mixed layer, D is the mixed layer depth
and δU is the change in the velocity across the mixed layer (Strang and Fernando, 2001).
At t = 100, 000 , when the gravity current begins to transition from the laminar to the
turbulent regime, the salinity and velocity profiles at the edge of the incline give δS ≈ 1,
D ≈ 30 and δU ≈ 0.75 giving Rib ≈ 0.4, figure 7.8. This is much smaller than the value
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(a) Salinity (b) Down–slope velocity
Figure 7.8: Profiles of salinity, S, and down–slope velocity, U , at edge of the incline at
time t = 100, 000, for the fixed mesh simulation, N = 100, of the case ϕ = 2.5, ∆S = 1.5,
tables 7.1 and 7.3.
of Rib ≈ 3.2 given in Strang and Fernando (2001) as the lower bound for the onset of
Holmboe waves.
As the gravity current propagates further it enters a second turbulent regime. This
is characterised by the onset of a shear instability and is recognised by the formation
of Kelvin–Helmholtz billows at both the head and along the tail (Britter and Simpson,
1978; Britter and Linden, 1980; O¨zgo¨kmen and Chassignet, 2002). Recirculations of
the fluid in the head are also observed and fluid at the boundary which is overrun by
the gravity current further complicates the dynamics (Kao et al., 1978; O¨zgo¨kmen and
Chassignet, 2002; Thomas et al., 2003). In contrast, whilst the outer region of the tail
is more turbulent the inner region, closer to the boundary, is less disturbed (Hallworth
et al., 1996; Monaghan et al., 1999; Legg et al., 2006). The adaptive meshes are seen to
refine around the gravity current, in particular around the interface and the billows, and
coarsen in the remainder of the domain, figure 7.7.
7.4.2 Diagnostics
Two diagnostics are used to evaluate the simulations. The first is the front speed and
the second is a measure of the entrainment into the gravity current. These mimic the
Froude number and background potential energy diagnostics used for analysis of the lock–
exchange simulations, chapters 3–6. The case ϕ = 2.5, ∆S = 1.5 on the middle resolution
fixed mesh, N = 100, is used to demonstrate and test the calculation of the diagnostics,
tables 7.1 and 7.3. Typical trends and the expected features are also described.
7.4.2.1 Front speed
The gravity current is expected to initially accelerate down the incline. Subsequently, a
near constant front speed, Uf (ms
−1), is maintained, which is proportional to the third
root of the buoyancy flux per unit width, B (Britter and Linden, 1980; Monaghan et al.,
1999):
Uf ∝ B1/3 , (7.5)
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(a) (b)
Figure 7.9: Comparison of the distance of the front along the incline, X, over time, t,
and the corresponding front speed, Uf , for different isohalines used to define the gravity
current, given in the legend. The values are for the fixed mesh simulation, N = 100, of
the case ϕ = 2.5, ∆S = 1.5, tables 7.1 and 7.3.
where B = g′Q (m3s−3) with g′ the reduced gravity and Q the volume flux per unit
width. For larger incline angles, Uf/B
1/3, has been shown to have a weak dependence
on ϕ; this behaviour is observed for angles ϕ > 0.5◦ in Britter and Linden (1980) and
ϕ > 1.0◦ in O¨zgo¨kmen and Chassignet (2002) and is, therefore, expected here. The
dominant retarding force comes from the drag due to entrainment and as ϕ increases,
the entrainment and consequently the retarding force both increase. This balances the
increased buoyancy force due to a steeper incline. For smaller ϕ, the effect of friction
on the bottom boundary is no longer negligible, changing the above balance and causing
the flow to decelerate (Britter and Linden, 1980).
For comparison of the front speed both Uf and B have to be calculated. For Uf
the method used is the same as that used for calculation of the front speeds in the lock–
exchange simulations, section 3.4.2.1. A data file (VTK Unstructured Data file) is output
by the model every 20 time–steps. An isohaline (surface or line of constant salinity) with
S = Sc is extracted from these files and is used to track the position of the foremost
point of the front (as measured parallel to the incline) at each output time, t = tout.
The distance the front has travelled down the incline at each time X = Xout can then be
obtained. The gradient of the (X, t) line gives the speed of the front. For each output
time, t = tout, a linear least squares fit of the form, X = at + b, is made to the values
of (X, t) at that time, the previous output time and the subsequent output time. The
value of a gives Uf at time t = tout.
For the lock–exchange system it was clear that the interface could be delineated by
the zero isotherm. For the gravity current on the incline the choice of Sc that defines
the current edge requires closer attention. The value of Sc predominantly affects the
calculation of the entrainment, section 7.4.2.2. However, a selection of values for Sc are
tested and are found to make little difference to X and Uf , figure 7.9. This is due to
the tight interface between the ambient and the gravity current at the front where the
isohalines remain more consistently distributed over time than elsewhere in the current,
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(a) t = 10, 000 , X = 6, 615
0.0 S 1.5
0.0 Ri 0.5
-1.1 u 1.1
(b) t = 20, 000 , X = 14, 754
Figure 7.10: Salinity distribution, S, at two times, t, with isohalines overlaid. The distri-
butions are for the fixed mesh simulation, N = 100, of the case ϕ = 2.5, ∆S = 1.5, tables
7.1 and 7.3. The isohalines (in white) have values S = 10−7, 10−5, 10−3, 0.1, 0.2 and 0.4.
The down–slope position of the front, X, is also given. The domain has been stretched
by a factor of two in the vertical.
figure 7.10. The comparison of different values of Sc in the calculation of the entrainment
gives Sc = 0.1 as the most appropriate choice. Hence, the value of Sc will also be taken
as 0.1 for calculation of the front speed.
For the calculation of B the vertical or across–slope salinity and velocity profiles are
extracted from the data files. In Britter and Linden (1980) the source fluid is of uniform
density and therefore it would be expected that B = g′Q. In the simulations presented
here the salinity and hence density varies across the inflowing current, figures 7.6 and
7.8. The value of B is therefore calculated by integrating the salinity flux, Sflux, along
the vertical or across–slope directions at a given value of x:
B(x, t) = gβSflux(x, t) = gβ
∣∣∣∣∣
∫ z′0
0
S(x, z′, t)u′(x, z′, t) dz′
∣∣∣∣∣ , (7.6)
where z′ can be either the vertical or across–slope distance from the boundary, z′0 is
the value of z′ where u′ is zero, S is the salinity and u′ is the horizontal or down–slope
velocity. Values of B and B1/3 at several positions along the strait are shown in figure
7.11. As the head passes, there is an initial increase in B. Subsequently, B remains
within a near constant range and oscillates due to waves propagating along the interface.
It is preferable to have one representative value with which to normalise the front speed.
To calculate this value, first the time period when the minimum and maximum values
of B vary by no more than 0.1% of the total range of B are found. An average over the
values of B in the time period is then taken, with the time period truncated such that the
values included correspond to the completion of full oscillation cycles (so as not to bias
towards smaller or larger values). This will be denoted B¯. The values of B¯ calculated
at different positions along the strait have a range of 0.471 − 0.481, which corresponds
to a range for B¯1/3 of 0.778 − 0.783. These ranges are approximately 2.1% and 0.6%
respectively of the actual values. B and B¯ will be calculated at the edge of the strait
using a profile that is perpendicular to the incline (across–slope) so as to best represent
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(a) B (b) B1/3
Figure 7.11: Buoyancy flux, B, over time, t, at six positions along the strait. (a): Values
of B. (b): Corresponding values of B1/3 which are used to normalise the front velocity.
The values in the legend give the x–coordinate of the vertical profile and the average
value of B and B1/3. At x = 19, 000 (the edge of the strait) two sets of profiles are used.
The first set of profiles are vertical and the second set of profiles, denoted by a ∗, are
perpendicular to the incline. At t = 0, B = 0 in all cases. The values then increase over
time, as the gravity current front and head pass, to the range shown and the range of
the y–axis has been reduced to facilitate an easier comparison. The values are shown for
the fixed mesh simulation, N = 100, of the case ϕ = 2.5, ∆S = 1.5, tables 7.1 and 7.3.
(a) Fixed (b) Adaptive
Figure 7.12: Comparison of the buoyancy flux, B (7.6), over an oscillation cycle (t:
time) calculated from profiles of salinity and velocity extracted using different numbers
of points. The number of layers used in each case (number of points −1) is given in the
legend. The profiles are extracted at the top of the incline (x = L) and are taken in the
across–slope direction. Values are presented for the fixed mesh simulation, N = 100, and
an adaptive mesh simulation, case 14, tables 7.1 and 7.3. ϕ = 2.5 and ∆S = 1.5, table
7.4.
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Figure 7.13: Example of the smoothed buoyancy flux, B (7.6) plotted with position of
the front, X, for an adaptive mesh simulation, case 14, table 7.4. ϕ = 2.5, ∆S = 1.5,
table 7.1. The salinity and velocity profiles from which B is calculated are extracted
using 100 layers (101 points) in the across–slope direction. The data is smoothed using
python routines as described in http://www.scipy.org/Cookbook/SignalSmooth with
a Hanning window of length 11.
the source of fluid that drives the motion of the gravity current down the incline. The
small variation of B suggests that the billow or wave–like feature observed in the source
region does not have a significant impact on this value, cf. section 7.2.3.
To obtain B from the simulation output the integral (7.6) is calculated using numerical
quadrature (with the trapezium rule e.g. Riley et al., 2002). As the number of points
in the across–slope profile increases the values of B increase, figure 7.12. For the fixed
meshes, once the spacing of the points is equal to or smaller than that of the mesh, the
value remains constant. The number of points used for the fixed meshes will therefore
be equal to the number of layers+1. For the adaptive meshes, the difference between
the values of B for 101 points and 401 points is less than 2%, figure 7.12. 101 points
are used, therefore, corresponding to the number of layers in the initial mesh. For the
adaptive meshes, there are also deviations in the values of B away from the main trend.
A smoothing step is therefore performed before the average is calculated, figure 7.13.
7.4.2.2 Entrainment
The entrainment, E, is given by (O¨zgo¨kmen and Chassignet, 2002)
E =
Atotal −A0
A0
, (7.7)
where Atotal is the total volume (or area here, since the study is two–dimensional) of the
gravity current and A0 is the total volume (or area) of fluid that has entered the domain
at the source. E increases due to entrainment of ambient fluid into the current. A value
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of E = 1, for example, implies the current has entrained as much fluid as has entered
the current from the source. The rate of change of E with down–slope distance of the
front X, dE/dX, is also calculated. dE/dX is expected to take a constant value in both
the laminar regime (characterised by the growing head) and the turbulent regime (char-
acterised by the onset of Kelvin–Helmholtz billows) (O¨zgo¨kmen and Chassignet, 2002).
However, the constant values obtained are not expected to be the same between the
two regimes and the value for the turbulent regime is larger (O¨zgo¨kmen and Chassignet,
2002). The entrainment is dependent on the slope angle and increases with ϕ (Britter
and Linden, 1980; O¨zgo¨kmen and Chassignet, 2002).
The value of A0 is given by
A0(L+ Ls/2, t) =
∣∣∣∣∣
∫ t
0
∫ z′0
0
u(L+ Ls/2, z
′, t′) dz′ dt′
∣∣∣∣∣ =
∫ t
0
Q(L+ Ls/2, t
′) dt′ , (7.8)
where z′ is the vertical distance from the boundary, z′0 is the value of z′ where u is zero,
u is the horizontal velocity and Q is the flux. (Also note that x = L+ Ls/2 = 19, 500 is
the edge of the source.) First Q is obtained with a method similar to the calculation of B
(7.6), except for now only the vertical profile of the velocity is integrated, section 7.4.2.1.
The final value is obtained by using numerical quadrature to calculate the temporal
integral of Q. This gives a linearly increasing value of A0, figure 7.14.
The value of Atotal is calculated from the mixing bins, which return the volume (or
volume fraction) of the domain with value between selected tracer bounds, in this case
for salinity, section 4.3.1. As was commented on in section 7.4.2.1 an isohaline, with
S = Sc, is required to differentiate between the gravity current and the ambient fluid.
The value of Sc did not make a significant difference to the values of the front speed,
section 7.4.2.1. However, the impact on the values of Atotal and E are more notable with
decreases in both quantities as Sc increases, figure 7.14.
There is a large initial spike in the value of E, which decreases in size as Sc increases.
This is an artifact of the calculation method where the region defined by Sc that gives
the value of Atotal is initially larger than the region of fluid calculated from the incoming
volume flux that determines A0, figure 7.5. The impact of this discrepancy quickly
subsides and has entirely (or almost entirely, depending on the value of Sc) diminished
once the front begins to propagate down the incline, figure 7.15.
At earlier times, the head has a more coherent structure and the salinity of the current
is higher, figure 7.6. A larger value of Sc appears preferable at these times, figures 7.10
and 7.14. At later times, as the system becomes more turbulent and the gravity current
becomes less saline due to entrainment, the isohalines for larger values of Sc can lie within
the gravity current and do not, therefore, necessarily give the best representation of the
gravity current, figure 7.10.
The values of dE/dX in the laminar and turbulent regimes are calculated for each of
the values of Sc, table 7.5. A linear fit to the (X,E) values is made and the gradient of
the fitted line extracted, figure 7.15. For smaller values of Sc (Sc < 0.1), there is little
difference between the values of dE/dX for the laminar and turbulent regimes which
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Figure 7.14: Comparison of the values A0 and Atotal, (7.8) and (7.7) respectively, and the
corresponding value of the entrainment, E (7.7), over time, t, for different values of the
isohaline that defines the gravity current (given in the legend). Values are presented for
the fixed mesh simulation, N = 100, of the case ϕ = 2.5, ∆S = 1.5, tables 7.1 and 7.3.
In (a) and (c) solid lines: Atotal and dashed lines: A0. (a) and (b): Early times. (c) and
(d): All time.
(a)
0 5000 10000 15000 20000
X
0.2
0.4
0.6
0.8
1.0
1.2
1.4
1.6
E
dE/dX=3.5e 05
dE/dX=7.4e 05
(b)
Figure 7.15: (a): Comparison of the entrainment, E (7.7), with down–slope distance of
the front, X, for different values of the isohaline that defines the gravity current (given
in the legend). (b): An example of the linear fit to the (X,E) data where the gravity
current is defined by the 0.1 isohaline. The gradients of the fitted lines give the values of
dE/dX which are quoted in the figure. Values are presented for the fixed mesh simulation,
N = 100, of the case ϕ = 2.5, ∆S = 1.5, tables 7.1 and 7.3.
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Sc dE/dX laminar dE/dX turbulent
1× 10−7 1.8× 10−4 1.7× 10−4
1× 10−5 1.4× 10−4 1.3× 10−4
1× 10−3 9.1× 10−5 1.0× 10−4
0.1 3.5× 10−5 7.4× 10−5
0.2 2.8× 10−5 5.6× 10−5
0.3 2.4× 10−5 3.3× 10−5
0.4 2.4× 10−5 −7.1× 10−6
0.5 2.3× 10−5 −2.8× 10−5
Table 7.5: Values of the rate of change in entrainment with down–slope distance, dE/dX,
in the laminar and turbulent regimes for different values of the isohaline that defines the
gravity current, Sc. The values are calculated by making a linear fit to the data for the
range 1, 000 < X < 7, 500 for the laminar regime and 10, 000 < X for the turbulent
regime, cf. figure 7.15. Values are presented for the fixed mesh simulation, N = 100, of
the case ϕ = 2.5, ∆S = 1.5, tables 7.1 and 7.3.
suggests that these isohalines do not give a good representation of the current. For
larger values of Sc (Sc > 0.2) there is either little difference between the values for the
laminar and turbulent regimes or the value in the turbulent regime is negative which
suggests detrainment. Whilst this is not impossible, here it is due to the dilution of the
gravity current by the entrained ambient fluid causing the isohalines with larger values
of salinity to lie within the gravity current, figure 7.10. Overall too large or too small
a value of Sc will not give a good representation of the gravity current at all times the
intermediate value, Sc = 0.1, is, therefore, chosen.
7.4.3 Adaptive mesh solution field weights
A range of weights for the velocity and salinity fields are tested allowing the sensitivity
of the system to small changes in the weights to be assessed, table 7.4. The case ϕ =
2.5, ∆S = 1.5 is considered and the simulations are terminated at t = 15, 000 s, or, for the
cases that use more nodes, the maximum run time of 72 hours (3 days). A comparison
of the front position, the volume of fluid entering the domain (7.8) and the total volume
of the current (7.7) show little difference between the simulations, figure 7.16. The only
notable variation is for the buoyancy flux at the top of the incline (7.6), where different
simulations exhibit deviations from the general trend at different times, figure 7.16. The
average values of the smoothed buoyancy flux (given in the figure legend) vary by less
than 1.5%, demonstrating that the main trend dominates. These are the quantities on
which the normalised front velocity, section 7.4.2.1, and the entrainment (7.7) depend.
There is, therefore, also little difference between the front velocity and entrainment, figure
7.17. The variation between the values increases at later times as the current propagates
further down the incline. As evident from the behaviour of the entrainment, the current
is only beginning to enter the turbulent regime. Greater variation may be anticipated
in the turbulent regime, however simulations considered in section 7.4.4 suggest that the
difference is still not large.
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Figure 7.16: Comparison of basic diagnostic values for simulations that use adaptive
meshes with different solution field weights. The front position, X, the buoyancy flux at
the top of the incline, B (7.6), the volume of fluid entering the domain, A0 (7.8), and
the total volume of the current, Atotal, cf. (7.7) are all plotted over time, t. For plots
(d)–(f) the average value of the smoothed buoyancy flux is included as the last value in
the legends. The diagnostics are grouped by the salinity field weight, S , with each plot
containing the values for different combinations of the along–slope velocity weight and
across–slope velocity weight, U and V respectively, given in the legends (with the value
of U followed by the value of V ), cf. table 7.4. The values are all of similar magnitude,
therefore, many of the lines are overlaid and cannot necessarily be discerned.
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Figure 7.17: Comparison of the normalised front speed Uf/B¯
1/3, section 7.4.2.1, and the
entrainment, E (7.7), for simulations that use adaptive meshes with different solution
field weights. Both diagnostics are plotted with the down–slope distance of the front,
X. The values are grouped by the salinity field weight, S , with each plot containing
the values for different combinations of the along–slope velocity weight and across–slope
velocity weight, U and V respectively, given in the legends (with the value of U followed
by the value of V ), cf. table 7.4. The values are all of similar magnitude, therefore, many
of the lines are overlaid and cannot necessarily be discerned.
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Figure 7.18: Comparison between adaptive meshes with different solution field weights
of the number of nodes used plotted with the down–slope distance of the front, X. The
values are grouped by the salinity field weight, S , with each plot containing the values
for different combinations of the along–slope velocity weight and across–slope velocity
weight, U and V respectively, given in the legends (with the value of U followed by the
value of V ), cf. table 7.4. The final number in the legends is the average of the plotted
number of nodes.
236 Chapter 7: Simulations of a gravity current on an incline
Reference dE/dX laminar dE/dX turbulent
N = 50 5.0× 10−5 1.9× 10−4
N = 100 3.5× 10−5 7.4× 10−5
N = 200 3.5× 10−5 9.0× 10−5
1 3.3× 10−5 -
14 3.2× 10−5 9.4× 10−5
27 3.3× 10−5 8.8× 10−5
Table 7.6: Values of the rate of change of entrainment with down–slope distance, dE/dX,
in the laminar and turbulent regimes for simulations on fixed and adaptive meshes.
ϕ = 2.5, ∆S = 1.5, table 7.1. The fixed mesh simulations are labelled by the number
of layers in the mesh, N , table 7.3 and the adaptive mesh simulations are as labelled in
table 7.4. The values are calculated by making a linear fit to the (X,E) data, cf. figure
7.15. The adaptive mesh simulation labelled 1 was terminated before the system entered
the turbulent regime, therefore no value for dE/dX is given.
The main difference between the simulations is the number of nodes used, figure 7.18.
As the solution field weights are reduced, the number of nodes increases. An average of
1.3×105 nodes are used for case 1, 6.5×104 nodes for case 14 and 4.1×104 nodes for case
27; these represent the cases where each of the solution field weights takes the smallest
value, the middle value and the largest value respectively. Case 1, which uses the most
nodes, has on average a similar number of nodes to the coarsest resolution mesh but still
an order of magnitude fewer nodes than the highest resolution fixed mesh, table 7.3.
Given the minimal difference in the diagnostics with changes in the solution field
weights only cases 1, 14 and 27 are used for comparison with the fixed mesh simulations.
Given the reduction in the number of nodes, simulations 14 and 27 are of particular
interest. The associated reduction in the simulation run time is also of use for the initial
investigation of the full (ϕ,∆S) parameter space.
7.4.4 Comparison of fixed and adaptive mesh simulations
The normalised front speed and the entrainment are compared for simulations of the
case ϕ = 2.5, ∆S = 1.5, performed on the fixed meshes and the adaptive meshes with
three different sets of solution field weights, 1, 14 and 27, tables 7.3 and 7.4. The front
speed increases as the fixed mesh resolution increases, figure 7.19. The values for the
simulations on the adaptive meshes are similar to those of the highest resolution fixed
mesh simulations with a maximum difference of approximately 10%. All the values fall
within the range of the published values of Britter and Linden (1980), Monaghan et al.
(1999) and O¨zgo¨kmen and Chassignet (2002), figure 7.19.
During the laminar regime, there is little difference in the entrainment and entrainment
rate between all the simulations with the exception of the coarsest resolution fixed mesh
(N = 50) which has a faster entrainment rate, figure 7.19, table 7.6. For the simulations
on the fixed meshes, as the resolution increases, the transition to the turbulent regime
occurs further down the incline, figure 7.19. For the simulations on the adaptive meshes
the transition is yet further down the incline. Given the different down–slope position
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Figure 7.19: Comparison of the normalised front speed Uf/B¯
1/3, section 7.4.2.1, and
the entrainment, E (7.7), between simulations on fixed and adaptive meshes for the
case ϕ = 2.5, ∆S = 1.5. The diagnostics are plotted with down–slope distance of the
front, X. The fixed mesh simulations are labelled by the number of layers in the mesh,
N = 50 , 100 or 200, table 7.3 and the adaptive mesh simulations, 1, 14 and 27 are as
labelled in table 7.4. The number of nodes in the fixed meshes and the average number
of nodes in the adaptive meshes (over the values plotted) are also given in the legend. In
(a) the labelled horizontal lines are the average values of Uf/B
1/3 from Britter and Linden
(1980), Monaghan et al. (1999) and O¨zgo¨kmen and Chassignet (2002) with the error bars
on the right–hand side indicating the range of values (labelled ‘Britter 80’, ‘Monaghan
99’ and ‘Ozgokmen 02’ respectively). In (b) when the current is in the laminar regime the
values are of similar magnitude, therefore, the lines are overlaid and cannot necessarily
be discerned.
of the transition to the turbulent regime the values for the entrainment differ between
the different fixed mesh simulations and the adaptive mesh simulations. However, the
entrainment rates for the highest resolution fixed mesh and the adaptive meshes are
comparable. These rates are larger than that for the middle resolution fixed mesh but
smaller than that of the coarsest resolution fixed mesh, table 7.6. For the coarsest
resolution fixed mesh the increased entrainment can be attributed to increased diffusion
associated with a coarser mesh, section 5.4.2.4. For the highest resolution fixed mesh
and adaptive meshes the increase in entrainment rate is more likely due to the ability to
resolve more of the small–scale features and turbulent dynamics that enhance the mixing.
A similar effect with increases and decreases in the vertical resolution was seen for an
idealised model of a rotating overflow (Legg et al., 2006).
The increase in the number of nodes for the adaptive mesh simulation with the smallest
solution field weights, case 1, reached the maximum allowed run time (72 hours) before
the system entered the turbulent regime, figure 7.18, table 7.4. The two simulations with
larger values of the solution field weights used at most as many nodes as the coarsest
resolution fixed mesh and at least one order of magnitude fewer nodes than the highest
resolution fixed mesh. Despite the difference in the solution field weights the simulations
on the adaptive meshes have comparable values of the normalised front speed, the en-
trainment and the entrainment rate in both the laminar and turbulent regimes, figure
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7.19, table 7.6.
The comparable values of the diagnostics for the adaptive mesh simulations and the
highest resolution fixed mesh simulation are encouraging, particularly given the decrease
in the number of nodes used. This demonstrates again the strength of M2 which leads
to an adaptive mesh where the resolution is appropriately placed and the important
features of the gravity current are well represented. Given that there is little difference
between the adaptive mesh simulations with different solution field weights the case 27,
with the largest solution field weights and the smallest average number of nodes, is used
to investigate the full (ϕ,∆S) parameter space.
7.4.5 Full parameter space
Adaptive mesh simulations are performed for the full set of values for ϕ = 1.0, 2.5 and 5.0
and ∆S = 0.5, 1.5 and 3.0, table 7.1. The adaptive mesh solution field weights are the
largest of the previously tested values, case 27, table 7.4 and cf. sections 7.4.3 and 7.4.4.
The front speed is predominantly dependent on the buoyancy forcing (i.e. ∆S) and
exhibits only a weak dependence on ϕ, figure 7.20. When normalised (section 7.4.2.1)
the values collapse down to one range that falls within the published experimental and
numerical values, figure 7.20 (Britter and Linden, 1980; Monaghan et al., 1999; O¨zgo¨kmen
and Chassignet, 2002).
Both the laminar and turbulent regimes are observed and can be distinguished by a
change in the entrainment rate, figure 7.21. The transition is most obvious for the cases
with ϕ = 2.5 and ∆S = 1.5 or 3.0. For ∆S = 0.5, which corresponds to the smallest
Ra values (7.2) when ϕ = 1.0 or 5.0 the gravity current remains in the laminar regime
throughout. For ϕ = 1 and ∆S = 1.5 and 3 the transition to the turbulent regime occurs
at later times than for the other values of ϕ and the gravity current only enters this regime
for a short period before it reaches the end of the incline. For ϕ = 5, whilst the gravity
current may transition to the turbulent regime earlier the length of the incline is shorter
and, therefore, the time spent in this regime is also reduced. This behaviour was also
observed in O¨zgo¨kmen and Chassignet (2002).
The values of the entrainment present a less decisive pattern than the front speeds,
figure 7.21. The entrainment and entrainment rate increases with ϕ, figure 7.21, tables
7.7 and 7.8. For a given ϕ, the values of dE/dX for the two larger values of ∆S are
more similar than for ∆S = 0.5, but the apparent dependence on ∆S is not expected
(O¨zgo¨kmen and Chassignet, 2002). The Fluidity–ICOM values for ∆S = 3, Ra = 230
and the values of O¨zgo¨kmen and Chassignet (2002) (where 253 ≤ Ra ≤ 1520) are in
good agreement in the laminar regime but the Fluidity–ICOM values underestimate in
the turbulent regime, tables 7.7 and 7.8. Given the smaller Ra values and that, in most
cases, the gravity current is only in the turbulent regime for a short period, the smaller
values of dE/dX in the turbulent regime are not surprising.
A range of larger Ra values clearly requires investigation to determine if the variation
in the trends can be attributed to the smaller values of Ra, modelling effects and/or
other factors; the effect of the initial spike in E, for example, remains for longer as ∆S
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Figure 7.20: Comparison of the gravity current front speed, Uf , and normalised gravity
current front speed, Uf/B
1/3, section 7.4.2.1, with position of the front, X, for all values
of ϕ and ∆S, table 7.1. The values are given in the legend with the value of ϕ followed by
the value of ∆S. In (b) the labelled horizontal lines are the average values of Uf/B
1/3 from
Britter and Linden (1980), Monaghan et al. (1999) and O¨zgo¨kmen and Chassignet (2002)
with the error bars on the right hand side indicating the range of values (labelled ‘Britter
80’, ‘Monaghan 99’ and ‘Ozgokmen 02’ respectively). The simulations are performed on
adaptive meshes with settings as in case 27, table 7.4.
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Figure 7.21: Comparison of the entrainment, E (7.7), with position of the front, X, for
all values of ϕ and ∆S, cf. table 7.1. The values are given in the legend with the value of
ϕ followed by the value of ∆S. The simulations are performed on adaptive meshes with
settings as in case 27, table 7.4.
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HHHHHHϕ
∆S
0.5 1.5 3.0 O¨zgo¨kmen and Chassignet (2002)
1.0 9.4× 10−6 1.6× 10−5 2.1× 10−5 2.0× 10−5
2.5 1.7× 10−5 3.3× 10−5 4.2× 10−5 4.3× 10−5
5.0 3.8× 10−5 6.6× 10−5 7.5× 10−5 8.6× 10−5
Table 7.7: Values of the rate of change of entrainment with down–slope distance, dE/dX,
in the laminar regime for all values of ϕ and ∆S, table 7.1. The simulations are performed
on an adaptive mesh with the solution field weights as in case 27, table 7.4. The values
are calculated by making a linear fit to the (X,E) data, cf. figure 7.15. The values
of O¨zgo¨kmen and Chassignet (2002) are included for reference; there is no (or weak)
dependence on ∆S and, hence, only one value of dE/dX for each ϕ is given.
HHHHHHϕ
∆S
0.5 1.5 3.0 O¨zgo¨kmen and Chassignet (2002)
1.0 - 3.4× 10−5 3.3× 10−5 1.1× 10−4
2.5 2.4× 10−5 8.8× 10−5 8.8× 10−5 1.6× 10−4
5.0 - 6.9× 10−5 1.0× 10−4 2.1× 10−4
Table 7.8: Values of the rate of change of entrainment with down–slope distance in the
turbulent regime for all values of ϕ and ∆S, table 7.1. The cases with ϕ = 1.0 or 5.0 and
∆S = 0.5 do not enter the turbulent regime, therefore no value is given. The simulations
are performed on an adaptive mesh with the solution field weights as in case 27, table
7.4. The values are calculated by making a linear fit to the (X,E) data, cf. figure 7.15.
The values of O¨zgo¨kmen and Chassignet (2002) are included for reference; there is no
(or weak) dependence on ∆S and, hence, only one value of dE/dX for each ϕ is given.
increases and the calculation of E may, therefore, require more detailed consideration.
Given the comparison of the fixed and adaptive meshes it is not immediately clear that
the variation in the values of entrainment should be attributed to the use of an adaptive
mesh, section 7.4.4.
7.5 Future work
There are several items that need to be addressed and important extensions to consider.
The height of fluid exiting the source leads to Rayleigh numbers, Ra (7.2), that are
smaller than those tested in O¨zgo¨kmen and Chassignet (2002), section 7.2.3. The varied
results for the entrainment in simulations over the full (ϕ,∆S) parameter space demand
consideration of larger values of Ra. To increase Ra any of the parameters on which
it depends can be changed. Since Ra depends on the cube of the current height at the
source, h, a smaller change in h will have a larger impact on Ra. Furthermore, whilst
representative of the system, the value of Ra is calculated locally at the source. It would,
therefore, be more appropriate to change a value such as h rather than a more intrinsic
value such as the viscosity.
A change in h requires a change to the source region. The height of the domain could
be increased, leading to a greater height of the source and therefore the current. If the
height of the domain were increased by 200 m, for example, the height of the source
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Figure 7.22: Salinity distribution, S, in the region near the strait for an implementation of
the sponge that is relaxed to a prescribed source which takes a constant value, SF = ∆S
in (7.4). ϕ = 2.5◦ and ∆S = .5, table 7.1 and time, t = 100, 000. The simulation is
performed on a fixed mesh that has 100 layers in the vertical. The domain is truncated
at x = 17500 m as only the source region is of interest and this permits a faster run time.
The strait region has height Hs = 200 m and length Ls = 1, 000 m. In the figure the
domain has been stretched by a factor of two in the vertical.
region and hence current would be doubled. For the fixed meshes the increase in size of
the domain will lead to an increase in the number of nodes in the mesh. For the adaptive
meshes, the number of nodes may increase as the current would have a greater height.
However, an increase in the height of the domain predominantly increases the amount of
ambient fluid and the region that is not occupied by the gravity current, which does not
demand increased resolution by the adaptive mesh, cf. figure 7.7. Another option is to
relax the sponge to a constant value, rather than linear salinity profile, figure 7.22. This
provides a taller gravity current and also uniform inflow, more akin to the experimental
gravity currents of Britter and Linden (1980) and Monaghan et al. (1999). There is a
notable slope in the interface across the strait region, but the small billow or wave–like
feature previously observed is no longer present, figure 7.2. A final approach to consider,
is the specification of the velocity and salinity profiles at the boundary (Xu et al., 2006).
The use of bounded Galerkin projection for interpolation from the pre– to post–adapt
mesh should be tested, in particular to determine if the deviations observed in the buoy-
ancy flux are removed, sections 2.6.2.3 and 7.4.2.1. More generally, the sensitivity of the
diagnostics to changes in a larger set of solution field weights requires evaluation. The
range of solution field weights tested did not lead to significant variation in the diagnos-
tics. The most obvious difference between the simulations is an increase in the number
of nodes with decreases in the solution field weights, section 7.4.3. The set of solution
field weights used in the adaptive mesh simulations of the full (ϕ, ∆S) parameter space
was obtained by consideration of just one (ϕ, ∆S) combination. It will be important
to investigate how appropriate a ‘good’ set of solution field weights obtained for one
combination of (ϕ, ∆S) is for use in simulations of other parameter combinations; and
how much the optimal set of solution field weights varies between different combinations
of (ϕ,∆S). If the selected solution field weights based on one (ϕ,∆S) combination can
be used effectively across the whole parameter space the input required from the user is
reduced and the investigation of the physical parameter space is made easier.
The most important immediate factor to consider is non–obvious and is associated with
the discretisation of the velocity and pressure fields. The simulations all remain stable
and include the expected dynamics. However, for the fixed meshes, detailed inspection
shows that a velocity mode is present in the horizontal velocity field, figure 7.23. This
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(a) fixed mesh (b) adaptive mesh
Figure 7.23: Vertical profiles, with different numbers of points, of the horizontal velocity
at the edge of the source for a fixed mesh, N = 100, and an adaptive mesh, case 27,
tables 7.3 and 7.4; ϕ = 2.5, ∆S = 1.5, table 7.1, and time, t = 100, 000. The number
of layers = number of points−1 used in the profile is given in the legend. For the fixed
mesh the values for 100 and 200 layers are the same and therefore the lines are overlaid.
is not present in the adaptive mesh simulations where the mesh is unstructured. Whilst
the simulations remain stable this is clearly undesirable. An unstructured mesh could
be used for the fixed mesh simulations. However, the use of a different discretisation
for the velocity and pressure may be more appropriate. A recently developed mixed
continuous/discontinuous Galerkin method for discretisation of the velocity and pressure,
which has been implemented in Fluidity–ICOM, offers a promising choice (Cotter et al.,
2009a,b). It has good stability properties with no spurious pressure modes and, for the
longer term view, the method provides an accurate representation of geostrophic balance
which is important for the inclusion of rotation.
Once the items above have been addressed there are many directions in which the
problem could be extended. For example, the inclusion of an ambient density stratifi-
cation, bottom bathymetry and the third–dimension and rotation are clearly important
extensions (Baines, 2008; Legg et al., 2006; Muench et al., 2009; O¨zgo¨kmen et al., 2006).
7.6 Conclusions
A preliminary investigation of Fluidity–ICOM simulations of a gravity current on an
incline has been performed. The set–up represents a highly idealised ocean overflow and
presents an extension of the laboratory–scale lock–exchange set–up to larger–scales, and
in particular, a higher aspect ratio domain. Simulations are performed on fixed and
adaptive meshes. Three different fixed mesh resolutions are considered, determined by
the number of vertical layers in the mesh, N = 50, 100 and 200, table 7.3. The adaptive
meshes use the p–metric (2.41), with p = 2, (M2) and the mesh adapts to the velocity
and salinity fields, table 7.4.
Initially, an angle of incline, ϕ = 2.5, and salinity difference at the source, ∆S = 1.5 are
considered. The simulations include the expected dynamics with both a laminar regime,
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characterised by the growth of the head and a turbulent regime, characterised by the
formation of Kelvin–Helmholtz billows and increased entrainment, figures 7.6, 7.7 and
7.19. To compare the simulations quantitatively both the front speed and entrainment
are evaluated, sections 7.4.2, 7.4.3, 7.4.4 and 7.4.5.
For the adaptive mesh simulations, the diagnostics show little variation with small
changes to the solution field weights, figures 7.17 and 7.19. The main difference is an
increase in the number of nodes as the solution field weights are reduced, figure 7.18.
Adaptive mesh simulations with three different combinations of the solution field weights,
cases 1, 14 and 27, table 7.4, are compared to the fixed mesh simulations. These are the
cases that use the smallest, middle and largest values of the weights for each of the fields.
The highest resolution fixed mesh simulation and the adaptive meshes have comparable
values of the normalised front speed which fall within the range of published experimental
and numerical values, figure 7.19. The transition from the laminar to the turbulent regime
occurs later in the highest resolution fixed mesh and adaptive mesh simulations than for
the simulations on the two coarser resolution fixed meshes, figure 7.19. The entrainment
rates are also similar for the simulations on the highest resolution fixed mesh and the
adaptive meshes. The comparable values of the adaptive mesh simulations to those from
the highest resolution fixed mesh simulations are obtained using at least one order of
magnitude fewer nodes, figure 7.19.
A range of values of ϕ and ∆S are then tested in simulations on an adaptive mesh,
section 7.4.5. The front velocities depend primarily on ∆S and only have a weak depen-
dence on ϕ, figure 7.20. When normalised, the values collapse to a similar range that
again agrees well with published values, figure 7.20. The results for the entrainment
are more varied. Provided the Rayleigh number is large enough and/or the incline is
long enough the transition between the laminar and turbulent regimes is observed, figure
7.21. The entrainment rate increases as ϕ increases, however there is also a stronger
dependence on ∆S than observed in O¨zgo¨kmen and Chassignet (2002), figure 7.21 and
tables 7.7 and 7.8. The values of dE/dX for the largest Rayleigh number flows, ∆S,
are comparable to the values of O¨zgo¨kmen and Chassignet (2002) for the laminar regime
but present an underestimate in the turbulent regime. Whether the differences in the
observed behaviour are due to the smaller Rayleigh numbers, modelling effects and/or
other factors demands further investigation.
Several areas for improvement and further investigation are highlighted, section 7.5. An
extended analysis of the sensitivity of the diagnostics to the solution field weights should
be performed and simulations with a larger range of Rayleigh numbers assessed. The
most important immediate change required is to the discretisation of the momentum and
pressure, due to the existence of a velocity mode in the fixed mesh simulations. In general,
however, the adaptive meshes are used effectively and the areas for improvement are
mainly associated with other components of the problem. As suggested by the simulations
of the lock–exchange, the use of M2 leads to adaptive meshes that represent the system
dynamics well. The reduction in computational demand and generally good performance
of the adaptive meshes in the more challenging scenario is, therefore, very promising.
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Chapter 8
Conclusions
A thorough investigation into the use of unstructured adaptive meshes (adaptive meshes)
in simulations of gravity current flows has been conducted to evaluate their potential for
use in ocean modelling. Gravity currents provide an excellent test bed for this purpose.
They include complex and turbulent dynamics that demand the mesh adapts both in the
horizontal and the vertical, yet they can form under very simple conditions. One such
simple configuration, the laboratory–scale lock–exchange set–up, has been widely adopted
for analysis of gravity current flows and is utilised here. Both the early propagation
stages, when the gravity currents propagate across the domain, and later oscillatory
stages are considered, providing two regimes for analysis, chapters 3–6. In addition,
a preliminary investigation of a saline driven gravity current on an incline, a highly
idealised ocean overflow, is also presented, chapter 7. Ocean overflows are a well known
example of gravity current flows and form a critical component of the global thermohaline
circulation. The motivation and background are discussed further in chapter 1.
Both fixed and adaptive mesh simulations are performed with the Imperial College
Ocean Model (Fluidity–ICOM) which is introduced in chapter 2. Fluidity–ICOM is a
finite element model that can utilise both structured and unstructured meshes and has
integrated adaptive mesh capabilities for use with unstructured meshes. Discussion of
the practical use of the adaptive meshes is provided in appendix C. Three metrics, which
guide the mesh adapt, are tested: the absolute metric, M∞ (Pain et al., 2001); the relative
metric, MR (Castro-Dı´az et al., 1997); and the p–metric with p = 2, M2 (Chen et al.,
2007). These are all based on a modified Hessian and a user–defined weight. MR includes
a scaling by the local magnitude of the field and M2 a scaling by the determinant of the
local modified Hessian. The additional metric–advection technique and the method for
interpolation from the pre– to post–adapt mesh, consistent interpolation or (bounded)
Galerkin projection, are also evaluated.
The cost of a simulation is generally quantified through the number of nodes in the
mesh, with an average value used for the adaptive meshes. The number of nodes is con-
sidered in conjunction with the cost of a mesh adapt which is assessed in chapter 2. This
cost can be less than the time required for one time–step iteration. However, additional
costs are incurred if bounded Galerkin projection is used instead of consistent interpola-
tion (increasing the cost to approximately two time–steps) or if metric advection is used
245
246 Chapter 8: Conclusions
(increasing the cost by up to three time–steps). In future, analysis of run times and/or
the use of an adaptive time–step would present complementary and useful extensions to
the investigation of the efficiency of both the fixed and adaptive mesh simulations.
The robust Froude number (non–dimensionalised front speed) and more sensitive back-
ground potential energy diagnostic, which gives a measure of the diapycnal mixing, are
used to quantitatively assess the lock–exchange, chapters 3–6. The gravity current on an
incline is correspondingly evaluated with the front speed, normalised by the buoyancy
flux, and a measure of the entrainment, chapter 7.
The expected dynamics and features of the gravity current flows are captured by both
the fixed and adaptive mesh simulations. As the fixed mesh resolution is increased
or adaptive meshes are used, features such as the interface and the Kelvin–Helmholtz
billows are more sharply defined. The Froude number and normalised front speed for
both higher resolution fixed meshes and the preferred adaptive mesh Fluidity–ICOM
simulations compare well with published results, providing essential model validation.
For the mixing, the highest resolution fixed meshes are taken as the benchmark for
comparison. Mixing and entrainment in adaptive mesh Fluidity–ICOM simulations are
also compared with O¨zgo¨kmen et al. (2007) for the lock–exchange and O¨zgo¨kmen and
Chassignet (2002) for the gravity current on an incline. The former compares well and
the latter is more variable, but requires investigation of larger values of the Rayleigh
number (7.2).
Most crucially, the adaptive meshes can perform as well as the higher resolution fixed
meshes whilst using one to two orders of magnitude fewer nodes and with a minimal cost
for the mesh adapt. The metric is the key to the ability of the adaptive mesh to represent
the flow.
The adaptive mesh settings and, in particular, those of the metric, are tested exten-
sively in the lock–exchange. Simulations that use M∞ require a spatial variation of the
solution field weights to produce desired values of the Froude number. The analysis
also demonstrates that, without the spatial variation, certain features of the fields are
not captured adequately which adversely affects the flow and leads to Froude numbers
that are too small. The introduction of metric advection is also necessary to gain values
of the background potential energy that are comparable to the higher resolution fixed
meshes. However, during the later oscillatory stages, as the flow becomes less active, the
background potential energy continues to increase in these adaptive mesh simulations,
whereas in the fixed mesh simulations it tends to a near constant value. Simulations that
use MR generally under–perform compared to those that use M∞. Whilst the Froude
numbers show good agreement with the desired values, the background potential energy
is generally too large. Furthermore, the increase in the number of nodes can be more than
150% that of the simulations with M∞ and spatial variation of the solution field weights.
Alternative scalings for MR, for example by the global maximum of the magnitude of
the field, may lead to better performance of this metric.
The simulations that use M2 exhibit the best performance with comparable Froude
numbers and values of the background potential energy (at all times) to the highest
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resolution fixed meshes. There is no need for the use of spatially varying solution field
weights or the use of the more expensive metric advection. The simulations of a gravity
current on an incline, which use M2, confirm that this metric guides the mesh adapt
well. The strength of M2 comes from the ability to capture not only regions with large
curvature, but also regions with weaker curvature and to incorporate this information into
the final metric. These results demonstrate that the good performance of simulations with
M2 found in Loseille and Alauzet (2011) for supersonic flow around a body is applicable
to the turbulent and time–varying gravity currents studied here.
The choice of metric has a far greater impact on the flow than the interpolation method.
Comparison of the interpolation methods demonstrates the interaction between the differ-
ent numerical components of the model with, for example, bounded Galerkin projection
constraining the undershoots and overshoots in temperature that are due to the discreti-
sation method. Different methods for discretisation of the advection–diffusion equation
for the tracer field are also tested. These can have as large an impact, if not more, on
the mixing in the flow than changing the adaptive mesh settings. This highlights the
fact that there are many factors outside of the mesh that affect the representation of the
flow.
In the idealised studies of gravity current flows presented, it is clear which fields it
is appropriate to adapt the mesh to. The metric and adaptive mesh settings can be
chosen accordingly and the adaptive meshes used successfully. The same will be true
of process studies and other idealised scenarios, such as open ocean deep convection,
internal waves or box models of wind–driven gyres. These areas of ocean modelling
present a broad range of applications into which the use of adaptive meshes could be
expanded imminently. The inclusion of rotation in three–dimensions does require careful
consideration since accurate representation of the pressure and momentum balance in
high aspect ratio domains cannot be maintained with fully unstructured fixed or adaptive
meshes (F. MacTavish, pers. comm.). The use of an adaptive mesh that constrains the
nodes to be vertically aligned in columns but is otherwise free to adapt in any direction
has been used successfully in simulations of restratification of the water column after an
open ocean deep convection event (F. MacTavish, pers. comm.).
The use of adaptive meshes in regional and, potentially, global ocean models places
far greater demands on the choice of metric. As the range of scales and processes in-
cluded increases, choosing which fields to adapt to and what weighting to give to each
field will become increasingly challenging. How effectively and easily the simple metrics
generally tested thus far in ocean modelling can be used in these scenarios clearly de-
mands investigation (e.g. Bernard et al., 2007; Blayo and Debreu, 1999; Hiester et al.,
2011; Munday et al., 2010; Popinet and Rickard, 2007; Remacle et al., 2005). The use
of an adjoint model allows robust error estimates to be obtained for selected diagnostics.
This presents an alternative goal–based approach to the formation of the metric that also
warrants consideration (Power et al., 2006; Venditti and Darmofal, 2003).
The adaptive mesh simulations presented here give a good representation of a transient
flow with dynamics at a range of scales and with a reduced computational demand.
248 Chapter 8: Conclusions
Simulations that use M2 are able to capture the dynamics of the lock–exchange in both
the propagation stages and the oscillatory stages. This offers a promising outlook for the
application of this metric to other flow regimes. The choice of what to adapt to and how
to form the metric presents a crucial decision in the adaptive mesh process and, for ocean
modelling, demands further investigation. There is clear potential for the utilisation of
adaptive meshes in ocean modelling and this work provides a solid platform from which
to pursue further research in this field.
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Appendix A
Spatial discretisation examples
Here two examples are presented to demonstrate the finite element method and con-
trol volume method approaches to spatial discretisation. The finite element method is
considered first.
A.1 Finite element method
The Poisson equation is used to demonstrate a finite element method discretisation as
outlined in section 2.3.1. The example also uses a Galerkin method, where the test and
trial functions belong to the same function space and, in this instance, are continuous.
The strong form of the Poisson equation with Neumann and Dirichlet boundary con-
ditions, gN and gD respectively, is
∇2a(x) = q(x) , (A.1)
a|∂ΩD = gD ; n · ∇a , |∂ΩN = gN , (A.2)
where n is the unit normal to the boundary, ∂Ω, of the domain, Ω. Multiplying the
strong form (A.1) by a test function φ = φ(x), (recall a is usually referred to as the trial
function), and integrating over the domain gives the weak form of the equation:∫
Ω
φ∇2a dV =
∫
Ω
φq dV . (A.3)
Integration by parts is performed and rearrangement of the resulting surface integral
gives
−
∫
Ω
∇φ∇a dV +
∫
∂ΩN
φn · ∇a dS +
∫
∂ΩD
φn · ∇a dS =
∫
Ω
φq dV . (A.4)
First note that integration by parts has reduced the number of derivatives and hence
the continuity requirements on a. This becomes particularly useful when choosing basis
functions, as will be noted below. The Neumann boundary condition is naturally included
in the formulation and the surface integral over ∂ΩN can be easily evaluated using (A.2).
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In order to implement the Dirichlet condition the test functions are chosen to satisfy
φ|∂ΩD = 0. This has now restricted the space in which the weak solution is valid.
Applying the boundary conditions gives
−
∫
Ω
∇φ∇a dV +
∫
∂ΩN
φgN dS =
∫
Ω
φq dV . (A.5)
Next a and φ are represented as linear combinations of basis functions: a(x) =
∑M
i=1 aˆiAi(x)
and φ(x) =
∑P
i=1 φˆiΦi(x). Typically, q will be represented as a linear combination of the
basis functions of a: q(x) =
∑M
i=1 qˆiAi(x) . For a Galerkin formulation, the test and trial
functions are taken from the same space. Rewriting a as a(x) =
∑M
i=1 aˆiΦi(x) and q as
q(x) =
∑M
i=1 qˆiΦi(x) gives
−
P∑
i=1
M∑
j=1
φˆiaˆj
∫
Ω
∇Φi∇Φj dV +
P∑
i=1
φˆi
∫
∂ΩN
ΦigN dS =
P∑
i=1
M∑
j=1
φˆiqˆj
∫
Ω
ΦiΦj dV . (A.6)
Finally, the solution is decomposed into integrals over the elements of the mesh, Ωe. This
gives
−
∑
e
P∑
i=1
M∑
j=1
φˆiaˆj
∫
Ωe
∇Φi∇Φj dV +
∑
e
P∑
i=1
φˆi
∫
∂Ωe∈∂ΩN
ΦigN dS
=
∑
e
P∑
i=1
M∑
j=1
φˆiqˆj
∫
Ωe
ΦiΦj dV .
(A.7)
It is clear that integration by parts has reduced the number of differentials on the basis
functions. In this example, they are, therefore, only required to be once differentiable.
In order to solve this form of the equation numerically the integrals are evaluated using
numerical quadrature. The calculation of these integrals is one of the additional costs
associated with the finite element method when compared to finite–difference methods.
A.2 Control volume methods
The discretisation of the advection–diffusion equation with control volumes is considered.
This allows both an example of the method to be given and to demonstrate the need for
the calculation of the field values at the control volume faces and a diffusion scheme.
The strong form of the advection–diffusion equation is given by
∂θ
∂t
+ u · ∇θ = ∇ · (κ¯θ∇θ) . (A.8)
As in the finite element discretisation, section 2.3.1, the weak form is obtained through
multiplying by a test function φ and integrating over the whole domain:∫
Ω
φ
∂θ
∂t
dV +
∫
Ω
φu · ∇θ dV =
∫
Ω
φ∇ · (κ¯θ∇θ) dV . (A.9)
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Decomposing the domain into elements, Ωe, (now referred to as control volumes) and
integrating by parts with the assumption that the flow is incompressible, i.e. ∇ · u = 0,
gives
∑
e
{∫
Ωe
φ
∂θ
∂t
dV −
∫
Ωe
∇φ · uθ dV +
∫
∂Ωe
θu · n dS
}
=
−
∑
e
{∫
Ωe
∇φ · (κ¯θ∇θ) dV +
∫
∂Ωe
φn · κ¯θ∇θ dS
}
.
(A.10)
choosing test and trial functions that belong to the same space with φ =
∑P
i=1 φˆiΦi and
θ =
∑M
j=1 θˆjΦj gives
∑
e
P∑
i=1
M∑
j=1
{
φˆi
∂θˆj
∂t
∫
Ωe
Φi Φj dV − φˆiφˆj
∫
Ωe
∇Φi · Φju dV + φˆiθˆj
∫
∂Ωe
Φi Φj u · n dS
}
= −
∑
e
P∑
i=1
M∑
j=1
{
φˆiθˆj
∫
Ωe
∇Φi · κ¯θ∇Φj dV + φˆiθˆj
∫
∂Ωe
Φin · (κ¯θ∇Φj) dS
}
.
(A.11)
The basis functions are chosen to be piecewise constant over each control volume. More
specifically, the basis function Φi = 1 over control volume i and 0 otherwise. There are
two properties that are then exploited: first, within each control volume, ∇Φi = 0, ∀i.
Second, ΦiΦj = 0, i 6= j and ΦiΦj = 1, i = j. Similarly, Φi = 0, i 6= e and Φi = 1, i = e.
Equation (A.11) is thereby reduced to
∑
e
φe
(
∂θˆe
∂t
∫
Ωe
1 dV + θˆe
∫
∂Ωe
u · n dS −
∫
∂Ωe
n · (κ¯θ∇Φe) dS
)
= 0 . (A.12)
The second term is the integral of the normal velocity over the surface of the control
volumes i.e. the total flux in and out of the control volume. In order to evaluate this
integral the value of the velocity is required at the faces of the control volume. The
final term, which has come from the diffusion operator, also requires consideration. The
gradients of the basis functions are not well defined on the edges of the control volumes.
A scheme is therefore required to evaluate the κ¯θ∇Φe term on the faces of the control
volume which can then be used to calculate the surface integral.
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Appendix B
Interpolation from the
pre– to post–adapt mesh
Here the two methods for interpolation from the pre– to post–adapt mesh available in
Fluidity–ICOM, consistent interpolation and Galerkin projection, are described in more
detail.
To begin, consider a domain that has two meshes: the donor mesh with basis functions
{φDi } and the target mesh with basis functions {φTi }, example meshes are given in figure
B.1. Let fD be the function f evaluated on the donor mesh and fT be the function f to
be computed on the target mesh. Recall, in a finite element discretisation, any function,
f , can be written in terms of the basis functions: f =
∑
i fˆiφi, section 2.3.1. In the case
of an adaptive mesh, the pre–adapt mesh will be the donor mesh and the post–adapt
mesh the target mesh. This framework is now used to describe the two interpolation
methods.
(a) donor (b) target (c) supermesh
Figure B.1: Example of a target mesh and a donor mesh with the corresponding super-
mesh. In (c) the dotted lines mark additional subdivision of polyhedra in the supermesh
into triangles. This is performed in Fluidity–ICOM in order to allow integrals to be
calculated over triangles or tetrahedra using numerical quadrature.
B.1 Consistent interpolation
For any node in the target mesh, an element in the donor mesh that contains this node is
identified (using an R–tree search, Manolopoulos et al. (2006)). The solution is evaluated
at the location of the node using the basis functions of the donor mesh i.e. fTj =∑
i=1 fˆ
D
i φ
D
i (where f
T
j is the function f
T evaluated at the node j). The integral of
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T T D, TD, T D
Figure B.2: A simple 1D example to demonstrate the erosion of maxima and minima
possible when using consistent interpolation. D: nodes of the donor mesh; T: nodes of
the target mesh. Solid line: field on the donor mesh; dashed line: field on the target mesh
(in parts of the domain where the field is the same on the target and donor mesh the
dashed line is not visible). If simple linear interpolation is used to interpolate between
the donor and target meshes, as shown, then the maxima in the field on the donor
mesh is eroded during interpolation on to the target mesh and the field is not conserved.
However, the solution remains bounded.
the interpolant is not necessarily conserved and maxima and minima can also be eroded,
figure B.2. However, the method is bounded and fast compared to the Galerkin projection
method, table 2.1. Finally, the method requires the fields to be well–defined on the nodes
of the mesh and, therefore, cannot be used on meshes with discontinuous basis functions.
B.2 Galerkin projection
The Galerkin projection interpolation method, as presented in Farrell et al. (2009), is
obtained through consideration of the error between fD and fT . Taking the L2–norm as
a measure of the error, the objective is to minimise
||fD − fT ||22 =
∫
Ω
(fD − fT )2 dΩ . (B.1)
To find the minima, this function is differentiated with respect to the target weights fˆTj
and set equal to zero:
−2
∫
Ω
(
∑
i
fˆDi φ
T
i −
∑
i
fˆTi φi)φ
T
j dΩ = 0 , ∀ j . (B.2)
Note, this is a minimum as ||fD − fT ||22 is convex. At the minimum, therefore,∫
Ω
∑
i
fˆTi φ
T
i φ
T
j dΩ =
∫
Ω
∑
i
fˆDi φ
D
i φ
T
j dΩ , ∀ j . (B.3)
These integrals can be written as a linear systemMT f
T = MTDf
D with {MT }ij =
∫
Ω φ
T
i φ
T
j dΩ,
the mass matrix and {MTD}ij =
∫
Ω φ
D
i φ
T
j dΩ, the mixed mass matrix. MT can be com-
puted easily as the basis functions it is formed from belong to the same mesh. MTD
presents more of a challenge and requires the formation of a supermesh (Farrell and
Maddison, 2011).
A supermesh is formed from the intersection of the donor and target meshes, figure
B.1, where it can be seen that each child element of the supermesh has associated parent
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elements of the donor and target meshes. The basis functions of the target and donor
meshes are polynomials that are piecewise continuous over the domain and continuous
within a child element. MTD can therefore be formed by decomposing the elements of the
target mesh into the child elements of the supermesh and then computing the integrals
with the appropriate elements of the donor mesh. The linear system MT f
T = MTDf
D
is then solved to find fT (by inversion of MT ). In Fluidity–ICOM, the inverse of MT is
not explicitly calculated, instead an iterative method is used to find the solution, section
2.5.
The choice of target function that minimises (B.2), leads a conservation of the field
over the interpolation step: at the minima, (B.2) gives∫
Ω
fTφTi dΩ =
∫
Ω
fDφTi dΩ ∀ i, (B.4)
and, therefore ∫
Ω
fT vT dΩ =
∫
Ω
fDvT dΩ ∀ vT ∈
{∑
i
vˆiφi
}
. (B.5)
Finally, taking vT = 1 implies ∫
Ω
fT dΩ =
∫
Ω
fD dΩ , (B.6)
and hence Galerkin-projection is conservative.
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Appendix C
Practical use of the adaptive mesh
techniques implemented in
Fluidity–ICOM
In order to use the adaptive mesh techniques implemented in Fluidity–ICOM, the user
is required to configure several settings in the model input file. Here, a set of starting
points, useful checks and key considerations is provided, as determined from the many
simulations performed with Fluidity–ICOM for this thesis. A thorough guide and more
in–depth descriptions of the relevant options are given in the Fluidity manual (Applied
Modelling and Computation Group, 2011) and a user is advised to consult this docu-
mentation.
• First and foremost, ensure the simulation runs on a fixed mesh before using an
adaptive mesh.
• Be aware that there are many feedbacks within a system and by using an adaptive
mesh yet more are introduced. If the simulation becomes unstable on the adaptive
mesh this may require consideration of the adaptive mesh settings. The simulation
on the adaptive mesh simulation may also, for example, be more sensitive to a
numerical instability caused by an overshoot. It may then be necessary to consider
the discretisation settings in addition to those for the adaptive mesh.
• The adaptive mesh settings are grouped by those that are configured for each field
that the mesh adapts to and those that are universal. The former consists of the
choice of metric, solution field weights and interpolation method. All other settings
fall into the latter category. The solution field weights should be the primary means
by which the behaviour of the adaptive mesh is controlled.
• Choice of metric (section 2.6.2.1): on the basis of the work presented in this thesis
the p–metric, Mp (2.41), with p = 2, would be advised. Historically the absolute
metric, M∞ (2.33), has been used and ultimately the most appropriate choice will
be problem dependent.
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• Solution field weights (section 2.6.2.1): start with spatially and temporally constant
values that are 10% of the range of the field.
• Choice of interpolation method (section 2.6.2.3): begin with the faster consistent
interpolation method, unless using a discontinuous discretisation method, which
requires Galerkin projection.
• Start by testing the adaptive mesh settings by adapting only to the initial condition
(generally referred to as adapt at first time step in the input file and the Fluidity
manual (Applied Modelling and Computation Group, 2011)) or for a short time
period after initialisation.
• Adapt at first time step:
– This process adapts the mesh to the initial condition. The user selects how
many iterations of the mesh optimisation step are performed. For each iter-
ation the initial condition is reapplied and, therefore, the fields are not inter-
polated between the meshes produced.
– Begin with 6–8 iterations.
– The mesh created at each iteration can be output by Fluidity–ICOM and
viewed to determine how many iterations are necessary.
– From experience, the libraries used to optimise the mesh (Pain et al., 2001;
Vasilevskii and Lipnikov, 1999) appear better at mesh refinement than coars-
ening, therefore it is advisable to use a coarse initial mesh.
– This process can require more time than the normal mesh adapt as usually the
pre–adapt mesh (initial mesh given by the user) is in no way optimised and
the mesh optimisation algorithms have more work to do. It may, therefore,
be preferable to output the mesh created and use this as the initial mesh for
a suite of runs.
– The mesh optimisation step is not unique and it may be advisable to output
and use the mesh produced with adapt at first time step (as described in the
point above) for consistency. This approach was used in the work presented
in this thesis.
• A gradation which controls the change in the desired edge–lengths returned by the
metric can, and most often should, be applied. This prevents rapid changes in mesh
resolution. The value given determines the factor by which the desired edge–length
may change. The default value is 1.5 and, for example, a value of 2.0 was used for
the lock–exchange simulations presented in this thesis.
• Maximum edge–length values that were larger than the smaller length scales of the
domain proved problematic (for the cases considered here this was the height of the
domain). The size of the domain should, therefore, be considered when determining
this value.
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• Minimum edge–length values should ideally be smaller than the desired edge–
lengths requested by the metric. Too large a value can lead to more uniform and/or
isotropic mesh resolution than expected. If this occurs, the minimum edge–length
can be reduced and/or the solution field weights increased. The latter is often
preferable as, at some point, a cut-off for the scales represented by the mesh will
have to be chosen and, hence, the minimum edge–length can not be continually
reduced.
• A linear variation of the field will not be captured by the Hessian based metrics
used in Fluidity–ICOM. If it is necessary to represent this variation, a restriction
on the maximum edge–length can be used (see section 7.3.2 for an example).
• Check the time–step is appropriate given the minimum edge–length.
• The Hessian and fields of desired edge–lengths (constructed from the metric) can
be output using the debugging options. These can be useful in determining why
the mesh is adapting in a certain way.
• Finally, and most importantly, only change one parameter at a time.
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Appendix D
Discretisations of the
advection–diffusion equation:
mixing diagnostics
The application of different discretisation methods to the advection–diffusion equation in
simulations of the two–dimensional lock–exchange flow was discussed in chapter 5. The
mixing diagnostics for a representative selection of the simulations were presented and this
appendix includes the values of the diagnostics for the remaining simulations. The dif-
ferent discretisation methods considered are summarised in table 5.1. This is reproduced
here and expanded to include figure and page numbers for each of the cases presented,
table D.1. Figures for the simulations with a set of inactive tracers are presented first,
followed by figures for simulations with the active tracer, temperature. Figures that
were presented in chapter 5.1 are also included in the table. It is reiterated that the
simulations on the highest resolution fixed meshes were generally terminated at t = 200 s
(t/Tb ≈ 10.1), as opposed to t = 500 s (t/Tb ≈ 25.2) for the coarser resolutions. The
values of the diagnostics for these simulations are, therefore, only given for these times.
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Type Options Reference Figure Page
Continuous Galerkin No stabilisation employed. CG D.1 281
streamline upwind used for sta-
bilisation, diffusion term ne-
glected
CG–SU 5.2
5.8
132
5.8
Discontinuous Galerkin No limiting or subcycling em-
ployed, diffusion term ne-
glected
DG D.2 282
Vertex based limiter employed
and subcycling performed with
a CFL number of 0.1, diffusion
term neglected
DG–lim D.3
5.9
283
143
Control volumes First order upwinding for face
values, diffusion term neglected
CV–FOU D.4 284
Finite–element interpolation
for face values, κ = 1× 10−4
CV–FE–4 D.5 285
Finite–element interpolation
for face values, κ = 1× 10−6
CV–FE–6 D.6
D.12
286
292
Finite–element interpolation
for face values, κ = 1× 10−8
CV–FE–8 D.7 287
Finite–element interpolation
for face values, κ = 1× 10−10
CV–FE–10 D.8 288
Finite–element interpolation
for face values, diffusion term
neglected
CV–FE D.9
D.14
289
294
Selection of methods for
an inactive tracer
fixed mesh, characteristic length l = 0.002 D.10 290
Selection of methods for
an inactive tracer
fixed mesh, characteristic length l = 0.000125 D.11 291
Selection of methods for
an active tracer
fixed mesh, characteristic length l = 0.002 D.15 295
Selection of methods for
an active tracer
fixed mesh, characteristic length l = 0.000125 D.16 296
Control volume methods
for an active tracer with
different values of κ
fixed mesh, characteristic length l = 0.002 D.17 297
Control volume methods
for an active tracer with
different values of κ
fixed mesh, characteristic length l = 0.0005 D.18 298
Control volume methods
for an active tracer with
different values of κ
fixed mesh, characteristic length l = 0.000125 D.19 299
Table D.1: Discretisation methods for the advection–diffusion equation, cf. sections 5.2.1,
5.2.2 and 5.2.3. For some cases, figures for both an inactive and the active tracer,
temperature, are presented. In these cases two references are given with the first for the
inactive tracer and the second for the active tracer. The diagnostics for several of the
cases were presented in chapter 5 and are referenced as such.
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(a) Evolution of z∗ (b) z∗ at t/Tb = 1.26
(c) z∗ at t/Tb = 6.29 (d) z∗ at t/Tb = 10.07
(e) min(θ) (f) Domain fraction with θ < −1× 10−6
(g) max(θ) (h) Domain fraction with 1+1×10−6 < θ
Figure D.1: Comparison of mixing diagnostics for simulations that use a continuous
Galerkin method without stabilisation for discretisation of the advection–diffusion equa-
tion for an inactive tracer with the diffusion term neglected, ‘CG’, tables 5.1 and D.1.
Different lines represent meshes with different characteristic lengths. (a): Contours of z∗
for θ = 0.25, 0.5, and 0.75. The values for θ = 0.0 and 1.0, not shown, would lie along
the axis z∗ = 0.0 and 0.1 respectively. (b)–(d): Snapshots of the reference state at three
times that represent the early propagation stage, the middle vigorous mixing oscillation
stage and the later reduced mixing oscillation stage, section 4.4. (e) and (f): The mini-
mum value of the field and the domain fraction that contains an undershoot. (g) and (h):
The maximum value of the field and the domain fraction that contains an overshoot.
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(a) Evolution of z∗ (b) z∗ at t/Tb = 1.26
(c) z∗ at t/Tb = 6.29 (d) z∗ at t/Tb = 10.07
(e) min(θ) (f) Domain fraction with θ < −1× 10−6
(g) max(θ) (h) Domain fraction with 1+1×10−6 < θ
Figure D.2: Comparison of mixing diagnostics for simulations that use a discontinuous
Galerkin method without limiting for discretisation of the advection–diffusion equation
for an inactive tracer with the diffusion term neglected, ‘DG’, tables 5.1 and D.1. Different
lines represent meshes with different characteristic lengths. (a): Contours of z∗ for θ =
0.25, 0.5, and 0.75. The values for θ = 0.0 and 1.0, not shown, would lie along the axis
z∗ = 0.0 and 0.1 respectively. (b)–(d): Snapshots of the reference state at three times
that represent the early propagation stage, the middle vigorous mixing oscillation stage
and the later reduced mixing oscillation stage, section 4.4. (e) and (f): The minimum
value of the field and the domain fraction that contains an undershoot. (g) and (h): The
maximum value of the field and the domain fraction that contains an overshoot.
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(a) Evolution of z∗ (b) z∗ at t/Tb = 1.26
(c) z∗ at t/Tb = 6.29 (d) z∗ at t/Tb = 10.07
(e) min(θ) (f) Domain fraction with θ < −1× 10−6
(g) max(θ) (h) Domain fraction with 1+1×10−6 < θ
Figure D.3: Comparison of mixing diagnostics for simulations that use a discontinuous
Galerkin method with a vertex based limiter for discretisation of the advection–diffusion
equation for an inactive tracer with the diffusion term neglected, ‘DG–lim’, tables 5.1 and
D.1. Different lines represent meshes with different characteristic lengths. (a): Contours
of z∗ for θ = 0.25, 0.5, and 0.75. The values for θ = 0.0 and 1.0, not shown, would lie
along the axis z∗ = 0.0 and 0.1 respectively. (b)–(d): Snapshots of the reference state
at three times that represent the early propagation stage, the middle vigorous mixing
oscillation stage and the later reduced mixing oscillation stage, section 4.4. (e) and (f):
The minimum value of the field and the domain fraction that contains an undershoot.
(g) and (h): The maximum value of the field and the domain fraction that contains an
overshoot.
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(a) Evolution of z∗ (b) z∗ at t/Tb = 1.26
(c) z∗ at t/Tb = 6.29 (d) z∗ at t/Tb = 10.07
(e) min(θ) (f) Domain fraction with θ < −1× 10−6
(g) max(θ) (h) Domain fraction with 1+1×10−6 < θ
Figure D.4: Comparison of mixing diagnostics for simulations that use a control volume
method, with first order upwinding for calculation of the face values, for discretisation
of the advection–diffusion equation for an inactive tracer with the diffusion term ne-
glected, ‘CV–FOU’, tables 5.1 and D.1. Different lines represent meshes with different
characteristic lengths. (a): Contours of z∗ for θ = 0.25, 0.5, and 0.75. The values for
θ = 0.0 and 1.0, not shown, would lie along the axis z∗ = 0.0 and 0.1 respectively. (b)–
(d): Snapshots of the reference state at three times that represent the early propagation
stage, the middle vigorous mixing oscillation stage and the later reduced mixing oscil-
lation stage, section 4.4. (e) and (f): The minimum value of the field and the domain
fraction that contains an undershoot. (g) and (h): The maximum value of the field and
the domain fraction that contains an overshoot.
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(a) Evolution of z∗ (b) z∗ at t/Tb = 1.26
(c) z∗ at t/Tb = 6.29 (d) z∗ at t/Tb = 10.07
(e) min(θ) (f) Domain fraction with θ < −1× 10−6
(g) max(θ) (h) Domain fraction with 1+1×10−6 < θ
Figure D.5: Comparison of mixing diagnostics for simulations that use a control vol-
ume method, with finite element interpolation for calculation of the face values, for
discretisation of the advection–diffusion equation for an inactive tracer and diffusivity
κ = 1× 10−4, ‘CV–FE–4’, tables 5.1 and D.1. Different lines represent meshes with dif-
ferent characteristic lengths. (a): Contours of z∗ for θ = 0.25, 0.5, and 0.75. The values
for θ = 0.0 and 1.0, not shown, would lie along the axis z∗ = 0.0 and 0.1 respectively.
(b)–(d): Snapshots of the reference state at three times that represent the early propa-
gation stage, the middle vigorous mixing oscillation stage and the later reduced mixing
oscillation stage, section 4.4. (e) and (f): The minimum value of the field and the domain
fraction that contains an undershoot. (g) and (h): The maximum value of the field and
the domain fraction that contains an overshoot.
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(a) Evolution of z∗ (b) z∗ at t/Tb = 1.26
(c) z∗ at t/Tb = 6.29 (d) z∗ at t/Tb = 10.07
(e) min(θ) (f) Domain fraction with θ < −1× 10−6
(g) max(θ) (h) Domain fraction with 1+1×10−6 < θ
Figure D.6: Comparison of mixing diagnostics for simulations that use a control vol-
ume method, with finite element interpolation for calculation of the face values, for
discretisation of the advection–diffusion equation for an inactive tracer and diffusivity
κ = 1× 10−6, ‘CV–FE–6’, tables 5.1 and D.1. Different lines represent meshes with dif-
ferent characteristic lengths. (a): Contours of z∗ for θ = 0.25, 0.5, and 0.75. The values
for θ = 0.0 and 1.0, not shown, would lie along the axis z∗ = 0.0 and 0.1 respectively.
(b)–(d): Snapshots of the reference state at three times that represent the early propa-
gation stage, the middle vigorous mixing oscillation stage and the later reduced mixing
oscillation stage, section 4.4. (e) and (f): The minimum value of the field and the domain
fraction that contains an undershoot. (g) and (h): The maximum value of the field and
the domain fraction that contains an overshoot.
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(a) Evolution of z∗ (b) z∗ at t/Tb = 1.26
(c) z∗ at t/Tb = 6.29 (d) z∗ at t/Tb = 10.07
(e) min(θ) (f) Domain fraction with θ < −1× 10−6
(g) max(θ) (h) Domain fraction with 1+1×10−6 < θ
Figure D.7: Comparison of mixing diagnostics for simulations that use a control vol-
ume method, with finite element interpolation for calculation of the face values, for
discretisation of the advection–diffusion equation for an inactive tracer and diffusivity
κ = 1× 10−8, ‘CV–FE–8’, tables 5.1 and D.1. Different lines represent meshes with dif-
ferent characteristic lengths. (a): Contours of z∗ for θ = 0.25, 0.5, and 0.75. The values
for θ = 0.0 and 1.0, not shown, would lie along the axis z∗ = 0.0 and 0.1 respectively.
(b)–(d): Snapshots of the reference state at three times that represent the early propa-
gation stage, the middle vigorous mixing oscillation stage and the later reduced mixing
oscillation stage, section 4.4. (e) and (f): The minimum value of the field and the domain
fraction that contains an undershoot. (g) and (h): The maximum value of the field and
the domain fraction that contains an overshoot.
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(a) Evolution of z∗ (b) z∗ at t/Tb = 1.26
(c) z∗ at t/Tb = 6.29 (d) z∗ at t/Tb = 10.07
(e) min(θ) (f) Domain fraction with θ < −1× 10−6
(g) max(θ) (h) Domain fraction with 1+1×10−6 < θ
Figure D.8: Comparison of mixing diagnostics for simulations that use a control vol-
ume method, with finite element interpolation for calculation of the face values, for
discretisation of the advection–diffusion equation for an inactive tracer and diffusivity
κ = 1 × 10−10, ‘CV–FE–10’, tables 5.1 and D.1. Different lines represent meshes with
different characteristic lengths. (a): Contours of z∗ for θ = 0.25, 0.5, and 0.75. The
values for θ = 0.0 and 1.0, not shown, would lie along the axis z∗ = 0.0 and 0.1 respec-
tively. (b)–(d): Snapshots of the reference state at three times that represent the early
propagation stage, the middle vigorous mixing oscillation stage and the later reduced
mixing oscillation stage, section 4.4. (e) and (f): The minimum value of the field and the
domain fraction that contains an undershoot. (g) and (h): The maximum value of the
field and the domain fraction that contains an overshoot.
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(a) Evolution of z∗ (b) z∗ at t/Tb = 1.26
(c) z∗ at t/Tb = 6.29 (d) z∗ at t/Tb = 10.07
(e) min(θ) (f) Domain fraction with θ < −1× 10−6
(g) max(θ) (h) Domain fraction with 1+1×10−6 < θ
Figure D.9: Comparison of mixing diagnostics for simulations that use a control volume
method, with finite element interpolation for calculation of the face values, for discreti-
sation of the advection–diffusion equation for an inactive tracer with the diffusion term
neglected, ‘CV–FE’ tables 5.1 and D.1. Different lines represent meshes with different
characteristic lengths. (a): Contours of z∗ for θ = 0.25, 0.5, and 0.75. The values for
θ = 0.0 and 1.0, not shown, would lie along the axis z∗ = 0.0 and 0.1 respectively. (b)–
(d): Snapshots of the reference state at three times that represent the early propagation
stage, the middle vigorous mixing oscillation stage and the later reduced mixing oscil-
lation stage, section 4.4. (e) and (f): The minimum value of the field and the domain
fraction that contains an undershoot. (g) and (h): The maximum value of the field and
the domain fraction that contains an overshoot.
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(a) Evolution of z∗ (b) z∗ at t/Tb = 1.26
(c) z∗ at t/Tb = 6.29 (d) z∗ at t/Tb = 10.07
(e) min(θ) (f) Domain fraction with θ < −1× 10−6
(g) max(θ) (h) Domain fraction with 1+1×10−6 < θ
Figure D.10: Comparison of mixing diagnostics for simulations that use selected meth-
ods for discretisation of the advection–diffusion equation for an inactive tracer with the
diffusion term neglected, tables 5.1 and D.1. The simulation is run on a fixed mesh with
characteristic length l = 0.002. (a): Contours of z∗ for θ = 0.25, 0.5, and 0.75. The
values for θ = 0.0 and 1.0, not shown, would lie along the axis z∗ = 0.0 and 0.1 respec-
tively. (b)–(d): Snapshots of the reference state at three times that represent the early
propagation stage, the middle vigorous mixing oscillation stage and the later reduced
mixing oscillation stage, section 4.4. (e) and (f): The minimum value of the field and
the domain fraction that contains an undershoot. (g) and (h): The maximum value of
the field and the domain fraction that contains an overshoot. For the ‘DG–lim’ case the
domain fraction containing an undershoot or overshoot is zero and therefore in (f) and
(h) the values lie along the zero axis.
291
(a) Evolution of z∗ (b) z∗ at t/Tb = 1.26
(c) z∗ at t/Tb = 6.29 (d) z∗ at t/Tb = 10.07
(e) min(θ) (f) Domain fraction with θ < −1× 10−6
(g) max(θ) (h) Domain fraction with 1+1×10−6 < θ
Figure D.11: Comparison of mixing diagnostics for simulations that use selected meth-
ods for discretisation of the advection–diffusion equation for an inactive tracer with the
diffusion term neglected, tables 5.1 and D.1. The simulation is run on a fixed mesh with
characteristic length l = 0.000125. (a): Contours of z∗ for θ = 0.25, 0.5, and 0.75. The
values for θ = 0.0 and 1.0, not shown, would lie along the axis z∗ = 0.0 and 0.1 respec-
tively. (b)–(d): Snapshots of the reference state at three times that represent the early
propagation stage, the middle vigorous mixing oscillation stage and the later reduced
mixing oscillation stage, section 4.4. (e) and (f): The minimum value of the field and
the domain fraction that contains an undershoot. (g) and (h): The maximum value of
the field and the domain fraction that contains an overshoot. For the ‘DG–lim’ case the
domain fraction containing an undershoot or overshoot is zero and therefore in (f) and
(h) the values lie along the zero axis.
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(a) Evolution of Eb during the propaga-
tion stages
(b) Evolution of Eb over all time
(c) Evolution of z∗ over all time (d) Rate of change of Eb over all time
(e) min(T ) (f) Domain fraction with T < −0.5× 10−6
(g) max(T ) (h) Domain fraction with 0.5 + 1× 10−6 < T
Figure D.12: Comparison of mixing diagnostics for simulations with a control volume
method, with finite element interpolation for calculation of the face values, used for
discretisation of the advection–diffusion equation for temperature, T , (an active tracer)
and κ = 10−6, ‘CV–FE–6’, tables 5.1 and D.1. Different lines represent meshes with
different characteristic lengths. (a) and (b): The difference from the initial value of the
background potential energy, ∆Eb, normalised by the initial value, E
0
b . The values are
plotted with the scaled position of the no–slip front, X/H, for the propagation stages,
and, with scaled time, t/Tb, for the full simulation. (c): The contours of z∗ for T =
−0.25, 0.0, and 0.25. The contours for T = −0.5 and 0.5, not shown, lie along the axis,
z∗ = 0.0 and 0.1 respectively. (d): The rate of change of background potential energy.
(e) and (f): The minimum value of the field and the domain fraction that contains an
undershoot, where V : volume and |Ω|: total volume of the domain. (g) and (h): The
maximum value of the field and the domain fraction that contains an overshoot.
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(a) Evolution of Eb during the propaga-
tion stages
(b) Evolution of Eb over all time
(c) Evolution of z∗ over all time (d) Rate of change of Eb over all time
(e) min(T ) (f) Domain fraction with T < −0.5× 10−6
(g) max(T ) (h) Domain fraction with 0.5 + 1× 10−6 < T
Figure D.13: Comparison of mixing diagnostics for simulations with a control volume
method, with finite element interpolation for calculation of the face values, used for
discretisation of the advection–diffusion equation for temperature, T , (an active tracer)
and κ = 10−8, ‘CV–FE–8’, tables 5.1 and D.1. Different lines represent meshes with
different characteristic lengths. (a) and (b): The difference from the initial value of the
background potential energy, ∆Eb, normalised by the initial value, E
0
b . The values are
plotted with the scaled position of the no–slip front, X/H, for the propagation stages,
and, with scaled time, t/Tb, for the full simulation. (c): The contours of z∗ for T =
−0.25, 0.0, and 0.25. The contours for T = −0.5 and 0.5, not shown, lie along the axis,
z∗ = 0.0 and 0.1 respectively. (d): The rate of change of background potential energy.
(e) and (f): The minimum value of the field and the domain fraction that contains an
undershoot, where V : volume and |Ω|: total volume of the domain. (g) and (h): The
maximum value of the field and the domain fraction that contains an overshoot.
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(a) Evolution of Eb during the propaga-
tion stages
(b) Evolution of Eb over all time
(c) Evolution of z∗ over all time (d) Rate of change of Eb over all time
(e) min(T ) (f) Domain fraction with T < −0.5× 10−6
(g) max(T ) (h) Domain fraction with 0.5 + 1× 10−6 < T
Figure D.14: Comparison of mixing diagnostics for simulations with a control volume
method, with finite element interpolation for calculation of the face values, used for
discretisation of the advection–diffusion equation for temperature, T , (an active tracer)
with the diffusion term neglected, ‘CV–FE’, tables 5.1 and D.1. Different lines represent
meshes with different characteristic lengths. (a) and (b): The difference from the initial
value of the background potential energy, ∆Eb, normalised by the initial value, E
0
b . The
values are plotted with the scaled position of the no–slip front, X/H, for the propagation
stages, and, with scaled time, t/Tb, for the full simulation. (c): The contours of z∗
for T = −0.25, 0.0, and 0.25. The contours for T = −0.5 and 0.5, not shown, lie along
the axis, z∗ = 0.0 and 0.1 respectively. (d): The rate of change of background potential
energy. (e) and (f): The minimum value of the field and the domain fraction that contains
an undershoot, where V : volume and |Ω|: total volume of the domain. (g) and (h): The
maximum value of the field and the domain fraction that contains an overshoot.
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(a) Evolution of Eb during the propaga-
tion stages
(b) Evolution of Eb over all time
(c) Evolution of z∗ over all time (d) Rate of change of Eb over all time
(e) min(T ) (f) Domain fraction with T < −0.5× 10−6
(g) max(T ) (h) Domain fraction with 0.5 + 1× 10−6 < T
Figure D.15: Comparison of mixing diagnostics for simulations with selected methods
used for discretisation of the advection–diffusion equation for temperature, T , (an active
tracer) and the diffusion term neglected, tables 5.1 and D.1. The simulations are run on
a fixed mesh with characteristic length l = 0.002. (a) and (b): The difference from the
initial value of the background potential energy, ∆Eb, normalised by the initial value,
E0b . The values are plotted with the scaled position of the no–slip front, X/H, for the
propagation stages, and, with scaled time, t/Tb, for the full simulation. (c): The contours
of z∗ for T = −0.25, 0.0, and 0.25. The contours for T = −0.5 and 0.5, not shown, lie
along the axis, z∗ = 0.0 and 0.1 respectively. (d): The rate of change of background
potential energy. (e) and (f): The minimum value of the field and the domain fraction
that contains an undershoot, where V : volume and |Ω|: total volume of the domain.
(g) and (h): The maximum value of the field and the domain fraction that contains an
overshoot.
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(a) Evolution of Eb during the propaga-
tion stages
(b) Evolution of Eb over all time
(c) Evolution of z∗ over all time (d) Rate of change of Eb over all time
(e) min(T ) (f) Domain fraction with T < −0.5× 10−6
(g) max(T ) (h) Domain fraction with 0.5 + 1× 10−6 < T
Figure D.16: Comparison of mixing diagnostics for simulations with selected methods
used for discretisation of the advection–diffusion equation for temperature, T , (an active
tracer) and the diffusion term neglected, tables 5.1 and D.1. The simulations are run on
a fixed mesh with characteristic length l = 0.000125. (a) and (b): The difference from
the initial value of the background potential energy, ∆Eb, normalised by the initial value,
E0b . The values are plotted with the scaled position of the no–slip front, X/H, for the
propagation stages, and, with scaled time, t/Tb, for the full simulation. (c): The contours
of z∗ for T = −0.25, 0.0, and 0.25. The contours for T = −0.5 and 0.5, not shown, lie
along the axis, z∗ = 0.0 and 0.1 respectively. (d): The rate of change of background
potential energy. (e) and (f): The minimum value of the field and the domain fraction
that contains an undershoot, where V : volume and |Ω|: total volume of the domain.
(g) and (h): The maximum value of the field and the domain fraction that contains an
overshoot.
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(a) Evolution of Eb during the propaga-
tion stages
(b) Evolution of Eb over all time
(c) Evolution of z∗ over all time (d) Rate of change of Eb over all time
(e) min(T ) (f) Domain fraction with T < −0.5× 10−6
(g) max(T ) (h) Domain fraction with 0.5 + 1× 10−6 < T
Figure D.17: Comparison of mixing diagnostics for simulations with a control volume
method, with finite element interpolation for calculation of the face values, used for
discretisation of the advection–diffusion equation for temperature, T , (an active tracer).
Different lines represent fields with different values of the diffusivity, tables 5.1 and D.1.
The simulations are run on a fixed mesh with characteristic length l = 0.002. (a) and (b):
The difference from the initial value of the background potential energy, ∆Eb, normalised
by the initial value, E0b . The values are plotted with the scaled position of the no–slip
front, X/H, for the propagation stages, and, with scaled time, t/Tb, for the full simulation.
(c): The contours of z∗ for T = −0.25, 0.0, and 0.25. The contours for T = −0.5 and 0.5,
not shown, lie along the axis, z∗ = 0.0 and 0.1 respectively. (d): The rate of change
of background potential energy. (e) and (f): The minimum value of the field and the
domain fraction that contains an undershoot, where V : volume and |Ω|: total volume of
the domain. (g) and (h): The maximum value of the field and the domain fraction that
contains an overshoot.
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(a) Evolution of Eb during the propaga-
tion stages
(b) Evolution of Eb over all time
(c) Evolution of z∗ over all time (d) Rate of change of Eb over all time
(e) min(T ) (f) Domain fraction with T < −0.5× 10−6
(g) max(T ) (h) Domain fraction with 0.5 + 1× 10−6 < T
Figure D.18: Comparison of mixing diagnostics for simulations with a control volume
method, with finite element interpolation for calculation of the face values, used for
discretisation of the advection–diffusion equation for temperature, T , (an active tracer).
Different lines represent fields with different values of the diffusivity, tables 5.1 and D.1.
The simulations are run on a fixed mesh with characteristic length l = 0.0005. (a)
and (b): The difference from the initial value of the background potential energy, ∆Eb,
normalised by the initial value, E0b . The values are plotted with the scaled position of
the no–slip front, X/H, for the propagation stages, and, with scaled time, t/Tb, for the
full simulation. (c): The contours of z∗ for T = −0.25, 0.0, and 0.25. The contours for
T = −0.5 and 0.5, not shown, lie along the axis, z∗ = 0.0 and 0.1 respectively. (d): The
rate of change of background potential energy. (e) and (f): The minimum value of the
field and the domain fraction that contains an undershoot, where V : volume and |Ω|:
total volume of the domain. (g) and (h): The maximum value of the field and the domain
fraction that contains an overshoot.
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(a) Evolution of Eb during the propaga-
tion stages
(b) Evolution of Eb over all time
(c) Evolution of z∗ over all time (d) Rate of change of Eb over all time
(e) min(T ) (f) Domain fraction with T < −0.5× 10−6
(g) max(T ) (h) Domain fraction with 0.5 + 1× 10−6 < T
Figure D.19: Comparison of mixing diagnostics for simulations with a control volume
method, with finite element interpolation for calculation of the face values, used for
discretisation of the advection–diffusion equation for temperature, T , (an active tracer).
Different lines represent fields with different values of the diffusivity, tables 5.1 and D.1.
The simulations are run on a fixed mesh with characteristic length l = 0.000125. (a)
and (b): The difference from the initial value of the background potential energy, ∆Eb,
normalised by the initial value, E0b . The values are plotted with the scaled position of
the no–slip front, X/H, for the propagation stages, and, with scaled time, t/Tb, for the
full simulation. (c): The contours of z∗ for T = −0.25, 0.0, and 0.25. The contours for
T = −0.5 and 0.5, not shown, lie along the axis, z∗ = 0.0 and 0.1 respectively. (d): The
rate of change of background potential energy. (e) and (f): The minimum value of the
field and the domain fraction that contains an undershoot, where V : volume and |Ω|:
total volume of the domain. (g) and (h): The maximum value of the field and the domain
fraction that contains an overshoot.
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