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Abstract
In this paper, we investigate the problem of retrieving
images from a database based on a multi-modal (image-
text) query. Specifically, the query text prompts some
modification in the query image and the task is to re-
trieve images with the desired modifications. For instance,
a user of an E-Commerce platform is interested in buy-
ing a dress, which should look similar to her friend’s
dress, but the dress should be of white color with a rib-
bon sash. In this case, we would like the algorithm to re-
trieve some dresses with desired modifications in the query
dress. We propose an autoencoder based model, Com-
poseAE, to learn the composition of image and text query
for retrieving images. We adopt a deep metric learn-
ing approach and learn a metric that pushes composition
of source image and text query closer to the target im-
ages. We also propose a rotational symmetry constraint
on the optimization problem. Our approach is able to out-
perform the state-of-the-art method TIRG [23] on three
benchmark datasets, namely: MIT-States, Fashion200k and
Fashion IQ. In order to ensure fair comparison, we in-
troduce strong baselines by enhancing TIRG method. To
ensure reproducibility of the results, we publish our code
here: https://anonymous.4open.science/r/
d1babc3c-0e72-448a-8594-b618bae876dc/.
1. Introduction
One of the peculiar features of human perception is
multi-modality. We unconsciously attach attributes to ob-
jects, which can sometimes uniquely identify them. For
instance, when a person says apple it is quite natural that
an image of an apple, which may be green or red in color,
forms in their mind. In information retrieval, the user seeks
information from a retrieval system by sending a query.
Traditional information retrieval systems allow a unimodal
∗indicates equal contribution. Umer contributed the rotation in complex
space idea, complex projection module and rotationally symmetric loss.
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running the experiments.
Figure 1. Potential application scenario of this task in an advanced
retrieval system
query, i.e., either a text or an image. Advanced information
retrieval systems should enable the users in expressing the
concept in their mind by allowing a multi-modal query.
In this work, we consider such an advanced retrieval sys-
tem, where users can retrieve images from a database based
on a multi-modal query. Concretely, we have an image re-
trieval task where the input query is specified in the form of
an image and natural language expressions describing the
desired modifications in the query image. Such a retrieval
system offers a natural and effective interface [18]. This
task has applications in the domain of E-Commerce search,
surveillance systems and internet search. Fig. 1 shows a
potential application scenario of this task.
Recently, Vo et al. [23] have proposed the Text Image
Residual Gating (TIRG) method for composing the query
image and text for image retrieval. They have achieved
state-of-the-art (SOTA) results on this task. However, their
approach does not perform well for real-world application
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scenarios, i.e. with long and detailed texts (see Sec. 4.4).
We think the reason is that their approach is too focused on
changing the image space and does not give the query text
its due importance. The gating connection takes element-
wise product of query image features with image-text rep-
resentation after passing it through two fully connected lay-
ers. In short, TIRG assigns huge importance to query image
features by putting it directly in the final composed repre-
sentation. Similar to [19, 22], they employ LSTM for ex-
tracting features from the query text. This works fine for
simple queries but fails for more realistic queries.
In this paper, we attempt to overcome these limitations
by proposing ComposeAE, an autoencoder based approach
for composing the modalities in the multi-modal query. We
employ a pre-trained BERT model [1] for extracting text
features, instead of LSTM. We hypothesize that by jointly
conditioning on both left and right context, BERT is able
to give better representation for the complex queries. Sim-
ilar to TIRG [23], we use a pre-trained ResNet-17 model
for extracting image features. The extracted image and text
features have different statistical properties as they are ex-
tracted from independent uni-modal models. We argue that
it will not be beneficial to fuse them by passing through a
few fully connected layers, as typically done in image-text
joint embeddings [24].
We adopt a novel approach and map these features to
a complex space. We propose that the target image repre-
sentation is an element-wise rotation of the representation
of the source image in this complex space. The informa-
tion about the degree of rotation is specified by the text fea-
tures. We learn the composition of these complex vectors
and their mapping to the target image space by adopting a
deep metric learning (DML) approach. In this formulation,
text features take a central role in defining the relationship
between query image and target image. This also implies
that the search space for learning the composition features
is restricted. From a DML point of view, this restriction
proves to be quite vital in learning a good similarity metric.
We also propose an explicit rotational symmetry con-
straint on the optimization problem based on our novel for-
mulation of composing the image and text features. Specifi-
cally, we require that multiplication of the target image fea-
tures with the complex conjugate of the query text features
should yield a representation similar to the query image fea-
tures. We explore the effectiveness of this constraint in our
experiments (see Sec. 4.5).
We validate the effectiveness of our approach on three
datasets: MIT-States, Fashion200k and Fashion IQ. In
Sec. 4, we show empirically that ComposeAE is able to
learn a better composition of image and text queries and
outperforms SOTA method. In DML, it has been recently
shown that improvements in reported results are exagger-
ated and performance comparisons are done unfairly [11].
In our experiments, we took special care to ensure fair
comparison. For instance, we introduce several variants
of TIRG. Some of them show huge improvements over the
original TIRG. We also conduct several ablation studies to
quantify the contribution of different modules in the im-
provement of the ComposeAE performance.
Our main contributions are summarized below:
• We propose a ComposeAE model to learn the com-
posed representation of image and text query.
• We adopt a novel approach and argue that the source
image and the target image lie in a common complex
space. They are rotations of each other and the degree
of rotation is encoded via query text features.
• We propose a rotational symmetry constraint on the
optimization problem.
• ComposeAE outperforms the SOTA method TIRG
by a huge margin, i.e., 30.12% on Fashion200k and
11.13% on MIT-States on the Recall@10 metric.
• We enhance SOTA method TIRG [23] to ensure fair
comparison and identify its limitations.
2. Related Work
Deep metric learning (DML) has become a popular tech-
nique for solving retrieval problems. DML aims to learn a
metric such that the distances between samples of the same
class are smaller than the distances between the samples
of different classes. The task where DML has been em-
ployed extensively is the cross-modal retrieval, i.e. retriev-
ing images based on text query and getting captions from
the database based on the image query [24, 9, 28, 2, 8, 26].
In the domain of Visual Question Answering (VQA),
many methods have been proposed to fuse the text and im-
age inputs [19, 17, 16]. We review below a few closely
related methods. Relationship [19] is a method based on re-
lational reasoning. Image features are extracted from CNN
and text features from LSTM to create a set of relationship
features. These features are then passed through a MLP
and after averaging them the composed representation is ob-
tained. FiLM [17] method tries to “influence” the source
image by applying an affine transformation to the output of
a hidden layer in the network. In order to perform complex
operations, this linear transformation needs to be applied to
several hidden layers. Another prominent method is param-
eter hashing [16] where one of the fully-connected layers in
a CNN acts as the dynamic parameter layer.
In this work, we focus on the image retrieval problem
based on the image and text query. This task has been stud-
ied recently by Vo et al. [23]. They propose a gated fea-
ture connection in order to keep the composed representa-
tion of query image and text in the same space as that of
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the target image. They also incorporate a residual connec-
tion which learns the similarity between concatenation of
image-text features and the target image features. Another
simple but effective approach is Show and Tell[22]. They
train a LSTM to predict the next word in the sequence after
it has seen the image and previous words. The final state of
this LSTM is considered the composed representation. Han
et al. [6] presents an interesting approach to learn spatially-
aware attributes from product description and then use them
to retrieve products from the database. But their text query
is limited to a predefined set of attributes. Nagarajan et al.
[12] proposed an embedding approach, “Attribute as Op-
erator”, where text query is embedded as a transformation
matrix. The image features are then transformed with this
matrix to get the composed representation.
This task is also closely related with interactive image
retrieval task [4, 21] and attribute-based product retrieval
task [27, 23]. These approaches have their limitations such
as that the query texts are limited to a fixed set of relative
attributes [27], require multiple rounds of natural language
queries as input [4, 21] or that query texts can be only one
word i.e. an attribute [6]. In contrast, the input query text
in our approach is not limited to a fixed set of attributes and
does not require multiple interactions with the user. Differ-
ent from our work, the focus of these methods is on model-
ing the interaction between user and the agent.
3. Methodology
3.1. Problem Formulation
Let X = {x1, x2, · · · , xn} denote the set of query im-
ages, T = {t1, t2, · · · , tn} denote the set of query texts
and Y = {y1, y2, · · · , yn} denote the set of target im-
ages. Let ψ(·) denote the pre-trained image model, which
takes an image as input and returns image features in a d-
dimensional space. Let κ(·, ·) denote the similarity kernel,
which we implement as a dot product between its inputs.
The task is to learn a composed representation of the image-
text query, denoted by g(x, t; Θ), by maximising
max
Θ
κ(g(x, t; Θ), ψ(y)), (1)
where Θ denotes all the network parameters.
3.2. Motivation for Complex Projection
In deep learning, researchers aim to formulate the learn-
ing problem in such a way that the solution space is re-
stricted in a meaningful way. This helps in learning better
and robust representations. The objective function (Equa-
tion 1) maximizes the similarity between the output of the
composition function of the image-text query and the tar-
get image features. Thus, it is intuitive to model the query
image, query text and target image lying in some common
Figure 2. Conceptual Diagram of Rotation of the Images in Com-
plex Space. Blue and Red Circle represent the query and the target
image respectively. δ represents the rotation in the complex space,
learned from the query text features. δ∗ represents the complex
conjugate of the rotation in the complex space.
space. One drawback of TIRG is that it does not emphasize
the importance of text features in defining the relationship
between the query image and the target image.
Based on these insights of the learning problem, we re-
strict the compositional learning of query image and text
features in such a way that: (i) query and target image fea-
tures lie in the same space, (ii) text features encode the tran-
sition from query image to target image in this space and
(iii) transition is symmetric, i.e. some function of the text
features must encode the reverse transition from target im-
age to query image.
In order to incorporate these characteristics in the com-
posed representation, we propose that the query image and
target image are rotations (transitions) of each other in a
complex space. The rotation is determined by the text fea-
tures. This enables incorporating the desired text informa-
tion about the image in the common complex space. The
reason for choosing the complex space is that some function
of text features required for the transition to be symmetric
can easily be defined as the complex conjugate of the text
features in the complex space (see Fig. 2).
Choosing such projection also enables us to define a con-
straint on the optimization problem, referred to as rotational
symmetry constraint (see Equations 12, 13 and 14). We
will empirically verify the effectiveness of this constraint
in learning better composed representations. We will also
explore the effect on performance if we fuse image and text
information in the real space. Refer to Sec. 4.5.
An advantage of modelling the reverse transition in this
way is that we do not require captions of query image. This
is quite useful in practice, since a user-friendly retrieval sys-
tem will not ask the user to describe the query image for it.
In the public datasets, query image captions are not always
available, e.g. for Fashion IQ dataset. In addition to that, it
also forces the model to learn a good “internal” representa-
tion of the text features in the complex space.
Interestingly, such restrictions on the learning problem
serve as implicit regularization. e.g., the text features only
influence angles of the composed representation. This is
3
Figure 3. ComposeAE Architecture: Image retrieval using text and image query. Dotted lines indicate connections needed for calculating
rotational symmetry loss (see Equations 12, 13 and 14). Here 1 refers to LBASE , 2 refers to LBASESYM , 3 refers to LRI and 4 refers to LRT .
in line with recent developments in deep learning theory
[14, 13]. Neyshabur et al. [15] showed that imposing sim-
ple but global constraints on the parameter space of deep
networks is an effective way of analyzing learning theoretic
properties and may aid in decreasing the generalization er-
ror.
3.3. Network Architecture
Now we describe ComposeAE, an autoencoder based
approach for composing the modalities in the multi-modal
query. Figure 3 presents the overview of the ComposeAE
architecture.
For the image query, we extract the image feature vector
living in a d-dimensional space, using the image model ψ(·)
(e.g. ResNet-17), which we denote as:
ψ(x) = z ∈ Rd. (2)
Similarly, for the text query t, we extract the text feature
vector living in an h-dimensional space, using the BERT
model [1], β(·) as:
β(t) = q ∈ Rh. (3)
Since the image features z and text features q are ex-
tracted from independent uni-modal models; they have dif-
ferent statistical properties and follow complex distribu-
tions. Typically in image-text joint embeddings [23, 24],
these features are combined using fully connected layers or
gating mechanisms.
In contrast to this we propose that the source image and
target image are rotations of each other in some complex
space, say, Ck. Specifically, the target image representa-
tion is an element-wise rotation of the representation of the
source image in this complex space. The information of
how much rotation is needed to get from source to target
image is encoded via the query text features. During train-
ing, we learn the appropriate mapping functions which give
us the composition of z and q in Ck. We learn the angles
from the text features q, specifying element-wise rotation of
source image features.
More precisely, we learn a mapping γ : Rk → {D ∈
Rk×k |D is diagonal} and obtain the coordinate-wise com-
plex rotations via
δ = E{jγ(q)},
where E denotes the matrix exponential function and j is
square root of −1. The mapping γ is implemented as a
multilayer perceptron (MLP) i.e. two fully-connected lay-
ers with non-linear activation.
Next, we learn a mapping function, η : Rd → Ck, which
maps image features z to the complex space. η is also im-
plemented as a MLP. The composed representation denoted
by φ ∈ Ck can be written as:
φ = δ η(z) (4)
The optimization problem defined in Eq. 1 aims to max-
imize the similarity between the composed features and
the target image features extracted from the image model.
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Thus, we need to learn a mapping function, ρ : Ck 7→ Rd,
from the complex space Ck back to the d-dimensional real
space where extracted target image features exist. ρ is im-
plemented as MLP.
In order to better capture the underlying cross-modal
similarity structure in the data, we learn another mapping,
denoted as ρconv . It is implemented as two fully connected
layers followed by a single convolutional layer. This en-
ables learning effective local interactions among different
features. In addition to φ, ρconv also takes raw features
z and q as input. ρconv plays a really important role for
queries where the query text asks for a modification that is
spatially localized. e.g., a user wants a t-shirt with a differ-
ent logo on the front (see second row in Fig. 4).
Let f(z, q) denote the overall composition function
which learns how to effectively compose extracted image
and text features for target image retrieval. The final repre-
sentation, ϑ ∈ Rd, of the composed image-text features can
be written as follows:
ϑ = f(z, q) = a ρ(φ) + b ρconv(φ, z, q), (5)
where a and b are learnable parameters.
In autoencoder terminology, the encoder has learnt the
composed representation of image and text query, ϑ. Next,
we learn to reconstruct the extracted image z and text fea-
tures q from ϑ. Separate decoders are learned for each
modality, i.e., image decoder and text decoder denoted by
dimg and dtxt respectively. The reason for using the de-
coders and reconstruction losses is two-fold: first, it acts as
regularizer on the learnt composed representation and sec-
ondly, it forces the composition function to retain relevant
text and image information in the final representation. Em-
pirically, we have seen that these losses reduce the variation
in the performance and aid in preventing overfitting.
3.4. Training Objective
We adopt a deep metric learning (DML) approach to
train ComposeAE. Our training objective is to learn a sim-
ilarity metric, κ(·, ·) : Rd × Rd 7→ R, between composed
image-text query features ϑ and extracted target image fea-
tures ψ(y). The composition function f(z, q) should learn
to map semantically similar points from the data manifold
inRd×Rh onto metrically close points inRd. Analogously,
f(·, ·) should push the composed representation away from
non-similar images in Rd.
For sample i from the training mini-batch of size N , let
ϑi denote the composition feature, ψ(yi) denote the target
image features and ψ(y˜i) denote the randomly selected neg-
ative image from the mini-batch. We follow TIRG [23] in
choosing the base loss for the datasets.
So, for MIT-States dataset, we employ triplet loss with
soft margin as a base loss. It is given by:
LST =
1
MN
N∑
i=1
M∑
m=1
log
{
1+exp{κ(ϑi,ψ(y˜i,m))
− κ(ϑi,ψ(yi))}
}
, (6)
where M denotes the number of triplets for each training
sample i. In our experiments, we choose the same value as
mentioned in the TIRG code, i.e. 3.
For Fashion200k and Fashion IQ datasets, the base loss
is the softmax loss with similarity kernels, denoted as
LSMAX . For each training sample i, we normalize the sim-
ilarity between the composed query-image features (ϑi) and
target image features by dividing it with the sum of similari-
ties between ϑi and all the target images in the batch. This is
equivalent to the classification based loss in [23, 3, 20, 10].
LSMAX =
1
N
N∑
i=1
− log
{
exp{κ(ϑi, ψ(yi))}∑N
j=1 exp{κ(ϑi, ψ(yj))}
}
,
(7)
In addition to the base loss, we also incorporate two re-
construction losses in our training objective. They act as
regularizers on the learning of the composed representation.
The image reconstruction loss is given by:
LRI =
1
N
N∑
i=1
∥∥∥zi − zˆi∥∥∥2
2
, (8)
where zˆi = dimg(ϑi).
Similarly, the text reconstruction loss is given by:
LRT =
1
N
N∑
i=1
∥∥∥qi − qˆi∥∥∥2
2
, (9)
where qˆi = dtxt(ϑi).
3.4.1 Rotational Symmetry Loss
As discussed in subsection 3.2, based on our novel formula-
tion of learning the composition function, we can include a
rotational symmetry loss in our training objective. Specifi-
cally, we require that the composition of the target image
features with the complex conjugate of the text features
should be similar to the query image features. In concrete
terms, first we obtain the complex conjugate of the text fea-
tures projected in the complex space. It is given by:
δ∗ = E{−jγ(q)}. (10)
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Let φ˜ denote the composition of δ∗ with the target image
features ψ(y) in the complex space. Concretely:
φ˜ = δ∗ η(ψ(y)) (11)
Finally, we compute the composed representation, denoted
by ϑ∗, in the following way:
ϑ∗ = f(ψ(y), q) = a ρ(φ˜) + b ρconv(φ˜, ψ(y), q) (12)
The rotational symmetry constraint translates to maximiz-
ing this similarity kernel: κ(ϑ∗, z). We incorporate this
constraint in our training objective by employing softmax
loss or soft-triplet loss depending on the dataset.
Since for Fashion datasets, the base loss is LSMAX , we
calculate the rotational symmetry loss, LSMAXSYM , as follows:
LSMAXSYM =
1
N
N∑
i=1
− log
{
exp{κ(ϑ∗i , zi)}∑N
j=1 exp{κ(ϑ∗i , zj)}
}
,
(13)
Analogously, the resulting loss function, LSTSYM , for
MIT-States is given by:
LSTSYM =
1
MN
N∑
i=1
M∑
m=1
log
{
1+exp{κ(ϑ∗i ,z˜i,m)
− κ(ϑ∗i ,zi)}
}
, (14)
The total loss is computed by the weighted sum of above
mentioned losses. It is given by:
LT = LBASE + λSYM L
BASE
SYM + λRI LRI + λRT LRT ,
(15)
where BASE ∈ {SMAX,ST} depending on the dataset.
4. Experiments
4.1. Experimental Setup
We evaluate our approach on three real-world datasets,
namely: MIT-States[7], Fashion200k [6] and Fashion IQ
[5]. For evaluation, we follow the same protocols as other
recent works [23, 6, 17]. We use recall at rank k, denoted
as R@k, as our evaluation metric. We repeat each experi-
ment 5 times in order to estimate the mean and the standard
deviation in the performance of the models.
To ensure fair comparison, we keep the same hyperpa-
rameters as TIRG [23] and use the same optimizer (SGD
with momentum). Similar to TIRG, we use ResNet-
17 for image feature extraction to get 512-dimensional
feature vector. In contrast to TIRG, we use pretrained
BERT [1] for encoding text query. Concretely, we em-
ploy BERT-as-service [25] and use Uncased BERT-Base
which outputs a 768-dimensional feature vector for a text
query. Further implementation details can be found in the
code: https://anonymous.4open.science/r/
d1babc3c-0e72-448a-8594-b618bae876dc/.
MIT-States Fashion200k Fashion IQ
Total images 53753 201838 62145
# train queries 43207 172049 46609
# test queries 82732 33480 15536
Average length of
complete text query 2 4.81 13.5
Average # of
target images 26.7 3 1
per query
Table 1. Dataset statistics
4.2. Baselines
We compare the results of ComposeAE with several
methods, namely: Show and Tell, Parameter Hashing, At-
tribute as Operator, Relationship, FiLM and TIRG. We ex-
plained them briefly in Sec. 2.
In order to identify the limitations of TIRG and to en-
sure fair comparison with our method, we introduce three
variants of TIRG. First, we employ the BERT model as a
text model instead of LSTM, which will be referred to as
TIRG with BERT. Secondly, we keep the LSTM but text
query contains full target captions. We refer to it as TIRG
with Complete Text Query. Thirdly, we combine these two
variants and get TIRG with BERT and Complete Text Query.
The reason for complete text query baselines is that the orig-
inal TIRG approach generates text query by finding one
word difference in the source and target image captions. It
disregards all other words in the target captions.
While such formulation of queries may be effective on
some datasets, but the restriction on the specific form (or
length) of text query largely constrain the information that a
user can convey to benefit the retrieval process. Thus, such
an approach of generating text query has limited applica-
tions in real life scenarios, where a user usually describes
the modification text with multiple words. This argument is
also supported by several recent studies [5, 4, 21]. In our
experiments, Fashion IQ dataset contains queries asked by
humans in natural language, with an average length of 13.5
words. (see Table 4.1). Due to this reason, we can not get
results of original TIRG on this dataset.
4.3. Datasets
Table 4.1 summarizes the statistics of the datasets. The
train-test split of the datasets is the same for all the methods.
MIT-States [7] dataset consists of ∼60k diverse real-
world images where each image is described by an adjec-
tive (state) and a noun (categories). For instance, “sliced
potato”, “ripe tomato” etc. There are 245 nouns in the
dataset and 49 of them are reserved for testing, i.e. there
is no overlap between training and testing queries in terms
of nouns (categories). This split ensures that the algorithm
is able to learn the composition on the unseen nouns (cate-
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Method R@1 R@5 R@10
Show and Tell 11.9±0.1 31.0±0.5 42.0±0.8
Att. as Operator 8.8±0.1 27.3±0.3 39.1±0.3
Relationship 12.3±0.5 31.9±0.7 42.9±0.9
FiLM 10.1±0.3 27.7±0.7 38.3±0.7
TIRG 12.2±0.4 31.9±0.3 43.1±0.3
TIRG with BERT 12.3±0.6 31.8±0.3 42.6±0.8
TIRG with
Complete Text Query 7.9±1.9 28.7±2.5 34.1±2.9
TIRG with BERT and
Complete Text Query 13.3±0.6 34.5±1.0 46.8±1.1
ComposeAE 13.9±0.5 35.3±0.8 47.9±0.7
Table 2. Model performance comparison on MIT-States. The best
number is in bold and the second best is underlined.
gories). The input image (say “unripe tomato”) is sampled
and the text query asks to change the state to ripe. The al-
gorithm is considered successful if it retrieves the correct
target image (“ripe tomato”) from the pool of all test im-
ages. Note that the description (image caption) itself is not
available to the algorithm.
Fashion200k [6] consists of ∼200k images of 5 different
fashion categories, namely: pants, skirts, dresses, tops and
jackets. Each image has a human annotated caption, e.g.
“blue knee length skirt”.
Fashion IQ[5] is a challenging dataset consisting of 77684
images belonging to three categories: dresses, top-tees and
shirts. In contrast to two other datasets, Fashion IQ has two
human written annotations for each target image. We report
the performance on the validation set as the test set labels
are not available.
4.4. Discussion of Results
Tables 2, 3 and 4 summarize the results of the perfor-
mance comparison. In the following, we discuss these re-
sults to gain some important insights into the problem.
First, we note that our proposed method ComposeAE
outperforms other methods by a significant margin. On
Fashion200k, the performance improvement of Com-
poseAE over the original TIRG and its enhanced variants
is most significant. Specifically, in terms of R@10 metric,
the performance improvement over the second best method
is 6.96% and 30.12% over the original TIRG method . Sim-
ilarly on R@10, for MIT-States, ComposeAE outperforms
the second best method by 2.35% and by 11.13% over the
original TIRG method. For the Fashion IQ dataset , Com-
poseAE has 2.61% and 3.82% better performance than the
second best method in terms of R@10 and R@100 respec-
tively.
Second, we observe that the performance of the meth-
ods on MIT-States and Fashion200k datasets is in a similar
range as compared to the range on the Fashion IQ. For in-
Method R@1 R@10 R@50
Han et al. [6] 6.3 19.9 38.3
Show and Tell 12.3±1.1 40.2±1.7 61.8±0.9
Param Hashing 12.2±1.1 40.0±1.1 61.7±0.8
Relationship 13.0±0.6 40.5±0.7 62.4±0.6
FiLM 12.9±0.7 39.5±2.1 61.9±1.9
TIRG 14.1±0.6 42.5±0.7 63.8±0.8
TIRG with BERT 14.2±1.0 41.9±1.0 63.3±0.9
TIRG with
Complete Text Query 18.1±1.9 52.4±2.7 73.1±2.1
TIRG with BERT and
Complete Text Query 19.9±1.0 51.7±1.5 71.8±1.3
ComposeAE 22.8±0.8 55.3±0.6 73.4±0.4
Table 3. Model performance comparison on Fashion200k. The
best number is in bold and the second best is underlined.
Method R@10 R@50 R@100
TIRG with
Complete Text Query 3.34±0.6 9.18±0.9 9.45±0.8
TIRG with BERT and
Complete Text Query 11.5±0.8 28.8±1.5 28.8±1.6
ComposeAE 11.8±0.9 29.4±1.1 29.9±1.3
Table 4. Model performance comparison on Fashion IQ. The best
number is in bold and the second best is underlined.
stance, in terms of R@10, the performance of TIRG with
BERT and Complete Text Query is 46.8 and 51.8 on MIT-
States and Fashion200k datasets while it is 11.5 for Fashion
IQ. The reasons which make Fashion IQ the most challeng-
ing among the three datasets are: (i) the text query is quite
complex and detailed and (ii) there is only one target im-
age per query (See Table 4.1). That is even though the al-
gorithm retrieves semantically similar images but they will
not be considered correct by the recall metric. For instance,
for the first query in Fig.4, we can see that the second, third
and fourth image are semantically similar and modify the
image as described by the query text. But if the third image
which is the labelled target image did not appear in top-5,
then R@5 would have been zero for this query.
Third, for MIT-States and Fashion200k datasets, we ob-
serve that the TIRG variant which replaces LSTM with
BERT as a text model results in slight degradation of the
performance. On the other hand, the performance of the
TIRG variant which uses complete text (caption) query
is quite better than the original TIRG. However, for the
Fashion IQ dataset which represents a real-world applica-
tion scenario, the performance of TIRG with complete text
query is significantly worse. Concretely, TIRG with com-
plete text query performs 253% worse than ComposeAE on
R@10. The reason for this huge variation is that the aver-
age length of complete text query for MIT-States and Fash-
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ion200k datasets is 2 and 3.5 respectively. Whereas average
length of complete text query for Fashion IQ is 12.4. It is
because TIRG uses the LSTM model and the composition is
done in a way which underestimates the importance of the
text query. This shows that TIRG approach does not per-
form well when the query text description is more realistic
and complex.
Fourth, one of the baselines (TIRG with BERT and Com-
plete Text Query) that we introduced shows significant im-
provement over the original TIRG. Specifically, in terms of
R@10, the performance gain over original TIRG is 8.58%
and 21.65% on MIT-States and Fashion200k respectively.
This method is also the second best performing method on
all datasets. We think that with more detailed text query,
BERT is able to give better representation of the query and
this in turn helps in the improvement of the performance.
Qualitative Results: Fig.4 presents some qualitative re-
trieval results for Fashion IQ. For the first query, we see that
all images are in “blue print” as requested by text query. The
second request in the text query was that the dress should
be “short sleeves”, four out of top-5 images fulfill this re-
quirement. For the second query, we can observe that all
retrieved images share the same semantics and are visually
similar to the target images. Qualitative results for other
two datasets are given in the supplementary material.
Method Fashion200k MIT-States Fashion IQ
ComposeAE 55.3 47.9 11.8
- without LSYM 51.6 47.6 10.5
- Concat in real space 48.4 46.2 09.8
- without ρconv 52.8 47.1 10.7
- without ρ 52.2 45.2 11.1
Table 5. Retrieval performance (R@10) of ablation studies.
4.5. Ablation Studies
We have conducted various ablation studies, in order
to gain insight into which parts of our approach helps in
the high performance of ComposeAE. Table 5 presents the
quantitative results of these studies.
Impact of LSYM : on the performance can be seen on Row
2. For Fashion200k and Fashion IQ datasets, the decrease
in performance is quite significant: 7.17% and 12.38% re-
spectively. While for MIT-States, the impact of incorporat-
ing LSYM is not that significant. It may be because the text
query is quite simple in the MIT-states case, i.e. 2 words.
This needs further investigation.
Efficacy of Mapping to Complex Space: ComposeAE has
a complex projection module, see Fig. 3. We removed this
module to quantify its effect on the performance. Row
3 shows that there is a drop in performance for all three
datasets. This strengthens our hypothesis that it is better to
map the extracted image and text features into a common
complex space than simple concatenation in real space.
Convolutional versus Fully-Connected Mapping: Com-
poseAE has two modules for mapping the features from
complex space to target image space, i.e., one with only
fully-connected layers ρ(·) and the second with an addi-
tional convolutional layer ρconv(·). Rows 4 and 5 show
that the performance is quite similar for fashion datasets.
While for MIT-States, ComposeAE without ρconv(·) per-
forms much better. Overall, it can be observed that for all
three datasets both modules contribute in improving the per-
formance of ComposeAE.
5. Conclusion
In this work, we propose ComposeAE to compose the
representation of source image rotated with the modifica-
tion text in a complex space. This composed representa-
tion is mapped to the target image space and a similarity
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metric is learned. Based on our novel formulation of the
problem, we introduce a rotational symmetry loss in our
training objective. Our experiments on three datasets show
that ComposeAE consistently outperforms SOTA method
on this task. We enhance SOTA method TIRG [23] to en-
sure fair comparison and identify its limitations.
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A. Important Notes on Fashion IQ Dataset
In Fashion IQ dataset, ∼ 49% annotations describe the
target image directly. While ∼ 32% annotations compares
target and source images, e.g. “is red with a cat logo
on front” and the second annotation is, “is more pop cul-
ture and adolescent”. The dataset consists of three non-
overlapping subsets, namely “dress”, “top-tee” and “shirt”.
We join the two annotations with the text “ and it” to get
a description similar to a normal sentence a user might ask
on an E-Com platform. Now the complete text query is:
“is red with a cat logo on front and it is more pop culture
and adolescent”. Furthermore, we combine the train sets of
all three categories to form a bigger training set and train a
single model on it. Analogously, we also combine the vali-
dation sets to form a single validation set.
A challenge was conducted in ICCV 2019 on Fashion IQ
dataset 1. The website also has some technical reports sub-
mitted by the best performing teams. The numbers reported
in these reports are quite high, even for TIRG approach.
We investigated the reasons and reached the conclusion that
these technical reports have have quite different settings. It
is not possible for us to compare our results with them in
a fair manner. The reasons and differences are delineated
briefly as:
• They treat Fashion IQ as three independent datasets
and train one model for each category (“dress”, “top-
tee” and “shirt”). This results in better performance for
each category.
• They do pre-training on external datasets like Fashion-
gen, Fashion200k etc. It is well-known that such trans-
fer learning (via pre-training) inevitably increases the
performance of any model.
• They employ product attributes as side information in
their models. In our experiments, we do not consider
in such side information and rely solely on the image
and text query.
• They employ higher capacity models such as
ResNet101, ResNet-152 etc. In original TIRG and in
all our experiments, we use ResNet17 as image model.
• Since these reports developed models specifically for
the competition, they have incorporated several hacks,
like ensembeling, data augmentation techniques etc.
• Unfortunately, none of the technical reports have pub-
lished their code. Thus, we are not able to assess the
performance of their model in our experiment setting.
In short, it is neither possible for us to reproduce their
results nor are we able to fairly compare the performance of
their models in a common experiment setting.
1https://sites.google.com/view/lingir/fashion-iq
B. Qualitative Results
Fig. 5 presents some qualitative retrieval examples for
MIT-States dataset. For the first query, we see that two
“burnt bush images are retrieved. We can observe that other
retrieved images share the same semantics and are visually
similar to the target images. In second and third row, we
note that same objects in different states can look drastically
different. This highlights the importance of incorporating
the text information in the composed representation.
Some qualitative retrieval results for Fashion200k
dataset are presented in Fig. 6. In these results, we observe
that the model is able to capture the style and color infor-
mation quite well. In the first row, we see similar sleeveless
dresses with sequin. Similarly, in other two queries, the
model successfully images from the same product category,
i.e. jacket and skirts. Moreover, the retrieved images seem
to follow the desired modifications expressed in the query
text remarkably well.
It is pertinent to highlight that the captions under the im-
ages are the ground truth. They are not available to the
model as additional input during training or inference.
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Figure 5. Qualitative Results: Retrieval examples from MIT-States Dataset
Figure 6. Qualitative Results: Retrieval examples from Fashion200k Dataset
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