Recently, much attention has been given to the mass spectrometry (MS) technology based disease classification, diagnosis, and protein-based biomarker identification. Similar to microarray based investigation, proteomic data generated by such kind of high-throughput experiments are often with high feature-to-sample ratio. Moreover, biological information and pattern are compounded with data noise, redundancy and outliers. Thus, the development of algorithms and procedures for the analysis and interpretation of such kind of data is of paramount importance. In this paper, we propose a hybrid system for analyzing such high dimensional data. The proposed method uses the k-mean clustering algorithm based feature extraction and selection procedure to bridge the filter selection and wrapper selection methods. The potential informative mass/charge (m/z) markers selected by filters are subject to the k-mean clustering algorithm for correlation and redundancy reduction, and a multi-objective Genetic Algorithm selector is then employed to identify discriminative m/z markers generated by k-mean clustering algorithm. Experimental results obtained by using the proposed method indicate that it is suitable for m/z biomarker selection and MS based sample classification.
Introduction
With the development of high-throughput proteomic technologies such as mass spectrometry (MS), we are now able to detect and discriminate disease patterns in complex mixtures of proteins derived from biological fluids such as serum, urine or nipple aspirate fluid [1, 2] . The technologies commonly employed in such kind of differential studies are time-of-flight (TOF) spectroscopy with matrixassisted or surface-enhanced laser desorption/ionization (SELDI) or SELDI-TOF [3, 4] . Similar to microarray studies, SELDI-TOF datasets consist of tens of thousands of mass/charge (m/z) ratios per specimen [5, 6] . Each m/z value of the spectrum approximately reflects the abundance of peptides of certain mass [7] . Despite of its great promise, the analysis of the data generated by such studies presented several major challenges. The challenges originate from the nature that SELDI-TOF datasets are often with large number of features and limited size of samples which are known as the curse-of-dimensionality and curse-of-datasetsparsity problems [8] . To make the problem worse, SELDI-TOF data are often extremely noisy and redundant. Thus, how to select a subset of m/z biomarkers that not only can yield low sample misclassification rate but also have true biological importance are of great value.
Generally, feature selection algorithms can be categorized into three groups, namely, filter, wrapper and embedded.
With filter approaches, the feature subsets are selected with certain kind of evaluation criterion such as Mutual Information [9] , t-statistic [10] , χ 2 -statistic [11] and Information Gain [12] . Although, filter selection methods are relatively computational efficient, they totally ignore the effects of the selected feature subset on the performance of the inductive algorithm [13] . More importantly, features selected with filter approaches are often highly correlated [14] . Therefore, redundancy and data noise are introduced, leading to the decrease of the classification accuracy while increasing the computational burden. Wrapper method get its name because the inductive algorithm is used or "wrapped" as the feature evaluation tool in the selection process. Classical wrapper methods often utilize forward selection and backward elimination to search feature sub-space, while advanced types of wrappers introduce the use of Evolution Strategy (ES) [15] and Genetic Algorithm (GA) [5, 16, 17] . Although wrapper methods often produce higher sample classification accuracy than filter methods, they are extremely computational intensive compared with filters. Overfitting is another problem of applying wrapper methods to high feature-to-sample ratio dataset analysis. The third group of selection methods are embedded approaches, which use the inductive algorithm itself as the feature selector and classifier. Examples are ID3 [18] and C4.5 [19] . The drawback of such kind of feature selection methods is that they are often greedy search based algorithms [20] , using only the top ranked feature to perform sample classification in each step while an alternative split may perform better.
Since each type of feature selection method has its advantage and weakness, hybrid systems are often preferred for robustness and efficiency in feature selection application [6, 21, 22, 23, 24, 25] . In [14] , Jaeger et al. suggested that in microarray data analysis genes with high correlations are potentially belong to the same biological pathway. Therefore, if certain pathway has the main influence, the gene selection results may be dominated by such pathway, while other informative pathways will be totally ignored. This is especially phenomenal when one performs aggressive feature reduction with filter based methods which often consider each feature separately. To include information from other disease related pathways, several feature extraction methods have been proposed [22, 24, 25] . In [25] , a k-mean clustering procedure is conducted to cluster the genes with similar expression pattern into groups. Then the mean expression level of a group of genes is calculated and used as the "prototype gene" for the later learning and classification process. However, a disadvantage of this method is that the "prototype gene" is a transformed feature vector which does not bear true biological meaning. In [22] , 50-100 genes from a microarray dataset are firstly pre-filtered by filter algorithms such as ReliefF, Information Gain and χ 2 -statistic, and then hierarchically clustered. A representative gene which is most similar to the mean expression of its belonging cluster is then selected for later sample classification purpose. While this method does hold promise in identifying biologically important biomarkers, the size of the pre-filtered genes (50-100) potentially confined its power to include as much useful pathway information as possible. As for [24] , the gene ranking and gene clustering processes are conducted independently. The final gene sets are then selected by using gene ranking and clustering information collaboratively. One drawback of this process is that the number of selected genes is still too large for any biological validation.
Similar to gene expression studies, when analyzing SELDI-TOF datasets, it's reasonable to assume that high correlation of m/z markers are the indication that they may belong to the same protein or proteins in the same pathway. The rationale of this argument is based on the central dogma of biology that proteins are the functional products of various mRNAs which are produced by their corresponding genes. Therefore, if the resulting classifier is created by several m/z markers with high correlation, the classifier will gain not much extra information than using just one representative m/z marker in this correlated group. In this study, we propose a k-mean clustering based biomarker extraction and selection method to bridge filter based and wrapper based feature selection algorithms. The advantages of this hybrid system are as follows:
-Filter based algorithm is employed to speed up the feature selection process by pre-filtering the potential disease related m/z markers. Therefore the total computation time is shortened than using wrapper based algorithm directly. -The potential disease related m/z markers selected by filters are subject to the k-mean clustering algorithm for correlation, redundancy and data noise reduction. This procedure generates an information enriched and redundancy reduced dataset, which is crucial in creating accurate classification model. -With above dimensional reduction, data cleansing and information extraction processes, the wrapper algorithm can be easily applied to identify a minimum m/z marker set, while also create accurate classification model.
We applied the proposed feature selection strategies to the analysis of two SELDI-TOF datasets and the experimental results are encouraging. This paper is organized as follows: An overview of the proposed system is given in Section 2. Section 3 details the experiment designs while Section 4 provides the experimental results. Section 5 concludes the paper.
System Overview
The proposed system can be sequentially divided into following five steps:
-Firstly, a filter based feature selection method is conducted to pre-filter the potential biomarkers, by selecting the top 2000 m/z biomarkers with relatively high differential power. -After the pre-filtering process, k-mean clustering is conducted on the resulting feature set. Ideally, each cluster corresponds roughly to a biological pathway. -The mean intensity pattern of each cluster is calculated (also known as feature extraction) and an m/z marker which has the most similar intensity pattern to the mean intensity pattern is then selected as the representative m/z marker of this cluster. -A multi-objective GA based wrapper selector is employed to further minimize feature redundancy by identifying informative pathway representatives and discard the uninformative ones. -Lastly, an ensemble classifier integrated by majority voting is utilized to evaluate the selected m/z markers by performing sample classification. Figure 1 visualizes the entire system work flow.
Methods
In this section we give a short description of the SELDI-TOF datasets used in the experiment and detail the design of each step.
Dataset
The SELDI-TOF MS datasets generated from prostate cancer analysis [3] and from ovarian cancer analysis [4] are applied to evaluate the proposed system. The first dataset named "Prostate dataset", consists of 322 serum samples which are categorized into four classes. The first class contains 190 serum samples which have been diagnosed as benign prostate hyperplasia with serum prostatespecific antigen (PSA) level greater than or equal to 4 ng/mL. The second class has 63 serum diagnosed as no evidence of disease with serum PSA level less than 1 ng/mL. The third class contains 26 serum samples diagnosed as prostate cancer with serum PSA level between 4 and 10 ng/mL. The last 43 serum samples were categorized as the fourth class with serum PSA level greater than 10 ng/mL.
The second dataset is a binary dataset, which contains only two classes referred as "Cancer" and "Normal". We named this dataset "Ovarian dataset". It includes 253 samples which can be divided into 91 normal samples and 162 ovarian cancer samples. Finally, the total m/z number of the dataset is 15154. Both datasets were split into training set for feature selection and test set for evaluation in our experiment. Table 1 summarizes the datasets and the partitions. 
Pre-filtering
Most SELDI-TOF datasets contain several tens of thousands of m/z features, but only a small portion of these markers are trait associated [8, 26] . By preforming a filter based pre-selection, we can eliminate the unrelated markers which may skew the final selection results. At the same time, the computation burden is also greatly decreased. However, the main concern is that the reduction should be carried out without sacrificing any useful information. In this study, we used two types of filter algorithms, namely, χ 2 -statistic and Information Gain for the pre-filtering purpose. A safe number of m/z markers used in our experiment is 2000, which is large enough to capture most differential markers from various pathways while also suitable for k-mean clustering algorithm to work with.
k-Mean Clustering
k-mean clustering is an iterative algorithm. It groups the similar elements into a cluster while also increases the dissimilarity among different clusters by using a given definition of similarity and cluster mean. One major challenge of applying k-mean clustering algorithm is that the number of the clusters (k) must be determined before conducting the clustering process [22, 24] . Yet, previous study [24] illustrated that the change of the k value (from 100 to 220) had quite limited impact on the classification results with different size of feature sets.
In this work, we carried out the k-mean clustering on the pre-filtered 2000 m/z markers and group them into 50 clusters. By doing so, markers with high correlations are put into the same blocks for later feature extraction and representative marker selection. However, since k-mean clustering is stochastic, in our experiment we found that a different initial partition can result different clustering outcomes. To include as many potential pathways as possible while also avoiding the clustering results been affected by certain initialization, we repeated the k-mean clustering on the pre-filtering set 5 times with different initialization, producing five 50-cluster sets (a total of 250 clusters) for later process.
Cluster Feature Extraction and Representative Selection
Followed by k-mean clustering, we extract the mean intensity pattern of each cluster by averaging each m/z intensity value within the same cluster. After obtaining the mean intensity pattern of each cluster, a representative m/z for each cluster is then selected by comparing the similarity of mean intensity pattern of the cluster and the individual m/z markers and choosing the m/z with the minimum difference. The difference is defined as follow:
where n is the total number of samples, while x i is the mean intensity values of m/z markers of the ith sample within a cluster. With above extraction and selection process, our method selects one representative marker per cluster. One may ask that whether one representative m/z marker of a cluster is sufficient. In [24] , Cai et al. evaluated using more than one representative per cluster to form the resulting feature subset, their experimental results demonstrated that one representative per cluster actually outperforms other choices (from 2 to 5).
After performing above procedures on all five k-mean clustered datasets with different initial partition, the selected representatives were then combined to form the clustering processed set for later wrapper based selection.
Multi-objective GA Based Feature Selection
It is important to notice that not all biological pathway information in the dataset are related to the disease or the biological trait of interest. Thus, those unrelated pathway representatives are redundant features in classification. Including these redundant features will increase the computational expenses while also compounds the identification of disease related biomarkers. Therefore, a multi-objective GA based feature selection step is employed to further minimize the m/z marker size by only selecting those highly discriminative representatives and their combinations.
The detail of the multi-objective GA based ensemble algorithm is described in [23] . Basically, this hybrid algorithm utilizes a multi-objective GA as the feature space searching engine while an ensemble classifier is used as the feature subsets evaluator to evaluate feature combination produced by multi-objective GA. Here the ensemble classifier is the combination of five individual classifiers (decision tree, logistic regression, support vector machine, naive bayes and knearest neighbor) integrated with majority voting strategy.
The fitness function of the multi-objective GA is defined as the average sample classification accuracy and the consensus sample classification accuracy:
where accuracy j (s) specify the classification accuracy of the jth classifier upon the sth feature set, while consensus(s) specify the classification accuracy using majority voting with the five classifier committee upon the sth feature set. Table 2 provides the details of the GA parameters used in the experiment, and the training portion of the datasets were used to perform the m/z marker selection. 
Subset Evaluation
After the m/z marker selection process, the selected m/z markers are then evaluated by the ensemble classifier itself with the test portion of the datasets. Three repeated runs of 10-fold stratified cross-validation with random partition are applied to the test datasets, and the sample classification accuracy is calculated by averaging the results. It is worth noting that the feature selection and evaluation processes are accomplished using multiple classifiers. Therefore, they are less subject to certain inductive algorithm and have better generalization. For the comparison purpose, we provide a baseline by using filter selected m/z markers as the inputs of the ensemble classifier directly. Also, we compare the evaluation accuracy of the m/z markers selected by applying multi-objective GA based algorithm directly to the 2000 pre-filtered candidate markers with the proposed method (which applying multi-objective GA based algorithm after the k-mean clustering process). With the consideration of the stochastic nature of GA, each GA based method is conducted with 5 independent runs. We report the mean results of the 5 runs and give the standard deviation in the form of mean ± σ.
Results
The first question should be asked is how many m/z markers we should select as the final feature set for sample classification. To answer this question we utilized the proposed methods (using both χ 2 -statistic and Information Gain) to test the marker size varying from 5 to 40 with a step of 5, using Prostate dataset. Figure 2 depicts the test results. It's evident that a size of 20-25 m/z marker set is sufficient. Therefore, in the following comparison experiments, we evaluate the m/z combinations with size varying from 5 to 25 with a step of 5 for both SELDI-TOF datasets. As aforementioned, each of the two feature filter methods was used to rank the m/z markers, respectively. Then we compared the evaluation accuracy of the following three different processes:
1. Using filter ranked top m/z marker combinations (5, 10, 15, 20, and 25) for subset evaluation and sample classification. 2. Using the top 2000 m/z markers ranked by a filter as a pre-filtered marker pool, and applying multi-objective GA based algorithm to select m/z marker combinations (5, 10, 15, 20, and 25) for subset evaluation and sample classification.
3. Applying the proposed process. Using the top 2000 m/z markers ranked by a filter as a pre-filtered marker pool, and employing k-mean clustering and representative selection process to reduce correlation, redundancy and noise. Then utilizing multi-objective GA based algorithm to select m/z marker combinations (5, 10, 15, 20, and 25) for subset evaluation and sample classification.
The subset evaluation process was carried out as described in Section 3.6. Table 3 provides detailed evaluation accuracy of each method with m/z combination size of 5, 10, 15, 20, and 25. As can be seen, the evaluation accuracy of using solely filters of χ 2 -statistic and Information Gain from 5 to 25 features with both MS datasets does not differ significantly. For prostate dataset, the average of 80.08 for χ 2 -statistic and the average of 82.90 for Information Gain are obtained. As for ovarian dataset, the average results are 95.20 for χ 2 -statistic and 95.17 for Information Gain. This is consistent with the assumption that the filter selected top markers is strongly correlated. When used to construct classifier, such a redundant feature set does not provides much extra information than using just a subset of it. Based on the experiment results, it is also readily noticed that GA based methods achieved higher classification accuracy than using filter ranked features directly. This evidence suggests that beside several top ranked features more information for sample classification do contained in the rest of the feature pool and GA based selection scheme be able to identify these "important" features. When comparing the results of applying multi-objective GA method directly with the 2000 pre-filtered m/z features and the results of applying multi-objective GA method with k-mean clustering processed datasets, we found that the classification accuracy of the later is generally about 2-3 percent higher with few exceptions. These results indicate that the k-mean clustering based feature correlation and redundancy reduction process can further improve the final feature selection and sample classification outcomes. Table 4 lists the top 5 most frequently selected m/z markers using the proposed method with χ 2 -statistic and Information Gain, respectively. There are several overlapped biomarkers (marked with bold type) in the two independent results despite the use of two different pre-filtering algorithms, indicating the potential disease association of them. For prostate dataset, using these top 5 m/z markers selected with χ 2 -statistic filtering, the evaluation accuracy with the test set is 91.88, while using the top 5 m/z markers selected with Information Gain, the evaluation accuracy with the test set is 91.25. As for ovarian dataset, the classification accuracy using the top 5 m/z is 98.40 with χ 2 -statistic filtered dataset and 97.97 with Information Gain filtered dataset. Table 5 provides the confusion matrix of the prostate data classification results.
Discussion and Conclusion
In this paper, we proposed a k-mean clustering based feature extraction and selection approach for the analysis of mass spectrometry dataset. The proposed method sequentially combines pre-filtering, k-mean clustering based correlation reduction and GA based wrapper selection processes. The clustering process serves as the bridge between filter based pre-selection and final wrapper based feature selection. It decreases the dimensionality of the pre-filtered dataset while also reduces the correlation of the m/z markers, outputting a nearly noise-free and information enriched dataset.
The experimental results suggest that the clustering based correlation reduction process can improve the sample classification accuracy and the system's power in disease related biomarker selection. It also demonstrates the potential use of this hybrid system in disease related biological pathway identification.
