Introduction
A continuing theme in the theory of linear groups has been the computation of bounds for the central height of a unipotent subgroup of the hypercentre of a linear group, starting at least with work of M.S. Garascuk in 1960 and continuing to the present day. There are many applications and the computation of precise bounds for these central heights seem to be intrinsically important. So much so that over the years I have come to think of these bounds as the theorems and the applications as mere corollaries, whereas originally the applications were the theorems and the computations were lemmas on the way. The best bounds to date. as far as I am aware, are in [9] in both the linear and the skew linear case.
The general bounds involve the degree of the matrix group. For a given group these can frequently be improved but then the bound involves quantities such as the composition length of the natural module and the dimensions of the composition factors, see [9, 1.5, 4.5(b) and 5.11. All these are clearly useless for finitary linear or skew linear groups, where some or all of these numbers are typically infinite.
We need new kinds of bounds, bounds that are still meaningful in the infinite-dimensional case. The bulk of this paper is devoted to developing such bounds.
In tune with the philosophy suggested above we describe this as our theorem.
The applications are relegated to corollaries. We state them in full, but their proofs, which are largely routine, we only sketch. Although designed to give information about the finitary case, the theorem below does give further insight even in the finite-dimensional linear case. Clearly m 5 n in Theorem 1.1, so the theorem does also yield bounds in terms of n and 6. These are something like twice the best known bounds in terms of n in most cases, see [9] . This suggests that the bounds of Theorem 1.1 are unnecessarily large, but not grossly so. the Gruenberg radical of G = {x E G: ( JZ) asc G}. c? (G) the Baer radical of G = {x E G: (ZK) sn G}.
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the hypercentre of G. 5, (G) the ath term of the upper central series of G, so l, (G) denotes the centre of G.
For the general theory of the above objects, with the exception of n,(G), see [6] . Further, for any (finitary) (skew) linear group G, the unipotent radical of G, if it exists, we denote by u(G) and the stability radical by s(G), see [8] for a discussion of the linear case, [7] for the skew linear case and [ll] for the finitary skew linear case. A 0'-group is a periodic group. Then: 
If the unipotent radical of R(G) is trivial then [R(G), G] and R(G)I(R(G) n i,(G)) are locally finite p'-groups.
Unlike the skew linear case [7,3.5.3] there is no need for n,(G) in Corollary 1.3 to lie in (QD%)" or even in QD%, since clearly QDY1-groups are hypercentral and n,(G) need not be hypercentral, even in the finitary linear case, see Section 1
of [lo] . The heart of this present paper is Section 2, much of the remainder being modifications of earlier arguments that we only sketch. for some zi E Z. Now k9 = 1 for some power q of p. Then lqg = zy4ui and so l9 = z_" for each i, since ui is one-to-one on R. It follows that z_'zj is the qth root of unity in the field Z of characteristic p and so zi = z,, =z say for all i and i. In this paper we only use the case where G/H is locally nilpotent;
Unipotent Engel elements in positive characteristic
clearly then the finite images of G/H are soluble. But the lemma has much wider application. For example, G/H could lie in either of the most useful of the wide generalizations of the class of soluble groups, namely the class of locally soluble groups and the class of Kurosh radical groups (the class PL% in P. Hall's notation upon which z will act trivially. As H is homogeneous this yields that z acts trivially on V and so z = 1. This contradiction shows that G centralizes Z. Consequently H is irreducible by Lemma 2.1 and in particular A is a division ring.
Let g E G. By the Skolem-Noether Theorem [3, p. 2621 there is a nonzero a in A such that g-la centralizes A. Now gq E H centralizes A, for some power 4 of p.
Hence a' E C,(A) = Z. But Z is a perfect field, being a finite extension of F and Z[a] is a subfield of the division ring A. Therefore a E Z and so g centralizes A. Then G embeds into GL(n, 0,) in a natural way for some finite n and some finitely generated F-subalgebra D, of D. Necessarily D, is a division ring and as remarked in the Introduction, since F is perfect, p and (0, : <,(D,)) are coprime.
Consequently
Then Corollary 2.5 follows from Theorem 2.4. 0
If F is perfect and G is locally soluble there is a different approach to results like Corollary 2.5, which we now outline. The first three lemmas below will be used elsewhere. does not seem to be a consequence of Corollary 2.5. Thus the two approaches yield slightly different information.
Later we will see the same phenomenon in the characteristic zero case.
Proof. Repeat the proof of [lo, 3.31, without assuming F is algebraically closed, using [7, 3.4 .41, the finite-dimensional case, and using Lemma 2.8 in place of [lo, 2.31 and Lemma 2.6 in place of [lo, 3. 11. Note that a unipotent subgroup of G is a stability group by [ll, 2. 
l(d)(iii)]
and h ence is a Fitting group [ll, 2.41. 0
Unipotent Engel elements in characteristic zero
In this section F denotes a field of characteristic zero, D a locally finitedimensional division F-algebra and V a left vector space over D. As with the positive characteristic case we have two possible approaches yielding slightly different information. 
