We usually build a prosody model to predict the prosodic parameters, which will be used as part of the criteria for unit selection. Spectral appropriateness of units is usually ensured by using identities of context units, which are linguistic symbols. With looking into the spectral properties of the actual signal, the spectral mismatches are often perceived in the synthetic speech. In this paper, we propose to use MFCC as spectral parameters in addition to the prosodic parameters. By introducing the spectral parameters into the criteria for unit selection, the appropriateness of units can determined by statistical models. Thus the possibility of abnormal spectral mismatches between the concatenated units can be reduced. Experiments show that the approach helps to improve the quality of synthetic speech.
INTRODUCTION
Unit selection approach [1] [2] [3] [4] to speech synthesis has been shown to be one of the best approaches currently. In a unit selection based speech synthesis system, there is a large unit database which consists of many instances of the same unit as candidate units. The units in the database are designed to cover the variations of the unit as much as possible. During synthesis, a proper unit will be selected from all the candidates of the target unit. Finally the selected units are concatenated to form a speech utterance. To maintain the naturalness of the synthetic speech, prosody needs to be predicted for each unit. The prosody model predicts the prosodic parameters, which normally describe the pitch, duration and energy of speech units. These prosodic parameters are used as part of the criteria for unit selection.
However, the use of prosody alone is not enough. The prosodic parameters can only ensure the prosody appropriateness of speech. Another important aspect of natural speech, the spectral appropriateness of speech unit, is also need to be taken care of. Although currently many systems do not explicitly use spectral measures to select units, the spectrum is somewhat controlled during unit selection. The spectral appropriateness is ensured in two ways (1) use context information of the unit to make sure the selected unit is from a context similar to that of the target unit. The underlying assumption is that the units from the same context may have the similar spectral property; (2) use spectral information as part of the join cost during concatenation of units. This is done by comparing the spectrum mismatch on the boundaries of the unit that will be concatenated. However, these methods cannot effectively maintain the smoothness of speech. Acute spectral mismatches are still often perceived in the synthetic speech.
To overcome this problem, in this paper, we propose to introduce MFCC coefficients as spectral parameters into the unit selection based speech synthesis. By using MFCC coefficients, the target spectrum of units can be predicted using statistical models and be applied in unit selection process. The spectral information is normally used in statistical parametric synthesizers [5] [6] . In these systems, the spectral parameters are predicted with HMM models or CART approaches. The predicted parameters are then used as parameters to synthesize speech with parametric approaches. In unit selection based speech synthesis, there are some attempts [7] [8] to use spectral information to help selecting the proper units. However, the spectral information and prosodic information are separately modeled and applied in unit selection. It is difficult to balance them in the cost function.
In our approach, we include both prosodic parameters and spectral parameters into our unit selection criteria, and use statistical model to predict the parameters. The set of parameters will be used to calculate the target cost. Different from [7] [8], we will integrate spectral information and prosodic information as a single acoustic vector and process them in a unified manner.
In the following sections, we will first introduce the procedures for corpus processing. Then we describe the definition of the acoustic parameters, and the method to apply them in the unit selection process. Finally, we present some experiment results.
SPEECH CORPUS
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The speech corpus that we used in this research is the British English corpus that is provided by University of Edinburgh for the Blizzard Challenge 2008. The released part of the corpus consists of 15 hours speech in 9,509 utterances, which cover children stories, isolated words, emphasis carrying sentences, news articles, etc [9] [10]. The corpus was designed to cover the variations of diphone as much as possible.
Unit Labeling
The corpus comes with transcriptions, which are contained in files of festival utterance format. The RP phone set [11] is used to define the pronunciations of the utterances. There are 50 different phonemes in the corpus.
To build the unit database for the unit selection based synthesis, we first need to extract the unit, ie, identifying the start and end points of each unit in the speech utterances. In this work, the labeling of the phone-sized unit is done with HTK automatically. A 39 dimensional MFCC feature (12 MFCC and log energy, plus delta and delta-delta features) is used for the training of the phone models. The frame size is 0.025 second and the frame shift is 0.01 second. Three states are defined for each context independent HMM model for each phone. The phone models are first trained with the speech corpus. Unit boundaries are then obtained by force alignment of speech with its phonetic sequence. The MFCC features that are used for the alignment will further be used in the later stage of the unit selected based synthesis process.
F0 Calculation
F0 feature is one of the most important features of prosody of speech. In this work, F0 of speech utterance is calculated with the Praat software [12] . Same as MFCC, we use a frame size of 0.01 second. The F0 values of every 0.01 second interval are calculated. For unvoiced part, interpolation is done to give a none-zero F0 value for each interval. Then we apply a simple smoothing process to this F0 sequence. The smoothing is done with moving average represented with the following formula:
where i p is the F0 value of the i-th frame.
METHOD

The Acoustic Parameters
The acoustic parameters we define here are used as criteria for selecting the best units. Normally, the parameters are prosodic parameters that describe pitch and duration of unit. However, the use of prosody alone does not take into account the spectral mismatches. To better describe the unit for unit selection, we include both spectral parameters and prosodic parameters in our models. In this work, we use MFCC as our parameters to represent spectral information.
We use phone as the basic synthesis unit. The speech signal of each unit is separated into 3 segments, each corresponding to one of 3 HMM states in forced alignment. We use mean values of MFCC vectors for each speech segment to represent the spectral information of the HMM state. For prosodic parameters, we only consider mean value of F0 and duration for each HMM state. Therefore, the 39 MFCC coefficients, the F0 and duration values together form a 41-dimensional vector for each state. For each unit, there are three vectors to represent the three states.
The acoustic parameters for each unit can be represented as the following:
where i X is a 41-dimensional vector for state i (i = 1, 2, 3).
Linguistic Features
The linguistic features are derived from input text. They are used for predicting the acoustic parameters. In this work, the corpus comes with the utterance structure for each speech file. We define the features following those that are used in HTS system [13] . We derived the following linguistic features from the utterance files (The number of parameters in each category is listed in the brackets): Putting all the features together, we form an input linguistic feature vector of 53 elements.
Acoustic Parameter Prediction
The acoustic parameter prediction process calculates the parameters from the linguistic features. The prediction can be represented with the following formula:
where i y is the i-th parameter for the unit, L is the linguistic feature vector for the unit.
In this work, with the 53 linguistic features being the predictors and the 41 x 3 parameters (3 vectors for 3 states) being the responses, we build our models using CART [14] approach. Each parameter is predicted separately with a CART tree. This is different from the prediction of the vector in [7] , where CART is used to predict a vector. We try to use individual trees to predict a more accurate value for each individual parameter. We understand individually predicting the parameters overlooked the correlation between the parameters. However, the parameters are automatically constrained to each other in the target cost.
Cost Function
The unit selection process is based on the cost function that consists of two parts (1) a target cost to measure the difference between the target unit and the candidate unit. (2) a join cost to measure the acoustic smoothness between the concatenated units.
Our target cost further consists of two parts (1) the cost of acoustic parameters and (2) The reason why we use two cost components here is that each one of them alone is not sufficient to describe the target cost. The cost of linguistic feature is to ensure the general spectral and prosodic correctness of the candidate unit. However, due to the variations of speech, using this cost alone may easily leads to extreme cases (abnormal spectrum). The use of cost for acoustic parameter can avoid the selection of the extreme cases, because the statistical models favor the average values. However, the use of acoustic parameter alone is also not enough because the accuracy of prediction model is always limited.
The cost of acoustic parameters ta c is defined as the squared value of Mahalanobis distance [15] (i.e we did not take the square root in the following formula) between the target unit and the candidate unit is as the following:
where W is the covariance matrix, i U and i V (i = 1, 2, 3)
are predicted parameter vectors for target unit and the actual parameter vector for candidate unit. In our work, W is a global covariance matrix that is shared by different phones. The reason why we use Mahalanobis distance is that it takes into account the correlations between the each element in the vector. The cost of context linguistic features tl c is defined according to the difference between the features of the target unit and those of the candidate units. When the feature is different, a cost value is given. The total cost is the sum of all the costs for each individual features. In this function, we give higher cost value to the mismatch of important factors (e.g. the identities of immediate previous unit and immediate next unit, the accent of the unit, the stress of the unit, etc). Join cost j c measures the mismatch between two units that will be concatenated. It is defined as the squared value of Mahalanobis distance between the vector of the end frame of the previous unit (7) where n is number of units in the sequence, ct(i) is the target cost of unit i, cj(i) is the join cost between unit i-1 and unit i, t w and j w are weights for target cost and join cost respectively. The best unit sequence is determined by searching for a best path among the candidate unit lattice to minimize the total cost of the selected sequence. Viterbi algorithm is used to find the best sequence.
EXPERIMENTS
The corpus consists of 9,509 utterances. To reduce the computation time, in our experiment we use part of them for our training. We randomly selected 2,000 utterances from different categories of the utterances. Among the units contained in the utterances, we randomly selected 35,200 units as our training data. For each unit, the 41x3 (3 vectors for 3 states, each vector is 41 dimensional) acoustic parameters and 53 linguistic features are then calculated.
Regression tree is used to model the parameters. Each acoustic parameter is predicted separately with an individual tree. We use CART functions in Matlab to train our prediction models. For each parameter, a tree is first trained with the training data. Then it is tested with 10-fold crossvalidation method on the training data to find the best subtree. Finally, the tree is pruned to the best sub-tree. In total, 123 trees are trained for the 3 vectors of a unit.
The weights in the cost function are manually tuned. To tune the weight to the system's best performance, we selected 20 testing sentences from different category. Whenever there is a new setting for the weights, we synthesize the testing sentences to see whether the speech quality is improved.
To test how the MFCC features help to improve the speech quality (compared with using pitch and duration parameters alone), we conducted a listening test on 40 randomly selected testing sentences. We compare the quality of synthesized speech based on two different definitions of the acoustic parameters. One includes MFCC, and the other does not. The two definitions are: We tuned the systems based on the two methods to their best performance as possible as we can. Then we synthesized 40 utterances with the 2 different methods for target cost calculation. Then we conduct a listening test involving 5 listeners. In the test, we ask each listener to tell which utterance in the pair is better. The result is as shown in Table 1 . From the table, we see that 72% of votes among the 200 feedbacks prefer the utterances that are synthesized based on method A. Therefore, it shows that the use of MFCC as part of criteria for unit selection helps to improve the speech quality. 
CONCLUSIONS
We introduced the acoustic parameters that include MFCC coefficients as spectral parameters in addition to the prosodic parameters for unit selection based speech synthesis. We used regression tree approach to predict the acoustic parameters for sub-unit segments at HMM state level. The cost function was defined to use the cost of acoustic parameters as one of the components. The cost for acoustic parameters is defined as the Mahalanobis distance between the respective vectors. Compared with the use of prosodic parameters alone as criteria in unit selection, the introduction of spectral parameters helps to improve the speech quality.
