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ON SIDORENKO’S CONJECTURE FOR DETERMINANTS AND
GAUSSIAN MARKOV RANDOM FIELDS
PÉTER CSIKVÁRI AND BALÁZS SZEGEDY
Abstract. We study a class of determinant inequalities that are closely related to
Sidorenko’s famous conjecture (Also conjectured by Erdős and Simonovits in a different
form). Our main result can also be interpreted as an entropy inequality for Gaussian
Markov random fields (GMRF). We call a GMRF on a finite graph G homogeneous if
the marginal distributions on the edges are all identical. We show that if G is bipartite
then the differential entropy of any homogeneous GMRF on G is at least |E(G)| times
the edge entropy plus |V (G)| − 2|E(G)| times the point entropy. We also show that in
the case of non-negative correlation on edges, the result holds for an arbitrary graph
G. The connection between Sidorenko’s conjecture and GMRF’s is established via a
large deviation principle on high dimensional spheres combined with graph limit theory.
Connection with Ihara zeta function and the number of spanning trees is also discussed.
1. Introduction
Gaussian Markov random fields (GMRF’s) are fundamental constructions in various
areas of mathematics including statistics, computer science, machine learning, statistical
physics and probability theory [4, 5, 7, 18, 20]. Continuous versions include Gaussian
free fields (GFF’s) that are extensively used in quantum field theory. Despite of the fact
that GMRF’s are defined on finite graphs, their study from a graph theoretic point of
view is less prevalent. The main goal of this paper is to initiate a line of research that
focuses on the interplay between the properties of a graph G and the possible GMRF’s
that can be realized on G. Inside this larger framework we pick an interesting problem
that is closely connected to graph limits and the famous Erdős-Simonovits-Sidorenko
conjecture. We study GMRF’s on graphs with the homogeneity property that their
marginal distributions on the edges of the underlying graph are all identical. We show
that entropies of such fields are, in a certain sense, limits of homomorphism densities
known from graph limit theory. This enables us to study various correspondences be-
tween extremal graph theory and homogeneous GMRF’s. In particular we prove the
Erdős-Simonovits-Sidorenko conjecture in the GMRF framework.
For a finite graph G = (V,E) and x ∈ (−1, 1) let A(G, x) denote the set of V × V
matrices M such that
(1) M is positive definite,
(2) Every diagonal entry of M is 1,
(3) Mi,j = x for every edge (i, j) of G.
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The strict concavity of the function M 7→ log(det(M)) and the convexity of A(G, x)
together imply that there is a unique matrix AG(x) in A(G, x) which maximizes deter-
minant. For probabilists, this matrix is know as the covariance matrix of the Gaussian
Markov random field {Xv}v∈V (G) (or shortly GMRF) on G in which Xv ∼ N(0, 1) holds
for every vertex v and E(XiXj) = x holds for every edge (i, j) of G. The function
τ(G, x) := det(AG(x)) is an interesting analytic function of x for every fixed graph G.
One can for example easily see that if G is a tree then
τ(G, x) = (1− x2)|E(G)|
and if G is the four cycle then
τ
(
C4,
√
x2/2 + x/2
)
= 1− 2x+ 2x3 − x4.
One can compute explicitly the function τ(G, x) for strongly regular graphs and complete
(bipartite) graphs, but in general we are not aware of any nice explicit formula for
τ(G, x) however we know that the power series expansion of τ(G, x) around 0 has integer
coefficients that carry interesting combinatorial meaning. The following theorem is one
of the main results of this paper.
Theorem 1.1. Let G be a graph with e(G) edges, and x ∈ [0, 1). Then
τ(G, x) ≥ (1− x2)e(G).
Note that since τ(K2, x) = 1 − x
2 for the single edge K2 the theorem says that
τ(G, x) ≥ τ(K2, x)
e(G).
It is easy to see that if G is bipartite then τ(G, x) is an even function of x and thus
Theorem 1.1 implies the following weaker result.
Theorem 1.2. Let G be a bipartite graph with e(G) edges, and x ∈ (−1, 1). Then
τ(G, x) ≥ (1− x2)e(G).
The following theorem is a strengthening of Theorem 1.1 for certain x as it is a claim
for the logarithmic derivative of τ(G, x).
Theorem 1.3. Let G be a graph with e(G) edges, largest degree ∆, average degree d.
Then for all x ∈ [0, 1
∆−1
] ∪ [ 1
d−1
, 1] we have
τ ′(G, x)
τ(G, x)
≥ e(G)
τ ′(K2, x)
τ(K2, x)
.
Theorem 1.3 is slightly deceiving as it is actually two theorems since τ(G, x) behaves
differently on the two intervals as the next theorem shows. This theorem also shows the
tightness or non-tightness of Theorem 1.1.
Theorem 1.4. Let G be a graph with e(G) edges, largest degree ∆, average degree d and
girth g.
(a) For x ∈ [0, 1
∆−1
) we have∣∣∣∣ ln τ(G, x)e(G) − ln(1− x2)
∣∣∣∣ ≤ 2 ((∆− 1)x)g1− (∆− 1)x.
(b) For x > 1
d−1
there exists a positive function α(d, x) independently of G such that
ln τ(G, x)
e(G)
− ln(1− x2) ≥ α(d, x).
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In words, part (a) of Theorem 1.4 shows that for small x, the bound provided by
Theorem 1.1 is asymptotically tight for large girth graphs. On the other hand, for large
x the bound cannot be tight even for large girth graphs. We will refer to the interval
[0, 1
∆−1
] as the first interval, and to the [ 1
d−1
, 1] as the second interval. Note that if
G is regular then [0, 1
∆−1
] ∪ [ 1
d−1
, 1] = [0, 1], and so Theorem 1.3 is a strengthening of
Theorem 1.1. For regular graphs Theorem 1.4 shows a phase transition at the point 1
d−1
.
This point is also related to the number of spanning trees. For instance, we will give a
new proof for B. McKay’s upper bound ([19]) to the number of spanning trees of regular
graphs, see Theorem 10.1 below.
Using a large deviation principle on high dimensional spheres and logarithmic graph
limits [24] we will relate the quantities τ(G, x) to more familiar subgraph densities
t(G,H) from extremal combinatorics. If G and H are finite graphs then t(G,H) de-
notes the probability that a random map from V (G) to V (H) takes edges to edges. We
say that G1, G2, . . . , Gn satisfy a multiplicative inequality with powers α1, α2, . . . , αn if
n∏
i=1
t(Gi, H)
αi ≥ 1
holds for every nonempty graph H .
For example the famous conjecture of Sidorenko [21] says that if G is a bipartite graph
then G,K2 satisfies a multiplicative inequality with powers 1,−|E(G)|. In other words,
t(G,H) ≥ t(K2, H)
|E(G)| holds for every H . We say that G is a Sidorenko graph if
t(G,H) ≥ t(K2, H)
|E(H)| holds for every graph H . Sidorenko’s conjecture [21] then says
that every bipartite graph is a Sidorenko graph. Even though this conjecture is still open
there are many known examples for Sidorenko graphs including rather general infinite
families. For literature on Sidorenko’s conjecture see: [2, 21, 10, 16, 17, 3, 13, 6, 24, 25].
The smallest graph for which Sidorenko’s conjecture is not known is the so-called Möbius
ladder which is K5,5 \C10. Note that a somewhat stronger version of the conjecture was
formulated by Erdős and Simonovits in [22]. Our next theorem says that the quantities
τ(G, x) behave as subgraph densities in terms of multiplicative inequalities.
Theorem 1.5. If G1, G2, . . . Gn satisfy a multiplicative inequality with powers α1, α2, . . . , αn
then
∏n
i=1 τ(Gi, x)
αi ≥ 1 holds for every x ∈ (−1, 1).
To prove theorem 1.5 we use a large deviation principle on high dimensional spheres
(see theorem 8.1 and theorem 8.4) which is interesting on its own right. We show that
τ(G, x) is the limit (using logarithmic limits from [24]) of graphs arising from growing
dimensional spheres. In this sense theorem 1.2 verifies Sidorenko’s conjecture in this
special limiting situation.
A simple application of Theorem 1.5 is the following theorem.
Theorem 1.6. For any d–regular bipartite graph G we have
τ(G, x)1/v(G) ≤ τ(Kd,d, x)
1/(2d)
for all x ∈ (−1, 1).
As a counterpart of Theorem 1.6 we prove that among all regular graphs the complete
graph maximizes the quantity τ(G, x)1/v(G).
Theorem 1.7. For every d–regular graph G and x ∈ (0, 1) we have
τ(G, x)1/v(G) ≤ τ(Kd+1, x)
1/v(Kd+1).
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The importance of the function τ(G, x) is also rooted in the fact that the differential
entropy of the GMRF corresponding to AG(x) is
|V |
2
ln(2pie) +
1
2
ln(τ(G, x)).
The next observation connects the theorems in this paper to differential entropy. Let us
denote the differential entropy of a joint distribution {Xi}i∈I by D({Xi}i∈I).
Observation 1.8. If G = (V,E) satisfies the inequality τ(G, x) ≥ τ(e, x)|E(G)| then
every homogeneous GMRF {Xv}v∈V on G satisfies the next entropy inequality
(1.1) D({Xv}v∈V )−
∑
(i,j)∈E
D({Xi, Xj}) +
∑
v∈V
(deg(v)− 1)D(Xv) ≥ 0.
Using the homogeneity of {Xv}v∈V , the inequality in the observation is equivalent with
the fact that the differential entropy of the whole field is at lest |E(G)| times the edge
entropy plus |V (G)| − 2|E(G)| times the point entropy. Formally, the point entropies
are only needed to cancel the extra additive constant in the formula for differential
entropy however we believe that they may become important in a mere general circle
of questions. The left hand side of (1.1) is an interesting invariant for general GMRF’s
where the marginals are not necessarily equal.
Notations. We use standard notations. If G = (V,E) is a graph then |V (G)| = v(G)
denotes the number of vertices and |E(G)| = e(G) denotes the number of edges. In
general, n will also denote the number of vertices, except in Sections 8 and 9. The
largest degree will be denoted by ∆, while d denotes the average degree. The set of
neighbors of a vertex u is denoted by N(u).
This paper is organized as follows. In the next section we collect the tools from
matrix analysis that we will use frequently. Then in Section 3 we introduce some basic
properties of τ(G, x) and the matrix AG(x). In Section 4 we set up an optimization prob-
lem for the inverse of the matrix AG(x), this will be a key tool in proving Theorem 1.1.
In Section 5 we prove Theorem 1.1 through the study of certain graph operations. In
Sections 6 and 7 we prove Theorems 1.3, 1.4 and 1.7 for the second and first intervals,
respectively. In Section 8 we prove a large deviation result for random vectors chosen
from the n dimensional sphere, then we use this result in Section 9 to connect our theory
with graph homomorphisms. In particular, we prove Theorems 1.6 in this section. In
Section 10 we use our theory to give a new proof of a result of B. McKay on the number
of spanning trees of regular graphs. In Section 11 we give the versions of our theorems in
the multivariate case without proof. In Sections 12 and 13 we give a useful lemma that
provides an algorithm to compute numerically τ(G, x) and AG(x) with high precision.
2. Preliminaries
In this section we collected a few results from linear algebra that we will use subse-
quently. All of them can be found in the book [11].
Theorem 2.1. Let A =
(
A11 A12
A21 A22
)
be a block matrix and let B =
(
B11 B12
B21 B22
)
be
the corresponding decomposition of the inverse matrix. Then(
A11 A12
A21 A22
)
=
(
(B11 − B12B
−1
22 B21)
−1 −B−111 B12(B22 − B21B
−1
11 B12)
−1
−B−122 B21(B11 −B12B
−1
22 B21)
−1 (B22 −B21B
−1
11 B12)
−1
)
.
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supposing that the appropriate matrices are invertible. Furthermore,
det(B) = det(B22) det(B11 − B12B
−1
22 B21) = det(B22) det(A11)
−1.
Theorem 2.2 (Sylvester’s criterion). Let A be a symmetric matrix of size n × n. For
1 ≤ k ≤ n let Ak denote the matrix induced by the first k rows and k columns. Suppose
that det(Ak) > 0 for all 1 ≤ k ≤ n. Then A is positive definite.
Theorem 2.3 (Hadamard). Let A be a positive definite matrix of size n× n. Then
det(A) ≤
n∏
i=1
aii.
Theorem 2.4 (Fisher). Let A =
(
A11 A12
A21 A22
)
be a positive semidefinite block matrix.
Then
det(A) ≤ det(A11) det(A22).
Theorem 2.5 (Opponheim’s inequality). Let A and B be two positive definite matrices
of size n× n. Let C be their Hadamard-product: Cij = AijBij. Then
det(C) ≥
(
n∏
i=1
aii
)
det(B).
Theorem 2.6. Let A and B positive definite matrices and α ∈ (0, 1) then
det(αA+ (1− α)B) ≥ det(A)α det(B)1−α.
Theorem 2.7. Let A be a positive definte matrix of size n× n and x ∈ Rn. Then
xTAx · xTA−1x ≥ ||x||4.
Theorem 2.8. Suppose that B is a positive definite matrix for which Bij ≤ 0 whenever
i 6= j. Then all elements of B−1 are non-negative.
3. Basic properties of AG(x) and τ(G, x)
3.1. The matrix AG(x). First we study the matrix AG(x).
Theorem 3.1. The optimization problem has a unique maximizer AG(x). If u and v
are not adjacent vertices then AG(x)
−1
u,v = 0.
Proof. The set A(G, x) is convex, and it is non-empty since the matrix whose all diagonal
elements are 1 and off-diagonal elements are x is positive definite. It is also bounded since
for any matrix A ∈ A(G, x) we have |Au,v| ≤ 1 to make sure that det
(
Auu Auv
Avu Avv
)
=
det
(
1 Auv
Avu 1
)
≥ 0. The closure of A(G, x) is thus compact. So the function det has
a maximum on it. The maximum cannot be achieved on the boundary since det ≡ 0
on it. The function det is also strictly log-concave on A(G, x) (see Theorem 2.6), so the
maximizer is unique.
For non-adjacent vertices u and v consider the matrix Fu,v which takes value 1 at the
entries (u, v) and (v, u) and 0 everywhere else. Then for small enough t, the matrix
A(t) = AG(x) + tFu,v ∈ A(G, x). We also have
detA(t) = d0 + d1t + d2t
2
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for some d0, d1, d2. Since detA(t) ≤ detAG(x) we get that d1 = 0. Let BG(x) be the
inverse of AG(x). Then
d1 = 2det(AG(x))BG(x)u,v.
Hence BG(x)u,v = 0 for all non-adjacent vertices u and v.

We will denote the inverse of AG(x) by BG(x) throughout the whole paper. It will
be convenient to parametrize BG(x) as follows: BG(x)u,v = −yG(u, v) if (u, v) ∈ E(G),
BG(x)u,u = 1 + x
∑
v∈N(u) y(u, v). We have seen that BG(u, v) = 0 if (u, v) /∈ E(G). We
further study BG(x) in Section 4. We will also use the notation zG(u, v) = AG(x)u,v.
Thus zG(u, u) = 1, zG(u, v) = x if (u, v) ∈ E(G).
3.2. Properties of the function τ(G, x).
Lemma 3.2. The function τ(G, x) is monotone decreasing logarithmically concave func-
tion.
Proof. First we prove the logarithmic concavity. Observe that for α ∈ (0, 1) the matrix
αAG(x) + (1− α)AG(y) ∈ A(G,αx+ (1− α)y). Hence
τ(G,αx+ (1− α)y) ≥ det(αAG(x) + (1− α)AG(y))
≥ (detAG(x))
α(detAG(y))
1−α
= τ(G, x)ατ(G, y)1−α,
where we used the fact that det is a logarithmically concave function on the set of positive
definite matrices (Theorem 2.6).
To prove the monotonicity we observe that A(x) ◦ A(y) ∈ A(G, xy), where ◦ is the
Schur-product of two matrices. Combining this fact with Opponheim’s inequality (The-
orem 2.5) we get that
τ(G, xy) ≥ det(AG(x) ◦AG(y)) ≥ det(AG(x))
n∏
i=1
AG(y)ii = det(AG(x)) = τ(G, x).
This proves the monotonicity.

Remark 3.3. Another notable inequality of Opponheim asserts that for positive semi-
definite matrices A and B we have
det(A)
n∏
i=1
bii + det(B)
n∏
i=1
aii ≤ det(A ◦B) + det(A) det(B).
Using this inequality to AG(x) and AG(y) we get that
τ(G, x) + τ(G, y) ≤ τ(G, xy) + τ(G, x)τ(G, y).
4. Dual optimization problem
In this part we set up a dual optimization problem for BG(x). Indeed, the following
dual optimization problem holds.
Lemma 4.1. Let B(G, x) be the set of positive definite matrices B = B(t) which are
parametrized as follows:
(1) if (u, v) /∈ E(G) then Bu,v = 0,
(2) if (u, v) ∈ E(G) then Bu,v = −t(u, v),
(3) for u ∈ V (G) we have Bu,u = 1 + x
∑
v∈N(u) t(u, v).
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Then det(B) is a strictly log-concave function on B(G, x), and it takes its maximum at
the unique B(y) for which B(y)−1 = AG(x), i. e., B(y) = BG(x).
Proof. For a B ∈ B(G, x) and a u ∈ V (G) we have
(B ·AG(x))uu = 1,
consequently Tr(B · AG(x)) = n. The matrix B · AG(x) is not necessarily symmet-
ric, consequently it may not be positive definite. So let us consider the matrix C =
B1/2AG(x)B
1/2 which is symmetric and positive definite. Then
det(B ·AG(x)) = det(C) ≤
(
Tr(C)
n
)n
=
(
Tr(B ·AG(x))
n
)n
= 1.
Hence
det(B) ≤ (detAG(x))
−1 = detBG(x).
We have seen that BG(x) ∈ B(G, x) (see Theorem 3.1). The function det is strictly
log-concave on the set of positive definite matrices. The set B(G, x) is convex. So the
function det has a unique maximizer on B(G, x) which must be BG(x).

Later we will use the following lemma.
Lemma 4.2. For a vertex u let BG(x)
c(u) be the matrix obtained from BG(x) by deleting
the row and column corresponding to the vertex u. For an edge (u, v) let BG(x)
c(u,v) be
the matrix obtained from BG(x) by deleting the rows and columns corresponding to the
vertices u and v. Finally, for an edge (u, v) let Eu,v(x) be the matrix which takes value x
at the entries (u, u) and (v, v) and −1 at the entries (u, v) and (v, u), and 0 everywhere
else. Then detBG(x)
c(u) = detBG(x), detBG(x)
c(u,v) = (1− x2) detBG(x) and
det(BG(x)− tEu,v(x)) = detBG(x)(1− t
2(1− x2)2).
Proof. The first statement follows from the fact that BG(x)
−1 = AG(x) has entry 1 at
the element (u, u). The second statement follows from Theorem 2.1 and the fact that
the corresponding minor in the inverse is det
(
Auu Auv
Avu Avv
)
= det
(
1 x
x 1
)
= 1 − x2.
The third statement follows from the first two statements.

4.1. Equations for AG(x) and BG(x). Recall that we use the notation zG(u, v) =
AG(x)u,v, and yG(u, v) = −BG(x)u,v if (u, v) ∈ E(G). Sometimes we drop G from the
subscript if it is clear from the context.
By the parametrization we get that (AG(x) ·BG(x))u,u = 1 is automatically satisfied.
From (AG(x) ·BG(x))u,w = 0 for u 6= w we get that for (u, w) ∈ E(G) we have
x = (1− x2)yG(u, w) +
∑
v∈N(w)
v 6=u
(zG(u, v)− x
2)yG(v, w),
and for (u, w) /∈ E(G) we get that
zG(u, w) =
∑
v∈N(w)
(zG(u, v)− xzG(u, w))yG(v, w).
In the latter case we can rewrite it as
zG(w, u) =
∑
v∈N(w)
zG(v, u)
yG(v, w)
1 + x
∑
r∈N(w) yG(r, w)
.
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Remark 4.3. These equations enable us to compute the function zG(u, v) and yG(u, v)
for several nice families of graphs like complete bipartite graphs and strongly regular
graphs.
5. Proof of Theorem 1.1
In this section we prove Theorem 1.1. The proof relies on the understanding of the
effect of two graph operations to the function τ(G, x), namely the graph operations edge
deletion and edge contraction.
Theorem 5.1. Suppose that for some graph G, an edge e = (u, v) and some x ∈ [0, 1)
we have |yG(u, v)| ≤
x
1−x2
. Then
τ(G, x) ≥ (1− x2)τ(G− e, x).
Proof. For an edge (u, v) let Eu,v(x) be the matrix which takes value x at the entries
(u, u) and (v, v) and −1 at the entries (u, v) and (v, u), and 0 everywhere else. For an
edge f = (u′, v′) we will also use the notation yf for yG(u
′, v′). Then
BG(x) = I +
∑
f∈E(G)
yfEf (x).
Let us consider the matrix
B(t) = I +
∑
f∈E(G)
yfEf (x)− tEe(x) = BG(x)− tEe(x).
First we show that B(t) is positive definite for t ∈ [− x
1−x2
, x
1−x2
]. For a matrix C
and a k ∈ {1, 2, . . . , n} let Ck denote the submatrix induced by the rows and columns
{k, k + 1, . . . , n}. So C1 = C, C2 is the matrix obtained from C by deleting the first
row and column, Cn = (cnn). It is well-known that C is positive definite if and only if
det(Ck) > 0 for k ∈ {1, 2, . . . , n}. Suppose that the vertices of the graph is labelled such
a way that e = (v1, v2). Then det(B(t)k) = det(BG(x)k) > 0 for k ≥ 3. We only need to
show that det(B(t)1) and det(B(t)2) are positive.
Note that det(BG(x)2) = det(BG(x)) and det(BG(x)3) = (1 − x
2) det(BG(x)) by
Lemma 4.2. From this it follows that
det(B(t)2) = det(BG(x)2)− tx det(BG(x)3) = det(BG(x))(1− tx(1− x
2)) >
> det(BG(x))(1− x(1− x
2) ·
x
1− x2
) = det(BG(x))(1− x
2) > 0.
We also have that
det(B(t)1) = det(B(t)) = det(BG(x))−t
2(1−x2) det(BG(x)3) = det(BG(x))(1−t
2(1−x2)2) ≥
≥ det(BG(x))(1−
(
x
1− x2
)2
(1− x2)2) = det(BG(x))(1− x
2) > 0.
Hence B(t) is positive definite for t ∈ [− x
1−x2
, x
1−x2
]. In particular, B(y(u, v)) ∈ B(G −
e, x). Hence
1
τ(G− e, x)
≥ det(B(ye)) ≥ det(BG(x))(1− x
2) =
1− x2
τ(G, x)
.
Equivalently,
τ(G, x) ≥ (1− x2)τ(G− e, x).

Let G/e be the graph obtained from G by contracting the edge e and deleting the
possibly appearing multiple edges. Then |E(G)| ≤ e(G)− 1.
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Theorem 5.2. Suppose that for some graph G, an edge e = (u, v) and some x ∈ [0, 1)
we have yG(u, v) ≥
x
1−x2
. Then
τ(G, x) ≥ (1− x2)τ(G/e, x).
Proof. Let us partition AG(x) =
(
A11 A12
A21 A22
)
such that A11 corresponds to the 2 × 2
matrix of u and v where e = (u, v). Let BG(x) =
(
B11 B12
B21 B22
)
be the corresponding
decomposition of the inverse matrix. Then A11 = (B11−B12B
−1
22 B21)
−1 or in other words,
A−111 = B11 −B12B
−1
22 B21. Since A11 =
(
1 x
x 1
)
we have
A−111 =
(
1
1−x2
− x
1−x2
− x
1−x2
1
1−x2
)
.
Let −yu and −yv be the two column vectors of B21, so these vectors contain the en-
tries (yG(u, w))w and (yG(v, w))w for w ∈ V (G) \ {u, v}. Then we obtain the following
equations by comparing A−111 = B11 −B12B
−1
22 B21:
1 + xyG(u, v) + x
∑
w
yG(u, w)− yu
TB−122 yu =
1
1− x2
,
1 + xyG(v, u) + x
∑
w
yG(v, w)− yv
TB−122 yv =
1
1− x2
,
and
−yG(u, v)− yu
TB−122 yv = −
x
1− x2
.
Now let us consider the following matrix B corresponding to G/e. Let s be the new
vertex that we get by contracting u and v. If w1, w2 6= s then set Bw1,w2 = BG(x)w1,w2.
For w 6= s let
t(s, w) = −Bs,w = −BG(x)w,u −BG(x)w,v = yG(w, u) + yG(w, v),
and
Bs,s = 1 + x
∑
w
yG(u, w) + x
∑
w
yG(v, w).
We will show that the matrix B is positive definite. This will imply that B ∈ B(G/e, x).
Since the matrix B22 is a principal submatrix of BG(x), it is positive definite. Thus we
only need to show that det(B) > 0 by Sylvester’s criterion (Theorem 2.2). Note that
det(B) = det(B22)
(
1 + x
∑
w
yG(u, w) + x
∑
w
yG(v, w)− (yu + yv)
TB−122 (yu + yv)
)
.
Here det(B22) =
1−x2
τ(G,x)
. Furthermore, using the above equations we get that
1 + x
∑
w
yG(u, w) + x
∑
w
yG(v, w)− (yu + yv)
TB−122 (yu + yv)
1 +
(
1
1− x2
− 1− xyG(u, w)
)
+
(
1
1− x2
− 1− xyG(v, w)
)
+ 2
(
yG(u, v)−
x
1− x2
)
=
=
1− 2x+ x2
1− x2
+ 2(1− x)yG(u, v) =
1− x
1 + x
+ 2(1− x)yG(u, v)
10 P. CSIKVÁRI AND B. SZEGEDY
Hence
det(B) =
(
1− x
1 + x
+ 2(1− x)yG(u, v)
)
1− x2
τ(G, x)
.
This is clearly positive if yG(u, v) ≥ 0 so B ∈ B(G/e, x). Furthermore, if yG(u, v) ≥
x
1−x2
then
1− x
1 + x
+ 2(1− x)yG(u, v) ≥ 1
so
1
τ(G/e, x)
= max
B′∈B(G/e,x)
det(B′) ≥ detB ≥
1− x2
τ(G, x)
.
Hence
τ(G, x) ≥ (1− x2)τ(G/e, x).

Remark 5.3. We honestly confess that we have never seen a graph and an edge e = (u, v)
for which yG(u, v) >
x
1−x2
and if yG(u, v) =
x
1−x2
then e was a cut edge. It can be shown
that for a cut edge e we always have yG(u, v) =
x
1−x2
.
Proof of Theorem 1.1. We prove the statement by induction on the number of edges. If
the graph has no edges, then the claim is trivial. First we show that there is always an
edge e = (u, v) for which yG(u, v) ≥ 0. In fact, for any vertex u we have∑
v∈N(u)
yG(u, v) ≥ 0.
An easy way to see this is the following: let BG(x)
c(u) be the matrix obtained fromBG(x)
by deleting the row and column corresponding to the vertex u. Then by Lemma 4.2 we
have detBG(x)
c(u) = detBG(x). On the other hand, for any decomposition BG(x) =(
B11 B12
B21 B22
)
we have detBG(x) ≤ detB11 detB22 valid for any positive definite matrix.
In particular,
detBG(x)
c(u) = detBG(x) ≤

1 + x ∑
v∈N(u)
yG(u, v)

detBG(x)c(u).
Hence 1 ≤ 1 + x
∑
v∈N(u) yG(u, v), that is,
∑
v∈N(u) yG(u, v) ≥ 0. Now suppose that for
some edge e = (u, v) we have yG(u, v) ≥ 0. If yG(u, v) ≤
x
1−x2
then by Theorem 5.1 we
have τ(G, x) ≥ (1− x2)τ(G− e, x). By induction
τ(G, x) ≥ (1− x2)τ(G− e, x) ≥ (1− x2)(1− x2)|E(G−e)| = (1− x2)e(G).
If yG(u, v) ≥
x
1−x2
then by Theorem 5.2 we have τ(G, x) ≥ (1 − x2)τ(G/e, x). By
induction
τ(G, x) ≥ (1− x2)τ(G/e, x) ≥ (1− x2)(1− x2)|E(G/e)| ≥ (1− x2)e(G).
We are done. 
We end this section with a counterpart of Theorem 5.1. We do not prove this statement
as its proof strongly follows the proofs of Theorems 5.1 and 5.2.
Theorem 5.4. Let G be a graph and let e = (u, v) ∈ E(G). Let z = zG−e(u, v). Then
τ(G− e, x) ≥
(1− zx)2
(1− z2)(1− x2)
τ(G, x).
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In particular, if z ≥ 2x
1−x2
or z ≤ 0 then
(1− x2)τ(G− e, x) ≥ τ(G, x).
6. Second interval
Lemma 6.1. We have
−
τ ′(G, x)
τ(G, x)
= 2
∑
(u,v)∈E(G)
yG(u, v).
Proof. Suppose A(x) is a matrix with entries aij(x). Then
d
dx
det(A(x)) =
d
dx
(∑
π∈Sn
(−1)sign(π)
n∏
i=1
ai,π(i)(x)
)
=
∑
π∈Sn
(−1)sign(π)
d
dx
(
n∏
i=1
ai,π(i)(x)
)
=
=
∑
i,j
a′ij(x)(−1)
i+j det(Aij(x)),
where Aij(x) is the matrix which we obtain from A(x) by deleting the i.th row and j.th
column. Clearly,
(−1)i+j det(Aij(x)) = det(A(x)) · A−1ji (x).
Hence
d
dx
det(A(x))
det(A(x))
=
∑
i,j
a′ij(x) · A
−1
ji (x).
Let us apply this to AG(x): if the vertices i and j are adjacent, then AG(x)ij = x so
its derivative is 1, and AG(x)
−1
ij (x) = BG(x)ij = −yG(i, j), and if the vertices i and j
are distinct non-adjacent vertices then A−1G (x)ij = BG(x)ij = 0, finally if i = j then the
derivative of AG(x)ii = 1 is 0. Hence
−
τ ′(G, x)
τ(G, x)
= 2
∑
(u,v)∈E(G)
yG(u, v).

Lemma 6.2. We have
2
∑
e∈E(G)
yG(u, v) ≤
n− 1
1− x
.
Proof. First we prove the slightly weaker result
2
∑
e∈E(G)
yG(u, v) ≤
n
1− x
.
The crucial observation is that since BG(x) is positive definite we have 1
TBG(x)1 ≥ 0,
where 1 is the all-1 vector. Clearly,
0 ≤ 1TBG(x)1 = n+ (x− 1)2
∑
(u,v)∈E(G)
yG(u, v).
Hence
2
∑
(u,v)∈E(G)
yG(u, v) ≤
n
1− x
.
To improve on this result we observe that 1TBG(x)1 cannot be arbitrarily small. Indeed,
for any positive definite matrix A and any vector x we have
xTA−1x · xTAx ≥ ||x||4.
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Applying this result to BG(x) and 1 we get that
1TBG(x)1 · 1
TAG(x)1 ≥ ||1||
4 = n2.
Note that 1TAG(x)1 ≤ n
2 as any element of AG(x) is at most 1. Consequently,
1TBG(x)1 ≥ 1, and
1 ≤ 1TBG(x)1 = n+ (x− 1)2
∑
(u,v)∈E(G)
yG(u, v).
Hence
2
∑
(u,v)∈E(G)
yG(u, v) ≤
n− 1
1 − x
.

Remark 6.3. By applying the inequality
xTA−1x · xTAx ≥ ||x||4.
to the matrix BG(x) and the characteristic vector eS that takes 1 at the vertices of S,
and 0 everywhere else we get that
(|S| − 1) + x
∑
e∈E(S,V \S)
ye ≥ 2(1− x)
∑
e∈E(S)
ye.
If S = V (G) we get the above lemma. If S = {u} then we get that
∑
v∈N(u) yG(u, v) ≥ 0,
an inequality that we used in the proof of Theorem 1.1.
Remark 6.4. In the next few applications the inequality
τ ′(G, x)
τ(G, x)
= −2
∑
(u,v)∈E(G)
yG(u, v) ≥ −
n
1 − x
will be sufficient for us.
Now we are ready to give the proof of Theorem 1.3 and 1.4 for the interval [ 1
d−1
, 1].
Proof of Theorem 1.3 for the second interval. From the previous two lemmas we know
that
−
τ ′(G, x)
τ(G, x)
= 2
∑
(u,v)∈E(G)
yG(u, v) ≤
n
1− x
.
It is easy to check that
n
1− x
≤ 2e(G)
x
1− x2
if x ≥ 1
d−1
as required. 
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Proof of Theorem 1.4 for the second interval. Set u = 1
d−1
We have
ln τ(G, x) = ln τ(G, u) +
∫ x
u
τ ′(G, t)
τ(G, t)
dt
≥ e(G) ln(1− u2) +
∫ x
u
−
n
1− t
dt
= e(G) ln(1− u2) + e(G)
∫ x
u
−2t
1− t2
dt+
∫ x
u
(
−n
1− t
+
2e(G)t
1− t2
)
dt
= e(G) ln(1− x2) + e(G)
∫ x
u
(
−
2
d(1− t)
+
2t
1− t2
)
dt
= e(G) ln(1− x2) + e(G)
∫ x
u
2(t(d− 1)− 1)
d(1− t2)
dt
Hence
ln τ(G, x)
e(G)
− ln(1− x2) ≥
∫ x
u
2(t(d− 1)− 1)
d(1− t2)
dt.
Set
α(d, x) =
∫ x
u
2(t(d− 1)− 1)
d(1− t2)
dt.
This function is clearly positive as the integrand is positive. 
7. First interval
To motivate the content of this section it is worth classifying the edges of a graph G
for a fixed x ∈ (0, 1) as follows. We distinguish three types:
• e = (u, v) is of type I if 0 ≤ yG(u, v) ≤
x
1−x2
,
• e = (u, v) is of type II if yG(u, v) < 0,
• e = (u, v) is of type III if yG(u, v) >
x
1−x2
.
Remark 7.1. Computer simulations suggest that for a random graph all edges are of
type I. It is possible to construct a graph with a type II edge. We have never seen a type
III edge.
Theorem 5.1 shows that if e is of type I then τ(G, x) ≥ (1 − x2)τ(G − e, x), while
Theorem 5.2 shows that if e is of type III then τ(G, x) ≥ (1−x2)τ(G/e, x). A consequence
of Lemma 6.1 is the following: if there is no type III edge then
−
τ ′(G, x)
τ(G, x)
= 2
∑
(u,v)∈E(G)
yG(u, v) ≤ 2e(G)
x
1− x2
,
and after integration and multiplication by −1 we get that ln τ(G, x) ≥ e(G) ln(1− x2),
or equivalently τ(G, x) ≥ (1− x2)e(G).
Below we will show that if there is no type II edge then all edges are of type I, see
Theorem 7.2. Furthermore, if x ∈ (0, 1
∆−1
) then all edges are of type I. We will also show
that if G is a vertex-transitive graph then all edges are of type I for all x ∈ (0, 1), see
Theorem 7.12.
In this section we study graphs with only edges of type I. We will utilize the classical
theory of M-matrices that is widely studied in matrix analysis.
A matrix is called an M-matrix if all off-diagonal entries are non-positive and its
eigenvalues have non-negative real parts. In case of a symmetric matrix it means that
the matrix is positive semidefinite and all off-diagonal entries are non-positive. For
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instance, BG(x) ∈ B(G, x) is an M-matrix if yG(u, v) ≥ 0 for all (u, v) ∈ E(G), that is,
all edges are of type I or III. It is known for instance that if B is an invertible M-matrix
then its inverse has only non-negative entries.
Theorem 7.2. Suppose that for some graph G and some x ∈ [0, 1) the matrix BG(x)
is an M-matrix. Furthermore, suppose that the edge (u, v) is in a clique Kr. Then
yG(u, v) ≤
x
(1−x)(1+(r−1)x)
. In particular, we have yG(u, v) ≤
x
1−x2
for all edge (u, v) in
this case.
Remark 7.3. In words, Theorem 7.2 asserts that if there are no edges of type II, then
all edges are actually of type I.
Proof. Let us partition AG(x) =
(
A11 A12
A21 A22
)
such that A11 corresponds to the clique
of size r containing the edge (u, v). Let BG(x) =
(
B11 B12
B21 B22
)
be the corresponding
decomposition of the inverse matrix. Then A11 = (B11 − B12B
−1
22 B21)
−1 or in other
words, B11 − A
−1
11 = (−B12)B
−1
22 (−B21). Here B22 is an invertible M-matrix since it is
positive definite and BG(x) has non-positive off-diagonal elements. Hence the matrices
−B12, B
−1
22 ,−B21 are alll non-negative as BG(x) is an M-matrix. Hence all elements of
B11 is larger than the corresponding element of A
−1
11 . The off-diagonal elements of A
−1
11
are all − x
(1−x)(1+(r−1)x)
. Hence
−yG(u, v) ≥ −
x
(1− x)(1 + (r − 1)x)
,
equivalently,
yG(u, v) ≤
x
(1− x)(1 + (r − 1)x)
.
Clearly, the inequality
yG(u, v) ≤
x
1− x2
follows from the fact that an edge is in a K2 so we can apply the claim to r = 2. 
Remark 7.4. It is also possible to prove that if BG(x) is an M-matrix then zG(u, v) ≥
xdist(u,v) for any vertices u and v. Note that for trees we have equality in the bounds
yG(u, v) ≤
x
1−x2
and zG(u, v) ≥ x
dist(u,v).
Definition 7.5. Let
M(G) = sup{x | BG(t) is an M-matrix for t ∈ [0, x]}.
We say that a graph G is an M-graph if M(G) = 1.
Clearly, M(G) ≥ 0 since BG(0) is an M-matrix. We will show that M(G) ≥
1
∆−1
,
where ∆ is the largest degree of G.
Corollary 7.6. For x ∈ [0,M(G)] we have
τ ′(G, x)
τ(G, x)
≥ e(G)
τ ′(K2, x)
τ(K2, x)
.
Proof. This corollary immediately follows from Lemma 6.1 and the fact that for x ∈
[0,M(G)) we have yG(u, v) ≤
x
1−x2
for adjacent vertices u and v. Indeed,
−
τ ′(G, x)
τ(G, x)
= 2
∑
(u,v)∈E(G)
yG(u, v) ≤ 2e(G)
x
1− x2
.
For the point x =M(G) the claim follows from continuousity. 
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Our next goal is to prove that for small enough x the matrix BG(x) is indeed an
M-matrix, see Theorem 7.9. We need some preparation.
Lemma 7.7. Suppose that for some graph G and some x ∈ (0, 1) the matrix BG(x) is
an M-matrix. Furthermore, suppose that 0 < x < 1
∆−1
, where ∆ is the largest degree.
Then we have
(a) BG(x) is diagonally dominant,
(b) zG(u, v) < x for all (u, v) /∈ E(G).
Proof. (a) By Theorem 7.2 we have yG(u, v) ≤
x
1−x2
for adjacent vertices u and v. The
matrix BG(x) is diagonally dominant if
1 + x
∑
v∈N(u)
yG(u, v) >
∑
v∈N(u)
yG(u, v).
This is satisfied since
(1− x)
∑
v∈N(u)
yG(u, v) ≤ (1− x)∆
x
1 − x2
=
∆x
1 + x
< 1
if x < 1
∆−1
.
(b) Let z∗ = maxu 6=v zG(u, v). Note that z
∗ > 0 since x > 0. We show that z∗ is only
achieved on adjacent vertices, and consequently its value is x. Suppose for contradiction
that z∗ is achieved for some (u, w) /∈ E(G). Then
zG(w, u) =
∑
v∈N(w)
zG(v, u)
yG(v, w)
1 + x
∑
r∈N(w) yG(r, w)
.
Then
z∗ = zG(w, u) =
∑
v∈N(w)
zG(v, u)
yG(v, w)
1 + x
∑
r∈N(w) yG(r, w)
≤ z∗
∑
v∈N(w)
yG(v, w)
1 + x
∑
r∈N(w) yG(r, w)
< z∗
by part (a) which is a contradiction. 
Lemma 7.8. Let G be a graph and e = (u, v) ∈ E(G). Then yG(u, v) = 0 if and only if
zG−e(u, v) = x.
Proof. First suppose that zG−e(u, v) = x. Note that τ(G−e, x) ≥ τ(G, x) is always true.
If zG−e(u, v) = x then the matrix AG−e(x) satisfies the conditions to be in A(G, x) so
τ(G, x) ≥ τ(G− e, x). Thus τ(G, x) = τ(G− e, x) and since the maximizer is unique we
have AG(x) = AG−e(x). But then BG(x) = BG−e(x) implying that yG(u, v) = 0.
Next suppose that yG(u, v) = 0. This time we use Lemma 4.1:
max
B∈B(G,x)
det(B) ≥ max
B∈B(G−e,x)
det(B)
is always true and if for the maximizing matrix BG(x) ∈ B(G, x) we have yG(u, v) = 0
then the opposite inequality is also true. Since the maximizing matrix is unique we get
that they are equal, consequently, for their inverses we have AG(x) = AG−e(x) implying
that zG−e(u, v) = x. 
Theorem 7.9. Let G be a graph with largest degree ∆. If 0 ≤ x < 1
∆−1
then the matrix
BG(x) is an M-matrix.
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Remark 7.10. In words, if x is small, that is, x ∈ (0, 1
∆−1
) then all edges are of type I.
Proof. We will show that yG(u, v) > 0 for every x in the interval (0,
1
∆−1
) for all (u, v) ∈
E(G). Suppose for contradiction that it is not true and consider a counterexample with
smallest possible number of edges.
It is not hard to see that yG(u, v) = x+O(x
2) for all (u, v) ∈ E(G). This means that
for every small enough positive x we have yG(u, v) > 0. If for some x in the interval
(0, 1
∆−1
) and for some (u, v) ∈ E(G) we have yG(u, v) < 0 then by the continuousity of
yG(u, v) we know that there must be an x in this interval where yG(u, v) = 0. Then
zG−e(u, v) = x. On the other hand, G − e has fewer edges and ∆(G − e) ≤ ∆(G) so
BG−e(x) is an M-matrix by the assumption on G being the smallest counterexample.
Then 0 < x < 1
∆−1
and the fact that BG−e(x) is anM-matrix implies that zG−e(u, v) < x
by Lemma 7.7, contradiction. 
Now we are ready to prove Theorem 1.3 for the interval [0, 1
∆−1
].
Proof of Theorem 1.3 for the first interval. This is now trivial from Corollary 7.6 and
Theorem 7.9. 
7.1. Regular and vertex-transitive graphs. As before let
Yu =
∑
v∈NG(u)
yG(u, v).
Lemma 7.11. Let G be an arbitrary graph and x ∈ (0, 1). Then
(a) If u is not an isolated vertex then Yu ≥
x
1−x2
.
(b) If (u, v) ∈ E(G) then 2
1−x
≤ (1 + xYu) + (1 + xYv) + 2yG(u, v).
(c) If (u, v) /∈ E(G) then 2
1−zG(u,v)
≤ (1 + xYu) + (1 + xYv).
Proof. We first we prove part (a) and (b). Let us partition AG(x) =
(
A11 A12
A21 A22
)
such
that A11 corresponds to the 2×2 matrix of u and v where e = (u, v). (In part (a), simply
choose any neighbor of the vertex u and let it be v.) Let BG(x) =
(
B11 B12
B21 B22
)
be
the corresponding decomposition of the inverse matrix. Then A−111 = B11 − B12B
−1
22 B21.
Since A11 =
(
1 x
x 1
)
we have A−111 =
(
1
1−x2
− x
1−x2
− x
1−x2
1
1−x2
)
. Let −yu and −yv be the
two column vectors of B21, so the vectors yu, yv contain the entries (yG(u, w))w and
(yG(v, w))w for w ∈ V (G)\{u, v}. Then we obtain the following equations by comparing
A−111 = B11 −B12B
−1
22 B21:
1+xYu−yu
TB−122 yu =
1
1− x2
, 1+xYv−yv
TB−122 yv =
1
1− x2
, −yG(u, v)−yu
TB−122 yv = −
x
1− x2
.
From the first equation and the fact that B−122 is positive definite we immediately get
that
1 + xYu ≥ 1 + xYu − yu
TB−122 yu =
1
1− x2
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implying that Yu ≥
x
1−x2
. This proves part (a). To prove part (b) observe that
0 ≤ (yu − yv)
TB−122 (yu − yv)
= (1 + xYu)−
1
1− x2
+ (1 + xYv)−
1
1− x2
+ 2
(
yG(u, v)−
x
1− x2
)
= (1 + xYu) + (1 + xYv) + 2yG(u, v)−
2
1− x
This proves part (b).
The proof of part (c) is completely analogous. Set z = zG(u, v). We partitionAG(x) =(
A11 A12
A21 A22
)
such that A11 corresponds to the 2× 2 matrix of u and v where (u, v) /∈
E(G) this time. Let BG(x) =
(
B11 B12
B21 B22
)
be the corresponding decomposition of
the inverse matrix. Then A−111 = B11 − B12B
−1
22 B21. Since A11 =
(
1 z
z 1
)
we have
A−111 =
(
1
1−z2
− z
1−z2
− z
1−z2
1
1−z2
)
. Let −yu and −yv be the two column vectors of B21, so the
vectors yu, yv contain the entries (yG(u, w))w and (yG(v, w))w for w ∈ V (G) \ {u, v}.
Then we obtain the following equations by comparing A−111 = B11 − B12B
−1
22 B21:
1 + xYu − yu
TB−122 yu =
1
1− z2
, 1 + xYv − yv
TB−122 yv =
1
1− z2
, −yu
TB−122 yv = −
z
1 − z2
.
Now observe that
0 ≤ (yu − yv)
TB−122 (yu − yv)
= (1 + xYu)−
1
1− z2
+ (1 + xYv)−
1
1− z2
− 2
z
1− z2
= (1 + xYu) + (1 + xYv)−
2
1− z
This proves part (c). 
Now we are ready to prove Theorem 1.7.
Proof of Theorem 1.7. By part (a) of the lemma we have
2
1− x
≤ (1 + xYu) + (1 + xYv) + 2yG(u, v).
for every (u, v) ∈ E(G). By summing this for all edges we get that
nd
1− x
≤
∑
u∈V (G)
d(1 + xYu) + 2
∑
(u,v)∈E(G)
yG(u, v) = nd+ 2(1 + dx)
∑
(u,v)∈E(G)
yG(u, v).
Hence
2
∑
(u,v)∈E(G)
yG(u, v) ≥
ndx
(1− x)(1 + dx)
.
Whence
−
τ ′(G, x)
τ(G, x)
≥ −
n
d+ 1
τ ′(Kd+1, x)
τ(Kd+1, x)
.
After integration and multiplication with −1 we get that
ln τ(G, x) ≤
n
d+ 1
ln τ(Kd+1, x).
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This is equivalent with the statement. 
Another interesting application of Lemma 7.11 that vertex-transitive graphs are
M-graphs, that is, if G is vertex-transitive then for all x ∈ (0, 1) all edges are of type I.
Theorem 7.12. Let G be a vertex-transitive graph and x ∈ (0, 1). Then for every
(u, v) ∈ E(G) we have yG(u, v) > 0, and for every (u, v) /∈ E(G) we have zG(u, v) < x.
Proof. Since G is vertex-transitive the vector 1 is an eigenvector of BG(x), and since it
is positive definite we have
1 + (x− 1)Yu = (1 + xYu)−
∑
v∈NG(u)
yG(u, v) > 0.
Hence Yu <
1
1−x
. Together with part (b) of Lemma 7.11, that is, with
2
1− x
≤ (1 + xYu) + (1 + xYv) + 2yG(u, v)
we get that yG(u, v) > 0. Together with part (c) of Lemma 7.11, that is, with
2
1− zG(u, v)
≤ (1 + xYu) + (1 + xYv).
we get that
2
1− zG(u, v)
<
2
1− x
.
Equivalently, zG(u, v) < x. 
Remark 7.13. We could have proved slightly stronger inequalities as Lemma 6.2 asserts
that
2
∑
e∈E(G)
yG(u, v) ≤
n− 1
1− x
implying that Yu ≤
n−1
n
· 1
1−x
for a vertex-transitive graph. This, in turn, implies that
yG(u, v) ≥
1
n
·
x
1− x
.
7.2. Ihara zeta function. Let I be the identity matrix if size |V (G)| × |V (G)|. Fur-
thermore, let A be the adjacency matrix of the graph G and let D be the diagonal matrix
consisting of the degrees of the graph G. Bass [1] proved the following expression for the
so-called Ihara zeta function [12, 9, 14, 23] of the graph G:
ζG(x) =
1
(1− x2)|E(G)|−|V (G)| det(I − xA+ (D − I)x2)
.
This is not the original definition, but for sake of simplicity we will consider this expres-
sion to be the definition of the Ihara zeta function. Let
ZG(x) =
1
1− x2
(
I − xA + (D − I)x2
)
.
If |x| < 1
∆−1
then ZG(x) is diagonally dominant, consequently positive definite. Moreover,
ZG(x) = B(t), where t(u, v) =
x
1−x2
for all (u, v) ∈ E(G). Hence ZG(x) ∈ B(G, x) for
|x| < 1
∆−1
. This shows that
det(ZG(x)) ≤ det(BG(x)) =
1
τ(G, x)
,
and consequently,
ζG(x)(1− x
2)e(G) ≥ τ(G, x).
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Now we are ready to prove Theorem 1.4 for the interval [0, 1
∆−1
].
Proof of Theorem 1.4 for the first interval. Recall that we need to prove that if G is
graph with e(G) edges, largest degree ∆ and girth g, and x ∈ [0, 1
∆−1
), then∣∣∣∣ ln τ(G, x)e(G) − ln(1− x2)
∣∣∣∣ ≤ 2 ((∆− 1)x)g1− (∆− 1)x.
Since
τ(G, x) ≥ (1− x2)e(G)
for x ∈ (0, 1) we immediately get that
ln τ(G, x)
e(G)
≥ ln(1− x2).
We need to prove the inequality
ln τ(G, x)
e(G)
≤ ln(1− x2) + 2
((∆− 1)x)g
1− (∆− 1)x
.
We will use the fact for |x| < 1
∆−1
we have
τ(G, x) ≤ ζG(x)(1− x
2)e(G).
So we only need to prove that for |x| < 1
∆−1
we have
ln ζG(x)
e(G)
≤ 2
((∆− 1)|x|)g
1− (∆− 1)|x|
.
Here we use an alternative description of ζG(x) due to Bass [1]. Let us replace all edges
of the graph G with a pair of directed edges going opposite ways. Then we can define
the directed edge matrix M of size 2e(G) × 2e(G) as follows: for directed edges e and
f let Mef = 1 if the head of e is the tail of f , and the tail of e is not the head of f ,
otherwise all entries of M are 0. Then
ζG(x)
−1 = det(I − xM),
where I is the identity matrix of size 2e(G)×2e(G). Let ρ1, . . . , ρ2e(G) be the eigenvalues
of M . These eigenvalues are not necessarily real, but |ρi| ≤ ∆ − 1 as every row of M
contains at most as many 1’s. Hence
ln det(I − xM) =
2e(G)∑
i=1
ln(1− xρi) =
2e(G)∑
i=1
∞∑
k=1
−(xρi)
k
k
=
∞∑
k=1
−1
k
2e(G)∑
i=1
(xρi)
k.
Now observe that if k ≤ g − 1 then
2e(G)∑
i=1
ρki = TrM
k = 0.
Hence
ln det(I − xM) =
∞∑
k=g
−1
k
2e(G)∑
i=1
(xρi)
k.
Hence
ln ζG(x) ≤
∞∑
k=g
1
k
2e(G)∑
i=1
|xρi|
k ≤
∞∑
k=g
2e(G)∑
i=1
|xρi|
k ≤
2e(G)∑
i=1
|xρi|
g
1− |xρi|
≤ 2e(G)
((∆− 1)|x|)g
1− (∆− 1)|x|
.
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Hence for x ∈ [0, 1
∆−1
) we have
ln τ(G, x)
e(G)
≤ ln(1− x2) + 2
((∆− 1)|x|)g
1− (∆− 1)|x|
.

Theorem 7.14. Let (Gi) be a sequence of d–regular graphs with girth g(Gi) → ∞.
Assume that x ∈ [0, 1
d−1
). Then
lim
i→∞
ln τ(Gi, x)
v(Gi)
=
d
2
ln(1− x2).
8. Large deviation principle
It is well known that if k ∈ N is a fixed number and n is big compared to k then
if we choose independent uniform vectors v1, v2, . . . , vk in the sphere Sn−1 = {x|x ∈
Rn, ‖x‖2 = 1} then with probability close to one the vectors are close to be pairwise
orthogonal. It will be important for us to estimate the probability of the atypical event
that the scalar product matrix (vi, vj)1≤i,j≤k is close to some matrix A that is separated
from the identity matrix. Let λk denote the Lebesgue measure on the space of symmetric
k× k matrices with 1′s in the diagonal. In this chapter we give a simple formula for the
density function (vi, vj)1≤i,j≤k relative to the Lebesgue measure λk. Using this formula
we prove a large deviation principle for the scalar product matrices of random vectors.
Theorem 8.1. Assume that n ≥ k ≥ 2 are integers. Let v1, v2, . . . , vk be independent,
uniform random elements on the sphere Sn−1 and let M(k, n) be the k × k matrix with
entriesM(k, n)i,j := (vi, vj). The probability density function fk,n ofM(k, n) is supported
on the set Mk of positive semidefinite k × k matrices with 1
′s in the diagonal entries
and is given by the formula
fk,n(M) = det(M)
(n−k−1)/2Γ(n/2)kΓk(n/2)
−1
where Γk is the multivariate Γ-function.
Proof. Let {Xi}
k
i=1 be a system of k independent χn distributions. Let M
′(k, n) be the
k × k matrix with entries M ′(k, n)i,j := (Xivi, Xjvj) = XiXj(vi, vj). We have that
M ′(k, n)i,i = X
2
i holds for 1 ≤ i ≤ k. The definition of the χn distribution and the
spherical symmetry of the n dimensional standard normal distribution imply that Xivi
is an n dimensional standard normal distribution. We obtain that the distribution of
M ′(k, n) is the Wishart distribution corresponding to the k × k identity matrix . It
follows that the density function f˜k,n of M
′(k, n) is supported on positive semidefinite
matrices and is given by
f˜k,n(M) = det(M)
(n−k−1)/2e−tr(M)/22−kn/2Γk(n/2)
−1.
The next step is to compute the conditional distribution ofM ′(k, n) in the setM ′(k, n)i,i =
X2i = 1 for 1 ≤ i ≤ k. Using the fact that the density function gn(x) of χ
2
n is
gn(x) = x
n/2−1e−x/22−n/2Γ(n/2)−1
the statement of the proposition follows from fk,n(M) = f˜k,n(M)/gn(1)
k for M ∈ Mk
and fk,n(M) = 0 for M /∈Mk. 
Remark 8.2. It is a nice fact that theorem 8.1 allows us to give an explicit formula for
the volume of the spectahedron Mk. If n = k + 1 then fk,n is a constant function and
by the fact that it is a density function, this constant is the inverse volume of Mk. We
obtain that Vol(Mk) = Γ((k + 1)/2)
−kΓk((k + 1)/2).
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Lemma 8.3. For k ≥ 2 we have that
lim
n→∞
Γ(n/2)kΓk(n/2)
−1
(n/(2pi))k(k−1)/4
= 1.
Proof. It is straightforward from the formulas that
Γ(n/2)kΓk(n/2)
−1 = ck−1n c
k−2
n−1 . . . cn−k+2
where cr = pi
−1/2Γ(r/2)/Γ((r−1)/2). It is well known that limr→∞ Γ(r)Γ(r−α)
−1r−α =
1. It follows that limr→∞ cr(r/(2pi))
−1/2 = 1 which completes the proof. 
Now we are ready to formulate and prove our large deviation principle. Let us denote
by µk,n the probability measure corresponding to the random matrix model M(k, n)
defined in theorem 8.1. We have that µk,n is concentrated on the closed set Mk. If
n ≥ k ≥ 2 thenMk is a compact convex set of positive measure in the space of symmetric
k × k matrices with ones in the diagonal. For a measurable function f : Mk → R we
denote by ‖f‖∞ the essential maximum of f relative to the measure λk. Note that ‖f‖∞
can differ from supx∈Mk f(x) because changes in f on 0 measure sets are ignored. In
general will use the norms ‖.‖p for functions on Mk.
Theorem 8.4 (Large deviation principle on the sphere). Let k ≥ 2 be a fixed integer.
Let A ⊆Mk be a Borel measurable set. We have that
lim
n→∞
1
n
ln(µn,k(A)) =
1
2
ln ‖1A det ‖∞.
Proof. We have from theorem 8.1 that
µk,n(A) = ck,n
∫
A
(det)n−k−1dλk = ck,n
∫
Mk
1A(det)
n−k−1dλk =
ck,n
∫
Mk
(1A det)
n−k−1dλk = ck,n‖1A det ‖
(n−k−1)/2
(n−k−1)/2
where ck,n = Γ(n/2)
kΓk(n/2)
−1. It follows that
1
n
ln(µk,n(A)) = ln(c
1/n
k,n ) +
n + k − 1
2n
ln ‖1A det ‖(n−k−1)/2.
From lemma 8.3 we get that
lim
n→∞
ln(c
1/n
k,n ) = 0.
Now the statement of the theorem follows from limp→∞ ‖1A det ‖p = ‖1A det ‖∞. 
9. Homomorphism and spherical graphons
A graphon (see [15]) is symmetric measurable function of the form W : Ω2 → [0, 1]
where (Ω, µ) is a standard probability space. If G is a finite graph then it makes sense
to introduce the "density" of G in W using the formula
t(G,W ) =
∫
x∈ΩV (G)
∏
(i,j)∈E(G)
W (xi, xj) dµ
k.
Note that the conjecture of Sideronko was originally stated in this integral setting and
it says that t(G,W ) ≥ t(e,W )|E(G)| holds for every bipartite graph G and graphon W .
In this section we prove Theorem 1.5 using special graphons that we call spherical
graphons. Let S ⊆ [−1, 1] be a Borel measurable set and let n be a natural number. Let
us define the graphon SphS,n : Sn × Sn → [0, 1] such that SphS,n(x, y) = 1 if (x, y) ∈ S
and SphS,n(x, y) = 0 if (x, y) /∈ S.
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For a Borel measurable set S ⊆ [−1, 1] and graph G let A(G, S) denote the set of
positive semidefinite V (G)× V (G) matrices M such that the diagonal entries of M are
all 1′s and Mi,j ∈ S holds for every (i, j) ∈ E(G). It is clear that using the notation
from the previous chapter we have that
t(G, Sph(S, n− 1)) = µ|V (G)|,n(A(G, S))
It follows from Theorem 8.4 that
(9.1) lim
n→∞
1
n
ln(t(G, Sph(S, n)) =
1
2
ln ‖1A(G,S) det ‖∞.
Now we get the next lemma.
Lemma 9.1. Assume that S ⊆ [−1, 1] is a Borel set and G is a Sidorenko graph. Then
‖1A(G,S) det ‖∞ ≥ ‖1A(e,S)‖
|E(G)|
∞ .
Proof. The Sidorenko property of G implies that for every n we have that
1
n
ln(t(G, Sph(S, n)) ≥ |E(G)|| ·
1
n
ln(t(e, Sph(S, n)).
Then (9.1) completes the proof by taking the limit n→∞. 
Lemma 9.2. Let Sε := [x− ε, x+ ε] ∩ (−1, 1). Then
1
2
ln τ(G, x) = lim
ε→0
lim
n→∞
1
n
ln(t(G, Sph(Sε, n)).
Proof. We know that limǫ→0 ‖1A(G,Sǫ) det ‖∞ = τ(G, x) holds for every graph G. 
Proof of Theorems 1.5 and 1.6. Theorem 1.5 is an immediate consequence of Lemma 9.2.
Theorem 1.6 follows from Theorem 1.5 and the following theorem of Galvin and Tetali
[8]: for any d–regular bipartite graph G and any graph H we have
hom(G,H)1/v(G) ≤ hom(Kd,d, H)
1/(2d).

10. Spanning trees of regular graphs
In this section, we prove an upper bound on the number of spanning trees of regular
graphs. This result is only weaker in the subexponential term than the corresponding
result of B. McKay [19], and its proof is completely different.
Theorem 10.1. Let τ(G) be the number of spanning trees of a d–regular graph G on n
vertices. Then
τ(G) ≤
e(d− 1)
d(d− 2)
(
(d− 1)d−1
(d2 − 2d)d/2−1
)n
,
where e is the base of the natural logarithm.
Proof. Let x = 1
d−1
and let t = n−1
nd(1−x)
. Let us consider the matrix B ∈ B(G, x) for
which t(u, v) = t for all (u, v) ∈ E(G). Then the obtained matrix B is positive definite
since it is diagonally dominant:
(1 + xdt)− dt = 1 + (x− 1)dt = 1−
n− 1
n
=
1
n
.
From this we can see that
B =
1
n
I + t · L(G),
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where L(G) is the Laplacian-matrix of G. Let λ1 ≥ · · · ≥ λn = 0 be the eigenvalues of
the Laplacian-matrix. Then
det(B) =
n∏
i=1
(
tλi +
1
n
)
=
1
n
n−1∏
i=1
(
tλi +
1
n
)
≥
1
n
n−1∏
i=1
(tλi) = t
n−1τ(G).
In the last step we have used the formula
τ(G) =
1
n
n−1∏
i=1
λi.
Note that B ∈ B(G, x) whence
1
τ(G, x)
= detBG(x) ≥ detB ≥ t
n−1τ(G).
Thus
τ(G) ≤
1
tn−1τ(G, x)
= dn−1
(
n
n− 1
)n−1
(1− x)n−1
τ(G, x)
≤ edn−1
(1− x)n−1
τ(G, x)
.
Now we use the fact that
τ(G, x) ≥ (1− x2)e(G) =
(
1−
1
(d− 1)2
)nd/2
=
d− 2
d− 1
(
dd/2(d− 2)d/2−1
(d− 1)d−1
)n
(1− x)n−1.
From this we obtain that
τ(G) ≤
e(d− 1)
d(d− 2)
(
(d− 1)d−1
(d2 − 2d)d/2−1
)n
.

11. Multivariate case
Proposition 11.1. Let T be a tree and suppose that for each edge e a number xe ∈
(−1, 1) is given. Let AT (x) be the matrix whose uv entry is
∏
e∈P xe, where P is the
unique path connecting the vertices u and v. Then AT (x) is a positive definite matrix,
its inverse BT (x) has the following entries: the uv entry is 0 if u and v are distint not
adjacent vertices, − x
2
e
1−x2e
if e = (u, v), and 1 +
∑
e:u∈e
x2e
1−x2e
if u = v. The determinant of
AT (x) is
∏
e∈E(T )(1− x
2
e).
In this section we consider the multivariate form of our previous results. For a graph
G and x ∈ [0, 1]E(G) let A(G, x) be the set of positive definite matrices A which has
diagonal elements 1’s, and if (u, v) ∈ E(G) then Au,v = xu,v. Let
τ(G, x) = max
A∈A(G,x)
detA,
and let AG(x) be the matrix, where the maximum is achieved (this is unique) if the set
A(G, x) is not empty. The entries of this matrix will be denoted by AG(x)u,v = zm(u, v).
Since AG(x) ∈ A(G, x) we have zm(u, u) = 1, zm(u, v) = xe if (u, v) = e ∈ E(G).
Theorem 11.2. The optimization problem has a unique maximizer AG(x) if A(G, x) is
not empty. If u and v are not adjacent vertices then AG(x)
−1
u,v = 0.
We will denote the inverse of AG(x) by BG(x). It will be convenient to param-
etrize BG(x) as follows: BG(x)u,v = −ym(u, v) if (u, v) ∈ E(G), BG(x)u,u = 1 +∑
v∈N(u) zm(u, v)ym(u, v), where zm(u, v) = xu,v for e = (u, v) ∈ E(G). We have seen
that BG(x)u,v = 0 if (u, v) /∈ E(G).
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There are many results in this paper that naturally extend to the multivariate case.
For instance, Theorem 4.1 and Theorem 5.1 have both multivariate counterparts.
Lemma 11.3. Let B(G, x) be the set of positive definite matrices B = B(t) which are
parametrized as follows:
(1) if (u, v) /∈ E(G) then Bu,v = 0,
(2) if (u, v) ∈ E(G) then Bu,v = −tm(u, v),
(3) for u ∈ V (G) we have Bu,u = 1 +
∑
v∈N(u) xu,vtm(u, v).
Then det(B) is a strictly log-concave function on B(G, x), and it takes its maximum at
the unique B(y) for which B(y)−1 = AG(x), i. e., B(y) = BG(x).
Theorem 11.4. Suppose that for some graph G, an edge e and some x ∈ [0, 1]E(G) we
have |ye| ≤
xe
1−x2e
. Then
τ(G, x) ≥ (1− x2e)τ(G− e, x).
Remark 11.5. It might be tempting to believe that
τ(G, x) ≥
∏
e∈E(G)
(1− x2e),
but this is not true in general. The proof of the multivariate version of Theorem 1.1 fails
at the point that Theorem 5.2 has no multivariate counterpart.
12. Conditional independent couplings
Lemma 12.1. Assume that X and Y are two finite sets with X∩Y = Z and X∪Y = Q.
Assume furthermore A ∈ RX×X and B ∈ RY×Y are two positive definite matrices such
that their submatrices AZ×Z and BZ×Z are equal to some matrix C ∈ R
Z×Z. Let A˜, B˜
and C˜ be the matrices in RQ×Q obtained from A−1, B−1 and C−1 by putting zeros to the
remaining entries. Then the matrix
D := (A˜+ B˜ − C˜)−1
satisfies the following conditions.
(1) DX×X = A , DY×Y = B,
(2) D is positive definite
(3) det(D) = det(A) det(B) det(C)−1.
Proof. The statement can be checked with elementary linear algebraic methods. To
highlight the connection to probability theory we give the probabilistic proof which
is also more elegant. We can regard A,B and C as covariance matrices of Gaussian
distributions µA, µB and µC on R
X ,RY and RZ with density functions fA, fB and fC .
The condition AZ×Z = BZ×Z is equivalent with the fact that the marginal distribution
of both µA and µB on R
Z is equal to µC . The conditional independent coupling of µA
and µB over the marginal µC has density function
f(v) = (2pi)−|Q|/2e−
1
2
(vPXA
−1PXv
T+vPY B
−1PY v
T−vPZC
−1PZv
T )
where PX , PY and PZ are the projections to the coordinates in X, Y and Z. We have by
the definition of D that
f(v) = (2pi)−|Q|/2e−
1
2
vD−1vT
and thus f is the density function of the Gaussian distribution µ with covariance matrix
D. The first property of D follows from that fact that the marginals of µ on X and Y
are have covariance matrices A and B. The second property of D follows from the fact
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that it is a covariance matrix of a non-degenerated Gaussian distribution. The third
property follows from the fact that
0 = D(µ)− D(µA)− D(µB) + D(µC)
holds for the differential entropies in a conditionally independent coupling. On the other
hand the right hand side is equal to
ln(det(D))− ln(det(A))− ln(det(B)) + ln(det(C)).

We will refer to the matrix D and the conditionally independent coupling of A and B
(over C) and we denote it by Ag B.
Theorem 12.2. Let G1 and G2 be two graphs. Assume that S1 ⊆ V (G1) and S2 ⊆ V (G2)
are subsets such that G1[S1] and G2[S2] induced subgraphs are cliques of size k. Let
ϕ : S1 → S2 be a bijection, and G = G1 +ϕ G2 be the graph obtained from G1 ∪ G2 by
identifying vertex v ∈ S1 with ϕ(v) ∈ S2. Then AG(x) = AG1(x)gAG2(x). In particular
τ(G, x) =
τ(G1, x)τ(G2, x)
τ(Kk, x)
for all x for which τ(G1, x) and τ(G2, x) make sense. Furthermore, for an e = (u, v) ∈
E(G) we have
yG(u, v) = yG1(u, v) + yG2(u, v)− yKk(u, v)
if u and v are both in the common clique Kk of G1 and G2, and is equal to yG1(u, v) or
yG2(u, v) if (u, v) ∈ E(G1) \ E(G2) or (u, v) ∈ E(G2) \ E(G1), respectively.
Proof. Let us apply Lemma 12.1 with X = V (G1), Y = V (G2), Z = V (G1) ∩ V (G2)
and A = AG1(x), B = AG2(x) with their common intersection C = AKk(x). The latter
matrix is fixed by the constraints that G1[S1] and G2[S2] determine cliques. Consider
the matrix D = AG1(x)gAG2(x). By construction D
−1 = B˜G1(x)+ B˜G2(x)− B˜Kk(x) ∈
B(G, x). By the first claim of Lemma 12.1 we also know that D ∈ A(G, x). By the
primal and dual optimization programs we know that there is only one matrix F such
that F ∈ A(G, x) and F−1 ∈ B(G, x), that is F = AG(x). Hence D = AG(x). Having
AG(x) = AG1(x) g AG2(x), the rest of the claims follow from Lemma 12.1 and the
construction. 
Remark 12.3. We can use the above theorem to compute τ(G, x) for chordal graphs as
they can be built up using clique sums. Another application of the above theorem is to
show a graph G that contains an edge (u, v) such that yG(u, v) < 0. Let us glue together
k triangles at a common edge, i. e., this is the complete multipartite graph K1,1,k. It is
often called a triangular book graph. Then for the common edge (u, v) we have
yG(u, v) = kyK3(u, v)− (k − 1)yK2(u, v)
= k
x
(1− x)(1 + 2x)
− (k − 1)
x
1− x2
=
x
1− x
·
1− (k − 2)x
(1 + x)(1 + 2x)
.
This is negative if x > 1
k−2
.
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13. The recoupling algorithm
We finish this paper with an algorithm that we used in computer experiments to
approximate the determinant maximizing matrices AG(x). The algorithm can also be
used to compute the coefficients in the power series expansion of τ(G, x).
Let G = (V,E) be a fixed graph and x ∈ [0, 1). LetM0(G, x) denote the V ×V matrix
with 1′s in the diagonal and x elsewhere. Our algorithm produces a sequence of matrices
Mi(G, x) recursively with increasing determinants such that they converge to AG(x).
the recursive step To produce Mi+1(G, x) from Mi(G, x) we choose a non-edge ei+1 :=
(v, w) ∈ V × V with ei+1 /∈ E. Let A := V \ v and B := V \ w. Then we set
Mi+1(G, x) :=Mi(G, x)A×A gMi(G, x)B×B.
The algorithm depends on a choice of non edges e1, e2, . . . . Our choice is to repeat a fix
ordering of all non-edges several times. One can also perform the algorithm with formal
matrices in which the entries are rational functions of x. It is easy to see by induction
that in each step the entries remain of the form f(x)/(1 + xg(x)) for some polynomials
f, g ∈ Z(x). This implies that the powers series expansions of the entries have integer
coefficients. These coefficients stabilize during the algorithm and this provides a method
to compute the power series of τ(G, x) around 0.
14. Open problems
We end this paper with some open problems.
Problem 14.1. Is it true that if x ≥ 0 then all elements of the matrix AG(x) are non-
negative? Is it true that if G is connected and x > 0 then all elements of the matrix
AG(x) are positive?
Problem 14.2. Is it true that for all graph G and edge (u, v) ∈ E(G), and fixed x ≥ 0
we have yG(u, v) ≤
x
1−x2
?
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