Abstract: This work considers one of the approaches to the solution of the task of discrete speech signal automatic segmentation. The aim of this work is to construct such an algorithm which should meet the following requirements: segmentation of a signal into acoustically homogeneous segments, high accuracy and segmentation speed, unambiguity and reproducibility of segmentation results, lack of necessity of preliminary training with the use of a special set consisting of manually segmented signals. Development of the algorithm which corresponds to the given requirements was conditioned by the necessity of formation of automatically segmented speech databases that have a large volume. One of the new approaches to the solution of this task is viewed in this article. For this purpose we use the new type of informative features named TAC-coe cients (Throat-Acoustic Correlation coe cients) which provide su cient segmentation accuracy and eciency.
Introduction
This paper considers the question of using a throat microphone (laryngophone) as an additional modality for phonetic segmentation of the speech signal into acoustic sub-word units. The new algorithm is proposed for the automatic speech signal segmentation based on the use of changing dynamics analysis of the Throat-Acoustic Correlation (TAC) coe cients. They are sequentially calculated for each period of the segmented speech signal in accordance with its fundamental frequency (pitch synchronous). TAC coe cients are calculated as correlation coe cients of wave periods of the throat and speech signals. The throat signal is recorded by the throat microphone mounted on the neck, and the speech signal is recorded using the closely spaced acoustic microphone. Segmentation is carried out by analyzing the phase di erences of wave periods of the speech and throat signals. The analysis of the proposed TAC coe cient properties shows the possibility of their use as additional informative features for the phonemes di erentiation in the speech recognition algorithms. This work considers one of the approaches to the solution of the task of discrete speech signal automatic segmentation [1] . The aim of this work is to construct such an algorithm which should meet the following requirements: segmentation of a signal into acoustically homogeneous segments (acoustic sub-word units [2, 3] ), high accuracy and segmentation speed, unambiguity and reproducibility of segmentation results, lack of necessity of preliminary training with the use of a special set consisting of manually segmented signals [2, 4] . Development of the algorithm which corresponds to the given requirements was conditioned by the necessity of formation of automatically segmented speech databases (DB) that have a large volume [5, 6] . These DB are intended for use inside the systems of speech synthesis [7] and recognition [3] as the DB of etalon speech segments. The manual formation of such DB is a rather laborious process, and the results of the manual segmentation often have a low degree of reproducibility because of their subjectivity, which causes the degradation of quality of speech synthesis and recognition results [8] .
An essential disadvantage of the majority of the available algorithms is the low accuracy of segmentation results. Mainly it is conditioned by the use of only one speech signal in most algorithms for speech signal segmentation [3] . Vocal fold oscillations which are the source of the voice excitation play an important role in the rather complex physical process of natural speech formation [9, 10] . Therefore, one of the approaches for improvement of segmentation qualitative properties is the additional analysis of a voice excitation signal [12, 13] . Using the available methods, it is di cult to provide the exact reconstruction of the voice excitation signal on the basis of only one speech signal. It is possible to more precisely consider the special features of voice excitation process using the additional information which re ects the given process dynamics more accurately. A throat microphone signal can be used as a similar additional informational component [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] . In its turn, though a throat microphone signal reects the features of vocal fold oscillations more precisely in comparison with a speech signal, additionally the question arises concerning the identi cation of informative features on the basis of the synchronous analysis of a speech and a throat microphone signal which can be used in the speech signal segmentation process. This article is exactly devoted to the solution of the given task. In particular, the algorithm of calculation of new numerical features named Throat-Acoustic Correlation coe cients (TAC-coe cients) was suggested. The use of these coe cients contributed to the automation of the process of the speech signal segmentation into acoustically homogeneous subword segments.
Several applications of throat microphone signals for solving various problems in the eld of speech synthesis and recognition are described in available publications. Frequently, a throat microphone is used to solve the problem of recognition in a noisy acoustic environment. In [15] [16] [17] [18] the question of combining an acoustic microphone with a throat microphone or an osteophone for better speech intelligibility, as well as for robust speech recognition in noisy environment was considered. For example, in [15] the author proposed a special algorithm for mapping a noisy time series of features from an acoustic microphone to the corresponding sequence from a throat microphone, which is used as an extended feature vector with following noise component ltration in the microphone mel-frequency cepstral coe cients. In the process of continuous noisy speech recognition, this algorithm has shown a signi cant improvement of e ectiveness in comparison with the approach of using only one acoustic microphone.
In [19] the author proposed a two-stage approach for the joint analysis of throat and acoustic signals to improve the speech recognition process only on the basis of throat microphone signal. At the rst stage, a time correlation model between throat and acoustic time series of features is constructed using parallel structures of Hidden Markov Models (HMM). At the second stage, the analysis on the basis of linear prediction for the acoustic feature estimation from temporal properties and spatial environment of throat features is performed. This approach requires the organization of algorithm pre-training process for the construction of an adequate model. In [19] it is shown that the use of this approach can lead to improvement of particular phoneme recognition based on a throat microphone signal.
The techniques for combining the output information obtained from various nonacoustic sensors were investigated in [20] . This information is used in low-frequency coding in accordance with the ability of these devices to present speci c speech characteristics in di erent frequency bands.
In works [21] [22] [23] the synthesized spectrum was studied. This spectrum is analytically obtained from the osteophone signal, and then is combined with two directly measured spectra from the acoustic microphone and the osteophone to obtain the nal spectrum of the speech signal cleared of noise.
In the work [24] we can nd the comparative analysis results of speaker's language identi cation e ectiveness using a standard and a throat microphones separately. For the both types of devices in the clear acoustic environment were obtained good comparable results. However, in a noisy environment, acceptable results were obtained only by using a throat microphone. A throat microphone is also used in the task of speaker identi cation [29, 30] . For example, in [22] it was used to improve the identi cation of the speaker who whispered the words in the noise conditions. Low susceptibility of throat microphone to external noises is also used for the implementation of the various voice control systems [25] [26] [27] . The signal obtained from throat microphone and parameterized on the basis of MFCC features was successfully used for speaker recognition [25] .
The throat microphone is widely used for solving the di erent medical monitoring and diagnostic tasks [46, 47] . Particularly in the work [46] considered combined use of standard and throat microphones for measurement of acoustic voice parameters and voice categorization. The aim of this work was to evaluate the reliability of the measurements of acoustic voice parameters obtained simultaneously using oral and throat microphones and to investigate utility of combined use of these microphones for voice categorization for medical purposes. In other work [47] the novel approach for food intake detection using electroglottography (EGG) was o ered. Variations in the electrical impedance across the larynx caused by the passage of food during swallowing were captured by the EGG device. To compare performance of the proposed method with a wellestablished acoustical method, a throat microphone was used for monitoring swallowing sounds. Results showed an higher average classi cation accuracy for the EGGbased method than for the acoustic-based method.
Throat-microphone can be successfully used for speech enhancement [43, 44] . In the work [43] proposed a new statistical enhancement system for throat microphone recordings through source and lter separation. For this purpose investigated learning phone-dependent Gaussian mixture model based statistical mappings using parallel recordings of acoustic microphone and throat microphone for enhancement of the spectral envelope and excitation signals of the throat microphone speech. Experimental results indicate that the proposed phonedependent mappings exhibit enhancements over phoneindependent mappings. Also by the same authors was investigated the e ect of phonetic clustering based on place and manner of articulation for the enhancement of throatmicrophone speech through spectral envelope mapping [44] .
The process of formation of speech databases and their subsequent multi-level segmentation is an important step in development of concatenative text-to-speech synthesis systems. The additional use of the throat microphone signal can improve the quality of the speech segmentation based on the fundamental frequency periods [28] . This segmentation results can be used for further analysis and modi cation of prosodic features of speech signals in the speech synthesis algorithms.
There are many di erent algorithms that perform segmentation of the speech signals [1] . The most common approach is based on the segmentation on the basis of changing of spectral variation function [2, 31, 32] . In the most available descriptions of the speech segmentation algorithms only own modality of the speech signal is used. Thus, the use of additional modalities for the speech signal segmentation is the actual task, and the throat microphone signal can be used as additional modality in realization of di erent speech synthesis and recognition algorithms.
Some approaches on realization of speech recognition systems use segmentation algorithms of a speech signal into acoustic sub-word units [2, 3, [32] [33] [34] . The main idea of using of the given algorithms is an attempt of transition from phonetically conditioned segment recognition to recognition of segments that are only conditioned by acoustic features. It allows to exclude the following faults inherent for phonetically oriented algorithms: subjectivity and ambiguity in phoneme boundary determination, considerable phoneme variability depending on context, necessity of training data availability. During realization of continuous speech recognition systems with large dictionary, the use of acoustic sub-word units as base segments is the most optimal way [3] .
The automatic speech signal segmentation is one of the main tasks in the speech synthesis and recognition processes. The quality of the speech synthesis and recognition results depends considerably on its qualitative solution. Di erent algorithms for speech signal automatic segmentation are already available now [1] [2] [3] [31] [32] [33] [34] . Many available algorithms have their certain advantages and disadvantages. One of the disadvantages of the most of the available segmentation algorithms is their low accuracy and the necessity of preliminary training with the use of a special data set. The choice of a certain segmentation algorithm often depends on speci cs of the solved task and on requirements for the segmentation results. Also there is an actual task of the development of other new algorithms for calculation of informative features, which can be used for stable high accuracy segmentation and recognition of speech signals. One of the new approaches to the solution of this task is viewed in this article. For this purpose we use the new type of informative features named TACcoe cients which provide su cient segmentation accuracy and e ciency. Also there is no necessity of the given algorithm preliminary training.
The main characteristics of the proposed algorithm:
-Dimension of segments: acoustic sub-word units; -Precision: 89%, appropriate for practical use; -Speed: 41366 samples per second (signal sampling rate: 44.1kHz, CPU: Intel Atom N450 1.66, RAM: 1GB, OS: WinXP); -Result reproducibility: high; -Sensitivity to external noises: low; -Additional modalities: throat microphone signal; -Necessity of preliminary training: not needed.
Speech Production Features and Their Use in the Segmentation Process
If we inspect the waveform of the speech signal at di erent scales, we can see some of its features. At the relatively small scales (under conditions of high sampling frequencies), we can clearly see the harmonic forms of the elementary vibrations. The smooth and continuous nature of the ongoing process also can be seen. At a larger scale, we can see the separate stable regions of the harmonic vi- brations, which have the similar formant structure. In this case, some regions of relatively homogeneous oscillations are replaced with other regions which have the di erent formant structure if compared with previous regions. The stabilization and changing process of formant structure of the speech signal also has harmonic nature. If one examines the time-varying form of speech signal, one can see that the stability of formant characteristics is gradually increased with subsequent destabilization and transition to the new stable state. In this case, the transient process can be not only relatively sharp and short-term but also smoother and longer.
The signal of human vocal fold oscillations can be used as independent modality during the speech segmentation and recognition processes. It is well known that the vocal fold is the source of a voiced quasi-periodic excitation. The role of the vocal fold in the process of speech signal generation can be demonstrated on the basis of a simple model of speech production, which is shown in Fig. 1 [35] [36] [37] . In accordance with this model, vocal fold vibrations are modeled by the sinusoidal impulse generator whose spectrum is given P(f ). Noise oscillations are modeled by the white-noise generator with spectrum N(f ). While mixing vocal and noise oscillations, their amplitude levels can be matched by the following parameters: v -for the voice generator, u -for the noise generator. Then output signals from both generators are summed and delivered to the input of block that models the vocal tract where their spectral shape is transformed in accordance with the transfer function H(f ). The emission characteristics of the lips are modeled by L(f ). Hence the spectrum of the speech signal S(f ) is de ned as follows:
If external acoustic noise is taken into consideration in the model, then the spectrum of the resulting signal will be:
For the impact on the speech signal we have the following parameters of the speech production model: a mixture of the internal voice and noise oscillations (determined by v and u), the fundamental frequency (determined by P(f )), the spectral form (speci ed by H(f )), the amplitude of signal (depending on v, u, h). While solving speech recognition tasks by the original speech signal R(f ), there was an attempt to restore the parameters described above, and then to transfer them to the input of the recognizer [35, 36] . Due to objective circumstances (imperfect algorithms, the presence of background noise (E(f ), etc.), the solution of the problem of restoring the model parameters may contain some inaccuracies which can usually become one of the reasons of recognition quality deterioration.
The used model (eq. (1) and Fig. 1 ) is considered to be the most adequately re ecting the objectively occurring physical speech formation processes [9, 10] . The analysis of this model allows to make the single conclusion that the signal of the voice excitation which is presented by the vocal fold oscillations plays the primary role in the speech formation process. Since the speech signal itself is the result of the complex transformations of the voice excitation signal with the further adding of the noise component, and we do not often know the parameters of the vocal tract where the given transformations (ampli cation and suppression of resonant frequencies) are realized, then it is quite reasonable to register directly the excitation signal with the use of a throat microphone. The given model substantiates the necessity of using a throat microphone for direct registration of the voice excitation signal, which in its turn allows getting the additional information for the realization of more accurate segmentation in comparison with the segmentation using only one speech signal. It is rather di cult to restore the source excitation signal directly from the speech signal. For this it is necessary to know the exact physical parameters of the speaker's vocal tract.
The problem of e ective parameter recovery for the given model can be solved by additional tools for the physical measuring of these parameters [17, 18, [20] [21] [22] [23] 38] . One of such tools is a throat microphone. It provides less distorted oscillation signal of the vocal fold P(f ) than recovery of this signal from the acoustic microphone recording R(f ).
Voice oscillations are the speech signal which is produced in the throat by the vocal fold quasi-periodic oscil- lations -v · P(f ). Voice component dominates in the vowel sounds: aa, ae, ah, ao, aw, ax, ay, ih, iy, ow, oy, eh, er, ey, uh, uw (phonetic transcription hereinafter is given in accordance with the Arpabet coding for the English language). Epiglottic cavity (throat, mouth, nose) is the resonator system with the changing contour H(f ) which is modulated by various positions of the moving articulatory organs. When the air stream that carries voice vibrations passes through the resonator system, some formants are ampli ed in di erent frequency regions of the spectrum. The formant ampli cation depends on the volume and shape of this system. These formants specify the character of the vowels. In acoustic sense the vowels are characterized by a clear formant structure (Fig. 2a) of the spectrum and by the relatively high total sound energy (Fig. 2f) [10] . The main dominant in vowel sounds is P(f ) -component, i.e. v > u.
Consonants are usually opposed to vowel sounds of speech (v, w, y, z, zh, f, g, hh, p, r, s, sh, t, th, jh, k, l, m, n, ng, b, ch, d, dh), which consist of voice and noise (v·P(f )+u·N(f ); v > , u > ) or only noise ( ·P(f )+u·N(f ), u > ). The noise is usually formed in the mouth where the air stream meets various obstacles. Consonants can be classi ed by: participation of the voice and noise, place and method of noise formation. For example, sonorants (m, n, l, r, ng, w, jh) are formed with a dominance of the voice over the noise (v > u) [11] .
A particular class of acoustic segments is the pause (silence). The pause is formed at the moment of articulatory organs inactivity when the sounds generated by these organs have the lowest energy (v = , u = ). Often in the pause segments, the various noises are dominated:
noise of acoustic environment, internal noise of voice recording device, power-line noise, etc. The optimal condition for the process of speech analysis and recognition is the highest value of the signalto-noise ratio. In other words, parasitic noise component should have much lower signal energy in comparison with the useful signal.
The above-described distinctive properties of the different phoneme groups can be used for building e cient algorithms for automatic speech segmentation at di erent levels.
Technical Conditions
The period of vocal fold oscillations was chosen as the smallest segment. It was decided to use the throat microphone for segmentation of speech signals according to periodicity of vocal fold oscillations. As the throat microphones are speci c and rarely used devices, it was quite di cult to choose the right throat microphone that has the required characteristics: high sensitivity to low-frequency uctuations of vocal fold, low sensitivity to high-frequency noises of articulation organs and to noises of an external environment, absence of own noises.
The throat microphone of unique construction on the basis of phonendoscope that provides the required characteristics was developed. The structure of the given throat microphone is shown in the Fig. 3a . The simultaneous digital recording of speech signal was performed by two devices: from the throat microphone (Fig. 2c ) that was xed on the speaker's neck near the vocal fold (Fig. 3b) , and from the closely spaced condenser acoustic microphone (Fig. 2b) . The both devices were connected to the sound recording channels with the same polarity. The signal recording from the each device was performed to the separate channel with the sampling rate of Fs = Hz and bit depth of 16 bits. The obtained signals had identical length.
The example of the source throat microphone recording is shown in the Fig. 4a , which shows that there are no high-frequency components in the original signal. The dominant component of this signal is the frequency of vocal fold oscillations -F . The other positive feature of throat microphone signal is that the higher frequency formants (F , F , F , . . . ) are much less expressed in the signal. 
The E ect of the Throat Signal Period Phase Shift Relative to the Acoustic Signal Periods
The e ect of the throat signal period phase shift relative to the ltered acoustic signal periods was found while comparing the separate periods of corresponding speech and throat signals. Also the regular dependence of the phase di erence change depending on the phonetic characteristics of the examined speech signal periods was revealed.
In the process of speaker's speech recording simultaneously from a microphone and a throat microphone, we obtain two separate signals: microphone and throat microphone. In order to improve the properties of these signals, their ltration by the FIR-lter with the pass-band, corresponding to the range of the fundamental frequency change, is realized. After the ltration, these signals take the sinusoidal form, and their oscillation period determines the fundamental frequency. As it is known, the signal sinusoidal model [14] can be expressed by the following formula: x = A · sin ( πt · F + θ), where the sinusoid main parameters are: A -the amplitude, F -the frequency and θ -the phase. If both ltered signals are displayed on one diagram as superposed on time, as it is shown in Fig. 5 , and if the oscillation period of one of the signals is xed and compared with the time-corresponding segment of the other signal, then it is possible to observe the existing phase di erence between these two xed segments. From  Fig. 5 it is seen that both sinusoids have stable and practically equal A and F, but their phase θ mainly changes. Also it is experimentally de ned that the phase di erence considerably depends on the concrete type of the phoneme pronounced at some moment. Thus, it is possible to identify the phoneme, pronounced at the given moment, by the change of di erences of two given signal phases. Moreover, it is possible to recognize the transition moment from one phoneme to another, i.e. to segment the speech signal by the sharp change of the phase di erence. On the basis of the given e ect, the methodology of TAC coe cient calculating and using was constructed for automatic speech segmentation into acoustic sub-word units.
The Proposed Algorithm
The Fig. 4a shows that the source throat microphone signal is not centered about zero due to the presence of high energies in the oscillations with frequencies less than F . Thus, at the rst stage of the algorithm, the nite impulse-response lter (FIR lter) with bandpass . Women usually have the range of F which is broader and is shifted to higher frequencies. The following o set value was chosen: dF = Hz. The result of source throat microphone signal (Fig. 4a ) ltration is shown in Fig. 2d and Fig. 4b .
The FIR lter is a di erence equation describing the relationship between the input and the output signals of the lter:
where P-the order of the lter (P must be even for using the following algorithms of lter coe cient calculation),
x k -the k-th input signal sample, y k -the k-th output signal sample, b i -the i-th lter coe cient. The method with Kaiser Window was used in order to calculate the lter coe cients [42] . According to this method, the lter coecients were calculated by the following formula [40] :
where h i -the ideal impulse lter characteristic, w iKaiser-Bessel window:
where Np = P/ , I () -Bessel function of 0-th order, α-coe cient of Kaiser-Bessel window form:
where Att -the required attenuation in the stop band (dB).
To calculate the lter coe cients, the following parameters Fs = Hz, Fa = Hz, F b = Hz, P = , Att = dB were used. Instead of the standard structure (3), the folded FIR lter structure containing the minimal number of multiplications was used [39] :
where N -the number of samples in the initial signal x. This results in increasing the ltration speed on the basis of the fact that the set of lter coe cients is symmetrical, and its length is odd. Since, after applying the FIR lter, the resulting signal is delayed relative to the initial one for P/ samples, it is necessary to make the shift of the resulting signal:
Thus, at the rst stage, the FIR lter of the P-th order with the pass band of [Fa = ; F b = ] Hz was used. It was applied for ltering throat and acoustic microphone signals having the same length N equal to the length of the original signals. As a result, the following signals were obtained after the ltration: L -the ltered throat microphone signal and M -the ltered acoustic microphone signal (Fig. 2c-d) .
At the second stage, the search of local maxima in L is to be made for all values of i = . . . N − :
, else
In case ∀i ∈ { , N − } , E i = . For alignment of extremes after E i initial calculation, the following two operations for all i ∈ { , N − } should be carried out:
The sample y i is marked as a local maximum if E i = . In Fig. 4b the example of the result of ltration and searching local maxima for the throat microphone signal L was shown. Then all the resulting local maxima are selected into the separate set W; the indexes of the corresponding signal samples are assigned to w i elements of W, thus ≤ i ≤ C W − , where C W -the number of local maxima in L. The set W contains the indices of the signal samples which are the boundaries of the individual periods of the vocal fold oscillations. Then in consecutive order for each period of oscillations which is the set of samples limited by the pair of samples with indexes w i ; w i+ , r i -coe cients (TAC coe cients) of throat and speech signal correlation are calculated for each i ∈ ; Cw − :
Thus, the set R consisting of TAC coe cients (Fig. 2e ) numbering Cw − is obtained. The order of arrangement of TAC coe cients in the set R corresponds to the order of arrangement of separate local maxima in W. At thenal stage of algorithm work, the analysis of R signal form changing dynamics with the aim of revealing boundaries between its distinct parts that possess relative stationarity of their properties is realized. For that purpose, the R signal segmentation into two-type segments by the feature of availability/absence of high-frequency component is realized. At rst, the high-frequency lter is applied, and then by the ltered signal the energy contour is calculated where the moments of transition between segments with availability/absence of high-frequency component in accordance with the xed threshold value are determined [41] . Then, inside the segments with dominating low-frequency component, the search for such TAC coefcients which have the maximal speed of changing the value in the xed neighborhood relatively to neighboring TAC coe cients is realized. The segment boundaries are also marked in the place of the found TAC coe cients. In Fig. 2e the segmentation result example is shown. In this gure the boundaries of the obtained segments were marked by the vertical lines.
Thus, the set U where separate elements u as values contain indices of source speech signal samples corresponding to segment boundaries is formed.
Experimental Results
In Fig. 2e the TAC coe cient changing diagram of separate periods of throat and speech signals was shown. In the same diagram, the boundaries of segments obtained with the help of the above considered automation segmentation algorithm were marked by the vertical lines. The specialized software was developed on the basis of the algorithm o ered in this article, and it is possible to carry out the speech signal automatic segmentation using it. The 10-minute speech signal was recorded for the aim of the segmentation quality checking. This speech signal was twice independently segmented. The rst segmentation was only carried out in algorithmic way using the developed software. The second segmentation was carried out manually by an expert in phonetics. Thus, we obtained two sets of segments: the rst one was received in the automatic way, and the second one was received manually. The result of the manual segmentation was taken as a standard. The accuracy estimation was made by the calculation of the number of correspondences and di erences between two segment sets.
The accuracy evaluation of algorithm was obtained by the experimental way. For this purpose, the recording of continuous speech of 8 di erent speakers (4 men and 4 women) with total 10 min. duration was performed. The speech signal was recorded with sampling rate of 44.1 kHz simultaneously by two channels (stereo recording). The speech signal itself was recorded by the rst channel, and the throat microphone recording was performed by the second one. Then, the manual segmentation of the recorded speech signals into sub-word units by the acoustic homogeneity was conducted. As a result of the manual segmentation, test data collection consisting of 7815 segments was formed. Availability of 7815 segments in 10-minute signal provides single segment average duration evaluation equal to 76.7 msec. During calculation of segmentation accuracy evaluations, the appropriate segment boundary o set was 15 msec. In the given experiment the onset segment boundary was taken for its boundary. In this case, the o set boundary of the previous segment is the onset boundary of the following one. The appearance of additional onset boundary was registered as an "insertion", and the loss of the existing boundary as a "deletion". Under these conditions, the registration of the fact of the segment onset boundary incorrect detection results in simultaneous deletion and insertion.
In Table 1 , the results of the experiment conducted for determination of accuracy evaluation of the considered automatic segmentation algorithm are shown. As a result of execution of test data collection automatic segmentation process, 8312 segments were obtained from which 7014 were de ned as correct ones. The given fact substantiates availability of 1298 insertions (8312-7014=1298). The number of deletions is obtained as the di erence between the number of segments in the test collection and the number of the obtained correct correspondences (7815-7014=801). The rate of correct correspondences is determined as ratio of the number of the correct correspondences to the total number of segments in the test collection. While calculating the rate of errors, the sum of deletions and insertions is taken into consideration. It should be noted that since the results of test data collection manual segmentation were taken as the etalons, the given rate of errors in fact should be less because own errors also appear during manual segmentation.
The considered algorithm working speed evaluation was also executed, and it was equal to 41366 samples per second with the sampling rate of 44.1 kHz. The segmentation was implemented on the personal computer with the following characteristics: CPU Intel Atom N450 1.66 GHz, RAM: 1 GB, OS: WinXP.
The Analysis of TAC coe cients Properties
In the Fig. 2e as an example, the TAC coe cient changing diagram was shown for separate periods of throat and speech signals. It can be seen that di erent phonemes have di erent values of TAC coe cients, and the same phonemes have close values. In the central parts of the voiced phoneme segments, the coe cient value is stabilized and smoothly changes while moving to another voiced phoneme, i.e. these coe cients have oscillatory dynamics associated with alternation of phonemes and phonemic transitions. In case of a sudden change of the acoustic pattern, for example, in explosive phonemes, a sharp disturbance of smoothness of TAC-contour also occurs. The following law also was revealed: for purely noise phonemes (which do not have vocal component), and also for segments containing silence (pause), the TAC-contour shows chaotic properties. On the basis of the above described properties of TAC coe cients, it is possible to make the conclusion on possibility of their application for solving the problems of automatic speech signal segmentation. Also it is obviously possible to use TAC coe cients as an additional informative feature for solving speech recognition problems. For each signal oscillation period which is set by indexes of boundary samples w i ; w i+ , the following additional parameters can be calculated: the average energy, the fundamental frequency (F ), the time derivative of the fundamental frequency (Fig. 2f-h ). All the parameters obtained on the basis of the joint analysis of throat and speech signals are synchronized by the fundamental frequency of a throat signal, that being very convenient for realization of the further analysis.
The investigation of properties of TAC coe cients was done separately for all phonemes. The following parameters were investigated: time dynamics of TAC coe cient change, distinction and generality of TAC coe cient properties both of separate phonemes and of their groups. In Table 2 as an example, the values of TAC coe cients for various phonemes are shown. Statistical measurements of TAC coe cients were made in the central stabilized segments of phonemes and did not a ect the transitive areas between the adjacent phonemes. The given table shows the following characteristic properties of TAC coe cients for various groups of phonemes:
1. Consonant phonemes have a narrow length of a TAC coe cient change range, while vowels -a wide length. 2. During the transition from one phoneme to another one, the appropriate segment of the contour also shows the transition process of changing the value of one TAC coe cient to another.
3. The stable signal segment of the vowel phonemes corresponds to the minimum on TAC-contour. The stable signal segment of the voiced consonants corresponds to the maximum. For the noise consonants, the TAC-contour has the random chaotic character. 4. Average TAC coe cient module value of consonants is bigger than of vowels. 5. Various phonemes have various TAC coe cients. 6. If the phonemes have more similar acoustic properties, the values of TAC coe cients are closer.
Conclusion
In this paper we presented the methodology of applying correlation analysis of throat and speech signals for their automatic segmentation. This methodology which is based on using of TAC coe cients has been successfully applied to develop the system of multi-level phonetic speech signal segmentation. This functionality which is based on the TAC coe cients was used by the authors in the development of multi-level phonetic speech signal segmentation system. The following problems were automatically solved using the TAC coe cients:
1. Speech segmentation into acoustic sub-word units. In further work we plan to investigate the use of TAC coe cients as an additional parameter in automatic speech recognition systems. It is expected that the use of this coe cient as an additional parameter in speech recognition systems should enable increased stability of the recognition result to the external noise and providing overall recognition accuracy. Also in the future it is planned to investigate the question of optimization of algorithms which use TAC coe cients to solve real time recognition tasks.
