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Abstract
We introduce the $con|^{-}ept$ of non-favorite recurrent set of time inhomogeneous
diffusion processes on a space-time doinain and give some conditions under which
the space-time domain given by its t-section $B(0, r(t))=\{x\in \mathbb{R}^{d} : |x|<r(t)\}$ being
a non-favorite recurrent set of the diffusions in the framework of recurrent Dirichlet
forms. Some related examples are presented.
1 Introduction
Consider the family of time dependent symmetric forms
$\mathcal{E}^{(t)}(u, v)=\sum_{:,j=1}^{d}\int_{P_{\iota}^{d}}o_{i_{\dot{j}}}^{(t)}(.\iota^{})\frac{rf.\cdot\iota\iota}{\partial\iota:_{i}}\frac{d\iota)}{\partial x_{j}}dx$, $\tau\iota,$ $?)\in C_{0}^{1}(\mathbb{R}^{d})$ (1.1)
corresponding to a symmetric positive definit, $\mathfrak{t}^{J}$. family $\{a_{ij}^{\langle t)}(x), t\geq 0\}_{1\leq i,j\leq d}$ satisfying
$\underline{a}(t)\sum_{ij=1}^{d}\backslash ^{)}(x)\xi_{i}\xi_{j}\leq\sum_{i.,j=1}^{d}(r_{ij}^{(t)}(.r)\xi_{i}\xi_{j}\leq\frac{1}{\underline\{x(t)}\sum_{i,j=1}^{d}a_{ij}^{(0)}(x)\xi_{i}\xi_{j}$ (1.2)
for some positive non-increasing function $\underline{a}(t)$ . Here $C_{0}^{1}’(\mathbb{R}^{d})$ is the space of continuously
differentiable functions with compact, $L\dot{s}t$ ] $)])(I^{\cdot}t$ . in $\mathbb{R}^{d}$ and $(\xi_{1)}\xi_{2}, \cdots, \xi_{d})\in \mathbb{R}^{d}$ . Assuming
$(\mathcal{E}^{(0)}, C_{0}^{1}(\mathbb{R}^{d}))$ is closable, the regular Dirichlet form $(\mathcal{E}^{(0)}, H^{1}(\mathbb{R}^{d}))$ on $L^{2}(\mathbb{R}^{d})$ is defined
by the smallest closed extension of (1.1) (cf.[2]). Then $(\mathcal{E}^{(t)}. H^{1}(\mathbb{R}^{d}))$ defines a family of
time dependent regular Dirichlet forms on $L^{2}(\mathbb{R}^{d})$ .
A time inhomogeneous diffusion $|^{-}JI^{\cdot}t)\langle eS_{\iota}r^{\backslash }M=\{arrow\lambda_{t}^{r}, P_{(s,x)}, (s, x)\in[0, \infty)\cross \mathbb{R}^{d}\}$ is said
to be associated with $(\mathcal{E}^{(t)}, H^{1}(\mathbb{R}^{d}))$ if the transition function $u_{t}(s, x)=E_{(s,x)}(f(X_{t-s}))$
of $M$ satisfies the following terminal value $1^{\gamma r(1\prime}$)$]eni$
$- \int_{\mathbb{R}^{d}}\frac{\partial\tau\iota_{t}(Lqx)}{\partial_{c}’q}\uparrow)(:1^{Y})(\int,$
.
$+\mathcal{E}^{(.s)}(\iota\iota_{f}(.\backslash \cdot. \cdot), \uparrow!)=0$ , $u_{t}(t.x)=f(x)$ (13)
for any $s<t$ and $L^{1}\in C_{0}^{\tau 1}(\mathbb{R}^{d})$ . By making use of $M$ , we define the associated space-
time diffusion process $Z=\{Z_{f}, P_{(s,.\cdot r)}\}|_{\urcorner}yZ_{f}=(\tau(t), AX_{t}^{r})$ , where $\tau(t)=\tau(0)+t$ is the
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uniform motion to the right. We especially denote by $M^{(0)}=\{X_{t}, P_{x}^{(0)}, x\in \mathbb{R}^{d}\}$ the
time homogeneous diffusion process $ass(\langle ja$ ted $wit1i(\mathcal{E}^{(0)}, H^{1}(\mathbb{R}^{d}))$ . Let $\Gamma$ be a space-time
domain of $[0, \infty)\cross \mathbb{R}^{d}$ and denotes $I_{f}^{\urcorner}=\{.l\cdot\in \mathbb{R}^{d}:(t, x)\in\Gamma\}$ the t-section of $\Gamma$ . Let
$\sigma_{\Gamma}=\inf\{t>0:X_{t}\in\Gamma_{\tau(t)}\}$ $($ resp. $\sigma_{\ulcorner}=\inf\{t>0:Z_{t}\in\Gamma\})$ the first hitting time of $X_{t}$
(resp. $Z_{t}$ ) to $\Gamma_{\tau(t)}$ (resp. F). In part,icular, we simply write $\sigma_{\Gamma}$ as $\sigma_{C}$ if $\Gamma=[0, \infty)\cross C$
for a set $C\subset \mathbb{R}^{d}$ .
Let us introduce the following definition: [’ is $ha$icl to be a non-favorite recurrent set
of $M$ (or Z) if $\Gamma$ is a recurrent set of $M$ (or Z) (i.e., $P_{(s,\varphi)}(\sigma_{\Gamma}<\infty)=1$ for all $s\geq 0$
and for a measurable function $\varphi$ on $\mathbb{R}^{d}$ , where $P_{(s,\varphi)}(\cdot)$ $:= \int_{\mathbb{R}^{d}}P_{(s,x)}(\cdot)dx)$ , and for any
$C\subset \mathbb{R}^{d}$ such that $C\cap\Gamma_{\tau(\ell)}=\emptyset$ for all $t\geq 0$ ,
$\int_{s}^{S}P_{(\tau,\varphi)}(\sigma_{\Gamma}<\sigma_{C})(l\tau=o(S)$ $(Sarrow\infty)$ (1.4)
for a measurable function $\varphi$ having the support on $\Gamma_{\tau(\ell)}^{c}$ .
Note that any compact subset $K$ of $\mathbb{R}^{d}$ is a recurrent set of $M^{(0)}$ . However if the
set $K$ varies depending on ttiie, the matters are not so simple (excepting the case of
Brownian motion). Therefore it is a natural question that under what conditions on the
time (homogeneous) $inhomog\cdot\vee\supset neous$ diffusion $(M^{(0)})$ M. a space-time domain $\Gamma$ is to be
a recurrent set. By applying a quite general answer for this question we are obtained,
our another question is that under what $(o\iota lditions$ on the diffusion $M,$ $\Gamma$ is to be a
non-favorite recurrent set.
The purpose of this article is to suggest some partial answers for these problems under
the framework of recurrent Dirichlet forms. In particular, we shall give some conditions
under which a space-time $doI_{-}1A$in $\Gamma_{B}$ given bv its i-section $B(O, r(t))^{c}=\{x\in \mathbb{R}^{d}:|x|>$
$r(t)\}$ with a positive non-decreasing spheie function $’(t)$ being a non-favorite recurrent
set of M.
In section 2, we give a general $(riteI^{\cdot}i\langle)I)$ for $1_{B}^{\urcorner}$ being a recurrent set of $M$ by using the
dual transition function of the part of the time inhomogeneous transformed process by a
diffeomorphism. Some inequalities $t\cdot OlltP\Gamma Iling$ parabolic harmonic functions of the space-
time diffusion $Z$ are also cons-dered. In section 3, we shall show under certain conditions
on $\underline{a}(t)$ and $r\cdot(t)$ that $\Gamma_{B}$ is to $|)e$ a non-favorite recurrent set of M. Some related examples
are considered in section 4. We use $k_{7}$ to denote appropriate constants, and refer readers
to [2] ([7]) for understanding the general theorv of Dirichlet (time dependent Dirichlet)
forms.
2 General criterion for recurrent sets
Let $\hat{M}=\{\hat{X}_{t},\hat{P}_{(\underline{t,}y)}, (t, y)\in[|3, \infty)\cross \mathbb{R}^{d}\}|)Q$ the dual process of $M$ and $\hat{Z}=\{\hat{Z}_{\ell},\hat{P}_{(t,y)}\}$
with $\overline{Z}_{\ell}=(\hat{\tau}(t), X_{t})$ the associated dual space-tiine process, where $\hat{\tau}(t)=\hat{\tau}(0)-t$ is the
uniform motion to the left. Let $\hat{\sigma}_{\ulcorner}$ be $t$ he first hitting time of $\lrcorner\hat{X}_{t}$ (or $\hat{Z}_{\ell}$ ) to a space-time
domain $\Gamma\subset[0, \infty)\cross \mathbb{R}^{d}$ . Consider $t$,he dual tiansition function of the part process of $\hat{M}$
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on $\Gamma^{c},\hat{u}_{s}^{\Gamma}(t, y)=\hat{E}_{(t,y)}(\varphi(\hat{X}_{t-s}) : t-s<\hat{\sigma}_{\Gamma})$ for a measurable function $\varphi$ . Then by the
duality, $\hat{u}_{s}^{\Gamma}(t, \cdot)$ satisfies
$\int_{\mathbb{R}^{d}}u(t, y)\frac{\partial\hat{u}_{s}^{\Gamma}(t,y)}{\partial t}dy+\mathcal{E}^{(t)}(\iota\iota(t, \cdot).\hat{?\iota}_{s}^{\Gamma}(t, \cdot))=0$, $\hat{u}_{s}^{\Gamma}(s, y)=\varphi(y)$ (2.5)
for any $s<t$ and $u(t, \cdot)\in H^{1}(\mathbb{R}^{d})$ .
Let $\Phi(t, \cdot)$ be a diffeomorphism from $\mathbb{R}^{d}$ onto itself such that $\Phi(0, y)=y$ and smooth
relative to $t$ . Put $f(t, y)=u(t, \Phi(t, y))$ and $g(t, y)=v(t, \Phi(t, y))$ . Then
$\mathcal{E}^{(t)}(\uparrow\iota(t, \Phi(t, \cdot)), v(t, \Phi(t, \cdot)))=\sum_{\dot{r}j=1}^{d}J_{\mathbb{P}^{d}}(y_{ij}^{(t)}(y)\frac{\partial f}{\partial y_{i}}(t, y)\frac{\partial g}{\partial y_{j}}(t, y)\rho(t, y)dy$ (2.6)
and
$\int_{\mathbb{R}^{d}}\frac{\partial u}{\partial t}(t, \Phi(t, y))v(t, \Phi(t, y))dy=\int_{1R^{d}}(\frac{rJf}{(ft}(t, y)-\sum_{i=1}^{d}\beta_{i}(t, y)\frac{\partial f}{\partial y_{i}}(t, y))g(t, y)\rho(t, y)dy$,
(2.7)
where $\gamma_{ij}(t, y)=\partial\Phi_{j}(t, y)/\partial y_{i},$ $p(t.y)=d\epsilon^{\backslash }t(\gamma_{ij}(t, y)),$ $(\gamma_{ij}^{-1})=(\gamma_{ij})^{-1}$ ,
$\alpha_{ij}^{(t)}(y)=\sum_{k,l=1}^{d}\gamma_{ki}^{-1}a_{kl}^{(t)}(\Phi(t, y))\gamma_{lj}^{-1}$ and $\mathcal{B}_{\gamma}(t, y)=\sum_{k=1}^{d}\gamma_{ki}^{-1}\frac{\partial\Phi_{k}}{\partial t}(t, y)$ .
Let $Y_{t}=\Phi^{-1}(t, X_{t})$ be the process determined by the inverse image of $X_{t}$ by the inverse
function $\Phi^{-1}(t, \cdot)$ . Then $M^{\Phi}$ $:=\{Y_{t}, P_{(s,x)}^{\Phi}\}$ is the time inhomogeneous diffusion process
corresponding to the family of time dependent Dirichlet form $(\mathcal{E}^{(t,\Phi)}, H^{1}(\mathbb{R}^{d}))$ on $L^{2}(\mathbb{R}^{d};\mu_{t})$
given by
$\mathcal{E}^{(t,\Phi)}(f(t, \cdot), g(t, \cdot))=\mathcal{E}^{(\ell)}(n(t. \Phi(t. \cdot)),$ $(’(t, \Phi(t, \cdot))),$ $\mu_{t}(dy)=\rho(t, y)dy$ .
By $\hat{M}^{\Phi}=\{\hat{Y}_{t},\hat{P}_{(t_{1}y)}^{\Phi}\}$ , we denote the dual process of $M^{\Phi}$ relative to $\mu_{t}$ . We make the
following assumption on the family $\{(\iota_{jj}^{(t)}’(.y)\}_{1\leq i,j\leq d}$ :
(A) There exist a symmetric positive definite family $\{(v_{ij}^{(0)}(y)\}_{1\leq i,j\leq d}$ and a non-increasing
positive function $\underline{\alpha}(t)$ such that
$\underline{\alpha}(t)\sum_{i,j=1}^{d}(y_{jj}^{(0)}(.\{/)\xi_{i}\xi_{j}\leq\sum_{ij=1}^{d}\alpha_{ij}^{(t)}(y)\xi_{i}\xi_{j}$ (2.8)
for any $(\xi_{1}, \xi_{2}, \cdots , \xi_{d})\in \mathbb{R}^{d}$.
Fix a connected open set $D$ of $\mathbb{R}^{d}$ and set
$’//D( \dagger)=\sup_{y\in D}\frac{1}{/)(t\backslash y)}(\sum_{i=1}^{d}\frac{(J(/f_{i}\rho)}{r7y_{i}}-\frac{\partial\rho}{\partial t})(t, y)$
$\lambda_{D}(t)=h:_{0}\underline{\alpha}(t)\frac{i_{11}f_{1/\in D/)(\ddagger\{)}\backslash /}{\sup_{y\in D}/)(t\backslash y)}$.
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where $k_{0}$ is a constant satisfying the inequality
$k_{0} \int_{D}\psi(y)^{2}dy\leq \mathcal{E}^{(0,\Phi)}(t^{1}\cdot 4’):=\sum_{i=1}^{d}\int_{D}\alpha_{ij}^{(0)}(y)\frac{\partial\psi)}{\partial y_{i}}\frac{\partial\psi}{\partial y_{j}}dy$ (2.9)
for any $\psi\in C_{0}^{1}(D)$ . Such a constant $\lambda_{0}^{\wedge}$ can be taken as 1 $R^{0}1\Vert_{\infty}^{-1}$ $(if 1R^{0}1\Vert_{\infty}<\infty)$ by
using the potential $R^{0}$ of the diffnsion pro $(e_{c}\mathfrak{B}$ on $D$ associated with $(\mathcal{E}^{(0,\Phi)}, H_{0}^{1}(D))$ ([9]).
Now we give a general criterion for a space-time domain $\Gamma$ corresponding to a fixed
domain $F=\mathbb{R}^{d}\backslash D$ by a diffeomorphism $\Phi I$) $eing$ a recurrent set of M.
Theorem 2.1. Assume (A) and set $\Gamma$ $:=\{(t, \Phi(t, y)):6’\leq t, y\in F\}$ . If
$\lim_{\tauarrow\infty}\sqrt{\mu_{\tau}(D)}\exp(\int_{s}^{\tau}(\frac{1}{2}7\mathfrak{j}D(t)-\lambda_{D}(t))dt)=0$ , (2.10)
then $P_{(s,\varphi)}(\sigma_{\Gamma}<\infty)=1$ for any $s\geq 0$ and an initial distrt,bution $\varphi$ on $\mathbb{R}^{d}$ . In other
words, $\Gamma$ is a recurrent set of M.
Proof. The idea of the proof is essentially to due [4]. Let $\hat{\tau\iota}_{s}^{F}(t, y)=\hat{E}_{(\ell,y)}^{\Phi}(\varphi(\hat{Y}_{\ell-s})$ : $t-s<$
$\hat{\sigma}_{F}^{\Phi})$ be the dual transition function of the part process of $\hat{M}^{\Phi}$ on $D$ , where $\hat{\sigma}_{F}^{\Phi}$ denotes
the first hitting time of $\hat{Y}_{t}$ to $F$ . Then since $\hat{n}_{s}^{F}(t, \cdot)=\hat{u}_{s}^{\Gamma}(t, \Phi(t. \cdot))$ , it satisfies for $s<t$
$\mathcal{E}^{(t,\Phi)}(f(t, \cdot),$ $\hat{u}_{s}^{F}(t, \cdot))$
$=- \int_{D}f(t, y)\frac{\partial(\hat{u}_{s}^{F}/))}{\partial t}(t, y)dy-\sum_{i=1}^{d}\int_{D}\beta_{i}(t, y)\frac{\partial f}{\partial y_{i}}(t, y)\hat{u}_{s}^{F}(t, y)d\mu_{t}(y)$ (2.11)
in view of (2.5), (2.6) and (2.7). In particular, by taking $f=\hat{u}_{s}^{F}$ in (2.11), we have
$\mathcal{E}^{(t,\Phi)}(\hat{u}_{s}^{F}(t, \cdot),$ $\hat{\downarrow\iota}_{s}^{F}(t, \cdot))$
$=- \frac{1}{2}\frac{d}{dt}\int_{D}\hat{u}_{s}^{F}(t, y)^{2}(l_{l^{l\ell}}(y)-\frac{1}{2}\int_{D}\frac{\dot{\zeta}J\rho}{\partial t}(t, y)\hat{u}_{s}^{F}(t, y)^{2}dy$
$- \frac{1}{2}\sum_{i=1}^{d}\int_{D}\beta_{i}(t.y)\frac{()(\hat{u}_{s}^{F}(.t,y)^{2})}{(y_{v_{i}}}d_{l}\iota_{t}(y)$
$=- \frac{1}{2}\frac{d}{dt}\hat{H}_{D}(t)+\frac{1}{2}\int_{D}(\sum_{i=1}^{d}\frac{\partial(\beta_{i}\rho)}{rJy_{i}}-\frac{\partial p}{\partial t})(t, y)\hat{u}_{s}^{F}(t, y)^{2}dy$
$\leq-\frac{1}{2}\frac{d}{dt}\hat{H}_{D}(t)+\frac{1}{2}\uparrow 7D(t)\hat{H}_{D}(t)$ . (2.12)
where
$\hat{H}_{D}(t)=\int_{D}\hat{\iota\iota}_{s}^{F}(t.y)^{2}d_{\angle}\iota_{t}(y)$ .
On the other hand, by the assumption (A) aiid (2.9),
$\lambda_{D}(t)\hat{H}_{D}(t)\leq\underline{\alpha}(t)\mathcal{E}^{(0,\Phi)}(\hat{u}_{s}^{F}(t, \cdot).\hat{\{\ell}_{s}^{F}(t. \cdot))\leq \mathcal{E}^{(\ell.\Phi)}(\hat{u}_{s}^{F}(t, \cdot),$ $\hat{\{\iota}_{s}^{F}(t, \cdot))$ . (2.13)
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Note that $\hat{H}_{D}(\cdot)$ depends only on $\Gamma$ and is independent on the choice of $\Phi$ whenever $F$






$arrow$ $0$ as $\tauarrow\infty$
by virtue of the duality and (2.14). $\square$
For a space-time domain $\Gamma\subset[0, \infty)\cross \mathbb{R}^{d}$ , let $h(t, x)$ be an $\alpha$-excessive function of the
space-time diffusion $Z=\{Z_{t}, P_{(s,x)}\}$ such that $h\cdot I_{\Gamma}\in L^{2}([0, \infty)\cross \mathbb{R}^{d};dtdx)$ . Put
$H_{\Gamma^{\backslash }}^{a}h(t, .\iota)=E_{(\ell x)}(e^{-0\sigma_{\Gamma}}h(Z_{\sigma_{\Gamma}}))$ , $\alpha>0$ . (2.15)
Then it is a quasi-version of $e_{h\cdot I_{\Gamma}}^{(\mathfrak{a})}( \dagger..1^{\cdot})=\lim_{\epsilonarrow 0}/1_{\epsilon}(t, x)$ , where $h_{\epsilon}(t, x)$ is the unique
$\alpha$-excessive function of $Z$ satisfying
$- \int_{N^{d}}\frac{\partial h_{\epsilon}}{\partial t}(t, x)v(x)dx+\mathcal{E}_{t\backslash }^{(t)}(/\}_{\mathcal{E}}(t, \cdot), |’(\cdot))=\frac{1}{\xi}-\int_{\mathbb{I}\xi^{d}}(/?_{\epsilon}-h\cdot I_{\Gamma})^{-}(t, .r)v(x)dx$ (2.16)
for any $\epsilon>0$ and $v\in H^{1}(\mathbb{R}^{d})$ (cf. Lemma 3.1 and Theorem 3.1 in [7]). Here $\mathcal{E}_{a}^{(t)}(\varphi, \psi)$ $:=$
$\mathcal{E}^{(t)}(\varphi, \psi)+\alpha\int_{N^{d}}\varphi(x)\psi(x)d.r$ . Let $c_{j’}$) $(t..r)$ be a non-negative function such that $\phi(t, x)=$
$h(t, x)$ on $\Gamma$ . Then since
$\int_{R^{d}}(/\iota_{\epsilon}-/\iota\cdot l_{\Gamma})^{-}(t..\iota\cdot)([|_{\xi}-\phi)(t, .r)dx\leq 0$ ,
we have from (2.16) that
$\mathcal{E}_{\alpha}^{(t)}(h_{\epsilon}(t. \cdot), (l_{7_{\epsilon}}-q)(t. \cdot))$
$\leq\int_{\mathbb{R}^{d}}\frac{\partial h_{\epsilon}}{\partial t}(t_{1}\cdot)(/\iota_{\epsilon}-\varphi)(t..’\cdot)(l.\}$
.
$= \frac{1}{2}\int_{1R^{d}}\frac{\partial(h_{\epsilon}-\phi)^{2}}{\partial t}(\dagger..l\cdot)(l.\iota\cdot+\int_{\mathbb{I}t^{d}}\frac{c)\phi}{()t}(f, \gamma;)(h_{\epsilon}-\phi)(t, x)d.r\cdot$ . (2.17)
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By multiplying $\underline{a}(t)^{-1}$ and integrating both sides of (2.17) over $[t_{1}, t_{2}](0\leq t_{1}<t_{2}<\infty)$ ,
it yields that
$\int_{t_{1}}^{t_{2}}\frac{1}{\underline{a}(t,)}\mathcal{E}_{a}^{(\ell)}(h_{\epsilon}(t, \cdot), (\iota_{\epsilon}-\mathfrak{q}^{j})(t, \cdot))dt$
$\leq\frac{1}{2\underline{\alpha}(t_{2})}\Vert(h_{e}-\phi)(t_{2}, \cdot)\Vert_{2}^{2}-\frac{1}{2\underline{t\iota}(t_{1})}\Vert(h_{\epsilon}-\phi)(t_{1}, \cdot)\Vert_{2}^{2}$
$- \frac{1}{2}\int_{t_{1}}^{t_{2}}\frac{d}{dt}(\frac{1}{\underline\alpha(t)})\Vert(h_{\epsilon}-\phi)(t, \cdot)\Vert_{2}^{2}dt$
$+$ $\int_{\ell_{1}}^{\ell_{2}}\frac{1}{\underline a(t)}(\int_{\mathbb{R}^{d}}\frac{(J\phi}{\partial t}(t..\ddagger:)(h_{\epsilon}-\phi)(t, x)dx)dt$ , (2.18)
where $\Vert\cdot\Vert_{2}$ denotes the $L^{2}$-norm in $\mathbb{R}^{d}$ . Suppose $\phi(t, \cdot)$ is non-increasing relative to $t$ on
$[t_{1}, t_{2}]$ . By letting $\epsilonarrow 0$ and $\alphaarrow 0$ , we then see that $\lim_{aarrow 0}H_{\Gamma}^{\alpha}h(t, \cdot)\equiv H_{\Gamma}h(t, \cdot)=$
$E_{(t,x)}(h(Z_{\sigma_{\Gamma}}))\in H^{1}(\mathbb{R}^{d})$ and the inequality (2.18) also holds by replacing $h_{\epsilon}$ to $H_{\Gamma}h$ in
view of the remark mentioned right after (2.15). Noting $(a_{2}-b_{2})^{2}-(a_{1}-b_{1})^{2}+b_{1}^{2}-b_{2}^{2}\leq$
$a_{2}^{2}+2a_{1}b_{1}$ ,
$\int_{t_{1}}^{t_{2}}\frac{d}{dt}(\frac{1}{\underline a(t)})\Vert(H_{\Gamma}h-\phi)(t, \cdot)\Vert_{2}^{2}$ $(it\geq 0$ and $\int_{\ell_{1}}^{\ell_{2}}\int_{\mathbb{N}^{d}}\frac{\partial\phi}{\partial t}(t, x)H_{\Gamma}h(t, x)dxdt\leq 0$,
we have the following lemma.
Theorem 2.2. Let $\phi(t, x)$ be a non-negative function on $[0, \infty)\cross \mathbb{R}^{d}$ such that $\phi(t, x)=$
$h(t, x)$ on $\Gamma$ and non-increasing relative to $t\in[t_{0}.\infty)$ for some $t_{0}\geq 0$ . Then for $t_{0}\leq$
$t_{1}<t_{2}<\infty$ ,
$\int_{t_{1}}^{t_{2}}\frac{1}{\underline a(t)}\mathcal{E}^{(t)}(H_{r}h(t, \cdot), H_{\Gamma}f\}(t, \cdot))dt$
$\leq\frac{1}{2\underline{a}(t_{2})}\Vert H_{\Gamma}h(t_{2}, \cdot)\Vert_{L^{2}(\Gamma_{T(l_{2})}^{c})}^{2}+\frac{1}{\underline{(\iota}(t_{1})}\Vert(cp’\cdot H_{\Gamma}h)(t_{1}, \cdot)\Vert_{L^{2}(\Gamma_{\tau(1_{1})}^{r})}^{2}$
$+ \frac{1}{2}\int_{1}^{t_{2}}\frac{d}{dt}(\frac{1}{\underline a(t)})\Vert\phi(t, \cdot)\Vert_{L^{2}(1^{\neg})}^{2}r_{7(’)}(ll+J_{t_{1}}^{t_{2}}\frac{1}{\underline a(t)}\mathcal{E}^{(t)}(H_{\Gamma}h(t, \cdot), \phi(t, \cdot))dt$. (2.19)
3 Non-favorite recurrent sets
In this section, we apply general criterion of the previous section for recurrent sets to the
space-time domain $\Gamma_{B}$ given by its t-section $B(O.r(t))^{c}=\{x\in \mathbb{R}^{d}:|x|>r(t)\}$ with a
non-decreasing smooth sphere function $r(t)$ such that $r(O)=1$ , and give some conditions
on $\underline{(\iota}(t)$ and $r(t)$ under which $\Gamma_{B}$ being a non-favorite recurrent set of M.
Let us consider the di $ff(_{J}^{\lrcorner}\{)m\langle)r])hih111$ of the foriii $\Phi(t, |/)=r(t)y$ . Then $\Phi$ maps $F=$
$\{y\in \mathbb{R}^{d} : |y|\geq 1\}$ to $B(0\backslash r(t))^{c}$ and for $d’J1\gamma i$ . $j=1.2,$ $\cdots.d$ ,
$\{\begin{array}{ll}\gamma_{ij}(t.y)=r(t)\delta_{i/} \rho(t, y)=r(t)^{d} [Case]\end{array}$
$\alpha_{i}^{(:)(t)}(y)=\frac{1}{r(t)^{2}}(/_{J}(’\cdot(t).|))$
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where $\beta=(\beta_{1}, \beta_{2}, \cdots.\beta_{d})$ and $div\beta$ stands for the divergence of $\beta$ . In this case, the
inequality (2. 12) becomes
$\mathcal{E}^{(t,\Phi)}(\hat{u}_{s}^{F}(t, \cdot),$ $\hat{\iota\iota}_{s}^{F}(t. \cdot))=-\frac{1}{2}\frac{d}{dt}\hat{H}_{D}(t)$
and moreover
$\sum_{i,j=1}^{d}\alpha_{ij}^{(t)}(y)\xi_{i}\xi_{j}=\frac{1}{r(t)^{2}}\sum_{i,j=1}^{d}(\iota_{ij}^{(t)}(r(t)y)\xi_{i}\xi_{j}\geq\frac{\underline{a}(t)}{r(t)^{2}}\sum_{i,j=1}^{d}a_{ij}^{(0)}(r(t)y)\xi_{i}\xi_{j}$
by virtue of (1.2). Therefore, if
$\sum_{i,j=1}^{d}a_{ij}^{(0)}(r(t)y)\xi_{i}\xi_{j}\geq b(t)\sum_{i,j=1}^{d}\alpha_{ij}^{(0)}(y)\xi_{i}\xi_{j}$ (3.20)
for some positive non-increasing function $b(t)$ , then (2.8) holds for $\underline{\alpha}(t)=\underline{a}(t)b(t)r(t)^{-2}$ .
Hence we have from (2.14) that
$\hat{H}_{D}(\tau)\leq\Vert\varphi\Vert_{\mu_{h}}\exp(-2k_{0}\int_{s}^{\tau}\frac{\underline a(t)b(t)}{r(t)^{2}}dt)$ .
Now, the following theorem will be immediately obtained by the same procedures as in
the rest of the proof of Theorem 2.1.
Theorem 3.1. Suppose that there exists a positive non-increasing function $b(t)$ satisfying
(3.20) and
$\lim_{\tauarrow\infty}r(\tau)^{d/2}\exp(-k_{0}\int_{s}^{\tau}\frac{\underline{rx}(t)b(t)}{r(t)^{2}}dt)=0$ . (3.21)
Then $P_{(s,\varphi)}(\sigma_{\Gamma}<\infty)=1$ for any $\backslash \geq 0$ and an initial distribution $\varphi$ on $\mathbb{R}^{d}$ . In other
words, $\Gamma_{B}$ is a recurrent set of M.
Now let us consider a criterion for non-favorite recurrent set. We shall do this under
the framework of recurrent Dirichlet forms: Let assume that $(\mathcal{E}^{(t)}, H^{1}(\mathbb{R}^{d}))$ is a recurrent
Dirichlet form for each fixed $t\geq 0$ .
Let $C$ be a relatively compact neighbourhood of the origin given by $C=\{x\in \mathbb{R}^{d}$ :
$|x|\leq\ell\}$ for $0<\ell<1$ . Let $B(O. R)=\{.1^{\cdot}\in \mathbb{R}^{d}:|.’\cdot|\leq R\}$ . For fixed $\tau>0$ , put
$\Lambda\equiv\Lambda(\tau)=\{(t_{l^{\iota}}:t\leq\tau. r\cdot(t)<|.\iota\cdot|\leq r(\tau)+1\}$
and denote by $\Lambda_{t}\equiv\Lambda_{\ell}(\tau)$ the t-se$(tit)n$ of A. Note that $\Lambda(\tau)\nearrow\Gamma_{B}$ and $\Lambda_{t}(\tau)\nearrow B(0, r(t))$
as $\tau\nearrow\infty$ . Let $M^{B,C}=\{X_{t}.P_{(s\alpha)}^{B,C}\}|)t^{\lrcorner}$ t.he time inhomogeneous diffusion process on
$B(O, r(\tau)+1)\backslash C$ corresponding to the time dependent Dirichlet form $\mathcal{E}^{(t)}$ with the
reflecting boundary $\partial B_{r(\tau)+1}$ and the absorbing boundary $\partial C$ (see [8] for the construction
of such a process). Let $\xi_{\tau}(t)$ be a decreasing function relative to $t$ such that $\xi_{\tau}(t)=1$ for
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$t\leq\tau-1$ and $\xi_{\tau}(t)=0$ for $t\geq\tau$ . Then $/$} $(t, .\iota\cdot)$ $:=\xi_{\tau}(t)$ is an excessive function relative
to the associated space-time process $Z^{BC}=\{Z_{t}. P_{(s,x)}^{B,C}\}$ of $M^{B,C}$ , that is,
$E_{(s_{1}x)}^{B,C}(h(Z_{\vee}4))=E_{(sx)}^{BC}(\xi_{\tau}(c\backslash ’+t))\leq\xi_{\tau}(s)=h(s, x)$ ,
where $E^{B,C}$ denotes the expectation of $Z^{B,C}$ . Set
$H_{\Lambda}^{B,C}h(s, x)=E_{(s,x)}^{B,C}(h(Z_{\sigma_{A}}) : \sigma_{\Lambda}<\sigma_{C})$ .
Let $\phi_{\tau}(t, x)$ be a non-increasing function relative to $t$ such that $\phi_{\tau}(t, x)=\xi_{\tau}(t)$ on $\Lambda$ and
$\phi_{\tau}(t, x)=0$ on $x’\in C$ . Then by applying Theorem 2.2 to $H_{\Lambda}^{B,C}h(t, x)$ and $\phi_{\tau}(t, x)$ ,
$\int_{t_{1}}^{t_{2}}\frac{1}{\underline a(t)}\mathcal{E}^{(\ell)}(H_{\Lambda}^{B_{2}C}\xi_{\tau}(t, \cdot),$ $H_{\Lambda}^{B,C}\xi_{\tau}(t, \cdot))(lt$
$\leq\frac{1}{2\underline{a}(t_{2})}\Vert H_{\Lambda}^{B,C}\xi_{\tau}(t_{2}, \cdot)\Vert_{L^{2}(\Lambda_{\tau(\prime_{2})}^{c})}^{2}+\frac{1}{\underline a(t_{1})}\Vert(\phi_{\tau}\cdot H_{\Lambda}^{B_{y}C}\xi_{\tau})(t_{1}, \cdot)\Vert_{L^{2}\langle\Lambda_{\tau(t_{1})}^{c})}^{2}$
$+ \frac{1}{2}\int_{t_{1}}^{\ell_{2}}\frac{d}{dt}(\frac{1}{\underline{a}(t)})\Vert\phi_{\tau}(t, \cdot)\Vert_{L^{2}\{\Lambda_{\tau(1)}^{r})}^{2}dt+\int_{1}^{t_{2}}\frac{1}{\underline a(t)}\mathcal{E}^{\langle\ell)}(H_{\Lambda}^{B,C}\xi_{\tau}(t, \cdot),$ $\phi_{\tau}(t, \cdot))dt$ . $(3.22)$
Put $\phi(t, x)=\lim_{\tauarrow\infty}\phi_{\tau}(t, x)$ . Then the inequality (3.22) also holds for $u_{\Gamma_{B}}$ and $\phi$ instead
of $H_{\Lambda}^{B,C}\xi_{\tau}$ and $\phi_{\tau}$ respectively because
$u_{\Gamma_{B}}(t, x) \equiv\lim_{\tauarrow\infty}H_{\Lambda}^{B.C}\xi_{\tau}(t..\iota:)=P_{(t.x)}^{C}(\sigma_{\Gamma_{B}}<\sigma_{C})=P_{(\ell,x)}(\sigma_{\Gamma_{B}}<\sigma_{C})$ .
Put $t_{1}=s,$ $t_{2}=S$ and divide $S-s$ on both side of (3.22). Now we see by letting $Sarrow\infty$ ,
$\lim_{sarrow\infty}\frac{1}{1S-s}\int_{s}^{S}\frac{1}{\underline{(\iota}(t)}\mathcal{E}^{(t)}(t\downarrow|_{B}(t. \cdot),$ $\{\iota_{\Gamma_{B}}(t, \cdot))dt$
$\leq$ $\lim_{sarrow\infty}\frac{1}{\underline(\iota(S)(S-.\backslash )}\Vert\iota\iota_{\Gamma_{B}}$( $S$ . $\cdot$ ) $\Vert_{L^{2}(B(0,r(S))}^{2}$
$+s- \infty 1inu\frac{1}{S-,\backslash }/s_{\frac{d}{(lt}}(\frac{1}{\underline{o}(t)})\Vert\phi(t, \cdot)\Vert_{L^{2}(B(0r(\ell))}^{2}dt)$
$+s_{-\infty}^{1inu\frac{1}{S-\backslash \backslash }}/s \frac{1}{\underline o(t)}\mathcal{E}^{(\ell)}(\{\iota_{\ulcorner_{B}}(t, \cdot),$ $\phi(t, \cdot))dt$ . (3.23)
Therefore, if
$\lim_{sarrow\infty}\frac{1}{\underline{(\iota}(S)(S-L\backslash )}/B(0.’\cdot(S))^{\iota\ulcorner_{B}}(,S_{\tau}.1^{\tau})^{2}clt\iota\cdot=0$ , (3.24)
$\lim_{sarrow\infty}\frac{1}{6^{\tau}-6}\int_{s}^{S}\frac{d}{(lt}(\frac{1}{\underline{(r}(t)})(\int B(0,r(t))^{4^{2}(l..1)d?^{\tau})})dt=0$ (3.25)
and
$s arrow\infty 1in1\frac{1}{\prime 5^{1}-.\backslash }\int_{s}^{S}\frac{1}{\underline/(t)}\mathcal{E}^{(t)}(\varphi(t, \cdot). \phi(t, \cdot))dt=0$ (3.26)
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are fulfilled, then the lefthand side of the inequality (3.23) vanishes.




To obtain a function $\phi$ satisfying the conditions (3.25) and (3.26), put
$\overline{a}^{(t)}(r)=\sum_{i,j=1}^{d}\int_{\partial B\langle 0,1)}a_{ij}^{(t)}(\theta r)\theta_{i}\theta_{j}d\sigma(\theta)$ ,
where $\sigma$ is the surface measure on $\partial B(0,1)$ . For each $t\geq 0$ , define the function $\phi(t, x)$ by
$\phi(t, x)=\{\begin{array}{ll}0 (|x|\leq\ell)A(t)^{-1}\int_{p}^{|x|}\overline{a}^{(t)}(r)^{-1}r^{1-d}dr (\ell<|x|<r(t))1 (r(t)\leq|x|)\end{array}$ (3.28)
where $A(t)= \int_{\ell}^{r(t)}\overline{a}^{(\ell)}(r)^{-1}r^{1-d}c4r$ . Then
$\phi(s, \prime x)-\phi(t, x)$
$=(A(s)^{-1}-A(t)^{-1}) \int_{\ell}^{|x|}\overline{a}^{\{s)}(r)^{-1}r^{1-d}(lr+A(t)^{-1}\int_{p}^{|x|}(\overline{a}^{(s)}(r)^{-1}-\overline{a}^{(t)}(r)^{-1})r^{1-d}dr$
for $\ell<|x|<r(s)(s<t)$ and $\phi(t, .x:)\leq 1=\phi(\llcorner\backslash \cdot, .\iota\cdot)$ for $r(s)\leq|x|$ . Hence, if we choose a
non-decreasing function $7^{\cdot}(t)$ so that $A(t)$ being non-decreasing relative to $t$ , then $\phi(t, x)$
is non-increasing relative to $t$ . For such a function $\phi(t, x)$ , we see $\int_{B(0,r(t))}\phi^{2}(t, x)dx\leq$
$k_{2}r(t)^{d}$ and thus (3.25) holds if
$\lim_{tarrow\infty}\frac{d}{dt}(\frac{1}{\underline(\iota(t)})(t)^{d}=0$ . (3.29)
Furthermore, since $\mathcal{E}^{(t)}(\phi(t, \cdot).\phi(t, \cdot))=\lrcorner 4(t)^{-1}$ . $(3.26)$ is $sat|isfied$ if
$farrow\infty 1i\ln\underline{a}(t)A(t)=\infty$ . (3.30)
Note that for the existence of the function $r(t)$ satisfying (3.30), it is necessary that
$\overline{a}^{(\ell)}(r)$ satisfies
$\int_{p}^{\infty}\overline{(r}^{(t)}(r)^{-1}r^{1-d}dr=\infty$ (3.31)
for each fixed $t\geq 0$ . Indeed, from Ichihara’s test, (3.31) implies that $\mathcal{E}^{(t)}$ and hence $\mathcal{E}^{(0)}$
is a recurrent Dirichlet form (Theorem 16.7 in [2]).
Theorem 3.2. Suppose that $M^{(0)}$ is $H_{0r\gamma\dot{\eta}}s$ recurrent. If a positive non-decreasing func-
tion $r(t)$ such that $r(0)=1$ sat $i\ldots sfies$ the ($:(\gamma|,(l/t/on.s(3.27),$ $(3.29)$ and (3.30), then
$\int_{s}^{S}P_{(t\varphi)}(\sigma_{\Gamma_{B}}<\sigma_{C^{7}})dt=(j(^{t_{)}^{\gamma}}1)$ $(Sarrow\infty)$ (3.32)
for any initial distribution $\varphi$ having the support on $B(O.r(t))$ . In particular, if $\mathcal{E}^{(\ell)}=\mathcal{E}^{(0)}$
for all $t\geq 0$ , then $\lim_{tarrow\infty}P_{(t,\varphi)}(\sigma_{I_{B}^{\urcorner}}<\sigma_{C})=0$ .
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Proof. Recall that the lefthand side of (3.23) vanishes under the conditions (3.27), (3.29)
and (3.30). Therefore, under the hypotheses.
$\lim_{sarrow\infty}\frac{1}{S-s}\int_{s}^{S}\mathcal{E}^{(())}(n_{\ulcorner_{B}}(t, \cdot), n_{\Gamma_{B}}(t, \cdot))dt=0$ (3.33)
by virtue of (1.2). On the other haiid, it is known under the Harris recurrence of $M^{(0)}$
that there exist a strictly positive function $\ell\in L^{1}(\mathbb{R}^{d})$ , a positive constant $K(\varphi)$ and a
non-null set $G$ satisfying
$\int_{\mathbb{R}^{d}}|u(t, x)-\langle u(t, \cdot)\}_{G}|\varphi(x)dit\cdot\leq K(\varphi)\sqrt{\mathcal{E}^{(0)}(u(t})$, $\iota t, ) , $u(t, \cdot)\in H_{e}^{1}(\mathbb{R}^{d})$ (3.34)
([5]). Here $\langle\uparrow\iota\}_{G}=\int_{G}\uparrow\iota(.r)d_{J}:/\int_{C}/l.r$ and $H_{c}^{1}(\mathbb{R}^{d})$ is the extended Dirichlet space of
$H^{1}(\mathbb{R}^{d})$ . Note that the set $G$ can be taken as a subset of $C$ . Thus, if $u(t, \cdot)=0$ on
$C$ , we can remove the term $\{u\}_{G}$ from the lefthaiid side of the inequality (3.34). Further-
more, (3.34) also holds for any strictly positive function dominated by $\varphi$ , and thus we
may assume that $\varphi$ has a compact support. Now applying $u_{\ulcorner_{B}}(t, \cdot)$ as $u(t, \cdot)$ to (3.34), we
have
$( \int_{N^{d}}u_{\Gamma_{B}}(t, x)\varphi(.l\cdot)(l_{1}\cdot)^{2}\leq$ Ji $(_{j^{\eta}})^{2}\mathcal{E}^{(0)}(\iota\iota_{\Gamma_{B}}(t, \cdot), \iota\iota_{I_{B}}(t, \cdot))$
and which implies
$\lim_{sarrow\infty}\frac{1}{S-6}\int_{s}^{S}\{P_{(\ell,\varphi)}(\sigma_{I_{B}}\urcorner<\sigma_{C})\}^{2}dt$
$=s arrow\infty 1in1\frac{1}{S-.\backslash \backslash }\int^{S}(\cdot/B(().\gamma(t))^{\iota_{\Gamma_{B}}}(t..r)\varphi(.c)d;t\cdot)^{2}dt$
$=0$
in view of (3.33). The last assertion is clear from (3.32) because $P_{\varphi}^{(0)}(\sigma_{\Gamma^{(’)}}<\sigma_{C})$ is non-
increasing relative to $t$ and is equal to $P_{(’\varphi)}(\sigma_{\ulcorner_{B}}<\sigma_{C})$ . Here $\Gamma^{(\ell)}:=([t, \infty)\cross \mathbb{R}^{d})\cap$
$\Gamma_{B}$ $\square$
It is clear t,hat Theorem 3.2 holds $|tI^{\cdot}$ a $\backslash ^{\backslash }[)_{\dot{(}}tt$ e-t.inie domain $\Gamma\subset[0, \infty)\cross \mathbb{R}^{d}$ , then it
also holds for any subset of $\Gamma$ .
Corollary 3.1. Under the hypothese.$si_{\mathcal{T}1}$ Th $PO7emf’.1$ and Theorem 3.2, the space-time
domain $\Gamma_{B}$ is a non-favorite recurrent $s$ et of M.
4 Examples
In this section, we discuss some $exaiii_{I)}]_{(b}$ for Corollary 3.1 under certain time inhomoge-
neous diffusion processes ass well as $t$ iiiie $c$ hanges 0$1^{\cdot}$ Brownian mot,ions.
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Example 4.1. Suppose that $a_{ij}^{(t)}(x)= \frac{1}{2}\delta_{ij}$ for $1\leq i.j\leq d$ . The corresponding diffusion
process of (1.1) is then a Brownian motion $M^{(0)}=\{B_{t}, P_{x}^{(0)}, .\iota\cdot\in \mathbb{R}^{d}\}$ . In this case, it is
immediately to see that the condition (3.21) will be satisfied if
$r(t)=(t+1)^{\beta}$ , $0< \beta<\frac{1}{2}$ . (4.35)
Let us assume in addition that $d\geq 3$ (i.e., $M^{(0)}$ is transient). Then the criterion on escape
rates of Brownian motions on $B(O, r(t))$ implies that the sphere function $r(t)$ satisfying
(4.35) is indeed to be a lower radius of $M^{(0)}$ , that is, $B_{\ell}\not\in B(O, r(t))$ for all large enough
$t$ with probability 1 (see [1],[3]). On the other hand, assume that $d=1$ or 2 (i.e., $M^{(O)}$
is Harris recurrent). If $d=1$ , then $A(t)=k_{3}(r(t)-p)$ . So all conditions of Theorem 3.2
will be satisfied if $r(t)=(t+1)^{\beta},$ $0<\beta<1$ . If $d=2$ , then $A(t)=k_{4}(\log r(t)-\log\ell)$ and
thus, all conditions of Theorem 3.2 are satisfied when we choose $r(t)$ of (4.35).
As a conclusion, a Brownian path $B_{t}$ moving in $B(O, r(t))$ with $r(t)=(t+1)^{\beta},$ $(0<$
$\beta<1/2)$ , namely $B_{1}(0, r(t))$ , leaves it within a finite time almost surely for all dimensions.
In particular, $B_{t}$ never returns into $B_{1}(0, r(t))$ for all large enough $t$ almost surely when
$d\geq 3$ , and it may retum to inside of $B_{1}(0, r(t))$ but it tends to enter a neighborhood of
the origin before leaving $B_{1}(0, r(t))$ for large enough $t$ almost surely when $d=2$ or 1.
Note that the condition (3.21) is also satisfied when $\beta=1/2$ providing $d<2k_{0}$ . So
we have from Theorem 3.1 and (4.35) that $P_{0}^{(0)}(|B_{t}|>r(t))=1$ if $r(t)=(t+1)^{\beta},$ $0<$
$\beta\leq 1/2,$ $d<2k_{0}$ for large enough $t$ . On the other hand, by a direct calculation,
$P_{0}^{(0)}(|B_{t}|>r(t))$ $=$ $\frac{1}{(2\pi t)^{d/2}}\int_{\{|x|>r(t)\}}\epsilon^{\neg^{-|x|^{2}/2t}}dx$
$\leq$ $\frac{A_{5}}{(2\pi)^{d/2}}l_{(t)/\sqrt{t}^{y^{d-1}e^{-y^{2}/2}dy}}^{\infty}$
$\leq$ $(k_{6}+k_{7}( \frac{r(t,)}{\sqrt{t}})^{d-2})e^{-r(t)^{2}/(2t)}$ .
Therefore, we see that $\lim_{tarrow\infty}P_{0}^{(0)}(|B_{f}|>r(t))=0$ if
$r(t)=(t+1)j’$ . $\beta>\frac{1}{2}$ . (4.36)
Indeed, the sphere function satisfying (4.36) is an upper radius of $M^{(0)}$ , that is, $B_{t}\in$
$B(0,7^{\cdot}(t))$ for all large enough $t$ with probability 1, in view of the law of the iterated
logarithm ([3]).
Let $a(t)$ be a non-negative function such that $(/(0)=1$ and $\underline{a}(t)\leq a(t)\leq\underline{a}(t)^{-1}$ for
some non-increasing positive function $\underline{(/}(t)$ . $(t\geq 0)$
Example 4.2. Suppose that $a_{ij}^{(t)}(.l)= \frac{1}{2}n(t)()_{i_{J}}^{-}$ for $1\leq i,$ $j\leq d$ . Then the corresponding
diffusion process of (1.1) is the time $(1l\lambda 11g_{P(1Br\langle)\backslash \iota ni}(\{|n$ motion $M=\{B_{c(t)}, P_{(s,x)}\}$ with
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$c(t)= \int_{0}^{t}a(s)ds$ ([6]). Assume that $d=1$ or 2 (i.e., $M^{(0)}$ is Harris recurrent). If $d=1$ ,
then $A(t)\geq k_{8}\underline{a}(t)(r(t)-\ell)$ and the $($ ondition (3.30) is satisfied when $\underline{a}(t)=r(t)^{-\epsilon},$ $0<$
$\epsilon<1/2$ . Take $r(t)=(t+1)^{\beta},$ $0<\beta<1/(1+\equiv)$ . Then the conditions (3.27) and (3.29)
are satisfied. In this case, the condition (3.21) holds for $0<\beta<1/(2+\overline{\epsilon})$ (also for
$\beta=1/(2+\epsilon),$ $1<(2+\epsilon)k_{0})$ . Therefore, the $spac\cdot e$-time domain $\Gamma_{B}$ given by its section
$B(O, r(t))$ with $r(t)=(t+1)^{\beta},$ $(0<\beta<1/(2+L^{-}\succ))$ is to be a non-favorite recurrent set of
M.
In a similar way, we can also see when $d=2$ that if
$\underline{a}(t)=(\log r(t))^{-\epsilon}$ , $0< \hat{c}<\frac{1}{2}$ and $r(t)=(t+1)^{\beta}$ , $0< \beta<\frac{1-\epsilon}{2}$ ,
all conditions for Theorem 3.1 and Theorem 3.2 are fulfilled and thus the same behaviour
of $B_{c(t)}$ to $B(O, r(t))$ with $r(t)=(t+1)^{\beta},$ $0<lf<(1-\overline{e})/2$ also holds.
Example 4.3. Suppose that $\alpha_{ij}^{(t)}(.\iota\cdot)=\frac{1}{2}a(t)\delta_{ij}|.(|^{-\rho},$ $(|.l\cdot|>(/_{p}>0, d\leq 2+p)$ . Then the
corresponding process of (1.1) is a diffusion ]$)r\{)(essM=\{\lambda_{\ell}’, P_{(s,x)}\}$ with polynomially
decreasing potential. In this case, since $77^{(\ell)}(r)=\lambda_{9}^{\wedge}o(t)r^{-\rho}$ ,
$\int_{\ell}^{\infty}\overline{a}^{(\ell)}(r)^{-1}r^{1-d}(lr=(\iota(t)1\int_{p}^{\infty}r^{1-d+\rho}dr=\infty$ (4.37)
for each fixed $t\geq 0$ . Therefore $M^{\langle 0)}$ is Harris recurrent from Ichihara’s test. Similarly to
(4.37), the condition (3.30) is satisfied bv employing $\underline{a}(t)=r(t)^{-(2-d+\rho)\epsilon}$ for $0<g<1/2$ .
Thus if we choose $r(t)=(t+1)^{\beta},$ $(0<ti<1/(d+(2-d-p)_{\overline{e}}))$ , then the conditions
(3.27) and (3.29) are satisfied. $I_{I1}$ ] $)arti_{t}\cdot n1ar$ . the condition (3.21) holds for $0<\beta<$
$1/(2+(2-d-p)\hat{\epsilon})$ $($ also for $\beta=1/(2+(2-d-l^{J})_{-}^{\sigma}).d<(2+(2-d-p)\epsilon)k_{0})$ . Hence
the same behaviour of $X_{t}$ to $B(O, ’\cdot(t))$ with
$r(t)=(t+1)^{;3}$ , $0<lf< \frac{1}{2+(2-d-l^{\lambda})\epsilon}$
also holds as like in the previous exainples.
References
[1] Dvoretzky, A. and Erd\"os, P.: Some pi.oblenis on random walk in space, Proc. Second
Berkeley Symposium on Math. Stat. and Probability, 1951, 353-368.
[2] Fukushima, M., Oshima, Y. and Takeda, $l\backslash I.:Dir\iota chlet$ Forms and Symmetric Markov
Processes, Walter de Gruyter, Berlin-New York, 1994.
[3] Grigor’yaii, A: Escape rate of Brownian motion on Riemannian inanifolds, Applicable
Anal. 7, (1999), 63-89.
74
[4] Kim, D. and Oshima, Y.: Some inequalities related to transience and recurrence of
Markov processes and their applications, J. Theoret. Probab. (to appear)
[5] Oshima, Y.: Potential of recurrent symmetric Markov processes and its associated
Dirichlet spaces, Functional analysis in Markov processes, Lecture Notes in Math,
923, Springer, Berlin, (1982), 260-275.
[6] Oshima, Y.: On the recurrence of some time inhomogeneous Markov processes, Fo-
rum Math. 10, No 1. (1998), 119-134.
[7] Oshima, Y.: Time dependent Diri(hlet forms and related stochastic calculus, Infinite
dimensional analysis, quantum probability and related topics, 7, No 2. (2004), 281-
316.
[8] Oshima, Y.: On a construction of diffusion processes on moving domains, Potenial
Anal. 20, No 1. (2004), 1-31.
[9] Stollmann, P. and Voigt, J.: Perturbation of Dirichlet forms by measures, Potential
Anal. 5 (1996), 109-138.
75
