Abstract. We consider the model of Time Petri Nets where time is associated with transitions. Two semantics for time elapsing can be considered: the strong one, for which all transitions are urgent, and the weak one, for which time can elapse arbitrarily. It is well known that many verification problems such as the marking reachability are undecidable with the strong semantics. In this paper, we focus on Time Petri Nets with weak semantics equipped with three different memory policies for the firing of transitions. We prove that the reachability problem is decidable for the most common memory policy (intermediate) and becomes undecidable otherwise. Moreover, we study the relative expressiveness of these memory policies and obtain partial results.
Introduction
For verification purpose, e.g. in the development of embedded platforms, there is an obvious need for considering time features and the study of timed models has thus become increasingly important. For distributed systems, different timed extensions of Petri nets have been proposed which allow the combination of an unbounded discrete structure with dense-time variables.
There are several ways to express urgency in timed systems, as discussed in [16] . In timed extensions of Petri nets, two types of semantics are considered for time elapsing. In the weak semantics, all time delays are allowed whereas in the strong one, all transitions are urgent, i.e. time delays cannot disable transitions. While for models with finite discrete structure (such as timed extensions of bounded Petri nets or timed automata [3] ), standard verification problems are decidable for both semantics, for models with infinite discrete structure, the choice of the semantics has a deep influence on decidability issues. In this work, we consider the model of Time Petri Nets [14] (TPN) where clocks are associated with transitions, and which is commonly considered under a strong semantics. In this model, all the standard verification problems are known to be undecidable [10] . On the other hand, in the model of timed-arc Petri nets [5] , where clocks are associated with tokens and which is equipped with a weak semantics, many verification problems are decidable (coverability, boundedness...). Indeed, this semantics entails for this model monotonicity properties which allow the application of well-quasi-ordering techniques, see [8, 2, 1] . Note however that the reachability of a discrete marking is undecidable, as proven in [17] . A natural question, which had surprisingly no answer until now, as mentioned in a recent survey on the topic [7] , is thus to study TPN under a weak semantics of time elapsing.
The time-elapsing policy states which delays are allowed in a configuration. The memory policy is concerned with the resets of clocks, and intuitively specifies, when firing a transition, which timing informations are preserved. The original model of Merlin [14] is equipped with an intermediate semantics which considers the intermediary marking bewteen consumption and production. Two others memory policies have been considered in [4] (the atomic and the persistent atomic) in which the firings of transitions are performed atomically. While these policies can be thought as cosmetic for the model of TPN, the results we obtain show this is not the case.
We are interested in the impact of the weak semantics on TPN, distinguishing between the different memory policies. We first study the decidability issues, and prove that for TPN with weak intermediate semantics, a discrete marking is reachable if and only if it is reachable in the underlying untimed Petri net. As a corollary, the problem of the marking reachability (and also coverability, boundedness) is decidable for this model. More surprisingly, we also prove that when changing the memory policy this result does not hold anymore and the verification problems become undecidable. In this work, we only consider untimed verification problems and we plan to study timed versions in future work. We then compare w.r.t. weak time bisimilarity (weak stands here for silent transitions) the expressive power of weak TPN looking at the different memory policies. We first prove that the persistent atomic semantics is strictly more expressive that the atomic semantics. Then, concerning atomic and intermediate memory policies, we provide a TPN which shows that the atomic semantics is not included in the intermediate one.
Related works. As mentioned above, there are, up to our knowledge, only very few works considering TPN under a weak semantics. In [7] the authors have proven that the weak intermediate semantics and the strong intermediate semantics are uncomparable. In another line of work, [9] considers TPN under a semantics which is a kind of compromise between the standard strong and weak semantics. They provide translations between this model and timed state machines.
Definitions
Let Σ be a finite alphabet, Σ * is the set of finite words over Σ. We note Σ τ = Σ ∪ {τ } where τ / ∈ Σ represents internal actions. ǫ will represent the empty word. The sets N, Q, Q ≥0 , R and R ≥0 are respectively the sets of natural, rational, non-negative rational, real and non-negative real numbers. A valuation v over a finite set X is a mapping in R X ≥0 . For v ∈ R X ≥0 and d ∈ R ≥0 , v+d denotes the valuation defined by (v+d)(x) = v(x)+d. We note 0 the valuation which assigns to every x ∈ X the value 0.
As commonly in use for Time Petri Nets, we will associate rational intervals with transitions. Note that we could handle intervals with bounds given as real numbers if we abstract the problem of comparison of real numbers. We consider the set I(Q ≥0 ) of non-empty intervals (a, b) with non-negative rational bounds a, b ∈ Q ≥0 . We consider both open and closed bounds, and also allow a right open infinite bound as in [2, +∞[.
Petri Nets Definition 1 (Labeled Petri Net (PN)). A Labeled Petri Net over the alphabet
-P is a finite set of places, -T is a finite set of transitions with P ∩ T = ∅, -
T is the backward incidence mapping, -(.)
• ∈ (N P ) T is the forward incidence mapping,
As commonly in use in the literature, the vector
For convenience we will sometimes also write, for
The relation ⇒ * represents the reflexive and transitive closure of ⇒. We denote by Reach(N ) the set of reachable markings defined by {M ∈ N P | M 0 ⇒ * M }. It is well known that for PN the reachability problem which consists in determining whether a given marking M belongs to Reach(N ) is decidable; it has in fact been proved independently in [13] and [12] .
We introduce a last notation concerning Labeled Petri Nets. Given a PN N , a marking M of N and a multi-set ∆ = t 1 , . . . , t n of transitions of N , we write M 
Timed Transition Systems
Timed transition systems describe systems which combine discrete and continuous evolutions. They are used to define the behavior of timed systems such as Time Petri Nets [14] or Timed Automata [3] .
Definition 2 (Timed Transition System (TTS)).
A timed transition system over the alphabet Σ τ is a transition system S = (Q, q 0 , Σ τ , →), where the transition relation
representing an instantaneous action, and continuous transitions q Moreover, we require the following standard properties for TTS :
With these properties, a run of S can be defined as a finite sequence of moves
an − − → q n+1 where discrete and continuous transitions alternate. To such a run corresponds the timed word w = (a i , η i ) 0≤i≤n over Σ τ where η i = i j=0 d j is the time at which a i happens. We then denote by Untimed(w) the projection of the word a 0 a 1 . . . a n over the alphabet Σ and by Duration(w) the duration η n . Note that in the word Untimed(w) the symbol τ does not appear. We will sometimes apply, without possible ambiguities, these notations to runs writing Untimed(ρ) and Duration(ρ). We might also describe the run writing directly q 0 w − → q n+1 .
Time Petri Nets
Syntax. Introduced in [14] , Time Petri Nets associate a time interval with each transition of a Petri net.
Definition 3 (Labeled Time Petri Net (TPN)). A Labeled Time Petri Net over the
) where:
associates with each transition a firing interval.
In the sequel, we associate with an interval its left bound and its right bound. More generally, given a transition t of a TPN, we will denote by eft(t) (resp. lft(t)) the left bound of I(t) (resp. the right bound of I(t)), standing for earliest firing time (resp. latest firing time). We have hence I(t) = (eft(t), lft(t)). . Intuitively, for each enabled transition t in M , ν(t) represents the amount of time that has elapsed since t is enabled. An enabled transition t can be fired if ν(t) belongs to the interval I(t). The marking obtained after this firing is as usual the new marking
Moreover, some valuations are reset and we say that the corresponding transitions are newly enabled.
Different semantics can be chosen in order to realize these resets. This choice depends of what is called the memory policy. For M ∈ N P and t, t ′ ∈ T such that t ∈ En(M ) we define in different matters a predicate ↑ enabled s (t ′ , M, t) with s ∈ {I, A, P A} which is true if t ′ is newly enabled by the firing of transition t from marking M , and false otherwise. This predicate indicates whether we need to reset the clock of t ′ after firing the transition t at the marking M .
I:
The intermediate semantics considers that the firing of a transition is performed in two steps: consuming the tokens in • t, and then producing the tokens in t • . Intuitively, it resets the clocks of t and of the transitions that could not be fired in parallel with t from the marking M . Formally, the predicate ↑enabled I (t ′ , M, t) is defined by:
A: The atomic semantics considers that the firing of a transition is obtained by an atomic step. It resets the clocks of t and of the transitions t ′ which are not enabled at M . The corresponding predicate ↑enabled A (t ′ , M, t) is defined by:
The persistent atomic semantics behaves as the atomic semantics except that it does not reset the clock of t.
Finally, as recalled in the introduction, there are two ways of letting the time elapse in TPN. The first way, known as the strong semantics, is defined in such a matter that time elapsing cannot disable a transition. Hence, when the upper bound of a firing interval is reached then the transition must be fired or disabled. In contrast to that the weak semantics does not make any restriction on the elapsing of time. In this work, we focus on the weak semantics of TPN.
Definition 4 (Weak semantics of a TPN). Let s ∈ {I, A, P A}. The weak s-semantics of a TPN
, q 0 = (M 0 , 0) and → s consists of discrete and continuous moves:
-the discrete transition relation is defined ∀a ∈ Σ τ by:
and, ν(t) ∈ I(t), and,
-the continuous transition relation is defined ∀d ∈ R ≥0 by:
We also write a discrete transition (M, ν)
to characterize the transition t ∈ T which allows the firing (M, ν)
We extend this notation to words θ ∈ (T ∪ R ≥0 ) * , which correspond to sequences of transitions and delays and lead to a unique (if it exists) run ρ. We may write this run ρ :
and use Untimed(θ) (resp. Duration(θ)) to denote the word Untimed(ρ) (resp. to represent the delay Duration(ρ)). Finally, for s ∈ {I, A, P A}, we write
The relation → * s denotes the reflexive and transitive closure of → s . For a TPN N with an initial marking M 0 we define the following reachability sets according to the considered semantics:
Example 1. We illustrate the impact of the three memory policies in weak semantics.
Consider the net depicted on Figure 1 , and the execution t2, c,
With the intermediate semantics, both clocks are reset as in the intermediate marking, the place p is empty. With the atomic semantics, the clock associated with t2 is not reset and the clock associated with t1 is reset because it corresponds to the fired transition. Finally, with the persistent atomic semantics no clock is reset.
Decidability

Considered problems and known results
Assume
) is a TPN. In this section, we will consider the following problems for s ∈ {I, A, P A}:
It is well known that the "untimed" versions of these problems are decidable in the case of Petri nets. In fact, as mentioned before the marking reachability problem is decidable for Petri nets [12, 13] and the two other problems can be solved using the Karp and Miller tree whose construction is given in [11] .
From [10] , we know that these problems are all undecidable when considering TPN with strong semantics no matter whether the semantics is intermediate, atomic or persistent atomic. In fact a TPN with strong semantics can simulate a Minsky machine. A Minsky machine manipulates two integer variables c 1 and c 2 and is composed of a finite number of instructions, each of these instructions being either an incrementation (q : c i := c i + 1) or a decrementation with a test to zero (q : if c i = 0 goto q ′ else c i := c i − 1; goto q ′′ ), where i ∈ {1, 2} and q, q ′ , q ′′ are some labels preceding each instruction. There is also a special label q f from which the machine cannot do anything.
In [15] , Minsky proved that the halting problem, which consists in determining if the instruction labeled with q f is reachable, is undecidable.
It is easy to encode an incrementation using a TPN (or even a PN), with a transition consuming a token in a place characterizing the current control state and producing a token in the next control state and in a place representing the incremented counter.
When encoding the decrementation with the test to zero, the strong semantics plays a crucial role. This encoding is represented on Figure 2 . If there is a token in the place c i , there is no way for the TPN to produce a token in the place q ′ because time cannot elapse since the transition labeled with the interval [0, 0] is firable. The example of the Figure 2 shows that the strong time semantics allows to encode priorities (between transitions in conflict) and thus to encode inhibitor arcs. This construction obviously fails with the weak semantics.
The peculiar case of TPN with weak intermediate semantics
We prove here that the undecidability results we had before in the case of TPN with strong semantics do not hold anymore when considering the weak intermediate semantics. Before proving this we introduce some notations. For a TPN N = (P, T, Σ τ ,
• (.), (.)
• , M 0 , Λ, I), we denote by N U the untimed PN obtained by removing from N the component I. Furthermore given a set of configurations C ⊆ N P × R T ≥0 of N , we denote by Untime(C) the projection of C over the set N P . For s ∈ {I, A, P A}, we have by definition of the different semantics that Untime(Reach(N ) s ) ⊆ Reach(N U ) and as shown by the example given in Figure 2 this inclusion is strict in the case of the strong semantics. When considering the weak intermediate semantics, we prove that from any sequence of transitions ∆ firable in N U , we can effectively compute a reordering of ∆, and associated timestamps, leading to a correct run of N I .
Theorem 5. For all TPN
According to the previous remark, we only have to prove that Reach(N U ) ⊆ Untime(Reach(N ) I ). Therefore, we first state the following property expressing that if we reduce the intervals associated with transitions, this restricts the set of reachable configurations: 
In the sequel, we will consider TPN in which intervals are reduced to singletons. That is we have I(t) = [eft(t), lft(t)] with eft(t) = lft(t) for all transitions t ∈ T . The proof of the result in this particular case thus entails the result in the general case. Before to proceed we introduce additional definitions for TPN.
Given a TPN N , a marking M of N and ∆ a multiset of transitions of N , we
|=⇒}. We will then say that a configuration (M, ν) is compatible with a multiset ∆ iff:
We now prove the following proposition, which intuitively states how to turn a sequence of transitions in the untimed Petri net into a timed execution of the TPN.
Proposition 7.
Let N be a TPN with singleton intervals and (M, ν) be a configuration of N compatible with some multiset of transitions ∆. Then, for any transition t ∈ Candidate(M, ∆) such that δ(t) = lft(t) − ν(t) is minimal (among the transitions of Candidate(M, ∆)), we have:
(i) First the time elpasing transition (M, ν)
) is possible as we consider the weak semantics. Second, the discrete transition
is also possible as ν(t) + δ(t) = lft(t) by definition of δ(t), and since the intervals associated with transitions are all singletons.
(ii) To prove compatibility, first note that
We distinguish two cases according to the value of the predicate ↑enabled I (t, M, t
is true, then we have ν ′ (t ′ ) = 0 and the result follows.
As a consequence, we have M
Due to the minimality of δ(t) among the set Candidate(M, ∆), we obtain ν
This concludes the proof.
⊓ ⊔
The inclusion Reach(N U ) ⊆ Untime(Reach(N ) I ) in the case of TPN with singleton intervals easily follows from this result. Indeed, consider some reachable marking M in Reach(N U ). There exists a sequence of transitions that leads to M from M 0 , we represent it through some multiset ∆. As initially all clock valuations are null in N I , the configuration (M 0 , 0) is thus compatible with ∆. An induction on the size of ∆, together with Proposition 7, thus gives the result. Note that Proposition 7 describes an effective procedure to compute a timed execution of N I : simply consider the transitions that are candidates, and choose one with the earliest deadline.
Using the decidability results in the case of PN, we obtain the following corollary:
Corollary 8. The marking reachability, marking coverability and boundedness problems are decidable in the case of TPN with weak intermediate semantics.
Undecidability for weak atomic and weak persistent atomic semantics
We consider now the case of the weak atomic and weak persistent atomic semantics. As for the strong semantics, but with a more involved construction, we will show that it is possible to encode the behavior of a Minsky machine into a TPN with weak (persistent) atomic semantics from which we will deduce the undecidability results. The TPN we build contains a place for each counter c i with i ∈ {1, 2} and a place for each label q of the considered Minsky machine. Furthermore, when executing the net, we will preserve the invariant that there is a single place corresponding to a label q which is marked.
• q Encoding an incrementation can be done as in the strong semantics. Figure 3 shows how to encode the instruction (q : if c i = 0 goto q ′ else c i := c i − 1; goto q ′′ ) using a TPN with weak atomic or persistent atomic semantics. We now explain the idea of this encoding. We consider the two following cases for the net shown in Figure 3: 1. Assume that the only place which contains a token is the place q, which means we are in the case where the value of c i is equal to 0 (no token in place c i ). The net then can only fire the sequence of transitions t1, t2, t3 and then t4 and finally it reaches a configuration where the only marked place is q ′ . 2. Assume now that there is a token in place q and that there is at least one token in place c i . We are in the case where the value of c i is different of 0. We have the following sequence of transitions: -only the transition t1 is firable, so the net fires it; -afterwards the transition t2 and the transition t3 are firable. In fact, since we are considering weak semantics the deadline of t3 can be ignored thus making time passage in order to fire t2. Note that if the net chooses to fire t3, it will reach a deadlock state where no more transitions can be fired without having put a token in the place q ′ or q ′′ , therefore we assume that the transition t2 is first fired; -after having waiting one time unit and firing t2, the only transition which can be fired is t5. In fact since we are considering atomic (or persistent atomic) semantics, firing t2 does not make t3 newly enabled, whereas the weak intermediate semantics would have reset the clock associated to t3. So the net fires t5 consuming the token in p2, p3 and two tokens in c i (at least one was present from the initial configuration and the first firing of t2 added another one); -finally the net ends in a configuration with one token in q ′′ and the place c i contains one token less than in the initial configuration.
The above construction allows to reduce the halting problem for Minsky machine to the marking coverability problem for weak (persistent) atomic semantics. From this we can also deduce the undecidability for the marking reachability and boundedness problems. Hence: Theorem 9. The marking reachability, marking coverability and boundedness problems are undecidable for TPN with weak atomic or weak persistent atomic semantics.
In comparison with what occurs in the case of the strong semantics, this result is surprising, and it reveals the important role played by the memory policy when considering the weak semantics. Recall that as we have seen earlier, with the strong semantics, these problems are undecidable no matter which memory policy is chosen.
Finally, in the above construction, we can replace the edges between p2 and t2 by a read arc. Consequently, the considered problems are also undecidable for weak intermediate TPN with read arcs, unlike what happens for timed-arc Petri nets [6] .
Expressiveness
Preliminaries
Let S = (Q, q 0 , Σ τ , →) be a TTS. We define the relation ֒→⊆ Q × (Σ ∪ R ≥0 ) × Q by: Two TTS S 1 and S 2 are weak timed bisimilar if there exists a weak timed bisimulation between S 1 and S 2 . We then write S 1 ≈ S 2 .
Definition 11 (Expressiveness w.r.t. Weak Timed Bisimilarity). The class C of TTS is less expressive than C ′ w.r.t. weak timed bisimilarity if for all TTS S ∈ C there is a TTS S
′ ∈ C ′ such that S ≈ S ′ . We write C ⊑ C ′ . If moreover there is a S ′ ∈ C ′ such that there is no S ∈ C with S ≈ S ′ , then C is strictly less expressive than C ′ . We then write C ⊏ C ′ .
For s ∈ {I, A, P A}, we will denote by T PN s the class of TTS induced by TPN with s-semantics.
Atomic versus Persistent Atomic semantics
In [4] , the authors prove that for TPN with strong semantics, the persistent atomic semantics is more expressive than the atomic semantics. We prove here that this result still holds in the case of the weak semantics. Intuitively, as it is shown on Figure 4 , from a TPN with atomic semantics, we build another TPN in which we duplicate each transition. During an execution of this last TPN, at most one of the transitions obtained after duplication is enabled, and when it is fired it cannot be enabled again at the next step whereas the other one can. This trick allows us to simulate the atomic semantics with the persistent atomic one.
t Λ(t) I(t)
input places output places
Λ(t) I(t)
• p 
Proposition 12. For all TPN N , we can build a TPN
• , M 0 , Λ, I) be a TPN over Σ τ . Figure 4 represents the construction of the TPN N ′ . Formally, its set of places P ′ is equal to P ∪ {p 1 t , p 2 t | t ∈ T } and its set of transitions T ′ contains two copies t 1 and t 2 of each transition t ∈ T . These copies are connected in the same way as the transition t is in N , plus additional edges to the places p 
) between the configurations of N A and the ones of
It is then easy to verify that the relation ∼ is a weak timed bisimulation. ⊓ ⊔
We will now prove that the inclusion we obtain in the above proposition is strict. But before, we address a technical point which we will use to delay some sequences of transitions in weak TPN. 
Then the sequence ρ ′ : (M, ν)
Proof. We introduce the following notations describing the run ρ:
We split the set of indices {1, . . . , n} into two disjoint subsets, I =0 = {i ∈ {1, . . . , n} | ν i (t i ) = 0}, and I =0 = {i ∈ {1, . . . , n} | ν i (t i ) = 0}. These two sets contain respectively the index of the transitions fired with a null (respectively non null) valuation.
We first show the following property:
Consider the first part of this property. Note that these valuations are strictly positive by definition of I =0 , thus proving the left inequality. Consider now the right inequality, and let i ∈ I =0 . Since the sequence t 1 . . . t i is instantaneous and follows a non null delay step, t i is never newly enabled during t 1 . . . t i−1 (otherwise ν i (t i ) = 0). As a consequence, we have ν i (t i ) = ν(t i ) + δ, and by properties (i) and (ii) of ρ, we obtain
, as desired. By definition of b, and since t i is firable from
We consider now the run ρ ′ : (M, ν)
Note that the increasing of the delay is possible because of the weak semantics: in the strong one, the modification of the delay step could be impossible. To prove that this sequence is firable in N s , we proceed by contradiction. Assume there exists a position i ∈ {1, . . . , n} such that t i is not firable from (M i , ν ′ i ), and pick the smallest position verifying this property. We distinguish two cases:
1. If i ∈ I =0 . Then we have ν i (t i ) = 0. Since the instantaneous sequence t 1 . . . t i immediately follows in ρ the delay step δ > 0, t i is newly enabled by the firing of t 1 . . . t i−1 . Since this property only depends on discrete markings, which are preserved in ρ ′ , t i is also newly enabled by the firing of t 1 . . . t i−1 in ρ ′ . As a consequence, we have ν ′ i (t i ) = 0 = ν i (t i ), thus proving that t i is firable in ρ ′ , yielding a contradiction.
2. If i ∈ I =0 . Then we have ν i (t i ) = 0. As already mentioned above, we have in this case that t i is never newly enabled during t 1 . . . t i−1 in ρ. Since the discrete markings are preserved, this conclusion holds also in ρ ′ . As a consequence, we have
Using Property (1), we obtain ν ′ i (t i ) ∈ I(t i ), and then t i is firable from (M i , ν with persistent atomic semantics, it accepts the set of timed words composed of letters a occurring before time 1. We will prove that this timed language cannot be accepted by any TPN equipped with the weak atomic semantics. 
This timed word w is recognized by N 1 P A and there exists thus a run of N A along w. We denote it by ρ and decompose it as follows :
To obtain this decomposition we proceed as follows. We denote by t We claim there exists an index i ∈ {1, . . . , k} such that each transition t appearing in θ i t i a has already been fired since θ 0 , i.e. t also appears in
By contradiction, if it is not the case, then we can find, for each index i ∈ {1, . . . , k}, a transition, denoted t i , that never appears before. The choice of k verifying k ≥ N + 1 then implies that there exist two positions i = j such that t i = t j , thus yielding a contradiction. We can now fix an index i verifying the above described property.
We now show that Lemma 13 can be applied to the part of ρ associated with the sequence d i θ i t 
About Atomic and Intermediate policies in weak and strong semantics
In this subsection, we discuss the comparison of the intermediate and atomic policies. As we will see, the situation is more complex than in the previous comparison.
On the inclusion of T PN I into T PN A . For the strong semantics, a construction has been proposed in [4] to transform any TPN with intermediate policy into an equivalent (w.r.t. weak timed bisimilarity) TPN with atomic semantics. A first attempt was thus to adapt this construction for the weak semantics. But studying this construction, we noticed that it is erroneous (even for the strong semantics). We present below an example exhibiting the error. Proof. We present here the details of the construction of the run ρ. This construction proceeds in three steps.
First step : construction of the structure of ρ. This step is the most involved one. We deeply use the bisimulation property between N 1 A and N I to build a first sequence. Figure 7 illustrates this construction. A dashed arrow between two configurations meens that these configurations are bisimilar. The direction of this arrow indicates which implication is used to obtain the bisimilarity (from N 1 A to N I , or conversely). In this figure, we omit the index I and A which should be associated to each of the step. We now detail step by step how this c is labelled by c. Then, we use the bisimulation property in the converse direction: the configuration reached after the prefix σ 1 , which is labelled by 3 We denote by η0 the value 1 − b 2
. internal actions and of null duration, is still bisimilar with the configruation of N 1 A reached after the a transition, as indicated by the bottom-up dashed arrow (the only path in N 1 A of null duration and labelled by internal actions is the empty path). Then the same reasoning is applied from these two bisimilar configurations, and can be repeated arbitrarily many times. 
