This work proposes a methodology for the forecasting of online water quality data provided by UV-Vis spectrometry. Therefore, a combination of principal component analysis (PCA) to reduce the dimensionality of a data set and artificial neural networks (ANNs) for forecasting purposes was used.
INTRODUCTION
Water quality monitoring in sewer systems is generally realised or conducted by sampling campaigns. After collection, the resulting samples are transported, stored and analysed in a laboratory (Bertrand-Krajewski et al. ) . However, there are several difficulties associated with this multistage process. Researchers have therefore sought for alternative water quality monitoring methods. One prime example is the application of in situ UV-Vis probes. These probes report continuous measurement data in the form of discrete time steps for commonly-studied wastewater parameters, e.g. total suspended solids (TSS) or chemical oxygen demand (COD). In fact, the last two decades have seen the development and application of UV-Vis spectrometry in urban drainage studies, allowing researchers to record absorbance from the UV (wavelengths 200 nm to 380 nm) and visible ranges (wavelengths 382.5 nm to 750 nm) (Langergraber et al.  ; van den Broeke ).
UV-Vis probes are online sensors that record light attenuation (absorbance) and provide a single absorbance value for each measured wavelength in a predefined spectrum per time step (Gruber et al. ) . Mainly, these probes are used to monitor pollutant load dynamics, e.g. nitrite-nitrogen NO 2 -N, nitrate-nitrogen NO 3 -N, biochemical oxygen demand BOD5, COD or TSS, in urban drainage systems, including sewer systems, wastewater treatment plants (WWTPs) and receiving waters (Rieger et al. ) . Collected data can also be utilized for decision-making purposes and real-time control applications (US-EPA ; Campisano et al. ). Relying on UV-Vis probes entails a number of steps. Firstly, probes must be calibrated (Torres et al. ; Salgado et al. ) and maintained in a sufficient time interval. Secondly, time series analysis must be performed on UV-Vis absorbance spectra. Thirdly, forecasting methods must be developed to employ the online control monitoring in real time. Finally, the forecasted values of UV-Vis absorbance time series can be transformed to water quality indicators (i.e. NO3-N, dissolved COD, TSS) and could be used for decision making purposes and for real-time control applications (US-EPA ; Sa-nguanduan & Nititvattananon Artificial neural networks (ANNs) are accepted by different disciplines and are suitable owing to their informative processing characteristics, e.g. nonlinearity, parallelism, noise tolerance, learning and generalization capabilities (Young et al. ) . In the last few years, ANNs have been used successfully for forecasting purposes in order to obtain one-step-ahead forecasted values (Yang et al. ) , especially by discovering non-linear relationships (Faruk ) . Other experiences have shown that ANNs is a promising technique for water quality forecasting purposes (Martin et al. ; West & Dellana ; Elbisy et al. ; Riesco et al. ) , due in particular to its capability to deal with a high number of entries (multivariate data or training time steps), taking into account nonlinearities in noisy data sets, characteristics exhibited by on-line water quality time series. However, there are scarcely any references to forecasting on-line UV-Vis time series with short time steps (acquisition time on the order of 1 min) using ANN (Yang et al. ) . On the other hand, on-line UV-Vis time series involve multivariate information (one absorbance magnitude for each wavelength and each time step), so compression is often used to reduce processing time (Plazas-Nossa & Torres , ) .
This work proposes a method that combines ANN, and principal component analysis (PCA), in order to deal with high dimensional data sets, to forecast output data for water quality using UV-Vis absorbance time series.
MATERIALS AND METHODS
The submersible spectro::lyser™ UV-Vis probes (s::can company) are approximately 65 cm long, with a 44 mm diameter. They are designed to collect light attenuation (absorbance) quasi-continuously (one signal per minute). To provide light to the probe, a xenon lamp generates wavelengths from 200 nm to 750 nm at 2.5 nm intervals (Langergraber et al. ; s::can ) . Ascertaining the proposed method's feasibility involved a case study. Conducted on a total of 5705 UV-Vis data, the case study spanned four sites ( Figure 1 ). The first was located in Bogotá, Colombia's capital: data were acquired from the Salitre-WWTP influent from June 29th, 2011 at 9:03 h to July 3rd, 2011 at 17:33 h (readings every minute). The second was also located in Bogotá: data were acquired from Gibraltar Pumping Station (GPS) from October 18th, 2011 at 16:17 h to October 22nd, 2011 at 15:21 h (readings every minute). The third site was located in Itagüí, part of the Medellín metropolitan area (Colombia's second most populated region): data were acquired from the San Fernando-WWTP influent from September 24th, 2011 at 06:04 h to October 2nd, 2011 at 09:16 h (readings every 2 min). The fourth and final site was located in Graz, Austria: data were acquired from the Graz-West R05 Catchment outlet from July 21st, 2011 at 20:39 h to July 31st, 2011 at 23:57 h (readings every 3 min during dry weather conditions). Figure 1 depicts the absorbance values for each of the four study sites (Salitre-WWTP, GPS, San Fernando-WWTP and Graz-West R05 Catchment). The labelled axis 'wavelengths' shows the range that covers from ultraviolet (UV) 200 nm to the last visible part (Vis) 745 nm for Salitre-WWTP, GPS and San Fernando-WWTP, and 735 nm for Graz-West R05 Catchment: the UV spectrum part covers wavelengths between 200 nm and 380 nm, used to monitor the organic matter levels, and the Vis spectrum part covers wavelengths between 382.5 nm and 735 nm or 745 nm, used to monitor the suspended solids and turbidity levels. In Figure 1 This colour scale is proposed based on van den Broeke (): (i) in the UV range, the dark purple represents determinants such as nitrites NO 2 , nitrates NO 3 and COD; (ii) in the Vis range, the violet, blue, green, yellow, orange and red colours represent determinants such as turbidity and TSS. The 'time' axis depicts each of the spectrum captured by the captor. Figure 2 shows, as an example, the GPS study site for first (UV) and 74th (Vis) absorbance time series, which correspond to 200 nm and 382.5 nm, respectively. Thus, it is possible to observe in Figure 2 the variations and patterns in the time series. Figure 3 shows a flow diagram of the PCA and ANN procedures that depicts the methodology used in this work. Firstly, using the 80% length of each UV-Vis absorbance time series for calibration, as mentioned and applied by different authors, where it is proposed to use between 67% and 80% of the total length (Wang et al.
. Then, with this 80%, the PCA procedure is applied to reduce the problem dimensionality. Secondly, using the principal components in each time series, the ANN procedure is applied testing the lag time (it refers to one time step shift of the time series to form a matrix that can be used as input for ANN structure) and the number of neurons in the hidden layer. Finally, the forecasted values are produced using the best model from the LOO-CV (leave one out-cross validation) results, the PCA inverse procedure is done and these forecasted values are compared with the final 20% of each absorbance time series to test the performance of forecasting procedure.
PCA proposed by Pearson () aims to construct a linear transformation by choosing a new coordinate system from the original data set, in which the variance of greater size of the data set is captured in the first axis (called the first principal component), the second largest variance is the second axis, and so on (Juhos et al. ) . In order to build this linear transformation, a covariance matrix or correlation coefficient matrix must be built first (Shlens ). The goal is to transform an X data set given with dimensions n × m, to another data set of lower dimension n × l, with as little loss of useful information as possible using the covariance matrix (for more information see Plazas-Nossa & Torres ). This dimensionality reduction implies less processing time compared with processing each time series for each wavelength. For the present study, PCA was used as a previous step, in order to reduce dimensionality, for both discrete Fourier transform (DFT) and ANN procedures, named as PCA/DFT (Plazas-Nossa & Torres ) and PCA/ANN. Afterwards, the inverse procedure is done for PCA method to return to the absorbance values and to compare the real time series of absorbance with the forecasted ones.
A main feature of the ANN method (Russell & Norvig ) is a model with multiple parameters, which is able to reproduce complex non-linear relationships (Solomatine ) . Figure 4 shows a schematic diagram of an ANN with input layers that receive the data to be processed X i ; weights of connection between the layers (synapses) w ij and c ij ; a hidden layer that receives the weighted inputs and produces h ij outputs which in turn are scaled by the c ij weights to enter as a sum 's' to the output layer; 'u' as a threshold and the simulated output σ(s) as the activation function, corresponding to the sigmoidal function that takes values between 0 and 1 (Obregón et al. ) . Feedforward ANN provides a flexible way for generalized linear regression and non-linear functions. The simplest ANN model is one that has a single layer. In this type of simple layer networks, the learning process works by entering one datum at a time and neuron weights are reviewed after each case, in attempt to minimize the mean square error. This procedure of gradual adjustment of the weights is based on the error made during the training phase. For learning, linear regression algorithms are mainly used. Different configurations of the ANN must be tested with different lag time and different ANN sizes on the hidden layer to use the output value in the forecasted time series. For the training phase, 80% of the time series are used for cross validation and the remaining 20% of the time series are used for testing. To obtain the best ANN model, a combination of lag time from 2 up to 5 and a number of neurons in the hidden layer from 1 up to 5 was varied and assessed.
The cross validation method proposed is applied to identify the numbers of components of the model structure (ANN) which minimises the error of prediction among a given number of combinations (lag time, number of neurons). Therefore, the method used is LOO-CV (Arlot & Celisse ) . This method is based on a split of an available set of samples. The first sample of the set is chosen for validation and the rest of the samples is used for training purposes, respectively. This action is repeated for each sample in the set. The LOO-CV process is done removing values chronologically order and not re-introducing them again. Figure 5 shows a diagram of LOO-CV procedure.
To assess the predictive quality of different ANN model structures, the mean squared error (MSE) is applied as quality criteria (Diebold ; Bowerman et al. ) . It is calculated as the sum of squares of the errors of the training samples divided by the number of the available samples (see Equation (1)). Thus, the procedure is done to privilege the horizons of forecasting in the short term. where y i is the absorbance value for the validation data number i,ŷ i is the absorbance value predicted by ANN for the validation data number i, and n is the total number of validation data. The resulting outputs are given the MSE values, which are a function of i index as well, to obtain the best ANN structure (lag time and number of neurons in the hidden layer) based on the minimum MSE value. Therefore, it is necessary to estimate the absolute percentage of error (APE) as a forecasting performance indicator, and it is calculated by Equation (2) . Thus, APE is the performance measurement to be used, once the best model structure is chosen with the validation forecasting data.
The APE is calculated using each original time series value (Val real ) and each forecasted time series value (Val fore ). For all the data analysis, the free software environment R (R Development Core Team ) was used.
RESULTS AND DISCUSSION
For all the study sites, the PCA procedure is applied to all absorbance time series to reduce the dimensionality of the problem. The PCA results show that it captured more than 97% of the variability of the problem using from two to six principal components as shown in Table 1 .
Regarding the number of principal components which are necessary to obtain, the same number of ANN with the lowest MSE values (resulting from the best combinations of lag time and number of neurons) are shown in Table 2 for all study sites.
As shown in Table 2 , after the lag time testing values between 2 and 5 in all cases, the best results were obtained applying two lag steps to the time series. The MSE values shown in Table 2 were the lowest after applying the Figure 6 shows a selected part of the time series (first absorbance wavelength at 200 nm) for San Fernando-WWTP using the best fit model for (a) PCA/ANN and (b) PCA/DFT results presented by Plazas-Nossa & Torres () procedures, including from 4,000 to 4,600 values (black thick drawn curve). The blue thin drawn curve shows the training data from 4,000 to 4,554 values and the red curve shows the test data from 4,555 to 4,600 values. Similar results in terms of the adjustment between observed and forecasted values were obtained for Salitre-WWTP, GPS, and Graz-West R05 study sites. The forecasting procedure, using the latest two values (according to results shown in Table 2 , see lag label for each PC) of training time series to predict the 20% of the values that are unknown for the ANN, is applied. Taking the best model of ANN method, this process for each study site was done. Figure 6 shows the final part of the time series used for neural network calibration and the first part of the time series that was used to test the forecasted values. Figure 6(a) shows results of the PCA/ANN procedure using two lag time over the principal components' time series, depicting a good fit at the first forecasted values and following an oscillatory behaviour. Therefore, to obtain a forecasting value, only two immediately preceding values are used: the two last values of the calibration time series were used to obtain the first forecasted value, the last value of the calibration time series and the first forecasted value were used to obtain the second forecasted value, the two first forecasted values were used to obtain the third forecasted value, and so forth. This is compared with results shown in Figure 6 (b) using PCA/DFT and the tenth most important harmonics (reported by Plazas-Nossa & Torres ).
Therefore, 23 ranges of forecasting times are proposed in order to compare PCA/ANN and PCA/DFT results. As an example, Figure 7 shows the 23 forecasting time ranges and the forecasting absolute error percentage APE for Salitre-WWTP, the APE values were obtained for both PCA/ANN and PCA/DFT procedures. Also, the difference between them was used to identify suitable forecasting time ranges and wavelengths for application of the PCA/ ANN methodology. Similar results were obtained for GPS, San Fernando-WWTP and Graz-West R05 study sites. values which PCA/DFT procedure has lower APE values compared with APE values of PCA/ANN. Finally, light yellow indicates when neither of the two procedures is significantly greater than the other one. Figure 7(a) shows that, for the first 120 min of forecasting (2 h), APE values do not exceed 10%. Also, for the forecasting time range between 121 min and 600 min (10 h), APE values do not exceed 25%. Finally, in the wavelength range from 200 nm to 237.5 nm (first part of the UV spectrum), APE values do not exceed 15%. Figure 7(b) shows that, for the first 600 min of forecasting (10 h), APE values do not exceed 20%. Also, in the wavelength range from 200 nm to 237.5 nm (first part of the UV spectrum), APE values do not exceed 15%. Figure 7(c) shows for the first 120 min of forecasting (2 h), PCA/ANN procedure has lower APE values compared with PCA/DFT procedure across the Vis spectrum (382.5 nm-745 nm). Also, for the first 90 minutes of forecasting (1 h 30 min) and large part of the UV spectrum (200 nm-380 nm), PCA/ANN procedure has lower APE values compared with PCA/DFT procedure. This figure shows that PCA/DFT procedure has lower APE values compared with PCA/ANN procedure for forecasting time range between 121 min and 900 min (15 h).
Considering all study sites and depending on each time series' behaviour, the PCA/ANN method shows more accurate forecasted values than PCA/DFT method in the following cases: (i) Salitre-WWTP: for the first 120 min of forecasting (2 h) and wavelength range from 320 nm to 745 nm, APE values do not exceed 10%; (ii) GPS: for the first 6 min of forecasting and wavelength range from 200 nm to 745 nm (which represents the complete spectrum), APE values do not exceed 13%; (iii) San Fernando-WWTP: for the first 24 min of forecasting and wavelength range from 200 nm up to 610 nm, APE values do not exceed 13%; (iv) Graz-West R05: for the first 18 min of forecasting and wavelength range from 290 nm up to 735 nm, APE values do not exceed 13%. However, for each time series at each study site, the behaviour is different and there is no possibility to obtain a priori results for a new time series at other study site.
CONCLUSIONS AND OUTLOOK
PCA procedure was used to construct a linear transformation to reduce the dimensionality of a data set, aspire a minimum loss of useful information. For all study sites, the captured percentage of variability varies from 97.6% to 98.7% using between two and six principal components.
From 'LOO-CV', the best ANN structure for each study site was determined: for all the study sites, ANN were composed of two values of lag time and between one to five neurons in the hidden layer.
Results obtained in this study vary according to each study site and therefore they are hardly generalizable. However, for some wavelength ranges the proposed PCA/ANN procedure gives better results for the first forecasting times than PCA/DFT procedure, but these results do not guarantee good results for other time series at other study sites: first hour for Salitre-WWTP, first 6 min for GPS, first 24 min for San Fernando-WWTP and first 18 min for Graz West R05. In addition, for these forecasting times, PCA/ ANN gives better results than PCA/DFT for specific wavelength ranges: (i) from last part of UV range to all visible range for Salitre-WWTP; (ii) for all UV-Vis absorbance spectra for GPS; (iii) from all UV range to middle part of visible range, for San Fernando-WWTP; (iv) from last part of UV range to all visible range, for Graz West R05. These results open the possibility to propose different forecasting methods according to the specific dynamics and water quality matrices of each UV-Vis absorbance time series, as well as a function of the target pollutants to be forecasted.
Finally, this work will continue using other methodologies such as fuzzy logic and genetic algorithms to analyse whether it is possible to decrease the APEs values and increase the forecasting times as well as the lag time (hours instead of minutes), which can be used to construct decision support tools leading to the optimization of urban water systems operation.
