Abstract. A knot invariant ordered by filtered finite dimensional vector spaces is called finite type. It has been conjectured that every finite type invariant of classical knots could be extended to a finite type invariant of long virtual knots (Goussarov-Polyak-Viro conjecture). Goussarov, Polyak, and Viro also showed that this conjecture is strongly related to the Vassiliev conjecture that the knots could be classified by Vassiliev invariants. In this paper, for the order-three case of the Goussarov-Polyak-Viro conjecture, we obtain an answer and give a new viewpoint of the conjecture by introducing a reduced Polyak algebra, which is a simple version of the original one, derived from the first Gauss diagram formula that is the linking number for classical knots. This gives a nontrivial example that Gauss diagram formulae of knots of higher degree are systematically obtained by those of lower degree.
Introduction
In 1990, Vassiliev introduced powerful filtered classical knot invariants [17] , called a finite type invariant or Vassiliev invariant. A remarkable relationship between the Vassiliev invariants and the Jones polynomial were known: each coefficient of power series obtained from the Jones polynomial by replacing its variable by e x is a Vassiliev invariant [2, Theorem, Page 227] . A famous open problem concerning Vassiliev invariants of knots is whether they distinguish nonisotopic knots (the Vassiliev Conjecture, cf. [11, Page 46] ).
For the theory of Vassiliev invariants, in order to present a Vassiliev invariant by a combinatorial formula, Polyak and Viro introduced a Gauss diagram formula in [15] (for the definition of Gauss diagram formulas, see Remark 12) . Polyak and Viro [15] had a question "Can any Vassiliev invariant be calculated as a function of arrow polynomials evaluated on the knot diagram?" Here, a function of arrow polynomials means a Gauss diagram formula. Goussarov gave a positive answer to this question in a framework of a virtual knot theory in [5] . He showed that any integer-valued Vassiliev invariant of (long) classical knots can be presented as a Gauss diagram formula. However, we do not have an algorithm to obtain a Gauss diagram formula for a given Vassiliev invariant of classical knots. On the other hand, we can explicitly present any Goussarov-Polyak-Viro finite type invariant (also called GPV invariant) for (long) virtual knots as a Gauss diagram formula. Therefore, if we can extend a given Vassiliev invariant to a GPV invariant for (long) virtual knot, then we can give its Gauss diagram formula by using a certain method of [5] . Goussarov, Polyak, and Viro formulated Conjecture 1 1 .
Conjecture 1 ([5]
). Every finite type invariant of classical knots can be extended to a finite type invariant of long virtual knots.
For cases of degree at most 3, it is easy to see that Conjecture 1 is true by known results (for degrees 2 and 3, see [5, Section 3.2, the formula (16) ] and [3, Section 4, Page 310, GPV formula]). This conjecture of n more than 3 is still open. Remark 1. Goussarov, Polyak, and Viro gave an example of GPV invariants of degree three by a Gauss diagram formula and they mentioned that the restriction of this invariant to classical knots was a Vassiliev invariant of the same degree [5, Section 3.2, Page 1059]. However, this formula contains a typo, e.g., we can show that it is not invariant under a third Reidemeister move for the unknot. A correction is given by [3] for the typo.
We obtain five new GPV invariants of degree 3 for long virtual knots (Theorem 1) and prove that the restrictions of some of obtained GPV invariants are Vassiliev invariants of the same degree (Corollary 1). 3,i (1 ≤ i ≤ 5) are linearly independent GPV invariants of degree three for long virtual knots. Remark 2. Because the GPV invariant of degree 3 in [5] (also [3] ) is represented by a linear combination ofṽ 3,i (1 ≤ i ≤ 5), we obtain four new invariants, essentially. D. Bar-Natan, I. Halacheva, L. Leung, and F. Roukema [1] computed the dimension of the space of GPV invariants of degree n (1 ≤ n ≤ 6). In particular, the dimension of the space of GPV invariant of degree 3 is 7. We do not have the remaining two.
Theorem 1. The following five Gauss diagram formulasṽ
Although we have a positive answer to Conjecture 1 with degree three, one may wish a little bit more information. For example, the question how to explain the relationship betweenṽ 3,i (1 ≤ i ≤ 5) and a well-known Polyak-Viro formula (see Remark 3) for the Vassiliev invariant v 3 of degree three [15] for classical knots is left unanswered (our answer is in Remark 3 and Corollary 3). We also would like to try to answer to a question how to extend a Vassiliev invariant to GPV invariants. Therefore, in this paper, we suggest a new algebra for classical knots corresponding with Polyak algebra.
We introduce reduced Polyak algebra and its quotient, truncated reduced Polyak algebra, which is obtained from Polyak algebra and its quotient, truncated Polyak algebra, by adding certain technical relations (Definition 19). By using the reduced Polyak algebra and its relators, we systematically obtain Gauss diagram formulas of the Vassiliev invariants of classical knots (Theorem 2). As a corollary of Theorem 2, we have Corollary 2.
Corollary 2. Each of the following nineteen (two, resp.) functions is the Vassiliev invariant of degree three (two,resp) or the zero map on the set of classical knots.
In particular, v 3,i (1 ≤ i ≤ 19) is of at most degree three or zero map and v 2,i (1 ≤ i ≤ 2) is of degree two as follows:
and v 2,2 = v 2 .
(1)
, which corresponds to a famous Polyak-Viro formula of degree three [15] . This invariant takes value 0 on the unknot, +2 on the right trefoil and −2 on the left trefoil. 
By Corollary 3, Gauss diagram formulas (ṽ 3,j ) 1≤j≤5 of degree 3 obtained from the truncated Polyak algebra can be represented by Gauss diagram formulas for classical knots by the truncated reduced Polyak algebra.
In the end of this section, we would like to mention that there is another viewpoint. For solving the order-three case of the Goussarov-Polyak-Viro conjecture, we introduce the reduced Polyak algebra, which is a simple version of the original one, derived from the first Gauss diagram formula that is the linking number for classical knots. Therefore, this paper gives a nontrivial example that Gauss diagram formulae of knots of higher degree are systematically obtained by those of lower degree, which is interesting.
Preliminaries
In this section, definitions and notations are based on [6] .
Definition 1 (arrow diagram, cf. [5] ). An arrow diagram is a configuration of n pair(s) of points up to ambient isotopy on an oriented circle where each pair of points consists of a starting point and an end point and where the circle has the standard (counterclockwise) orientation. If an arrow diagram has a base point which is on the circle and which does not coincide with one of the paired points, the arrow diagram is also called a based arrow diagram. If there is no confusion, a base arrow diagram is simply called an arrow diagram. If an arrow diagram is a configuration of n pair(s) of points, the integer n is called the length of the arrow diagram. Traditionally, two points of each pair are connected by a (straight) arc, and an assignment of starting and end points on the boundary points of an arc is represented by an arrow on the arc from the starting point to the end point. The arc is called an arrow.
Remark 4 (a terminological remark). We mimic ideas of [5] , but the definition of arrow diagrams is slightly different from that of [5] (cf. [4, 7, 9] ). Definition 2 (Reidemeister moves on arrow diagrams, cf. [10, 5] ). Reidemeister moves on arrow diagrams are the following three moves illustrated in Figure 2 . If we treat based arrow diagrams, there exists a base point on a dashed arc of the circle.
Definition 3 (an arrow diagram of a knot, cf. [5] ). Let K be a knot and let D K be a knot diagram of K. Then, there exists a generic immersion g :
such that g(S 1 ) = D K which is enhanced by information on the overpass and the underpass at each double point. We define a based arrow diagram of D K as follows (e.g., Fig. 3 ). Let k be the number of the crossings of D K . Fix a base point, which is not a crossing, and choose an orientation of D K . We start from the base point and proceed along D K according to the orientation of D K . We assign 1 to the first crossing that we encounter. Then we assign 2 to the next crossing that we encounter provided it is not the first crossing. We suppose that we have already assigned 1, 2, . . . , p. Then we assign p + 1 to the next crossing that we encounter provided it has not been assigned yet. Following the same procedure, we finally label all the crossings. Note that g −1 (i) consists of two points on S 1 and we shall assign i to one point corresponding to the over path and assignī to another point corresponding to the under path. We shall assign a plus (minus, resp.) to each g −1 (i) if the crossing labeled by i is positive (negative, resp.). Note also that the preimage of the base point is a point on S 1 . The based arrow diagram represented by the preimage of the base point,
, equipped with information of the sign of each crossing, is denoted by AD DK , and is called a based arrow diagram of the knot K. Here, by ignoring the base point, we have an arrow diagram, which is also called an arrow diagram of the knot K.
It is known that a (long) virtual knot is identified with the equivalence class of a (based) arrow diagram by the Reidemeister moves. In this paper, we use the terminology of an arrow diagram for either an arrow diagram or a based arrow diagram unless otherwise denoted.
Definition 4 (Gauss word, cf. [16] ). Letn = {1, 2, 3, . . . , n}. A word w of length n is a mapn → N. The word is represented by w(1)w(2)w(3) · · · w(n). For a word w :n → N, each element of w(n) is called a letter. Each letter has a sign. The sign of a letter k is denoted by sign(k). A word w of length 2n is called a Gauss word of length 2n if each letter appears exactly twice in w(1)w(2)w(3) · · · w(2n).
Let cyc and rev be maps2n →2n satisfying that cyc(p) ≡ p + 1 (mod 2n) and rev(p) ≡ −p + 1 (mod 2n).
Definition 5 (oriented Gauss word, cf. [6] ). Let v be a Gauss word. For each letter k of v, we distinguish the two k's in v by calling one k a tail and the other a head. We express the assignments by adding extra informations to v = v(1)v(2) · · · v(2n), i.e., we add "¯" on the letters that are assigned heads. This new word v * is called an oriented Gauss word. We call each letter of an oriented Gauss word an oriented letter. Let v * (w * , resp.) be an oriented Gauss word of length 2n induced from v (w, resp.). Without loss of generality, for v, we may suppose that the set of the letters in v(2n) is {1, 2, . . . , n}. Here, it is clear that v * is a word of length 2n with letters {1, 2, . . . , n, 1, 2, . . . , n}. Two oriented Gauss words v * and w * are isomorphic if there exists a bijection f : v(2n) → w(2n) such that sign(k) = sign(f (k)) and
. . , n). Two oriented Gauss words v * and w * are cyclically isomorphic if there exists a bijection f : v(2n) → w(2n) such that sign(k) = sign(f (k)) and there exists t ∈ Z satisfying that w 
rev on a set of oriented Gauss words and the map is denoted by rev * .
We note that the equivalence classes (the cyclic equivalence classes, resp.) of the oriented Gauss words of length 2n have one to one correspondence with the based arrow diagrams (the arrow diagrams), each of which has n arrows. We identify these four expressions and freely use either one of them depending on situations (Fig. 4) . In general, we note that v * and v * • rev are not isomorphic. This implies that an arrow diagram and its reflection image are not ambient isotopic in general. 
In the remainder of this paper, In the rest of this paper, we use the notations in Notation 1 unless otherwise denoted, and we freely use this identification betweenǦ <∞ and {x * i } i∈N .
Recall that AD DK (cf. the note preceding Notation 6) gives an equivalence class of oriented Gauss words, say [[v * DK ]]. Then, by the definition of the equivalence relation, it is easy to see that the map
Recall that each letter has a sign ∈ {±1}. For an oriented Gauss word H * ∈ Sub x * (G * ), the sign sign(H * ) defined by
. Let G ′ * be another oriented Gauss word representing AD. By the definition of the (cyclically) isomorphism of the Gauss words, it is easy to see
We note that x * (AD) is calculated by geometric observations. We give some examples below (Example 1). 
For an arrow diagram x * , we define the functioñ x * from the set of the oriented Gauss words to {−1, 0, 1} bỹ
By definition, it is easy to seex * (F * 
We define the elements of Z[Ǧ <∞ ] called relators of types (Ǐ), (ŠII), (WII), (ŠIII), and (WIII).
Before we start to define relators, we note that in Definition 8, if the oriented Gauss word G * is obtained from a knot diagram D K , then each relator corresponds to a Reidemeister move: Type (Ǐ) relator to RI, Type (ŠII) relator to strong RII, Type (WII) relator to weak RII, Type (ŠIII) relator to strong RIII, and Type (WIII) relator to weak RIII. • Type (Ǐ 
with (sign(i), sign(j), sign(k)) = (1, −1, 1).
• Type (WIII). An element r * of Z[Ǧ <∞ ] is called a Type (WIII) relator if there exist an oriented Gauss word ST U V and letters i, j, and k not in ST U V such that
with (sign(i), sign(j), sign(k)) = (1, 1, 1) or
with (sign(i), sign(j), sign(k)) = (1, 1, 1).
We introduce notations in the following. Let
weak RII, strong RIII, or weak RIII, resp.), then there are Gauss words G * and G ′ * such that (by exchanging (Fig. 6 ). The subset of Sub(G * ) such that each element has exactly m pairs of oriented letters, each of which arises from i, j, and k in G * is denoted by Sub (m) (G * ), where m = 0, 1, 2, or 3. By definition, we have
Similarly, for an arrow diagram x * , Sub (m)
x * (G * ) denotes the subset of Sub x * (G * ) consisting of elements, each of which has exactly m pairs of oriented letters, each of which arises from i, j, and k. Then,
Let D be the set of (long) virtual knot diagrams. Next, for each element 
we define an integer-valued function D → Z, also denoted by
where
, we define the function (every case essentially returns to the argument of the case even if K is a long virtual knot). Here, we note that in this case in the decomposition (3) in the note preceding of Definition 9, Sub (2) (G * ) = ∅ and Sub (3) (G * ) = ∅, where G * = Siī. Then, by (2) in Definition 7, and by (3) and (4) in the note preceding of Definition 9,
Note that each element z * 0 ∈ Sub (0) (G * ) is an oriented sub-Gauss word of S. Then it is clear that Sub
On the other hand, since Sub(G ′ * ) is identified with Sub (0) (G * ),
Here, the last equality is needed to obtain a condition of relators. As a conclusion, the difference of the values is calculated as follows:
We note that it is a linear combination of the values of Type( I) relators viax * i . For the case Type (ŠII), (WII), (ŠIII), or (WIII) relators, the arguments are slightly more complicated than that of Type (Ǐ) relator, and we will explain them in Section 3. Thus, we omit them here.
, whereŘ 1 is the set of the Type (Ǐ) relators (corresponding to RI),Ř 2 is the set of the Type (ŠII) relators (corresponding to strong RII),Ř 3 is the set of the Type (WII) relators (corresponding to weak RII),Ř 4 is the set of the Type (ŠIII) relators (corresponding to strong RIII), andŘ 5 is the set of the Type (WIII) relators (corresponding to weak RIII).
Here, for integers b and d
is a linear map. Then, we have the next proposition.
Proposition 1. For each pair of integers b and d
be a function as in Definition 9. For (ǫ 1 , ǫ 2 , ǫ 3 , ǫ 4 , ǫ 5 ) ∈ {0, 1} 5 , letŘ ǫ1ǫ2ǫ3ǫ4ǫ5 be the set as in Definition 10. The following two statements are equivalent:
(2)
Therefore,
Definition 11 (Polyak algebra [5] ). The Polyak algebra P is the quotient module Z[Ǧ <∞ ]/Ř 10101 . Let n be an integer (n ≥ 2). The truncated Polyak algebra P n is the quotient module Z[Ǧ ≤n ]/Ǒ 2,n (Ř 10101 ).
Fact 1 ([5]
). Let K be the set of (long) virtual knots. There exists an isomorphism between Z[K] and P.
Fact 2 (Polyak [13] ). Reidemeister moves of virtual knots are generated by two types of RI, a type of weak RII with the fixed signs, a type of strong RIII with the fixed signs. In order to obtain classical knot invariants, we introduce the notions of mirroring pairs and a reduced Polyak algebra. We prepare Definition 12. For example, In general, by replacing the role of (S, T ) with (T, S), (S, U ), (U, S), (T, U ) (U, T ), (T, V ) (V, T ), (U, V ), or (V, U ), we define r * ·· . Then the pair (r * ·· ,r * ·· ) is called the mirroring pair. We say that a Type (ŠIII) relator r * has a mirroring pair if there existsr * such that (r * ,r * ) is a mirroring pair.
Invariances

Invariances for Gauss diagram formulas for virtual knots.
In this section, in order to prove Theorem 1, we give Theorem 2.
Theorem 2 (cf. [5] ). Let b and d (2 ≤ b ≤ d) be integers, and letǦ ≤d , {x *
i be functions as in Definition 9. We arbitrarily choose (ǫ 1 , ǫ 2 , ǫ 3 , ǫ 4 , ǫ 5 ) ∈ {0, 1} 5 and fix it. Then, if
an integer-valued invariant under the Reidemeister moves corresponding to ǫ j = 1. In a case of choices of (ǫ 1 , ǫ 2 , ǫ 3 , ǫ 4 , ǫ 5 ) ∈ {0, 1} 5 ,
i is an integervalued invariant of (long) virtual knots.
Remark 5. Invariants for (long) virtual knots in Theorem 2 imply GoussarovPolyak-Viro invariants of any degree. Moreover, any Gauss diagram formulae of any Goussarov-Polyak-Viro invariants are obtained by Theorem 2.
Before starting the proof, we note that we use the notion of sub-words (Definition 14). Definition 14. For a word w, a word u of length q is called a sub-word of w if there exists an integer p (q ≤ p ≤ n) such that u(j) = w(n − p + j) (1 ≤ j ≤ q).
• 
By the assumption of this case, for each z 0 ∈ Sub (0) (G * ),
and this shows that
• By (2), (3), and (4) in Section 2, we have (note that Sub (3) (G * ) = ∅):
Note that since G * is an oriented Gauss word z * 0 uniquely admits a decomposition into two sub-words, which are sub-words on S and T . Let σ(z * 0 ) be the sub-word of S and τ (z * 0 ) the sub-word of T satisfying z *
By using these notations, we define maps
Then, it is easy to see that Sub
These notations together with the above give:
Here, note that by the condition for the case ǫ 2 = 1, for any for any z * 0 ∈ Sub (0) (G * ),
Here, one may think that
0 by the condition of the statement (for the case ǫ 2 = 1). However, the condition means that the equation holds for each r * ∈Ǒ b,d (Ř 01000 ), and we
However, even when this is the case we see that
Thus,
• (Proof of Theorem 2 for the case ǫ 3 = 1.) Since the arguments are essentially the same as that of the case ǫ 2 = 1, we omit this proof.
• By (2), (3), and (4) in Section 2, we have:
, resp.), the above equations show:
Note that since G * is an oriented Gauss word z * 0 uniquely admits a decomposition into three sub-words, which are sub-words on S, T , and U . Let σ(z * 0 ) be the sub-word of S, τ (z * 0 ) the sub-word of T , and µ(z * 0 ) the sub-word of U , where z *
Here, it is easy to see that Sub (2) 
Under these notations, we have:
Here, note that
Thus, by the assumption of Case ǫ 4 = 1 and by Proposition 1 (cf. Proof of the case ǫ 2 = 1), for each z * 0 ,
They show that
The proof for the case when AD DK = [[SkjT ikUjīV ]] can be carried out as above, and omit it.
• (Proof of Theorem 2 for the case ǫ 5 = 1.) Since the arguments are essentially the same as that of the case ǫ 4 = 1, we omit this proof. 
α ix * i be functions as in Definition 9. We arbitrarily choose (ǫ 2 , ǫ 3 , ǫ 4 , ǫ 5 ) ∈ {0, 1} 4 and fix it. Then, if
i is an integer-valued invariant under RI and the Reidemeister moves corresponding to ǫ j = 1. In a special case,
is an integer-valued invariant of (long) virtual knots.
Proof of Corollary 4 from Theorem 2. By Theorem 2, it is enough to show By definition, if a connected arrow diagram has at least two oriented arrows, then it is irreducible. We note that the arrow diagram consisting of exactly one arrow is connected but not irreducible.
Definition 18. Let K and K ′ be two knots (long virtual knots, resp.). A connected sum of K and K ′ is denoted by K♯K ′ . Suppose that a function v is an invariant of knots (long virtual knots, resp.). If v is additive with respect to a connected sum
, then we say that v is additive.
If we consider the function of the form i∈Ǐ
in Theorem 2, we have:
α ix * i be functions as in Definition 9. We arbitrarily choose (ǫ 2 , ǫ 3 , ǫ 4 , ǫ 5 ) ∈ {0, 1} 5 and fix it. Then, if
i is an integer-valued additive invariant under RI and the Reidemeister moves corresponding to ǫ j = 1. In a case of choices of (ǫ 1 , ǫ 2 , ǫ 3 , ǫ 4 , ǫ 5 ) ∈ {0, 1} 5 ,
i is an integer-valued additive invariant of (long) virtual knots. As a corollary, if
i is an integer-valued additive invariant of classical knots.
Proof of Corollary 5 from Theorem 2. Since b ≥ 2 and i ≥ň b−1 + 1, each x * i consists of more than one arrows, i.e., x * i ∈Ǐ rr (see the note preceding Definition 18). Then, the former part of the statement is proved in the same argument as Proof of Corollary 4 from Theorem 2.
Next, by using geometric observations as in Example 1, it is clear that if x * i ∈ Conn, then, there exists a non-connected arrow diagram AD D(K♯K ′ ) consisting of copies of AD DK and AD D K ′ ,
3.2. Invariances for Gauss diagram formulas for classical knots. In this section, in order to prove Corollaries 6 and 7, we introduce the reduced Polyak algebra (Definition 19) and give Proposition 2. By replacing the Polyak algebra with the reduced Polyak algebra (Definition 19), we have a framework giving classical knot invariants. 
Then,
Proof. For a crossing, there exist two types of smoothings to splice the crossing. One is of type A −1 [8] and the other is of type Seifert as in Fig. 7 . For arrows corresponding to letters i, j, and k, we apply splices of type Seifert to AD DK (type A −1 to AD D K ′ , resp.) as in Fig. 8 . By considering a linking number of two 
Here, note that the formula, depending on 
Note that by Lemma 2, for every z * 0 ∈ Sub (0) (G * ) and for every nonzero r * (z 0 ), there existsr * (z 0 ). Thus, for every r * (∈ O 3,3 (Ř 00010 )) having a mirroring pair (r * ,r * ) and for every R * of the others (R * ∈Ř 00010 ), It is elementary to show that the set of the solutions is given by formulas of the statement of Theorem 1. They are of degree at most three since it is known that an invariant presented by a Gauss diagram formula is finite type of degree at most the number of arrows in an arrow diagram having the maximal number of arrows among the arrow diagrams in the Gauss diagram formula [5] . Note that the GPV invariants of degree two are known, and each of the five Gauss diagram formulas is linearly independent of the GPV invariants of degree two.
For the latter part of the statement, for each linear sumṽ 3,i (1 ≤ i ≤ 5) of Gauss diagrams is linearly independent. It is clear that this fact implies that each invariantṽ 3,i is linearly independent of the other invariants.
Proof of Corollary 1. It is known that for any GPV invariant of degree n its restriction to classical knots is a Vassiliev invariant of degree ≤ n [5] . Therefore each v 3,i is a Vassiliev invariant of degree ≤ 3 for classical knots. Here, the Vassiliev invariant v 3 of degree 3 takes value 0 on the unknot, +1 on the right trefoil and −1 on the left trefoil, and the Vassiliev invariant v 2 of degree 2 takes value 0 on the unknot, +1 on the right trefoil and left trefoil. There is no Vassiliev invariant of degree 1. Moreover, the value of the unknot byṽ 3,i vanishes. Thereforeṽ 3,i is a linear sum of v 3 and v 2 . By calculating the value of the right trefoil and the left trefoil, we obtain Corollary 1. (1 ≤ j ≤ 54). Here, note that 18 (36, resp.) relators are concerned withWII (ŠIII, resp.). Let x = (y
