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CHAPTER 1. INTRODUCTION 
Magnetic refrigeration is a process based on the magnetocaloric effect, a property of 
certain magnetic crystals that causes them to generate heat when they are in the presence of a 
magnetic field and cool when they are removed from that field [1]. When a strong magnetic 
field is applied to an isolated magnetic material, its randomly oriented magnetic dipoles tend 
to align, causing the system to become more ordered. That is, the system's entropy, the 
measure of thennodynamic disorder, decreases. The system restores its entropy balance by 
heating up several degrees. This solid state phenomenon is similar to the way a liquid warms 
as it crystallizes or when a gas wanns as it is being compressed. When the magnetic field is 
removed, the magnetic dipoles rearrange randomly, the entropy increases and the solid cools. 
Scientists and engineers are learning to exploit this highly reversible process, known 
as the magnetocaloric effect, to create a novel cryogenic cooling technology that may be 
sufficiently energy efficient and reliable to compete with conventional refrigeration 
techniques [2]. Magnetic refrigeration perfonns essentially the same task as traditional 
compression-cycle gas refrigeration technology. In both technologies, cooling is the removal 
of heat from one place (the interior of a home refrigerator is one commonplace example) and 
the rejection ofthat heat to another place (a home refrigerator releases its heat into the 
surrounding air). The traditional refrigeration systems, whether air conditioners, freezers or 
other fonns, use compounds that are alternately expanded and compressed to perfonn the 
transfer of heat. Magnetic refrigeration systems do the same job, but with metallic 
2 
compounds. Compounds of the element gadolinium are most commonly used in magnetic 
refrigeration, although other compounds can also be used. 
The extremely broad market potential of magnetic refrigeration includes any industry 
that requires a low temperature technology. The compact, simple system, a typical magnetic 
refrigerator requires only one cubic foot of space, is a potential replacement for traditional 
compression-cycle systems that have been in existence for more than 70 years. Magnetic 
refrigeration can be more energy efficient than compression-cycle systems; the efficiency 
depends on the application and temperature range. 
Magnetocaloric-based cryogenic refrigeration systems could be used for liquefying 
industrial gases such as oxygen, nitrogen, argon and helium or cryofuels such as natural gas, 
propane, and hydrogen. This application is particularly attractive since gas liquefaction, 
which is costly, inefficient, and energy intensive, must be highly centralized because of 
engineering scaling considerations. Researchers are also working on application of magnetic 
refrigerators to cool orbiting infrared detectors for military surveillance, medical imaging 
devices, and large scale food storage and processing systems. 
The aim of this study is to simulate the temperature profiles in a magnetic refrigerator 
using existing models. Further, an analysis of the effect of various model parameters on the 
cooling power of the magnetic refrigerator has been carried out to obtain the set of 
parameters which gives the best design. A design criteria has been defined for this purpose. 
This analysis can be used to determine the range of operation of the refrigerator for a 
particular bed temperature span and fluid pressure. The magnetic refrigerator can be easily 
3 
designed for a desired wattage and/or cooling temperature with the aid of this generalized 
analysis. 
4 
CHAPTER 2. LITERATURE REVIEW 
This section presents an extensive discussion of previous research on the theory of the 
active magnetic regenerative refrigerator, comparison of its performance efficiency with 
other more common systems, and the modeling of the system. The literature review is 
divided into these three sections. 
Descriptive Theory 
Magnetic refrigeration is potentially a highly efficient and high-power-density 
technology because the magnetization process is essentially dissipation free, reversible and 
the volumetric heat capacity of the refrigerant is very high. This technology arises from the 
combination of the magnetocaloric cycle, a simple Camot-type cycle analogous to expanding 
a cool gas to produce further cooling, with thermal regeneration from a solid. Large 
temperature spans are accomplished this way in the Stirling cycle, for example. Such a 
system is called an Active Magnetic Regeneration (AMR) cycle. In an idealized typical 
Active Magnetic Regenerative Refrigerator (AMRR) a cold heat sink is placed on one side of 
the magnetic refrigerant bed and a hot sink on the other, as shown in Fig. 2.1 [3]. A movable 
(or changeable) superconducting magnet or solenoid is positioned around the bed. through 
which the heat transfer fluid is driven by two synchronized pistons acting as displacers. The 
magnetic field is applied and removed at different stages of the cycle. Instead of external 
regenerators, a passive solid that stores heat and transfers it, the new cycle uses the magnetic 
refrigerant itself (the ferromagnetic material) as the regenerator. The technique works 
5 
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Figure 2.1. Schematic of a device operating with the AMR cycle [3]. 
because the hea transfer fluid, typically helium gas, that passes through a bed of 
ferromagnetic particles, is distinct from the solid refrigerant. 
The AMR cycle combines the magnetocaloric effect with a simple process in 
which fluid is cvcled between the hot and cold ends of the re!Zenerator. Ifthe magnetocaloric 
. ~ ~ 
effect is large enough, it not only removes the losses associated with regenerating the fluid 
but also moves heat from the cold end of the regenerator to the hot, thereby refrigerating. 
The work needed for refrigeration is supplied by moving the magnet against the magnetic 
forces and by moving the fluid through the bed. The force between the magnetocaloric bed 
and the magnet is larger when the magnet is pulled away from the bed in its cold state than 
when the magnet is mO\·ed towards the bed in its wam1 state. 
The AMRR comprises seyeral magnetic materials that are thermodynamically cycled 
to provide the refrigeration oyer an extended temperature range [4]. The basic theory is that 
6 
of an ordinary regenerator except that the temperature of the materials can be changed by the 
application or removal of a magnetic field and a displaced thennal wavefront propagates back 
and forth in the regenerator. 
The magnetocaloric effect in most ferromagnetic material is strongly temperature and 
field dependent, with a maximum value at the magnetic phase transition temperature. For 
example, a typical material such as GdNi2 exhibits a caret-shaped profile as illustrated in Fig. 
2.2 [5]. The peak in the profile occurs at the Curie temperature, the point at which GdNi2 
undergoes a phase transition from paramagnetism to ferromagnetis'm. The magnitude of the 
magnetocaloric effect is small even at the peak, a fact that is generally true for other magnetic 
materials as well. Each element of the regenerator will experience only a small temperature 
change during steady-state operation. Therefore, one can select materials that are optimized 
for the mean temperature at every location throughout the regenerator. Specifically, the 
material will be optimized if the peak in the ~Tad curve (the Curie point) coincides with the 
mean temperature at that location. The magnetocaloric effect across the entire regenerator is 
maximized for a layered bed consisting of materials having different Curie temperatures. 
Fig. 2.3 presents an example of this, showing layered materials spanning the range from 100 
to 350 K [6]. Some hypothetical material curves have been added to increase the temperature 
span and also at intennediate points to achieve the desired behavior. When actually operated, 
the mean temperature of the bed at every point should be close to the Curie point of the 
material used in that region. Hence. if a single material is used in an AMR bed, it is 
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Figure 2.3. Adiabatic temperature change as a function of absolute temperature for a 
layered material bed [6]. 
advantageous to use a ferromagnet whose Curie point is nearly equal to the hottest operating 
temperature ofthe bed [3]. 
Rare earth intermetallic compounds are good choices because the large values of their 
angular momenta tends to produce a large product of .0. Tad and solid heat capacity, CB, 
making a high refrigeration power density possible. Fig. 2.4 shows the heat capacity 
variation with temperature for Gd]\i2. The heat capacity of ferromagnets with a single sharp 
ordering transition reaches a maximum at the Curie temperature as can be seen in the figure. 
The higher the heat capacity of an AMR bed. the more heat can be extracted per cycle. 
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Hence, it is good to operate close to the transition temperature. Magnetic hysteresis is a 
potential problem if the material is operated well below its Curie point. in cases where 
magnetic atoms in the structure have orbital angular momentum. The materials that might be 
used in a magnetic regenerator are gadolinium intermetallic compounds that are prepared by 
arc melting and are relatively cheap and stable to oxidation. Gadolinium is a component of 
many effective magnetic refrigerants because it has a relatively large spin, making for a large 
magnetic heat capacity, and it has no orbital angular momentum, so magnetic hysteresis and 
magnetic anisotropy are unusually small. 
If the volumetric heat capacity of the heat transfer fluid is constant and small compared 
to that of the bed material, it has been suggested [7] that optimum refrigeration performance 
requires a magnetic regenerator bed material with the property that the adiabatic temperature 
change. ~Tad' with change in magnetic field should be proportional to the absolute 
temperature T. However, recent work indicates that there may be no specific ideal adiabatic 
temperature change profile for a material [8] because AMRR constitutes a unique 
thermodynamic process that cannot be equated to a cascade of thermodynamic cycles each of 
infinitesimal active element. This is because each solid element of the regenerator does not 
directly pump heat to its neighbors. All the solid elements are accepting or rejecting heat at 
the same time depending on which way the fluid is flowing. Heat is not pumped from one 
solid element to the next: instead. it is pumped to the fluid which then carries it out of the 
regenerator and rejects it to the environment. In this very basic sense, there is no direct 
communication between adjacent solid elements. 
11 
In order to achieve excellent heat transfer, the material could be put in a chip 
geometry with an effective particle diameter of -0.5 mm. Since the pressure drop across an 
efficient regenerator would have to be very small, typically 104_105 Pascal, there is no 
equivalent pressure wave problem as in normal regenerators dealing with compressed and 
expanded gas movement. This should also avoid the "dust" problem that comes from 
continual pressure pulsing in ordinary lead shot regenerators. The basic cycle, illustrated in 
Fig. 2.5 is described below [4]. 
Consider a porous-bed regenerator composed of a series of different ferromagnetic 
materials each with different Curie temperatures, To, gradually decreasing from sink 
temperature, T H, to the load temperature, TeLl T c, as shown in the top frame of Fig. 2.5. Also 
consider that the temperature gradient is uniform except for the constant temperatures at the 
ends of the regenerator, as shown in the second frame of Fig. 2.5. For start up from a warm 
condition, i.e. T H everywhere, several cycles are also required to reach the condition assumed 
above, so for simplicity we start with an established temperature gradient. In each frame, the 
dashed line shows the condition from the frame above and the solid line shows the next 
condition. Upon application of a magnetic field. the temperature along the bed adiabatically 
increases by Ll Tad, which is about 5-10 K for a 7 Tesla field. as shown in the third frame of 
Fig. 2.5. After the field is applied helium or hydrogen gas, at temperature T c, is pushed 
through the bed from the cold end which is now at T c. As the gas at T c enters the bed. the 
gas warms as the bed cools and a thermal wavefront of magnitude T H + Ll T H - T c is 
established. as shown in the fourth frame of Fig. 2.5. The overall wavefront propagates 
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Figure 2.5. Schematic of the variolls parts of an AMR cycle (4]. 
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through the regenerator (to the right in the fourth frame of Fig. 2.5) as gas continues to flow 
in the bed at T e. The gas leaves the regenerator at T H + !:l T H until the thermal wavefront 
arrives at the end of the regenerator. When this happens, the gas flow is stopped and the 
regenerator is adiabatically demagnetized. The temperatures all along the bed drop by !:l Tad 
as shown in frame 5 of Fig. 2.5 in preparation for the reverse flow of gas. The gas that came 
out of the regenerator at T H + !:l T H during the magnetized state is put through a heat 
exchanger and cooled to T H before it is pushed back into the regenerator after 
demagnetization. Another thermal wave of magnitude T H - T e + !:l T e is established, but it 
travels in the opposite direction to the first thermal wavefront, as shown in the bottom frame 
of Fig. 2.5. The gas exits the cold end at Te - !:lTe and is heated when it contacts a load at Te. 
When the thermal wave reaches the cold end of the regenerator, the gas flow stops and the 
cycle now repeats as the regenerator is again magnetized. This concept can be incorporated 
into both reciprocating and wheel modes. In the wheel mode, the magnetic bed is mounted 
on a wheel which is rotated through the magnetic field for magnetization and 
demagnetization. Several beds may be placed on one wheel depending upon the 
measurements of a single magnetic bed. to make the operation continuous. In both modes, 
the rate of magnetization and demagnetization is limited in practice to < 1 Hertz by the heat 
transfer coefficients. If the heat transfer could be improved, the frequency could be increased 
but eventually the eddy current power would become significant; probably near 5-10 Hz. If 
the eddy current and the heat transfer problems could be eliminated, the upper limit on cycle 
14 
frequency would be given by the spin-lattice relaxation rate; typically -1 kHz for gadolinium 
compounds. 
The AMR cycle as outlined above has several positive features. First. the 
temperature span of a given stage may be much larger than that of the adiabatic temperature 
change of the magnetic material (a factor often has been achieved). Second, since the bed 
acts as its own regenerator, heat need not be transferred between two separate solid 
assemblies. but rather between the solid particles in a single bed via the action of a fluid. The 
heat transfer area of a particle bed can be made very large as the particle size is reduced at 
nominal fabrication cost. Thirdly, individual particles in the bed do not encounter the entire 
temperature span of the stage, and hence the bed may be made into layers, each containing a 
magnetic material with properties optimized for a particular temperature range. This 
technique may enhance the cooling power or temperature span of the stage. 
Comparison With Other Systems 
Two unusual characteristics of magnetic cooling are that the magnetic cycle itself can 
be highly reversible even when conducted at fairly high speed and that the refrigerant and the 
heat transfer medium can be two distinct substances that can be manipulated independently 
[6]. The interesting characteristic of the magnetization process for paramagnetic materials is 
that the magnetocaloric effect relies on the properties of an individual magnetic atom and its 
coupling to the magnetic field. This interaction is complete in less than microseconds and 
hence occurs much more rapidly than feasible changes in magnetic field or heat transfer 
effects. Hence magnetization processes can be accomplished more rapidly than gas 
15 
compreSSIOn. The second important characteristic of magnetic refrigerators is that the 
refrigerant is normally a solid. Moving a solid magnetic refrigerant through the hot and cold 
heat exchangers as is normally done with the fluid for gas cycle refrigerators is usually 
inconvenient. An easier way to do the required heat transfer is as done in the AMR cycle. 
Here. a porous bed of magnetic material acts as both the agent that produces refrigeration and 
the regenerator for the heat transfer fluid. 
The efficiency of the AMRR is potentially quite high for several reasons. The basic 
process, magnetization/demagnetization, is inherently highly reversible compared to the 
compression/expansion of a gas. The work for the cycle can be put in via a 90% efficient 
motor rather than a 60-70% efficient compressor as in a gas cycle. The external heat 
exchanger and other losses are comparable in the gas and magnetic systems. In the magnetic 
system the heat transfer during the regenerative stages will be the dominant inefficiency, 
thereby requiring excellent regenerator design with respect to heat transfer, viscous flow 
dissipation, and longitudinal conduction. If the regenerator can be made highly effective, the 
overall magnetic refrigerator efficiency can approach 50-60% of Camot efficiency. This 
would be significantly higher than existing gas refrigerators such as Stirling-cycle devices. 
During its long history. the gas or vapor-compression refrigeration cycle has been 
refined to the point where it is highly cost-effective. especially near room temperature. 
However. these refrigerators use a lot of energy and hence a high-efficiency alternative 
definitely has a chance of succeeding in future. With its potentially higher system 
efficiencies and different scaling properties, the new magnetic refrigeration technology could 
16 
lower the cost of gas liquefaction. If the new technology succeeds, the cost of liquid helium 
for cooling conventional superconducting magnets could drop, greatly expanding the 
magnets' use in research and industry. 
A simple vapor-compression refrigeration cycle is shown schematically in Fig. 2.6 [9]. 
The refrigerant enters the compressor as a slightly superheated vapor at a low pressure. It 
then leaves the compressor and enters the condenser as a vapor at some elevated pressure. 
where the refrigerant is condensed as a result of heat transfer to cooling water or to the 
surroundings. The refrigerant then leaves the condenser as a high-pressure liquid. The 
pressure of the liquid is decreased as it flows through the expansion valve and, as a result, 
some of the liquid flashes into vapor. The remaining liquid, now at low pressure, is 
vaporized in the evaporator as a result of heat transfer from the refrigerated space. This 
vapor then enters the compressor. 
In a typical home refrigerator, the compressor is located in the rear near the bottom of 
the unit. The compressors are usually hermetically sealed; that is, the motor and compressor 
are mounted in a sealed housing, and the electric leads for the motor pass through this 
housing. This is done to prevent leakage of the refrigerant. The condenser is also located at 
the back of the refrigerator and is so arranged that the air in the room flows past the 
condenser by natural convection. The expansion valve takes the form of a long capillary tube 
and the evaporator is located around the outside of the freezing compartment inside the 
refrigerator. Thus in a refrigerator we have a device that operates in a cycle, that requires 
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work, and that accomplishes the objective of transferring heat from a low-temperature body 
to a high-temperature body. 
One of the main limitations of the new cooling technology is the high capital cost of 
superconducting magnets and the associated cryocoolers. At cryogenic temperatures, 
however, system efficiency starts to grow in importance, so life-cycle operating costs tend to 
become more significant relative to capital costs. The reason why this technology has not 
replaced liquid cryogens is that, for certain applications, magnetic refrigeration can be up to 
twice as expensive as liquid helium. However, a recent study [10] has indicated that it is 
possible to design a magnetic refrigerator based on a permanent magnet, instead of a 
superconducting magnet. This could significantly reduce the overall system complexity and 
cost. 
Magnetic refrigeration is best suited to temperatures below 20 K, although it can 
compete with other technologies up to 100 K. Below 20 K the only competing refrigerator 
technology is Joule-Thompson refrigeration, and Joule-Thompson has had the problem of 
poor reliability at lower temperatures. It is to be noted that the joule-Thompson refrigerator 
works on the principle that when a gas is throttled adiabatically a change in the temperature 
of the gas is observed. Magnetic refrigeration is potentially more reliable - one typical 
machine has a rotational speed of only 10 revolutions per minute and this low speed results in 
low component wear. The other competing technology is the use of liquid helium or 
hydrogen. but these are not self-contained. closed cycle refrigeration systems [1]. 
19 
The size of the AMR is less than 1120th of the gas compression/expansion cycle 
refrigerators. The frequency is very low in AMR, less than 10 cycles/min as compared to 
hundreds of cycles/min in the other systems. Also the AMR eliminates the use of ChI oro-
Fluro-Carbons. Besides all this there is nearly 60% energy savings in the use of AMR [6]. 
Hence, when compared to the existing refrigeration systems the AMR is a potentially much 
better alternative if capital costs can be reduced. 
Modeling the AMR System 
The basic theory of thermal wavefront propagation was first presented more than 
sixty years ago [11]. The temperature span across the bed was considered small enough so 
that the bed and gas properties could be taken as constant. Also, momentum and mass 
continuity effects were ignored leaving only a set of energy-balance equations to describe the 
problem. The one-dimensional, partial differential energy equations as described by Barclay 
[4] are 
fluid: (2.1) 
solid: (2.2) 
where E is the bed porosity, Pr and Ph are the fluid and solid densities, respectively, C[ and 
Cb are fluid and solid heat capacities. respectively, mr is the fluid mass flow rate, Tr is the 
fluid temperature, Tb is the bed temperature, h is the heat transfer coefficient between the 
fluid and the bed, a is the heat transfer area per unit volume, A is the cross-sectional area of 
the bed, and kb is the effective axial thermal conductivity of the bed. Eqns. (2.1) and (2.2) 
20 
describe a thermal wavefront propagating as a function of time. It was suggested [12] that 
the axial conductivity term in Eqn. 2.2 can be neglected for magnetic intermetallic 
compounds. At cryogenic temperatures such compounds have low thermal conductivity and 
one need not worry about the heat transfer in the axial direction. 
The system described above is a complicated one and in order to conduct design 
studies a less complex version is desirable. On simplifying the above equations by assuming 
the pore fluid heat capacity to be negligible and ignoring the axial conductivity term, 
DeGregoria [13] arrived at the following equations relating the bed temperature and fluid 
temperature as a function of position. x, and time, 1. 
(2.3) 
bed: (2.4) 
where V is the volume of the bed, L is the bed length, Mb is mass of the bed and all other 
variables are the same as in the Eqns. (2.1) and (2.2). 
Eqns. (2.3) and (2.4) can be cast into dimensionless form in terms of a reduced lenuth 
e> 
A and reduced period f1 where 
(2.5) 
(2.6) 
P is the time period of flow in either direction. 
21 
De Gregoria further simplified the above model by assuming bed mass to be infinite, 
corresponding to zero reduced period. This assumption eliminates the time dependence 
enabling rapid solutions. The limit is useful since it represents the point of maximum 
refrigerator efficiency. It is also a physically realizable limit to a good approximation. The 
equations in the infinite bed mass limit are 
(2.7) 
(2.8) 
(2.9) 
(2.10) 
The subscripts c and h refer to the cold blow (flow from the hot to cold reservoirs) and the 
hot blow (flow from the cold to hot reservoirs), respectively and L\Tad is the adiabatic 
temperature change of the magnetic material. Equation (2.10) shows the entropy balance for 
the hot and cold blow periods at steady state. The equation holds because the entropies 
should be equal for a reversible process. 
Eqns. (2.7)-(2.10) were solved numerically by a shooting method. The integration 
was carried out from the cold end by fixing the hot fluid stream temperature (during the hot 
blow) at the cold reservoir temperature, Tco1d, and guessing at the temperature of the cold 
fluid stream (during cold blow). Integrating across the bed, a value for the cold fluid stream 
was obtained at the outlet which should be the hot reservoir temperature, T hot. The 
integrations were repeated adjusting the guess of the temperature of the cold fluid stream at 
22 
the cold end until the temperatures matched at the hot end to some desired degree of 
accuracy. 
The heat transfer coefficient between fluid and bed was obtained from empirical 
correlations for packed particle beds [14]. The equation used is 
(2.11 ) 
where 
Nu = (_h_D_pJ(_E_) ; Pr = Cf~f and Re = _D_p_m_f_ 
k f l-E k f ~fA(I-E) 
(2.12) 
and the heat transfer area per unit volume, a, is given by 
(2.13) 
The magnetic material was assumed to be a sphere of very small size. It was shown 
[12] that a small sphere (- 0.2 mm) perfectly exhausts heat which can be transferred to the 
surroundings. For a frequency of 60 cycles/min this size of the regenerator material is 
effective in heat transfer process while for higher frequencies (> 1000 cycles/min) the size 
should be reduced to - 0.1 mm. The reduced size would also give a higher heat transfer area. 
~Tad and CB for the material GdNi2 [5] on changing the magnetic field from 0 to 7 
Tesla are shown in Fig. 2.2 and 2.4. The performance of the AMR is sensitive to the 
thermodynamic properties of the magnetic material. GdNi2 is a good material for an AMRR 
when used close to its Curie point of about 75 K. 
To summarize, the first model (Eqns. 2.1 and 2.2) describes the complete problem but 
has not been used for design purposes since it is computationally intensive. The second 
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model (Eqns. 2.2 and 2.4) is simpler but ignores the effects of axial conductivity and pore 
fluid capacity. However, it has not been verified whether these terms are significant. The 
last model (Eqns. 2.7-2.10) shows the time independent problem and the solutions are 
obtained immediately. It was suggested that this model could be used as a first pass design 
tool [13]. 
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CHAPTER 3. RESULTS AND DISCUSSION 
Since the properties of an ideal magnetic material are not known. it seems that the 
only way to determine if a magnetic material is a viable candidate for an AMRR material is 
to test it. in either a modeling code or an actual refrigerator. Much of the understanding of 
AMRRs has come about through the direct numerical simulation of the active regenerator 
beds which can then be used for designing a lab-scale model. We have compared the three 
models to determine which one can be used for design purposes. A qualitative analysis of the 
various design parameters was carried out and it helped us in obtaining a specific criteria for 
designing the magnetic refrigerator. We have analyzed the magnetic bed temperature profiles 
during the AMR cycle as well as the cooling capacity of the AMRR in determining a good 
design. Using our model and design criteria the range of dimensionless numbers for an 
operable bed has been specified. We have studied this for different bed temperature spans 
and magnetic materials as well. The detailed results are described below. 
Comparison of the Three Models 
We have been able to simulate the time independent model developed by DeGregoria 
using a shooting method. For the time dependent model, which assumes the pore fluid heat 
capacity to be negligible. we used a finite difference scheme and were able to match the 
results with those reported by DeGregoria. Barclay' s model (Eqns. 2.1 and 2.2) showed 
instability when a finite difference scheme was used. however. we were able to generate 
stable solutions by using the method of lines [15]. 
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In the method of lines, each partial differential equation was transformed into a set of 
ordinary differential equations by writing the spatial derivatives as differences. The 
boundary conditions of constant fluid inlet temperature and no heat loss at the ends of the bed 
were used. Before startup, the bed and fluid were at the same fixed temperature. Thus we 
obtained two sets of time dependent. coupled. ordinary differential equations which could be 
solved using any ODE solver. We have solved this using the NAG subroutine D02BBF 
which integrates a system of first-order ordinary differential equations over a range with 
suitable initial conditions, using a Runge-Kutta-Merson method. and returns the solution at 
points specified by the user. This program is fairly computationally intensive and the results 
generated take up to several hours on DS AXP 255/233 depending upon the values of the 
parameters. The time independent model was solved using the NAG routine D02HAF, 
where the results are obtained immediately. D02HAF solves the two-point boundary-value 
problem for a system of ordinary differential equations, using a Runge-Kutta-Merson method 
and a Newton iteration in a shooting and matching technique. 
We have used GdNi2 as the model magnetic material. The adiabatic temperature 
change curve for GdNi2 is shown in Fig. 2.2 and the following equation was used for fitting 
the profile for a field change of 7 Tesla in our model. 
~Tad = -L5+ 1.1 x T (3.1 ) 
It must be noted that there is a significant dependence of the adiabatic temperature 
change on temperature which has been incorporated in our model. The other bed and fluid 
properties are summarized in Table 3.1. The heat capacity of GdNi2 is estimated 
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Table 3.1 Equations describing bed and fluid properties [4, 16]. 
Property Equations used 
Cb (J/kg K) 3.2T-36.6 
Cr (J/kg K) 5.193 x 103 
J.!r (kg/m sec) 3.253 x 10-7To.7162 
1.0 _ 9.6 + 
2 1.07 x 10 
T T2 
kr(W/mK) 6.08059 x 10-4 T + 0.014410476 
Pb (kg/m"') 7200 
Pr (kg/m"') 1.01325 x 106 x 4.0 X 10-3 
8.314T 
from Fig. 2.4 for a field change of 7 Tesla. In our model all the tabulated properties have 
been computed at the average of the temperatures at which the fluid enters the bed for cold 
and hot blows. The variable property model is discussed later. The effect of the axial 
conductivity term is discussed in the next section. In absence of thermal conductivity data 
for GdNi2, we have assumed it to be close to those of other magnetic intermetallic 
compounds [12] and have worked with a value of 0.4 W/mK. 
The cooling power has been used as a measure of the cooling capacity of AMRR. It is 
computed by numerically integrating over the negative flow cycle, the temperature difference 
between the fluid exiting the bed and the cold reservoir temperature. So. if the cold reservoir 
temperature is Tcold and the fluid temperature when it comes out of the bed at the end of the 
first time interval for the negative flow period is T1• and for subsequent time intervals is T2, 
T3• T4 ..... Tn· where n is the number of time intervals in a given fluid flow period, then the 
cooling power is given by 
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(3.2) 
The factor of 2 is present because the cooling power is computed in only half of the 
AMR cycle, i.e. the negative flow period, and the factor averages over the whole cycle. The 
magnetic field change is assumed to be instantaneous. 
Fig. 3. I shows temperature profiles over a complete AMR cycle computed using 
Barclay's model. Let us call this model 1 and the time dependent and time independent 
versions of DeGregoria's model as model 2 and model 3, respectively. In this sample 
problem, the hot and cold fluid flow periods are 1.0 second. The helium gas flow is 0.53 g/s 
at an average pressure of 1.0 MPa. The bed length and cross-section are 4.5 cm and 2.84 
cm:!, respectively. The porosity of the bed is 0.42. The particles are spheres of diameter 
0.0 IS cm. The field change is 7 Tesla. 
Temperature profiles over the four parts of the AMR cycle operating at steady state 
are shown in Fig. 3. I. Over the field increase. the lower profile shows the bed temperature 
before the field increase, and the higher profile shows the bed temperature after the field 
increase. Over the positive and negative flow periods, profiles are shown at equal time 
intervals. The uppermost profile shows the bed at the start of the positive flow. Lower 
profiles in succession show successively later equally spaced time intervals with the lowest 
profile representing the bed at the end of the positive flow period. Over the field decrease, 
the upper profile shows the bed temperature before field decrease, and the lower profile 
shows the bed temperature after the field decrease. Finally, over the negative flow, the 
lowermost profile shows the bed at the start of the negative flow. Higher profiles in 
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succession show successively later time intervals with the highest profile representing the bed 
at the end of the negative flow period. 
The temperature profiles computed using model 2 are shown in Fig. 3.2. There are 
significant differences in the temperature profiles from model 1 and model 2 and the cooling 
powers predicted by model 2 are 8-10% higher than those of model 1. This means that the 
pore fluid capacity cannot be neglected in an AMRR. The profiles and cooling powers 
computed by model 2 agree with those of model 1 when the reduced period, fI (Eqn. 2.6) is 
increased from 112 to 179, which is an increase of 60%. The profiles show the same 
response when the reduced length, A is decreased by 25%. However varying A has to be 
considered carefully because a decrease in A with no change on fI can only be obtained by 
changing the mass flow rate which in tum affects the cooling power. 
The computed temperature profiles for the fluid and the bed using model 3 are shown 
in Fig. 3.3. The dotted lines show the fluid temperatures while the solid lines show the bed 
temperatures. Since the bed mass is assumed to be infinite. there is no change in bed 
temperature with fluid flow. The bed temperature fluctuates between the magnetized and 
demagnetized state temperatures. The fluid temperature is very close to the bed temperature 
since the heat transfer coefficient is very high. For this case. the cooling power represents 
maximum refrigerator efficiency and can be used for determining the initial design. 
However. model 3 does not give us much information about the actual process since it is an 
approximation of the physical situation. The cooling powers for the above cases are shown 
in Table 3.2. Modell is recommended for design since it describes the complete problem 
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Figure 3.3. Computed bed and fluid temperature profiles from model 3. 
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Table 3.2. Cooling power prediction by various models. 
Model used Cooling power (Watts) 
model 1 6.03 
model 2 6.52 
model 3 6.10 
model 2 ( with higher TI. or lower A) 6.13 
and the simplified version. i.e. model 2, gives significantly different results. 
The simulated temperature profiles reach steady state at around 50 AMR cycles for 
periods of 1.0 and 2.0 seconds, as shown in Fig. 3.4. For our studies we have assumed steady 
state at about 100 cycles to give a wide enough margin. All the values reported have been 
computed at steady state i.e. at 100 complete AMR cycles. From the figure it can be seen 
that for bed lengths of 20 cm or more, it takes longer to reach the steady state but since the 
magnitude of change in cooling power is extremely small (-0.1), our assumption gives fairly 
accurate values even in this case. 
Effect of Axial Conductivity Term 
We have also monitored the effect of the axial conductivity term on the cooling 
powers. Due to non-availability of thermal conductivity data for GdNi2 we worked with a 
fixed value for our study but wide variations in temperature profiles were observed for higher 
values of kb. In [12] it was determined that the thermal conductivity of intermetallic 
compounds is 10 to 1000 times less than that of lead which has a kb value of 40 W ImK for 
the temperature range of 40 to 80 K. 
The cooling power was found to decrease slightly (-0.5%) with inclusion of axial 
conductivity term and kb value of 0.4 W/mK. However, for higher values ofkb, the 
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Figure 3.4. Cooling power variation with cycles for different bed conditions. 
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Table 3.3. Cooling power variation with solid thermal conductivity values. 
kb (W/mK) CP (Watts) 
0.4 6.03 
4.0 5.80 
40.0 4.42 
decrease in cooling power was significant and is summarized in Table 3.3. The first value 
corresponds to temperature profiles of Fig. 3.1. The corresponding temperature profiles for 
kb values of 4 W/mK and 40 W/mK are shown in Fig. 3.5 and 3.6, respectively. 
The wave like behavior of the temperature profiles diminishes with high kb values. 
The profiles become more linear and the cooling powers are also quite low. This is because 
some heat is lost by conduction to the adjacent solid element while the remaining is 
transferred to the fluid. For low values of solid thermal conductivity this loss is negligible 
and all the heat is transferred to the fluid. Thus, high thermal conductivity of solid results in 
less heat transfer to the fluid and is undesirable for a regenerator material. Since the kb value 
for intermetallic compounds is low. the assumed value of 0.4 W/mK works well for our 
study. However, for other regenerator materials. low value of thermal conductivity should be 
preferred and is an important criterion in choosing the material for the AMRR. 
Qualitative Analysis of Design Parameters 
To be able to design a magnetic refrigerator we first have to identify the parameters 
which are important for a good design. We want the design to be such that we utilize the 
entire magnetic bed effectively and also achieve the desired cooling power. The parameters 
which can be varied are the period of flow and mass flow rate of the fluid, area of cross-
fie
ld
 in
cr
ea
se
 
po
si
tiv
e 
flo
w
 
90
 
85
 
SZ
80
 
-
-
80
 
~
 
'
-
"
 
~ 7
0 
m
 75
 
L
-
:::
J 
.
3 
70
 
-rn
 
rn
 
L
-
ID 
60
 
m
 65
 
0.
.. 
0.
. 
E 
50
 
m
 
E 
60
 
m
 
I-
l-
0.
0 
0.
2 
0.
4 
O.
G 
0.
8 
1.
0 
0.
0 
0.
2 
0.
4 
0.
6 
0.
8 
1.
0 
po
si
tio
n 
in 
be
d 
po
si
tio
n 
in
 b
ed
 
fie
ld
 d
ec
re
as
e 
n
e
ga
tiv
e 
flo
w 
w
 
90
 
80
 
V
I 
SZ
80
 
-
-
75
 
-
-
~
 
-
-
-
-
-
~ 7
0 
m
 70
 
L
-
:::
J 
.
3 
65
 
- rn
 ID 
60
 
rn
 
L
- m
 60
 
0.
.. 
0.
.. 
~ 5
0 
E 
55
 
I-
m
 
I-
0.
0 
0.
2 
0.
4 
0.
6 
0.
8 
1.
0 
0.
0 
0.
2 
0.
4 
0.
6 
0.
8 
1.
0 
po
si
tio
n 
in
 b
ed
 
po
si
tio
n 
in 
be
d 
Fi
gu
re
 3
.5
. B
cd
 te
m
pe
ra
tu
re
 p
ro
fil
es
 o
v
er
 a
n 
J\M
R 
cy
cl
e 
fo
r k
h=
 4
 W
/m
K 
fro
m
 m
o
de
l 
I. 
fie
ld
 in
cr
ea
.s
e 
po
si
tiv
e 
flo
w 
90
 
S5
 
SZ
SO
 
-
-
SO
 
~
 
.
.
.
.
.
.
.
.
.
.
.
 
~ 7
0 
CD
 7
5 
'
-
-
:
l 
.
2 
70
 
.
.
.
.
.
.
 ~ 6
0 
Ctl
 
'
-
-
<1>
 6
5 
a
. 
a
. 
E 
50
 
E 
60
 
CD
 
CD
 
f-
f-
0.
0 
0.
2 
0.
4 
0.
6 
O.
S 
1.
0 
0.
0 
0.
2 
0.
4 
0.
6 
0.
8 
1.
0 
po
si
tio
n 
in
 b
ed
 
po
si
tio
n 
in
 b
ed
 
fie
ld
 d
ec
re
a.
se
 
n
e
ga
tiv
e 
flo
w 
90
 
SO
 
V
J 
0
-
SZ
SO
 
-
-
75
 
~
 
-
-
~ 7
0 
CD
 7
0 
'
-
-
:
l 
.
2 
65
 
.
.
.
.
.
.
 
ct1
 
ct1
 
Cii 
60
 
'
-
-
<1>
 6
0 
a
. 
a
. 
~ 5
0 
E 
55
 
<1>
 
f-
f-
0.
0 
0.
2 
0.
4 
0.
6 
O.
S 
1.
0 
0.
0 
0.
2 
0.
4 
0.
6 
O.
S 
1.
0 
po
si
tio
n 
in
 b
ed
 
po
si
tio
n 
in
 b
ed
 
Fi
gu
re
 3
.6
. B
cd
 te
m
pe
ra
tu
re
 p
ro
fil
es
 o
v
er
 a
n 
A.
M
R 
cy
cl
e 
fo
r k
h=
 40
 W
/m
K 
fW
l11
lJ1
od
el 
J. 
37 
section, length and porosity of the bed, and size of magnetic particles. It is desirable to get 
the maximum heat transfer area in the bed and this can be obtained by minimizing the 
magnetic particle size and the bed porosity while maintaining low fluid pressure drops. 
Hence, these two parameters cannot be varied much. A change in the area of cross-section or 
the length of the bed will affect the amount of magnetic material needed and hence the cost of 
the bed. Along with this, the intensity of magnetic field needed will determine the cost of the 
refrigerator. There will also be costs involved in flowing the fluid in the bed. A good design 
would be the one in which the desired cooling power can be achieved for the minimum cost. 
The magnetic material to be used is determined by the cooling temperature and the 
temperature span of the refrigerator. In general, the magnetic material should have a high 
adiabatic temperature change (~T ad) on magnetization in the operating temperature range. 
The high ~ T ad is desirable because a higher adiabatic temperature change means more 
magnetocaloric effect which enhances the cooling capacity of the refrigerator. We try to 
operate close to the Curie point of the magnetic material because at that temperature ~ T ad is 
the maximum. The volumetric heat capacity of the desired material should also be high in 
the temperature range of operation. A high heat capacity helps in extracting more heat per 
cycle and thus. in widening the bed temperature span. Incidentally, the heat capacity also 
reaches it peak value at the Curie temperature. 
Layered beds are recommended if a particular material has high adiabatic temperature 
change in one range while some other material has the same property in the range close to the 
first material and so on. For example. GdNi2 is good for operation from 40 to 77 K while at 
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lower temperatures (20 to 40 K) GdPd is better. A layered bed will give a better design as 
compared to just using GdNi2 in the whole range because the adiabatic temperature change of 
GdNi2 decreases rapidly below 40 K. Moreover, there is a steep decrease in the heat capacity 
also below 40 K. GdPd, on the other hand has higher heat capacity below 40 K and the 
adiabatic temperature change is much higher. Similarly, if another hypothetical material has 
better properties than GdPd in a lower temperature range, the bed temperature span can be 
further widened using a layer of this material next to GdPd. 
The best heat transfer fluid to use is also determined by the temperature span of the 
refrigerator. At cryogenic temperatures helium is the only choice while at higher 
temperatures other fluids can be used. Water may be a good choice near room temperature. 
The other parameters, mass flow rate and period of flow of fluid are also critical in 
determining the cooling power of the bed. The cooling power increases with increase in 
mass flow rate but at very high flow rates. there is not sufficient heat transfer and the cooling 
power starts decreasing. On increasing the period of flow the cooling power decreases, since 
the bed temperature gets closer to the temperature of the fluid at the hot end, while on 
decreasing it too much, the time for heat transfer gets reduced and decreases the cooling 
power. Thus, the period of fluid flow also has to be within a range, if decreased or increased 
too much it will not give good cooling powers. 
The cooling power increases as the area of cross-section or the length of the bed is 
increased. An increase in either. increases the amount of magnetic material and hence the 
fluid is able to extract more heat from the bed and hence wider temperature spans and higher 
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Table 3.4. Effect of the increase in parameters on the cooling power of the bed. 
Increase in parameter Change in cooling power 
period of fluid flow, P decreases 
mass flow rate of fluid, ril f increases, but decreases after a limit 
area of cross-section. A increases 
length, L increases 
density of bed, Pb increases 
heat capacity of bed material. CB increases 
cooling powers are achieved. However, these two parameters also determine the cost of the 
bed and hence can be varied only within reasonable limits. An increase in density increases 
the cooling power due to the same reason. These results are summarized in Table 3.4. 
Design Criteria 
It is desired to have an operable bed with high cooling power and low costs. We 
have monitored the cooling power and the bed temperature profiles to define an effective 
design criterion. Several factors have to be considered for this. 
Fig. 3.7 and 3.8 show the sample problem solved with model 1 and discussed earlier 
with fluid flow periods now changed to 0.5 and 2.0 seconds, respectively. In Fig. 3.7, a 
minimum is observed in the temperature profiles. Due to this minimum the initial part of the 
bed is ineffective while we would like to have the maximum utilization of the bed. Hence. 
this minimum in the temperature profile is undesirable. The cooling power for this case, 
however. is higher than that of converging profiles of Fig. 3.1. Cooling power can be 
increased even more from the state of Fig. 3.7, by increasing the mass flow rate in which 
case the minimum disappears. On the other hand, in Fig. 3.8, there is no minimum, but the 
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cooling power of the bed is low because the exit temperature of the bed at the end of the hot 
fluid flow period is very close to the fluid entry temperature for the cold fluid flow cycle. 
This is because the bed is being warmed by the fluid for a longer time which in tum also gets 
warmed and no longer remains useful for cooling. From the two figures it was concluded 
that it is undesirable to have either a minimum or a "spread out" temperature profile. Instead. 
the best design was observed for the case when all the intermediate profiles converge to the 
same exit temperature as shown in Fig. 3.1. Here, there is complete utilization of the bed. 
Moreover, higher cooling powers can be achieved by decreasing the fluid flow period and 
increasing the mass flow rate. Hence. it is recommended to keep the fluid flow period as low 
as is physically possible and increase the mass flow rate accordingly so as to obtain 
converging bed temperature profiles. This gives the best design for fixed values of other 
parameters. If still higher cooling powers are required. the mass flow rate should be 
increased further with no need for extra magnetic material. For this case we do not get 
converging lines but cooling powers are high because of direct proportionality with mass 
flow rate. However, this case has to be used cautiously since there are economic aspects 
associated with high fluid flov,,' rates. 
It is also interesting to note how the minimum develops in the temperature profiles 
over the initial cycles. Fig. 3.9 and 3.10 show the temperature profiles for the positive flow 
period for cycles 5 and 8. respectively. This is for a fluid flow period of 0.5 seconds. the 
steady state profiles for which are shown in Fig. 3.7. Initially. the bed is at 60 K, after which 
it is magnetized and then the fluid enters also. at 60 K. The steady state is independent of the 
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Figure 3.9. Temperature profiles over the positive flow period for cycle 5. 
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Figure 3.10. Temperature profiles over the positive flow period for cycle 8. 
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Table 3.5. Behavior of inte~ediate temperature profiles on increasing the parameter values. 
Increase in parameter Temperature profile 
length of bed, L mInIma 
period of fluid flow. P "spread out" 
mass flow rate, ril f "spread out" 
heat capacity. CB mlfllma 
density of bed, Pb mlfllma 
area of cross-section of the bed. A mlfllma 
initial bed temperature. The bed temperatures are shown with solid lines while the fluid 
temperatures are shown with dashed lines. For these two cycles the bed temperature at the 
entrance is very close to the inlet fluid temperature. However, for the next cycles, 10 and 15 
. shown in Fig. 3.11 and 3.12, respectively, the temperature differences between the bed 
entrance and the fluid inlet increase and the minimum builds up. In Fig. 3.12 fluid 
temperature in the initial part is higher than that of the bed and the fluid heats the bed instead 
of cooling it. Thus, that part of the regenerator bed is ineffective and hence the minimum in 
temperature profiles is undesirable. 
The behavior of the temperature profile was observed with respect to a change in the 
different parameter values from the state shown in Fig. 3.1 and the results have been 
tabulated in Table 3.5. The profile moves from a minimum as in Fig. 3.7 to a "spread out" 
state as in Fig. 3.8 on changing a parameter in a particular direction. It must be noted that in 
monitoring this behavior we have studied changes from the conditions giving converged 
profiles as in Fig. 3.1. 
To be able to define the best design quantitatively, we have defined an error factor, E. 
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Figure 3.11. Temperature profiles over the positive flow period for cycle 10. 
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Figure 3.12. Temperature profiles over the positive flow period for cycle 15. 
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This error is computed as sum of the squares of the differences of the bed exit temperatures 
for the negative flow period, at the end of the first time interval, with those bed exit 
temperatures at subsequent time intervals. So, if the exit temperature (negative flow. of Fig. 
3.1) of the bed at the end of first time interval is To and those at subsequent time intervals are 
TJ- T2, T3 ..•• Tn_l • where the period of fluid flow is divided into n time intervals, then E is 
defined as follows. 
(3.3) 
It was observed that E decreased as the converging profiles were approached from 
either direction i.e. from "spread out" profiles to converging as well as from minimum to 
converging. It is undesirable to operate close to the minimum because the driving force 
becomes negative and a portion of the bed becomes ineffective, hence, in our design studies 
we try approaching the best design from the "spread out' state where the driving force is 
extremely low and positive. The magnitude of E varied a lot and below a certain value -
0.00 1, there was no significant difference in cooling power or bed temperature profiles. 
Hence we have used the design criteria 
E::;0.001 (3.4) 
However. on changing the bed temperature spans no significant differences were found in 
bed temperature profiles or cooling capacity of the AMRR for higher values of E and so a 
more general design criteria would be to let E be of the order of 0.00 1. 
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Effect of Dimensionless Numbers 
Having selected the converging temperature profile as the desirable design we want 
to know what values of dimensionless numbers give that design. This can only be done 
with the constant property model since the dimensionless numbers keep changing for 
variable properties and a generalized analysis cannot be performed. Ignoring the axial 
conduction term in Eqn. (2.2) since it has negligible effect for low thermal conductivity of 
solid and dedimensionalizing the equations, the following three dimensionless numbers 
have been identified. 
Nl = 3hP(1- E) 
DpEPrCr 
(3.5) 
Along with these Nu, Pr, and Re (Eqn. 2.12) are the other three dimensionless 
groups, but they affect the heat transfer coefficient, h, only. The effect of change in 
parameters like mass flow rate or period of flow of fluid on these dimensionless number 
can be analyzed and will provide a range of dimensionless numbers where the bed will 
operate at converging temperature profiles. It must be observed that as long as the ratio of 
:r is kept constant the bed cooling power can be increased by the factor with which 
mass flow rate and area of cross-section are changed without changing any other 
parameter. This ratio appears in N2 and Re (Eqn. 2.12) only, and other dimensionless 
numbers are independent of these two variables. So if the mass flow rate and area of 
cross-section are increased by a factor of four. the cooling power would also increase by a 
factor of four. However, increasing the area of cross-section increases the amount of 
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magnetic material in the bed and consequently the cost of the refrigerator and hence, this 
ratio is important for scaling up a laboratory size magnetic refrigerator. 
Fig. 3.13 shows the behavior of dimensionless numbers for several bed temperature 
spans and two different bed materials. We have used the design criteria discussed in the 
previous section in obtaining the points. The points represent the actual results obtained 
from the simulation and the lines are there for continuity. The long-dashed lines show the 
set of curves for temperature span of 60 to 77K and the solid lines show it for temperature 
span of 40 to 77 K, both for GdNi2• The curves for GdPd for a span of 20 to 40 K are 
shown by small dashes. The heat capacity and adiabatic temperature change data for GdPd 
were obtained from [5]. 
In the simulations, N1 was varied by changing the fluid mass flow rate which 
changes N2 and N3 as well. N2 was varied by changing the length of the bed, keeping N1 
and N3 constant. The variations in N3 were obtained by adjusting the product of solid 
density and heat capacity with N 1 and N2 remaining unchanged so as to obtain converging 
bed temperature profiles according to the design criteria discussed earlier. 
The curves show that N2 and N3 are inversely proportional to each other for a 
constant N1. These plots show the range of dimensionless numbers for an operable bed 
design. It can be seen in Fig. 3.13 that for lower cooling temperatures the range of 
dimensionless numbers for best design shifts towards smaller values. The variation of 
cooling powers for the three cases is shown in Fig. 3.14. Each point corresponds to the 
same value of N3 as on the previous plot. 
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The cooling power does not change with variations in N2 and N3 for a constant 
Nl. The cooling power changes with Nl because the mass flow rate is varied which 
directly determines the cooling power. These plots indicate that for another material which 
has the same temperature span and adiabatic temperature change profile, the best bed 
design would lie within the ranges of dimensionless numbers shown. Since N2 does not 
affect the cooling power for constant Nl, it is recommended that high values of N2 should 
be used in the design of the refrigerator. The high values of N2 correspond to low bed 
lengths which are important in determining the cost of the AMRR. While designing the 
bed by choosing the dimensionless numbers to be within these ranges the cooling power 
can be estimated by the following formula 
(3.6) 
where ~Tadc is the adiabatic temperature change at the cold end. The actual cooling power 
computed by the best design case of converging bed temperature profiles was found to be 
very close to this value. 
If we want to design the bed for another material with different bed temperature 
span and/or ~Tad profile, a similar analysis can determine the range of dimensionless 
numbers and the cooling powers for a good design. The ranges shown in the plot can be 
used as starting values for a design and the discussion of earlier sections can help 
determine how the various parameters affect the bed design. 
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Effect of Variable Properties 
The models become extremely complicated for variable bed and fluid properties and 
generalized results are difficult to obtain because the dimensionless numbers also vary for 
variable properties. We have taken the derivative of solid heat capacity into account while 
performing the computations for the variable property model. The other fluid properties 
affect the heat transfer coefficient only and do not change the equations used (Eqns. 2.1 and 
2.2). For the same conditions the variable property model (model 1) predicts similar cooling 
powers and the bed temperature profiles are found to converge also. The temperature profiles 
obtained from model 1 are shown in Fig. 3.15. As in the case of constant property models, 
model 2 with variable properties predicts a minimum in temperature profile for the same 
conditions. However, when the time period for fluid flow is increased to 1.5 seconds the 
minimum was found to disappear and the profiles agreed with those of Fig. 3.15. The 
cooling powers for the three cases are shown in Table 3.6. Due to the variable properties the 
temperature profiles at intermediate times are closer. These results confirm that using the 
constant property model for developing the design criteria is a valid approximation. The 
variable property models increase the computational complexity along with the computer 
Table 3.6. Cooling powers predicted by various variable property models. 
Model used Cooling power (Watts) 
model 1 6.19 
model 2 6.95 
model 2 (with P-1.5 seconds) 6.07 
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time required and can be used to further verify the results of the constant property models in 
future design studies. 
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CHAPTER 4. CONCLUSIONS 
A complete model for solving the AMRR temperature profiles and cooling powers 
was developed. It was compared with other simplified models developed by DeGregoria [13] 
and it was found that the complete model gave better results. This model is recommended 
for all design studies. The effect of the axial conductivity term was monitored separately. It 
was found that this term constitutes a significant loss in the heat transfer process for high 
thermal conductivities of solid. Since intermetallic compounds have low thermal 
conductivity values this term is not important here but in general, this is a valuable criterion 
for selecting materials for a regenerator bed. The effect of the various other model 
parameters were analyzed on the cooling power and the bed temperature profiles. 
A design criteria was specified according to which the bed exit temperature for the 
last part of the AMR cycle should converge to the same temperatures for the complete 
utilization of the bed. The cooling powers were also found to be reasonable for this 
condition. This analysis implied that the AMRR should be designed for the shortest possible 
fluid flow periods and high enough mass flow rates to obtain the converging bed temperature 
profiles. For this condition the cooling powers are reasonably high and cannot be increased 
further without affecting the cost of the refrigerator. 
The effect of the changes in parameters on the dimensionless groups was also 
analyzed and the dimensionless numbers were found to lie within a range for a particular 
magnetic material, bed temperature span and fluid pressure. We used GdNi2 for our studies. 
On increasing the temperature span the magnitude of the dimensionless numbers Nl and N2 
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were found to decrease while N3 remained unchanged. We also carried out this analysis for 
GdPd. For this case the dimensionless numbers, Nt and N2 were found to decrease while N3 
increased for temperatures spans of20 to 40 K. Using these plots, a magnetic refrigerator 
can be designed for the same temperature span and/or adiabatic temperature change profile. 
For different materials a similar analysis would determine the suitable ranges of 
dimensionless numbers. 
The variable property model predictions agreed with those of the constant property 
model. However, it is computationally intensive and no generalized observations can be 
made in terms of dimensionless groups. It should be used as a tool for verifying the final 
design. 
The computer code used to solve the three models is given in appendix A. We did not 
have experimental results available to test our model predictions. Work being conducted in 
and for the Ames Lab is expected to provide data in the near future. The code can be readily 
extended to include external heat exchangers so that code verification can be accomplished. 
It can also be used to determine the material with the best adiabatic temperature change 
profile suitable for use in magnetic refrigerators. 
Future Research 
The present model does not incorporate the effect of some significant losses like the 
eddy current losses and bed end losses due to external heat exchangers. In a future work, 
these losses can be studied in detail and appropriate terms can be added to the computer code 
57 
developed. A more detailed cost analysis of the magnetic refrigeration process can be further 
carried out. Also, the model can be tested with experimental data. once available. 
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APPENDIX A. COMPUTER PROGRAMS USED 
Program A - Complete time dependent problem (Modell) 
This routine integrates a system ofN ordinary differential equations using a Merson form of the 
Runge-Kutta method. The system is defined by a subroutine FCN supplied by the user, which evaluates the 
derivatives provided the initial values of the variables are known. The solution is returned via the user supplied 
routine OUTPUT at a set of points specified by the user. The solution is obtained by quintic Hermite 
interpolation on solution values produced by the Runge-Kutta method. The accuracy of the integration and, 
indirectly, the interpolation is controlled by the parameters TOL and IR. 
* 
* 
* 
* 
* 
* 
* 
* 
* 
D02BBF Example Program Text 
Mark 14 Revised. NAG Copyright 1989. 
.. Parameters .. 
INTEGER 
PARAMETER 
INTEGER 
PARAMETER 
NOUT 
(NOUT=6) 
N 
(N=lOOO) 
.. Scalars in Common .. 
DOUBLE PRECISION XEND, ERR 
INTEGER IF ACTOR, II, FL 
DOUBLE PRECISION PP,MMF,CCP,LL,AA,RROB,EE,DDP 
.. Local Scalars " 
DOUBLE PRECISION PI, TOL, X, XI, DX, DGI, DG2, DG3, TEl, TE2 
INTEGER IF AIL, IR, J 
.. Local Arrays .. 
DOUBLE PRECISION W(N+I,7), Y(N+I), YY(N/2 + I), ZZ(N/2 + I) 
DOUBLE PRECISION TB, TF, To, Tinf, TINIT, PHI, DUMMY 
., External Functions .. 
.. External Subroutines .. 
EXTERNAL D02BBF, FCN, OUT 
.. Intrinsic Functions .. 
INTRINSIC DBLE 
* ... Common blocks .. 
* 
COMMON XEND. TINIT,To,Tinf.TE I,TE2/AREA III FACTOR, 
+ II,DUMMY,KK,NCYCLE,ERR.FLI AREA2/PP,MMF, 
+ CCP,LL,AA,RROB.EE.DDP,DG I.DG2,DG3 
.. Executable Statements .. 
WRITE (NOUT, *) 'D02BBF Example Program Results' 
WRITE (NOUT,*) 'NUMBER OF MESH POINTS = " N 
IR = 0 
XEND = I.ODO 
* THE BED END TEMPERATURES ARE FIXED HERE 
TEl = 60.0 
TE2 = 77.0 
* THIS IS THE SPECIFIC HEAT CAPACITY OF FLUID 
CCP = 5.193E3 
* TIME PERIOD OF FLOW IS SPECIFIED OVER HERE 
PP = 1.000 
* THIS IS THE BED POROSITY 
EE = 0.42 
* THIS IS THE DIAMETER OF MAGNETIC PARTICLES IN THE BED 
DDP = 0.015E-2 
* LENGTH OF BED IS SPECIFIED HERE 
LL = 0.045DO 
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* THIS IS THE CROSS-SECTIONAL AREA OF THE BED 
AA = 2.84E-4 
* THIS IS THE MASS FLOW RATE OF FLUID 
MMF = 0.53E-3 
* THIS IS THE DENSITY OF MAGNETIC MATERIAL 
RROB = 7200 
* THE BED AND FLUID TEMPERATURES ARE THE SAME INITIALLY 
* NOTE THAT THE STEADY STATE IS INDEPENDENT OF THE INITIAL STATE 
TF =TEI 
TB =TEI 
* THE FOLLOWING TWO REFERENCE TEMPERATURE ARE CHOSEN FOR 
* DEDIMENSIONALIZING TEMPERATURE 
To =20.0 
Tinf= 100.0 
* THIS IS THE FIXED DIMENSIONLESS TEMPERATURE AT BED INLET DURING FORWARD 
* CYCLE 
PHI = (TF - To)/(Tinf - To) 
* THIS IS THE STEP LENGTH FOR SPATIAL DISCRETIZATION 
DX =2.0fN 
* THIS IS THE TOLERANCE USED FOR SOLVING THE DIFFERENTIAL EQUATIONS 
TOL = 1O.ODO**(-4) 
* WRITE (NOUT,99998) 'Calculation with TaL =', TOL 
X = O.ODO 
* INITAIL TEMPERATURES ARE ASSIGNED OVER HERE 
DO 10 I := 1, N+ 1 
IF (I.LE.(N/2» Y(I) = (TF - To)/(Tinf - To) 
IF (I.GT.(N/2» Y(I) = ( -1.5 + 1.1 *TB - To )/(Tinf - To) 
10 CONTINUE 
* THIS FACTOR IS USED JUST FOR PRINTING THE RESULTING PROFILES 
IF ACTOR = N/40 
* THE CYCLE LENGTH IS READ OVER HERE. NOTE THAT THE ODD CYCLES ARE THE 
* FORWARD CYCLES WHILE THE EVEN CYCLES ARE THE BACKWARD CYCLES AND 
* TWO CYCLES MAKE ONE COMPLETE AMR CYCLE 
write(*, *) , input cycle #' 
read(*,*) NCYCLE 
WRITE(NOUT, *) 'THE # OF CYCLES = '. NCYCLE 
" THIS VARIABLE IS USED FOR PASSING THE FLUID INLET TEMPERA TURE TO OTHER 
* SUBROUTINES 
TINIT= PHI 
* THIS LOOP IS FOR OBTAINING TEMPERATURE PROFILES AFTER A GIVEN NUMBER OF 
* CYCLES 
DO 20 KK = I, NCYCLE 
* THIS IS THE ERROR IN CONVERGENCE 
ERR = 0.0 
* THIS FLAG IS USED FOR DETERMINING WHETHER THERE WAS A MINIMA IN 
* TEMPERATURE PROFILES OR NOT 
FL =0 
* THIS IS FOR GETTING THE NUMERICAL INTEGRAL WHICH DETERMINES THE COOLING 
" POWER 
DUMMY = O.ODO 
60 
* THIS IS THE STEP SIZE IN OBTAINING THE COOLING POWER INTEGRAL 
11= N/2-1 
* THIS IS AN INTRINSIC PARAMETER USED IN THE NAG SUBROUTINE WHICH IS USED TO 
* INFORM THE USER IN CASE THERE ARE ANY ERRORS IN THE SUBROUTINE 
IFAIL = 0 
* NAG ROUTINE D02BBF IS CALLED OVER HERE 
CALL D02BBF(X,XEND,N+ 1 ,Y,TOLJR,FCN,OUT,W,IFAIL) 
IF (TOL.L T.O.ODO) WRITE (NOUT, *) , Range too short for TOL' 
* THIS IS USED FOR STORING THE TEMPERATURES AFTER ONE CALL TO THE SUBROUTINE 
* THIS IS JUST FOR CONVENIENCE AND CAN BE A VOIDED 
DO 25 J = 1, N/2 + I 
IF (J.EO.I) YY(J) = PHI 
IF (lGT.1) YY(J) = Y(J-I) 
ZZ(J) = Y(N/2 + J) 
25 CONTINUE 
* THIS LOOP PRINTS THE TEMPERATURE PROFILES. ONLY 20 POINTS ARE CHOSEN FOR 
* PRINTING THE TEMPERATURES. PROFILES ARE PRINTED ONLY FOR THE LAST CYCLE 
* 
IF (KK.EO.NCYCLE) THEN 
WRITE(NOUT, *) 'THIS IS CYCLE# " KK 
IF (MOD(KK,2).EO.0) THEN 
* FOR BACKWARD CYCLE 
Xl = 1.0DO 
ELSE 
* FOR FORWARD CYCLE 
Xl = O.ODO 
ENDIF 
TF = YY(I)*(Tinf - To) + To 
TB = ZZ(l)*(Tinf - To) + To 
WRITE (NOUT,99999) Xl, TF, TB 
D040 I = 1, N/(2*IFACTOR) 
IF (MOD(KK.2).EQ.0) THEN 
Xl = Xl - DX*DBLE(IFACTOR) 
ELSE 
Xl = Xl + DX*DBLE(lFACTOR) 
ENDIF 
TF = YY(I*IFACTOR+I)*(Tinf - To)"'- To 
TB = ZZ(I*IFACTOR+ I )*(Tinf - To) + To 
WRITE (NOUT,99999) Xl. TF. TB 
40 CONTINUE 
* THIS IS FOR WRITING THE RESULTS 
IF (MOD(KK,2).EQ.0) THEN 
write(*,*) 'COOLING POWER!MF = '.0.5*CCP*DUMMY 
write(*,*) 'COOLING POWER = ',O.5*MMF*CCP*DUMMY 
write(*,*), DI = ',DGI: Driving Force = '. TF-TB 
write(*,*), D2 = ',DG2: Driving Force = " TF-TB 
write(*,*), D3 = ',DG3: Driving Force = " TF-TB 
ELSE 
write(*,*) 'HEATING POWER = '. 0.5*MMF*CCP*DUMMY 
write(*,*), DI = ',DGI: Driving Force =', TB-TF 
write(*, *)' D2 = ',DG2,' Driving Force = " TB-TF 
write(*,*), D3 = "DG3: Driving Force = " TB-TF 
ENDIF 
WRITE(*,*) 'ERROR =', ERR 
IF (FL.EQ.I) WRlTE(*,*) 'MINIMA' 
WRlTE(*,*),PERIOD = ',PP 
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WRITE(*, *),MASS FLOW RATE = ',MMF 
WRITE(*,*),LENGTH = ',LL 
WRITE(*,*),DENSITY OF BED = " RROB 
WRITE(*, *)'AREA OF CROSS-SECTION = ',AA 
WRITE(*,*)'POROSITY = ',EE 
ELSE 
* PROFILES ARE ALSO PRINTED FOR ONE CYCLE BEFORE THE FINAL ONE FOR THE PURPOSE 
* OF MAKING PLOTS 
IF (KK .EQ. (NCYCLE - 1) THEN 
IF (MOD(KK.2).EQ.0) THEN 
XI = 1.000 
ELSE 
XI = 0.000 
ENDIF 
TF = YY(l)*(Tinf - To) + To 
TB = ZZ(l)*(Tinf - To) + To 
WRITE (NOUT,99999) XI, TF, TB 
DO 45 I = I, N/(2*IF ACTOR) 
IF (MOD(KK,2).EQ.0) THEN 
X I = X I - DX*DBLE(IF ACTOR) 
ELSE 
X I = X I + DX*DBLE(IF ACTOR) 
ENDIF 
TF = YY(I*IFACTOR+I)*(Tinf - To) + To 
TB = ZZ(I*IFACTOR+I)*(Tinf - To) + To 
WRITE (NOUT,99999) XI, TF. TB 
45 CONTINUE 
ENDIF 
* THIS IS FOR CHANGING THE INTIAL VALUES BEFORE THE NEXT CYCLE. THE VARIABLES 
* USED FOR STORING ARE HANDY OVER HERE 
DO 50 I = I, N/2+1 
IF (I.LE.N/2) Y(I) = YY(N/2+2 - I) 
TB = ZZ(N/2+2 - I)*(Tinf - To) + To 
IF (MOD(KK,2).EQ.0) THEN 
TINIT = (TEl - To)/(Tinf - To) 
Y(I+N/2) = (-1.5 + I.I *TB - To)/(Tinf - To) 
ELSE 
TINIT = (TE2 - To)/(Tinf - To) 
Y(I+N/2) = (1.5 + 0.9*TB - To).'(Tinf - To) 
ENDIF 
50 CONTINUE 
PHI = TINIT 
XEND = XEND + 1.000 
ENDIF 
20 CONTINUE 
* THE BIG DO-LOOP FOR SPECIFYING THE NUMBER OF CYCLES ENDS OVER HERE 
STOP 
* 
99998 FORMAT (lX,A,D8.I) 
99999 FORMAT (F7.2,' PHI =', FIO.5,' THETA =', FIO.5) 
END 
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* 
* END OF MAIN PROGRAM 
* 
* BEGINNING OF SUBROUTINE FCN 
* THIS SUBROUTINE IS FOR SPECIFYING THE DIFFERENTIAL EQUATIONS TO BE SOLVED 
SUBROUTINE FCN(T,Y,F) 
* 
* 
* 
.. Parameters .. 
INTEGER N 
PARAMETER (N=lOOO) 
.. Scalar Arguments .. 
DOUBLE PRECISION T 
.. Array Arguments .. 
DOUBLE PRECISION F(N+l), Y(N+I), PHI, IT, TINIT 
DOUBLE PRECISION CP, MU, CB, K. DP, RO, MF, A. E, HTA, P 
DOUBLE PRECISION RE, PR, H. L. MB, XEND, To, Tinf, TF, TB 
DOUBLE PRECISION D I, D2, D3, TE I, TE2, T A VG, ROB, D4, DIFF 
* .. Common blocks .. 
COMMON XEND, TINIT, To, Tinf, TE I, TE2/ AREA2/P,MF, 
+ CP,L,A,ROB,E,DP,Dl,D2,D3 
* FUNCTIONS USED 
* VISCOSITY OF FLUID AS A FUNCTION OF TEMPERATURE 
MU(TT) = 3.253E-7*TT**7.l62E-I/(1.0 -9.6/IT + 1.07E2/TT**2) 
* THERMAL CONDUCTIVITY OF FLUID AS A FINCTION OF TEMPERATURE 
K(TT) = 6.0S059E-4*IT + 0.014410476 
* SPECIFIC HEAT CAPACITY OF BED MATERIAL AS A FUNCTION OF TEMPERATURE 
CB(TT) = 3.2*TT - 36.6 
* DENSITY OF FLUID OBTAINED FROM IDEAL GAS LAW 
RO(TT) = 1.01325E6*4.0E-3/(S.314*TT) 
* .. Executable Statements .. 
* HEAT TRANSFER AREA FOR PACKED BED 
HTA = 3.0*(1.0 - E)IDP*A*L 
* MAGNETIC MATERIAL MASS IN THE BED 
MB = ROB* A *L *(1.0 - E) 
* STEP SIZE OF SPATIAL DICRETIZATION 
DX =2.01N 
* FLUID TEMPERATURE AT BED INLET 
PHI =TINIT 
* THIS IS THE TEMPERATURE AT WHICH THE PROPERTIES ARE COMPUTED 
TAVG = (TEI+TE2)/2.0 
* PRANDTL NUMBER FOR COMPUTING THE HEAT TRANSFER COEFFICIENT 
PR = CP*MU(TAVG)lK(TAVG) 
* REYNOLDS NUMBER 
RE = DP*MF/(A *MU(TA VG)*(1.0 - E» 
* HEAT TRANSFER COEFFICIENT FROM CORRELA TIONS FOR PACKED BEDS 
H = K(TAVG)*(1.0-E)I(DP*E)*PR**(1.0/3.0) 
.J.. *(0.5*RE**0.5+ 0.2*RE**(2.0/3.0)) 
* THE FOUR DIMENSIONLESS GROUPS USED 
DI = H*HTA*P/(A*L*E*RO(TAVG)*CP) 
D2 = MF*P/(A*L*E*RO(TAVG» 
D3 = H*HTA *P/(MB*CB(T A VG» 
* THE EFFECT OF THIS IS VERY SMALL AND HENCE IS NEGLECTED IN ANALYSIS 
* THERMAL CONDUCTIVITY OD BED MATERIAL - 0.04-0.004 
D4 = 0.004*P/(CB(TA VG)*ROB*L **2.0) 
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* THIS IS FOR STORING THE SECOND DERIVATIVE FROM CENTRAL DIFFERENCE SCHEME 
DIFF =O.ODO 
* THE FOLLOWING LOOP COMPUTES THE DERIVATIVE VALUES FOR ALL THE SPACIAL 
* POINTS 
D030I=I,N+I 
* THIS STATEMENT IS USED FOR ASSIGNING DIFFERENT VALUES TO PHI AND DIFF FOR 
* COMPUTING THE DIFFERENTIAL EQUA TION VALUES 
IF «LGT.I ).AND.(LLE.N/2)) THEN 
PHI = Y(I-I) 
ELSE IF (LEQ.(N/2 + 1)) THEN 
PHI = TIN IT 
DIFF = Y(I+ 1) - Y(I) 
ELSE IF «l.GT.(N/2 + 1)) .AND. (LNE.N+ 1)) THEN 
PHI = Y(I- N/2 - 1) 
DIFF = Y(I+ 1) + Y(I-I) - 2.0DO*Y(I) 
ELSE IF (I.EQ.(N+I)) THEN 
PHI=Y(l-N/2-I) 
DIFF = Y(I-I) - Y(I) 
ENDIF 
* THESE ARE THE ACTUAL DIFFERENTIAL EQUATIONS 
IF (I.LE.(N/2)) THEN 
F(I) = DI * (Y(I+N/2) - Y(I)) - (D2/DX)*(Y(I) - PHI) 
ELSE 
F(I) = D3*(PHI - Y(I)) + (D4*DIFF)/(DX**2.0) 
ENDIF 
30 CONTINUE 
RETURN 
END 
* 
* END OF SUBROUTINE FCN 
* 
* BEGINNING OF SUBROUTINE OUT 
* THIS SUBROUTINE IS USED FOR COMPUTING THE NUMERICAL INTEGRAL OF 
* TEMPERA TURE DIFFERENCES USED IN COOLING POWER COM PUT A TION AND FOR 
* PRINTING THE INTERMEDIATE TEMPERATURE PROFILES DURING THE FORWARD 
* AND BACKWARD CYCLES 
* 
* 
* 
* 
* 
* 
SUBROUTINE OUT(X, Y) 
.. Parameters .. 
INTEGER NOUT 
PARAMETER (NOUT=6) 
INTEGER N 
PARAMETER (N=IOOO) 
.. Scalar Arguments .. 
DOUBLE PRECISION X, PHI. TF. TB, DUMMY. ER. ERROR 
.. Array Arguments .. 
DOUBLE PRECISION Y(N+ 1), Z(N,'2 ... I) 
.. Scalars in Common .. 
DOUBLE PRECISION XEND, TINIT. To. Tinf. TEL TE2 
INTEGER IH, II, K, FLAG 
.. Local Scalars .. 
INTEGER J, CYCLE 
.. Intrinsic Functions " 
INTRINSIC DBLE 
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* .. Common blocks .. 
COMMON XEND,TINIT,To,Tinf,TEI,TE2/AREAI/IH,II, 
+ DUMMY,K,CYCLE, ERROR, FLAG 
* .. Executable Statements .. 
* THE COOLING POWER AND THE ERROR IN CONVERGENCE ARE COMPUTED ONLY FOR THE 
* FINAL CYCLE 
IF (CYCLE.EQ.K) THEN 
TT = Y(N/2)*(Tinf - To) + To 
IF (X.GT.(XEND - 1.000» THEN 
IF (MOD(K,2).EQ.0) THEN 
DUMMY=DUMMY+(TEI - TT)IDBLE(N/2) 
ELSE 
DUMMY=DUMMY+(TT - TE2)IDBLE(N/2) 
ENDIF 
ENDIF 
IF (lLEQ.(N/2-l) ER = Y(N+l) 
IF (ILL T.(N/2-1» THEN 
IF (Y(N+ I).L T.ER) FLAG = 1 
ERROR = ERROR + I.OD6*(ER - Y(N+I»**2.0 
ENDIF 
* THIS IS FOR PRINTING THE INTERMEDIATE TEMPERATURE PROFILES 
IF «MOD(I1,100).EQ.0).0R.(II.EQ.(N/2 -1») THEN 
DO 25 J = 1, N/2 + 1 
Z(J) = Y(N!2 + J) 
25 CONTINUE 
PHI = TINIT 
TF = PHI*(Tinf - To) + To 
TB = Z(l)*(Tinf - To) + To 
WRITE (NOUT,99999) X, TF, TB 
DO 30 J = 1, N/(2*IH) 
TF = Y(J*IH)*(Tinf - To) + To 
TB = Z(J*IH+l)*(Tinf - To) + To 
WRITE (NOUT,99999) X, TF, TB 
30 CONTINUE 
WRITE(NOUT, *) , 
ENDIF 
X = XEND - DBLE(II)IDBLE(N!2) 
11=11-1 
* IF THIS IS NOT THE FINAL CYCLE THEN NOTHING IS DONE 
ELSE 
X=XEND 
ENDIF 
RETURN 
99999 FORMAT (F7.2,' PHI = " FIO.S,' THETA =', F10.S) 
END 
* END OF SUBROUTINE OUT 
Program B - Simplified time dependent problem (Model 2) 
This program uses the finite difference scheme to solve for the two differential equations. A forward 
difference scheme is used for discretizing the derivatives. 
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* THIS PROGRAM SOLVES 2 PARTIAL DIFFERENTIAL EQUATIONS 
* .. Parameters .. 
INTEGER 
PARAMETER 
INTEGER 
PARAMETER 
NOUT 
(NOUT=6) 
N,M 
(N=500, M=500) 
* LOCAL ARRAYS 
DOUBLE PRECISION TB(N+5,M+5), TF(N+5,M+5) 
DOUBLE PRECISION X, T, DX., DT 
* LOCAL VARIABLES 
DOUBLE PRECISION CP, MU, CB, K. DP, RO, MF, A, E, HTA 
DOUBLE PRECISION RE, PR, H, L, MB, P, TAVG, POWER, HAVG, CBAVG 
DOUBLE PRECISION TEl, TE2, ROB 
* FUNCTIONS USED 
* VISCOSITY OF FLUID 
MU(T) = 3.253E-7*T**7.162E-lI(1.0 -9.6fT + 1.07E2fT**2) 
* THERMAL CONDUCTIVITY OF FLUID 
K(T) = 6.08059E-4 *T + 0.014410476 
* SPECIFIC HEAT CAPACITY OF MAGNETIC MATERIAL 
CB(T) = 3.2*T - 36.6 
* .. Executable Statements .. 
* THE TEMPERATURES AT THE BED ENDS 
TEl = 60.0 
TE2 = 77.0 
* INITIAL VALUE OF SPACIAL VARIABLE AT THE BEGINNING OF THE SIMULATION 
X=O.O 
* TIME PERIOD OF FLUID FLOW 
P = 1.0 
* SPECIFIC HEAT CAPACITY OF FLUID 
CP = 5.193E3 
* POROSITY OF BED 
E = 0.42 
* DIAMETER OF MAGNETIC MATERIAL (ASSUMED TO BE UNIFORM SPHERES) 
DP = 0.015E-2 
* LENGTH OF REGENERATOR BED 
L = 0.045DO 
* AREA OF CROSS-SECTION OF THE BED 
A = 2.84E-4 
* MASS FLOW RATE OF FLUID 
MF = 0.53E-3 
* HEAT TRANSFER AREA COMPUTED FOR PACKED BEDS 
HTA = 3.0*( 1.0 - E)fDP* A *L 
* DENSITY OF MAGNETIC MATERIAL 
ROB = 7200 
* MASS OF MAGNETIC MATERIAL IN THE BED 
MB = ROB*A*L*(1.0 - E) 
* FACTOR USED FOR PRINTING TEMPERATURES 
FACTOR = Nf20 
* STEP SIZE USED FOR COMPUTING SPA T1AL DERIVATIVE 
DX = LIN 
* STEP SIZE USED FOR COMPUTING TIME DERIVATIVE 
DT = PIM 
* WRITE(NOUT, *)' N =', N, ' M = " M 
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* READ THE NUMBER OF CYCLES 
WRITE(NOUT, *) 'ENTER THE NUMBER OF CYCLES' 
READ (*, *), NCYCLE 
WRITE(NOUT, *) , NUMBER OF CYCLES = ',NCYCLE 
WRITE(NOUT, *)' Number of mesh points = " N 
* WRITE(NOUT, *) 
* THIS LOOP ASSIGNES THE INITIAL AND BOUNDARY VALUES 
DO 10 I = I, N+I 
TF(l,I) = TEl 
TB(I,I)= -1.5 + 1.1*TEI 
10 CONTINUE 
* PROPERTIES ARE COMPUTED AT THE AVERAGE BED TEMPERATURE 
TAVG = (TEI +TE2)/2.0 
* THIS LOOP IS FOR COMPUTING THE TEMPERATURE PROFILES FOR THE SPECIFIED NUMBER 
* OF CYCLES 
DO 60 KK = I, NCYCLE 
* THIS VARIABLE IS FOR COMPUTING THE COOLING POWER 
POWER = O.ODO 
* THIS IS FOR GETTING INTERMEDIA TE BED TEMPERATURE PROFILES 
COUNT = I 
* PRANDTL NUMBER 
PR = CP*MU(T A VG)/K(TA VG) 
* REYNOLDS NUMBER 
RE = DP*MF/(A *MU(TA VG)*(l.O - E» 
* HEA T TRANSFER COEFFICIENT 
H = K(T A VG)*( I.O-E)I(DP*E)*PR **( 1.0/3 .0)* 
+ (0.5*RE**0.5+ 0.2*RE**(2.0/3.0» 
* THE TEMPERATURE PROFILES ARE COMPUTED OVER HERE USING A FINITE DIFFERENCE 
* SCHEME 
D030J=I,M+I 
DO 20 I = I, N+I 
TF(I+ 1 ,J) = H*HTA *DX/(MF*CP*L)* 
+ (TB(IJ) - TF(I,J» + TF(I,J) 
TB(I,J+ I) = H*HTA *DT/(MB*CB(T A VG»* 
+ (TF(I,J) - TB(I,J» + TB(I,J) 
20 CONTINUE 
* COOLING POWER IS COMPUTED OVER HERE 
IF «MOD(KK,2).EQ.0).AND.(J.GT.I» THEN 
POWER = POWER + (-TF(M+l,J) ~ TEl) 
ELSE 
POWER = POWER + (TF(M-rJ,J) - TEl) 
ENDIF 
* THIS IS USED FOR PRINTING INTERMEDIA TE TEMPERATURE PROFILES 
IF «KK.EQ.NCYCLE) .AND. (l.EQ.(COUNT))) THEN 
IF (MOD(KK,2).EQ.0) THEN 
X=L 
ELSE 
x=o 
ENDIF 
WRITE(NOUT, 9999) X, TF(I ,J), TB(I,J) 
DO 45 I = I, N/FACTOR 
IF (MOD(KK.2).EQ.0) THEN 
X = X - DX*FACTOR 
ELSE 
X = X + DX*F ACTOR 
ENDIF 
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WRITE(NOUT, 9999) X,TF(l*FACTOR+I ,J),TB(l*FACTOR+J.J) 
45 CONTINUE 
write(*, *) 
* COUNT IS INCREMENTED 
COUNT = COUNT + 100 
ENDIF 
30 CONTINUE 
* END OF THE DO LOOP FOR COMPUTING DERIVATIVES 
* FINAL VALUE OF COOLING/HEA TING POWER 
POWER = 0.5*POWER *MF*CP/M 
* LOOP FOR WRITING THE FINAL TEMPERATURES 
IF (KK.EQ.NCYCLE) THEN 
* write(*, *) , TEMPERATURES AT THE END OF CYCLE',KK 
IF (MOD(KK,2).EQ.0) THEN 
X=L 
ELSE 
x=o 
ENDIF 
WRITE(NOUT, 9999) X , TF(l,M+1), TB(I,M+l) 
D040 I = 1, N/FACTOR 
IF (MOD(KK,2).EQ.0) THEN 
X = X - DX*F ACTOR 
ELSE 
X = X + DX*F ACTOR 
ENDIF 
WRITE(NOUT, 9999) X,TF(l*FACTOR+ 1 ,M+ 1),TB(I*FACTOR+ I,M+ 1) 
40 CONTINUE 
* WRITING THE COOLING POWERS AND OTHER VARIABLES USED IN THE COM PUT A TION 
IF (MOD(KK,2).EQ.0) THEN 
write(*, *) 'COOLING POWER = ',POWER 
ELSE 
write(*,*) 'HEATING POWER = ',POWER 
ENDIF 
write(*, *) 
write(*,*)' H =', H 
write(*,*)' CB = " CB(TAVG) 
write(*,*)' Period =', P 
write(*,*)' Mass Flow Rate'" " MF 
write(*,*)' Length of Bed =', L 
write(*,*)' Density of bed material', ROB 
ELSE 
* THIS LOOP IS FOR PRINTING THE PROFILE FOR THE CYCLE BEFORE THE FINAL CYCLE 
IF (KK.EQ.(NCYCLE-1» THEN 
write(*,*)' TEMPERATURES AT THE END OF CYCLE',KK 
IF (MOD(KK,2).EQ.O) THEN 
X=L 
ELSE 
X=O 
ENDIF 
WRITE(NOUT, 9999) X, TF(J,M+J), TB(J,M+J) 
DO 42 I = I. NIFACTOR 
IF (MOD(KK,2).EQ.0) THEN 
X = X - DX*FACTOR 
ELSE 
X = X + DX*F ACTOR 
ENDIF 
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WRITE(NOUT, 9999) X,TF(I*FACTOR+I,M+I),TB(I*FACTOR+I,M+I) 
42 CONTINUE 
ENDIF 
* THIS LOOP IS FOR CHANGING THE INTIAL TEMPERATURE PROFILES BEFORE THE 
* BEGINNING OF THE NEXT CYCLE 
DO 50 I = I, N+ I 
IF (MOD(KK.2).EQ.O) THEN 
TF(l ,I) = 60.0 
TB(N+2-J,1) = -1.5 + 1.1 *TB(I,M+ I) 
ELSE 
TF(l,I) = 77.0 
TB(N+2-1,1) = 1.5 + 0.9*TB(I,M+l) 
ENDIF 
50 CONTINUE 
ENDIF 
60 CONTINUE 
9999 FORMAT(FIO.6, I FLUID-TEMP = I, F8.3,' BED-TEMP = I,F8.3) 
STOP 
END 
* END OF PROGRAM FOR SOLVING DIFFERENTIAL EQUATIONS USING FINITE DIFFERENCE 
* SCHEME 
Program C - Time independent problem (Model 3) 
* 
* 
* 
* 
* 
D02HAF solves the two point boundary-value problem for a system ofN ordinary differential 
equations within a specified range. The derivatives are evaluated by a subroutine FCN supplied by the user. 
Initially, N boundary values of the variables must be specified, some of which are at one boundary while the 
rest are at the other boundary. The user must supply estimates of the remaining N boundary values, and the 
subroutine corrects them by a form of Newton iteration. It also calculates the complete solution on an equi-
spaced mesh if required. Starting from the known and estimated values at one boundary, the subroutine 
integrates the equations in the whole range (using a Runge-Kutta-Merson method). The differences between 
the values of variables at the other boundary from integration and those specified initially should be zero for 
the true solution. These differences are called residuals. The subroutine uses a generalized Newton method 
to reduce the residuals to zero. by calculating corrections to the estimated boundary values. This process is 
repeated iteratively until convergence is obtained, or until the routine can no longer reduce the residuals. 
D02HAF Example Program Text 
Mark 14 Revised. NAG Copyright 1989. 
.. Parameters .. 
N.B the definition of IW must be changed for N.GT.II 
INTEGER NOUT 
PARAMETER (NOUT=6) 
INTEGER N, IW. MI 
PARAMETER (N=2,IW=3*N+17+11,Ml=21) 
.. Local Scalars .. 
DOUBLE PRECISION TOL, X, X I. CP 
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INTEGER I, IF AIL, J, 'L 
* .. Local Arrays .. 
DOUBLE PRECISION U(N,2), V(N,2), W(N,IW), Y(N,MI) 
DOUBLE PRECISION ZeN), G(N) 
* .. External Subroutines .. 
EXTERNAL D02HAF, DERIV, X04ABF 
* .. Executable Statements .. 
WRITE (NOUT,*) 'D02HAF Example Program Results' 
CALL X04ABF( I,NOUT) 
* THIS IS THE TOLERANCE USED FOR CONVERGENCE 
TOL = 5.0DO*10.ODO**(-4) 
WRITE (NOUT,*) 
WRITE (NOUT,99999) 'Results with TOL = " TOL 
* THIS IS THE FLUID INLET TEMPERATURE OF THE COLD END 
U{l,I) = 60.0DO 
V{l,I) = O.ODO 
* THIS IS THE GUESSED FLUID TEMPERATURE AT THE HOT END AT THE END OF FORWARD 
* CYCLE 
U{l,2) = SO.ODO 
V{l,2) = 1.0DO 
* THIS IS THE GUESSED FLUID TEMPERA TURURE AT THE COLD END AT THE END OF 
* BACKWARD CYCLE 
U(2,I) = 57.0DO 
V(2,1) = 1.0DO 
* THIS IS THE FLUID INLET TEMPERATURE AT THE HOT END 
U(2,2) = 77.0DO 
V(2,2) = O.ODO 
* THIS IS THE INITIAL VALUE OF X. BEFORE WE BEGIN INTEGRATING 
X =O.ODO 
* THIS SHOULD BE THE FINAL X-VALUE AT THE END OF THE INTEGRATION 
XI = 0.045DO 
* * Set IF AIL to III to obtain monitoring information * 
IFAIL = II 
* 
CALL D02HAF(U,V,N,X,XI,TOL.DERIV,Y,MI,W,IW,IFAIL) 
* 
WRITE (NOUT,*) 
* IF THE PROGRAM DOES NOT RUN INTO PROBLEMS THE OUTPUT IS WRITTEN 
IF (IF AIL.EO.O) THEN 
WRITE (NOUT, *) , X-value and final solution' 
PRINT 1000 
1000 FORMAT(3X,'X',17X.'Fluid'.5X.'Bed'14X,'Fluid',5X.'Bed') 
D020I=I,MI 
X=(I-1.0)/(MI-1.0)*XI 
DO 21 K = I, N 
Z(K) = Y(K,I) 
21 CONTINUE 
* THIS IS TO GET THE DERIVATIVES 
CALL DERIV(X, Z, G) 
20 CONTINUE 
* COOLING POWER IS COMPUTED AND THE FINAL RESULTS ARE PRINTED OVER HERE 
CP = 0.5*0.53E-3*5.193E3*(Y( 1.1)-Y(2.!» 
WRITE(*, *) 'COOLING POWER = ' , CP 
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WRITE(*,*) 'MASS FLOW RATE =', 0.53E-3 
WRITE(* ,*) 'Particle dia =' , .015E-2 
* IF THE RPOGRAM ENCOUNTERS A PROBLEM THE VALUE OF IF AIL IS CHECKED TO 
* DETERMINE THE PROBLEM 
ELSE 
WRITE (NOUT,99997)' IFAIL =', IFAIL 
END IF 
STOP 
* FORMAT STATEMENTS USED 
99999 FORMAT (I X,A,DI 0.3) 
99997 FORMAT (lX,A,I4) 
END 
* END OF MAIN PROGRAM 
* 
* BEGINNING OF SUBROUTINE DERIV 
SUBROUTINE DERIV(X,Z,G) 
* 
* 
* 
" Parameters .. 
INTEGER 
PARAMETER 
N 
(N=2) 
" Scalar Arguments .. 
DOUBLE PRECISION X 
" Array Arguments .. 
DOUBLE PRECISION G(N), Z(N) 
* " Intrinsic Functions .. 
INTRINSIC COS, TAN 
* LOCAL V ARlABLES 
DOUBLE PRECISION CP, MU, K. DP, MF, A, E, T, HT A 
DOUBLE PRECISION RE(N), PR(N), H(N), TBH, TBC 
DOUBLE PRECISION AA, BB, CC 
* FUNCTIONS USED 
* VISCOSITY OF FLUID 
MU(T) = 3.253E-7*T**7.162E-1I(1.0 -9.6fT + 1.07E2/T**2) 
* THERMAL CONDUCTIVITY OF FLUID 
K(T) = 6.0S059E-4*T + 0.014410476 
* .. Executable Statements .. 
* SPECIFIC HEAT CAPACITY OF FLUID 
CP = 5.193E3 
* POROSITY OF BED 
E = 0.42 
* DIAMETER OF MAGNETIC PARTICLES 
DP = 0.0 15E-2 
* TOTAL HEAT TRANSFER AREA 
HTA = 3.0*(1.0 - E)!DP 
* AREA OF CROSS-SECTION OF THE BED 
A = 2.S4E-4 
* MASS FLOW RATE PER UNIT AREA OF CROSS-SECTION 
MF = 0.53E-3/A 
* PANDTL NUMBER FOR THE HOT BLOW 
PR(J) = CP*MU(Z(1 »/K(Z(l» 
* REYNOLDS NUMBER FOR THE HOT BLOW 
RE(1) = DP*MFI(MU(Z(J »*( 1.0 - E» 
* HEAT TRANSFER COEFFICIENT FOR THE HOT BLOW 
H( I) = K(Z(l »*( 1.0-E)/(DP*E)* PR(l)* *( J.O/3.0)*(0.5*RE{l )**0.5 
+ + O.2*RE(l)**(2.013.0» 
* PANDTL NUMBER FOR THE COLD BLOW 
PR(2) = CP*MU(Z(2»IK(Z(2» 
* REYNOLDS NUMBER FOR THE COLD BLOW 
RE(2) = DP*MF/(MU(Z(2»*(l.O - E» 
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* HEAT TRANSFER COEFFICIENT FOR THE COLD BLOW 
H(2) = K(Z(2»*( 1.0-E)I(DP*E)*PR(2)**( 1.0/3.0)*(O.5*RE(2)**0.5 
+ + 0.2*RE(2)**(2.0/3.0» 
* COEFFICIENT OF FIRST TERM IN THE QUADRATIC EQUATION 
AA = (H(1 )+H(2»* 1.1 
* COEFFICIENT OF SECOND TERM IN THE QUADRATIC EQUATION 
BB = (H(l)+H(2»*(-1.5) - (H(l)*Z(1) + H(2)*Z(2)*1.l) 
* COEFFICIENT OF THIRD TERM IN THE QUADRATIC EQUATION 
CC = H(2)*Z(2)* 1.5 
* CALCULA TION OF THE BED TEMPERATURE DURING HOT BLOW 
TBC = (-BB + DSQRT(BB**2 - 4.0*AA*CC»/(2.0*AA) 
* CALCULATION OF THE BED TEMPERA TURE DURING COLD BLOW 
TBH = 1.1 *TBC - 1.5 
* WRITING THE RESULTS 
WRITE(*, 10) X, Z(l), TBH, 2(2), TBC 
10 FORMAT(F6.4," HOT ",2F1O.3," COLD",2F10.3) 
* DERIVATIVES ARE COMPUTED HERE 
G(l) = H(l)*HTA/(MF*CP)*(TBH - Z(1» 
G(2) = H(2)*HT A/(MF*CP)*(Z(2) - TBC) 
RETURN 
END 
* END OF SUBROUTINE DERIV 
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APPENDIX B. DESCRIPTION OF THERM:ODYNAMIC CYCLES 
Carnot Cycle 
Carnot cycle is a thermodynamic cycle comprised of four steps, occurring 
sequentially as shown in Fig. 1 [17]. Let us assume that we have a cylinder and a piston and 
the volume contained within the cylinder is a maximum, so that the pressure and temperature 
(T min) of the fluid is at their minimum values. The first process is isothermal compression. 
shown by the process 1-2 on the P-V and T-S diagrams (Fig. l(a)). Over here, the cylinder 
head is perfectly conducting and the heat transfer rate is infinite. For the second process, the 
cylinder head is made perfectly insulating, so that entropy remains constant. This process (2 
to 3) results in decrease in volume and increase in both the pressure and temperature (Fig. 1 
(b)). The remaining two processes, isothermal expansion from 3 to 4 and isentropic 
expansion from 4 to 1 then follow as shown in Fig. l(c) and (d) respectively. The work done 
on the gas is the shaded area in P-V diagram while the heat abstracted from the working fluid 
IS the shaded area in T-S diagram, latter being for the first and third processes only. 
The resultant P-V and T-S diagrams on combining the four processes are shown in 
Fig. 1 (e). The shaded area. enclosed by the envelope 1-2-3-4 on the P-V diagram, is the 
useful work produced by the cycle. Similarly, on the T-S diagram, the area 4-3-5-6 is the 
heat supplied to the cycle. The area 1-2-3-4 is the amount converted to work, and the area 1-
2-5-6 is the waste heat of the cycle. It is clear. from this diagram, why the Carnot cycle has 
the highest possible thermal efficiency. Given temperature limits, T max and T min' no possible 
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sequence of thermodynamic processes could result in a larger ratio of the areas 1-2-3-4 and 4-
3-5-6, so that the efficiency, 11 = W/Q = area 1-2-3-4/area 4-3-5-6 must be a ma'{imum. 
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Figure 1. The Carnot cycle 
(a) Isothermal compre;sion. (b) Isentropic compression. (c) Isothermal expansion. 
(d) Isentropic expansion. (e) Combined diagrams for complete Camot cycle. 
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Stirling Cycle 
The stirling cycle is show1l in P-V and T -S diagrams of Fig. 2 [8]. Heat is transferred 
to the working fluid during the constant volume process 2-3 and during the isothermal 
expansion process 3-4. Heat is rejected during the constant volume process 4-1 and during 
the isothermal compression process 1-2 and hence the working fluid experiences a decrease 
in temperature in process -+: 1, and a corresponding increase in temperature during the 
alternate heat transfer process 2-3. The importance of this cycle is the possibility of 
including a regenerator. which would increase the efficiency of this cycle to that of Carnot 
cycle operating between the same temperatures. 
P 3 T 
3 4 
2 
u s 
Figure 2. The Stirling cycle. 
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NOMENCLATURE 
!1 Tad: adiabatic temperature change 
CB, Cb: specific heat capacity of magnetic material 
f:: porosity 
Pr: density of fluid 
Pb: density of bed 
Cr: specific heat capacity of fluid 
Tr: temperature of fluid 
T b: temperature of bed 
T hot: hot reservoir temperature 
Tco1d : cold reservoir temperature 
t: time 
mf: fluid mass flow rate 
A: cross-sectional area of bed 
x: position in bed 
h: heat transfer coefficient 
a: heat transfer area per unit volume 
kr: thermal conductivity of fluid 
kb: axial thermal conductivity of bed 
A.: reduced length 
n: reduced period 
Mb: mass of the bed 
P: period of fluid flow 
L: length of the bed 
Nu: nusselt number 
Re: reynolds number 
Pr: prandtl number 
Dp: diameter of magnetic particle 
fl6 viscosity of fluid 
CP: cooling power 
Nl, N2, N3: dimensionless numbers 
E: error function 
76 
77 
REFERENCES 
1. "Magnetic Refrigeration'", Superconductor Industry, Spring 1989. 34. 
2. Ashley S., "Fridge of the future", Mechanical Engineering, December 1994, 76. 
3. Zimm C. B., and A. J. DeGregoria, "Magnetic Refrigeration: Application and Enabler for 
HTSC Magnets", American Institute of Physics, 1993, 471. 
4. Barclay J. A., "The theory of an active magnetic regenerative refrigerator". Proc. of 2nd 
Conf. of Refrigeration for Cryogenic Sensor and Electronic Systems (NASA, Goddard 
Research Center), 1982. 
5. Zimm C. B., E. M. Ludeman, M. C. Severson, and T. A. Henning,"Materials for 
Regenerative Magnetic Cooling Spanning 20 K to 80 K", CEC, Huntsville. AL, June 
1991. 
6. A private communication with Dr. Karl A. Gschneidner, Jr., Ames Lab. Iowa State 
University, Ames, IA. 
7. Cross C. R., J. A. Barclay, A. J. DeGregoria. S. R. Jaeger, and J. W. Johnson. Advances 
in Cryogenic Engineering, Plenum Press, New York, 1988,33,767. 
8. Hall J. L, C. E. Reid, 1. G. Spearing. and J. A. Barclay, Proc of Cryogenic Engineering 
Conf., Columbus, DB. 1995. 
9. Wylen G. 1. Van, and R. E. Sonntag. "Fundamentals of Classical Thermodynamics", John 
Wiley and Sons, New York. 1965. 
10. Johnson J. W., and C. B. Zimm. "Performance modeling ofa 4K active magnetic /: __ 
regenerative refrigerator". J. Appl. Phys., 1996,79,2171. 
78 
11. Schumann T. E. W., "Heat Transfer, A Liquid Flowing through a Porous Prism". Journal 
of Franklin Institute, 1929,208.405. 
12. Ogawa M., R. Li, and T. Hashimoto, "Thennal conductivities of magnetic intennetallic 
compounds for cryogenic regenerator", Cryogenics, 1991, 31, 405. 
13. DeGregoria A. 1., "Modeling the Active Magnetic Regenerator", CEC. Huntsville. AL 
June 1991. 
14. Whitaker S., "Forced convection heat transfer correlations for the flow in pipes, past flat 
plates, single cylinders, single spheres, and for flow in packed beds and tube bundles". 
AIChE Journal 1972, Vol. 18, No.2. 361. 
15. Riggs 1. B., "An introduction to numerical methods for chemical engineers", Texas Tech 
University Press, Lubbock, TX, 1988. 
16. High M. S., and C. L Rhodes, II, "Dippr version 2.1", Pennsylvania State University, 
PA,1987. 
17. Walker G., "Stirling-cycle machines". Claredon Press, Oxford, 1973. 
79 
ACKNOWLEDGMENTS 
I want to thank Dr. D. L. Ulrichson for his guidance and support during this project. I 
have learnt a lot while working with him. I also want to thank Dr. Karl A. Gschneidner 
and his research group for helping me throughout the duration of this project. I would 
also like to acknowledge the help and support of all my friends in the department. 
especially Sriram, Lakshmi and Naresh. Lastly but most importantly I would like to 
thank my husband Rohit whose encouragement and support like always, motivated me to 
work for this project. 
