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Increasing densities on magnetic data storage devices leads to problems of
severe intersymbol interference (ISI), additive noise and non-linearities. Advanced
detection strategies for magnetic recording channels fall into two categories: par-
tial response equalization with maximum likelihood decoding and decision feedback
equalization. This study focuses on doing an adaptive all-pass forward filter for
the decision feedback channel. The decision feedback channel can be equalized by
a low-order continuous-time filter, and does not require a transversal filter with
high-precision multiplication. This results in considerable savings in both power
consumption and chip die area. One problem that has yet to be addressed is how to
adaptively set the coefficients of the all-pass filter. This thesis examines the design
and performance of an adaptive all-pass filter.
The performances in terms of the mean-squared error (MSE) of a first- and
second-order all-pass are evaluated. They are compared to a conventional FIR filter
design of various lengths. An adaptive algorithm based on the least mean-squared
(LMS) error is developed and characterized over a range of storage densities. Since
Redacted for Privacythis does not require sampling of the filter input or any states of the forward filter, 
the system could be realized in continuous-time up to the decision device. 
Numerical simulations for various data densities and noise variances are done 
to verify the theoretically expected performance and the adaptation behavior of the 
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 AN ADAPTIVE ALL-PASS FILTER FOR DECISION FEEDBACK
 
EQUALIZATION
 
1. INTRODUCTION 
To equalize data from a magnetic recording channel intensive research has 
been done on two main techniques: partial response maximum-likelihood (PRML) 
detection and decision feedback equalization (DFE). Both provide good error-rate 
performance even at high data densities [1-5]. 
In PRML the channel output is equalized to a target response (e.g. PR4, 
EPR4) [6-11]. Then a maximum-likelihood sequence detector (e.g. Viterbi detector 
[12]) is used to make the decision at each bit comparing the likelihood of different 
sequence paths. 
An alternative is DFE [13, 14]. The decisions at the output of the equalizer 
are fed back through a feedback filter and are then subtracted from the input data 
of the decision device, thereby eliminating the postcursor ISI. The forward equalizer 
filter preceeds the feedback loop and is used to form the input of the DFE to a causal 
shape with its energy concentrated at the first few samples (minimum-phase). 
Thus, there are three parts of a DFE to design: the forward filter, the decision 
device and the feedback filter. The decision device is usually a threshold detector, 
but it can also be a maximum-likelihood detector of a certain length which is used 
in multi-level DFE [15-17]. A simple design for the feedback and the forward filter 
is the transversal filter. However, research has also been done on non-linear filters 2 
like RAM-look-up [18-20], Volterra filtering [21, 22] and neural networks (multilayer 
perceptron) [23-25]. 
In this thesis, based on recent research [26, 27], an adaptive all-pass filter for 
forward equalization is developed with several disctinctions from a transversal filter: 
the impulse response is infinite; the spectrum of the noise is not changed; and the 
power consumption as well as die area are reduced, when realized in continuous-time. 
Despite the fact that this thesis is done only in discrete-time domain, the 
all-pass is generally realizable in continuous-time. For this case the adaptation of 
the all-pass is designed as such that sampling can be done as late as right before 
the decision device. 
A description of the system models including the magnetic recording channel 
and the all-pass filter is given in Chapter 2. The magnetic channel is assumed to be 
Lorentzian shaped and to exhibit linear behavior. 
The performance with respect to the mean-squared error (VISE) of a first-
and second-order all-pass is evaluated in the third chapter. The results are compared 
to a conventional FIR filter of various lengths. 
In Chapter 4 an adaptive algorithm based on the least mean-squared (LMS) 
error [28, 29] is developed and its convergence behavior is discussed for a number of 
data densities. 
Simulations are done in Chapter 5 to support the theoretical results and 
finally the conclusions are drawn in Chapter 6. 3 
2. DESCRIPTION OF THE DFE SYSTEM 
2.1. The DFE channel 
In Figure 2.1 a general system for magnetic recording with DFE is described 
by a block diagram. The input data are precoded (e.g. run-length limited coding, 
error correcting coding [30, 31]) before they enter the magnetic storage system. This 
step includes also encoding the data due to a-priori knowledge of the properties of 
the magnetic system. The magnetic system itself is modeled by the pulse response 
of the recording head followed by an additive noise source. The received data from 
the magnetic storage system are then filtered by a low-pass filter (LPF) to reduce 
high frequency noise.  The forward filter shapes the overall impulse response to 
be causal and minimum-phase. The output of the forward filter is followed by a 
variable gain amplifier (VGA) which adjusts the amplitude of the signal which then 
enters the decision device. Past decisions are fed back through the feedback filter 
and subtracted from the output of the forward filter. This cancels postcursor ISI. 
Sampling has to be done before the forward filter, if it is realized in discrete-
time and afterwards, if it is designed in continuous-time. In the diagram sampling 
is shown before the forward equalizer. The phase of the sampler is usually adjusted 
by a phase-locked loop (PLL). Finally, the original data sequence is obtained from 
the decoder. 
A closer view of DFE is shown in Figure 2.2. The forward filter equalizes 
the impulse response of the magnetic channel h(n) to the forward response f (n) 
which has little energy before sample time n = 0.  In the ideal case f (n) has no 
precursor energy (f (n) = 0 for n < 0). The output of the decision device is fed back noise 
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FIGURE 2.2. Principle of DFE and the corresponding impulse responses 
in order to cancel the postcursor ISI. This is achieved if the feedback filter response 
b(n) resembles the positive part (n > 0) of the forward response f (n).  Ideally, 
most of the energy in f (n) is concentrated in the sample at n = 0. The optimal 
pulse response of f (n) for zero-forcing DFE is minimum-phase [13, 28].  For all 
calculations and simulations in this thesis the length of the feedback filter denoted 
by tfb is chosen to be 7. However, most derivations are done in general using the 
variable tfb. 
2.2. The magnetic channel model 
In a magnetic recording system the data are stored by flux directions of the 
magnetic medium according to the write current  In the read process, moving 
the inductive head over the magnetic medium generates the readback voltage V,. 6 
Write: Current 
Read / Write Head 
Read: Voltage 
Magnetic Medium 
t Input Signal 
vr 
Received Signal 
t 
1  0  1  1  1 0  Data Bits 
FIGURE 2.3. Magnetic recording 
Each transition of the flux from one direction to the opposite direction forces a peak 
which shape is modeled by a Lorentzian: 
hi (n) =  1 _i_ 
1 
(2.1) 2nT 
'  PW50 
As shown in Figure 2.4, PW50 is the half-height width of the transition response in 
terms of sample periods. The storage density is defined Ds = PW50 /T. It can be 
interpreted as the number of bits which are stored per sample time. With increasing 
density adjacent transitions interact causing severe ISI. 
In calculations and simulations hi (n) is trunctated at both sides to length L 
leading to an FIR filter 7 
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FIGURE 2.4. Lorentzian transition response 
hi(n)  L 
h(n) =  (2.2) 
0  elsewhere 
with a Z-transform 
L 
H(z) = E h(n)z-n (2.3) 
n=L 
Based on the general model of Section 2.1 the system used in this thesis was 
formed and is shown in Figure 2.5. The data a(n) consist of a binary sequence of 
1 and 0. They are coded obtaining NRZ data 13(n) which are assumed to have zero 
mean and are uncorrelated with unit variance. The head response can be regarded 
as the sum of a positive transition and a negative transition on consecutive sampling 
times. This is also known as the dibit response (Figure 2.6). The dibit response is v(n)  DFE 
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FIGURE 2.6. Dibit response s(n) = h(n)  h(n  1) 
modeled by a filter (1  z-1) followed by H(z) which was the model for the transition 
response in Z-domain. Within the magnetic channel model the data are labeled 7(n) 
taking the values {2, 0, 2 }. 
The simulation of the DFE in this thesis is all done in discrete-time, using 
symbol-rate sampling. Therefore, the noise v(n) which is assumed to be additive 
white Gausian noise (WGN) is also band-limited and a low-pass filter is not included 
in the simulation. 10 
2.3. The all-pass filter 
The all-pass filter is defined by the following equation: 
P 1  AtZ 
lAil < 1,  (2.4)
WW (z) =  11
i=i 1 _ Aiz-1 
where the parameter P is referred to as the order of the all-pass.  The all-pass 
also includes the gain i.  147)(z) has the property that its magnitude is fiat i.e. 
IWA(z)I = = const. Therefore, the spectrum of the noise does not change [32]. 
To explain the performance of the all-pass filter the Z-transform of the tran­
sition response H(z) will now be approximated by a polynomial consisting of a 
product of poles At and 1/At. 
rrP  PtI < 1  (2.5)
H(z)  71 ill.,  Ajz-9(1  Aiz) 
Using the above definition for the all-pass leads to the following expression 
for the forward response 
P
 
1 
F(z) = 1:/(Z)WA(Z)  (2.6)
(1  ACZ-1)2. 
With the initial value theorem for causal Z-transforms the impulse response f (n) 
has the property 
1(0) = 1  and  f (n) = 0 for n < 0  (2.7) 
As the poles of F(z) in Eq. 2.6 are all inside the unit circle and there are 
no zeros, the forward response f (n) is causal and minimum-phase [32]. Recall, that 
this is only the case because the approximation H(z) of order P of the transition 
response was used. 11 
3. MSE PERFORMANCE OF THE ALL-PASS EQUALIZER 
3.1. Characterizing the noise 
The noise v(n) is assumed to be white with variance av and zero mean. To 
characterize the noise its variance is used as well as the signal-to-noise ratio at the 
input at the forward filter defined as 
2 
SNRin = 
- signal  Ruu (0) 
(3.1)
 rr2  rr2 
v v 
This definition is made for zero ISI or a single pulse input.  Ruu(0) is the auto-
correlation of the signal u(n). It can be calculated using the input autocorrelation 
function 
R77(k) = 8(k  1) + 28(k)  8(k + 1)  (3.2)
 
of the signal ry(n).  This is obtained by filtering the uncorrelated data )3(n) with 
unit variance and zero mean through the filter (1  z-'). Using these assumptions 
Ruu(k) is 
L L 
p + k).  (3.3)
 Ruu(k) = E E h(P)h(q)R-r-r(q
p=L q= L 
The variance of u(n), which is the autocorrelation lag at  k = 0, is 
L 
Ruu (0) =  2 ( E  h2(p)  h(p)h(p  1))  (3.4) 
p= L 12 
3.2. Calculation of the SNR at the threshold 
The signal before the decision device can be described as 
z (n) = f (n) * -y (n)  b(n) * 7(n) + v(n) * w (n)
 
-1  00
 
= E f(m)-Y(n  m) + f (0)7(n) + E (1(m) b(m)) 'Y (n  m) + v'(n), 
m = -00  m =1 
signal  noise 
precursor signal zp,  postcursor signal zpost 
(3.5) 
where correct decisions i.e.  1(n) = -y(n) are assumed.  The precursor and the 
postcursor signal contribute to the ISI. Uncanceled ISI is regarded as 'noise' for 
the signal-to-noise ratio at the threshold detector together with the noise energy of 
v'(n) [26]. 
.2 
signal SNR =  (3.6) ,2 1
Crp2 re + a post 
with variances defined in the same way as Eq. 3.4: 
1 1 
Upre  = E  E f (m) f (n)R-ry (11  m) 
m=oo n= coo
 
(-1
 
12(m)  f (m) f (m  1))
 
2  m= 00
 
2 
post  ct°  ct° (f (m)  b(m))(i (n)  b(n))1?-77(n  m) 
m=1 n=1  (3.7) 
ao
 
(f (m)  b(m))2  (f (m)  b(m))(f (m + 1)b(m + 1))) 
2 (m=1 
2 
signal  = 2f 2(0) 
00
 
w2(m)  for all-pass  2
 
-v  = av
 
0.12 
m=-00 
Note, that the SNR does not depend on the gain n. 13 
3.3. Derivation of the MSE 
The error signal is the difference between the desired output  y(n) of the 
decision device and its input  z(n). 
e(n) = y(n)  z(n)
 
= (1  f (0))-y(n)  zp, (n)  zpt (n)  vi(n)  (3.8) 
Therefore, with the autocorrelation function of the data -y(n) defined in Eq. 3.2, 
the MSE is 
MSE = E [e2(n)]
 
up2re  up2ost  ae2,  + 2(1  f(0)) (1  f(0) -1- f(-1) + f(1)  b(1))  (3.9) 
k 
The last term k would disappear if f (0) = 1 and the relationship between SNR and 
MSE would be: 
2 
signal  2 
SNR =  =  (3.10) MSE  MSE
 
However,  f (0) = 1 is not always true for the minimum MSE, since amplifying 
this coefficient to  f (0) = 1 would also increase the noise energy. The adaptation 
algorithm described later is developed to find the minimum MSE. Thus, the SNR 
is not necessarily maximal for the results of this algorithm. For a system design 
that maximizes the SNR, the gain n has to be set by a separate algorithm such 
that f (0) = 1. In all simulations of the adaptive all-pass the gain 71 was included, 
therefore the optimization is designed for the minimum MSE only. 
Optimizing to the minimum MSE has the advantage that the adaptation 
goals can be determined using the solutions of the Wiener-Hopf equations for linear 
transversal filters. This is described for an all-pass forward filter in Section 3.5 and 14 
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FIGURE 3.1. MSE vs. A for various densities (first-order) 
for an FIR forward filter in Appendix A. Thus, analytical techniques can be used 
to compare the expected performances of an all-pass filter and an FIR filter for the 
channel parameters such as noise variance and storage density. 
3.4. Numerical evaluation of the MSE 
Using the formulas from the previous section the MSE is calculated for a 
first-order (Figures 3.1, 3.2) and second-order all-pass (Figures 3.3, 3.4 and 3.5). 
The first-order all-pass is defined as 
WA(z) = 
1  Az 
with A real, and  I Al < 1.  (3.11) 
1  Az-1­15 
SNR=0 
SNR = 5 
SNR = 10 
no noise 
,  .  .  ,  . 
0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9 
lambda 
FIGURE 3.2. MSE vs. A for different input SNR (first-order, D, = 3.0) 
Numerical calculations of the MSE for the first-order all-pass at densities D, = 
1, 2, 3, 4 are shown in Figure 3.1. At each density, there is one value of A for which 
the MSE is minimal. In the next figure, the noise variance is varied at a constant 
density of D, = 3.0. Similar curves are obtained for density D, = 2.0. In Tables 
3.1 and 3.2 the exact values for the optima are summarized including the pre- and 
postcursor energies. 
Continuing with a second-order all-pass with poles Al and A2  a contour plot 
is shown in Figure 3.3.  The plot is symmetrical, since the poles Al and  A2  are 
interchangable. The minimum MSE is denoted by two small circles, where both 
poles are almost equal to each other. As shown in [26] there is less performance 16 
av
2  0  0.01  0.02  0.05  0.1  0.2 
2  0  0.017  0.033  0.075  0.013  0.202 Cie 
2  0.006  0.006  0.006  0.005  0.005  0.004 o-pre 
0.001  0.001  0.002  0.001  0.017  0.052 impost 
k  0.000  0.000  0.000  0.002  0.005  0.014 
1(0)  1.00  0.98  0.97  0.92  0.86  0.76 
MMSE  0.007  0.024  0.040  0.087  0.157  0.271 
Aopt  0.484  0.485  0.485  0.486  0.486  0.488 
1.32  1.30  1.28  1.22  1.14  1.01 7/opt 
TABLE 3.1. Results for first-order all-pass, D, = 2.0 
cf-,2,  0  0.01  0.02  0.05  0.1  0.2 
vv2 
,  0  0.028  0.053  0.113  0.178  0.241 
, 
a.2  0.050  0.049  0.049  0.046  0.041  0.036 pre 
0.011  0.010  0.009  0.011  0.024  0.069 impost 
k  -0.005  -0.001  0.003  0.016  0.041  0.087 
1(0)  1.03  1.01  0.99  0.93  0.85  0.73 
MMSE  0.057  0.086  0.113  0.186  0.286  0.432 
Aopt  0.612  0.609  0.606  0.599  0.588  0.573 
1.72  1.67  1.62  1.50  1.34  1.10 nopt 
TABLE 3.2. Results for first-order all-pass, D3 = 3.0 17 
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FIGURE 3.3. Contour plot of MSE for second-order all-pass 
degradation, if the poles are set equal to each other, thereby obtaining a double-
pole set by one parameter A. The system function for the second-order double-pole 
all-pass is 
(1  Az)2 
I A l < 1.	  (3.12)
WA(z) =17 (1  Az-92' 
Figures 3.4 and 3.5 show the curves of the MSE over a range of 0 < A < 1.  In 
this case, there is a local minimum at A  0.9, since the gain i was allowed to take 
negative values. This local minimum does not provide optimum performance and is 
separated to the global minimum by a maximum at about A = 0.65. Therefore, the 
adaptation algorithms later have to be restricted at least to a range of 0 < A < 0.65. 
Considerations on realizing the all-pass filter in continuous-time may result in further 
reduction of this range. However, a smaller range is not necessary for the results in 
this thesis. 18 
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FIGURE 3.4. MSE vs. A for various densities (second-order) 
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FIGURE 3.5. MSE vs. A for different noise SNR (second-order, D, = 3.0) 19 
0.2 av2  0  0.01  0.02  0.05  0.1 
2 
' (iv ,  0  0.018  0.034  0.078  0.135  0.208 
,pre  0.003  0.003  0.003  0.003  0.003  0.003 
0.2 
post  0.002  0.001  0.000  0.001  0.008  0.037 
k  -0.003  -0.002  -0.001  0.004  0.012  0.030 
f (0)  1.04  1.03  1.01  0.97  0.90  0.80 
MMSE  0.001  0.019  0.036  0.085  0.158  0.276
 
\opt  0.257  0.256  0.256  0.255  0.253  0.251 
nopt  1.35  1.33  1.31  1.25  1.16  1.02 
TABLE 3.3. Results for second-order all-pass, D3 = 2.0 
Tables 3.3 and 3.4 provide a summary of the optimum pole locations and the 
corresponding MSE for this second-order all-pass. 20 
Qv  0  0.01  0.02  0.05  0.1  0.2 
0  0.034  0.063  0.130  0.197  0.253 ay , 
2  0.017  0.021  0.235  0.316  0.040  0.043 " 
0.012  0.009  0.007  0.004  0.010  0.046 impost 
k  -0.016  -0.015  -0.011  0.003  0.035  0.096 
f (0)  1.08  1.07  1.05  0.99  0.91  0.77 
MMSE  0.014  0.049  0.082  0.168  0.281  0.438 
)topt  0.375  0.369  0.365  0.353  0.338  0.319 
1.92  1.85  1.78  1.61  1.40  1.13 Ropt 
TABLE 3.4. Results for second-order all-pass, D, = 3.0 
3.5. Calculating optimum feedback taps and gain 
For each value of 3:  not necessarily the optimum value  the optimum 
feedback taps and gain can be calculated using the solutions of the Wiener-Hopf 
equations for transversal filters [29]. 
The signal z(n) can be described with vector notation 
z(n) = y(n)  c(n) = y y(n)  t -37 (n)  (3.13) 
with 
bt = [b(1),  , b(tfb)]  (3.14) 
(n) = fry (n  1),  ,  ry(n  tfb)]  (3.15) 
and "(n) the signal before the gain. Writing the vectors together gives 21 
z(n) _  [R, 61  [ 9(n)  = citg(n),  (3.16) 
-7(n) 
where d, t = [77, Pi and 7.1t = Mn), 1(n)]. The autocorrelation matrix of the input 
vector  and the cross correlation between 77 and -y give the optimum tap vector for 
minimum MSE 
clop( (;\. =  t!.  (3.17) 
with 
R. = E [77(n)77t(n)1 
kug0)  R9-7(1)  R97(tfb) 
47(1)  R77(0)  Rn(tfb  1) 
(3.18) 
147 (tfb) R77 (tfb  1)  R77 (0) 
and 
lit = E[ (n) (n) = [ R y-7 (0), R77(1),  R77(tfb)]  (3.19) 
with 
00  CO 
R(0) = 0-,2, + >2  >2 f (p) f (q)R,,,y(q  (3.20) 
CO 
147(k) = >2  I(P)R77(k  p)  (3.21) 
p = -00 
R77(k) = (5(k  1) + 2(5(k)  (5(k + 1)  (3.22) 
The variable tfb is the number of feedback taps. Having calculated the optimal filter 
taps by Eq. 3.17 the MSE can be expressed as 22 
MSE  (,)  = E [(7(n)  z(n))21 
= R77(0)  2/3'td+  (3.23) 
which leads to 
MSE(') = Rry(0) /rdopt  (3.24) 
2 
The calculation of the MSE for an FIR forward equalizer is done in a similar 
way and is shown in Appendix A. Note, that Eq. 3.23 and Eq.  3.9 are exactly 
equivalent. 
3.6. Comparison of all-pass filter and FIR filter 
The performance with respect to the MSE of an all-pass filter and an FIR 
filter are compared in Figures 3.6 and 3.7. For density D, = 2.0 an FIR of length 
3 (dashed line) has approximately the same performance as an first-order all-pass 
(AP 1). A second-order all-pass (AP 2) would not achieve much improvement. At 
density D, = 3.0 an FIR of length either 4 or 5 depending on the SNR at the 
input of the forward equalizer has to be used to get the same performance as an 
second-order all-pass. A first-order all-pass is not appropriate. 23 
FIGURE 3.6. MMSE vs. input SNR for density 2.0 
w 
co 
FIGURE 3.7. MMSE vs. input SNR for density 3.0 24 
4. THEORY OF THE ADAPTATION ALGORITHM 
4.1. The stochastic gradient algorithm 
The parameters A, of the all-pass filter, the gain 77 and the feedback filter 
taps b(n), n E {1,  ,  tfb} are all updated recursively by the error signal e(n) which 
is the difference between input z(n) and output 1(n) of the decision device (Figure 
4.1). In this chapter, the adaptation algorithm for the poles At of the all-pass filter 
is developed (see also [34]). The algorithms for adapting the gain i and the feedback 
taps b(n) are shown in Appendix B. 
all-pas  gain  decision device 
x(n)  37(n)  y(n)  z(n) 
WA(z) 
c(n) 
e(n) 
B(z) 
feedback filter 
FIGURE 4.1. Adaptation of all-pass, gain and feedback filter 
With the stochastic gradient algorithm the value for each pole A, is deter­
mined recursively by 25 
Az,n+1  = A- z,n  a  E e2 (n)]  ,  with e(n) =y(n)  y(n) + c(n)  (4.1)
2 OA,  L 
The constant pi denotes the step-size parameter. The filter poles of the all-pass 
are updated in the opposite direction of the gradient. In the LMS algorithm, the 
expected value is dropped and the current data value is used to estimate the gradient. 
ae(n)
Ai,n+1 = Ai,n  pi e(n) 
=  + pi e(n)  y(n)  c(n)) 
Ca,i 
=  tii e(n)  y(n)  (4.2) 
The derivative of the feedback signal c(n) 
mtfb  b(m)ry(n  in) with respect to Az 
is zero, since the filter coefficients b(n) are adapted by a separate adaptation process. 
To proceed with this algorithm, an expression for a+, y(n) must be found, 
which is derived in Z-domain. The Z-transform of y(n) can be written as 
c (  1  Atz )1
Y(z)  X(z)  (4.3)
Aiz-1 
using the system function 1/17),(z) from Eq. 2.4 for the all-pass and the Z-transform 
X(z) of the signal x (n) .  I, denotes multiple-order poles. The partial derivative of 
Y(z) with respect to Ai is 
a  HP  1 A z  z-1  Z
Y(z) = 
1-7 
(Z)  (4.4) 
DA,  A .z- (1  Azz-1)2 
Since the signal x(n) would require an additional sampling of a continuous-time 
signal, Eq. 4.4 is rearranged so the gradient is a function of the output y(n). This 
is written in terms of transforms as 
z Y(z) =  (4.5)
0Ai  (1  )iz-1)(1  Aiz) Y(z). 26 
Eq. 4.5 indicates that the gradient with respect to A, can be determined by filtering 
y(n) with a physically non-realizable IIR filter 
-1 z Z 
GA, (Z) =  (4.6)
(1  Azz-1)(1  A,z). 
This filter has poles at A, and its reciprocal locations 1/A,. Its impulse response is 
, n > 0 
gAi(n) =  0  , n = 0  (4.7) 
An-1  , n < 0 
It is important to note that gA, (n) has odd-symmetry with respect to 72. A plot of 
m (n) is shown in Figure 4.2 for A = 0.48. To make this system practically realizable 
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0.6 
0.4 
0.2 
cri 
0.2 
0.4 
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FIGURE 4.2. Gradient filter 9,),(n) for A = 0.48. 
it is truncated to an FIR by 
{  N < n < N 
(4.8) 9A; (n) = 
0,  otherwise 27 
The length of the gradient filter is (2N + 1). N will be simply refered to as 'length' 
throughout this thesis. For instant, a length of N = 1 results in gA(n) = 6(n  1) 
6(n + 1). Using this simplification yields to the following estimate of the gradient 
of y(n) 
y(n) ^  E li g,,,,(m)y(n  m).  (4.9)
aAi  m=N 
Because gA, (n) is odd-symmetrical, Eq. 4.9 can be written as 
y(n) ti E li gA,(m) [y(n  m)  y(n + m)]  (4.10)
aAi  m=1 
This estimate of the gradient can now be inserted into the stochastic gradient al­
gorithm (Eq.  4.2) to provide an equation for updating the poles of the all-pass 
filter. 
N 
Ai,n+1 = At,n  e (n) E g (m) [y(n  m)  y(n + m)] ,  (4.11) 
m=1 
where It = µi li. 
4.2. Evaluation of the gradient in the mean 
The value of this technique will be demonstrated by showing that the poles 
Ai go to their optimum )i,opt as n ÷ oo. For this evaluation, the expected value of 
the gradient is taken and a new function 
N 
ez(Ai, , ) p) = C(A) = E [e(n) E  (m) [y(n  m)  y(n + m)]  (4.12) 
m=1 
is defined. When Az,n are fixed values  i.e. adaptation is turned off  the system 
is linear time-invariant and the optimal gain 77 and feedback coefficients bA,pt(n) 
can be calculated for each particular set of paramters Aim using the Wiener-Hopf 
equations (Section 3.5). 28 
The DFE system can be simplified to an 'optimum forward path' model as 
depicted in Figure 4.3. For this model, correct decisions -Y(n) = y(n) are assumed 
y(n)  x(n)  y(n)  e(n) 
H(z)  WA(z) 
d(n) 
F  (z) xopt 
FIGURE 4.3. Forward path model 
and the following definitions are made: 
d(n) = y(n) + c(n) 
tfb 
= 7(71)  E b)pt(m)-y(n  m) 
m=1 
tfb 
= E fA,opt (m)7(n  m),  (4.13) 
m=0 
1,  n = 0 
f A,opt =  b),,opt(n),  1 < n < tfb  (4.14) 
0,  elsewhere 
The error signal e(n) is now obtained as the difference between the desired signal d(n) 
and the output y(n) of the all-pass filter. The impulse response fA,opt(n) depends 
on  For convenience the vector 31t is not always noted in the following calculations. 
Assuming that the source data is WSS, Eq. 4.12 can be written in terms of 
the cross-correlation of the signal d(n) with the output of the all-pass filter y(n). 
N 0) = E gAi(m)[Ryd(m)  Ryd(rn)]  (4.15) 
m=i 29 
Further evaluation of .,(5k') requires a closed-form expression for Ryd (k). With WA(z) 
fixed, y(n) can be written as the convolution of y(n) with the impulse response of 
the system f (n). 
y(n) = y(n) * h(n) * wA(n) = 7(n) * f (n).  (4.16) 
Likewise, the signal d(n) is determined by convolving fA.opt(n) with the data y(n). 
From the convolution summations, a general expression for the cross correlation of 
y(n) with d(n) is 
Ryd(k) = E [  E f (p)7(n + k  E fopt(q)7(n  q)]  (4.17) 
p=-00  q=0 
Eq. 4.17 can be simplified to 
00  00 
Ryd(k) = E E f (P)fopt(q)Rry(q  p + k).  (4.18) 
p=oo q=0 
The result of Eq. 4.18 can now be used in Eq. 4.15 to derive a general form 
N  oo  00 
&(A) = E gat(m) E E f (p) [f opt (q + m)  f opt (q  m)] R77(q  p).  (4.19) 
m=1  p= oo q=m 
4.3. Numerical determination of the gradient 
The gradient function of Eq. 4.19 is an approximation of the 'true gradient' 
1 0 
ei,trne() =  E [e2 (n)]  ,  (4.20) 
212 a Ai ,n 
due to the truncation of the gradient filter gat (n). Hence the true gradient is the 
first derivative of the MSE, the gradient is 0 for any A, for which the MSE has 
an extrema. The slope of e(X), which is also the second derivative of the MSE, is 
positive for a maximum and negative for a minimum. 30 
Recall, that for the stochastic gradient algorithm the expected value of the 
derivative of the squared error was dropped and an estimate based on the current 
data was used. This technique is very common. However, to show that the estimated 
and possibly truncated gradient will force the paramters A, to converge, the gradient 
is averaged in the mean. This is done after the algorithm has been derived. 
The next sections investigate the estimated gradient of Eq. 4.19 for an all-
pass of first- and second-order and focus on the value of Ai, where the gradient 
evaluates to 0, since this determines the goal of the adaptation and should be ap­
proximately where the minimum for the MSE is located i.e. the true gradient crosses 
the zero-line. 
To have a criterion for the adaptation performance the misalignment is de­
fined as 
MSE at Ao  m =  1  (4.21)
MSE at Aopt 
where Ao is the pole location for which the estimated gradient function evaluates to 
zero. 
4.3.1. First-order all-pass 
The graphs of e(A) for density D, = 2.0 and filter lengths N = 1, N = 2 
and N = 3 are shown in Figure 4.4. The true gradient is depicted by a solid line. 
For N = 1 the gradient function has its zero-crossing at a value of ) other than 
the optimum. That would cause A to adapt to a non-optimum value. Increasing 
the filter length to N = 2 brings the system back to its optimum. However the 
degradation in MSE is very small. Therefore, a filter length of N =1 is sufficient 
for density 2.0. These results are similar for density 3.0 as shown in Figure 4.5. In 
this case the filter length has to be at least N = 2 for an adequate performance 31 
FIGURE 4.4. Gradient functions  (A) for Ds = 2.0 (first-order) 
Th 
FIGURE 4.5. MSE vs. A and gradient function e(A) for Ds = 3.0 (first-order) 32 
N  1 2  3  1 2 3 4 5 6 
0.52  0.49  0.48  0.68  0.64  0.62  0.62  0.61  0.61 Ao 
MSE at Ao  0.009  0.007  0.007  0.079  0.061  0.058  0.057  0.057  0.057 
M in %  25.0  0  0  38.2  7.0  0.9  0.2  0  0 
Ds = 2.0  Ds = 3.0 
TABLE 4.1. Zero-crossings of the gradient and the corresponding MSE (first-order) 
of the adaptation. For a filter length of N = 1 the system would converge to the 
pole lacation of A = 0.68 instead of )opt = 0.61. Table 4.1 shows the numerical 
values of the zero-crossings and the corresponding MSE and misalignment to the 
true gradient for both densities. 
4.3.2. Second-order all-pass 
Now, a second-order all-pass with double-poles set by one parameter is in­
vestigated. An example for the gradient function is plotted for density Ds = 3.0 in 
Figure 4.6. Each of these curves have an additional zero-crossing at A  0.67 where 
the MSE exhibits a maximum. This does not influence the convergence since the 
range for A was restricted to 0 < A < 0.65 in Chapter 3.4. 
Truncating the gradient filter to N = 1 causes very little performance degra­
dation, because the all-pass will still converge in the mean close to the minimum 
MSE. Thus, for a second-order double-pole all-pass a gradient filter length of N = 1 33 
FIGURE 4.6. Gradient function e(A) for density D3 = 3.0 (second-order) 
is sufficient for the range of densities from 2.0 to 3.0. Table 4.2 shows the calculated 
values. More data are included in Appendix C. 
4.4. Convergence prediction 
Using the gradient function e_(A) the convergence of the MSE can be pre­
dicted in the mean from any value of  used as a starting value. Beginning from 
this value the next pole location is recursively determined by 
= Ai,n  (7 )  (4.22) 
For each 5(n) the MSE can be calculated obtaining a convergence curve. 
This is shown for a first-order all-pass in Figure 4.7. The gain and feedback 
taps were fixed to their optimum values. The predicted MSE is compared to the 34 
N  1 2 3  1 2 3 
Ao  0.26  0.26  0.26  0.39  0.38  0.38 
MSE at Ao  0.001  0.001  0.001  0.015  0.014  0.014 
M in %  0 0 0  7.2 0  0 
D, = 2.0  D, = 3.0 
TABLE 4.2. Zero-crossings of the gradient and the corresponding MSE (2nd order) 
averaged squared error obtained by a simulated adaptation process. In this compar­
ison the starting value was A = 0 and a step-size of p, = 0.01 was used. The curves 
are well in agreement with each other. 
In the next example the gain and feedback taps are calculated at each cur­
rent value of A(n) as in Section 3.5. This adaptation is slower than the previous one 
and is shown in Figure 4.8. The prediction of the MSE is compared to a simulation, 
where gain and feedback taps were also adapted. Thus, the predicted MSE converges 
faster than the one obtained by simulation. Including b(n) and n in the adaptation 
process increases the number of parameters which are adapted. This higher com­
plexity results in a longer convergence time. The predicted convergence curve can 
be regarded as a bound for the highest rate of convergence, given a step-size IL. 
Due to the estimation of the gradient set by filter length N = 1, the predicted 
MSE curve in Figure 4.8 does not head towards the A at which the MSE is minimized; 
this value is 0.057, which is obtained for A = 0.612. Instead it goes to a value of 
A = 0.676, where the MSE is 0.079. Since the starting value was A = 0, the optimal 
value is passed which can be seen as a minimum within the first 300 samples. 35 
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FIGURE 4.7. MSE vs. sample time n. Ds = 3.0, N = 1, first-order 
For higher-order all-pass filters set by more than one parameter the adapta­
tion algorithm would be exactly the same for each parameter if the same starting 
values are used. Even if distinct starting values are used there is still a danger that 
the adaptation would be trapped in poles of higher multiplicity. This is not inves­
tigated in this thesis. In the simulations only one parameter is used to characterize 
the all-pass (a single-pole for first-order and a double-pole for second-order). 
4.5. Convergence stability 
The step-size parameterµ determines the speed of the convergence algorithm 
as well as the misalignment between the obtained MSE after training and the zero-
crossing MSE (which is not necessarily the optimum MSE depending on the filter 36 
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FIGURE 4.8. MSE vs. sample time n. DS = 3.0, N = 1, first-order 
length N) calculated in Chapter 3.4. There is a trade-off between this two criteria: 
Decreasing the the step-size parameter would result in a smaller misalignment but 
slower convergence speed and vice versa. 
An estimate of the upper limit for the step-size parameter is now calculated. 
This limit must be obeyed so the adaptation converges to the desired MSE. Sub­
tracting Ao from both sides of Eq. 4.22 leads to 
5z,n  (3:707  (4.23) 
where A,,,, =  A2,n  A,.  The gradient is then approximated by a linear function with 
slope K(51n) > 0 to 
e(an)  ;It i,n  (4.24) 
leading to 37 
N  1 2 3  1 2 3 4 5 6 
max. slope m  2.2  3.7  4.7  3.7  6.8  8.9  10.3  11.2  11.8 
Amax  0.92  0.54  0.43  0.53  0.29  0.22  0.19  0.18  0.17 
D, = 2.0  D, = 3.0 
TABLE 4.3. Maximal slopes and step-size parameter for first-order all-pass 
= (1  /1K(Xn));\:,n  (4.25) 
For the normalized pole A converging to zero, the absolute value of factor (1  pK) 
has to be smaller than one. This leads to 
0 < p < 
2 
(4.26)
K(An) 
The upper bound is then decreased to 
0 < p < 
2  2 
(4.27) max(K) 
thereby obtaining an upper limit for p to ensure convergence. The maximum slopes 
at densities 2.0 and 3.0 for a range of N are listed in Table 4.3. They are also 
included in Appendix C. The slopes increase with the filter length N. The maximal 
slope of the true gradient evaluates to m = 7.9 and m = 12.8 for densities 2.0 and 
3.0 respectively (first-order all-pass). At a larger slope, the step-size parameter p 
must be set to a smaller value to maintain the same rate of convergence. 
For fixed step-size parameter the length N has the following influence on 
the convergence: Small lengths (i.e. N = 1) do not provide the optimum MSE 
due to truncation of the gradient filter.  However, the convergence to this goal is 38 
with small misalignment, sinceµ is small relative to the inverse of the maximal 
slope. Increasing the filter lengths sets the goal closer to the optimal NISE, but the 
misalignment increases, sinceµ is getting larger relative to the inverse of the slope. 
Thus, increasing the filter length N does not always lead to better performance. 
Choosing N small leads to a relatively compact implementation of the adap­
tation algorithm. In this study, N = 1 works well over a range of densities. The 
resulting expression for adapting Ai is 
Ai,n-Fi =  + µ e(n) (y(n  1)  + 1))  (4.28) 
Once N is selected, the step-size parameter ,a is set to balance the rate of convergence 
against misalignment. Further discussion on adaptive filters can be found in [28, 
29]. 39 
5. SIMULATIONS OF THE SYSTEM 
5.1. Adaptation of all parameters 
Simulations with random data were done to support the analysis of Chapters 
3 and 4.  Especially the parallel adaptation of the gain n and the feedback filter 
coefficients b(n) may change the previous results, since all calculations assumed 
either no dependence on the pole location A (Eq. 4.2) or the optimum values for 
gain and feedback filter coefficients were directly calculated. Now, all parameters 
shall be adapted at the same time. The simulations for the adaptation algorithm 
are done in MATLAB. 
In this adaptation simulation the previously described adaptation algorithm 
is applied for the all-pass. The feedback coefficients and the gain are updated with 
respect to Eq. B6 and B7 of Appendix B. The simulations are done for the noiseless 
case and at density 3.0. At this density the influence of changing the gradient filter 
length can be noticed especially for a first order filter. A second order all-pass was 
also simulated to provide an example of the case where a length of N =1 is sufficient 
for good performance. 
The convergence of the MSE for a first-order all-pass at density 3.0 is shown 
in Figure 5.1 with the step-size parameter set to p = 0.001 and 0.03. The curves 
are an average of 100 realizations. As expected the system converges faster for the 
larger step-size.  Figures 5.2 and 5.3 also show how the convergence of A and i 
respectively. 
Tables 5.1 and 5.2 summarize the results for a first- and second-order all-
pass at density D, = 3.0. The step-size parameter p was set to the same value for 40 
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FIGURE 5.1. Averaged MSE curves over sample time n (first-order, D3 = 3.0) 
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FIGURE 5.2. Averaged curve for pole location A(n) ---
41 
1.8 
1.7 
1.6 
1.5 
11.4 
1.3 
mue = 0.03 
1.2  mue = 0.01 
mue = 0.001 
1.1 
500  1000  1500  2000  2500  3000  3500  4000  4500  5000 
n
 
FIGURE 5.3. Averaged curve for gain n(n) 
updating the A, i and b.  It is listed on the first row of the table. With this data 
the numerically determined optimal MSE of 0.057 for the first order and 0.014 for 
the second order can be verified. These values are both obtained for small step-sizes 
(0.001). For the first-order the gradient filter length has to be N = 4 and for the 
second-order N = 1 is enough to get an MSE of 0.015. 
As the stability calculations have indicated, increasing the filter length N 
at constant step-size does not always lead to an improvement. For the first-order 
a length beyond N = 3 is only of advantage for a step-size smaller then 0.01. A 
second-order all-pass at densities 3.0 and smaller densities needs only a gradient 
filter length of N = 1. 42 
0.001  0.01  0.02  0.03  0.04  0.05 P 
N = 1  0.075  0.081  0.088  0.101  0.130  0.196 
N = 2  0.061  0.066  0.079  0.099  0.173  0.260 
N = 3  0.058  0.063  0.077  0.126  0.245  0.367 
N = 4  0.057  0.063  0.086  0.181  0.300  0.434 
N = 10  0.057  0.066  0.245  0.383  0.577  0.682 
TABLE 5.1. Simulation results for first-order all-pass (D3 = 3.0) 
0.001  0.01  0.02  0.03  0.04 tt 
N = 1  0.015  0.017  0.021  0.034  0.067 
N = 2  0.015  0.017  0.026  0.081  0.200 
N = 3  0.016  0.017  0.052  0.199  0.337 
N = 4  0.016  0.018  0.083  0.292  0.431 
TABLE 5.2. Simulation results for second-order all-pass (D3 = 3.0) 43 
5.2. Simulation of the bit error rate 
In all previous calculations and simulations the decisions were assumed to be 
correct, which is the case when training the system. After training, the estimated 
data obtained from the output of the decicion device are fed back. A wrong estimate 
could cause preceding errors or in other words error propagation. In order to see if 
error propagation has an influence in the proposed adaptation algorithm bit errors 
are counted after a training sequence of certain length, thereby obtaining the bit­
error-rate (BER). 
A plot of the BER over a range of input SNR is shown in Figure 5.4, where 
the number behind the filter types indicates the order of the filter (e.g. AP 1 = first-
order all-pass, or FIR 3 = FIR of length 3). The SNR is defined as in Section 3.1. 
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FIGURE 5.4. BER vs. input SNR for density 2.0 44 
During the training period of 2000 sample data the step-size parameter was set to 
0.01. After training, when the errors were counted, the step-size was reduced to 
0.001. 
The simulation is done for density 2.0 and the results are similar to the 
MSE calculations in Section 3.6.  For good performance a first-order all-pass is 
sufficient. In comparison to an FIR filter design an FIR of length 3 has the same 
BER performance as an first-order all-pass. A second-order all-pass would have an 
improvement of about 0.5 dB for small noise. 
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FIGURE 5.5. BER vs. input SNR for D, = 3.0 
In the next BER simulation the sensitivity of the system with respect to the 
pole location A is investigated. This is shown in Figure 5.5 for a first-order all-pass 
at density D, = 3.0. Truncating the gradient filter to length N = 1 would result 45 
in an error probability that is about one magnitude greater than the true gradient. 
This is equivalent to a loss of 4 dB in terms of SNR. A filter length of N = 2 would 
still have a loss of 2 dB. Thus, a gradient length of N = 3 or larger should be used 
for this case. 46 
6. CONCLUSIONS AND FUTURE WORK 
An adaptive all-pass filter has been designed for DFE. Its performance has 
been investigated and compared to a conventional FIR filter design. The adap­
tation algorithm was discussed in detail and convergence properties were shown. 
Simulations with MATLAB have been done to support the analytical results. 
For a storage density of 2.0 a first-order all-pass is sufficient to obtain low 
MSE. Although, a second-order all-pass exhibits a small improvement for large SNR. 
Compared to a transversal filter, a first-order all-pass has similar performance in 
terms of MSE and BER as an FIR filter consisting of 3 taps. 
At density 3.0, a second-order all-pass has the advantage of a smaller MSE 
compared to a first-order all-pass, and it requires a shorter gradient filter length 
for the adaptation algorithm, thereby reducing the complexity of the system. A 
second-order all-pass has equivalent performance to an FIR of either 4 or 5 taps 
depending on the SNR. 
An adaptation algorithm based on the stochastic gradient algorithm was 
developed. It updates the pole locations of the all-pass by estimating the gradient 
of the MSE. This estimate is obtained by putting the output of the all-pass through 
a gradient filter which is of length (2N + 1). To keep the complexity of the system 
low a gradient filter length of N = 1 is desired. This results in convergence of the 
system to values of A other than the optimum with a slight increase in the MSE. 
However, analytical and statistical evaluations for density 2.0 and 3.0 show that this 
performance degradation is small, if the order of the all-pass is chosen appropriately 
(first-order for Ds = 2.0 and second-order for D, = 3.0). 47 
The convergence of the adaptation algorithm in the mean was predicted 
numerically. The prediction agrees well with simulations done for fixed optimal 
gain and feedback coefficients. These calculations provide also a lower bound of the 
MSE, when all parameters are made adaptive (t, g and g )  .  As a stability criterion 
for convergence, an upper limit for the step-size parameter p was derived based on 
the slope of the estimated gradient in the mean. 
If realized in continuous-time, the adaptive all-pass filter proposed in this 
thesis offers several advantages such as less die area and power consumption com­
pared to the conventional forward filter design. Since the all-pass was developed 
in the discrete-time domain, future work is necessary in order to implement the 
adaptive all-pass in continuous-time. 
Further research can also be done on implementing sample-phase adjustment 
and on the feasibility of including the adaptation of the gain in an automatic gain 
control. These implies the use of run-length limited coding. 48 
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APPENDIX A.  Calculation of MMSE for DFE with transversal filters 
The minimum MSE for DFE using the Wiener-Hopf equations for transversal 
filters is calculated in this appendix. The signal z(n) before the threshold is denoted 
as 
giti(n)  gt,y(n), z(n)  (Al) 
where correct decisions have been assumed and the vectors are defined as 
wt = [w(m),  , w(0),  , w(tfw  m  1)]  (A2) 
t(n) = [x(n + tfw  m  1),  , x(n),  , x(n  (A3) m)] 
gt  = [b(1),  , b(tfb)]  (A4) 
-7t(n) = [-y(n  1),  , -y(n  tfb)]  (A5) 
The vectors 7/71 and g are the filter taps of the forward and feedback filters. ir is the 
input vector to the forward filter and ry are the fed back data. The fed back data 
are regarded as second set of input in this derivation. Writing those vectors x and 
together to 17 the entire DFE system can be described by the product 
z(n) =  6't][ ±.(71)  t ti(n)  (A6) 
1(n) 
The autocorrelation matrix of the input vector fi and the cross-correlation between 
fi and 7 as denoted below give the optimum tap vector for minimum MSE 
[dopt = 
wopt 
l (A7) R'uu 15 
Oopt 
with 53 
Rut, = E [17(n)fit(n)]  (A8) 
Rx2(0)  Rxx(tfw  1) Rx7(tfw  m)  Rx7(tfw-rn+tfb-1) 
Rxx(tfw  1)  Rrx (0)  Rx7(1  m)  Rx7(tfb  m) 
(A9) 
Rx7(tfw  m)  Rx7(1  7n)  R77(0)  R77(tfb  1) 
Rx7(tfw-m-ftfb-1)  Rx7(tfb  m) R77(tfb  1)  R77(0) 
where 
Rxx(k) =  > h(p)h(q  k)Rry(q  + 6(k)o-,2,  (A10) 
p=co q=oo 
oo 
Rx7(k) = > h(p)R77(k  p)  (All) 
R77(k) = -6(k  1) + 26(k)  6(k + 1)  (Al2) 
and 
E[Ct(n)-y(n)1= [Rx7(tfw  m  1).... , Rx7(-m), R77(1) ,  , 1177(tfb)] (A13) 
The variables tfb and tfw are the number of feedback and forward taps. Having 
calculated the optimal filter taps by Eq. A7 the following expression for the MSE 
can be used: 
MSE = E [(-y(n)  z(n))21 
= R77(0)  2 /34c7 + dtRa  (A14) 
The minimal MSE is 
MMSE = R77(0) -1Pclopt  (A15) 
2 54 
APPENDIX B. LMS adaptation algorithms 
The LMS adaptation algorithm of the forward and the feedback filter, both 
realized by transversal filters is derived in this appendix. A simple update algorithm 
for the gain i is also shown. 
For updating the forward filter taps the expected value is dropped as before 
and a gradient estimate of the MSE is obtained. 
wi,n+1 = wi,n  E [e2(n)]  (B1) 
= wi,n + Pf,e(n) a y(n)  (B2) 
ii 
= wi,n + pfe(n)x(n  i),  (B3) 
where e(n) = y(n)  y(n) + c(n) and y(n) = Eptf  w(p)x(n  p). This is also 
notable in vector notation: 
= trIn +  (B4) 
The update of the feedback filter taps is done in a similar way 
= bz,n  pfbe(n) 7(n  i)  (B5) 
or 
gn+1  ilfbe(n)In  (B6) 
The adaptation of the gain is done by 
1 
= 71n + µn e(n)  Y(n)
1n 
= qn + µn e(n) '(n)  (B7) 55 
0.2 Qv  0  0.01  0.02  0.05  0.1 
D3 = 2.0  0.705  0.715  0.725  0.755  0.805  0.905
 
D, = 3.0  0.479  0.489  0.499  0.529  0.579  0.679
 
TABLE 6.1. R,x(0) for various noise energies 
""(n) is the signal before the VGA as in Chapter 4. The upper limits for the step-size 
parameters p are well-known [29] and are given as 
2 
ktfw <  (B8)
tfw Rxx (0) 
2 1 
Illb <  =  :--.-.1 0.14  (B9)
tfb R.77 (0)  tfb 
2 
(B10) /in <  Rxx(0)' 
where Rzz is the input autocorrelation function of the forward equalizer as defined 
in Eq. A10. Several values are listed in Table 6.1. 56 
APPENDIX C.  List of MSE and zero-crossings 
first order  D, = 2  A = 0... 1 
QZ  = 0 
MMSE  = 0.0068 
Aopt  = 0.484 
max. slope  true  = 7.9 
N  1  2 3 10 
Ao  0.516  0.488  0.484  0.484 
MSE at A  0.0085  0.0068  0.0068  0.0068 
M in %  25.0 0  0  0 
max. slope m  2.2  3.7  4.7  7.2 
Qv  = 0.01 
MMSE  = 0.0239 
Aopt  = 0.485 
max. slope  true  = 7.7 
N  1  2 3 4 5  6 
Ao  0.514  0.488  0.484  0.484  0.485  0.485 
MSE at Ao  0.0253  0.0239  0.0239  0.0239  0.0239  0.0239 
M in %  5.9 0 0  0  0 0 
max. slope m  2.1  3.6  4.6  5.1  5.4  5.7 
(72 v  = 0.02 
MMSE  = 0.0404 
Aopt  = 0.485 
max. slope etrue  = 7.5 
N  1  2 3 4 5 6 
Ao  0.510  0.485  0.485  0.485  0.485  0.485 
MSE at A  0.0415  0.0404  0.0404  0.0404  0.0404  0.0404 
M in %  2.7 0 0 0 0 0 
max. slope m  2.1  3.6  4.5  5.0  5.3  5.5 57 
Qt.  = 0.05 
`RISE  = 0.0873 
Aopt  = 0.486 
max. slope btrue  = 7.2 
N  1  2  3  4  5 
A0  0.506  0.486  0.485  0.485  0.486 
NISE at A0  0.0879  0.0873  0.0873  0.0873  0.0873 
dk4 in %  0.7  0  0  0  0 
max. slope m  2.0  3.4  4.2  4.7  5.0 
= 0.1 
MMSE  = 0.1569 
Aopt  = 0.486 
max. slope  true  = 6.5 
N  1  2  3  4  5  6  7  8 
A)  0.498  0.485  0.485  0.486  0.487  0.487  0.487  0.486 
MSE at A0  0.1571  0.1569  0.1569  0.1569  0.1569  0.1569  0.1569  0.1569 
A/1 in %  0.1  0  0  0  0  0  0  0 
max. slope m  1.8  3.1  3.8  4.3  4.5  4.7  4.8  5.2 
9 
crt:  = 0.2 
MMSE  = 0.2714 
A opt  = 0.488 
max. slope  true  = 5.6 
N  1  2  3  4  5 
Ao  0.488  0.483  0.486  0.488  0.488 
MSE at A0  0.2714  0.2715  0.2715  0.2714  0.2714 
Nt in %  0  0.0  0.0  0  0 
max. slope m  1.6  2.7  3.3  3.6  3.8 
second order  Ds = 2  A = 0 ... 0.65 
= 
MMSE  = 0.0011 
Aopt  = 0.257 
max. slope etrue  = 10.2 
N  1  2  3  10 
A0  0.258  0.256  0.257  0.257 
MSE at A0  0.0011  0.0011  0.0011  0.0011 
M in %  0  0  0  0 
max. slope m  7.3  9.4  10.0  10.2 58 
07.9  = 0.01 
MMSE  = 0.0191 
Aopt  = 0.256 
max. slope  true  = 10.0 
N  1  2  3  4 
A0  0.257  0.256  0.256  0.256 
MSE at A0  0.0191  0.0191  0.0191  0.0191 
.A/1 in %  0  0  0  0 
max. slope m  7.1  9.2  9.8  10.0 
9  = 0.02 
MMSE  = 0.0364 
Aopt  = 0.256 
max. slope etrue  = 9.7 
N  1  2  3  4 
A0  0.256  0.255  0.256  0.256 
MSE at A0  0.0364  0.0364  0.0364  0.0364 
M in %  0  0  0  0 
max. slope m  6.9  9.0  9.6  9.7 
0.2u  = 0.05 
MMSE  = 0.0854 
Aopt  = 0.255 
max. slope  true  = 9.1 
N  1  2  3  4 
A0  0.253  0.254  0.255  0.255 
MSE at A0  0.0854  0.0854  0.0854  0.0854 
M in %  0  0  0  0 
max. slope m  6.5  8.4  8.9  9.1 
2 
av  = 0.1 
MMSE  = 0.1579 
Aopt  = 0.253 
max. slope  true  = 8.2 
N  1  2  3  4 
A0  0.249  0.252  0.253  0.253 
MSE at A0  0.1580  0.1580  0.1579  0.1579 
M in %  0.1  0.1  0  0 
max. slope m  5.9  7.6  8.0  8.2 59 
7  = 0.2 
MMSE  = 0.2763 
A opt  = 0.251 
max. slope  true  = 6.8 
N  1  2  3  4 
A0  0.244  0.249  0.251  0.251 
MSE at A0  0.2766  0.2763  0.2763  0.2763 
m in %  0.1  0  0  0 
max. slope m  5.0  6.4  6.7  6.8 
first order  Ds = 3  A =  .  1 
2  av  = 0 
MMSE  = 0.0570 
Aopt  = 0.612 
max. slope  true  = 12.8 
N  1  2  3  4  5  6  10 
A0  0.676  0.641  0.622  0.616  0.613  0.612  0.612 
MSE at A0  0.0788  0.0610  0.0575  0.0571  0.0570  0.0570  0.0570 
M in %  38.2  7.0  0.9  0.2  0  0  0 
max. slope m  3.7  6.8  8.9  10.3  11.2  11.8  12.2 
2  av  = 0.01 
MMSE  = 0.0856 
A opt  = 0.609 
max. slope  true  12.3 
N  1  2  3  4  5  6  7 
A0  0.669  0.636  0.619  0.613  0.610  0.609  0.609 
MSE at A0  0.1036  0.0889  0.0860  0.0857  0.0856  0.0856  0.0856 
A4 in %  21.0  3.9  0.5  0.1  0  0  0 
max. slope m  3.6  6.5  8.5  9.8  10.7  11.3  11.6 
2  = 0.02 
MMSE  = 0.1127 
A opt  = 0.606 
max. slope -6,true  = 11.9 
N  1  2  3  4  5  6  7 
A0  0.662  0.631  0.615  0.610  0.608  0.607  0.606 
MSE at A0  0.1274  0.1153  0.1130  0.1127  0.1127  0.1127  0.1127 
M in %  13.0  2.3  0.3  0  0  0  0 
max. slope m  3.4  6.2  8.1  9.4  10.3  10.8  11.0 60 
Q2  av  = 0.05 
MMSE  = 0.1857 
Aopt  = 0.599 
max. slope  true  = 10.8 
N  1  2  3  4  5  6 
A0  0.644  0.619  0.606  0.602  0.600  0.599 
MSE at A0  0.1941  0.1872  0.1859  0.1857  0.1857  0.1857 
M in %  4.5  0.8  0.1  0  0  0 
max. slope m  3.0  5.5  7.2  8.3  9.1  9.5 
2  av  0.1 
MMSE  0.2858 
Aopt 
max. slope  true 
= 0.588 
. 9.4 
N  1  2  3  4  5  6  7 
A0  0.620  0.602  0.593  0.591  0.590  0.589  0.588 
MSE at A0  0.2892  0.2864  0.2859  0.2858  0.2858  0.2858  0.2858 
M in %  1.2  0.2  0.0  0  0  0  0 
max. slope m  2.5  4.6  6.1  7.0  7.5  7.9  8.3 
2 
Cry  = 0.2 
MMSE  = 0.4323 
Aopt 
max. slope 6rue 
= 0.573 
. 7.4 
N  1  2  3  4  5  6  7  8 
A0  0.585  0.578  0.576  0.575  0.575  0.574  0.573  0.573 
MSE at A0  0.4327  0.4324  0.4324  0.4323  0.4323  0.4323  0.4323  0.4323 
M in %  0.1  0.0  0.0  0  0  0  0  0 
max. slope rri  1.9  3.5  4.6  5.2  5.6  6.1  6.4  6.7 
second order  D, = 3  A =  . .. 0.65 
2  av  . 
MMSE  = 0.0138 
Aopt  = 0.375 
max. slope btrue  20.9 
N  1  2  3  10 
A0  0.385  0.376  0.375  0.375 
MSE at A0  0.0148  0.0138  0.0138  0.0138 
M in %  7.2  0  0  0 
max. slope m  11.7  17.6  19.8  20.9 61 
2  av  = 0.01 
MMSE  = 0.0492 
A opt  = 0.369 
max. slope S true  = 19.7 
N  1  2  3  4 
A0  0.377  0.371  0.369  0.369 
MSE at A0  0.0498  0.0493  0.0492  0.0492 
A4 in %  1.2  0.2  0  0 
slope rn  11.1  16.6  18.7  19.5 
2  av  0.02 
MMSE  = 0.0821 
Aopt  = 0.365 
max. slope  true  = 18.6 
N  1  2  3  4 
A0  0.370  0.365  0.365  0.365 
MSE at A0  0.0824  0.0821  0.0821  0.0821 
in %  0.4  0  0  0 
max. slope m  10.6  15.8  17.7  18.4 
cr.2  = 0.05 
MMSE  = 0.1681 
Aopt  = 0.353 
max. slope S true  = 15.9 
N  1  2  3  4  5  6 
A0  0.353  0.352  0.352  0.353  0.353  0.353 
MSE at A0  0.1681  0.1681  0.1681  0.1681  0.1681  0.1681 
.A4 in %  0  0  0  0  0  0 
max. slope m  9.3  13.7  15.2  15.8  16.0  16.0 
2 av  = 0.1 
MMSE  = 0.2808 
Aopt  = 0.338 
max. slope e true  12.9 
N  1  2  3  4 
A0  0.332  0.336  0.337  0.338 
MSE at A0  0.2810  0.2808  0.2808  0.2808 
.A4 in %  0.1  0  0  0 
max. slope m  7.7  11.2  12.4  12.8 62 
ay  =0.2 
MMSE  = 0.4381 
Rapt  = 0.319 
max. slope btrue  = 9.3 
N  1  2 3 4 
A0  0.308  0.316  0.318  0.319 
MSE at A0  0.4388  0.4382  0.4381  0.4381 
M in %  0.2  0.0  0  0 
max. slope m  5.7  8.2  9.0  9.3 