The recently-proposed method for iterative correlation-based controller tuning that uses instrumental variables is considered. A confidence interval based on the covariance of the criterion function is introduced. An explicit expression for the variance of the controller parameter estimates around the optimal solution is developed and used to construct the optimal instruments. This expression in turn allows constructing a region around the obtained controller that contains the optimal controller with a certain probability level. The accuracy of the corresponding controller transfer function is also investigated. It is shown that the variance of the controller transfer function is proportional to the noise spectrum at the controller output and inversely proportional to the control error spectrum, the factor of proportionality being the ratio of the controller order to the number of data points. This result, which is asymptotic in both the Controller order and the data length, is independent of the instrumental variables used.
I. INTRODUCTION
Acquisition of process knowledge and its efficient use for control design are essential tasks of a control engineer. The intrinsic nonlineanties of industrial processes and the various complex behaviors they exhibit can turn the plant modelinglidentification into a very challenging task. An alternative to model-based control design is to use the information collected on the plant directly for controller update. After numerous investigations in the framework of direct adaptive control [I] , the so-called data-driven methods started to gain in popularity in the late 1990s when several methods appeared such as controller unfalsification [121, simultaneous perturbation stochastic approximation control [141, iterative feedback tuning [5] and virtual reference feedback tuning [2] . One of the main questions that arise in this research area is how to cope with the noise that necessarily corrupts the measurements and therefore also affects the closed-loop performance.
In the recently-proposed correlation-based approach to model following, the problem of measurement noise is addressed differently [7] . The underlying idea is inspired from the correlation approach that uses instrumental variables and is well known in the system identification community [13]. The controller parameters are tuned to make the closed-loop 0-7803-8335-4/04/$17.00 02004 AACC output e m r between the designed closed-loop system and the achieved one uncorrelated with the external reference signal. This way, the closed-loop output error ideally only contains the contribution of the noise, while the achieved closed-loop system captures the dynamics of the designed one. Moreover, the calculated controller parameters are not asymptotically affected by the noise. In [61, the tuning objective is reformulated as the minimization of the 2-norm of the correlation function between the closed-loop output error and the reference signal. A generalized correlation criterion that allows dealing with mixed sensitivity specifications is proposed in [ll] . In [IO] , an adaptation of this approach to the disturbance rejection problem is considered.
In practice, the iterative solution of correlation equations may necessitate a large number of experiments for convergence. Furthermore, the limited amount of data points in each experiment affects the stochastic properties of the controller parameter estimates. In addition, process disturbances and measurement noise introduce errors in the solution. Therefore, for all iterative data-driven methods, it is of particular interest to study how fast the computed controllers approach the optimal one, as this is done in [41, [3] . Other important questions that arise with iterative methods is when to stop the iterations and how close the obtained controller is to the optimal one. In this paper, a confidence interval based on the covariance of the criterion function is introduced. This confidence interval helps determine to what extent the current controller decorrelates the closed-loop output error from the reference signal. An asymptotic expression for the accuracy of the controller parameters around the optimal solution is derived. This allows constructing a region around the obtained controller that contains the optimal controller with a certain probability level. An asymptotic expression for the accuracy of the controller transfer function estimate that characterizes this region is derived as well. Another reason for studying these properties is that the covariance matrix of the controller parameter estimates helps choose optimal instruments in the sense that they provide maximal accuracy.
The remainder of the paper is organized as follows. Some notations and preliminary facts about the correlationbased tuning approach are given in Section 11. The accuracy aspects of this approach are discussed in Section 111. Finally, some concluding remarks are given in Section IV.
PRELIMINARIES
Let the output of some unknown true plant be described by the discrete-time model:
where q-' is the backward-shift operator, u(t) the input signal to the plant, and G(q-') a discrete-time transfer operator defined as:
The plant is controlled by the following one-degree-of-
where R(q-', p) = 1 + rIq-'+ '. + r,q-"
The controller parameter vector p is written as follows: 
It is assumed that the measurements of r ( t ) and y ( p , t) are available. The excitation signal r(t) is assumed to be uncorrelated with the disturbance signal v(t). It is furthermore assumed that v(t) can be described as:
where H(q-') is a linear, asymptotically stable and inversely stable noise model, and V ( t ) zero-mean white noise with variance uz. As far as the notations are concerned, the signals collected under closed-loop operation using the controller K(q-', p ) will cany the argument p. The argument q-' will be omitted when appropriate. The closed-loop output error is defined as: , where N is the number of data points and c(p, t) a vector of instrumental variables that are correlated with the reference signal r ( t ) and independent of the disturbance v(t).
Since f N ( p ) depends in a complicated way on p, these equations have in general no explicit solution. However, they can be solved numerically using the Newton-Raphson iterative scheme:
where ^/i is a scalar step size and Q N ( P ; ) is a square matrix of dimension np defined as follows:
An accurate value of the Jacobian matrix Q N (~; ) cannot be computed because the derivative of E . I (~, t) with respect to p is unknown. This derivative can be formally expressed as 111:
where P(q-',p) = A(q-')R(q-',p) + B(q-')S(q-',p)
is the closed-loop characteristic polynomial. Although the polynomials B and P are typically unknown,they can be identified and replaced by their estimates B and P.
Note that an estimate of the gradient can also be obtained by using one additional closed-loop experiment with onedegree-of-freedom controller operating in the loop [SI.
In practice, precise knowledge of the Jacobian matrix is not important because a good estimate of this matrix is only required in the neighborhood of the solution 191. The first term in (14) is close to zero because the derivatives of the instrumental variables are uncorrelated with the closedloop output error near the solution. Neglecting this term and replacing $ ( p i , t) by its estimate $(pi, t) leads to:
When the number of data points N tends to infinity, the iterative procedure (13) converges to the unique optimal solution po of the correlation equation (12) provided that it exists. However, for a finite N, a different solution of (12) results for each realization of v ( t ) , i.e. instead of a unique solution one has a set of solutions. This set is centered around p' ' and its "size" depends strongly on the stochastic properties of the disturbance v(t). The size of this set is characterized by the covariance of the correlation equation. In the next section, expressions that are asymptotic in N are derived for this covariance.
ASYMFTOTIC ACCURACY
Let the value of f N ( p ; ) . when N + CO, be defined as:
There is no use of continuing the iterations if each element of the vector f ( p i ) is within a confidence interval defined by the corresponding element on the main diagonal of the covariance matrix of f N ( p ; ) at the optimal solution. Let assume that, based on this idea, after m iterations one has stopped iterating and the controller pm is obtained. Then, from the expression for the covariance of j N ( p o ) . it is possible to calculate the asymptotic variance of the controller parameter estimates, as will be shown below. This variance, in turn, allows constructing the confidence ellipsoid around the optimal contmller p o that contains the controller pm with the probability P, . Now, using the explicit expression for the variance of the controller parameter estimates at the optimal solution, it is possible to construct around p , a region containing the optimal controller po with the same probability P, . This region could be interpreted as a controller uncertainty set. Expressions for this region that are asymptotic in N are derived in the sequel for both the controller parameters and the controller transfer function.
Al) The linear time-invariant SISO plant is strictly causal and of finite order. A2) The disturbance v(t) defined in (10) is uncorrelated with the reference signal T ( T ) , Vt,.r. A3) The solution p o of (12) exists and is unique (the corresponding controller will be called "optimal con-
A4) The controller computed at each iteration stabilizes the
AS) The step size 7, is constant and equal to 1 throughout Assumption A3 implies that the optimal controller belongs to the class of available controllers. Assumption A4 is somewhat restrictive but is necessary for being able to implement the control!er calculated at each iteration. where (21) and Nm is the a-level of the normal distribution N(0,l).
In practice, this test shows whether the selected controller order is appropriate . If f ( k , p i ) , M = 1,. . . ,no does not enter the confidence interval after a large number of iterations, the controller order should be increased. 
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E. Asymptotic variance of controller parameter estimates
The variance of controller parameter estimates in the neighborhood of the optimal controller is calculated as follows. Assume that the optimal controller is used and one step of the iterative procedure is taken to produce the neighboring estimate pnb: -Q N ( p o ) -' f N ( p o ) The random variable pnb -po provides information regarding the accuracy of the method around the solution, and its asymptotic covariance matrix characterizes the region containingp,. The following result can be obtained. (24) show that the covariance matrix PC~T depends on the choice of the instrumental variable C in a rather complex way. In addition, PCbT depends on the noise model H ( q -' ) and the true plant. Since both are unknown, this makes accuracy optimization quite involved. Fortunately, a solution to this problem has already been proposed in the field of system identification [13] , and it will be detailed in the sequel.
C. Optimal choice of instrumental variables
In this section, a lower bound for PCbT is established, and then the choice of instrumental variables that makes this bound achievable is presented.
Let denote by $ ( P O , t) the noise-free part of the regressor vector f#J(pO, t): Note that the data collected in closed loop can be filtered by some linear filter. This way, additional design variables are available to improve accuracy. However, this issue will not be addressed in this paper.
D. Asymptotic variance of transfer function estimate
This section derives the variance expression for the transfer function estimate. This expression is asymptotic in both the number of data points and the model order.
Since pnb is in vicinity of po. it follows from (24) and Gauss approximation formula 
Proof: see Appendix 11. w
The result (33) is interesting and not at all surprising. In fact, the variance is proportional to the ratio of the noisespectrum to the control error spectrum (@"/@A with the factor of proportionality being the ratio of the number of parameters to the number of data points ( n / N ) . This result is exactly dual to that in system identification [SI, [91, where the covariance of the plant model is proportional to the spectral ratio of the plant output noise and the plant input signal, with the same factor of proportionality. Note also that the estimate K(p") is asymptotically based on only input-output properties at the frequency U , i.e. independent of the choice of the instrumental variables.
IV. CONCLUSIONS
The accuracy aspects of the iterative correlation-based controller tuning approach have been studied. The confidence interval for the correlation equation has been derived and an asymptotic expression for the covariance around the optimal controller has been given. This expression is used to construct the optimal instruments. In practice, one will stop iterating when the correlation equation remains within the confidence interval for several consecutive iterations. Then, the region around the resulting controller contains the optimal controller with a certain probability level. This region can be reduced by increasing the number of data points. In addition, expression (33) shows that this region can be reduced around a particular frequency by applying appropriate excitation signal. This work is supported by the Swiss National Science
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