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I started my PhD project in Utrecht in 2009, where I worked on implement-
ing adaptive optics in a microscopy setting, collaborating with the Molecu-
lar Biophysics group at Utrecht University and the Delft Center for System
and Control at Delft University. With my background in the application of
adaptive optics in astronomy, this sounded like an interesting challenge,
and proved to be an environment where I would learn many new things.
Later, I got involved in developing adaptive optics for the Extreme Polarime-
ter, an instrument for exoplanet imaging developed in Utrecht, to improve
the resolution in the presence of seeing. After our move to Leiden Obser-
vatory, my interests diverged and I got involved in two projects where we
investigated peculiar transiting exoplanets, one planet disintegrating un-
der the influence of its host star, the other showing signs of a ring structure
never seen before.
Since these topics are after all quite different, this thesis is split in two parts.
Part I deals with the implementation of adaptive optics in microscopy, part
II considers two peculiar exoplanets we have investigated. To acknowledge
the difference between these subjects, the introduction is also split in two,
one for each part of this thesis.






With vision being one of the senses, light is an important tool for studying
one’s surroundings. The behaviour of light has been studied extensively
throughout history, ranging from Euclid in the 4th century BC to New-
ton’s Opticks in 1704. To help in their studies, people built tools, start-
ing with simple lenses possibly as far back as the 8th century BC with
the Assyrian Nimrud lens (Layard, 1853). The invention of the telescope
took place somewhere in the 16th century, but it is not clear whom is to be
credited with the invention, if that is even applicable here1. Indeed, vari-
ous names have been mentioned as inventors at different times, including
persons from the Netherlands, England, France, Spain and Italy (Zuider-
vaart, 2010; Kriss & Kriss, 1998). The story of the first microscope is simi-
lar, also here it is unclear who invented the microscope. For investigation
of minute objects, Dutch draper Antoni van Leeuwenhoek was one of the
first to build microscopes, although others were active in this field as well,
such as Robert Hooke (Bardell, 2004). Since then, both telescopes and mi-
croscopes have come a long way, with the ability to distinguish on one end
dim, distant planets orbiting their host stars to on the other hand synaptic
vesicles tens of nanometers in diameter (Marois et al., 2008; Kalas et al.,
2008; Willig et al., 2006).
1Zuidervaart (2010) argues that the telescope was not invented per se, but was more a
recognition of the capabilities of devices already in existence.
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1.1 Imaging
When creating images by recording light, the quality of the image is influ-
enced by everything the light finds on its path. This can be a human eye,
imaging the letters of a newspaper on the retina, or a telescope, feeding
light of extrasolar planets onto a camera. In neither case is the image per-
fect, people often need glasses at old age and even before, visual acuity is
finite. In the latter example, besides the telescope’s optics, the Earth’s at-
mosphere is of great influence on the image quality, blurring details that
would otherwise reveal important information.
One solution to this is to go to space void of atmospheric influence, and
indeed many telescopes operate from space, with Hubble Space Telescope
perhaps being one of the most well-known examples. While space-based
telescopes have great advantages, they are expensive and limited in size.
Another solution is to build telescopes in places where the influence of the
atmosphere is minimal. Often this is on high mountains, with less atmo-
sphere between the observer and the stars, or on an island in a lake where
the surrounding water creates stable air, or in places with steady, clean
wind providing a clear atmosphere. Nevertheless, even the best places
on Earth suffer from artefacts which ultimately limit the resolution of
ground-based telescopes. These artefacts are called seeing, and are due to
the turbulent mixing in the atmosphere of layers with different tempera-
tures. Because refractive index is a function of temperature, these bubbles
cause refraction of the incoming light, degrading the quality when imag-
ing (Fig. 1.1). This problem was known as early as the 19th century when
people built telescopes large enough to notice the effect (Hough, 1885) and
indeed people suggested methods to alleviate this to some extent (Langley,
1903), but no solution for this problem existed for a long time. The effect of
seeing is not unlike the image deformation seen when looking underwa-
ter, where the wavy water surface bends the light and deforms the image
of what lies underneath (Fig. 1.2).
Active correction of aberrations caused by the atmosphere is therefore
necessary to allow diffraction-limited imaging from ground-based tele-
scopes. For this reason, adaptive optics was developed in the fields of de-
fence and astronomy independently, one group was trying to look up, the
other was looking down. In both cases, a 20 km thick layer of turbulent air
was in between the object and the observer, which required active com-
pensation of aberrations this air created.
The technique was first publicly proposed by Babcock (1953) in the United
States, and independently discovered by Linnik (1957) in the U.S.S.R.








Figure 1.1: A schematic illustration of wavefront perturbation by turbid media.
The plane wavefront enters at the top, traverses through the inhomogeneous
medium, and comes out perturbed. The different shades in the figure illustrate
differences in the index of refraction, . 0 and 0 indicate the spatial and tempo-
ral correlation of the aberration, respectively.
U.S.military built the first working adaptive optics systems at the Starfire
Optical Range (SOR) in New Mexico and the Advanced Electro-Optical
System (AEOS) on Maui (Reed et al., 1990; McCray, 2000). This delay was
due to the computational requirements for such a system to operate, and
without computers it was unfeasible. The declassification of these mili-
tary systems began in 1988, with an important milestone being the AAS
meeting in 1991 where the laser guide star assisted adaptive optics work
was presented (Duffner, 2009).
Two decades after the declassification, adaptive optics is common on tele-
scopes, for example on Gemini South (GPI, Macintosh et al., 2008), the
Subaru Telescope (HiCIAO, Hodapp et al., 2008), and the Very Large Tele-
scope (NACO, Lenzen et al., 2003). While many telescopes use adaptive
optics, it is often implemented as an add-on system and not fully inte-
grated in the telescope optics. This is not ideal as it requires extra optical
components for sensing and correction. On the contrary, the future 40-
meter class telescopes to be constructed the coming decade are designed
with adaptive optics in mind, where the necessary optics will be integrated
(McPherson et al., 2012; Bouchez et al., 2012; Ellerbroek, 2013).
As adaptive optics is evolving, it is finding more applications in various
3
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Figure 1.2: A trout underwater, showing severe optical aberrations due to the non-
flatness of the water surface. The light pattern on the surface are called ‘caustics’,
and are similar to scintillation due the atmospheric turbulence (Rocca et al., 1974).
The fish was not harmed during the experiment. Photo credit: Andrew Kirk.
fields benefiting from this development. These fields include, but are not
limited to, ophthalmology (Liang et al., 1997; Roorda et al., 2002), laser writ-
ing (Mauclair et al., 2008; Jesacher et al., 2010; Čižmár et al., 2010), as well
as microscopy (Hermann et al., 2004; Booth, 2007b).
1.2 Optical Aberrations
The point spread function (PSF) of an optical system is the image it makes
of a point source. For an instrument with a circular aperture 𝑑, the PSF is




with 𝑥 = 𝜋𝑑 sin(𝜃)/𝜆, where 𝜃 is the angular position in the image, 𝜆 the
wavelength, and 𝐽1 the Bessel function of the first kind order one. This is
the diffraction-limited performance of the instrument, and the first mini-
mum of (1.1) is given by
𝜃 ≈ 1.22 𝜆/𝑑. (1.2)
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The limit in (1.2) is a theoretical resolution of the system; if two objects
are closer together than this, they cannot be distinguished2. This limit,
known as the Rayleigh criterion, was developed by Lord Rayleigh (1902) at
end of the 19th century (Hecht, 2002, Chap. 10). Around the same time,
this diffraction limit in the context of optical microscopes was formulated
by Helmholtz & Fripp (1876) and later by Abbe (1883), with the latter work
also including empirical verification.
In the presence of aberrations, the diffraction limit is not reached and an
inferior resolution is obtained. These aberrations perturbing the wave-
front can either be due to the instrument itself, e.g. misalignment, or be-
cause of external factors, such as the atmosphere. Some aberrations are
common and have been known since antiquity, including defocus, astig-
matism, coma, or spherical aberration which can occur in the human eye,
for example. To quantify these errors, they are often represented using
Zernike polynomials (von Zernike, 1934; Noll, 1976). An example of instru-
mental aberrations is the Hubble Space Telescope’s initial spherical aberra-
tions due to a defect in the primary mirror (Burrows et al., 1991), which was
repaired during the first service mission (Trauger et al., 1994).
While instrument aberrations are usually static and can be prevented by
careful design, external factors such as aberrations due to the atmosphere
are dynamic and unknown a priori. Mitigation of the latter therefore re-
quires characterisation of the magnitude and kind of aberrations, and ac-
tive correction of the changing conditions. Kolmogorov (1941a,b) describes
the local structure of turbulence in fluids, a description also applicable to
the behaviour of atmospheric turbulence, which describes a power spec-
trum of turbulence at various length scales. Later, Fried (1965) charac-
terised the spatial frequency on the wavefront aberrations induced by tur-
bulence with a coherence length scale 𝑟0, the Fried parameter. 𝑟0, typi-
cally on the order of centimetres for visible light, is the length over which
a wavefront can be considered flat, and apertures larger than this will no-
tice resolution degradation due to seeing. Other parameters that charac-
terise the aberrations are 𝜃0 and 𝑓G. The former is the angular equivalent
of 𝑟0, called the isoplanatic patch, and indicates an angular patch on the
sky over which the aberrations are invariant, typically on the order of arc-
seconds, again for visible light (Korff et al., 1975). The latter is the Green-
wood frequency and indicates the bandwidth requirement for correction
of atmospheric turbulence, which was determined to be on the order of
a hundred hertz, also for visible light (Greenwood, 1977). Together, these
2Although somewhat arbitrary, this definition is convenient and simple. As
Lord Rayleigh (1902, p. 85) writes: “This rule is convenient on account of its simplicity; and it is
sufficiently accurate in view of the necessary uncertainty as to what exactly is meant by resolution.”.
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incoming wavefront corrected wavefront
deformable mirror
Figure 1.3: Left: A schematic illustration a Shack-Hartmann wavefront sensor. The
telescope aperture is split up in smaller subapertures by a lenslet array. Each lens
images only a part of the wavefront, such that the local phase gradient causes a dis-
placement of the image ( ). By measuring the spot positions one can reconstruct
the wavefront. Right: An illustration of a deformable mirror (DM). The mirror is
deformed such that after reflection the wavefront is flat.
Measuring aberrations is called wavefront sensing in adaptive optics par-
lance, and is the first step of correction. Because of the high frequency of
visible light, there are no devices that can measure the phase of the electro-
magnetic wave directly, and instead all wavefront sensing devices measure
the intensity of the light. Various methods exist to retrieve the phase by
measuring the intensity, one common method is the Shack-Hartmann (or
less common but more chronologically correct: Hartmann-Shack) wave-
front sensor (Hartmann, 1900; Shack & Platt, 1971), which measures the
local gradient of the phase as a displacement of a focal spot (left panel
in Fig. 1.3). Using these local phase gradients the phase can be recon-
structed up to a certain precision, mainly determined by the number of
sub-apertures and the amount of light available. To optimally sample the
aberration, the sub-apertures should be smaller than 𝑟0 and the temporal
sampling should be faster than 𝑓G.
Once the aberration is known, the aberration is canceled by introducing
the inverse shape on a correcting device with half the amplitude such that
the sum of the aberration and correction yields the desired flat wavefront
(right panel in Fig. 1.3). Devices to do this include deformable mirrors; a
thin mirror that can be deformed using mechanical actuators, or spatial
6
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light modulators; arrays of liquid crystals that can modify the phase. The
former typically has on the order of 10 to 1000 individual actuators, and
operates at speeds of kilohertz, the latter has 104 to 106 of actuators but
operates at a slower rate of tens of hertz. For optimal correction the cor-
recting device should be matched to the aberrations in both spatial and
temporal resolution.
This simplified view ignores many details as various things need to be
taken into account for reliable operation, including finite response speed,
hysteresis, limited stroke, non-linear deformation and others. One par-
ticular issue that is becoming more important is computing power. Con-
verting the measured aberration to actuating control is usually a matrix
multiplication and therefore scales with the square of the number of de-
grees of freedom (typically actuators). With the number of actuators going
towards the ten thousands (Kasper et al., 2010), this problem is becoming
significant.
1.4 Microscopy
Figure 1.4: Illustration of sample-induced aberrations in microscopy. These aber-
rations deform the point spread function, degrading both the resolution as well as
the returned fluorescence. Left: in absence of any aberrations, the focus is diffrac-
tion limited. Middle: when focussing inside a sample, the light is aberrated due
to heterogeneity in the sample, giving a smeared out focus with loss of signal and
resolution. Right: to mitigate this, one can pre-compensate the incident wavefront
on the sample such that the compensation and aberration together again yield
a diffraction-limited focus inside the sample. The challenge is to determine the
shape to optimally compensate aberrations with.
As mentioned before, adaptive optics is also finding applications in other
fields, one of these being microscopy. While it is the opposite of astron-
omy in terms of scale, the instruments used in both fields often deal with
similar visible light, and both are affected by aberrations. When imaging
with a microscope, light travels through a sample, which spatially varies
7
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in refractive index as the Earth’s atmosphere does. In Fig. 1.4 this issue is
schematically illustrated. With light with similar properties, similar optics
and comparable aberrations, indeed microscopy is a field where adaptive
optics can be used for correction.
While the parameter space of microscopes is similar to optical telescopes
(spatial, temporal, spectral resolution, field of view, collection power, etc.),
there are several important differences. In microscopy, the proximity of
samples under study allows illumination of those objects, and choosing
the kind of illumination therefore provides a new set of parameters, such
as depth penetration, contrast generation, photobleaching, and phototox-
icity. Depth penetration indicates how deep light can penetrate in a sam-
ple before scattering degrades the signal and resolution significantly, and
therefore how deep one can image. Contrast generation indicates that one
can chemically or biologically alter a sample such that only specific parts
of interest emit light when illuminated. Finally, photobleaching indicates
the destruction of a dye or fluorophore, and phototoxicity describes light-






Figure 1.5: Left: a schematic illustration of a (multi-photon) scanning microscope.
A near-infrared laser beam forms a focus inside a sample. At the focus, one or more
photons to excite a fluorescent molecule which subsequently emits light at a differ-
ent wavelength. This fluorescence is chromatically separated using a beamsplitter
(BS) and collected by a photo multiplier tube (PMT). By moving the laser focus
with respect to the sample while recording the fluorescence, an image is formed
on a point-by-point basis. Right: comparison of single-photon fluorescence (bot-
tom objective) and two-photon fluorescence (top), illustrating the extended emit-
ting conical volume in the former case and the much more confined volume in the
latter case due to the non-linear excitation effect. Because of the point-by-point




A specific kind of microscope is a scanning microscope, shown in Fig. 1.5,
which scans the light focused by an objective through a sample (Minsky,
1961; Shotton, 1989; Pawley, 2006). The object emits light at the focus at
a different wavelength, usually through fluorescence, which can be sep-
arated and subsequently collected. To form an image, the focal spot is
moved with respect to the sample, either by scanning the laser beam us-
ing mirrors, or moving the sample physically with a motorized stage. By
recording the fluorescence intensity as well as the location of the focus
in the sample, an image is constructed in a point-by-point fashion. The
resolution of such images is determined by the focal volume illuminated,
which in perfect conditions is a diffraction-limited spot with lateral size
𝑑 ∼ 0.61 𝜆 / 𝑛 sin(𝜃) = 0.61 𝜆 /NA, (1.3)
with 𝑛 the refractive index of the medium in which the objective is used,
𝜃 the half-angle of the objective acceptance cone and NA the numerical
aperture of the objective used. For multi-photon fluorescence, where two
or more photons are simultaneously absorbed to excite a fluorophore, the
emitted intensity scales as 𝐼fluor ∝ 𝐼laser, with 𝑛 the number of photons ab-
sorbed. This non-linearity strongly localises the fluorescence generated
to a small focal volume, creating intrinsic three-dimensional resolution
(Denk et al., 1990; Zipfel et al., 2003). To obtain maximum fluorescence sig-
nal with minimal average incident power, multi-photon microscopy works
best when using (sub-picosecond) pulsed lasers which deliver high instan-
taneous power and thus fluorescence, but low average power on the sam-
ple, thereby reducing phototoxicity.
In scanning microscopes, aberrations are caused by the sample under
study perturbing the incident laser beam, among other things. While trav-
elling through the sample towards a focus, the wavefront is aberrated, de-
grading the focus (Fig. 1.4 middle panel). Because the volume of the focus
determines both the fluorescence intensity as well as the resolution, both
quantities are degraded by these aberrations. With a spatial correlation in
samples on the order of micrometers (the size of organelles in cells) aber-
rations become important when imaging at a depth of tens of microme-
ters. To solve this, one needs to pre-correct the incident laser wavefront to
compensate for the sample-induced aberrations.
Adaptive optics microscopy
In scanning microscopes, it is not possible to put wavefront sensing and
correcting optics in between the aberrating medium and the imaging de-
vice, as is done in telescopes. Since the aberrations occur inside the sample
9














Figure 1.6: Schematic illustration of sensorless (left) and direct wavefront sens-
ing (right) correction methods. Left: sensorless implementations have an extra de-
formable mirror compared to regular scanning microscopes. By using the fluores-
cence signal as optimisation metric, the deformable mirror shape can be iteratively
improved, correcting aberrations. Right: in direct wavefront sensing additional op-
tics direct the back-reflected laser light to the wavefront sensor (WFS). One beam-
splitter (BS) transmits the fluorescence while reflecting the back-reflected laser
light, the second BS directs parts of this light to the WFS. The wavefront sensor
then reconstructs the aberrations, allowing direct correction with the deformable
mirror.
(Fig. 1.4, right panel), the incident laser beam has to be pre-compensated
such that adding the aberrations due to the specimen will yield a per-
fect focus inside the sample. For this reason, different wavefront sensing
methods have been developed in the context of microscopy (Booth, 2007a;
Booth et al., 2012), which can be divided in the following categories:
• ‘Sensorless’, using a proxy for the aberration such as image intensity
or sharpness;
• Fluorescence wavefront sensing, measuring the wavefront off the
fluorescent light;
• Direct wavefront sensing, using the backscattered laser light from
the sample.
The first method has been most widely used, and uses the fluorescence in-
tensity collected as a proxy for the aberrations (Sherman et al., 2002; Marsh
et al., 2003; Booth, 2007b; Débarre et al., 2009, 2007; Facomprez et al., 2012;
Tang et al., 2012). Since wavefront aberrations decrease the fluorescence
intensity, the inverse implies that a maximum intensity gives a flat wave-
front. Using either a model or heuristics, one can use the intensity of an
image as feedback into a correction algorithm3. The simplest example is
3For an insightful illustration of various sensorless correction schemes, see Fig. 1 in Fa-
comprez et al. (2012).
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to actuate each wavefront mode on the deformable mirror sequentially,
and set that mode such that the fluorescence is maximised. This method
is quite robust albeit slow, typically requiring on the order of𝑚𝑁+1mea-
surements, with𝑁 the degrees of freedom to be corrected and𝑚 a method-
dependent factor in the range of 1 to 5.
The second method uses part of the fluorescence in a wavefront sensor
(Ji et al., 2009; Azucena et al., 2010, 2011; Tao et al., 2013b, 2012, 2011b,a; Ji
et al., 2011), which has some similarity to laser guide star methods in as-
tronomical situations. One can either use autofluorescence, but because
this is generally quite weak, a faster method is to use fluorescent beads in-
jected in the sample, acting as artificial fiducial markers. The advantage
is that this measures the wavefront unambiguously, instead of returning
a metric that is an indirect proxy of the wavefront. The drawback is that
this could require modification of the sample, and that it uses part of the
fluorescence signal for wavefront sensing instead of imaging, thus requir-
ing longer integration times for imaging or increasing phototoxicity and
photobleaching.
The last method utilises the otherwise discarded back-reflected laser light
for wavefront sensing (Feierabend et al., 2004; Rückel et al., 2006; Tuohy &
Podoleanu, 2010; Cha et al., 2010; Wang & Podoleanu, 2012). This method
combines the advantages of the former two methods, it does not use fluo-
rescence which could otherwise be used for imaging and it provides a di-
rect measurement of the wavefront. The disadvantage is optical complex-
ity, as the laser light passes through the sample as well as parts of the op-
tics twice, and selecting only the back-reflected light from the focal plane
is non-trivial. Odd and even symmetry aberration modes therefore behave
differently as they pass through the sample (Rückel & Denk, 2007; Booth
et al., 2012; Rahman & Booth, 2013).
1.5 Current status & outlook
Astronomical adaptive optics systems are used in daily operation on vari-
ous instruments, and will soon have thousands of degrees of freedom and
multiple mirrors and sensors for measurement and correction (e.g. GPI
(Macintosh et al., 2008), SPHERE (Beuzit et al., 2008), HiCIAO (Hodapp
et al., 2008), Project 1640 (Hinkley et al., 2008)). In ophthalmology adap-
tive optics plays a significant role as well (Wolfing et al., 2006; Martin & Ro-
orda, 2005; Ooto et al., 2010, 2011) and is being used in clinical applications.
Compared to these fields, adaptive optics in microscopy is still in relative
infancy. The different methods described above have been used by vari-
ous groups over the last decade, but have focussed on development of the
11
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technology (Booth et al., 2012). While still at an early stage, already ven-
dors are supplying off-the-shelf adaptive optics systems for microscopy,
although their scope is limited (Bifano, 2011). Despite this progress, sev-
eral issues need to be addressed for adaptive optics to become as common
in microscopy as it is elsewhere today. Below I discuss possible opportu-
nities for this field in the next decade.
Aberration characterisation
While turbulence characterisation in astronomy is common, this has not
been done thoroughly in microscopy. Although some studies have looked
into specimen-induced aberrations in scanning microscopy (Schwertner
et al., 2004a,b, 2007; Zeng et al., 2012), much work needs to be done. In
scanning microscopy, the geometry of the beam is important for the aber-
ration correction (see Fig. 1.7). When imaging deep inside a sample with
relative narrow field of view, the overlap of the incident laser light beam
between the two outer-most points in the field of view is significant, such
that a common correction is possible for the whole field of view. Con-
versely, when imaging shallow or over a large field of view, one expects
the aberration to be strongly position dependent, requiring new correc-
tion every time. This effect has been reported by Simmonds & Booth
(2013), where the authors propose multi-conjugate adaptive optics as so-
lution. However, before resorting to more complex solutions, it might be
preferable to further characterise and validate aberration energy spectra




Figure 1.7: Illustration of beam and sample geometry. The focal depth and the
numerical aperture of the objective determine the beam footprint beam. Together
with the typical size of refractive index variations, this determines the spatial fre-
quency of aberrations. When scanning the beam over a field of view in the speci-
men (FoV, dashed lines), it samples different aberrations. The overlap between the
beams determines how much the aberrations across the field of view are expected
to vary, and depends on NA, depth, and the field of view.
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Besides this consideration of aberration correlation-length, another im-
portant aspect is the spatial frequency of the aberrations. When imaging
inside a sample, one would expect spatial frequencies on the order of 1/𝑟0,
where 𝑟0 the typical length scale of the aberrations. The incident beam
footprint on the sample (in air) is given by
𝑑beam = 2𝑧
NA
(1 − NA ) .
, (1.4)
where 𝑧 is the depth of the focus inside the sample and NA the objective
numerical aperture (see Fig. 1.7). Combining these two quantities gives the
degrees of freedom required for optimal correction of the aberrations, i.e.
𝑑beam/𝑟0. For an imaging depth of 100 µm and an NA of 0.90, this gives
a footprint of ∼400 µm. With a typical size of organelles on the order of
𝑟0 = 1 µm, this requires 400 correcting elements along one axis, or 4002 in a
plane. Relaxing these requirements to a depth of 50 µm with an NA of 0.75
gives a footprint of 113 µm, and taking 𝑟0 = 10 µm the typical size of a cell
still requires 102 = 100 correcting elements. Of course this analysis does
not include the relative strength of each spatial frequency contributing to
the aberration, but this back-of-the-enveloped calculation is insightful to
get a grasp on the requirements for correction. Modelling of these geomet-
rical effects as initiated by Simmonds & Booth (2013) should therefore be
done more extensively for better characterisation of aberrations, allowing




Figure 1.8: Because of the difference in refractive index between immersion fluid
( imm) and the sample ( sample), the converging beam suffers from spherical aber-
ration, where focus position differs between paraxial and peripheral rays, the
strength of which increases with depth. Such aberrations are not strictly due to
the sample, but to a sample-system mismatch, and therefore only vary axially. The
effect is exaggerated here for clarity.
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There is a distinction between system and sample aberrations, where the
former are due to setup misalignments, mirror non-flatness, etc. and the
latter are due to the sample, as described before. Ideally, the setup used
is well-aligned and delivers diffraction-limited performance. In practice,
this is not always the case, which is why significant gain can already be
obtained by correcting the system aberrations with adaptive optics. After
correction of these system aberrations, specimen-induced aberrations can
be corrected to improve the resolution further.
A kind of aberration that is a combination of these is a depth-dependent
aberration due to refractive index mismatch (Hell et al., 1993; Sheppard &
Török, 1997; Török et al., 1997; Booth & Wilson, 2001). Samples are usu-
ally aqueous, with a refractive index around 1.3. When focussing a beam
through a plane-parallel refractive index change, this causes spherical
aberration (see Fig. 1.8). For this reason water-immersion objectives are
used where water is placed on the exit lens of the objective to fill the gap
to the sample. Although this reduces the refractive index difference, some
mismatch may remain. Because of this, there is a depth-dependent aber-
ration that is due to the combination of objective and sample used, but not
due to the fine-structure of the sample.
When correcting static system aberrations, these effects may not be taken
into account. Therefore, significant improvement can be gained by cor-
recting these aberrations in the case of considerable refractive index mis-
match. Considering that this aberration only depends on depth, a single
correction can be used over a large field of view at a depth 𝑧. For sample-
induced aberrations a single correction would only work over a much
smaller field of view where these errors are correlation, as described ear-
lier and shown in Fig. 1.7. Indeed several papers report corrections of aber-
rations that only vary with depth, or use a single correction over a large
field of view (Débarre et al., 2009; Jesacher et al., 2009; Olivier et al., 2009).
While correction of these aberrations is required for optimal resolution,
the above distinction between axially and laterally-varying aberrations is
often not made in literature.
Super-resolution
With the advent of super-resolution microscopy, where optical techniques
are used to obtain spatial resolution beyond the classic diffraction limit,
adaptive optics can be beneficial. For example in stimulated emission de-
pletion (STED) microscopy (Hell & Wichmann, 1994; Hell, 2003), where
two beams have to overlap to within a fraction of the diffraction limit,
adaptive optics can give significant advantage. In this kind of microscopy,
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an excitation beam is used to illuminate a sample, where it will be excited
to a fluorescent state, while a depletion beam is used to deplete excited
molecules except in a confined region. To this end, the depletion beam
is modulated by a phase plate to create a toroidal point spread function,
such that the center of the focus has zero intensity, which is the confined
region where depletion does not occur. This way only molecules in this
sub-diffraction-limited volume remain excited, which will subsequently
fluoresce, thus achieving a resolution better than the diffraction limit.
While regular STED microscopy uses a beam shape that is not deterio-
rated much by aberrations (Deng et al., 2009), this shape provides super-
resolution laterally, but not axially. Using instead a 𝜋-step phase plate,
also axial super-resolution can be obtained (Hell, 2003), however in this
case the exact beam shape is more severely influenced by aberrations.
For this reason, people are using spatial light modulators (SLMs) to op-
timise not only beam alignment, but also correct low-order aberrations
(Kromann et al., 2012; Gould et al., 2012).
In addition, because of the sensitivity to aberrations, using STED to im-
age deep (∼ 100 µm) is possible, but challenging, and indeed these appli-
cations use low order aberration correction through an objective’s correc-
tion collar (Urban et al., 2011). The potential for adaptive optics here is
obvious, with a closed-loop aberration correction scheme, correction far
greater than only using a correction collar can be used. This will not only
help to align excitation and depletion beams, but also to alleviate aberra-
tions deeper in the sample. Compared to regular scanning microscopy, in
this application adaptive optics is almost a necessity, and a suitable field
for new applications.
The next decade
Although not exhaustive, the possibilities iterated above provide some
ideas on where to go in this field. Characterisation of aberrations should
be the initial focus for adaptive optics microscopy, which requires reli-
able wavefront sensing techniques. With knowledge of aberration spectra
adaptive optics systems can be tailored to correct those errors that are most
detrimental for image quality. Furthermore, collaboration between differ-
ent fields can be beneficial when solving common (adaptive optics-related)
problems. AO for super-resolution microscopy might, for example, bor-
row from extreme-AO applications in astronomy, where deformable mir-
rors with thousands of actuators are required. In return, adaptive optics
in microscopy could provide a new market for corrector devices, such that
with increasing demand there will hopefully be more incentive to develop
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better and cheaper deformable mirrors, benefiting all applications.
1.6 This thesis
In this thesis we implemented a direct wavefront sensing method, where
we measure the aberrations from the back-scattered laser light, as well as
an improved method for sensorless wavefront sensing with optimal cali-
bration and correction.
Direct wavefront sensing
One method we have developed is a direct wavefront sensing method,
where the wavefront is obtained directly from the back-reflected laser light
(Chap. 3). When using the back-reflected light for wavefront sensing, one
needs to select only the light that reflects back from the focal volume, and
reject much stronger ghosts due to the cover glass and objective optics, for
example. For this reason the direct wavefront sensing method uses a con-
focal pinhole and coherence gating (Feierabend et al., 2004) to suppress
out of focus light.
Because the lasers used in multi-photon microscopy are pulsed, we can ex-
ploit this to use coherence gating where only light from a selected plane of
interest is interfered with a reference beam. Light reflecting off different
layers not arriving co-temporally with the reference beam will thus not in-
terfere. By selecting only the light in the interference pattern, we can select
the light back-reflected from a confined region in the specimen. To obtain
the wavefront in a single measurement, we tilt the reference beam, gen-
erating a interference fringe pattern in the back-aperture plane of the ob-
jective (Takeda et al., 1982). The deformation of the fringe pattern encodes
the wavefront aberrations. Obtaining the measurement in a single expo-
sure improves the robustness against vibration over multi-frame wavefront
sensing methods, since exposure is much shorter than the time between
two consecutive frames (Rückel et al., 2006).
To measure the wavefront in a robust way, we scan the laser beam over
an area while measuring the wavefront, such that artefacts such as speck-
les are averaged out. Additionally, we use a virtual Shack-Hartmann to
smooth the retrieved phase from the fringe pattern (Rückel & Denk, 2007).
This step is required because the back-reflection from the focus is not a
single point but a volume of scattering point sources, where each source
contributes to the interference pattern on the camera. Because these point
sources are not in one plane, this creates singularities in the phase which
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is problematic for phase unwrapping techniques. Using a virtual Shack-
Hartmann overcomes this problem.
We implemented and verified this method successfully in a custom-built
two-photon fluorescence microscope in both rat tail collagen tendons and
MCF-7 cancer-cell spheroids using different objectives. We are able to cor-
rect both even and odd modes, which we interpret as the back-reflection
not being purely specular which would cancel out odd aberrations due to
the double-pass through the sample.
Sensorless correction
Complementary to this method, we developed a model-driven, sensorless
correction scheme with robust model identification (Chap. 4). Because
sensorless correction is a feedforward algorithm, the deformable mirror
calibration is more important than in a closed-loop feedback system. To
this end, we developed a method to construct an orthogonal set of ba-
sis modes that the deformable mirror can produce and removed modes
that were poorly represented or had strong mechanical cross-coupling.
Additionally, we removed the tip, tilt and defocus modes as these repre-
sent lateral and axial translations of the focal spot, and not aberrations.
Since these modes cannot be detected in a sensorless system, the correc-
tion should not introduce tip, tilt and defocus, which results in undesir-
able translation of the image.
After obtaining a suitable basis set to drive the deformable mirror with,
we developed and validated a robust method to identify the dependence
of the metric on the wavefront aberrations (Antonello et al., 2012). In our
case, we used the mean image intensity as the metric, which inversely
scales with the square of the aberration amplitude for small aberrations
(Débarre et al., 2009). Because the metric has a global maximum (i.e. the
intensity is maximum in the absence of aberrations), this implies that the
model used for the metric must be positive semidefinite. While acknowl-
edged by others, their proposed methods for computation of the model
did not take this into account (Débarre et al., 2008; Facomprez et al., 2012).
Here we do enforce a positive semidefinite solution for the model, making
the identification more robust against noise and providing a more accurate
description of the metric.
To correct for sample aberrations, in model-based sensorless correction
schemes one sets trial aberrations on the deformable mirror and records
the corresponding metric value. Using the metric model one then com-
putes the unknown aberration vector for each mode used for correc-
tion. Various methods have been proposed to do this, either solving the
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paraboloid independently in each dimension (Débarre et al., 2007), or
solving it globally, using the measurement data optimally. In this work
we use a minimisation scheme to minimize the aberration globally using
the minimum 𝑁 + 1 measurements to obtain a solution.
We validated the method successfully in the same custom-built micro-
scope on collagen tendons extracted from rat tail. The metric model iden-
tification was verified by cross-validating different calibration datasets
against each other, where we found good agreement. Furthermore, we
investigated the variation of the model across the specimen, which is im-
portant for the correction scheme to be used. If a model varies across the
sample, either the model must be re-identified, or a more general correc-
tion scheme must be used. Although we have not performed an extensive
analysis, we found indication that the model varies through the specimen.
For this chapter my contribution was the construction of the experimental
setup and collaboration on the experimental validation of the identifica-
tion and the correction.
Lessons learned
By implementing both direct wavefront sensing and a sensorless correc-
tion scheme for correcting aberrations, we have gained insight in best
practices for construction of such systems. We briefly present these find-
ings here as recommendations for future work.
When using a 19-actuator deformable mirror in our experiments we were
limited by both stroke and number of modes. In our case we were es-
pecially constrained by the limited stroke in spherical aberration, often
occurring in microscopy settings. Correcting setup aberrations therefore
used a significant portion of our available stroke, limiting the efficacy of
the DM in subsequent experiments. Therefore, a deformable mirror that
can drive the first 40 Zernike modes, and a stroke of several radians rms
for at least the first 15 Zernike modes would be preferable.
Although direct wavefront sensing provides a direct measurement for the
wavefront, it can be quite noisy, especially for odd modes which have a
lower sensitivity. Furthermore we found significant coupling between dif-
ferent Zernike modes when measuring the response of the DM through
the sample; when setting a single mode on the DM, the wavefront sensor
would measure not only that mode but also other modes. For example we
noticed cross-talk between modes Z5 and Z6. This could be due to cali-
bration issues for the deformable mirror, but we believe that there is also
crosstalk between different modes due to the back-scattering in the sam-
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ple. For optimal control, one would need to measure a response matrix
which maps the measured modal representation of the wavefront as func-
tion of specific input aberrations set by the DM, something also mentioned
in Rahman & Booth (2013).
For wavefront sensorless schemes, a simple model is perhaps the best.
While theoretically optimal solutions should provide superior perfor-
mance, in a laboratory-environment these assumptions can break down
and do not provide significant improvement. Considering that a model
might not be valid over the whole specimen, a correction scheme should
be robust against this change.
In our experiments we used a piezo stage to move the sample instead of
the beam. Although this is optically easier and better for implementing
AO, it is probably more favourable to use scanning mirrors which have far
greater bandwidth and can therefore be much faster when testing correc-
tion schemes.
The non-linear speed of a piezo stage is not an issue if position feedback is
provided. Using the position feedback, the recorded fluorescence intensity
can easily be remapped on a Cartesian grid. In spite of this, the limited
stroke of the piezo at faster speeds does pose a problem.
Finally, we have learned it is preferable to build your own setup as opposed
to using a commercial system. The ease of use these systems bring often
goes hand in hand with difficulty to modify them and lack of technical doc-
umentation. Building an optical setup from scratch allows much greater







The notion that Earth is a planet was not always obvious, and Earth long
possessed a unique position as the centre of the universe. With the dis-
covery of other planets in our Solar System and the realisation that the
Earth revolves around the Sun, Earth’s position was put into perspective,
and was no longer unique, nor the centre. Even though there there were
speculations about potential life beyond Earth, it took millennia before
these ideas – for example advocated by Epicurus (341–270 B.C.) – could
be tested (Crowe, 1999). The number of known planets was constant for a
long time, before it rose again rapidly with the discovery of planets around
other stars.
The detection of the first exoplanets was almost two decades ago (Wol-
szczan & Frail, 1992; Mayor & Queloz, 1995) and instigated a whole new field
of research. However, the first detections were not planets that scientists
anticipated to find, and bear little resemblance to Solar System planets.
The planets found by Wolszczan & Frail (1992) were orbiting a millisecond-
pulsar from which the timing could be detected using radio telescopes.
While a suitable technique for detection, a millisecond-pulsar host star is
not an obvious planet-hosting candidate considering the violent history
these stars have gone through. Mayor & Queloz (1995) determined the ra-
dial velocity of stars by measuring Doppler line-shift using a spectrograph,
and found a planet of at least half a Jupiter mass orbiting at 0.05 AU, or a
period of 4 days. The authors suspect that the companion might be a very-
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low-mass brown dwarf stripped of its outer atmosphere. Such a close-in
massive planet provides a strong radial velocity signal, but again has no
comparison in our Solar System.
With the advent of instruments such as HARPS (Mayor et al., 2003),
CoRoT (Baglin et al., 2006) and Kepler (Koch et al., 1998), many planets
have since been detected, and with future instruments, many more will be
discovered. At the time of writing, two decades after the first detection,
there are around a thousand known exoplanets, with thousands of candi-
dates to be confirmed (see Fig. 2.1 for an overview). Most of these planets
are big, massive and in close-in orbits, because detection of exoplanets is
strongly affected by observation bias, but Earth-sized planets are now also
within the detection range (Borucki et al., 2013).














Figure 2.1: Exoplanets discovered to date, plotted as semi-major axis in against
planet mass, both on logarithmic scale. Although distribution of planets in this
graph are influenced by various observation biases, this plot does show the broad
variety of exoplanets that exist, many having no equal in the Solar System. Data
from exoplanet.eu (January 2014).
2.1 Detection methods
The reason that exoplanets for a long time remained undiscovered is be-
cause of the technical difficulty detecting them and because of the pecu-
liarity of the planets detected so far, such as the objects described in the
previous section. Compared to the host star, exoplanets are faint, with
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Table 2.1: Number of detected exoplanets as of January 2014 grouped by detection
method. Source: exoplanet.eu.
Method Planet systems Planets






a brightness contrast of up to nine orders of magnitude for the case of
Jupiter, or ten order of magnitude for Earth for visible light (Des Marais
et al., 2002). In addition, exoplanets appear in close proximity to their
bright host, making it even more difficult to observe these bodies directly
as the telescope’s point spread function smears out the starlight (Oppen-
heimer & Hinkley, 2009). These values are strongly dependent on wave-
length, and choosing this carefully helps significantly in reducing the
contrast requirements. However, using techniques such as adaptive op-
tics, coronagraphy, polarimetry, angular differential imaging, etc., this has
now been achieved for tens of systems (Oppenheimer & Hinkley, 2009).
The first directly imaged exoplanets were under less demanding circum-
stances, with relatively dim host stars and hot, large, wide-orbiting planets.
These circumstances lower the required contrast mentioned before when
observing in the infrared; the hot, large planet is intrinsically brighter, the
parent star is fainter and the large separation between planet and host star
is less demanding on the spatial resolution. Indeed the first direct detec-
tion was a roughly 4 Jupiter-mass planet orbiting at 46 AU from its host
brown dwarf (Chauvin et al., 2005), and subsequent early detections were
under similar circumstances (Marois et al., 2008; Kalas et al., 2008). With
the upcoming 40-meter class telescopes and extreme-AO enabled instru-
ments (e.g. GPI (Macintosh et al., 2008), SPHERE (Beuzit et al., 2008)), the
observable part of the relevant phase-space will expand, uncovering more
planets. In spite of this progress, it is technically less challenging to indi-
rectly detect planets, for example by radial velocity, microlensing, pulsar
timing, or by transit surveys Struve (1952). An overview of detected planet
systems grouped by method is given in Table 2.1.
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2.2 Transit analysis
One technique suitable for routine detection of exoplanets is by monitor-
ing the brightness of stars. In the rare geometrical configuration that an
exoplanet passes in between us and its host star, it can be detected as a
temporary dimming in brightness of the star. The chance that a randomly
oriented circular planetary orbit geometry produces an observable transit







with 𝑎 the semi-major axis, 𝑅⋆ + 𝑅pl the sum of the stellar and planetary
radius and R⊙ the solar radius. To put this into perspective, for an ob-
server looking at the Sun from a random, distant location, there is a 1 in
200 chance that he or she can observe Earth transit the Sun, and only a
1 in 1000 chance to see Jupiter transit. On the other hand, a planet in an
orbit with an 0.03 AU semi-major axis has a geometrical detection prob-
ability of roughly 15 per cent, and indeed such close-in planets have been
detected abundantly (see Fig. 2.1). In the case that an exoplanet is indeed
in such a transiting geometry, the maximum amount of fractional dim-
ming for a non-limb darkened star is equal the ratio of the planet to stellar





To confirm that the stellar dimming was not spurious, two or three orbital
periods should be observed, i.e. one can only detect planets in transits that
have orbital periods a factor two or three less than the observing time, thus
favouring close-in planets. Nevertheless, if one observes many stars for a
long enough time, some will have planets oriented such that we can ob-
serve them transit their host star, and several missions are doing exactly
this. The observation bias arising from these constraints therefore favors
close-in orbits for large stars with large planetary-to-stellar radius ratios.
On top of that, we can only confirm orbits for which the period is smaller
than our observation baseline. Finally, there is a significant false-positive
rate for planet detection through transit analysis on the order of tens of per
cents (Brown, 2003; Collier Cameron et al., 2007) Follow up studies with,
for example, radial velocity analysis are necessary to confirm detection of
a planet, and not a small star, for example.
Figure 2.2 shows an example of the light curve induced by a transiting exo-














Figure 2.2: Example of a transit light curve. The points A, B and C mark the out-
of-transit, ingress and mid-eclipse points, respectively, while b indicates the im-
pact parameter (see text for details). The gradual darkening of the star towards
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Figure 2.3: Light curves for Kepler 4b (left) and 5b (right), the first exoplanets de-
tected uniquely by Kepler. In both panels, the top graph shows the light curve as a
function of time, the bottom graph shows the curve folded with the orbital period.
Kepler 4b induces an observed dimming of its host star of 0.07 per cent, and takes
about 4 hours to cross the stellar disk while Kepler 5b’s dimming is ten times as
deep with 0.7 per cent dimming, also lasting 4 hours. Both planet’s orbital period
are short at 3 d. Note the different vertical scale in the different panels. Image credit:
NASA.
of information can be extracted from the precise shape of the light curve.
When multiple transits of the same object are observed, this gives the or-
bital period of the object, and thus the distance to the host star. The maxim
depth of the eclipse (at C in Fig. 2.2) is a proxy for the eclipsed surface of the
star and thus the radius of the planet, while a secondary eclipse, where the
star eclipses the planet, yields the brightness of the planet. Changes in the
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period can be signs of other bodies perturbing the transiting object, such
as other planets. The shape of the ingress (B in Fig. 2.2) and egress gives in-
formation on the impact parameter (b in Fig. 2.2), the shape of the object,
and the intensity distribution over the stellar surface, i.e. limb darkening.
The shape of the minimum of the transit light curve (at C in Fig. 2.2) gives
further information on the impact parameter and stellar intensity distri-
bution. If spectra during the transit are available, the difference with the
stellar spectrum can even give insight into the composition of the plane-
tary atmosphere, without the need to resolve the planet.
Since transits only require photometry of a star, this can be used to moni-
tor many stars at the same time. In spite of the small chance of transiting
geometries, many transiting exoplanets can be detected this way. Such a
survey can then be used in a statistical sense, where populations of exopla-
nets can be characterised. Furthermore, like radial velocity, it is a useful
tool for first detection of planets, after which one can investigate the object
in more detail.
2.3 Characterising exoplanets
With exoplanets detection now an almost daily routine, the next step is
characterisation of the planets found. While parameters such as orbital
period, mass and radius are known for many exoplanets, this still leaves
room for differences between the objects. For example the Solar Sys-
tem’s giant planets all have roughly the same radius and metallicity, but
these planets are very different from one another (Oppenheimer & Hink-
ley, 2009).
There are exoplanets for which the atmosphere has been characterised
to some extent, including HD 189733b where Swain et al. (2008) found
methane. With future missions such as the Exoplanet Characterisation
Observatory (EcHO), this will become more common (Tinetti et al., 2012).
The exoplanets treated in this thesis are one of the few exoplanets where
we can study the composition of the rocky planet itself in the case of
KIC 1255b and exoplanetary rings for J1407.
Although exoplanets were peculiar objects twenty years ago, now they are
discovered at rates in the hundreds per year, and we can confirm that exo-
planets are indeed common. With exoplanet characterisation being the
next step in this field, peculiar objects like J1407 and KIC 1255b can already
provide insight into some characteristics. Transit surveys are therefore
powerful tools in detecting suitable exoplanets for characterisation, and




In this thesis, we make some first steps towards exoplanet characterisation.
We investigate two peculiar transiting exoplanets, Kepler KIC 12557548
(KIC 1255 for short) and of SuperWASP J140747.93−394542.6 (J1407). The for-
mer shows a 16-hour periodic transit signal with varying eclipse depth and
shape from orbit to orbit, with little to no apparent correlation between
consecutive orbits. This star was observed with the Kepler satellite While
the rocky planet itself is too small to observe, it produces large amount
of dust that form a cloud trailing the planet, that provides clues on the
composition of the planet. The variability of the dust cloud size addition-
ally gives insight on the dynamical processes underlying the dust gener-
ation processes. The latter was observed only once with SuperWASP dur-
ing 2007, where the full transit lasted more than 50 days. This light curve
shows a wealth of fine-structure while it is roughly symmetric around the
transit epoch, consistent with the presence of a complex ring system and
potentially exomoons. If this is indeed the case, J1407 is not unlike Saturn
in both having complex rings and moons. The presence of a ring struc-
ture would also here provide a unique opportunity for investigation of the
matter which makes up planets.
Both objects, while being different and peculiar in their own way, give a
rare window of opportunity for investigation of the composition of exo-
planets. The former exposes its rocky material through evaporation by
the host star, the other modulates its host’s light, imprinting its signature
on the light curve observed by us. It is therefore likely that these planets
will be the subject of much scrutiny in the coming years.
Kepler KIC 1255
For planetary transits, the geometry is often symmetrical, and this yields
a symmetric transit signal, such as the transits of Kepler 4b and 5 (Fig. 2.3).
Deviation from symmetry therefore indicates an asymmetry in the system,
which is the case with KIC 1255. The light curve, shown in Fig. 2.4 shows a
slight bump just before ingress, a steep ingress, and a gradual egress. An-
other curiosity of this system is the variable transit depth, ranging from
less than 0.1 per cent to more than 1 per cent. The absence of some tran-
sits implies that the eclipse signal by the planet is negligible, and that the
planet itself must therefore be tiny.
This target was found by Rappaport et al. (2012) and investigated by oth-
ers in detail (Brogi et al., 2012; Budaj, 2013; Perez-Becker & Chiang, 2013). It
appears that the close proximity to the host star of 0.013 AU (roughly 4 stel-
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Figure 2.4: Schematic illustration of a KIC1255b model explaining the various fea-
tures of the light curve.
lar radii) is causing the evaporation of the planet. The stellar flux would
evaporate the rocky surface of the planet, causing a dust cloud to eclipse
the star. According to this scenario, the planet mass would be slightly less
than twice the mass of the Moon (0.02 Earth mass), and lose more than
0.1 Earth-mass per gigayear (Perez-Becker & Chiang, 2013), which explains
the absence of some transits: the planet is tiny.
It turns out that a model of an exponential tail fits this data well (Brogi
et al., 2012). The bump before ingress can be explained by forward scat-
tering just before ingress due to the dust particles, the deep minimum is
when most dust covers the stellar disk and the egress can be interpreted as
a long tail of dust trailing the planet. To explain the variable transit depth,
the dust evaporation must occur on timescales of less than one orbit, in
this case 16 h, and that the dust generation must be highly variable, some-
times ejecting big clouds causing more than 1 per cent dimming, while at
other times generating hardly any dust to account for the shallow transits.
This is not unlikely considering the planet’s proximity to the host star and
its influence on the planet.
In Chap. 5 of this thesis, we characterise the dust cloud tail surround-
ing the planet in more detail, looking at the dust cloud generation and
longevity. We investigate the light curve on a per-transit basis, to find cor-
relations between consecutive transit and egress depths, evolution of the
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transit depth, and differences between different transit depths. We ex-
tended the 1-D model developed in Brogi et al. (2012) to a 2-D, 2-component
model, where we model the dust cloud by an opaque, spherical core and
an exponentially decaying tail attached to it. Using this improved model
and the available short cadence data we can investigate the dust cloud
changes from transit to transit. While we note that the model we use is not
a unique solution, this analysis does provide constraints for future, more
thorough modelling.
SuperWASP J1407
Another peculiar object is J1407, whose observed intensity shows a long
transit with maximum dimming of 95 per cent (Mamajek et al., 2012). Al-
though the light curve is roughly symmetric, with the ingress and egress
each lasting about 25 days, the fine-structure is different between the two
when folding the light curve around the eclipse midpoint. While binary
stars or a circumstellar disk can explain parts of the light curve, the only
scenario that seems compatible with the observations is a ringed disk
around a companion to J1407. Mamajek et al. (2012) proposed and investi-
gated this hypothesis, and found that an initial 4-ring model explains the
approximate shape of the light curve.
The intriguing part about this target is the myriad of fine-structure in the
light curve, with large light curve gradients of up to tens of per cent per
night and inflection points during individual nights, and big intra-night
differences in both dimming and light curve gradient. Using a simple face-
on ring model, one can compute the light curve gradient for a given or-
bital speed. By fitting this to the data, one can calculate the minimum
speeds implied by these light curve-gradient. We performed this analy-
sis in Chap. 6 and found minimum speeds of up to 33 km s−1, which are
incompatible with the maximum orbital speed of 22 km s−1 found by Ma-
majek et al. (2012), even assuming optimal geometric conditions for the
ring model.
Using these implied speeds from the light curve and the transit duration
of 54 days, we also derived a minimum ring-disk diameter in the range
of 0.05 to 0.5 AU, which is 16 to 160 times as large compared to Saturn’s
480 × 103 km outer E-ring radius. Furthermore, the maximum semi-major
axis for a circular orbit would be between 0.8 to 10 AU.
Since these speeds are incompatible with the constraints presented by Ma-
majek et al. (2012), this simple model fails to explain the data. One pos-
sible solution to this problem could be azimuthal structure in the ring,
such as the ‘spokes’ observed in Saturn’s B-rings (Smith et al., 1982). Un-
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der favourable orientations, the rotational speed of such spokes could add
to the planet speed to account for the observed light curve gradients. Al-
though a possible explanation, it is not clear whether this is indeed the
case, as it requires a careful and unlikely alignment of the disk and spokes







direct wavefront sensing for
multi-photon microscopy
T. I. M. van Werkhoven, J. Antonello, H. H. Truong, M. Verhaegen,
H. C. Gerritsen, and C. U. Keller, Optics Express, 22, 9715 (2014)
Deep imaging in turbid media such as biological tissue is challenging due
to scattering and optical aberrations. Adaptive optics has the potential
to compensate the tissue aberrations. We present a wavefront sensing
scheme for multi-photon scanning microscopes using the pulsed, near-
infrared light reflected back from the sample utilising coherence gating
and a confocal pinhole to isolate the light from a layer of interest. By in-
terfering the back-reflected light with a tilted reference beam, we create a
fringe pattern with a known spatial carrier frequency in an image of the
back-aperture plane of the microscope objective. The wavefront aberra-
tions distort this fringe pattern and thereby imprint themselves at the car-
rier frequency, which allows us to separate the aberrations in the Fourier
domain from low spatial frequency noise. A Fourier analysis of the modu-
lated fringes combined with a virtual Shack-Hartmann sensor for smooth-
ing yields a modal representation of the wavefront suitable for correc-
tion. We show results with this method correcting both DM-induced and
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sample-induced aberrations in rat tail collagen fibres as well as a Hoechst-
stained MCF-7 spheroid of cancer cells.
3.1 Introduction
Microscopy is of fundamental importance in biological and biomedical re-
search and applications. This is to a great extent due to the development of
imaging methods that provide 3D imaging in (optically thick) specimens,
such as confocal microscopy (Minsky, 1961; Shotton, 1989; Pawley, 2006)
and multi-photon excitation microscopy (Denk et al., 1990; Zipfel et al.,
2003). However, these techniques suffer from specimen-induced aberra-
tions (Schwertner et al., 2004a, 2007), which results in reduced depth pen-
etration, loss of spatial resolution, and increased phototoxicity (de Grauw
et al., 1999) (see Fig. 3.1).
Figure 3.1: Left: without sample, a plane wave focusses into a diffraction limited
spot. Centre: in the presence of a perturbing sample, the focus is distorted leading
to loss of signal and resolution. Right: using adaptive optics to pre-aberrate the
wavefront, the focus can be improved.
Adaptive optics (AO) has been successfully used in scanning microscopy to
correct these aberrations, demonstrating the potential for AO in this field
(Booth, 2007a,b). One class of methods are sensorless methods (Marsh
et al., 2003; Booth, 2007b; Débarre et al., 2009, 2007; Facomprez et al., 2012)
that iteratively optimise a metric such as the mean intensity or sharpness
based on the fluorescence signal, without using a dedicated wavefront sen-
sor. Alternatively, the fluorescence can be used to measure the wavefront
directly, either using fluorescent beads (Azucena et al., 2010, 2011), or fluo-
rescent proteins (Tao et al., 2013b, 2012, 2011a,b) as the biological equivalent
of astronomical guide stars (Foy & Labeyrie, 1985; Fugate et al., 1991).
Another strategy uses the back-reflected excitation light for wavefront
sensing. In this case, selecting only the light from the focal plane and
rejecting the light reflected elsewhere along the optical path is a major
challenge. Previous attempts solved this with coherence-gated wavefront-
sensing methods (Feierabend et al., 2004; Rückel et al., 2006; Tuohy &
Podoleanu, 2010) or a pinhole (Cha et al., 2010) to select light from a plane
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of interest. The former methods use a low-coherence interferometer with
either temporal- or spectral modulation, similar to optical coherence to-
mography (OCT) (Huang et al., 1991), while the latter uses a pinhole to se-
lect a volume overlapping with the laser focus.
In this paper we describe an optical system that combines coherence-
gating with interferometric wavefront measurements by interfering the
back-reflected beam from the sample with a tilted reference wavefront.
The coherent mixing of these two signals produces a fringe pattern where
the wavefront aberrations are encoded in the fringe deformation, sepa-
rating it in the Fourier domain from low-frequency noise. A confocal
pinhole provides axial sectioning to reject ghost reflections from e.g. the
cover glass, while additionally smoothing out speckles due to scattering
samples. The wavefront is then recovered using Fourier transform fringe
analysis methods (Takeda et al., 1982; Macy, 1983; Bone et al., 1986; Takeda,
1990).
This paper is organised as follows: Section 3.2 describes the optical setup,
coherence gating, the fringe analysis and the wavefront reconstruction.
Section 3.3 presents results for deformable mirror-induced as well as
sample-induced aberrations and corrections. Finally, Sect. 3.4 discusses
advantages and potential improvements of this method.
3.2 Method
We use the back-scattered near-infrared light to measure the wavefront
aberration induced by (biological) samples in a scanning microscope
setup. This light is usually discarded as the specimen is imaged using
the fluorescent light. By interfering the back-scattered light with a flat ref-
erence wavefront with a known tilt, we measure a fringe pattern in a re-
imaged back-aperture plane of the objective. The wavefront aberrations
in the sample arm are then encoded as deformations of the fringe pattern
(Takeda et al., 1982).
Optical setup
Fig. 3.2 shows the optical schematic for coherence-gated wavefront sens-
ing. We use a Coherent Chameleon Ultra II Ti:Sa 140 fs pulsed, near-
infrared laser beam as the source, which is expanded 12 times to a 14 mm
beam (L1, L2 in Fig. 3.2). The beam is divided by a non-polarizing 50/50
beamsplitter (BS1, BS017 Thorlabs) into a reference beam (long-dashed) and
a sample beam (solid). We stop down the beam to 9.5 mm before it is re-
flected by the deformable mirror (DM, Okotech MMDM 19-channel de-
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Figure 3.2: Schematic optical setup showing the coherence-gated wavefront sens-
ing principle. The pulsed laser beam is expanded (L1, L2) and then split (BS1) into
a reference (long dashed) and a sample (solid) beam. In the sample beam the de-
formable mirror (DM) is re-imaged onto the objective’s back aperture (L3, L4). The
sample is mounted on an XYZ piezo stage, and the fluorescence signal is separated
by a dichroic beam splitter (DBS) and detected by a photomultiplier tube. The
back-reflected light in the sample beam is again reflected by the DM and directed
into the wavefront sensor (WFS) by BS1, where the back aperture is re-imaged onto
the CCD (L6, L7), after being spatially filtered by the pinhole (PH). The reference
beam’s optical path length and intensity are matched to that of the sample beam.
The beams are combined on the CCD (BS2) where the temporally overlapping
laser pulses interfere. By tilting folding mirrors in the reference beam (M6, M7)
we tune the carrier frequency of the fringe pattern. Mirrors M3 and M4 are op-
tional and are used to measure the influence of the DM for calibration purposes.
formable mirror) such that we only use the central, well-controlled region
(Paterson et al., 2000). The beam is then re-imaged by lenses L3 and L4
(both f=300 mm, Thorlabs NIR achromats) onto the back aperture of the
objective. Since the deformable mirror can only introduce wavefront cor-
rection in one direction, we bias the mirror to mid-actuation to allow for
both positive and negative path-length correction. The collimated beam
reflecting off the deformable mirror is therefore converging, which is com-
pensated for by lenses L3 and L4. We use a Nikon 20×/0.75 NA multi-
immersion objective with water, which has a back-aperture diameter of
16 mm; the effective numerical aperture is 0.42. Additionally, we use a
Nikon 40×/0.90 NA air objective whose 9.5 mm back-aperture is filled.
The sample is mounted on an XYZ piezo stage (PI, Nanocube P-611.3S).
Fluorescence emitted from the sample is split off by a 705 nm cut-off
dichroic beamsplitter (DBS, Semrock, FF705-Di01-25x36) where we use an
additional 720 nm short-pass filter (Semrock FF01-720/SP-25) to block stray
laser light. The fluorescence is then imaged onto a 600 µm fibre feeding a
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photo multiplier tube (PMT, Hamamatsu, GaAsP photocathode H7422P-
40).
Laser light reflected back from the sample passes back through the ob-
jective and the DM into the wavefront sensor arm via BS1. The sample
beam is de-magnified by a factor 3 by lenses L6 and L7 (f=300 mm, 100 mm,
Thorlabs NIR achromats) onto the wavefront-sensing camera (CCD, AVT,
Guppy Pro F-033b, 12bit, 656×492 pixels, each 9.9×9.9 µm). We use a
400 µm pinhole (PH, custom made) confocal to the focal plane to reject un-
wanted light, e.g. from the cover glass, similar to Rahman & Booth (2013).
At the position of the pinhole, the diameter at the first minimum of the
diffraction-limited Airy disc is 62 µm at a wavelength of 750 nm. The ref-
erence beam’s optical path length is matched to the sample beam path
length by moving mirrors M5 and M6, and the intensity is matched by a
neutral density filter (ND, reflective, Thorlabs). The beams are combined
by a 50/50 beamsplitter (BS2, BS017 Thorlabs). Mirrors M3 and M4 are
optional and used for the deformable mirror calibration.
We use a data acquisition board (National Instruments, PCI-e 6259) for
reading out the PMT signal, as well as for controlling and reading out
the piezo stage. We drive the piezo stage using a sinusoidal signal for the
fast axis with a typical frequency of 20 Hz. Simultaneous to driving the
piezo stage, we record the stage position using the strain gauge sensors.
With a constant PMT integration time this yields non-square pixels due to
the varying piezo speed, which is corrected in software using the position
feedback. The camera is connected to a Firewire controller, and the de-
formable mirror is connected to a stabilised high-voltage amplifier, which
is connected to a 32-channel PCI DAQ card. We control the PMT and piezo
stage using a Windows computer running LabView, and the camera and
deformable mirror are controlled by a Linux computer with Python.
Coherence gating
The sample and reference beams have identical optical path lengths when
arriving at the CCD. Since the laser is pulsed, this creates interference only
between the reference wavefront and light reflected off a thin layer of inter-
est in the sample to which the optical path length of the reference beam is
tuned. This principle is shown graphically in Fig. 3.3. Light that is reflected
outside of this layer does not arrive at the camera coincidentally with the
reference beam pulse and does not interfere, although it does add a back-
ground signal. This background signal is reduced by the confocal pinhole.
As the reference beam wavefront is static, the interference pattern only
depends on the wavefront aberration in the sample beam. By inducing a
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Figure 3.3: Excitation light entering from above is split into a reference and sam-
ple beam. In the sample, the light is reflected at different depths, but only back-
scattered light from a thin layer, the coherence gate (solid red), has the same optical
path length as the reference beam and will interfere to form fringes on the CCD.
Pulses that originate from deeper or shallower in the sample (dashed red lines)
arrive later or earlier (dashed red waves) than the reference pulse and do not con-
tribute to the fringe pattern and add a static background.
wavefront tilt in the reference beam, we generate an interference fringe-
pattern on the CCD. The deformation of these fringes contains informa-
tion on the wavefront aberration, which are due both to the sample be-
ing studied and static aberrations in the optical system (Takeda et al., 1982;
Takeda, 1990).
We can recover the complex wave using Fourier analysis of the fringe pat-
tern. When bandpass-filtering the modulated fringe pattern in Fourier
space, both low- and high-frequency noise such as ghost reflections and
other spurious signals will be strongly suppressed.
The coherence length, or the spatial extent over which the pulses of the
two beams overlap, is given by the correlation of the reference and sam-
ple pulses. With 140 fs hyperbolic secant-squared pulses generated by the
laser, the FWHM of the autocorrelation is 65 µm in air. We measured a
FWHM coherence length of 𝑙 = 83.7 ± 0.3 µm using a mirror as a tar-
get, which is 29 % broadened compared to the value given by the manu-
facturer, most likely by group velocity dispersion due to the optics in the
setup. In an aqueous medium with 𝑛 ≈ 1.3 this corresponds to a coher-
ence gate length of 𝑙 /2𝑛 = 32 µm (Wang et al., 2012), similar to values
obtained byFeierabend et al. (2004); Feierabend (2004).
Although dispersion compensation could be used to improve the fringe
contrast or minimize the coherence gate Feierabend (2004); Rückel et al.
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(2006), these were not as much a limiting factor here as the speckle-
induced amplitude aberrations and the limited deformable mirror stroke
and number of actuators. Further exploitation of the method could, how-
ever, benefit from such correction.
Confocal pinhole
We use a confocal pinhole in the back-reflected light detection path be-
fore the wavefront sensor for two purposes: it rejects out-of-focus light,
and the pinhole acts as a low-pass filter that smoothes out speckles in the
coherence-gated image. It thereby acts as a low-pass filter for wavefront
(and amplitude) aberrations with a cutoff that is commensurate with the
number of degrees of freedom of the DM.
The first benefit works in tandem with the coherence gating. The axial
depth sectioning of a detection pinhole with diameter 𝑑ph in the geomet-
rical regime is given by
Δ𝑧 = √2𝑑ph/𝑀 tan𝛼 (3.1)
where𝑀 is the magnification of the system and 𝛼 the objective acceptance
angle of the detection path (Brakenhoff et al., 1990). The 400 µm pinhole in
our case gives Δ𝑧 = 40 µm for the 20× objective in water and Δ𝑧 = 6.8 µm
for the 40× objective in air.
Empirically we determined the axial sectioning of the pinhole by measur-
ing the integrated intensity on the wavefront sensing camera off a cover
glass as function of the axial position of the cover glass. We found a full
width at half maximum (FWHM) axial resolution of Δ𝑧 = 46 µm and
Δ𝑧 = 6.8 µm for the 20× and 40× objectives, respectively.
Fourier transform fringe analysis
The fringe analysis method is based on Takeda et al. (1982); Takeda (1990),
who describes a heterodyne technique to encode the low-frequency aber-
rations with a higher frequency carrier signal, separating it from low-
frequency noise. Here we apply the method for coherence-gated wave-
front sensing in scanning microscopes. Using Fourier filtering we extract
the wavefront aberrations from the fringe pattern deformation. In this ex-
periment we use a spatial carrier signal to allow wavefront measurements
in a single frame, whereas in time-domain method such as for example in
Rückel et al. (2006), four frames are required for a single wavefront mea-
surement.
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The fringe pattern is described by Eq. (1) in (Takeda et al., 1982)
𝑔(𝑥, 𝑦) = 𝑎(𝑥, 𝑦) + 𝑏(𝑥, 𝑦) cos[2𝜋𝑓 𝑥 + 𝜙(𝑥, 𝑦)] , (3.2)
where𝜙(𝑥, 𝑦) represents the wavefront and𝑎(𝑥, 𝑦) and𝑏(𝑥, 𝑦) represent ir-
radiance variations. In this context, 𝑎(𝑥, 𝑦) is a static background from e.g.
ghost reflections and 𝑏(𝑥, 𝑦) are amplitude variations in the fringe pattern,
such as those due to speckles. 𝑓 is the known spatial carrier frequency in-
duced by the tilt in the reference wavefront, in this case along the x-axis.
𝑎(𝑥, 𝑦) can be measured by de-tuning the coherence (such that the second
term is zero). 𝑏(𝑥, 𝑦) can be determined by modulating the fringe pattern
by varying the path length difference between the sample and the refer-
ence beams. Using the Fourier analysis described in (Takeda et al., 1982),
we can recover the complex phase from the real fringe pattern.
Note that temporal variations slower than the exposure time (4 to 8 ms)
do not influence the wavefront measurements because the phase is recov-
ered from a single measurement. During the experiments the fringe con-
trast was sufficient for wavefront sensing in approximately 95 per cent of
the frames, while fringes moved significantly from one frame to the next.




The wavefront sensor is calibrated before use by removing system aberra-
tions (including the initial non-flatness of our DM), recording a flat-field
and the carrier frequency, and measuring the non-common path aberra-
tions between the focal plane and the wavefront sensor.
We first maximise the two-photon fluorescence signal from a fluorescein
solution by optimising the deformable mirror shape using a Nelder-Mead
simplex algorithm (Nelder & Mead, 1965; Antonello et al., 2012). Since the
fluorescence signal is given by the integral over the PSF squared, maximis-
ing the intensity minimises the volume of the PSF (So et al., 2000). This
system correction removes static aberrations in the setup, including the
initial non-flatness of the deformable mirror. We observe a significant im-
provement of tens of percents of the fluorescence signal after this correc-
tion, indicating that we successfully correct static aberrations.
We obtain a flat-field image by de-tuning the coherence gate and averaging
over 250 frames. This image is used to divide the raw frames thus correct-














































Figure 3.4: Schematic illustration of the fringe analysis method. The fringe pat-
tern recorded with the camera (top left) is Fourier transformed (top center). One
sideband at ⃗ is isolated and inverse transformed, yielding the complex wave (top
right). The wave is propagated through a virtual Shack Hartman wavefront sensor
to obtain a spot pattern (bottom right), which is reduced to a vector of spot displace-
ments (bottom center). By multiplying this vector with a response matrix of a certain
basis (e.g. Zernike), we obtain a modal description of the wavefront (bottom right).
geneity in 𝑏(𝑥, 𝑦) is accounted for by tuning the carrier frequency 𝑓 such
that the sideband is well-separated from the low-frequency noise peak in
the Fourier domain. We verify this by inspecting the power spectrum of
the fringe pattern. Through trial and error, we find that approximately
30 fringes across the camera is an optimal value for the fringe analysis
method. The radius of the region of interest around 𝑓 (dashed circle in
Fig. 3.4, panel two) is set to half the length of 𝑓 .
Finally, we use a scattering-bead solution consisting of fluorescein-
containing silica beads (𝑑 = 106 nm, 𝑛 = 2 × 1014 mL−1 = 2 × 102 µm−3)
suspended in water to measure the response of the wavefront sensor on
the previously defined flat wavefront, where we average over 200 frames to
obtain a robust measurement. A scattering-bead solution is more suitable
than a mirror since this back-scattering is more similar to what is expected
from real samples. This wavefront measurement corresponds to the non-
common path errors between the focal plane and the wavefront sensor,
and is subtracted from subsequent measurements to obtain the real wave-
front errors induced by the specimen.
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Wavefront recovery
To obtain the wavefront phase, we record an image using a CCD and
process it as described above. This image is apodised and Fourier
transformed, and a region around 𝑓 is isolated, rejecting both the low-
frequency and high-frequency noise as suggested by Peck (2010) (see
Fig. 3.4 upper-centre panel). The crop window size is a tradeoff between
the spatial resolution of the wavefront (larger window) and noise rejection
(smaller window). Using a radius of approximately 0.5|𝑓 | for the circular
crop window, we were able to successfully isolate the sideband. We then
inverse Fourier transform the isolated sideband to yield the complex wave.
In theory, the phase can be recovered from the complex wave (Eq. 6 from
(Takeda et al., 1982)), however this only works robustly if the fringe pattern
is well-behaved. In our experience, this straight-forward approach pro-
duces unreliable phase maps with discontinuities and singularities. While
the former can be solved by unwrapping the phase (Itoh, 1982; Ghiglia &
Pritt, 1998), singularities are more difficult to overcome.
We use a virtual Shack-Hartmann wavefront sensor (vSHWFS) to mitigate
this, as proposed by Feierabend et al. (2004); Rückel et al. (2006). We take
the complex wave and divide it into 16 by 16 sub-apertures of 20 by 20 pixels
each, comparable to Rückel et al. (2006). For each of these sub-apertures
we compute the power of the Fourier transform, which gives an image of
the complex wave at the location of the sub-aperture. This yields an im-
age like one obtained with a Shack-Hartmann wavefront sensor (Fig. 3.4
bottom-left panel), where the displacement of the spot position from the
center is proportional to the local phase gradient (Southwell, 1980).
To convert this spot pattern into a modal description of the wavefront 𝑧
we first compute the displacement vector for each spot, ?⃗? (Fig. 3.4 bottom-
center panel). We then compute the theoretical vSHWFS response matrix
𝐻 for a number of Zernike modes (von Zernike, 1934; Noll, 1976) and solve
?⃗? = 𝐻𝑧 in the least-squares sense using the average intensity of each sub-
image ?⃗? as weights to obtain 𝑧. This is done for each iteration as both ?⃗?
and ?⃗? change. Hence sub-apertures that receive little light are weighted
less, preventing those from adding noise.
Scattering and speckles
As biological tissue is generally highly scattering, imaging the back-
reflected coherent light onto a detector will produce strong speckle pat-
terns (Goodman, 1976). These speckles arise from coherent superposition
of light scattered by the (biological) tissue, which forms an interference
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pattern observed as speckles. This effect was found to be problematic
in phase-step interferometry applications (Feierabend et al., 2004; Rückel
et al., 2006) where multiple images have to be combined to recover the
complex wave, and the authors solved this by averaging several measure-
ments with different speckle patterns. Wang et al. (2012) investigated the
behaviour of speckles and quantified the influence of a confocal aperture
on the speckle sizes, among other things. They found that a smaller aper-
ture will yield larger speckles, which can be explained by the spatial filter-
ing of the aperture.
In our case, the confocal pinhole used for axial sectioning also provides
low-pass filtering, smoothing out speckles smaller than the diffraction-
limited resolution of the pinhole. This effect is illustrated in Fig. 3.5, where
a wavefront sensor image is shown using the scattering beads solution with
and without the 400 µm pinhole (left and center panels). When using
a confocal pinhole a trade-off needs to be made between speckle reduc-
tion (Wang et al., 2012) and wavefront measurement resolution (Rahman
& Booth, 2013); a larger pinhole will allow wavefront aberration measure-
ments with higher resolution while a smaller pinhole will reject scattered
light better.
In addition to the spatial filtering by the confocal pinhole, the Fourier
bandpass filter separates the fringes from the speckles as long as their spa-
tial frequencies do not overlap. The spatial resolution of a plane wave in-
cident on a circular aperture is given by
𝑟 = 1.22𝜆/2𝑛 sin 𝜃, (3.3)
where 𝜃 is the half-opening angle of the beam. In this case, the 400 µm
pinhole and the f=100 mm lens (L7) yield a resolution of 230 µm at the CCD,
such that any feature smaller than this (i.e. speckles) will be smoothed out.
This is in agreement with what was found by Wang et al. (2012), where their
smallest field of view corresponds to a ∼3 mm confocal aperture, which
has a resolution of ∼30 µm, or ∼3 pixels on their CCD 1. As expected, this
∼3 pixel resolution is a lower limit in their Figure 5 (top row).
Because the reference beam is combined with the sample beam after the
confocal pinhole, the spatial frequency of the fringe pattern can be higher
than the maximum spatial frequency of the transmitted wave by the confo-
cal pinhole. Since the fringe frequency as well as the pinhole diameter are
free parameters, these can be selected such that the speckles and fringes
are well-separated in the Fourier domain.
Something the confocal pinhole does not prevent, however, is the ampli-
tude modulation induced by the speckles. As can be seen in Fig. 3.5, there
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Figure 3.5: Fringe and speckle patterns recorded from back-scattered light off the
scattering beads solution (top) and off the spheroid sample (bottom). These images
were observed by the WFS camera at the back aperture plane. The left images was
obtained without a confocal pinhole, while the center and right images were taken
with one in place. Additionally, the right images were flatfield corrected and in-
terfered with the reference beam to produce fringes. The scattering bead solution
shows a strong and homogeneous speckle pattern, while the spheroid shows larger
speckles, indicating it is less scattering. The speckle pattern is spatially filtered by
the confocal pinhole such that the fringe pattern contrast is enhanced, although
larger-scale amplitude variations were still present. As can be seen in the center
and right columns, the spatial frequency of the filtered speckles is similar for both
samples. The fringe pattern has a higher spatial frequency than imposed by the
confocal pinhole because the reference beam is introduced after the pinhole. All
images were taken with the 20× objective and all fields of view are the same.
are both saturated and dark spots in the image where the fringe contrast
is reduced significantly. In these locations the phase cannot be recon-
structed properly, and to mitigate this we measure the wavefront at dif-
ferent locations in the specimen with different speckle patterns, similar to
Feierabend et al. (2004); Rückel et al. (2006); Wang et al. (2012). However,
compared to those methods we obtain the wavefront from one frame, af-
ter which the wavefront measurements are averaged, as opposed to the




In direct wavefront sensing, the beam passes through the sample twice,
once towards the focus and once back-reflected. Because of this, the sensi-
tivity for different wavefront aberration modes can be different. Rahman
& Booth (2013) show that there is a difference between even and odd modes
in the case of a pure specular reflection, something which has long been
known in retinal imaging (Artal et al., 1995b,a). In the other extreme when
a purely scattering sample is used instead of the mirror, there is little to
no correlation between the incoming angle and back-reflected angle, such
that the scatterers in the specimen all act as point sources and their back-
reflections are coherently super-imposed (Rückel & Denk, 2007). In real
samples, the sensitivity to modes can differ significantly, but unlike a mir-
ror reflection, odd modes can have non-zero sensitivities and thus can be
detected (Rahman & Booth, 2013).
Wavefront correction
To verify the wavefront-sensing method, we control the deformable mir-
ror in closed loop, minimising the residual aberrations measured by the
wavefront sensor.
Before correction, we characterise the response of the deformable mirror
using mirrors M3 and M4 to direct the laser beam directly onto the wave-
front sensor after reflecting off the deformable mirror only once. To in-
terfere the reference beam with the shorter calibration beam, we use the
alignment laser, which is a continuous wave and as such also interferes
with a beam of unequal optical path length. Because this gives a well-
behaved fringe pattern, we can directly obtain the phase from the complex
wave using Eq. 6 from (Takeda et al., 1982). This phase is unwrapped using
Itoh’s weighted phase unwrapping scheme (Peck, 2010) using the ampli-
tude as weight (𝑐(𝑥, 𝑦) in (Takeda et al., 1982)).
The result of the above calibration produces an influence matrix of the
deformable mirror, mapping the input voltages to mirror shape. We use
the pseudo-inverse of this matrix to control the mirror, where we typically
use all but one singular value in the inversion. Using a basis set of Zernike
modes we can construct a matrix that maps a vector of Zernike amplitudes
to mirror voltages, which we use for our control. Because of the finite num-
ber of actuators, we limit the control of the DM to Zernike modes 5 to 15
(ordering from Noll (1976)), excluding mode 12, which the DM cannot pro-
duce due to the actuator configuration. When driving only even modes,
we use Zernike modes 5, 6, 11, 13, 14 and 15.
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When running the system there are occasionally frames with blurred out
fringes, probably due to lab seeing or vibrations, for which the wavefront
is poorly defined. To mitigate this, we reject frames with a low fringe con-
trast, as defined by the power in the extracted side band. Images with less
than 75 per cent of the average power of the last 100 frames are discarded.
For accepted frames, we take sets of 4 images, for each of which we com-
pute the vSHWFS spot pattern. We take the median image of this set, from
which we compute the spot displacement vector. We compute the modal
phase representation by multiplying the displacement vector with the re-
sponse matrix, weighting it with the average intensity in each sub-image,
as described above.
Although the speckle pattern induced by the scattering samples is
smoothed by the spatial filtering of the confocal pinhole, it nonetheless
induces strong amplitude variations. As described above, we mitigate
this by averaging speckle patterns recorded at different positions. This is
achieved by applying the phase corrections to the deformable mirror with
a proportional gain of 0.05 while scanning the sample over a variable-sized
area.
3.3 Results
To verify our wavefront-sensing method, we test it in different biologically
relevant scenarios using both a 20×/0.75 NA and a 40×/0.90 NA objective.
We perform DM-induced aberration correction and correction of sample
aberrations, which are compared with a flat DM with respect to the flu-
orescent optimum as described in Sect. 3.2. When running the correc-
tion, scanning over an area to average out the amplitude modulation ef-
fect of speckles also allows us to record the fluorescence intensity during
the correction. We stop the correction when the average intensity of the
scanned area stops increasing, which is typically after approximately 100
iterations, or roughly one minute. After correction, a 256 by 256 pixel im-
age is recorded at 0.5 ms pix−1, which takes 30 s.
Collagen tendons
Collagen fibres were extracted from a rat tail and washed 4 times in dis-
tilled water. Following fixation in 4 per cent paraformaldehyde, the colla-
gen fibres were washed in PBS and then embedded in 3 per cent agarose










Figure 3.6: Correction of DM-induced aberrations Z5, Z6, Z11 (top) and Z5–Z8 (bot-
tom) with the 20× objective in rat tail collagen fibres using the 20× objective. The
panels show an image with the DM in aberrated shape (left), the system-corrected
image (centre) and an image after aberration correction (right). For both cases,
modes Z5–Z15 were controlled with the DM when correcting, and the sample was
scanned over the area indicated by the dashed box. After correction we obtain im-
ages similar to the system-corrected DM case, although the even-only aberration
correction (top) performed better in this case. The grayscale is identical in each
row. The cross-section profile is taken along the arrow: dashed for aberrated, gray
for system-corrected, and black for aberration-corrected data.
We image the fibres using 900 nm excitation light to produce the second
harmonic signal approximately 50 µm deep inside the rat tail fibre, using
the underfilled Nikon 20×/0.75 NA objective. The DM is set to an aber-
rated shape using mostly even modes (Z5, Z6, Z11, Figs. 3.6–3.7 top) as well
as both even and odd modes (Z5, Z6, Z7, Z8, Figs. 3.6–3.7 bottom) and run
the control loop as described above.
During correction of the aberrations, we scan the sample over a sub-region
of 20 by 20 µm, indicated by a dashed box in the figures. We run the loop
until the fluorescence intensity in the scanned area stabilises. Using this
corrected DM shape, we image the original region again for comparison,
shown on the right in Fig. 3.6, while the centre column shows images ob-
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tained with only correction of system aberrations for comparison.
Correction of only even aberrations yields better results than correction
of even-and-odd aberrations, as can be seen from the increased bright-
ness and contrast in Fig. 3.6. This is possibly due to the double-pass effect,
which makes the correction of odd modes more difficult, although as can
be seen in Fig. 3.7, these modes can, to a large extent, be corrected. In both
cases, we are able to correct the induced aberrations as shown Fig. 3.7 and
recover the image quality as obtained after only correcting system aberra-
tions. While the amplitude of the induced aberrations should decrease,
it does not necessarily have to go to zero in the case that there are aberra-
tions in addition to the system-correction. In any case the corrected shape
should be the same for both correction runs, as they were obtained at the
same location. As can be seen in the left panels of Fig. 3.7, the correction
generally obtains the correct value for each mode, although some modes
show a discrepancy (such as Z11).
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Correction in Zernike mode-space
Figure 3.7: Correction loop diagnostics associated with Fig. 3.6: the top and bottom
rows correspond to the respective rows in Fig. 3.6. Left: modal decomposition of
deformable mirror shape during the correction experiment. The triangles note
the initial DM shape and the squares indicate the final shape with respect to a
system-corrected DM, the dots in between denote intermediate corrections. Right:
norm of the DM shape during the experiment. The decay in the norm of the DM
shape indicates that the correction is successful in recovering the system-corrected




We also measure and correct wavefront aberrations inside an MCF-7
breast cancer spheroid (Soule et al., 1973). The spheroids were gener-
ated from cultured MCF-7 using liquid-overlay technique as described
in Friedrich et al. (2009). After aggregating for 7 days, spheroids of 0.5
to 1.2 mm diameter were harvested for measurement. These spheroids
were fixed in 4 per cent formaldehyde and permeablised in 0.2 per cent
Triton x-100 (Sigma-Aldrich). The samples were washed 3 times in PBS.
Following blocking with 10 per cent FBS, the spheroids were incubated
with Hoechst 33342 (Molecular Probes) and finally washed with PBS. The
samples were then embedded in 3 per cent agarose in concave microscope
slides (Marienfeld-superior). We excite the Hoechst using 750 nm excita-





Figure 3.8: DM-induced aberrations Z5–Z8 correction in a Hoechst-stained MCF7-
spheroid sample using the 20× objective. The averaging area for the correction is
indicated by the dashed box. Note that there is no observable bleaching in this
area. The grayscale is identical, the cross-section profile is taken along the arrow.
As with the collagen fibres, we introduce even and odd aberrations with
Zernike modes 5 through 8 (Figs. 3.8–3.9). We image a region of 80 µm by
80 µm at 35 µm depth inside the spheroid using the underfilled 20×/0.75
NA objective with the DM set to the aberrated shape. We run the loop
until the fluorescence intensity in the small scanned area stabilises, after
which we image the larger region. These results, comparing the aberrated,
flat and corrected DM shapes, are shown in Fig. 3.8.
As with the collagen fibres, also here we are able to correct the induced
aberrations and significantly improve the image quality as given by a
system-aberration corrected setup. Odd aberrations are also corrected
here, indicating that we indeed also obtain odd aberration information
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Correction in Zernike mode-space
Figure 3.9: Correction loop diagnostics associated with Fig. 3.8, plots as in Fig. 3.7.
Left: modal decomposition of the DM shape during the experiment. Right: norm
of the DM shape during the experiment.







Figure 3.10: Correction of DM-induced aberrations Z5, Z6, Z11 (top) and Z5–Z8 (bot-
tom) in a Hoechst-stained MCF7-spheroid sample using the 40× objective. The
corrected image (right) is shown with an aberrated (left) and a system-corrected ref-
erence (center) image. During correcting, the sample was scanned over the region
indicated by the dashed box. The grayscale is identical in each row. The cross-
section profile is taken along the arrow: dashed for aberrated, gray for system-
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Figure 3.11: Correction loop diagnostics associated with Fig. 3.10, plots as in Fig. 3.7.
Left: modal decomposition of the DM shape during the experiment. Right: norm
of the DM shape during the experiment. See text for details.
Subsequently, we imaged the same sample with a 40×/0.90 NA air objec-
tive. We image a region 20 µm deep inside the spheroid, and use the cor-
rection collar to correct for depth-induced spherical aberration, setting the
collar to correct for 17 µm glass≈ 20 µm water (assuming 𝑛sample ≈ 1.3). We
add even-and-odd and even aberrations on the DM with the same modes
and amplitudes as before, and correct these.
The results are shown in Fig. 3.10. We observe a slightly different image lo-
cation, which is possibly due to correction of spherical aberration, which
reduces the depth of focus, or accidental introduction of (de-)focus due
to inaccuracies in the calibration. In both cases we are able to correct
the DM-induced aberrations. In the second case when correcting even-
and-odd aberrations (bottom panels), the control loop improves the image
compared to only system-aberration correction, showing increased bright-
ness but also contrast. As can be seen in Fig. 3.11, the correction does not
converge to zero amplitude for the different modes, however the two ex-
periments do both converge to similar values (e.g. Z5, Z6 and Z7), indicating
that we are correcting sample-induced aberrations as well.
Finally, we image a deeper region at 35 µm without further adjustment of
the correction-collar ring on the objective. This yields depth-dependent
sample aberrations due to the refractive index mismatch of air and the
spheroid. In this case we had to stop the correction prematurely due to
saturation of the DM actuators. These results are shown in Fig. 3.12, show-
ing both higher intensity and contrast as compared to only system correc-
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Figure 3.12: Correction of sample-induced depth-dependent aberrations at 35 µm
inside the spheroid imaged with the 40× objective. The bottom panels show a
zoomed-in region of the top images, and were taken with the same corrected DM
settings. Left is the flattened DM setting, right shows the image after correction.
The dashed box indicates both the region shown in the bottom panels, as well as
the area used to scan over during correction for averaging. The grayscale is iden-
tical per row. The cross-section profile is taken along the arrow: dashed indicates
the system-corrected data, black the aberration-corrected data.
tion, and smaller features in the cell nuclei become visible. As can be seen
in Fig. 3.13, there is significant spherical aberration (Z11) as expected be-
cause of the uncorrected refractive index mismatch, but we additionally
find strong coma (Z7). Since these images were obtained at the edge of the
spheroid, the spherical surface might induce such coma aberration. Addi-
tionally, we find<0.5 rad amplitudes for modes Z5, Z6, Z8 and Z9. Correct-
ing depth-dependent sample aberrations is important as there is never a
perfect match between immersion fluid and sample, which results in these
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Figure 3.13: Correction loop diagnostics associated with Fig. 3.12, plots as in Fig. 3.7.
Left: modal decomposition of the DM shape during the experiment. Right: norm
of the DM shape during the experiment.
types of aberrations (Débarre et al., 2009). We find that our method is ca-
pable of correcting such aberrations, but during the experiments we were
constrained by the limited stroke of the deformable mirror. A mirror with
large stroke, especially for spherical aberration, is therefore desirable.
3.4 Discussion
We developed a direct wavefront-sensing method that is capable of deriv-
ing the phase from a single image instead of four. By using a confocal pin-
hole, we strongly reduce ghost reflections and smooth out speckles in our
camera. The Fourier analysis of the fringe pattern additionally allows us
to filter out low and high spatial frequency noise.
Since we retrieve the complete wavefront information from a single mea-
surement, as compared with time-domain methods (Feierabend et al.,
2004; Rückel et al., 2006; Fiolka et al., 2012; Tuohy & Podoleanu, 2010; Wang
et al., 2012), this method is faster and does not require moving parts to gen-
erate the interferogram. Because of this, vibrations and internal seeing
are less problematic. Although in strongly scattering samples averaging is
required to overcome speckle-induced amplitude variations, this is simi-
lar to other methods. In addition, most low spatial frequency noise can
easily be separated in the Fourier domain, as long as there is sufficient
fringe pattern contrast. Finally, this method accommodates varying back
aperture sizes and aberration characteristics without changing optical el-
ements, and the trade-off between dynamic range and sensitivity can be
adjusted by simply changing the reference-wavefront tilt.
Like Rückel et al. (2006), we find that the phase extracted from the fringes
is ill-defined and contains singularities and discontinuities. This is likely
due to the back-scattering occurring in a volume, such that the measured
53
3. Coherence-gated direct wavefront sensing
image is a coherent super-position of fringe patterns from different scat-
terers in the focal volume. We observe this fact in, for example, the
scattering-bead solution, where the fringes bifurcate, indicative of a phase
singularity. We find that using a virtual Shack-Hartmann wavefront sen-
sor overcomes these problems.
The double-pass through the sample changes the sensitivity for differ-
ent wavefront modes, where even modes are more easily sensed than odd
modes (Rahman & Booth, 2013). While odd modes are measured by di-
rect wavefront sensing, these measurements have a lower SNR. One way to
solve this is to combine a direct wavefront-sensing method with intensity
optimisation. Since the methods measure the wavefront differently, the
reconstruction becomes better defined, alleviating the even-odd asymme-
try problem. Combining these two feedbacks for the correction is there-
fore a logical next step.
Since speed is important in scanning microscopy, so is the speed of the
adaptive optics method to be used. In this context, we estimate that the
method is, in principle, fast enough to keep up with scanning microscopes
(Rückel et al., 2006). The wavefront sensor camera exposure time used for
these experiments is 4 to 8 ms. Using a more sensitive and faster camera
should be sufficient to run the control loop at up to 1 kHz. Although this
does not include computational load, the core of our wavefront-sensing
analysis comprises Fourier transforms, which for 105 pixels can be done at
1 kHz. Currently we need ∼100 iterations per correction, in part due to the
low 0.05 gain, which was chosen for robustness, and we are confident that
this can be decreased if the control is improved. One improvement is using
quadratic programming as done by Rückel et al. (2006), which additionally
prevents saturation of the DM.
Although per-point correction is not feasible in this way, considering that
the wavefront changes gradually over the sample (Zeng et al., 2012), we
can measure and correct the wavefront on a coarser grid than what we are
scanning, such that 6 to 8 wavefront measurements are needed per sam-
ple. We conclude that our method is, in principle, fast enough to be ap-
plied to real-time systems.
3.5 Conclusions
We present an aberration correction method that directly measures the
wavefront of the back-reflected light in multi-photon microscopes. By
measuring the interference pattern between a reference beam and a sam-
ple beam, we are able to retrieve the wavefront and correct aberrations.
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Using coherence gating and a confocal pinhole, only light from a shallow
layer of interest of the order of 10 µm is selected. Furthermore, the pinhole
smoothes out speckles produced by the scattering samples. Coherence-
gated fringe analysis is insensitive to temporal variations slower than the
exposure time (internal seeing, vibrations) as it obtains the wavefront in-
formation from a single measurement as opposed to four measurements
in phase-step interferometry.
We use the back-reflected laser light for wavefront sensing, by using both
a confocal pinhole for smoothing speckles and to reduce the background
signal from e.g. the cover slip, as well as coherence gating to extract wave-
front information. Although coherence gating could, in principle, be used
exclusively for depth selection, this adds a strong background signal, de-
grading the fringe contrast and making it difficult to extract the wavefront.
Furthermore, using a confocal pinhole is advantageous in the presence of
speckles, which are generally present in scattering specimen. While we
have not investigated this in these experiments, the size of the confocal
pinhole is a free parameter and allows for a trade-off between speckle re-
jection (Wang et al., 2012) versus wavefront sensing resolution (Rahman &
Booth, 2013). Since the reference beam is combined with the sample beam
after the confocal pinhole, this does not constrain the fringe frequency,
which can also be freely chosen. These degrees of freedom could allow
for deeper measurements of the wavefront, and requires further investi-
gation.
The maximum depth at which direct wavefront sensing in scattering sam-
ples works was investigated by Wang et al. (2012). They find that at a certain
depth the wavefront cannot be recovered anymore, which they attribute to
multiply scattered photons from random locations in the sample acciden-
tally falling in the coherence gate. Because of this, there is not a single
unique wavefront that can describe the phase of those photons anymore.
Since a pinhole rejects scattered light, we suspect that using this allows
measuring deeper in the sample. The depth gains that a pinhole brings
need to be investigated in more detail.
We show the feasibility of the method in rat tail collagen fibres as well as
in a spheroid of Hoechst-stained MCF-7 cells, indicating that it also works
in the presence of scattering-induced speckles. We correct both only even
and even-and-odd DM-induced aberrations, and are able to improve the
image compared to only system-aberration correction. Additionally we
are able to correct depth-dependent sample aberrations present in any mi-
croscopy system due to refractive index mismatches between sample and
immersion fluid.
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Optical aberrations have detrimental effects in multiphoton microscopy.
These effects can be curtailed by implementing model-based wavefront
sensorless adaptive optics, which only requires the addition of a wave-
front shaping device such as a deformable mirror to an existing micro-
scope. The aberration correction is achieved by maximising a suitable
image quality metric. We implemented a model-based aberration cor-
rection algorithm in a second-harmonic microscope. We remove the tip,
tilt and defocus aberrations from the basis functions used for the control
of the deformable mirror, as these aberrations induce distortions in the
acquired images. We compute the parameters of a quadratic polynomial
that is used to model the image quality metric directly from experimental
input-output measurements. Finally we apply the aberration correction
by maximising the image quality metric using the least-squares estimate
of the unknown aberration.
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4.1 Introduction
Multiphoton microscopy techniques such as two-photon fluorescence mi-
croscopy (Denk et al., 1990) and second-harmonic microscopy (Campag-
nola et al., 2001) are commonly employed to image biological specimens.
Exploiting the image sectioning properties of these processes, one can cre-
ate high-resolution 3D reconstructions that are invaluable for biomedical
research. One limiting factor is the presence of specimen-induced aber-
rations. Because the index of refraction is not homogeneous within the
specimen, aberrations affect both the resolution and the maximum depth
of penetration (Booth, 2007a). Using adaptive optics (Tyson, 2010), these
detrimental effects can be minimised by reducing the phase aberrations.
A phase aberration can be introduced in the excitation beam by means of
a deformable mirror, for example. Chosen correctly, such a phase aberra-
tion can suppress some amount of the specimen-induced aberrations.
Direct measurement of the specimen-induced aberrations is challenging.
One solution involves measuring the aberrations of the excitation light
that is back-scattered from the specimen (Rahman & Booth, 2013; van
Werkhoven et al., 2014, 2012; Rückel et al., 2006; Cha et al., 2010; Bueno
et al., 2010). In this case, the difficulty arises in excluding the light that is
reflected from the out-of-focus layers of the specimen (Rahman & Booth,
2013; van Werkhoven et al., 2014). Additionally, these measurements are
weakly sensitive to odd aberrations (Rahman & Booth, 2013), due to the
double pass effect (Artal et al., 1995b). In another solution, instead, the
emission from a point source inside the specimen is used to perform
Shack-Hartmann wavefront sensing (Azucena et al., 2010; Aviles-Espinosa
et al., 2011; Shaw et al., 2013; Tao et al., 2013b,a). Here the difficulty stems
from the lack of such reference point sources within the specimen and
from the limited number of photons available in the emission signal.
An alternative, indirect approach involves deducing the specimen-
induced aberrations solely by examining the emission signal. This ap-
proach only requires the addition of a deformable mirror into the exci-
tation path of an existing microscope. A solution that is based on the seg-
mentation of the pupil has been proposed (Ji et al., 2009; Milkie et al., 2011).
Other solutions are based on the optimisation of an image quality metric,
which attains its global maximum when the residual aberration is maxi-
mally suppressed. In practice, different trial aberrations are sequentially
applied with the deformable mirror until the image quality metric attains
its maximum.
General optimisation algorithms can be used to maximise the image qual-
ity metric (Vdovin, 1998; Albert et al., 2000; Vorontsov, 2002; Marsh et al.,
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2003; Murray et al., 2005; Wright et al., 2005). However, because these al-
gorithms have no prior knowledge about the metric, a large number of
trial aberrations must be evaluated before the metric is maximised (Booth,
2007a, 2006; Antonello et al., 2012). Reducing the number of trial aberra-
tions is critical in achieving short image acquisition times and in limiting
side effects such as photobleaching and phototoxicity. For small aberra-
tions, the response of the image quality metric can be approximated using
a simple model, such as a quadratic polynomial (Neil et al., 2000; Booth
et al., 2002; Booth, 2006; Débarre et al., 2007; Booth, 2007b; Débarre et al.,
2008, 2009; Jesacher et al., 2009; Facomprez et al., 2012; Zeng et al., 2012; An-
tonello et al., 2012). Model-based aberration correction algorithms (Neil
et al., 2000; Booth et al., 2002; Booth, 2006; Débarre et al., 2007; Booth,
2007b; Débarre et al., 2008, 2009; Jesacher et al., 2009; Song et al., 2010;
Linhai & Rao, 2011; Yoo et al., 2012; Facomprez et al., 2012; Zeng et al., 2012;
Antonello et al., 2012) exploit the knowledge about the model of the metric
to quicken the aberration correction, thus curtailing the aforementioned
side effects.
In this paper, we investigate applying a model-based wavefront sensorless
aberration correction algorithm to a second-harmonic microscope.
The paper is organised as follows. In section 4.2 we discuss the defini-
tion of the basis functions for the control of the deformable mirror. In
section 4.3 we outline our proposed algorithm for the aberration correc-
tion. In section 4.4 we report the experimental results. The conclusions
are drawn in section 4.5.
4.2 Definition of the basis functions for the control of the
deformable mirror
The basis functions should satisfy two different requirements. The first re-
quirement is that the basis functions be orthogonal to the 𝑥-tilt, 𝑦-tilt and
defocus aberrations. As mentioned in the introduction, these aberrations
induce unwanted displacements or distortions to the region of the speci-
men that is acquired by scanning the focal point (Débarre et al., 2008, 2009;
Thayil & Booth, 2011). When using Zernike modes as the basis functions,
the unwanted aberrations can be set to zero.
A second requirement is that the basis functions express the capabilities
of the deformable mirror in an accurate and concise form, by taking into
account the mechanical limitations of the mirror and the misalignment in
the optical system as much as possible. This requirement is not satisfied
when using Zernike modes as the basis functions since a deformable mir-
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ror with𝑁 actuators cannot accurately induce a set of𝑁 Zernike modes.
We now discuss a simple procedure to define a new set of basis functions
that satisfy the two requirements discussed so far. This procedure is based
on the decomposition of a matrix 𝐻 that approximately describes a linear
relationship between the control signals of the deformable mirror and a
set of Zernike coefficients. For completeness, we first report how 𝐻 can be
computed from input-output measurements.
Computation of matrix 𝐻 from input-output measurements
Let 𝑁 be the number of actuators of the deformable mirror. Assuming
that the deformable mirror is a linear device, the phase aberration Φ(𝝃)
is given by the superposition of the influence functions 𝜓 (𝝃) of each ac-
tuator, where 𝝃 is the spatial coordinate in the pupil and 𝑢 is the control
signal of the 𝑖-th actuator
Φ(𝝃) = 𝑢 𝜓 (𝝃). (4.1)
For a suitable number 𝑁 of Zernike modes 𝒵 (𝝃), we have that
Φ(𝝃) ≈ 𝑧 𝒵 (𝝃), (4.2)
where 𝑧 is the 𝑗-th Zernike coefficient. We neglect the piston mode 𝒵
since this does not affect the image and assume that Φ(𝝃) and 𝜓 (𝝃) have
zero mean value over the pupil.
We collect the coefficients 𝑢 and 𝑧 respectively into vectors 𝐮 ∈ ℝ and
𝐳 ∈ ℝ . By considering a grid defined in the pupil, 𝑁 samples of Φ(𝝃)
are collected into a vector𝝓 ∈ ℝ . Similarly, we evaluate𝜓 (𝝃) and𝒵 (𝝃)
over the grid and define two matrices Ψ ∈ ℝ × and 𝑍 ∈ ℝ × . From
(4.1) and (4.2) we have that 𝝓 = Ψ𝐮 and 𝝓 ≈ 𝑍𝐳.
We would like to recover a matrix 𝐻 which maps an actuation vector 𝐮
into the corresponding vector of Zernike coefficients 𝐳, i.e., 𝐳 ≈ 𝐻𝐮. 𝐻 can
be computed using input-output measurements, so that the misalignment
in the optical system is accounted for. Using a Shack-Hartmann wavefront
sensor or interferometric methods (Wang & Booth, 2009; Fernandez & Ar-
tal, 2003; Vdovin et al., 2013; Booth et al., 2005) one can collect a set of mea-
surements of the phase 𝝓 ,… ,𝝓 corresponding to different settings of
the deformable mirror 𝐮 ,… , 𝐮 .
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We compute 𝐻 by minimising the following criterion,
min ‖𝝓 − 𝑍𝐻𝐮 ‖ . (4.3)
Setting the derivative with respect to 𝐻 to zero, we have the following nor-
mal equation
𝑍 𝑍𝐻( 𝐮 𝐮 ) = 𝑍 ( 𝝓 𝐮 ), (4.4)
which can be solved by multiplying from the left and from the right by
the inverse matrices of 𝑍 𝑍 and∑ 𝐮 𝐮 . For a properly defined grid, the
inverse of 𝑍 𝑍 exists, since 𝑍 is full column rank due to the orthogonality
property of the Zernike modes. Additionally, vectors 𝐮 can be selected so
that ∑ 𝐮 𝐮 is full rank.
In our system we have that 𝑁 = 17 and 𝑁 = 75912. We performed
𝐷 = 4𝑁 measurements of the phase 𝝓 ,… ,𝝓 . In each measurement,
a single actuator is poked while the other actuators are at rest. We empir-
ically chose 𝐷 = 4𝑁 , other choices are possible provided 𝐷 ≥ 𝑁 . The
choice of 𝑁 is more critical. With a poor choice of 𝑁 , the accuracy re-
quirement discussed at the beginning of section 4.2 may not be fulfilled
and the approximation 𝐳 ≈ 𝐻𝐮 may be too rough. We chose 𝑁 = 35 by
evaluating the error in approximating the phase measurements 𝝓 using
an increasing number of Zernike modes.
SVD-based removal of the 𝑥-tilt, 𝑦-tilt and defocus aberrations
From the previous section, we conclude that, in our system, the 𝑁 = 17
influence functions approximately span a subspace of the space spanned
by the first𝑁 = 35Zernike modes. Because rank(𝐻) < 𝑁 , there exist non
zero vectors 𝐳 that do not belong to the range of 𝐻 and the Zernike modes
should not be used as the basis functions for the control of the deformable
mirror.





where the 𝑥-tilt, 𝑦-tilt and defocus coefficients are collected into 𝐳 =
[𝑧 , 𝑧 , 𝑧 ] . The SVD of 𝐻 is
𝐻 = 𝑈 Σ 𝟎 𝑉𝑉 , (4.6)
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where Σ has dimensions 3 × 3, 𝑉 has dimensions 𝑁 × 3 and 𝑉 has di-
mensions𝑁 ×𝑁 with𝑁 = 𝑁 −3. The required constraint that 𝐳 ≈ 𝟎 is
enforced if we choose 𝐮 such that𝐻 𝐮 = 0. This is achieved by parametris-
ing 𝐮 using the columns of 𝑉 , i.e., letting 𝐮 = 𝑉 𝐩, where 𝐩 ∈ ℝ .
In summary, we have that
Φ(𝝃) = 𝑢 𝜓 (𝝃), s.t. 𝐮 = 𝑉 𝐩, (4.7)
or equivalently
Φ(𝝃) = 𝑝 𝜔 (𝝃), (4.8)
where 𝜔 (𝝃) are the new basis functions. We have that 𝜔 (𝝃) =
∑ (𝑉 ) 𝜓 (𝝃), where (𝑉 ) denotes element (𝑗, 𝑖)of𝑉 . For a given vec-
tor 𝐩, we can compute the control signals of the actuators with 𝐮 = 𝑉 𝐩.
Similarly, for a given 𝐩, the Zernike analysis of the induced wavefront
aberration is given by 𝐳 ≈ 𝐻𝑉 𝐩.
We also applied regularisation (Hansen, 2010) by truncating the SVD of
𝐻𝑉 to 𝑈 Σ 𝑉 . Using no more than 80% of the sum of the singular val-
ues, Σ is a 7 × 7 matrix. In our experiments the deformable mirror was
controlled using a vector 𝐫 ∈ ℝ where 𝑁 = 7. For a given 𝐫, the con-
trol signals of the actuators of the deformable mirror are computed using
𝐮 = 𝑉 𝑉 𝐫. The Zernike analysis of the induced wavefront is computed us-
ing 𝐳 ≈ 𝐻 𝑉 𝑉 𝐫 and the rms of the phase profile is given by computing
the 2-norm, i.e., ‖𝐳 ‖. This is equivalent to applying another parametrisa-
tion to (4.8). We remark that in this way, no pseudo-inverse is ever com-
puted or used to control the deformable mirror, differently from what is
done in Paterson et al. (2000), for example.
4.3 Least-squares estimation of the unknown aberration
In this section we discuss the aberration correction algorithm. In Débarre
et al. (2009); Facomprez et al. (2012); Zeng et al. (2012), the authors show
that, for small aberrations, the image quality metric can be modelled using
a quadratic polynomial. We denote a measurement of the image quality
metric at time instant 𝑘 with ?̃? . We have that
?̃? = 𝑐 − (𝐱 + 𝐫 ) 𝑄(𝐱 + 𝐫 ) + 𝜖 , (4.9)
where 𝑐 and 𝑄 are the parameters of the quadratic polynomial. Matrix 𝑄
is a positive semidefinite matrix, i.e., 𝑄 ⪰ 0 (Antonello et al., 2012). Vector
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𝐱 represents the unknown aberration whereas 𝐫 accounts for the aberra-
tion induced by the deformable mirror. The term 𝜖 is a placeholder that
collects both the uncertainty in modelling the image quality metric and
the measurement noise, and as such it cannot be measured by definition.
By including this term, a measurement ?̃? can be set equal to the right
hand side of (4.9). Excluding 𝜖 , the right hand side of (4.9) is referred to
as the approximate image quality metric in Antonello et al. (2012). The pa-
rameters 𝑐 and𝑄 can be computed using the input-output measurements
recorded in a calibration experiment described in section 4.4 or using the
methods described in Débarre et al. (2008, 2012).
Definition of the least-squares problem
The aberration correction is achieved by maximising the image quality
metric, i.e., by letting 𝐫 = −𝐱 in (4.9). For this reason, we must first es-
timate the unknown vector 𝐱. This can be done by applying 𝑚 ≥ 𝑁 + 1
trial aberrations 𝐫 , … , 𝐫 with the deformable mirror and by taking the
corresponding measurements ?̃? , … , ?̃? .
Collect 𝜖 , … , 𝜖 into a vector 𝝐 and ?̃? , … , ?̃? into a vector ?̃?. By stacking
𝑚 instances of (4.9), we can define a vector-valued function 𝐠
𝐠(𝐱) =
𝑐 − (𝐱 + 𝐫 ) 𝑄(𝐱 + 𝐫 )
⋮
𝑐 − (𝐱 + 𝐫 ) 𝑄(𝐱 + 𝐫 )
, (4.10)
such that
?̃? = 𝐠(𝐱) + 𝝐. (4.11)






𝑓(𝐱) = ‖?̃? − 𝐠(𝐱)‖ . (4.13)
We note that if vector 𝝐 follows a multivariate normal distribution with
zero mean and covariance proportional to the identity matrix, solving (4.12)
provides the maximum likelihood (Torrieri, 1984) estimate of 𝐱.
Analysis of the least-squares problem
Finding the global minimum of 𝑓(𝐱) appears to be non trivial as 𝑓(𝐱)
may be non-convex. This is illustrated with a two-dimensional example
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in Fig. 4.1. Here, the contour plot of (4.13) is shown, when 𝑚 > 𝑁 + 1
measurements of ?̃? are taken. The measurement noise is zero, i.e., 𝝐 = 𝟎.
Nevertheless, 𝑓(𝐱) is not convex and exhibits two critical points. In addi-
tion to the least-squares solution 𝐱ls of (4.12), which is the global minimum
and for which 𝑓(𝐱ls) = 0, a local minimum 𝐱loc is present. In case one uses
𝐫 = −𝐱loc to perform the aberration correction, then the residual aberra-













Figure 4.1: Contour plot of (4.13). In this example, (𝐱) is not convex and exhibits
a local minimum. The parameters are and . .. . . Four
measurements of ̃ , taken at 𝐫 ( , ) , 𝐫 ( , ) , 𝐫 ( , ) and 𝐫 ( , )
are marked with × symbols. The global minimum 𝐱ls ( . , . ) and the local
minimum 𝐱loc ≈ ( . , . ) are indicated with ∗ symbols. Isolines with
an elevation greater than have been removed for clarity. A cross section along
the dashed line is reported in the plot in the bottom.
Because the convexity property is not satisfied in general, it is unclear how
𝐱ls can be computed. For example, a gradient based method applied to
solve (4.12) may fail to compute 𝐱ls. Alternatively, more sophisticated al-
gorithms may be unsuitable to meet the requirements of a real time im-
plementation. Nevertheless, the global solution of (4.12) can be computed
efficiently even when 𝑓(𝐱) is not convex, as is outlined in the following
section.
Efficient computation of 𝐱ls
In Beck et al. (2008), an efficient algorithm to find the global solution of
a possibly non-convex optimisation similar to (4.12) was developed, in the
context of localisation problems. In this section we show how the solu-
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tion proposed in Beck et al. (2008) can be applied to our problem. For the
remaining part of the paper we assume that 𝑄 is strictly positive definite.
This assumption is reasonable since if there are aberrations that do not
affect the image quality metric then these cannot be corrected and they
should be neglected during the aberration correction (Antonello et al.,
2012).
Introducing an additional scalar variable 𝛼, we can reformulate (4.12) into
the following equivalent constrained optimisation
min
𝐱,
−𝛼 − 2𝐫 𝑄𝐱 + 𝑐 − 𝐫 𝑄𝐫 − ?̃?
s.t. 𝛼 = 𝐱 𝑄𝐱.
(4.14)
Problem (4.14) is written concisely in matrix form as
min
𝐰
‖𝐴𝐰 − 𝐛‖ s.t. 𝐰 𝐷𝐰+ 2𝐟 𝐰 = 0, (4.15)
where
𝐰 = 𝐱 𝛼 , 𝑅 = 𝐫 … 𝐫 ,
𝐴 = −2𝑅 𝑄 −𝟏 , 𝐛 =
𝐫 𝑄𝐫 + ?̃? − 𝑐
…
𝐫 𝑄𝐫 + ?̃? − 𝑐
,
𝐷 = 𝑄 𝟎𝟎 0 , 𝐟 = 𝟎 −1/2
(4.16)
and 𝟏 and 𝟎 denote vectors of appropriate dimensions where all compo-
nents are respectively ones and zeros. The authors in Beck et al. (2008) note
that (4.15) is a Generalised Trust Region Subproblem (Moré, 1993). Such
problems, although non-convex in general, have necessary and sufficient
optimality conditions (Moré, 1993). In particular, from Beck et al. (2008);
Moré (1993), we have that 𝐰 is a global minimiser of (4.15) if and only if
there exist a Lagrange multiplier 𝜈 such that
(𝐴 𝐴 + 𝜈𝐷)𝐰 = 𝐴 𝐛 − 𝜈𝐟
𝐰 𝐷𝐰+ 2𝐟 𝐰 = 0
𝐴 𝐴 + 𝜈𝐷 ⪰ 𝟎.
(4.17)
We assume that matrix 𝐴 is full column rank, which in turn implies that
𝑚 ≥ 𝑁 + 1. This assumption on 𝐴 is by no means restrictive. Because
𝑄 ≻ 0, it can be factored 𝑄 = 𝑉Δ𝑉 , where Δ is diagonal and full rank.
Choose 𝑅 = [𝑉, 𝟎], where 𝟎 is a vector of zeros, then 𝐴 is full column rank.
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We further assume that the optimal Lagrange multiplier 𝜈∗ is such that
𝐴 𝐴 + 𝜈∗𝐷 is strictly positive definite. The authors in Beck et al. (2008)
point out that this more restrictive assumption could be removed with a
more refined analysis. However the case where 𝜈∗ is such that 𝐴 𝐴 + 𝜈∗𝐷
is not strictly positive definite is unlikely to occur both in theory and in
practice (Beck et al., 2008).
Under these assumptions, one can compute
𝐰(𝜈) = (𝐴 𝐴 + 𝜈𝐷) (𝐴 𝐛 − 𝜈𝐟) (4.18)
for a fixed value of 𝜈. By replacing 𝐰 in the second equation in (4.17) with
the right hand side of (4.18), one finds a univariate rational polynomial
equation in 𝜈
𝐰(𝜈) 𝐷𝐰(𝜈) + 2𝐟 𝐰(𝜈) = 0. (4.19)
The optimal Lagrange multiplier 𝜈∗ can be found examining the solutions
of (4.19). From the assumption 𝐴 𝐴 + 𝜈𝐷 ≻ 0, it can be derived (Moré,
1993; Beck et al., 2008) that 𝜈 must be in the interval (𝐼 , +∞), where 𝐼 =
−1/𝜆max(Δ / 𝑉 𝐷𝑉 Δ / ) and we used the factorisation 𝐴 𝐴 = 𝑉 Δ 𝑉 .
In addition, it is known (Moré, 1993; Beck et al., 2008) that (4.19) is strictly
decreasing in 𝜈 within the considered interval. Therefore the desired
root 𝜈∗ of (4.19) can be found efficiently, for example via a bisection al-
gorithm (Beck et al., 2008). Once 𝜈∗ is found, the estimate of 𝐱 is extracted
from the first 𝑁 components of 𝐰(𝜈∗).
The aberration correction algorithm is therefore applied in the follow-
ing manner. First the data collection step takes place, whereby the 𝑚 ≥
𝑁 + 1 trial aberrations are applied and the corresponding measurements
?̃? , … , ?̃? are taken. Then, 𝜈∗ is computed by finding the root of (4.19)
within (𝐼 , +∞). The estimate 𝐱ls of the aberration is found in the first 𝑁
components of 𝐰(𝜈∗). The aberration correction step involves applying
the correction with the deformable mirror, letting 𝐫 = −𝐱ls. These steps
can be repeated in the following time instants by including more than 𝑚
measurements to achieve a refined correction. We note that in Antonello
et al. (2012), the least-squares estimate of 𝐱 was not computed since the
quadratic constraint in (4.14) was neglected to obtain a linear least-squares
problem.
4.4 Experimental results
We implemented the model-based wavefront sensorless algorithm and re-
port the experimental results in this section. Following Jesacher et al.
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(2009), we employ the mean image intensity as a metric to correct aber-
rations in our second-harmonic microscope. Our experiments show suc-
cessful aberration correction using this metric (see section 4.4).
Our first purpose is to validate a previously proposed method (Antonello
et al., 2012) to compute the parameters 𝑐 and𝑄 of (4.9) using input-output
measurements. This validation has not been previously done in a realis-
tic setting, since in Antonello et al. (2012) no microscope and no specimen
were involved. Additionally, we intend to validate the aberration correc-
tion algorithm described in section 4.3. We report our results in the fol-
lowing sections.
Description of the experimental setup
A schematic of the experimental setup is shown in Fig. 4.2. The source is a
Coherent Chameleon Ultra II Ti:Sa 140 fs pulsed, near-infrared laser, with
a beam diameter of 1.2 mm. This beam is expanded to a 14 mm wide beam
by lenses L1 and L2.
The beam is stopped down to 9.5 mm (AP) before it is reflected under an
angle of about 10∘ by the deformable mirror (DM; Okotech, MMDM 19-
channel deformable mirror). The deformable mirror is re-imaged one-to-
one onto the objective back-aperture by lenses L3 and L4 (focal lengths,
300 mm). Because the deformable mirror can only introduce negative
deflection, we bias the mirror so that we can apply positive and nega-
tive deflections to correct the wavefront (see Vdovin et al. (2013)). In ad-
dition, the relationship between the control signal 𝑢 of each actuator of
the deformable mirror and the voltage applied to the corresponding elec-
trode is quadratic, so that a linear displacement of the membrane is ex-
pected (Vdovin et al., 2013). Due to this bias, the collimated beam coming
from L2 is converging after being reflected by the deformable mirror. We
corrected this by using lenses L4 and L3, so that a collimated beam is fed
into the objective.
The sample is mounted on an 𝑥𝑦𝑧-piezo stage (XYZ; PI, Nanocube P-
611.3S). The second-harmonic signal from the specimen is collected by the
objective and split off by a 705 nm cut-off dichroic beam splitter (DBS;
Semrock, FF705-Di01-25x36). This light is focused onto a 600 µm multi-
mode fibre which is connected to a photo multiplier tube (PMT; Hama-
matsu, GaAsP photocathode H7422P-40). The objective used (OBJ) is a
40×/0.9 NA Nikon air objective with spherical correction collar. We man-
ually adjusted the collar to correct for the spherical aberration due to the
cover glass and the specimen at the selected depth.
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For characterisation of the deformable mirror, we interfere a tilted refer-
ence beam with a sample beam deflected off the deformable mirror to cre-
ate fringes that encode the wavefront deformation. To allow this, a 50/50
beam splitter (BS1; Thorlabs, BS016) splits off part of the light into a refer-
ence arm beam, which is relayed onto the camera (CCD; AVT, Guppy Pro
F-033b) by mirrors M2, M3, and M4. The sample arm beam is deflected by
the deformable mirror once before flip mirror FM1 directs the light into
the calibration arm. Lenses L6 and L7 re-image the deformable mirror
onto a camera. For this calibration we use the alignment laser, which is a
continuous wave. We used the method described in van Werkhoven et al.
(2014) to decode the wavefront from the fringe patterns.
The piezo stage is controlled with a data acquisition board (National In-
struments, PCI-e 6259) on a Windows computer running LabView. The
deformable mirror is controlled through a PCI DAC card on a Linux com-
puter running MATLAB and custom C code.
In the aberration correction experiments we imaged collagen fibre ex-
tracted from rat tail washed 4 times in distilled water. Following fixation
in 4% paraformaldehyde, the fibre was washed in phosphate buffer saline
and then embedded in 3% agarose (Sigma-Aldrich chemie GmbH) in a
35 mm glass bottom dish (MatTek Corporation). We used 900 nm excita-
tion light to generate the second-harmonic signal.
Preparation of the experiments
We first imaged a 20 × 20µm region, approximately 33 µm deep into the
collagen fibre. The region is labelled with𝐴 in Fig. 4.3. The influence of the
size of the region used for the aberration correction has been studied else-
where (Zeng et al., 2012). For a certain setting of the deformable mirror 𝐫,
the region is scanned using the 𝑥𝑦𝑧 stage. The corresponding value of the
image quality metric ?̃? is measured as the mean image intensity (Jesacher
et al., 2009; Débarre et al., 2009; Facomprez et al., 2012; Zeng et al., 2012),
i.e., the mean pixel value recorded over the region. The pixel dwell time is
0.5 ms and the sampling is 24×24 pixels. With these settings, the 𝑥𝑦𝑧 stage
does not reach the full 20 µm distance in the 𝑥 scanning direction, which
is the fast axis. This was not an issue since such a coarse sampling was
only used to perform the aberration correction in a short time (Facomprez
et al., 2012). The final images taken after the aberration correction were
recorded with a higher sampling. The image deformation due to both the
non-linearity and non-uniform speed of the 𝑥𝑦𝑧 stage were removed from
the final images, using interpolation and the signals recorded with the po-























Figure 4.2: Illustration of the optical setup. The components in black are used
throughout the aberration correction experiments. The components in grey are
used only for the initial characterisation of the deformable mirror (DM). A pulsed
laser beam is expanded with lenses L1 and L2, clipped by aperture AP and reflected
by flat mirror M1 onto the DM. The DM is in an image of the back aperture of the
microscope objective (OBJ), using lenses L3 and L4. The DM is illuminated under
an angle of about ∘ using the flat mirrors M1 and M2. The microscope objec-
tive (OBJ) focuses the light onto the specimen, which is supported by an stage
(XYZ). The second-harmonic signal emitted from the focal point inside the speci-
men is collected with the objective and separated from the illumination beam us-
ing a dichroic beam splitter (DBS). The emitted signal is focused by lens L5 onto a
photo multiplier tube (PMT). For characterising the DM, the surface of the DM is
re-imaged onto a CCD camera (CCD) using the flip mirror FM1, flat mirror M5 and
lenses L6 and L7. A reference arm is created using beam splitter BS1, flat mirrors
M2, M3, M4 and beam splitter BS2. A coherence-gated fringe analysis method de-
scribed elsewhere van Werkhoven et al. (2012, 2014) is applied to the fringe pattern
generated onto CCD.
First, the static aberrations in the system due to misalignment and imper-
fections in the optical components were corrected. We used the non-zero
initial aberration that was found during the calibration of the deformable
mirror in section 4.2 (about 0.79 rms rad at 900 nm, mostly astigmatism).
At this point the Nelder–Mead algorithm (Lagarias et al., 1998) was exe-
cuted four times to find a value 𝐫 that maximises ?̃?. Unfortunately, this
led to the saturation of two actuators, indicating that the stroke of the de-
formable mirror may be insufficient for completely suppressing the aber-
ration in this region. We selected a slightly sub-optimal vector 𝐫 from
the vectors generated by the Nelder–Mead algorithm. For the selected
vector, the maximum normalised voltage of the actuators was 0.72, i.e.,
‖𝐮‖ ≤ 0.72, ?̃? improved by 3% and a total aberration of about 0.18 rms rad
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was suppressed. We used this state as the new initial condition for the rest
of the experiments, i.e., 𝐫 = 𝟎 is mapped to this setting of the deformable
mirror. In the following sections, all the units in rad are referenced to the










Figure 4.3: Cross sections of rat tail collagen fibre used in our experiments.
The smaller image on the right hand side is an cross section ( × m,
× pixels). The dashed line denotes an cross section ( × m,
× pixels) approximately 33 m deep, which is shown on the left hand side.
Three different × m regions are marked.
Computation of the parameters of the quadratic polynomial
using input-output measurements
We executed the computation of the parameters of the quadratic polyno-
mial used for modelling the image quality metric multiple times. Each
time, the sequence of input vectors consisted of two sub-sequences. The
first subsequence contained random vectors 𝐫 , …, 𝐫 and was used for
the validation and the cross-validation. The second subsequence con-
tained 70 fixed vectors (each vector having a single non zero component).
The second subsequence was included because the 250 random vectors
may be insufficient to uniformly sample the 𝑁-dimensional space of the
inputs. In Antonello et al. (2012) 3750 random vectors were used, but this
was impractical here, due to the time necessary to move the 𝑥𝑦𝑧 stage. The
maximum rms rad of the input aberrations did not exceed 0.81. This value
was empirically tuned by examining the goodness of fit as a function of
the the maximum rms (Antonello et al., 2012).
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For each input vector in the sequence, we measured the corresponding
output of ?̃?. The resulting input-output data, i.e., collections ?̃? , …, ?̃?
and 𝐫 , …, 𝐫 were used to formulate the following optimisation prob-
lem (Antonello et al., 2012)
min
?̃?
‖?̃??̃? − ?̃?‖ s.t.
?̃? =
1 𝐫 −𝐫 ⊗ 𝐫
⋮ ⋮ ⋮
1 𝐫 −𝐫 ⊗ 𝐫
,
?̃? = ?̃? … ?̃? ,
?̃? = 𝑐 𝐜 vec(𝑄) ,
𝑄 ⪰ 0,
(4.20)
where vec(⋅) denotes the vectorisation operation and ⊗ the Kronecker
product. This programme was solved using CVXOPT (Andersen et al.,
2013) (see Andersen et al. (2011) for further details).
Validation and cross-validation of the computed parameters
The results of applying (4.20) in region 𝐴 marked in Fig. 4.3 are shown in
Fig. 4.4. The computation of the parameters was repeated six times. Each
time, a new input-output data set was acquired, 𝒟 , …, 𝒟 . For each input-
output data set, optimisation (4.20) was solved generating six sets of pa-
rameters, each set comprising 𝑐 , 𝐜 and 𝑄. The sets are denoted as ℳ ,
…, ℳ . We quantified the goodness of fit for all combinations of 𝒟 and ℳ
by means of the ℛ indicator. Using the random input subsequence of 𝒟
and ℳ , we computed the predicted output ?̂? ∈ ℝ of the image qual-
ity metric. The input-output data points obtained from the deterministic
input subsequence of 70 vectors were discarded and not included in the
computation of the ℛ indicator. The following equations were employed
for the ℛ indicator,
ℛ = 1 − 𝑆 /𝑆 , 𝑆 = ‖𝐨 − ?̂?‖ ,
𝑆 = ‖𝐨 − ?̄?𝟏‖ , ?̄? = (1/250)𝟏 𝐨, (4.21)
where 𝐨 is the measured output of 𝒟 . An ℛ = 1 implies a perfect fit of
the experimental data.
Fig. 4.4 reportsℛ indicators that are close to one, implying a good fit of the
experimental data. A good fit is also found for the combinations that are
off the main diagonal. Here the parameters 𝑐 , 𝐜 and𝑄 allow to accurately
predict cross validation output data. Similar results were found for the
other two regions marked in Fig. 4.3.
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Figure 4.4: Validations and cross validations of the computation of , 𝐜 and
using (4.20). The computation has been performed 6 times in region in Fig. 4.3.
𝒟 denotes the input-output data taken during the -th time. ℳ denotes the set
of parameters ( , 𝐜 and in (4.20)) computed from 𝒟 . For each combination
ℳ and 𝒟 , the -th random input subsequence and ℳ are used to compute the
predicted output ?̂? ∈ ℝ . Each rectangle reports the goodness of fit (ℛ , see (4.21))
computed comparing ?̂? with the corresponding measured output 𝐨 ∈ ℝ of 𝒟 .
A value of one for the goodness of fit indicates that the model fits the data without
error. High values of the goodness of fit are reported in all combinations showing
that (4.20) is a robust method to compute the parameters.
Correction of the residual aberration
In this section we apply the aberration correction algorithm described in
section 4.3. First, we attempt to further reduce the residual aberration in
region 𝐴, which is marked in Fig. 4.3. Some aberration may not have been
completely suppressed by the Nelder–Mead algorithm, which was applied
to region 𝐴 in section 4.4. We therefore expect no improvement or a small
improvement in region𝐴. Second, we also apply the aberration correction
to regions 𝐵 and 𝐶, where the Nelder–Mead algorithm was not applied.
Here we expect some improvement, provided that the aberrations found
in regions 𝐵 and in 𝐶 are different from the aberration found in region 𝐴.
We take the parameters 𝑐 , 𝐜 and 𝑄 that were computed using 𝒟 in sec-
tion 4.4. In order to apply the algorithm, the following modified param-
eters need to be used, i.e., 𝑐 = 𝑐 + (1/4)𝐜 𝑄 𝐜 , 𝐜 = 𝟎 and 𝑄 = 𝑄.
This modification is necessary since, for simplicity, in section 4.3 we ne-
glected the linear term 𝐜 . This term corresponds to the aberration that
is present when computing the parameters of the quadratic polynomial,
(see Antonello et al. (2012) for more details). The aberration correction ex-
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periment is applied in the three regions using the corresponding parame-
ters for each region. A summary of the results is given in Fig. 4.5.
In Fig. 4.5a, the normalised measurements of the image quality metric
are reported for region 𝐴 (curve with ∘ markers), region 𝐵 (curve with □
markers) and region 𝐶 (curve with ⋆markers). The measurements are nor-
malised using the corresponding maximum recorded measurement ?̃?
in each region. The initial value of ?̃? is reported at sample time 𝑘 = 0. This
measurement is not supplied to the aberration correction algorithm. The
data collection step is performed between time 𝑘 = 1 and 𝑘 = 8 inclusive,
where 𝑁 + 1 = 8 trial aberrations are applied. From time 𝑘 = 9 onwards,
the aberration correction step is applied.
Marginal improvement is found in region 𝐴 (curve with ∘ markers) and 𝐵
(curve with □ markers), where aberrations of about 0.38 and 0.37 rms rad
are corrected. The rms of each aberration is estimated using ‖𝐻 𝑉 𝑉 𝐱ls‖,
adjusted for the 900 nm excitation light. In region 𝐶, (curve with ⋆ mark-
ers) an estimated 1.27 rms rad aberration is corrected, leading to an im-
provement of 20% of the image quality metric. Nevertheless, two actuators
of the deformable mirror were saturated.
Two 256 × 256 pixels images of region 𝐶 are reported in Fig. 4.5b and
Fig. 4.5c. These images are recorded before (𝑘 = 0, Fig. 4.5b) and after
(𝑘 = 24, Fig. 4.5c) the aberration correction. The cross sections marked in
the images are reported in a single graph in Fig. 4.5d. The image taken at
time 𝑘 = 24 is 18% brighter and shows finer detail in the bottom and right
parts. Here some structure of the fibre was not visible at time 𝑘 = 0. The
improvement is less clear when examining the left and top parts of the re-
gion. One possible reason for the variability of the improvement is that
the aberration is not spatially invariant over the considered field of view.
Finally, we note that the applied correction was not optimal since two actu-
ators of the deformable mirror were saturated. We conclude by observing
that this improvement after the aberration correction is compatible with
what was achieved by running four iterations of the Nelder–Mead algo-
rithm in section 4.4.
Validation of the aberration correction algorithm
To assess whether the aberration correction algorithm is effectively re-
moving aberration we performed a different kind of experiment. First
we introduce a known amount of aberration using the deformable mir-
ror. We then apply the aberration correction algorithm to suppress this
aberration. The algorithm is not supplied with any information about the
known aberration. Finally we evaluate the residual aberration by com-
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region C, k = 0
5µm
region C, k = 24
5µm
cross section
Figure 4.5: Summary of three aberration correction experiments. (a) evolution of
the normalised image quality metric. The experiments were performed in region
(curve with ∘ markers), (curve with □ markers) and (curve with ⋆ markers),
which are marked in Fig. 4.3. For each region, the corresponding parameters com-
puted by solving (4.20) were used. ̃ is the maximum measurement of ̃ in each
region. The estimated rms rad of each aberration is 0.38 for region , 0.37 for re-
gion and 1.27 for region . (b) × pixels image of region at sample time
. (c) × pixels image of region at sample time . (d) cross
sections taken along the arrows marked in (b) and (c), black for (b) and grey for (c).
paring the estimate of the aberration provided by the algorithm with the
known aberration. This kind of experiment is commonly employed in the
literature to assess the effectiveness of the aberration correction (Débarre
et al., 2007; Facomprez et al., 2012; Zeng et al., 2012; Antonello et al., 2012).
Fig. 4.6 reports a summary of the correction of 20 random aberrations
introduced with the deformable mirror in region 𝐴. The upper plot in
Fig. 4.6 shows some statistical indicators of the normalised measurements
of the image quality metric. The measurements have been normalised
using the maximum measurement of the metric ?̃? that is recorded
throughout the 20 experiments. The median, 25th and 75th percentiles
are computed in each time instant, see the caption of Fig. 4.6 for a detailed
legend. The same analysis has been made for the residual aberration and
is reported in the lower plot in Fig. 4.6. The rms of the residual aberration
is computed as the rms of the difference between the known aberration in-
troduced by the deformable mirror and the respective estimate provided
by the algorithm. From this figure, we conclude that the image quality
metric is consistently maximised, as the median is close to 1 after the aber-
ration correction is applied from sample time 𝑘 = 9 onwards. This is con-
sistent with the reduction in the residual aberration reported in the lower
plot.
The same experiments were performed in region 𝐵 and 𝐶. In both cases
we used the corresponding modified parameters, computed using 𝒟 in
section 4.4. The results are reported in Fig. 4.7 and Fig. 4.8. Whereas the
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Figure 4.6: Summary of the correction of 20 random aberrations induced by the
deformable mirror in region , which is marked in Fig. 4.3. The upper plot reports
the normalised measurements of the image quality metric. The measurements are
normalised using the maximum measurement ̃ that is recorded throughout
the 20 experiments. At time the initial value of ̃ is reported, this data point
is not supplied to the aberration correction algorithm. Between time and
, the data collection step is executed. From time onwards, the aberra-
tion correction step is applied. A statistical analysis is made at each time instant
using the function boxplot from MATLAB. The tops and bottoms of the rectangles
denote the 25th and 75th percentiles, the horizontal lines in the middle of the rect-
angles denote the medians, the whiskers extend to the furthest measurements not
considered as outliers. The symbols denote single outliers. The same statistical
analysis is performed for the residual aberration and the results are shown in the
lower plot.
results for region 𝐶 are similar to the results obtained in region 𝐴, the re-
sults in region 𝐵 do not show a good performance, since the medians of
the residual aberration are comparable with the initial aberration before
the correction.
Out of the 20 trials in region𝐵, we report respectively the ones that resulted
in the maximum and in the minimum improvement of ?̃? in Fig. 4.9. In
Fig. 4.9a, some fine structure of the fibre is more visible after the correction,
which is compatible with a successful aberration correction. On the other
hand, in Fig. 4.9b, the aberration correction failed, as both the image after
the correction is visually worse and the intensity is slightly decreased.
The experiments resulting in the maximum and in the minimum improve-
ment of ?̃? in region 𝐶 are also reported in Fig 4.10. In Fig 4.10a, a successful
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Figure 4.7: Summary of the correction of 20 random aberrations induced by the
deformable mirror in region . See the caption of Fig. 4.6 for a legend of the plots.


















Figure 4.8: Summary of the correction of 20 random aberrations induced by the













Figure 4.9: Two aberration correction experiments from the set of experiments
reported in Fig. 4.7. These two experiments resulted respectively in the maximum
(a) and the minimum (b) improvement of ̃ . Both in (a) and (b), a × pixels
image is taken before (on the left, ) and after (on the right, ) the aber-
ration correction. The graphs in the bottom of (a) and (b) show respectively the
evolution of the normalised metric (on the left) and the cross sections indicated by
the arrows in the images (on the right). In the cross section graphs, the dark and
the light lines correspond respectively to and .
aberration correction is shown, with a clear maximisation of ?̃? and a no-
ticeable improvement in the contrast of the image after the correction. In











Figure 4.10: Two aberration correction experiments from the set of experiments
reported in Fig. 4.8. These two experiments resulted respectively in the maximum
(a) and the minimum (b) improvement of ̃ . Refer to the caption of Fig. 4.9 for a
detailed legend.
Analysis of the experimental results
We computed the correlation among different quantities to concisely as-
sess the results of the 60 aberration correction experiments reported in
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Fig. 4.6, Fig. 4.7 and Fig. 4.8. Considering the last time instant 𝑘 = 24, we
set up a saturation indicator variable 𝑠 , …, 𝑠 that is 1 if saturation of some
actuators of the deformable mirror occurred and -1 otherwise.
We computed a correlation of −0.2477 between the normalised measure-
ment of the image quality metric and the saturation indicator variable.
These two quantities are slightly inversely correlated, meaning that sat-
uration of some actuators negatively affected the final value of the image
quality metric. The correlation between the final rms of the residual aber-
ration and the saturation indicator variable was 0.3457. This positive cor-
relation shows that a larger amount of residual aberration was found when
the stroke of the deformable mirror was exhausted. Finally we computed
a correlation of −0.7388 between the normalised measurement of the im-
age quality metric and the rms of the residual aberration, which confirms
that some aberration is removed by maximising the image quality metric.
We conclude that saturation of the deformable mirror was an issue that
hampered the results in our experimental validation.
Variations of the parameters over the field of view
We report spatial variations in the parameters 𝑐 , 𝐜 and 𝑄. The parame-
ters differed when computed respectively in region 𝐴, 𝐵 and 𝐶 in Fig. 4.3.
Due to the variations, we were not able to apply the aberration correction
algorithm using a single set of parameters, e.g., by correcting aberrations
in region 𝐵 and 𝐶 using the parameters computed from region 𝐴. Varia-
tions in the parameters represent a challenge for model-based aberration
correction algorithms, since the parameters are computed once only with
a calibration experiment (Neil et al., 2000; Booth et al., 2002; Booth, 2006;
Débarre et al., 2007; Booth, 2007b; Débarre et al., 2008, 2009; Jesacher et al.,
2009; Song et al., 2010; Linhai & Rao, 2011; Facomprez et al., 2012; Zeng et al.,
2012; Antonello et al., 2012).
Parameter 𝐜 depends on the non-zero aberration that is present when col-
lecting the input-output measurements used in (4.20). This parameter can
be removed by applying the aberration correction algorithm as done in
section 4.4. Instead, 𝑐 is dependent on the maximum value of the image
quality metric, which differed in the three regions. We found variations in
𝑄. For example, the largest eigenvalue of 𝑄 varied by about 30% in region
𝐵 and by about 22% in region 𝐶 with respect to its value in region 𝐴. The
eigenvectors of 𝑄 were also affected. For instance, the eigenvector corre-
sponding to the second largest eigenvalue of 𝑄 was rotated by about 7∘ in
region 𝐵 and by about 21∘ degrees in region 𝐶 with respect to its orienta-
tion in region 𝐴.
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We note that when using the algorithms discussed in Facomprez et al.
(2012), the eigenvalues of𝑄 are computed from scratch each time the aber-
ration correction is applied (see section 4 in Antonello et al. (2012)). This
is possible by applying at least 2𝑁 + 1 trial aberrations and by approxi-
mating the solution of (4.12). Nevertheless, also these algorithms do not
account for possible variations in the orientation of the eigenvectors, as
found in our experiments. These variations affect the performance of the
aberration correction, as investigated in section 3 in Facomprez et al. (2012).
Therefore updating the parameters of the model as different regions of the
specimen are acquired is an open research challenge.
4.5 Conclusion
In this paper we present a procedure to define a new set of basis functions
for the control of the deformable mirror. The new basis functions can be
made approximately orthogonal to a set of Zernike modes. This is neces-
sary for applying aberration correction in scanning microscopy applica-
tions, where the deformable mirror must not induce the 𝑥-tilt, 𝑦-tilt and
defocus aberrations.
The second contribution concerns the algorithm used for the aberration
correction. We consider computing the least-squares estimate of the un-
known aberration. Although this problem is non-convex in general, the
least-squares estimate can be computed efficiently by exploiting results al-
ready applied in the solution of localisation problems (Beck et al., 2008).
Once the least-squares estimate is computed, the aberration correction is
applied by maximising the image quality metric.
We implement the aberration correction algorithm in a second-harmonic
microscope. First we validate a previously proposed (Antonello et al., 2012)
method to compute the parameters of the quadratic polynomial used to
model the image quality metric directly from input-output measurements.
Second, we validate the aberration correction algorithm discussed in this
paper. We also report the measurement of variations in the parameters of
the quadratic polynomial over the field of view.
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Analysis and interpretation of 15
quarters of Kepler data of the
disintegrating planet
KIC 12557548 b
T. I. M. van Werkhoven, M. Brogi, I. A. G. Snellen, and C. U. Keller, Astron-
omy and Astrophysics 561, A3 (2013)
The Kepler object KIC 12557548 shows irregular eclipsing behaviour with
a constant 15.685 h period, but strongly varying transit depth. The object
responsible for this is believed to be a disintegrating planet forming a trail-
ing dust cloud transiting the star. A 1-D model of an exponentially decay-
ing dust tail was found to reproduce the average eclipse in intricate detail.
Based on radiative hydrodynamic modelling, the upper limit for the planet
mass was found to be twice the mass of the Moon. In this paper we fit in-
dividual eclipses, in addition to fitting binned light curves, to learn more
about the process underlying the eclipse depth variation. Additionally,
we put forward observational constraints that any model of this planet-
star system will have to match. We manually de-correlated and de-trended
15 quarters of Kepler data, three of which were observed in short cadence
mode. We determined the transit depth, egress depth, and stellar intensity
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for each orbit and search for dependencies between these parameters. We
investigated the full orbit by comparing the flux distribution of a moving
phase window of interest versus the out-of-eclipse flux distribution. We fit
short cadence data on a per-orbit basis using a two-parameter tail model,
allowing us to investigate potential dust tail property variations. We find
two quiescent spells of ∼30 orbital periods each where the transit depth
is <0.1 per cent, followed by relatively deep transits. Additionally, we find
periods of on-off behaviour where>0.5 per cent deep transits are followed
by apparently no transit at all. Apart from these isolated events we find
neither significant correlation between consecutive transit depths nor a
correlation between transit depth and stellar intensity. We find a three-
sigma upper limit for the secondary eclipse of 4.9 × 10−5, consistent with
a planet candidate with a radius of less than 4600 km. Using the short ca-
dence data we find that a 1-D exponential dust tail model is insufficient to
explain the data. We improved our model to a 2-D, two-component dust
model with an opaque core and an exponential tail. Using this model we
fit individual eclipses observed in short cadence mode. We find an im-
proved fit of the data, quantifying earlier suggestions by Budaj (2013) of
the necessity of at least two components. We find that deep transits have
most absorption in the tail, and not in a disk-shaped, opaque coma, but
the transit depth and the total absorption show no correlation with the
tail length.
5.1 Introduction
Rappaport et al. (2012) discovered the peculiar target KIC 12557548 in the
Kepler database, which shows dips in the light curve with a period of
about 15.7 h (constant to within 10−5), but a depth varying from less than
0.2 per cent to up to 1.3 per cent. The phase-folded light curve shows no
signs of ellipsoidal light variations, which limits the mass of planet candi-
date KIC 12557548 b1 to <3 MJ.
Rappaport et al. (2012) exclude several other scenarios for this target, in-
cluding a dual-planet system and a low-mass eclipsing stellar binary. The
authors argue for a disintegrating planet as the most likely scenario in
which the close proximity to the host star causes parts of the planet’s sur-
face to evaporate. The evaporated gas drags dust along, which subse-
quently eclipses parts of the star. Because of the stochastic nature of this
process, transits have variable depth. The authors also find evidence of
forward scattering due to this dust cloud, which creates a slight increase
1Henceforth denoted as KIC 1255b.
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in intensity just before ingress. This scenario puts an upper limit on the
planet’s escape velocity, such that a Mercury-mass planet is the most likely
candidate. The authors qualitatively investigate the likeliness of this sce-
nario and find it to be consistent with observations.
Subsequently, Brogi et al. (2012) quantitatively investigated the planet hy-
pothesis using a 1-D model to constrain the transit parameters, the shape
of the dust cloud, and the average particle size. They find that a dust cloud
with ∼0.1 µm-sized particles best matches the observed, average eclipse
light curve. The authors also find different system parameters for subsets
of the transits consisting of relatively shallow (0.2 per cent to 0.5 per cent)
and deep (>0.8 per cent) eclipses.
Perez-Becker & Chiang (2013) investigate the evaporation dynamics of this
planet candidate and, through radiative hydrodynamic modelling, argue
that it is losing mass at a rate of ?̇? ≳ 0.1𝑀⊕ Gyr-1. They conclude that the
planet candidate has a mass of less than 0.02𝑀⊕, or twice the mass of the
Moon. According to the authors, KIC 1255b may have lost up to 70 per cent
of its initial mass, with only the inner iron core left. Budaj (2013) investi-
gates the dust tail properties in more detail and argues that the particle size
changes along the tail, where micron-sized particles best explain ingress
while 0.1 to 0.01-micron sized particles fit egress best.
Here we investigate the shape of individual eclipses and provide statistical
constraints on the system. We extend the previous model from Brogi et al.
(2012) to a pseudo 2-D variant where the vertical extent of the cloud of dust
is not neglected, and an opaque core is included as a disk centred on the
planet candidate. The short cadence data for quarters 13 through 15 allow
us to fit the model on a per-transit basis to compare individual transits.
Using the 15-quarter coverage of the target we investigate correlations be-
tween the transit depth, the depth at egress, and the stellar activity as well
as variations of these parameters. Additionally, we derive a three-sigma
upper limit for the secondary eclipse of 4.9 × 10−5, which is consistent with
an object radius smaller than 4600 km for an albedo of 1.
The data reduction is explained in Sect. 5.2, and the light curve analysis
is presented in Sect. 5.3. Section 5.4 describes the improved model with
which we investigate per-orbit properties for the short cadence data as well
as an analysis and interpretation of those results.
5.2 Data reduction
Kepler is a 0.95 m-aperture Schmidt telescope with a 16° diameter field of
view, observing 156 453 stars with a 95 megapixel, 42 science CCD focal
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plane (Koch et al., 2010). The telescope was launched on 6 March 2009
and started observing on 2 May 2009. Unfortunately, in May 2013 Kepler
went into safe mode due to a second reaction wheel failing.
At the basic level, frames are recorded by integrating for 6.02 s, followed
by a 0.52 s readout. Data is then stored in short cadence (SC) mode by
co-adding 9 frames, giving a cadence of 58.86 s with a 54.18 s exposure
time (Gilliland et al., 2010) or in long cadence (LC) mode by co-adding
270 frames resulting in a cadence of 29.4244 min and an exposure time of
27.1 min (Jenkins et al., 2010a). Because of the limited telemetry bandwidth,
Kepler observes no more than 512 targets – about 0.3 per cent of the total –
in SC mode.
At the time of writing, 15 quarters of Kepler data are publicly available at the
Multi-Mission Archive (MAST2) at the Space Telescope Science Institute.
KIC 12557548 was observed in LC mode for quarters 1 to 12, and in SC mode
during the last quarters (13 to 15). The latter data have a 30 times shorter
exposure time, resulting in a factor of√30 ≈ 5.5 lower signal-to-noise ratio,
assuming pure Poisson noise.
The Kepler pipeline (Jenkins et al., 2010b) delivers the light curve as Simple
Aperture Photometry flux (SAP_FLUX), as well as an automatically reduced
Presearch Data Conditioning (PDC) flux (PDCSAP_FLUX). The PDC aims to
remove systematic errors from the raw flux time series. Since KIC 1255 ex-
hibits a very peculiar light curve, the pipeline may have difficulty in au-
tomatically reducing the data. Indeed, we find that for the LC data, deep
transit data are flagged as outliers. The automatically reduced SC data has
a noise level approximately 1.5 times higher than our manually reduced
data. Because of this, we started the data reduction from the raw SAP_FLUX
and manually de-correlate the data.
The data reduction is explained in more detail below. First we selected
usable data and filtered out bad data. For SAP_FLUX only, we manually de-
correlated the signal using linear co-trending basis vectors supplied by the
Kepler pipeline to remove systematics from the signal. Finally, we removed
the stellar signal by de-trending the flux.
Data selection
We used all LC data from Kepler quarters 1 through 15, and all SC data,
which were taken during quarters 13 to 15. We ignored non-finite data
and most non-zero SAP_QUALITY flagged data. The Kepler pipeline erro-




ter cotrending”, (Fraquelli & Thompson, 2012, p. 20) for transits deeper
than ∼0.8 per cent. Considering that this is a highly variable target, it is
not unlikely that the automated Kepler pipeline has some difficulties, and
indeed the Kepler archive manual warns of these cases (kepcotrend docu-
mentation3). Ignoring these data points would not correctly sample deep
transits, and we therefore included these flagged data. We have not found
any other SAP_QUALITY flags that correlate with the orbital phase, and we
therefore removed all other flagged data from our analysis.


















Figure 5.1: De-trending fit for the de-correlated, long cadence SAP_FLUX, showing
the stellar variability during quarters 1 through 15. Odd quarters are shaded.
De-correlating systematics
To remove systematics from the light curve, the Kepler archive provides a
set of 16 linear co-trending basis vectors (LCBV) for each detector, which
are derived from a subset of highly correlated and quiet stars and are
meant to remove satellite systematics from the data (Fraquelli & Thomp-
son, 2012, p. 21). The pipeline automatically de-correlates the light curve
for all targets against these LCBVs, but the Kepler archive manual recom-
mends to manually de-correlate signals that are highly variable.
Linear co-trending basis vectors are only available for LC data and can-
not be constructed manually for the SC data because not enough targets
are observed in SC to generate a set of LCBVs. To de-correlate the SC
data, we linearly interpolated the LCBVs on the SC time points before de-
correlation. We successfully used this technique to minimise the out-of-
eclipse residual variance of the SC data of quarters 13 to 15. We note that
this approach is unable to correct for systematics occurring on timescales
significantly shorter than 29 min (i.e. that of the long cadence).
We de-correlated the flux as follows. First we interpolated the Kepler
LCBVs on SAP_FLUX exposure times for the SC data. Then we excluded
3http://keplergo.arc.nasa.gov/ContributedSoftwareKepcotrend.shtml.
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Figure 5.2: Ratio of long cadence SAP_FLUX over PDCSAP_FLUX standard deviation
during the out-of-eclipse part of the orbit (phase ∈ [−0.4, −0.1]; [0.2,0.4]). Odd
quarters are shaded. The flux variance differs per quarter.
the primary eclipse at orbital phase 𝜑 ∈ [−0.15,0.20] from the fitting pro-
cess. We least-squares fit all 16 vectors to the remaining data and selected
the first 𝑛 vectors that reduce the out-of-eclipse variance significantly (see
Fig. 5.2). In our case, we used 𝑛 = 2 vectors for the SC data and 𝑛 = 2 to 5 for
the each of the LC data quarters.
Removing stellar variability
When the de-correlation is performed correctly, it must preserve all astro-
physical signal. This includes stellar variability, which has to be removed
to analyse the eclipse behaviour. Since the data has jumps in both time
and flux due to gaps in the data, we de-trended the data piece-wise per
block, where a block is delimited by either a jump in time or flux. A time
jump is defined as a gap in data of more than twice the data cadence, a
flux jump is defined as a change of flux of more than 0.5 per cent (LC) and
2 per cent (SC) difference between two consecutive data points, and if the
difference in the median of the 20 data points around the jump differs by
more than 3.5 times the standard deviation of those points. These param-
eters were chosen on trial and error basis.
For each block, we masked out the transits during orbital phase 𝜑 ∈
[−0.15,0.20] when fitting. For blocks up to 10 data points or spanning a
single orbit, we normalised the data by the median. For blocks up to 200
data points we normalised using a second-order polynomial fit, and for
larger blocks we fit a cubic spline to the data with a knot at each orbit at
𝜑 = 0.5, exactly opposite to the transit. We flagged data that are near the
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Table 5.1: Comparison between the literature values of the orbital period of
KIC 1255b and the value determined through our analysis.
Source Period (d)
Rappaport et al. (2012) 0.653 56(1)
Budaj (2013) 0.653 552 1(15)
This analysis 0.653 553 8(1)
Table 5.2: Best-fit 1-D model parameters and their one-sigma uncertainties, as de-
rived from the Markov-chain Monte Carlo (MCMC) analysis. From top to bot-
tom: impact parameter , mid-transit phase offset , decay factor , total extinc-
tion cross-section (in units of stellar area) , asymmetry parameter , and single-
scattering albedo .
Parameter Average Deep Shallow
𝑏 0.63 +0.022−0.023 0.51 +0.031−0.022 0.62 +0.030−0.029
Δ𝜑 × 103 −1.35 +0.43−0.44 −1.01 +0.55−0.51 0.27 +0.66−0.80
𝜆 5.83 +0.21−0.19 5.84 +0.23−0.24 4.80 +0.24−0.20
𝑐 0.0227 +0.0020−0.0013 0.0415 +0.0048−0.0035 0.0139 +0.0009−0.0007
𝑔 0.809 +0.033−0.045 0.810 +0.026−0.039 0.809 (fixed)
𝜛 0.49 +0.090−0.088 0.96 +0.12−0.11 0.49 (fixed)
edge of a block: within one orbital period of the edge, or data outside the
outer knots of a spline fit. Both of these flags are excluded in subsequent
analyses since these data are poorly fitted and may introduce unwanted er-
rors in subsequent steps. By removing the stellar variation with only one
degree of freedom per orbit (i.e. a spline knot), we keep the transit signal
intact.
Figure 5.1 shows the de-trending fit by which we divided the de-correlated
SAP_FLUX to remove the stellar signal. The variability in this plot is caused
by star spots coming in and out of view due to the stellar rotation. We
find a period for the stellar rotation of 22.65 ± 0.05 d by auto-correlating
the signal, which is consistent with the findings of Kawahara et al. (2013).
Orbital parameters
Once the signal is de-correlated and the stellar variability is removed, we
computed the orbital period of the planet candidate by minimising the
difference between the phase-folded LC data and the best-fitting model
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from Brogi et al. (2012) in a least-squares sense. This method is similar
to phase dispersion minimisation (Stellingwerf, 1978) with the exception
that we use a model instead of smoothed data. For these analyses, we
used barycentric Julian days expressed in barycentric dynamical time, as
given by the Kepler pipeline (Eastman et al., 2010). The values for the pe-
riod with one-sigma uncertainties are listed in Table 5.1. We do not find
significantly different values for the period for PDCSAP_FLUX and SAP_FLUX
reduced data. Additionally, we fitted the 1-D model parameters described
in Brogi et al. (2012) using 15 quarters of data (see Sect. 5.4 and Sect. 5.4 for
more details). Likewise, we calculated these parameters for deep (more
than 0.8 per cent) and shallow transits (0.2 per cent to 0.5 per cent) as well
as all transits. The results are shown in Table 5.2.
5.3 KIC 1255b analysis
After reducing all available data, we investigated them on a per-orbit basis.
We numbered the orbits sequentially; orbit 1 is the first orbit observed by
Kepler and 2050 is the last orbit in these data. We used light curves for 1773
orbits in total, excluding bad data as identified by the Kepler pipeline (i.e.
SAP_QUALITY) as well as data that was poorly de-trended. As an example
orbit 1700 is shown in Fig. 5.3 for both the long cadence (LC) and short
cadence (SC) data.































































Figure 5.3: Orbit 1700 of KIC 1255b in long- (top) and short cadence (bottom) data.
The short cadence data has a 30×higher temporal resolution, but correspondingly
higher noise. We overplot the best-fitting 1-D model in the upper panels.
Primary eclipse
Since the LC data has a cadence of 29.4 min, we have an average of 31.984
data points per 15.6854 h orbit and are limited to about 31.984×0.1 ≈ 3 data
points per individual transit (see for example Fig. 5.3, top panel). Hence
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Figure 5.4: All long cadence transit depths obtained from scaling the best-fitting
model to SAP_FLUX data. Here we plot the depth at the minimum of those scaled
models. The few negative eclipse depths are due to noise in the data.
we only fit the depth of the transits using the 1-D model with the best-
fitting parameters of Brogi et al. (2012). To measure the depth, we per-
formed a least-squares fit using a scaled best-fitting model to the data at
𝜑 ∈ [−0.1,0.2].
For LC data, we convolved the model data with the Kepler exposure time
before fitting, as explained in Brogi et al. (2012). For the SC data we did
not convolve the data with the Kepler exposure time, and there is sufficient
temporal resolution to additionally fit the onset of the transit. The tran-
sit onset is determined by shifting the best-fitting model in time. A least-
squares fit yields both onset and depth simultaneously for each transit.
A histogram of all LC transit depths is shown in Fig. 5.4. Figure 5.5 shows
the normalised, binned, phase-folded light curve for short cadence and
long cadence data of transits of depth 0.8 to 1.0 per cent, with the residuals
between the model and the data shown below. The model deviates from
the data during egress, showing that the simple, exponential tail model
cannot explain the light curve in full detail.
In Fig. 5.6 we plot the transit depth as a function of orbit, with a 30-
orbit (approximately one stellar rotation) moving average plotted as a solid
black line. There are two quiet regions around orbit 50 and 1950 (MBJD
55 000 and 56 250) during which the average transit depth is on the order
of 0.1 per cent, the former is plotted in the left panel of Fig. 5.7. The quiet
periods are followed by periods during which the moving-average depths
are 0.8 per cent and 0.7 per cent, approximately 0.1 to 0.2 per cent deeper
than the average. Additionally, we find times at which the transits appear
in an on-off-pattern where >0.5 per cent deep transits are followed by ap-
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Binned LC d=[0.8, 1.0]%







































Binned SC d=[0.8, 1.0]%
Figure 5.5: Phase-folded, normalised flux binned in 192 bins for long cadence (top)
and short cadence (bottom) data for transits with depths from 0.8 to 1.0 per cent.
The number of data points in each bin is indicated with horizontal bars according
to the right y-axis. The model is based on the parameters from the ‘deep’ column in
Table 5.2. The best-fitting model deviates from the short cadence data during both
ingress and egress. The vertical bar indicates the median three-sigma error of the
binned flux. The residual RMS for these data in the phase displayed are 2.0 × 10−4
and 3.7 × 10−4 respectively, showing a greater mismatch between the short cadence
data and the 1-D model.



















Figure 5.6: Transit depth as a function of orbit for long cadence data. The solid
line is a 30-orbit moving average. There are two quiet regions around orbit 50 and
1950. Odd quarters are shaded.
parently no transit signal at all for up to 11 orbits. This occurs for example
around orbit 1076 and to a lesser extent around orbit 940 (MBJD 55 667 and
55 578). In the right panel of Fig. 5.7 we show the period around orbit 1076.
Transit depth correlation
Rappaport et al. (2012) argue that the dust has a sublimation lifetime of
3 × 104 s, or 8 h, such that it does not survive one orbit. To test this, we in-
vestigated the correlation between consecutive transit depths, as well as
transit depth and consecutive egress depth, defined as the depth during
𝜑 ∈ [0.055,0.15]. In the former case we expect a correlation if the dust
generation lasts longer than one orbit, such that subsequent transits are
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Figure 5.7: Left: transit depth as a function of orbit, showing the first quiet period
around orbit 50 in Fig. 5.6 in more detail. Right: long cadence flux as a function of
time where KIC 1255b shows on-off-like behaviour in the transit depth. The trian-
gles indicate the midpoint of the transits.



































Transit depth versus egress depth
Figure 5.8: Left: transit depth plotted against the following transit depth, showing
no correlation ( 0.026). This constrains the dynamic processes that underlie
the dust cloud generation. The lower-left corner is slightly overpopulated due to
two quiet periods of KIC 1255b as explained in Sect. 5.3. The cross indicates the
median error for the depth estimate. Right: transit depth versus egress intensity for
consecutive orbits for the long cadence data. We observe no significant correlation
( 0.0019).
correlated. When investigating the transit and consecutive egress depths,
we quantified the longevity of a dust cloud, such that deep transit clouds
survive as an elongated tail in the next transit, which would lead to a par-
ticularly long egress signature. In this scenario, we would observe a deep
transit as caused by a recent outburst where the dust is close to the planet
candidate, eclipsing a large part of the star. Under the influence of gravity
and the stellar radiation pressure this cloud would deform into a comet-
like tail during the orbit, such that a more tenuous dust tail would eclipse
the star during the following orbit.
For this analysis we selected all pairs of sequential orbits. We plot the
depth versus the depth and egress depth for consecutive orbits in the LC
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Eclipse depth versus stellar activity
Figure 5.9: Transit depth versus stellar activity, as determined by the peak-to-peak
value of the stellar intensity in a 24 d moving window centred at the time of the
transit.
data in the left and right panel of Fig. 5.8, respectively.
There is no obvious correlation between the depth of consecutive transits
(Pearson’s 𝑅 = 0.026) nor between depth and consecutive egress depth
(𝑅 = 0.0019). The absence of a correlation between consecutive transit
depths indicates that the process underlying the dust generation is erratic
and occurs on time scales shorter than one orbit. Furthermore, the lack
of correlation between transit and consecutive egress depths is consistent
with earlier findings by Rappaport et al. (2012) and puts an upper limit on
the dynamical time scale of the dust tail dissipation at one orbit, i.e. 15.7 h.
This is consistent with Perez-Becker & Chiang (2013), who calculated the
dynamical timescale of the dust tail and found it to be approximately 14 h.
We also investigated the correlation between the stellar intensity in the
Kepler band and the transit depth. The intensity is a proxy for the stellar
activity, and a correlation might reveal the influence of stellar activity on
the transit depth and thus gas and dust generation, as observed for Mer-
cury (Potter & Morgan, 1990). As we observe the rotational modulation of
the stellar intensity due to star spots, and not the absolute intensity, the
amplitude of the cyclical intensity variations is also influenced by the spa-
tial and size distributions of the star spots. As is observed on the Sun, we
assume that there is a positive correlation between the amplitude of the
cyclical intensity variations and the magnetospheric effects affecting the
planet and its dust tail.
We measured the stellar variability as a by-product of our data de-
trending, as described in Sect. 5.2. From the stellar variability we com-
94
5.3. KIC 1255b analysis
puted the peak-to-peak value in a moving 24 d window (about one stellar
rotation period) to obtain a proxy for the stellar activity, where we assume
that a higher amplitude corresponds to a more active star. We show the
transit depth versus the stellar activity at each orbit in Fig. 5.9. We ob-
serve no significant correlation between transit depth and our stellar ac-
tivity proxy (𝑅 = 0.0011). Kawahara et al. (2013) performed a time-series
analysis of the transit depth evolution and found a periodicity close to the
rotation period of the star, which they interpret as an influence of stellar
activity on the atmospheric escape of the planet candidate. We have not
found any evidence for this using our method.
Secondary eclipse
We divided the LC flux during the expected secondary eclipse (𝜑 ∈
[0.45,0.55]) by the out-of-eclipse flux. Using this ratio ensures that any
residual deviations from unity in the flux due to inaccuracies in the de-
trending will not be mistaken for a real signal at the time of the secondary
eclipse. This ratio is plotted in Fig. 5.10, with the mean error of the data
points shown on the left. The weighted average and the error of all data
give a three-sigma upper limit for the secondary eclipse of 4.9 × 10−5. Us-
ing simple geometry we find that a planet candidate with radius smaller
than 4600 km, or an Earth-sized object with an albedo of ∼0.5 is consis-
tent with this finding. Furthermore, we find no correlation (𝑅 = −0.012)





















Secondary eclipse over out-of-eclipse intensity
Figure 5.10: Long cadence flux during the secondary eclipse divided by flux during
out-of-eclipse periods as a function of orbit. The weighted-average three-sigma
upper limit is 4.9 × 10−5. The black error bar is the mean error of the individual
data points.
between the depth of the primary eclipse and the secondary eclipse, indi-
cating that even deep primary eclipses do not leave any significant, back-
scattering dust after half an orbit.
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Full orbit
To investigate features at phases other than the transit, we compared the
flux distribution at different phases against the distribution of the out-of-
eclipse flux. Since we expect a flat light curve during the out-of-eclipse
phase, significant deviations from zero in the differences between these
distributions are indications of potential features due to the dust. We plot
the difference between the out-of-eclipse distribution and a distribution
of the flux in a moving phase bin as histograms in Fig. 5.11. We used 100
intensity bins, and we oversampled the phase bin direction four times, re-
sulting in 320 overlapping phase bins each 0.0125 wide in phase. There is



















2D differential histogram LC






















2D differential histogram SC
Figure 5.11: 2-D differential histogram comparing the flux distribution at a certain
phase against the out-of-eclipse flux distribution for all long- (top) and short ca-
dence (bottom) data. Excess flux compared to the out-of-eclipse histogram shows
up as bright areas. We use 100 intensity bins and 320 phase bins of width 0.0125
such that the phase bins are 4× oversampled. Note the excess flux around phase
= −0.1 in the long cadence data indicating the forward scattering, which is not













Orbital configuration for step  j
Figure 5.12: Geometry of the two-component, 2-D model. is along the planet
candidate orbit, is perpendicular to that. is the radius of the opaque core.
larger spread in the SC data, and both the forward scattering peak as well
as the egress are less visible than in the LC data. As expected from the
analysis in Sect. 5.3, there are no signs of a secondary eclipse in either plot.
Besides features already investigated above, we see no features apart from
those explained by the 1-D model.
5.4 Cloud model
Model for the LC data
The Kepler long cadence (LC) data are fitted by employing the one-
dimensional model of Brogi et al. (2012). Since the LC data have an insuffi-
cient number of points per transit, it is unrealistic to fit individual eclipses;
we therefore only fit phase-folded and binned LC data with this model, re-
alising that we may average events that differ by more than just the transit
depth.
Because of the improved data reduction and the much larger dataset avail-
able, we also compared the best-fit values and uncertainties derived here
with those of our previous work.
Model for the SC data
The analysis of the morphology of the short cadence data (SC) (see Sect. 5.3
and Fig. 5.5) reveals residual structures after subtracting a properly scaled
1-D model. This suggests that this model is not sufficient to describe the
full morphology of the KIC 1255 light curve, when observed with a higher
time resolution.
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In an attempt to better fit the Kepler SC data, we developed an improved
cloud model by accounting for the vertical extent of the cloud, and by split-
ting the cloud structure into an opaque component for the dust around the
planet, and an optically thin, exponentially-decaying cloud of dust follow-
ing it. When not accounting for the vertical extent of the cloud, the impact
parameter derived from fitting the data is an effective impact parameter,
meaning that it is averaged over the non-uniform brightness of the stellar
disk occulted by the cloud of dust. This could partially explain why the
impact parameters for deep and shallow data differ (see Table 5.2). In addi-
tion, it is plausible that – at least for the strongest outbursts – the amount
of dust ejected from the planet is sufficient to create an opaque envelope of
material, which could also explain why the maximum transit depth seems
to be limited to 1.2 to 1.4 per cent. Indeed, it has been pointed out that the
cloud should consist of at least two component with different properties
for the dust (Budaj, 2013).
As a trade-off for the higher number of free parameters, we neglected the
scattering component in this new model. This is justified by the much
lower photometric precision (by a factor of∼45) of the Kepler SC, unfolded
and unbinned data, with respect to the phase-folded and binned LC data.
The scattering properties are almost exclusively constrained by the small
peak just before ingress, which is completely buried in the noise in these
data, as shown in Fig. 5.11. The egress part of the light curve is also affected
by scattering, but it is degenerate with the properties of the tail, meaning
that by changing the exponential decay of the tail we could mimic the ef-
fects of a forward-scattering component. Therefore, although this model
may miss some of the physics involved, our aim is not to derive physical
parameters or to compare them to the previous study, but to better under-
stand the basic geometry of the cloud, and therefore we only focus on its
structure.
The 2-D model shares the mathematical background of the previous 1-D
code, i.e. it generates the light curve by convolving the profiles of the dust
cloud and the stellar disk. The vertical extent of the cloud is described
by 2𝑛 slices centred on the position of the planet candidate. The model
is parametrised via the radius of the opaque, circular cloud of dust (𝑟 ),
the scale-length of the exponentially-decaying, optically thin tail of dust
(𝜆 ), and the impact parameter of the transit (𝑏). All these quantities are
expressed in units of the stellar radius (𝑅 ), and both vertical and horizon-
tal directions are quantised with the same step size Δ𝑟. This is defined by
subdividing the total length of the orbit into 𝑚 steps. For a semi-major
axis of 𝑎 = 4.31, we have Δ𝑟 = 2π𝑎/𝑚 ≈ 27.1/𝑚. We denote the vertical
direction with 𝑦 (i.e. perpendicular to the orbit) and the horizontal direc-
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tion with 𝑥 (i.e. along the orbit). The curved path of the planet across the
stellar disk for 𝑏 ≠ 0 is approximated with a straight line.
Figure 5.12 shows the geometry and the main quantities involved in this
new 2-D model. The position along the orbit is traced through the vec-
tor ?⃗? = [𝑥 , 𝑥 ,⋯ , 𝑥 ], in the interval (−π𝑎, π𝑎), which is related to the
orbital phase 𝜑 via ?⃗? = ?⃗?/𝑎. The zero point for the orbital phase coin-
cides with the centre of the star and – for 𝑗 = 1 in Eq. (5.6) – with the po-
sition of KIC 1255b. At any time, the centre of the planet candidate, which
also coincides with the centre of the opaque part of the cloud, is placed at
𝑥 = 𝑥 and 𝑦 = 𝑏. The vertical position of the slices is defined by the vec-
tor ?⃗? = [𝑦 , 𝑦 ,⋯ , 𝑦 ], which is centred on 𝑦 = 𝑏 and in the interval
(𝑏−𝑟 , 𝑏+𝑟 ). For each slice 𝑖, the absorption properties of the cloud are
defined by
𝒞 (?⃗?) = 1 for | 𝑥 | ≤ 𝑥 ,e ⃗/ elsewhere , (5.1)
where ?⃗? = 𝑟 − (?⃗? − 𝑏) denotes the intersections of the orbital
vector ?⃗? with the opaque disk of dust, for each of the 2𝑛 slices.
The stellar profile is computed by assuming a quadratic limb-darkening
law, meaning that the intensity of the stellar disk is expressed as
𝐼 (𝜇) = 1 − 𝑢 (1 − 𝜇) − 𝑢 (1 − 𝜇) , (5.2)
where𝑢 , 𝑢 are the quadratic limb-darkening coefficients for a star of sim-
ilar properties as KIC 12557548 (Claret & Bloemen, 2011a), while 𝜇 is the co-
sine of the angle between the line of sight of the observer and the normal
to the stellar surface. Therefore, 𝜇 is a function of two variables (the 𝑥, 𝑦
coordinates), and it is meaningful only for points inside the stellar disk.
For a given slice 𝑖, the intersection between the orbital vector ?⃗? and the
stellar disk (i.e. the edge of the star) is given by
𝑥 , = 1 − 𝑦 , . (5.3)
The stellar brightness profile is therefore
𝒮 (?⃗?) = 𝐼 (?⃗?, 𝑦 , ) for | 𝑥 | ≤ 𝑥 ,0 elsewhere . (5.4)
The previous relation can be expressed explicitly by substituting
𝜇 = 1 − ?⃗? − 𝑦 , (5.5)
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in Eq. (5.2). The total light curve is finally given by convolving the stellar
and the cloud profiles for each slice, which is
𝐹(?⃗?) = 1 −
𝒮 (?⃗?) 𝒞 (?⃗? − 𝑥 )
𝒮 . (5.6)
The normalisation factor 𝒮 (the total flux from the star) is precomputed
by discretising the full limb-darkened stellar disk with the same step size
as for the model, and summing over all pixels of the matrix. It is therefore a
much more straightforward normalisation than in our previous 1-D model,
where the stellar profile for 𝑏 = 0 had to be normalised such that the sum
of its elements was equal to unity.
In this two-dimensional model, fractional pixel coverage is also taken into
account via a linear approximation. This is particularly important for very
small 𝑟 , or when 𝑏 approaches (1+𝑟 ), and prevents us from using a too-
small (and computationally demanding) Δ𝑟. We validated our model with
the Mandel & Agol (2002) transit code by choosing a very small value for
𝜆 , which is equivalent to neglecting the optically thin part of the cloud.
For an optimal value of𝑚 = 3000, found via trial and error, the two models
differ by less than 10−5, which is at least two orders of magnitude better
than the accuracy of the Kepler short cadence data.
Fitting of LC data
The updated parameters of KIC 1255b, as derived from the fitting of 15 quar-
ters of Kepler LC data, are listed in Table 5.2. For deep and shallow tran-
sits, we observe a better mixing of the Markov-chain Monte Carlo (MCMC)
chains (quantified following Gelman & Rubin (1992)) than in the previous
work, which is expected from the much larger amount of data used. This
also results in more symmetric posterior distributions and less correlation
between the parameters.
Fitting of SC data
To compare our 2-D model with the 1-D model, we fit it to the subset of
deep transits (see Table 5.2), and perform a similar analysis as in Sect. 5.3.
Even though we excluded the forward scattering from the 2-D model, the
residuals are reduced as compared to the 1-D model, as shown in Fig. 5.13,
indicating a better match to the data.
Subsequently, we selected 213 light curves sampled in SC mode with tran-
sit depths greater than 0.5 per cent, no discontinuities in the data and suf-
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Binned SC 2D d=[0.8, 1.0]%
Figure 5.13: Phase-folded, normalised flux binned in 192 bins for short cadence
data for transits with depths from 0.8 to 1.0 per cent, as in Fig. 5.5, but instead using
the 2-D model to fit the data. Even though the 2-D model does not include forward
scattering, we observe an improved fit and reduced residuals, with a 16 per cent
lower residual RMS of 3.1 × 10−4.
ficient photometric precision to fit the 2-D model to the individual tran-
sits to be used for a per-orbit analysis. Each individual orbit contains 447
points.
We fit the geometry of the dust cloud individually for each light curve by
first performing a least-squares fit with a grid of widely spaced parameter
values. The set of parameters corresponding to the minimum 𝜒 is then
used as input for a single MCMC chain of 50 000 steps. This assures that
the chain is already started in the proximity of the global 𝜒 minimum,
and does not get stuck in a local minimum.
By performing the analysis with all free parameters, we notice that a large
fraction of the MCMC chains fail to converge. However, by investigating
those chains that do converge, we observe that all transits are consistent
with the same impact parameter (𝑏 = 0.6 ± 0.1). This suggests that our
two-component, two-dimensional model is a better approximation for the
cloud of dust, and does measure a true impact parameter, as opposed to
the previous one-dimensional model. Therefore, we fixed the impact pa-
rameter to 0.6 and recomputed the MCMC chains.
To verify that the model parameters are not degenerate, we computed ar-
tificial light curves by:
1. Assuming a small tail (𝜆 = 0.3) and only varying the opaque part;
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2. Fixing 𝑟 = 0.01 and only varying the exponential tail.
We added noise based on the photometric precision of the Kepler SC data,
and fit these simulated data with the method described above. In both
cases the retrieved parameters are compatible with the single-parameter
distributions given as input, and we do not obtain a mixing between the
two model components, as is observed in the real data. This suggests that
the two components are indeed present in the data.
In our model the size of the opaque part also drives the vertical extent of
the cloud. This means that, if the tail covers a certain effective area (in-
tegrated over the 𝑥 and 𝑦 direction), its specific length 𝜆 has to change as
a function of the size of the opaque core. Larger 𝑟 means a wider cloud,
which requires a faster decay in order to maintain approximately the same
effective area. Simply plotting 𝑟 versus 𝜆 therefore shows a correlation
due to the model, and tells little about the system itself (see Fig. 5.14). For
this reason we plot the absorption by the core as π 𝑟 and of the tail as
2 𝑟 𝜆 .
The results of the short cadence transit analysis are shown in Fig. 5.14. Be-
sides plotting the model parameters, we also show the absorption of the
core versus the absorption of the tail and the tail length versus the total
absorption since these better describe the physics of the system. The to-
tal absorption is highly correlated with transit depth (bottom panel; as
determined in Sect. 5.3) which is expected: more material will yield a
deeper minimum. We find no relation between the tail length and the
transit depth or total absorption (bottom panel). Although shallow tran-
sits are evenly distributed between the core and tail absorption, deeper
eclipses appear to have most absorption in the tail, and not in a disk-
shaped, opaque coma (bottom-right corner of middle panel).
Our model is certainly not the only possible geometric description of
KIC 1255b, and it is unclear whether the two components we propose are
an accurate physical description of the system. One could, for example,
fix the vertical extent of the cloud to allow for a variable optical depth for
the core with an exponentially decreasing tail. The main point is that the
data suggest the necessity of at least two independent components for the
cloud, in agreement with Budaj (2013).
5.5 Conclusions
We have manually de-correlated and de-trended 15 quarters of Kepler
data, of which three quarters were observed in short cadence mode for
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Tail length versus total absorption
Figure 5.14: Deep ( 0.5 per cent) short cadence transit Kepler data fitted with
the two-component 2-D model. The point surface scales with the transit depth
squared (for clarity) as determined in Sect. 5.3. The top plot shows the best-fitting
model parameters and for each individual SC transit. The correlation in this
plot is largely due to the model (see text). We show the effective area of the tail
versus the size of the opaque core (middle), and the tail length versus total absorp-
tion (bottom). We observe no clear relation between the tail or the core absorption,
while the transit depth scales with the total absorption. Very deep transits seem to
require a strong tail component, as is evident by the cluster of points in the bottom-
right corner of the middle panel. The void in the triangular lower-left corner in the
middle panel is due to the exclusion of shallow transits, where iso-transit depth
lines run diagonally. 103
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KIC 12557548, and investigated statistical constraints on system dynamics
as well as a per-orbit analysis using three quarters of SC data.
We find two quiescent spells of KIC 1255b of ∼30 orbits each around or-
bit 50 and 1950 where the average transit depth is 0.1 per cent. These
two periods appear to be followed by periods where the transit depth is
0.1 to 0.2 per cent deeper than the average transit depth. Additionally,
we find times at which the transits show on-off-like behaviour, where
>0.5 per cent deep eclipses are followed by hardly any eclipse at all. Aside
from these isolated events, we find no significant overall correlation be-
tween consecutive transit depths, nor between transit depth and consecu-
tive egress depth. This implies that the majority of the dust does not sur-
vive a single orbit, and that the process underlying the dust generation oc-
curs erratically. The independence of transit depth and consecutive egress
depth implies that an opaque dust cloud yielding a deep transit does not
survive to form part of a more tenuous and stretched-out dust cloud dur-
ing the next eclipse, in agreement with Perez-Becker & Chiang (2013).
Furthermore, we put an upper limit of 4.9 × 10−5 on the secondary eclipse.
This constrains the radius of a planet candidate to less than 4600 km, or
one Earth radius for an albedo of ∼0.5.
We find a significant discrepancy when fitting our previous 1-D model to
the SC data around egress. Our improved model adds a second dimen-
sion and represents the dust tail with two components, which better fits
individual SC transits than the old 1-D model. We verified that the two
components are not degenerate in the model and are data-driven.
Our results suggest that a 1-D, exponentially decaying dust tail is insuffi-
cient to represent the data. We find that deep transits have most absorp-
tion in the tail, and not in a disk-shaped, opaque coma, but the transit
depth or total absorption show no correlation with the tail length. Al-
though our model is only one possible interpretation of the cloud struc-
ture, there is also qualitative evidence (Budaj, 2013) of the need of at least
two components. We anticipate that models including realistic physics
and geometry are required to fully understand this peculiar system.
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fine-structure: hints of exomoons
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A recently discovered 𝑉 = 12.3 mag K5 star in the SuperWASP database
shows a peculiar light curve with a highly structured eclipse pattern cov-
ering a timespan of at least 54 d with maximum dimming of at least 3.3 mag
(Mamajek et al., 2012). The central eclipse is surrounded by two 1 mag
eclipses at ±12 d and ±26 d. The authors speculate that the star is eclipsed
by a substellar companion with an extended and highly structured ring
system. To investigate the nightly light curve structure and to confirm the
multiple ring hypothesis, we have carried out a calibrated reduction of
the SuperWASP data, removing both systematic errors and periodic stel-
lar variability. We count at least 24 inflection points on ingress and 16 on
egress, consistent with the presence of at least 24 rings in this disk. By
measuring the light curve gradient, we find implied speeds for the eclips-
ing object that are incompatible with a closed Kepler orbit with 𝑃 = 2.3 yr.
We propose several scenarios that could give rise to such light curve gradi-
ents and find that azimuthal ring structure (analogous to “spokes” seen in
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Saturn’s rings) can account for the observed light curve. The highly struc-
tured ring system also implies the presence of exomoons orbiting the sec-
ondary companion.
6.1 Introduction
Mamajek et al. (2012) discovered the peculiar light curve of a young
∼16 Myr, 0.9 M⊙, 𝑉 = 12.3 mag K5 star (1SWASP J140747.93−394542.6 =
ASAS J140748−3945.7, hereafter J1407) in The Super Wide Angle Search for
Planets (henceforth SuperWASP) database. The light curve as observed by
SuperWASP shows a deep >3.3 mag eclipse with two pairs of eclipses oc-
curring symmetrically 12 d and 26 d before and after the eclipse midpoint,
parts of which are confirmed by the lower-cadence All Sky Automated Sur-
vey data. Light curve variability induced by extended disk eclipses is not
unique, as seen in the stars EE Cep (Mikolajewski & Graczyk, 1999) and
𝜖 Aurigae (Guinan & Dewarf, 2002) which show related complex asym-
metric eclipses caused by discs orbiting the primary star.
The authors propose and reject several explanations for these observa-
tions. An eclipse by an isolated (sub)stellar companion alone would not
yield a>95 per cent dimming, nor does it explain the eclipse fine-structure
seen in the nightly photometry. An eclipsing binary where a red giant
eclipses a fainter, bluer star is rejected on spectroscopic grounds; there
is no evidence for a giant in J1407, nor would it give rise to the structure
observed in the eclipse weeks before and after the primary eclipse. A disk
orbiting an old stellar remnant companion obscuring the primary is un-
likely because the system is very young. A circumbinary or circumstellar
disk obscuring the primary is unlikely because there is no excess infrared
observed at J1407 indicative of such a thick disk. Additionally, the period
is incompatible with this scenario. A disk orbiting J1407 obscuring the star
light due to the relative motion between us and J1407 would yield a one-
time eclipsing event, but is disregarded because it requires a very thin disk
(aspect ratio height over radius ∼10−8) and it does not explain the sym-
metric dimming around the central minimum. Finally, a more massive
companion obscured by a disc orbiting it is unlikely again due to lack of
infrared excess.
The scenario Mamajek et al. (2012) propose involves a circumsecondary
or circumplanetary disc (similar to 𝜖 Aurigae; Guinan & Dewarf, 2002),
which obscures the primary star, J1407. Based on the absence of a second
transit, the authors constrain the period 𝑃 > 2.33 yr, yielding an orbital ra-
dius greater than 1.7 AU and a circular orbital velocity less than 21.7 km s−1
(assuming 𝑚1 = 0.9 M⊙). They propose a preliminary 4-ring model with
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a central opaque disk accompanied by three discrete rings with opacities
𝜏 = 0.5,0.2,0.05. To match the observations, this model has an orbital in-
clination of 89.955° and the ring plane is tilted by 13° to the orbital plane.
In this paper, we carry out a new reduction of the SuperWASP data, tak-
ing care of systematic inter-CCD differences and additionally remove stel-
lar variability due to the rotation of the star (described in Sect. 6.2). We
then investigate the nightly fine structure in the photometric signal, fo-
cusing specifically on the light curve gradient and its implications for the
nature of the eclipsing structure (Sect. 6.4 and Sect. 6.5). We construct a
toy-model for the ring system consisting of 𝑁 discrete rings with variable
opacity which we fit to the cleaned up photometric signal in Sect. 6.6. We
propose several possible scenarios for these findings and conclude with
suggestions to better constrain the system in Sect. 6.7.
6.2 Data reduction
The Super Wide Angle Search for Planets (SuperWASP; Pollacco et al.,
2006) observatories are located at the Observatorio del Roque de los
Muchachos on La Palma, and at the Sutherland Station of the South
African Astronomical Observatory. Both facilities consist of a telescope
with eight lenses (Canon 200 mm 𝑓/1.8), each mounted on a 2048 × 2048-
pixel back-illuminated CCD (e2v). Each lens has a field of view of∼64 deg2,
for a total of ∼482 deg2 per telescope. The data acquisition cadence is 9 to
12 min for each camera (Butters et al., 2010).
The SuperWASP database has coverage of J1407 during the seasons of 2006
through 2008 (depicted in the upper panel of Fig. 6.1). The star was ob-
served on CCDs 221, 227, and 228. CCDs 227 and 228 have coverage of J1407
during 2006, 2007 and 2008, while CCD 221 only has coverage during the
2007 season. The SuperWASP pipeline provides simple aperture photom-
etry (Kane et al., 2004), as well as automatically reduced flux according to
the TAMUZ correction (Cameron et al., 2007; Tamuz et al., 2005). We find
that the automatic correction does not produce optimal photometry for
this specific target, which can be expected considering the peculiar be-
haviour of the light curve (see Fig. 6.3) and the star’s location at the corner
of the field of view of the three cameras.
Because of this variability, we began our reduction with the simple aper-
ture photometry flux instead of using the automatically reduced flux. First
we de-correlated the systematic errors from the light curve by using a se-
lected ensemble of nearby stars to act as a photometric standard, allowing
direct comparison of the data from different CCDs (Sect. 6.2). After de-
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Figure 6.1: Top: Number of SuperWASP observations of J1407, summed for all
CCDs. Bottom: Number of reference stars co-temporally observed with J1407 for
all CCDs, averaged per day. Years 2006 and 2008 are shaded. The transit occurred
in 2007 around MHJD 54 222.
correlation, we removed the stellar variability from the light curve through
phase dispersion minimisation (Sect. 6.2).
Systematics de-correlation
The multiple CCDs of SuperWASP provide significantly different light
curves, as observed by Mamajek et al. (2012) and Norton et al. (2011). To
mitigate this effect, we de-correlated systematic errors between the CCDs
based on Tamuz et al. (2005) and de-correlation techniques used by Kepler
(Fraquelli & Thompson, 2012, p. 21)1.
First we select a set of 388 reference stars in a cone of 20 arcmin centered



































Figure 6.2: Flux variability (lines, left axis) and median flux (right axis, dots) for
reference stars observed on the three different CCDs. The vertical line denotes
the 75 per cent cut-off we chose for selecting quiet reference stars, only stars to the
left are used in consequent de-correlation. While CCD 221 and 227 have similar
variability roll-off, the upper solid line for CCD 228 indicates this CCD has noisier
data. See text for details.
0.85 0.90 0.95 1.00 1.05 1.10 1.15



















0.85 0.90 0.95 1.00 1.05 1.10 1.15
Normalised flux CCD228, CCD221
TAMUZ-corrected flux
0.85 0.90 0.95 1.00 1.05 1.10 1.15
Normalised flux CCD228, CCD221
This paper
Figure 6.3: Hourly-binned flux from CCDs 221, 227 and 228 plotted against each
other. The raw flux (FLUX) shows an offset between the CCDs as well as a significant
scatter (Pearson’s correlation coefficient 0.49), while the automatically reduced
flux (TAMFLUX) is more consistent between different CCDs but still shows a large
spread between the data ( 0.54). The manually de-correlated flux shows no
offset and significantly reduced scatter, indicating consistency between the three
different CCDs ( 0.81).
111
6. Analysis of J1407 transit fine-structure: hints of exomoons
Fig. 6.1 shows the number of reference stars co-temporally observed with
J1407, summed for all CCDs, averaged per day. Because of temporal gaps
in both the target and reference data, we cannot perform a global analy-
sis of a set of reference stars for our target star, and adapted the methods
mentioned above to work on a point-by-point basis.
For each CCD separately, we used only reference stars for which at
least 25 per cent of the data points are co-temporally observed with J1407,
Rcotemp.
Rcotemp = {𝑥 ∈ Rall|#(𝑥exp ∪ tgtexp) > 0.25#(tgt)}. (6.1)
Of this subset we selected 75 per cent that have a low variance𝜎ref (i.e. quiet
stars), defined as the standard deviation of the median-normalised flux
𝜎ref = stddev(𝐹ref)/median(𝐹ref). (6.2)
We require photometrically quiet stars to measure the systematics of the
cameras. This criterion was chosen to reject the most variable reference
stars (see Fig. 6.2). In this way we obtained approximately 60 to 100 suitable
reference stars, Rquiet, per exposure of our target.
Rquiet = {𝑥 ∈ Rcotemp|
𝜎(𝑥/median(𝑥)) < 𝜎(𝑥/median(𝑥)) %}. (6.3)
For this subset of reference stars, we calculated the mean of the median-
normalised flux for all exposures co-temporal with our target.
𝐹 (𝑡) =
∈ quiet
𝐹(𝑡)/#(Rquiet(𝑡)) for 𝑡 ∈ 𝑡obs, (6.4)
where 𝑡obs are times at which J1407 was observed. We then divide the flux
of J1407 by the thus obtained de-correlation vector 𝐹 for each CCD.
Using the average of these reference stars suppresses any astronomical sig-
nal that might be present in an individual reference star, and any residual
variation is then dominated by systematics. Since these stars are close to
the target star, they are along nearly identical lines of sight through the
atmosphere and camera optics, and so sample similar optical conditions.
Additionally, these stars are close together on the CCD surface, such that
they sample similar vignetting and electronic noise in the data.
Finally, to normalise the flux and allow inter-CCD comparison, we nor-
malised the J1407 light curve by a first order polynomial fit for each CCD
individually, excluding the transit window during MHJD 54 180 to 54 250.
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Figure 6.4: Normalised phase-folded SuperWASP flux for non-transit 2007 data
with period 3.2011 ± 0.0002 d showing the stellar variability. The solid line is a
best-fitting sinusoid with variable period.
Table 6.1: Measured period and period variability for J1407 in three years of Super-
WASP data.
Season Period [d] Period change [s d−1] Amplitude [%]
2006 3.2183(4) 22(2) 4.98(3)
2007 3.2011(2) 31(1) 3.57(2)
2008 3.2066(3) 0.8(6) 5.00(2)
Through this de-correlation process, the photometry from the different
CCDs now show significantly less scatter. The result is shown in Fig. 6.3,
where the flux from different CCDs are plotted against each other.
Stellar variability de-trending
After successfully decorrelating the signal from the systematics, we then
remove the stellar variability. Mamajek et al. (2012) find that the J1407 light
curve shows a variability of approximately 3.21 d in the SuperWASP data,
as expected from rotational modulation of star spots and a young star of∼
16 Myr. Since this variability is independent of the transit signal, removing
this signal is required for subsequent analysis.
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Figure 6.5: J1407 transit light curve as recorded by SuperWASP in 2007, corrected for systematics and stellar variability, binned in 15 min
bins for clarity. Data are taken during the local night, daytime shows up as gaps. The eclipse midpoint is at approximately MHJD 54 222
and lasts at least 54 d with roughly symmetrical ingress and egress but asymmetry in the nightly variation. Top: overview of all of 2007.
Bottom: zoom in on fine-structure during transit, with inflection points marked with vertical dotted lines.
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First we investigate the stellar variability for each of the three seasons,
2006, 2007, and 2008. We use phase dispersion minimisation with a
variable-period sinusoid as a model and use the Nelder-Mead fitting algo-
rithm (Stellingwerf, 1978; Nelder & Mead, 1965). Our analysis shows that
the best fitting periods and their amplitudes differ significantly from year
to year (see Table 6.1). Furthermore, the amplitude of the variability is sig-
nificantly less during the eclipse year 2007 than in the other years.
Initially we fit the variability for the 2006 and 2008 data with a constant
period and interpolated this to the 2007 data. However, this interpolated
fit mismatches the 2007 data in both phase and amplitude, it appears the
period is not constant enough for such interpolation. To mitigate this, we
fit the stellar variability using the light curve just before and after the tran-
sit in 2007, i.e. before MHJD 54 197 and after 54 255 where we verified by
eye that little to no transit signal is present, by plotting the wrapped light
curve and increasing the window size until a suitable window was found.
Although additionally fitting the 2006 and 2008 data better constrains this
variability, this requires modelling of stellar variability outside the scope
of this paper.
For the out of transit 2007 data, we find a period of 3.2011 ± 0.0002 d.
The phase folded light curve for this stellar variability period is shown
in Fig. 6.4. Using the best fitting sinusoid we detrend the 2007 signal of
interest as to remove the stellar variability.
The de-correlated and de-trended light curve for 2007 is depicted in
Fig. 6.5, the top panel shows the whole year while the bottom panel shows
25 d around the approximate eclipse mid point MHJD 54 222 Ingress and
egress show a similar trend of linearly decreasing opacity away from the
eclipse mid point, but the nightly structure is very different from night to
night.
6.3 Revised Stellar Parameters
Mamajek et al. (2012) presented estimated stellar parameters for J1407.
Here we present updated stellar parameters based on slightly revised as-
trometry and assumed intrinsic stellar colors and temperature.
Using the revised proper motion for J1407 from the UCAC4 catalog
(Zacharias et al., 2013, ; UCAC4 252-062736) and the space motion and con-
vergent point solution for the Upper Centaurus-Lupus (UCL) subgroup
from Chen et al. (2011), we estimate a revised (predicted) kinematic dis-
tance of 133±12 pc (𝜛 = 7.49± 0.65 mas). This is consistent with the mean
distance to the UCL subgroup from de Zeeuw et al. (1999): 140 pc.
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Pecaut & Mamajek (2013) presented a revised sequence of intrinsic optical-
infrared colors, effective temperature (𝑇eff), and bolometric corrections as
a function of spectral type for pre-main sequence (pre-MS) stars. Adopt-
ing the spectral type of K5±1 from Mamajek et al. (2012), and the intrin-
sic properties of K5 pre-MS stars from Pecaut & Mamajek (2013), we es-
timate slightly revised stellar parameters: 𝑇eff = 4140 K and 𝐵𝐶 ≃
1.58 ± 0.06 mag. Using the revised intrinsic colors for K5 pre-MS stars, and
the𝐵𝑉𝐽𝐻𝐾 photometry for J1407 compiled in Mamajek et al. (2012), we es-
timate that the star is statistically consistent with being unreddened, but
adopt extinction 𝐴 = 0.02± 0.02 (𝐴 = 0.06± 0.06 mag). Combining the
revised extinction, parallax, and bolometric magnitude with the 2MASS
J magnitude, we estimate the following parameters: 𝑓bol = (6.09± 0.38)
∼ 10 W m , 𝑚bol = 11.56± 0.07 mag, 𝑀bol = 5.93± 0.20 mag, log(𝐿/L⊙)
= -0.47± 0.08 dex. The slight change to the adopted 𝑇eff, and negligible
change to the luminosity, shifts the stellar radius slightly: 1.13 ± 0.14 R⊙.
In Table 6.3, we summarize the inferred isochronal ages and masses us-
ing grids of pre-MS modern evolutionary tracks and isochrones. The me-
dian mass (∼0.9 M⊙) has changed negligibly, however the cooler 𝑇eff has
moved the star from the radiative track to the Hayashi track, and produced
correspondingly younger isochronal ages (∼10± 3 Myr). The isochronal
ages of pre-MS K stars appear to be underestimated by nearly a factor
of two compared to ages derived from the main-sequence turnoff, main-
sequence turn-on, and Li depletion boundary ages (c.f. Pecaut et al., 2012;
Bell et al., 2013; Soderblom et al., 2014). We continue to adopt the mean
UCL age from Pecaut et al. (2012) (∼16 Myr) as representative for J1407, but
note that an age somewhere in the range of ∼5–20 Myr is possible. We
adopt a mass of 0.9 ± 0.1 M⊙ based on the HR diagram position of J1407,
noting that four of the five sets of pre-MS evolutionary tracks lead to in-
ferred masses closely bracketing ∼0.9 M⊙. However, we note that if the
inferred pre-MS isochronal ages may be in error by nearly a factor of∼2×,
then the true masses may be systematically off by tens of percent as well
(see e.g. Hillenbrand & White, 2004). At this point, we are not in a position
to be able to quantify the magnitude of any potential systematic error in
mass due to problems with the evolutionary tracks themselves.
In summary, the most significant change to the adopted parameters for
J1407 is that the estimate radius is about 18 per cent larger compared to Ma-
majek et al. (2012). We adopt these new values as compiled in Table 6.2 in
the following sections.
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𝜇 -24.3± 1.7 mas yr−1 1
𝜇 -19.4± 2.0 mas yr−1 1
𝐴 0.02± 0.02 mag 2
𝐴 0.06± 0.06 mag 2
Dist 133± 12 pc 2
𝑇eff 4140 K 2
log(𝐿/L⊙) -0.47± 0.08 dex 2
Age ∼16 Myr 3
Mass 0.9± 0.1 M⊙ 2
References: (1) Zacharias et al. (2013), (2)
this paper, (3) adopted UCL age from
Pecaut et al. (2012), see discussion in text.





Baraffe et al. (1998) 10 0.90
Siess et al. (2000) 12 0.88
Yi et al. (2003) 5 0.68
Dotter et al. (2008) 12 0.92
Paxton et al. (2011)1 9 0.87
1 Evolutionary tracks and isochrones
were generated using the MESA
evolutionary code (Paxton et al.,
2011), adopting the protosolar abun-
dances from Asplund et al. (2009)
(J. Strumpf, priv. comm.).
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Figure 6.6: Eclipse geometry for an opaque ring crossing the star. In this scenario,
no material is in front of the star before the ring arrives.
6.4 Ring model
After successfully removing instrument systematics and stellar variability,
we investigate the fine structure in the light curve. Here we quantitatively
investigate this to constrain the geometrical parameters of this system, by
modelling the changes in intensity as being due to the passage of a ring
edge across the disk of the central star. By measuring the gradient in the
light curve and assuming a diameter for the star, we can derive a lower
limit to the speed at which the occulting object is moving.
We model the eclipse geometry by assuming that an optically thick ring
moves in front of the stellar disk. The stellar disk is approximated with
a limb darkening model from Claret & Bloemen (2011b). We assume that
the ring is circular and azimuthally symmetric around J1407b, that the di-
ameter of the ring is much larger than the diameter of the star so that the
edge of the ring can be approximated as a straight line, and that the edge of
the ring is perpendicular to its direction of motion, as seen in Fig. 6.6. The
observed light curve gradient 𝑑𝐿/𝑑𝑡 is given by the rate at which the sur-
face of the star is eclipsed, multiplied with the mean intensity of the star
in the eclipsed area. Below we calculate light curve gradients for a limb
darkened star. These approximations then present a lower limit for the
relative velocity of the ring system - if the ring edge is not perpendicular
to the direction of motion, then the ring velocity will be higher for a given
𝑑𝐿/𝑑𝑡. To explain the data, we require gradients in the light curve of up to
3 L⋆ d−1.
For our analysis, we use a linear limb darkening law from Claret & Bloe-
men (2011b):
𝐼(𝜇) = 1 − 𝑢(1 − 𝜇), (6.5)
with 𝑢 is the limb darkening coefficient, 𝜇 = cos(𝛾), where 𝛾 is the angle
between the line of sight and the surface normal. For stars such as J1407
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(𝑇eff ∼ 4500 K, log 𝑔 ∼ 4.4, [Fe/H] ∼ 0), Claret & Bloemen (2011b) find limb
darkening coefficient 𝑢 = 0.80 ± 0.05 in the SuperWASP band. We rewrite
𝜇 as linear coordinate 𝑟 = 1 − 𝜇 from 0 at the centre of the disk to 1 at
the limb to yield:
𝐼(𝑟) = 1 − 𝑢(1 − 1 − 𝑟 ). (6.6)
The flux in a small vertical strip of width 𝑑𝑥 at the centre of the stellar disk
is then given by
𝐹strip = 𝑑𝑥 𝐼(𝑟/𝑅)𝑑𝑟
= 𝑑𝑥 2𝑅(1 − 𝑢 + π𝑢4 ), (6.7)
while the total flux is given by
𝐹total = 2π𝑟 𝐼(𝑟/𝑅)𝑑𝑟
= 16 𝑅 π(6 − 2𝑢), (6.8)
with 𝑅 the stellar radius. The maximum light curve gradient is then given
by the ratio of these, divided by the time 𝑑𝑡 it takes to cross distance 𝑑𝑥,
multiplied by the total stellar luminosity
𝑑𝐿





We can rewrite this to obtain the implied speed for a given gradient as
𝑑𝑥
𝑑𝑡 min = ?̇? 𝑅 π
2𝑢 − 6
12 − 12𝑢 + 3π𝑢




where 𝑣 = 𝑑𝑥/𝑑𝑡 is the speed of the ring with respect to the star.
We now assume that J1407b is in a circular Kepler orbit around the central
star with velocity 𝑣 and semi-major axis 𝑎:
𝑎 = 𝐺𝑀/𝑣
≈ 8.0 AU 𝑀0.9 M⊙
𝑣
10 km s−1 , (6.11)
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and a disk diameter of





10 km s−1 . (6.12)
Equation (6.12) is equivalent to Eqn. 10 in Mamajek et al. (2012), although
the authors missed a factor π in their equation. We can express the ra-
dius of the disk as a fraction of the Hill radius 𝑟H ≡ 𝑎(𝜇/3) / , with
𝜇 = 𝑚2/(𝑚1 +𝑚2) as
𝑟
𝑟H














To measure the light curve gradient for J1407, we fit straight lines
to manually selected windows with constant gradient. An overview of the
light curve is shown in Fig. 6.7, where straight line fits are plotted over the
data. The top panel shows the light curve during the transit and each panel
below shows one night of data. We plot the measured light curve gradients
in Fig. 6.8.
6.5 Results
A wealth of fine structure becomes visible in the light curve (Fig. 6.5 and
Fig. 6.7). By decorrelating against reference stars we ensure these are not
randomly occurring systematic effects, but are due to J1407. Removing the
stellar variability further improves the photometry.
The light curve shows strong gradients of up to 3 L⋆ d−1, which means that
the eclipsing agent has a speed to occult the star in roughly 1/3 of a day.
Furthermore, we find a myriad of fine structures in the light curve, with
at least 24 inflection points on ingress, and 16 on egress (see Table 6.4 and
Fig. 6.7), and changes of at 15 per cent or more in flux in 6 nights. Some in-
flection points are directly observed in the nightly data, whilst others are
implied by a mismatch in photometric observations between consecutive
observation windows, implying an unseen change in light curve gradient.
These inflection points indicate the presence of at least 24 different rings
in the J1407b system. This ring structure is tentative indication of the pres-
ence of shepherding moons, without which the ring structure would be
smeared out radially on short dynamical timescales.
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Figure 6.7: Detailed plot of the J1407 light curve during the transit. Top: overview
of the light curve. Bottom: nightly light curve for 28 nights during the transit, in-
dicated in the upper panel by triangles. The straight line fits are plotted over the
data, a solid line is the window used for the fit, a dotted line is extrapolated. The
y-ticks are spaced at 0.2 AU (as in the top panel) and x-ticks at 0.1 d.
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Figure 6.8: Light curve gradients and derived system parameters for circular orbits.
Top-left: light curve gradients during the transit, top-right: disk speeds and radii,
bottom-left: semi major axes, bottom-right: disk radius over Hill radius, assuming
2 50 MJ. The transit mid point is approximately at MHJD 54 222. Filled circles
are positive gradients (i.e. increasing flux), open circles represent negative gradi-
ents. The hatched area represents data incompatible with the minimum period of
2.3 yr (lower-left and top-right) or data that predict disks larger than the Hill radius
(lower-right).
Given the light curve gradients we measure and an estimate of the diame-
ter of the star, we can compute the physical speed and diameter of the ring
system. Using 𝑅 = 1.13 ± 0.14 R⊙, 𝑀 = 0.9 ± 0.1 M⊙, 𝑡eclipse = 54 d (Mama-
jek et al., 2012), and 𝑢 = 0.80 ± 0.05 (Claret & Bloemen, 2011b) gives the
results shown in Fig. 6.8. The error bars are dominated by the 16 per cent
error in the radius, an improved estimate for this would better constrain
the disk parameters.
Most nights have <15 km s−1 occultation speeds, but two nights during
ingress have exceptionally high speeds. These gradients are 1.7 and 3.0
L⋆ d−1, which correspond to 22 ± 3 to 38 ± 5 km s−1, respectively. While the
first night is compatible with the 21.7 km s−1 upper limit found by Mamajek
et al. (2012), the second night is not. Additionally, the highest speeds com-
bined with the 54 d transit time yield a disk radius of 0.3 AU and 0.6 AU,
respectively.
Furthermore, we observe significant change in gradients on the timescale
of hours in the data, for example during nights −16, −15, −14, −11, 10 and
11 in Fig. 6.7, showing inflection points where the gradient changes. This
ratio of the variability timescale of an hour over half the transit duration of
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Ring model light curve
Figure 6.9: Example ring system model light curve corresponding to the geometry
shown in Fig. 6.10. The top panel shows the data (black dots) with the model (solid
line), the bottom panel shows the residuals of this fit. With 150 rings, the light curve
variability can be accounted for, including the steep gradients in some nights. The
dashed vertical line indicates the center of the ring system.
54 d implies an aspect ratio of the disk of ℎ/𝑟 ≈ 0.0015, confirming earlier
findings by Mamajek et al. (2012).
6.6 Initial ring fitting
After removing instrument systematics and de-trending the signal from
stellar variability, we fit a toy ring model to the light curve. The ring sys-
tem is modeled as a infinitely thin, filled disk with radius 𝑅disk consisting
of 𝑁, equal-width rings each with linear transmission 𝑇 between 0 and 1.
This ring system is rotated under inclination 𝑖 and azimuth𝜙 to match the
unknown geometry of the target system. The center of the ring system is
located at 𝑡0, the star with diameter 𝑑s impacts at 𝑏. The stellar diameter
and impact parameter are expressed in days to match the observational
data. A best-fitting ring model (detailed below) is shown in Fig. 6.10.
From this ring model we crop out a horizontal section across the full width
of the system with the height of the stellar diameter 𝑑 , which in these
units is on the order of 0.2 d (see Fig. 6.10). We digitize this section of the
model at a resolution of 50 pix d−1 and set the pixel values to the transmis-
sion 𝑇 of the ring at that position. We then compute the simulated light
curve by convolving the horizontal section with a stellar profile with unit
integrated intensity.
A model with fixed radius and number of rings is then fit to the data, us-
ing a Nelder-Mead algorithm for all parameters except the ring opacities
which are fit using least squares minimisation. The fitting is nested this
way because the ring transmissions have a clear optimum value, as op-
posed to the system orientation. Using least-squares fit where possible
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Figure 6.10: Example ring system with 150 rings of variable transmission (indicated
by grayscale) extending up to 25 d out on either side of the eclipse mid point rotated
under inclination 0.83 rad and azimuth 2.4 rad with stellar impact param-
eter 2.6 d. The stellar path across the ring system is indicated by the dashed
horizontal line. Note that this model is one possible fit, but is by no means unique.
The associated light curve is shown in Fig. 6.9.
speeds up the fitting significantly, allowing more rings to be fit in the same
time.
We find that using 150 rings for the 25 days around the eclipse mid point
gives a satisfactory of the light curve up to the hourly variability, as shown
in Fig. 6.10. This best-fitting model is by no means unique, this is only
one possible ring model. The sparsity of the data makes ring matching
between ingress and egress difficult. Nonetheless, this fit indicates that a
ring model is compatible with the data. Future work should include model
constraints imposed by resonant gaps introduced by moons as well as a
more thorough analysis of the parameter space.
6.7 Discussion
The minimum speeds derived only from the light curve gradients, stellar
radius and limb darkening are incompatible with both the minimum pe-
riod of 2.3 yr found by Mamajek et al. (2012), in spite of the large uncertain-
ties on stellar properties. Also using the stellar mass and a secondary mass
upper limit of 50 MJ (Kenworthy, priv. comm.), the disk is also overfilling
the Hill radius for the largest minimum speed. Here we briefly consider
two scenarios that could mitigate these problems, the first being an ellip-






















Figure 6.11: Secondary mass for disk Hill in MJ (solid lines) and maximum or-
bital speed in m s−1 (dashed lines), both as function of period and eccentricity. For a
given secondary mass (solid line), the area below the line is allowed: in those cases
the eccentricity is less, giving a larger minimum separation and thus a larger Hill
radius, thus fitting in the disk. For a given speed (dashed line), the area above the
curve is allowed: in those cases the eccentricity is higher and thus the maximum
speed is larger. For the highest speed calculated from the light curve gradients
there is no region compatible with stable rings given that the secondary mass is
limited to 50 MJ. The second highest speed could be explained by ellipticity with
a 3 yr orbit, or with a secondary mass of 25 MJ above that.
Ellipsoidal orbits for J1407b
An ellipsoidal orbit would allow for larger periastron speeds and explain
the anomalous velocities implied in the data, however these are not fast
enough to explain the observations. For a Kepler orbit with period 𝑃 and








These speeds are plotted as dashed lines in Fig. 6.11. This maximum speed
combined with the transit duration of 54 d gives a disk radius. Additionally,





(1 − 𝑒). (6.15)
We then solve 𝑅disk = 𝑅Hill using Eqs. (6.12)–(6.15) for 𝑚2, plotted as solid
lines in Fig. 6.11. Since the secondary mass is less than 50 MJ (Kenworthy,
priv. comm.), ellipticity alone cannot explain the speeds derived from the
observed gradients.
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Figure 6.12: Geometry of a clump in a circular orbit around J1407b eclipsing the
star. In this case, the speed of the disk with respect to the star ( ring) vectorially
adds to the speed of the clump in the ring ( clump). Outer rings are not shown for
clarity.
Azimuthal structure in the rings
If there is non-radial structure in the ring, e.g. a bar or clumps in the ring,
this could give rise to an increased gradient 𝑑𝐿/𝑑𝑡. Such radial structures
(‘spokes’) have been observed in the B-rings of Saturn (Smith et al., 1982).
With azimuthal density structures in the ring, these could vectorially add
to the observed light curve gradient, as shown in Fig. 6.12. The night show-
ing the highest light curve gradient is at approximately 14 days before the
eclipse mid point. Assuming 𝑚2 = 50 MJ and 𝑃 = 3.5 yr (Kenworthy, priv.
comm.), this would give an orbital speed of the planet of 𝑣ring = 19 km s−1
such that the ring distance would be at 19 km s−1 × 14 d = 0.15 AU. For this
radius, the ring would rotate at a speed of 𝑣clump = 17 km s−1 which in total
would yield a occulting speed of 36 km s−1, compatible with the observa-
tions.
Forward scattering
A third option is that the observed gradient is a combination of the gra-
dient from a ring eclipsing edge added with an additional gradient due
to forward scattering from the particles making up the ring wall. Such
forward scattering is seen and modelled in Fomalhaut’s debris disk (Kalas
et al., 2005) and in the light curve produced by a disintegrating exoplanet
KIC 12557548 b (Rappaport et al., 2012; Brogi et al., 2012). Since we do not
know the thickness of the disk and a unique ring geometry, we do not carry




We have reduced the SuperWASP extracted photometric flux data for J1407
using an ensemble of photometrically quiet nearby reference stars to re-
move systematic effect in the data, and detrended for stellar variability,
showing an improvement over the raw flux as well as the automatically re-
duced flux pipeline outputs. We find a periodicity of approximately 3.2 d
for the different observation seasons, with significant differences between
the seasons. We attribute the difference in observed rotational periods due
to the change in the mean latitudinal position of star spots on the surface
of J1407 and the differential rotation of the stellar atmosphere.
With the new photometry, we have investigated the nightly structure in
the light curve during transit and find strong gradients of up to ∼3 L⋆ per
day. Furthermore, we find a myriad of fine structures in the light curve,
which we explain with the transit of a ring system orbiting around J1407b
and we identify at least 24 different rings. Given that for a disk alone this
structure would be radially smeared out by internal disk interactions on
short dynamical timescales, this is indicative of the presence of shepherd-
ing exomoons.
We constructed a toy ring model to fit the light curve data and find a good
fit can be obtained using 150 rings when using the inner 25 d of light curve
around the eclipse mid point. Although we stress that this solution is by no
means unique, it does indicate that a ring model can be compatible with
the data. An improved model is required as well as a more thorough search
through the parameter space for better understanding of the system.
Using a simple model of a limb-darkened star, we calculate the minimum
transit speed implied by the observed light curve gradients. We find that
these minimum speeds are incompatible with the analysis by Mamajek
et al. (2012) who find a minimum period of 2.3 yr. Although an elliptic orbit
could alleviate this problem to some extent, it cannot completely explain
the largest gradients in the light curve. We propose sub-structure in the
rings in forms of clumps (appearing as “spokes”) as a plausible explanation
for the observed gradients.
Further observations to constrain the orbital period and mass of J1407 are
required to better understand this system. ALMA is capable of directly
detecting rings down to 0.8 Mmoon masses (as estimated by Mamajek et al.
(2012)) in a few hours, and its spatial resolution would enable a unique
confirmation of the bound orbit of J1407b around J1407. Several small tele-
scopes are currently monitoring for the beginning of the next eclipse, and
an intensive monitoring campaign to cover the duration of the 60 d eclipse
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Table 6.4: Inflection points in the J1407 light curve gradient indicative of opacity
change. Each inflection point indicates a change in gradient, which in turn implies
change in opacity, and thus a new ring beginning to transit the star. Time is shown
in MHJD 54 222. The numbers marked with an asterisk are approximate, indicat-
ing the presence of an inflexion point during daylight hours but whose presence




−52.5* −15.15 −9.5* 5.5* 11.02
−51.5* −15 −8.97 8.5* 11.5*
−23.5* −14.5* −8.5* 8.77 14.5*
−22.5* −14.15 −7.5* 9.5* 15.5*
−21.5* −13.5* −7.08 9.83 17.5*
−16.5* −12.5* −6.5* 9.99 24.5*
−16.155 −11.13 −6.17 10.5* 31.5*
−15.5* −10.5* −5.5* 10.86 32.5*
would give an unprecedented opportunity for the resolved study of a pro-
toplanetary ring system outside our Solar system. Spectroscopy over a
broad range of wavelengths can characterise the density and composition
of the rings, providing new insight into their formation and origins. The
high rotational of the star, combined with high resolution spectroscopy,
leads to the exciting possibility of observing the Rossiter-McLaughlin ef-
fect (Rossiter, 1924; McLaughlin, 1924) as the ring edges transit the stellar
disk and a subsequent increase in spatial resolution in the ring structure.
Initial modelling efforts by our group show that a continuous time cover-
age using multiple telescopes spread over different latitudes will be essen-
tial in constraining the system and determining the ring geometry present
there.
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Table 6.5: Measured light curve gradients greater than 0.1 d−1 and derived circular
orbital speed. Time is shown in MHJD 54 222.
Time Gradient Speed Time Gradient Speed
[d] [d−1] [km s−1] [d] [d−1] [km s−1]
−52.00 −0.16(2) −2.0(3) −7.12 −0.86(7) −11(2)
−23.10 −0.16(2) −2.1(4) −6.96 0.87(2) 11(1)
−22.92 −0.41(3) −5.2(7) −6.23 −0.9(1) −11(2)
−22.02 0.270(9) 3.4(4) −6.04 0.17(1) 2.1(3)
−19.10 0.16(3) 2.0(4) 7.97 0.33(4) 4.2(7)
−16.19 −0.97(6) −12(2) 8.75 0.63(6) 8(1)
−16.09 0.62(7) 8(1) 9.75 0.32(5) 4.0(8)
−15.05 −1.19(4) −15(2) 9.93 −0.87(3) −11(1)
−14.91 1.72(4) 22(3) 10.05 −0.26(7) −3(1)
−14.19 −0.32(4) −4.0(7) 10.77 −0.58(3) −7(1)
−14.04 3.04(6) 38(5) 10.94 0.36(2) 4.6(6)
−11.19 0.52(5) 7(1) 11.06 1.09(9) 14(2)
−10.97 −0.52(1) −6.6(8) 14.90 −0.15(1) −1.9(3)
−10.18 −0.54(3) −6.8(9) 16.82 −0.19(2) −2.4(4)
−9.98 −0.27(1) −3.5(5) 23.77 0.88(5) 11(2)
−9.04 −0.57(3) −7(1) 30.85 −0.28(3) −3.5(6)
−8.90 0.66(6) 8(1) 31.88 −0.14(3) −1.7(4)
−8.12 −0.87(2) −11(1) 42.80 −0.22(2) −2.8(4)
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Als je ergens naar kijkt, maken je ogen daar een afbeelding van op je netvlies. Je
netvlies zet het licht om in elektrische signalen, en je hersenen interpreteren dit2
zodat je je bewust wordt van waar je naar kijkt en je ziet. Als je ogen het licht niet
goed op je netvlies concentreren is de afbeelding wazig, en zie je niet scherp. In dat
geval kan een bril helpen om beter te kunnen zien.
Verstoringen komen niet alleen voor bij onze ogen, ook telescopen en micro-
scopen hebben soms dit soort problemen. Een bekend voorbeeld is de Hubble-
ruimtetelescoop, waar na de lancering bleek dat de hoofdspiegel een afwijking had
waardoor de afbeeldingen wazig waren. Dit probleem is tijdens een reparatiemis-
sie verholpen door een corrigerende ‘bril’ te installeren.
Bij de Hubble-telescoop kwam de storing door het instrument zelf, maar dit is niet
altijd het geval. Wanneer je ’s nachts vanaf de Aarde naar sterren kijkt kan je ze (bij
onbewolkt weer) zien fonkelen. Dit komt niet door je ogen of de ster, maar door
de Aardse atmosfeer. Dit fenomeen heet astronomisch zicht (van het Engelse astro-
nomical seeing) en verandert sterk met de tijd, zoals te zien is bij het fonkelen van
sterren. Een ander voorbeeld doet zich voor in microscopie, waar niet de atmosfeer
maar het te bestuderen monster het licht verstoort.
De oorzaak van deze externe verstoring is in beide gevallen een medium met va-
riërende brekingsindex. Normaal gesproken reist licht in een rechte lijn en heeft
het een vlak golffront, maar op overgangen waar de brekingsindex verandert is dit
niet altijd zo. Dit effect is goed te zien bij een rietje in een glas water, het lijkt ge-
broken bij het wateroppervlak. Ook als je door het wateroppervlak naar de bodem
van een zwembad kijkt zie je het tegeltjespatroon vervormd; hoe meer het water
golft, hoe sterker de vervorming. Dit effect is te zien in Figuur 1.
Het gevolg hiervan is dat afbeeldingen door deze verstoringen minder scherp zijn,
waardoor je minder details kunt zien dan je zou willen. Dit is een probleem als je
kleine details wilt zien, zoals planeten die om verre sterren draaien, of organellen
in cellen. Één oplossing hiervoor is om telescopen vanuit de ruimte te laten waar-
2Je netvlies interpreteert en comprimeert de signalen al vóór ze naar je hersenen gaan.
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Figuur 1: Een forel onder water, waarbij de staart uit elkaar gerekt lijkt. Dit is echter
een verstoring veroorzaakt door het golvende wateroppervlak. Bron: Andrew Kirk.
nemen, en er zijn inderdaad ook veel satellieten die dit doen, maar dit is niet altijd
mogelijk. Een andere oplossing is om de aberraties optisch te corrigeren.
Adaptieve optiek
Bij zowel telescopen als microscopen is er ook een inhomogeen medium dat het
golffront verstoort, waardoor de afbeelding wazig wordt. In het eerste geval is dit
de atmosfeer, waar lucht met verschillende temperatuur turbulent mengt waar-
door er bellen ontstaan van lucht met een andere temperatuur dan de omgeving.
Omdat brekingsindex afhangt van temperatuur wordt het licht hierdoor verstoord.
In het tweede geval komt dit door de te bestuderen (biologische) monsters, waar
de brekingsindex van verschillende delen van een cel ook varieert; de opperhuid
heeft bijvoorbeeld een andere brekingsindex dan de lederhuid. In beide gevallen
treedt er ongewenste verstoring van het licht op die afbeeldingen waziger maken.
In de jaren zestig werd door Babcock al gespeculeerd over een mogelijk oplossing
voor dit probleem door de verstoring te meten en vervolgens de tegenovergestelde
storing als correctie toe te passen. Dit kan door vervormbare spiegels te gebruiken,
die bestaan uit een flexibel membraan waarop een spiegelende laag is aangebracht,
zoals zilver of goud. Door aan de achterkant van dit membraan op verschillende
plekken te trekken en te duwen kan de spiegel de gewenste vorm aannemen en de
verstoring corrigeren. Adaptieve optiek, zoals deze methode wordt genoemd, wordt
al ruim twintig jaar succesvol toegepast op verschillende telescopen, maar vindt
het laatste decennium ook elders toepassingen, onder andere in oogheelkunde,








inkomend licht gecorrigeerd licht
vervormbare spiegel
Figuur 2: Links: aberraties veroorzaakt door een verstorend medium, bijvoorbeeld
de atmosfeer. Het vlakke golffront komt van boven binnen, reist door een inho-
mogeen medium, en komt er vervolgens verstoord uit. De parameters 0 en 0
geven respectievelijk de typische lengte- en tijdschalen weer van de verstoring.
Rechts: correctie van zo een golffrontverstoring met een vervormbare spiegel. Het
verstoorde licht komt binnen (linksboven) en reflecteert tegen de spiegel die zoda-






Figuur 3: Een schematisch voorbeeld van een scannende microscoop. De nabij-
infrarode laser (NIR laser) vormt een brandpunt op het beeldvlak in het monster,
waar het fluoresceert. Dit licht wordt gescheiden door een kleurenfilter (chromati-
sche bundelsplitser, CBS) en vervolgens wordt het gemeten met een fotonenteller
(PMT). Door het brandpunt over een raster door het monster te bewegen en syn-
chroon de fluorescentie te meten kun je een 3-dimensionale afbeelding maken.
Het eerste deel van dit proefschrift gaat over de implementatie van adaptieve op-
tiek in een zogenaamde scannende microscoop. Dit type microscoop werkt door
middel van een laserbundel die in een monster wordt geconcentreerd. In het
brandpunt van de laserbundel ontstaat fluorescentie dat informatie geeft over de
bestanddelen van het te bestuderen monster. De fluorescentie wordt op basis van
de golflengte gescheiden van het laserlicht en de intensiteit wordt gemeten. Ver-
volgens wordt de bundel op een net iets andere plek gericht en wordt er opnieuw
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gemeten. Door zowel de positie van het brandpunt als de fluorescentieintensiteit
te meten is het nu mogelijk om een afbeelding te maken met voor elke meting een
pixel (zie Figuur 3).
Deel I: adaptieve microscopie
Hoofdstuk 3: golffront meting
Om een golffrontfout te corrigeren moet deze eerst gemeten worden. In hoofd-
stuk 3 hebben we hiervoor een methode ontwikkeld en getest. De truc is hierbij om
alleen licht te selecteren wat uit een klein volume terugreflecteert uit een monster,
zonder dat er ander licht op de camera valt dat meting verstoort. Om dit te bereiken
interfereren we het teruggereflecteerde licht met een referentiebundel met gelijke
padlengte. Omdat we een gepulste laser gebruiken, interfereert alleen het licht uit
een dunne laag van enkele tientallen micrometers. Door een helling in de fase van
de referentiebundel aan te brengen ontstaat er een karakteristiek interferentiepa-
troon op de camera. Dit specifieke patroon stelt ons in staat om tegelijkertijd het
verstoorde licht te isoleren en tegelijkertijd de verstoring van dit licht te meten.
We hebben deze methode in in hardware en software geïmplementeerd en getest
op biologische monsters; een specifiek type kankercel dat vaak gebruikt wordt bij
onderzoek, en collageen uit de staart van een rat. In beide gevallen lukte het om
een golffront fout te meten en vervolgens te corrigeren. Het prototype dat we ge-
ïmplementeerd hebben kan als leidraad dienen voor toekomstige systemen.
Hoofdstuk 4: sensorloze correctie
In plaats van de golffront fout direct te meten, is het ook mogelijk om verschillende
correcties toe te passen en analyseren welke de beste afbeelding oplevert. Door te
onthouden welke correctie de beste afbeelding oplevert wordt elke iteratie beter.
Voor deze methode is geen aparte golffrontsensor nodig waardoor het eenvoudi-
ger is toe te passen, alhoewel er meer metingen nodig zijn waardoor de correctie
langer duurt. Om dit te versnellen bestaan er model-gebaseerde algoritmes wel-
ke informatie gebruiken over hoe de verstoringen de beeldkwaliteit beïnvloeden.
Deze algoritmes hebben typisch iteraties nodig voor correcties, waarbij af-
hangt van de mate van correctie (het aantal vrijheidsgraden van een vervormbare
spiegel, bijvoorbeeld) en algoritmespecifiek is, en typisch ongeveer 2 tot 5 is.
In hoofdstuk 4 hebben we een model-gebaseerde methode ontwikkeld met ro-
buuste kalibratie en die een factor twee minder iteraties nodig heeft. Door rand-
voorwaarden te stellen aan het model dat we aan de data fitten zorgen we ervoor
dat ruis minder invloed heeft op de kalibratie. Daarnaast gebruikt deze metho-
de meer informatie van het model zodat de aberratiecorrectie sneller is en slechts
iteraties nodig heeft.
We hebben ook deze methode geïmplementeerd en getest op collageen geëxtra-
heerd uit een rattenstaart. De kalibratiemethode werkt robuust en levert consis-
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tente resultaten op. Deze kalibratie hebben we vervolgens gebruikt om de kwaliteit
van het correctie algoritme te testen, welke met een geschikt model Daarnaast heb-
ben het model gemeten op verschillende plekken in het monster, waaruit bleek dat
het mogelijk varieert. Deze variatie is relevant voor de toepasbaarheid van model-
gebaseerde algoritmes, en kan dienen als input voor toekomstige algoritmes waar




Totdat de andere planeten in ons zonnestelsel werden ontdekt, bezat Aarde een
unieke positie. Deze ontdekking plaatste de positie van de Aarde in context, waar-
door ze haar unieke plek verloor. Lange tijd waren er alleen planeten bekend bin-
nen ons zonnestelsel, totdat ongeveer 20 jaar geleden de eerste planeet daarbuiten
werd ontdekt, een zogenaamde exoplaneet. Opnieuw werd hierdoor de plaats van
de Aarde in perspectief geplaatst.
De eerste exoplaneten zijn gedetecteerd met indirecte methoden, waarbij wordt
gekeken naar (periodieke) variatie van sterreneigenschappen. Planeten trekken
een beetje aan sterren terwijl ze hier omheen draaien, waardoor de ster een klein
beetje beweegt. Omdat de sterren veel zwaarder zijn bewegen ze niet zo veel als de
planeet, maar toch is dit te detecteren als je goed kijkt. Door deze detectiemetho-
de op grote schaal toe te passen zijn er inmiddels meer dan duizend exoplaneten
bekend, met nog duizenden meer waarvan nog niet zeker is of het planeten betreft.
De reden dat het honderden jaren duurde voor de ontdekking van planeten buiten
ons zonnestelsel is dat het technisch erg ingewikkeld is om deze objecten waar te
nemen. Het contrast in helderheid tussen exoplaneten en de ster waar ze omheen
draaien is ongeveer 9 tot 10 ordes van grootte in het geval van Jupiter en de Aarde.
Omdat planeten verder vaak dicht bij hun ster staan, is het extra lastig om zulke
zwakke objecten naast hun heldere sterren te onderscheiden. Om deze reden zijn















Figuur 4: Een illustratie van een planeetovergang (boven) met bijbehorende sche-
matische lichtcurve (onder), waarbij verschillende relevante gebeurtenissen zijn
gemarkeerd. A geeft de situatie weer waar de planeet de ster nog niet afdekt, hier
is de helderheid maximaal. B geeft de intrede van de overgang aan, waar de pla-
neet voor het eerst sterlicht blokkeert, en waar de helderheid het sterkst afneemt.
C geeft de maximale sterlichtvermindering aan in het midden van de organg. De
impactparameter is aangegeven met b, en de kleurgradient geeft de randverduis-
tering van de ster weer.
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Een andere indirecte detectiemethode dan hierboven beschreven is door op zoek
te gaan naar planeten die een overgang over hun ster maken. Als de planeetbaan
precies op onze gezichtslijn ligt, passeert de planeet elke rotatie een keer tussen ons
en de ster door, waardoor de helderheid van de ster een beetje af lijkt te nemen.
Vanaf de Aarde ziet dat er uit als een puntbron die periodiek een beetje afneemt in
helderheid. Ondanks dat de kans op zulke planeetbanen niet zo groot is3, kun je dit
compenseren door heel veel sterren tegelijkertijd waar te nemen. Daarnaast heb-
ben dat planeten die dicht bij hun ster staan en een korte omlooptijd hebben een
grotere kans hebben om waargenomen te worden, en veel van de op deze manier
ontdekte exoplaneten hebben inderdaad ook een korte omlooptijd.
Figuur 4 geeft een schematische afbeelding van een planeetovergang. In deze fi-
guur zijn verschillende details aangegeven, A geeft de situatie aan waar nog geen
afname in helderheid van de ster te zien is, B geeft de intrede aan wanneer de pla-
neet voor het eerste de ster begint af te dekken en de helderheid afneemt, en C geeft
het midden van de overgang aan waar de helderheid het laagst is. Verder geeft b
in dit figuur de impactparameter aan, dat wil zeggen hoe ver van het midden de
planeet over de ster lijkt te gaan. De hoeveelheid licht die wordt geblokkeerd door
de planeet hangt af van de grootte van de planeet relatief ten opzichte van de ster;
hoe meer steroppervlak wordt afgedekt hoe meer de helderheid afneemt. Al deze
parameters beïnvloeden hoe de helderheid als functie van tijd – de lichtcurve – er
uit ziet. Het omgekeerde is voor wetenschappers relevant: de specifieke vorm van
de lichtcurve geeft informatie over de planeet(baan).
Zoals uitgelegd is het belangrijk om veel sterren waar te nemen om exoplaneet-
overgangen te detecteren. Twee instrumenten die dit doen zijn de Kepler satelliet
en het het grond-gebaseerde waarneemstation SuperWASP. Beiden meten conti-
nu de helderheid van honderdduizenden sterren. Omdat de satelliet Kepler in de
ruimte zweeft heeft deze als voordeel dat hij sterren dag en nacht kan waarnemen,
terwijl SuperWASP dat enkel ’s nachts kan als het weer dat toestaat. Hierdoor zijn
de SuperWASP data niet compleet, er wordt nooit overdag of bij bewolking waar-
genomen. Het voordeel van SuperWASP is daarentegen dat deze goedkoper is, hij
hoeft immers niet de ruimte in.
In het tweede deel van dit proefschrift hebben we twee exoplaneten onderzocht
welke zijn waargenomen via deze overgangsmethode. Een van deze exoplaneten
is waargenomen met Kepler, de andere met SuperWASP. Beide exoplaneten zijn op
hun eigen manier apart; het eerste betreft een planeet die onder invloed van haar
ster uiteenvalt terwijl het tweede een geraffineerd ringstelsel heeft dat doet denken
aan Saturnus.
3Ter illustratie: de kans dat je vanaf een willekeurige oriëntatie de Aarde over de Zon ziet
gaan is ongeveer 0.3 procent. De kans dat je dit bij Jupiter ziet is slechts 0.1 procent.
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Figuur 5: Links: Lichtcurve van de uiteenvallende planeet. Rechts: Een potentiële
oplossing van het ringsysteem.
Deel II: intrigerende exoplaneten
Hoofdstuk 5: een uiteenvallende planeet
De ster KIC 12557548 (hierna: KIC 1255), waargenomen met de Kepler satelliet, laat
elke 15.7 uur een afname van de helderheid zien typisch voor (onder andere) exop-
laneetovergangen. Wat echter uniek is aan dit object is dat de helderheidsafname
sterk varieert. Zoals hiervoor beschreven wordt de afname in helderheid bepaald
door de relatieve grootte van de planeet, een sterke variatie hierin impliceert dus
een significante verandering van de grootte van de planeet of ster. Beide scenario’s
zijn erg onwaarschijnlijk, en in het geval van KIC 1255 bleek er ook iets anders aan
de hand te zijn. Door het intense sterlicht verdampt deze planeet langzaam, waar-
door er gas- en stofwolken ontstaan. Dit proces is dynamisch waardoor er soms
grotere en soms kleinere stofwolken ontstaan wat de karakteristieke lichtcurve van
deze ster verklaart.
In hoofdstuk 5 onderzoeken we het gedrag van deze stofwolk en de processen die
daaraan ten grondslag liggen. Door gebruik te maken van bijna vier jaar aan Kepler
data kunnen we beter dan eerder de verandering van deze stofwolk bestuderen.
Door verschillende aspecten van de lichtcurve te kwantificeren en met elkaar te
vergelijken kunnen we zien dat de wolk binnen één rotatie helemaal anders is, wat
betekent dat het proces dat ten grondslag ligt aan het verdampen op tijdschalen
korter dan 16 uur werkt. Verder hebben we door middel van het fitten van een mo-
del aanwijzingen gevonden dat de wolk uit twee delen bestaat: een coma-achtige
schil om de planeet heen, en een ijle staart.
Hoofdstuk 6: Saturnus’ grote broer
Het tweede object betreft J140747.93 394542.6 (kortweg: J1407), een ster waargeno-
men met de SuperWASP telescoop. J1407 werd ontdekt tijdens routinematig onder-
zoek van een groep sterren, en bleek een merkwaardige lichtcurve te hebben. In
2007 is een verzwakking van het sterlicht waargenomen welke meer dan 50 dagen
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duurde. De maximale verzwakking op 29 april 2007 is meer dan 95 procent, en ge-
durende de dagen hiervoor en hierna is veel fijnstructuur te zien in de lichtcurve,
het signaal veranderde op schalen van uren met tientalen procenten. Deze struc-
tuur is bovendien min of meer symmetrisch rond het diepste punt. De combinatie
van deze eigenschappen lijkt erop te wijzen dat dit alleen door een overgang van
een object met een ringstelsel gevormd kan worden.
In hoofdstuk 6 hebben we de SuperWASP lichtcurve van dit object handmatig gere-
duceerd om een hogere nauwkeurigheid te bereiken dan de automatische metho-
de. Vervolgens hebben we een simpel model gemaakt dat de lichtcurve modelleert
van een planeet met ringstelsel dat tussen ons en een ster passeert. Via dit model
kunnen we verschillende eigenschappen over de planeet bepalen uit de helling
van de lichtcurve, zoals de snelheid van de planeet, de bijbehorende planeetbaan,
en hoe groot het ringstelsel moet zijn. Vervolgens hebben we een ander model ge-
maakt om uit te zoeken hoe het ringstelsel er uit zou moeten zien. We hebben dit
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