Abstract-We investigate maximum-likelihood (ML) sequence estimation for space-time block coded systems without assuming channel knowledge. The quadratic form of the ML receiver in this case does not readily lend itself to efficient implementation. However, under quasi-static channel conditions, the likelihood function reduces to a simple form similar to the classical correlation receiver in matrix notation. It also allows the development of a recursive expression that can be easily implemented by a Viterbi-type algorithm with a reasonable complexity. Although the receiver is suboptimum for the nonstatic case, its performance is close to the optimum for a range of signal-to-noise ratios.
I. INTRODUCTION
S PACE-TIME trellis coding was introduced in [1] as an effective transmit diversity technique to combat fading effects. Space-time trellis codes were designed for frequency-flat fading channels to achieve maximum diversity gain. However, for a fixed number of transmit antennas, their decoding complexity increases exponentially with the transmission rate. Space-time block coding (STBC) [2] , [3] was proposed as an attractive alternative to its trellis counterpart with a much lower decoding complexity. The pioneering works on space-time codes assume that perfect knowledge of the channel fading coefficients is available at the receiver. In a practical scenario, these coefficients must be estimated and then used in the detection process. The presence of channel estimation errors inevitably results in a performance degradation [4] . Furthermore, the sensitivity of STBC to channel estimation errors, which will be a main consideration in this letter, is quite high, since the imperfect channel estimates destroy the orthogonality imposed on the transmitted signals by popular block codes. In the literature, there has been a significant effort in the design of space-time coded systems which do not require explicit channel state information (CSI): a differential detection scheme by Tarokh and Seshadri [5] ; a joint channel estimation/data detection scheme by Tarokh et al. [6] ; a variant of the constant-modulus algorithm by Liu et al. [7] ; and the expectation-maximization (EM) algorithm-based iterative receiver by Li et al. [8] are some examples.
In this letter, we investigate maximum-likelihood (ML) sequence estimation for STBC systems without assuming channel knowledge. The form of the ML rule for time-varying channels in its original form does not lend itself to a practical implementation other than exhaustive search over all possible sequences. However, under quasi-static fading assumptions and the orthogonality structure of STBCs, the log-likelihood function reduces to a simple form which can be used over nonstatic channels as a suboptimal solution. The proposed receiver does not require any kind of channel knowledge and can be easily implemented by a Viterbi-type algorithm.
II. TRANSMISSION MODEL
A wireless communication scenario where the transmitter is equipped with antennas and the receiver is equipped with a single antenna is considered. However, the approach can be straightforwardly extended for the case when receiver diversity is employed. The binary data is mapped to a sequence of complex modulation symbols based on an STBC from the family of orthogonal designs [2] . An STBC is defined by a code matrix whose entries are linear combinations of the variables and their conjugates. Here, represents the number of time intervals for transmitting information symbols, resulting in a code rate . If it is assumed that an -phase-shift keying (PSK) signal constellation is used, the encoder takes bits and produces the constellation signals for each transmission. Setting in code matrix , the transmission matrix , which consists of the actual transmitted signals, is constructed. A specific element of , i.e., represents the signal transmitted from transmit antenna in time interval . The received signal at time is given as a superposition of transmitted signals (1) where denotes the symbol energy and are the independent samples of a zero-mean, complex, Gaussian random variable with variance .
denotes the complex fading gain from the th transmit antenna to the receive antenna in the th in-0090-6778/03$17.00 © 2003 IEEE terval. It is modeled as a complex Gaussian random variable with variance 0.5 per dimension, which leads to a Rayleigh fading channel. Furthermore, we assume that the fading processes of each transmit-receive antenna pair are independent. The receiver makes an observation of length , which should be chosen as a multiple of , based on the employed space-time block code. Defining the following vectors 1 the received sequence can be written as (2) where and .
III. ML RECEIVER
We investigate ML sequence estimation for STBC systems without assuming channel knowledge over time-varying and quasistatic channels.
A. Non-Static Channel
The probability density function (pdf) of conditioned on is given as (3) where denotes the determinant operation. is the autocorrelation matrix of conditioned on , and is given as (4) where is the autocorrelation matrix of and is an identity matrix of dimension . Based on (3), it can be easily shown that the ML rule is obtained as (5) The direct calculation and comparison of (5) requires an exhaustive search over all possible sequences. Due to an exponentially growing computational complexity, it is impractical, especially for large sequence lengths. Furthermore, since the argument of the determinant term in (5) is data-sequence dependent, it is not possible to derive a recursive expression directly from this rule. It is worth mentioning that an indirect approach, similar to [9] , is possible to derive also for the multiantenna case by first filtering the received sequence to transform the determinant term into a diagonal one, which will then lend itself to the derivation of a recursive form. However, it requires computation of prediction filter coefficients for branch metrics at each step and brings additional complexity. Another approach for practical implementation of (5) was presented in [8] , based on the EM algorithm.
B. Quasi-Static Channel
We focus on the quasi-static fading case where the fading coefficients are assumed to be constant over the whole observation period with a length of time intervals. This can be considered a special case of the above general model where Doppler values are chosen to be very small. For this case, data matrix reduces to and the fading coefficient vector is simply given as . Here, we drop the subscript denoting time in the fading coefficients' representation, since they are already assumed to be constant over intervals. For this case, the channel autocorrelation matrix reduces to an identity matrix of dimension . Using the matrix identity, [10] and the assumed orthogonality structure of STBC (i.e., ), the determinant term in (5) turns out to be independent of the data sequence. After some mathematical manipulation and dropping unnecessary terms, we can express the ML rule as (6) where stands for the signal-to-noise ratio. Again, due to the orthogonality structure, the middle term in (6) is also no longer sequence dependent and can be dropped. Therefore, we obtain the ML rule as (7) which is similar to the quadratic (incoherent) receiver for the single-antenna case [11] in a matrix form. Although (7) has been derived under an -PSK assumption, it holds also for quadrature amplitude modulation (QAM) constellations provided that orthogonal space-time block codes are used. In this case, , however, still keeps its scaled identity matrix form. It is also interesting to note that the proposed receiver is equivalent to the solution presented in [12] based on generalized ML sequence estimation (GMLSE) for this family of codes. In other words, this derivation shows the optimality of GMLSE for orthogonal designs.
On the implementation issue, it is clear from the form of the decoding rule that it results in a phase ambiguity. This ambiguity can be resolved easily by fixing the first symbol transmitted from each of the antennas to a specific value, i.e., insertion of a pilot symbol at the beginning of the frame. Direct implementation of (7) is still impractical due to substantial computational complexity. However, this time, unlike (5), it is possible to develop a recursive expression from (7) . For this purpose, we first introduce the following submatrices for the received sequence and data matrix: which corresponds to -length inner subblocks. (Note that we are using a -size STBC). Using (8), we can rewrite (7) in a recursive form as (9) which allows the use of a Viterbi-type algorithm for practical implementation. The inner term in (9) can be interpreted as a channel estimate based on a truncation interval of previous subblocks. Although the derived decoding rule is based on a quasi-static fading assumption, this inherent channel tracking ability makes it a suitable candidate for use on time-varying channels.
IV. PERFORMANCE
To demonstrate the applicability of the recursive implementation, we consider Alamouti's scheme [3] (i.e., the code in [2] ) as an example. We consider a mobile radio channel which varies from symbol to symbol in a correlated fashion (Bessel function autocorrelation). We assume binary phase-shift keying (BPSK) modulation and a four-state trellis in the decoder, which corresponds to a truncation to just the previous subblock (i.e., ). We choose , resulting in a pilot insertion rate as . The performance results of the recursive receiver over nonstatic channels with normalized Doppler values 0.05, 0.02, and 0.01 are illustrated in Figs. 1-3 , respectively. The corresponding optimum decoder results based on exhaustive search are also given. The results clearly illustrate that the recursive decoder achieves sufficient results compared to the optimum one, although it is originally derived under quasi-static assumption. The performance degradation is less than 0.5 dB in most cases. It is also observed that for high Doppler values, an error floor occurs due to the truncation effect; however, no error floor is observed for lower Doppler values, at least in the range of SNR of interest. In the figures, we also include the performance of the pilot-symbol-assisted modulation (PSAM) technique [13] , which is widely used in practical applications. PSAM achieves coherent demodulation in a fading environment by using pilot symbols to estimate the channel on a minimum mean-squared error basis. Its performance is determined by the choice of pilot insertion rate and number of interpolation coefficients. To make a fair comparison, in the figures we also set for PSAM, as in our scheme. Therefore, the loss attributable to pilot symbols in both cases is the same. The number of interpolation coefficients in the simulation is chosen as . The performance results clearly demonstrate the superiority of our scheme over PSAM. It gives a better performance than PSAM for all Doppler values and for all SNR values. Pilot-symbol-assisted receiver also suffers severe early error floors, especially for high Doppler values. It should be further emphasized that the results illustrated for PSAM are also somewhat idealistic. The interpolator coefficients are chosen as optimum at every operating point in the simulations. This requires the perfect knowledge of Doppler value and SNR value. On the other hand, the proposed technique does not require any additional information and is able to process the received sequence without any knowledge about the channel. Pilot-symbol-assisted receiver has also some startup delay. It must discard several data symbols at the start of each transmission, until it has accumulated enough pilot symbols for useful interpolation. Furthermore, PSAM requires the observation of a -size frame for the interpolation process, while the proposed technique is able to operate on small frame size whose length is defined by . Besides these advantages, one must note that implementation of the proposed receiver requires a Viterbi algorithm, whose complexity (in terms of trellis states) depends on the constellation size and truncation length. Although the choice of optimum truncation interval is essentially dependent on the channel statistics, satisfactory performance might be obtained even at small truncation lengths, as illustrated in the numerical example. However, the complexity may be still computationally prohibitive if high-order constellation sizes are used.
V. CONCLUSION
In this letter, we investigate ML sequence estimation for STBC systems without assuming channel knowledge. Under quasi-static fading assumption, the ML rule reduces to a simple form due to the orthogonality structure of STBC, which reminds the classical correlation receiver in a matrix notation.
It also allows us to develop a recursive expression, which can be implemented in practice with a Viterbi-type algorithm. Although it is just suboptimum for the nonstatic case, we show through simulation that it can be also used efficiently over time-varying channels.
