Abstract
Introduction
Advances in the areas of computer science and artificial intelligence allow the development of computer systems that support clinical diagnostic or therapeutic decisions based on individualised patient data (Berner & Ball, 1998; Shortliffe, Perrault, Wiederhold, & Fagan, 1990) . Clinical Decision Support (CDS) systems aim to codify and strategically manage biomedical knowledge to handle challenges in clinical practice using mathematical modelling tools, medical data processing techniques and Artificial Intelligence (AI) methods (Bankman, 2000) . CDS systems cover a wide range of applications, from diagnosis support to modelling the possibility of occurrence of various diseases or the efficiency of alternative therapeutic schemes, using not only individual patient data but also data on risk factors and efficiency of available therapeutic schemes stored in databases.
To diagnose a disease, a physician is usually based on the clinical history and physical examination of the patient, visual inspection of medical images, as well as the results of laboratory tests. In some cases, confirmation of the diagnosis is particularly difficult because it requires specialisation and experience, or even the application of interventional methodologies (e.g., biopsy). Interpretation of medical images (e.g., Computed Tomography, Magnetic Resonance Imaging, Ultrasound, etc.) usually performed by radiologists, is often limited due to the non-systematic search patterns of humans, the presence of structure noise (camouflaging normal anatomical background) in the image, and the presentation of complex disease states requiring the integration of vast amounts of image data and clinical information. Computer-Aided Diagnosis (CAD), defined as a diagnosis made by a physician who uses the output from a computerised analysis of medical data as a "second opinion" in detecting lesions, assessing disease severity, and making diagnostic decisions, is expected to enhance the diagnostic capabilities of physicians and reduce the time required for accurate diagnosis. With CAD, the final diagnosis is made by the physician.
The first CAD systems were developed in the early 1950s and were based on production rules (Shortliffe, 1976) and decision frames (Engelmore & Morgan, 1988) . More complex systems were later developed, including blackboard systems (Engelmore & Morgan, 1988) to extract a decision, Bayes models (Spiegelhalter, Myles, Jones, & Abrams, 1999) and artificial neural networks (ANNs) (Haykin, 1999) . Recently, a number of CAD systems have been implemented to address a number of diagnostic problems. CAD systems are usually based on biosignals, including the electrocardiogram (ECG), electroencephalogram (EEG), and so on or medical images from a number of modalities, including radiography, computed tomography, magnetic resonance imaging, ultrasound imaging, and so on.
In therapy, the selection of the optimal therapeutic scheme for a specific patient is a complex procedure that requires sound judgement based on clinical expertise, and knowledge of patient values and preferences, in addition to evidence from research. Usually, the procedure for the selection of the therapeutic scheme is enhanced by the use of simple statistical tools applied to empirical data. In general, decision making about therapy is typically based on recent and older information about the patient and the disease, whereas information or prediction about the potential evolution of the specific patient disease or response to therapy is not available. Recent advances in hardware and software allow the development of modern Therapeutic Decision Support (TDS) systems, which make use of advanced simulation techniques and available patient data to optimise and individualise patient treatment, including diet, drug treatment, or radiotherapy treatment. In addition to this, CDS systems may be used to generate warning messages in unsafe situations, provide information about abnormal values of laboratory tests, present complex research results, and predict morbidity and mortality based on epidemiological data.
The aim of this chapter is to describe the main principles of CDS systems, including diagnostic and therapeutic decision support, and to present examples of such systems developed in the Biomedical Simulations and Imaging Laboratory, Faculty of Electrical and Computer Engineering, National Technical University of Athens.
Computer-Aided Diagnosis
CAD systems aim to enhance the ability to detect pathological structures in medical examinations and to support evaluation of pathological findings during the diagnostic procedure. In the following, the fundamental theory for the development of CAD systems is presented along with two examples of CAD systems.
Basic Principles
The typical structure of a CAD system is shown in Figure 1 . Diagnostic tests, which are determined by the clinical protocol, include imaging tests (CT, MRI, US, etc.), laboratory tests and tests for recording tissue electrical activity (e.g., ECG, EEG, EMG, etc.). Input in the form of plain text (e.g., text describing the clinical symptoms of a patient) may also be used in a CAD system. The main modules of a CAD system include: 
Data Pre-processing
The data pre-processing module aims to improve the quality of data through the application of methods for denoising (application of mean filters, median filters, etc.), resampling (linear interpolation, spline interpolation, etc.) and, in the case of images, enhancing image contrast (histogram equalisation, wavelet transform, etc.) (Bankman, 2000) .
Data pre-processing is critical, especially when the quality of data is low. The computational cost of data pre-processing depends on the size of the data, but it is significantly lower than other processing tasks, including automatic segmentation and feature extraction.
Definition of Regions of Interest
Within the region-of-interest-definition module, possible pathological structures appearing in patient biosignals recordings or medical imaging data are defined. Regions corresponding to lesions (e.g., tumours, cysts, etc.) can be detected from medical images. Definition of regions of interest can be performed using manual and semi-automatic methodologies where the user interacts with the system in order to define a possible pathological region or fully automated methodologies where suspect regions are detected with appropriate digital image processing techniques (Bankman, 2000) .
An example of semi-automatic ROI definition is seeded region growing. The user selects a point on the structure of interest and, subsequently, new points are added through an iterative recursive procedure using similarity and spatial connectivity criteria. Furthermore, a number of techniques have been implemented for automatic definition (segmentation) of known anatomic structures from medical images. Many of these structures rely on a priori shape information of the organ or structure of interest to segment it out (Cootes, Edwards, & Taylor, 2001) . Region-based methods, for example, fuzzy connect- (Udupa & Samarsekera, 1996) , use some homogeneity statistics coupled with lowlevel image features, like intensity, texture, histograms, and gradient to assign pixels to objects. If two pixels are similar in value and connected to each other in some sense, they are assigned to the same object. These approaches do not consider any shape information. Hybrid segmentation techniques have also been proposed by some researchers (Chen & Metaxas, 2000) . These approaches seek to exploit the local neighbourhood information of region-based techniques, and the shape and higher level information of boundary-based techniques.
Extraction and Selection of Characteristic Features
"Characteristic features" are a group (vector) of quantitative indices extracted after processing the patient data. The aim of feature extraction and selection is to reliably discriminate between pathological and physiological structures or to characterise a pathological structure (e.g., benign or malignant tumour). Characteristic features may be derived from measurements of mean image intensity or image texture, shape analysis, and so on.
It is often desirable to reduce the dimension of the vector of characteristics extracted from patient data (Jain, Duin, & Jianchang, 2000) . The selection of the most robust characteristics allows maximisation of classification accuracy and minimisation of system complexity.
Ideally, a method for feature selection would examine all 2 N (N: the number of characteristic features) different combinations of characteristic features and would find the optimal combination that satisfies the previous criteria. The disadvantage of this exhaustive search technique is its high computational cost which may be prohibitive even for relatively small values of N. Statistical methods, including ANalysis Of VAriance (ANOVA), have been used for feature selection in a number of applications. ANOVA compares the means of two or more groups of data and returns the probability for the null hypothesis that the means of the groups are equal (Furlong, Lovelace & Lovelace, 2000) . Other techniques, based on heuristic or random search methods, attempt to compensate computational complexity with classification accuracy. Feature selection is usually achieved through the following steps: Methodologies such as Genetic Algorithms (GAs) may be applied to feature selection problems. GAs are adaptive heuristic search methods which may be used to solve complex pattern recognition and classification problems (Goldberg, 1989) . They are based on the evolutionary ideas of natural selection and genetic processes of biological organisms. As the natural populations evolve according to the principles of natural selection and "survival of the fittest" first laid down by Charles Darwin, so by simulating this process GAs are able to evolve solutions to real-world problems, if they have been suitably encoded (Holland, 1975) . Feature selection through GA-based search along with an ANN classifier has been used to classify "difficult-to-diagnose" microcalcifications from mammography (Dhawan, Chitre, Kaiser-Bonasso, & Moskowitz, 1996) . The use of similar procedures has also been reported for the recognition of skin tumours and endothelial cells (Yamani, Khiani & Farag, 1997) .
Classification
The role of the classification module is to decide about the inclusion of the feature vectors appearing at its input into a category or class, among a set of predefined classes. The development and implementation of the classification module may be based either on supervised or unsupervised training methods.
In supervised training, a set of characteristic vectors is considered, known as training set. For each vector in the training set the class to which it belongs, is known a priori. The vectors in the training set are used to train the classifier, which can subsequently classify any vector appearing to its input into one of the available classes (Duda, Hart & Stork, 2000) .
In unsupervised training, also known as clustering, a set of characteristic vectors is examined. In this case, the class to which each vector belongs is not known. Classification of vectors in the available categories is done automatically during the formation of the classifier. Subsequently, as before, each characteristic vector is classified in one of the categories (Duda, et al., 2000) .
Supervised Classification
The most common supervised classifiers include Bayes classifiers, nearest neighbour classifiers, decision trees, and artificial neural networks (Jain et al., 2000) . In Bayes classifiers, each feature belongs to the class with the highest a posteriori estimated probability. In nearest neighbour classifiers, features are classified based on their relative similarity. In decision trees, classification is the result of a sequence of logical steps.
One of the most popular supervised classification methods is based on the use of artificial neural networks (ANNs), which are computational modelling tools that have recently emerged and found extensive acceptance in many disciplines for modelling complex realworld problems. ANNs may be defined as structures comprised of densely interconnected adaptive simple processing elements (called artificial neurons or nodes) that are capable of performing massively parallel computations for data processing and knowledge representation (Schalkoff, 1997) . ANNs are applied to problems that cannot be described with rules or mathematical formulas.
The fundamental element of each ANN is the neuron. Each neuron is the synapse of its inputs, i.e. the sum of the products of the inputs with appropriate weighing coefficients.
The inputs can be external signals or the outputs of other neurons. Subsequently, the sum of the inputs with the corresponding weights is transformed with a linear or a nonlinear transform function to produce the neuron output. Neurons are organised in layers. The neurons of the input layer have only one input. The outputs of the neurons of the input layer are conveyed to neurons of intermediate layers. The neurons of the output layer produce the final output of the ANN.
The ability to train an ANN is the way in which the weights vary during its training. The most commonly used procedure for training ANNs is the feedforward errorbackpropagation learning algorithm (Haykin, 1999) . According to this method, each vector in the training set appears at the ANN input and is propagated through the intermediate layers toward the output layer. The response of the neurons at the output layer is compared with the desired response of each vector and the error is calculated. Subsequently, the error is backpropagated and used to re-estimate the weight of each neuron. The procedure is repeated for all vectors of the training set. An epoch is completed after all vectors have been interrogated. At the end of each successful epoch the total error, for all vectors of the training set, is reduced. The procedure continues until a criterion for the termination of the training is satisfied.
Unsupervised Classification
The most common unsupervised classification method is C-means. A characteristic vector, known as the class centre, is created for each class. Subsequently, each vector is assigned to the class for which the euclidean distance from the class centre is minimal. After all characteristic vectors are classified, the class centre is re-estimated. The procedure is repeated until a convergence criterion is satisfied (e.g., there is no variation in vector classification in two successive iterations, the reduction in the total euclidean distance of the vectors from the class centres is lower than a predefined threshold). The advantages of the method include low complexity and easy implementation. However, the method is sensitive to the initial estimation of the class centres and, as a result, convergence may appear at a local minimum of the euclidean distance of the vectors from the class centres.
A variation of the C-means method is the fuzzy C-means method (Bezdek, 1981) . The difference in the two methods lies in the fact that in C-means method each vector is strictly assigned only to one class, whereas in fuzzy C-means method each vector belongs to all classes. The percentage with which each vector belongs to a class is the member function (Zadeh, 1965) .
Although ANNs are mainly supervised classifiers, unsupervised ANNs can be used to cluster characteristic vectors. The most representative network of this category is the Self-Organising Map (SOM) ANN (Kohonen, 1989) . Characteristic vectors appear at the ANN input and are related to the output neurons. The weights between input and output neurons are recursively varied (training phase) until a termination criterion is satisfied. SOMs are sensitive to the selection of the initial weights, because a sub-optimal solution may be the result of improper initial weight selection. Furthermore, convergence is determined by a number of parameters including the training rate and the neuron neighbourhood where training takes place.
Unsupervised classification also includes hierarchical clustering (King, 1967) , clustering using genetic algorithms (Goldberg, 1989) , and so on.
Diagnosis of Carotid Atherosclerosis from B-Mode Ultrasound Images
B-mode ultrasound imaging of the carotid artery is widely used in the diagnosis of carotid atherosclerosis because it allows non-invasive assessment of the degree of stenosis and of plaque morphology. Currently, disease severity and selection of patients to be considered for endarterectomy, that is, surgical removal of plaque, is based on previous occurrence of clinical symptoms (e.g., stroke) and the degree of stenosis caused by the plaque. However, there is evidence that atheromatous plaques with relatively low stenosis degree may produce symptoms and that the majority of asymptomatic patients with highly stenotic atherosclerotic plaques remain asymptomatic (Inzitari, Eliasziw, Gates, Sharpe Chan, Meldrum, et al., 2000) . To assist diagnosis of carotid atherosclerosis, quantitative indices characterising plaque severity may be estimated from the analysis of digitised ultrasound images.
More specifically, image texture analysis may be used to quantify plaque echogenicity, and movement of the carotid artery wall and plaque may be estimated from temporal image sequences and used as an index of plaque strain. In addition to this, automatic classification of atheromatous plaques into symptomatic or asymptomatic using artificial intelligence techniques is expected to support decision-making about management of patients.
Plaque texture may be estimated with a number of techniques and be used as input to a CAD system. First-order statistics have been used to characterise texture in the following three distinct areas of a typical B-mode ultrasound image of a diseased carotid artery (Figure 2 ): atheromatous plaque, blood and surrounding tissue (Golemati, Tegos, Sassano, Nikita, & Nicolaides, 2004) . First order statistical features were significantly different in different areas of the ultrasound image. In addition to this, the fractal dimension was estimated using the kth nearest neighbour method in 10 symptomatic and nine asymptomatic carotid atheromatous plaques at different phases of the cardiac cycle, namely systole, diastole and average during the cardiac cycle. As shown in Table 1 , the fractal dimension was found significantly higher in the symptomatic group (Asvestas, Golemati, Matsopoulos, Nikita & Nicolaides, 2002) . ANOVA (ANalysis Of Variance) statistics demonstrated that the phase of the cardiac cycle had no systematic effect on the calculation of the fractal dimension. The fuzzy c-means algorithm was applied to classify the fractal dimension into two classes. All features corresponding to symptomatic subjects were assigned to Class 1, whereas the features of eight out of nine asymptomatic subjects were assigned to Class 2. Furthermore, Laws texture energy features have been estimated in 54 symptomatic and 54 asymptomatic plaques. Energy features were significantly different between symptomatic and asymptomatic plaques (Mougiakakou, Golemati, Gousias, Nikita, & Nicolaides, 2003b) .
Automatic classification of carotid plaques into symptomatic or asymptomatic based on texture features was achieved with a CAD system, which consists of three modules: a feature extraction module, where texture features are estimated based on Laws' texture energy and first-order statistics, a dimensionality reduction module, where the number of features is reduced using ANOVA statistics, and a classifier module with an ANN, trained via a novel hybrid method using GAs, to recognize the type of atheromatous plaques (Mougiakakou, Golemati, Gousias, Nikita, & Nicolaides, 2003b ). The hybrid method was able to select the most robust features, to automatically adjust the ANN architecture, and to optimise the classification performance. The developed CAD system achieved a total classification performance of 99 percent.
The motion of the carotid atheromatous plaque relative to the adjacent wall may be related to the risk of cerebral events. A quantitative method for motion estimation was applied to analyse arterial wall movement from sequences of two-dimensional B-mode ultrasound images (Golemati, Sassano, Lever, Bharath, Dhanjil, & Nicolaides, 2003) . Image speckle patterns were tracked between successive frames using the correlation coefficient as the matching criterion. The results showed expected cyclical motion in the radial direction and some axial movement of the arterial wall. The method can be used to study further the axial motion of the carotid artery wall and plaque and, thus, provide useful insight into the mechanisms of atherosclerosis.
The combination of texture and motion information may be valuable for accurate diagnosis of vascular disease. ANALYSIS, a modular software system designed to assist interpretation of medical images may be used to analyse texture and motion from B-mode ultrasound images of the carotid artery (Stoitsis, Golemati, Nikita, & Nicolaides, 2004) . Texture analysis allows the estimation of first-order statistics, second-order statistics (Haralick's method), Laws' texture energy, and the fractal dimension using the differential box-counting method.
Motion is estimated using block-matching and region tracking for rectangular ROIs along the surface of the plaque. The following indices of motion can be estimated for each plaque: a/ maximal surface velocity (MSV) and b/ maximal relative surface velocity (MRSV), defined as the maximum of differences between maximal and minimal surface velocities throughout the sequence. Motion and texture features were estimated in 10 symptomatic and nine asymptomatic carotid atheromatous plaques. After dimensionality reduction, the two strongest texture features (lowest p-value) were retained, namely standard deviation after convolution with Laws mask L T E and histogram width after convolution with Laws mask L T E. Their average values (±standard deviations) are shown in Table 2 together with the values of the motion features.
Differential Diagnosis of Focal Liver Lesions from CT Images
One of the most common and robust imaging techniques for the detection of hepatic lesions is Computed Tomography (CT) (Taylor & Ros, 1998) . Although the quality of CT images has been significantly improved during the last years, some cases are difficult to accurately diagnose. In these cases, the diagnosis has to be confirmed by administration of contrast agents or invasive procedures (biopsies). In order to assist clinicians in diagnosis, and reduce the number of required biopsies, CAD systems can be employed for the characterisation and classification of liver tissue. A number of approaches have been proposed based on different image characteristics, such as texture features, from ultrasound B-scan and CT images. Texture analysis of liver CT images based on the Spatial Gray Level Dependence Matrix (SGLDM), the Gray Level Run Length Method (GLRLM) and the Gray Level Difference Method (GLDM) has been used by various researchers to discriminate normal from malignant hepatic tissue. Texture features estimated from the SGLDM have been applied to a probabilistic Neural Network (NN) for the characterisation of hepatic tissue (hepatoma and haemangioma) from CT images (Chen, Chung, Chen, Tsa, & Chang, 1998) . Although a lot of effort has been devoted to liver tissue characterisation, the developed systems are usually limited to two or three classes of liver tissue and do not gain from the interaction of different texture characterization methods or the combination of different classifiers.
Two different approaches have been used to design a CAD system that characterises and automatically classifies hepatic lesions from non-enhanced CT images. Regions of interest (ROIs) corresponding to normal liver, hepatic cysts, haemangiomas, and hepatocellular carcinomas ( Figure 3) were delineated by an experienced radiologist and were used as input to the systems. Of a total of 147 ROIs that were interrogated, 76 corresponded to healthy controls, 19 to cysts, 28 to haemangiomas, and 24 to hepatocellular carcinomas.
In the first approach, the average gray level and 48 texture characteristics derived from the spatial gray-level co-occurrence matrices (Gletsos, Mougiakakou, Matsopoulos, Nikita, Nikita & Kelekis, 2003) consisted the feature vector providing input to a classifier module which was made up of three sequentially placed feed-forward ANNs. The first ANN was used to discriminate normal from pathological liver tissue. The pathological liver tissue regions were characterised by the second ANN as cyst or "other disease". The third ANN classified "other disease" into haemangioma or hepatocellular carcinoma. Three feature selection techniques have been applied to each individual ANN: the sequential forward selection, the sequential floating forward selection, and a GA for feature selection. The comparative study of the above dimensionality reduction methods showed that GAs result in lower dimensionality feature vectors and improved classification performance.
In another study, characterisation and classification of liver tissue into one of the previous classes was achieved through a CAD system based on the use of various texture features and ensembles of classifiers (Mougiakakou et al., 2003a) in an attempt to define an optimally performing CAD system architecture. The effect of feature selection on the resulting classification performance was also studied through the application of a GAbased feature selection technique to feature vectors with dimensionality exceeding a predefined threshold. For each ROI, five distinct sets of texture features were extracted using the following methods: first order statistics, spatial gray level dependence matrix, gray level difference method, Laws' texture energy measures, and the fractal dimension. A set of classifiers whose individual predictions are combined in some way (typically by voting) to classify new examples consists an ensemble of classifiers.
The attraction that this topic exerts on machine learning and diagnostic decision support researchers is based on the premise that ensembles are often much more accurate than the individual classifiers that make them up. Two different ensembles of classifiers were constructed and compared. The first one consists of five multi-layer perceptron ANNs, each using as input either one of the computed texture feature sets or its reduced version after GA-based feature selection. The second ensemble of classifiers was generated by combining five different type primary classifiers, namely one multi-layer perceptron ANN, one probabilistic ANN and three k-Nearest Neighbour (k-NN) classifiers. The primary classifiers of the second ensemble used identical input vectors, which resulted from the combination of the five texture feature sets, either directly or after proper GA-based feature selection. The final decision of each ensemble of classifiers was extracted by applying appropriate voting schemes across the outputs of the primary classifiers. The optimally performing CAD system architecture was chosen, based on the achieved classification performances in a testing data set. The highest individual classification performances in the testing set were 90.63 percent using the dimensionality-reduced Laws' texture energy features, followed by an 87.5 percent performance using first-order statistical features.
Therapeutic Decision Support
Therapeutic Decision Support (TDS) systems aim to optimise and individualise patient treatment, including diet, drug treatment or radiotherapy treatment. In the following, the fundamental theory for the development of TDS systems is presented along with an example of such systems.
Figure 3. Examples of typical CT images of liver showing different types of liver tissue: (a) normal liver tissue, (b) hepatic cyst, (c) haemangioma, and (d) hepatocellular carcinoma
(a) (b) (c) (d)
Basic Principles
TDS systems are based on the combined use of available patient or literature data and simulation models (Figure 4 ). More specifically, individualised patient data (medical history, laboratory tests, medical imaging data) along with information about the disease available in databases (DBs) provide input to appropriate simulation models. Simulation is then performed for alternative therapeutic schemes leading to the estimation of an optimal therapeutic scheme for the specific patient.
TDS systems can be based on the use of simulation models of biological and physiological procedures and/or stochastical analysis of available data. The most widely used methodologies include Compartmental Models (CMs), stochastical simulation methods, cellular automata methods, ANNs and AI methods (Brown & Rothery, 1993) .
The specific goal of CMs is to represent complicated physiological systems with relatively simple mathematical models. In compartmental analysis, systems that are continuous and essentially non-homogeneous are replaced with a series of discrete spatial regions, termed compartments, considered to be homogeneous (Jacquez, 1985) . A system can be defined by a class of dynamic models widely used in quantitative studies of the kinetics of materials in physiological systems. Materials are considered to be either exogenous (such as a drug or tracer) or endogenous (such as a substrate like glucose or an enzyme or hormone like insulin). Kinetics refers to time-variant processes, such as production, distribution, transport, utilisation, and substrate-hormone control interactions.
A compartment is an amount of material or spatial region that behaves as though it is well mixed and kinetically homogeneous. The concept of well mixed is related to uniformity of information. This means that any samples taken from the compartment at the same time will have identical properties and are equally representative of the system. Kinetic homogeneity means that each particle within a chamber has the same probability of taking any exit pathway. A CM then is defined as a finite number of compartments with specific interconnections between them, each representing a flux of material which physiologically represents transport from one location to another and/or a chemical transformation (Cobelli & Foster, 1998) . The definition of a compartment is actually a theoretical Figure 4 . Typical structure of a TDS system construct which could combine material from several physical spaces within a system. Consequently, the ability to equate a compartment to a physical space depends on the system being studied and associated model assumptions.
Stochastical models involve random variables that are functions of time and include probabilistic considerations. For a given set of initial conditions, a stochastic model yields a different solution each and every time (Brown & Rothery, 1993) .
Cellular automata are widely used to solve diffusion problems in physiological systems. A grid of points is used to define a number of geometrical cells. Each cell corresponds to a variable with a limited number of possible values. The set of variables is renewed, at regular intervals, using the same renewal rule for every point. The rules are local in space and time, that is, their value in a point at time t depends only on the values of neighbouring points at time t-1 (Deutsch & Dormann, 2003) .
ANNs, a type of supervised classifiers discussed in section 2.1.4.1, can be used to simulate complex physiological/biological systems, such as the glucose metabolism, presented in the next paragraph. Their wide use in the simulation of non-linear systems is due to their ability to extract hidden data information, and to efficiently approximate any function of many variables.
Therapeutic Decision Support for Insulin Dependent Diabetes Mellitus
Diabetes Mellitus (DM) is a clinical condition caused by a disturbance in the metabolism of glucose introduced through nutrition. This disturbance is due to insufficient secretion Figure 5 . Simplified model of glucose metabolism or unsatisfactory action of the hormone insulin, which regulates glucose metabolism and is normally secreted by the pancreas. In Insulin Dependent Diabetes Mellitus, also known as Type 1 DM, insulin is completely absent. DM causes extensive disorders in the body and thus affects the normal function of several organs (renal insufficiency, progressive vision reduction, infarction, etc.). These complications can be prevented through regular glucose control, that is, daily regular measurement of blood glucose concentration, and appropriate insulin treatment to maintain blood glucose within normal levels. The appropriate insulin regime has to be carefully adjusted, since blood glucose profile is rapidly, non predictably changing due to its dependence not only on the internal mechanism of glucose-insulin metabolism but also on a number of life style factors, like carbohydrate content of meals, physical activity and exercise, stress, other diseases, and so on. A simplified model of the most important internal and external factors associated with glucose metabolism, is presented in Figure 5 .
During the last years, many TDS systems have been developed to assist not only the diabetes patients to handle their blood glucose levels, but also the physicians to understand the metabolic mechanism of their diabetes patients (Carson, 1998; Lehmann, 1997) . These systems can store and display information about measured blood glucose concentration, food and insulin intake, physical activity, and other diseases. The efficiency of the aforementioned systems is significantly enhanced in case they comprise a simulation of glucose metabolism in order to predict short-term blood glucose levels, visualize the effect of the life-style parameters in the blood glucose profile, and make recommendations about the appropriate dose and time of insulin injections. In this context, many research approaches have been reported using expert systems, time series analysis, Mathematical Models (MM), and causal probabilistic networks.
The acceptance of the aforementioned TDS systems by diabetes patients was limited because these systems take into account only a limited number of the factors associated with glucose metabolism, and they are not easily individualised to accurately simulate metabolic processes for a specific Type 1 diabetes patient. In view of the above difficulties, the use of ANNs for the implementation of diabetes management decision support systems has been proposed. ANNs have been recently employed (Mougiakakou & Nikita, 2000) to advise on insulin regime and dose adjustment for Type 1 diabetes Figure 6 . Outline of TDS system for short-term prediction of blood glucose levels in Insulin Dependent Diabetes Mellitus patients using information about their glucose levels, previous insulin intake, and hypoglycaemia symptoms.
In the following, a hybrid patient-specific TDS system is presented able to provide shortterm blood glucose profile prediction for Type 1 diabetes patients employing data from their day-to-day life. The system is based on the combination of CMs and ANN techniques in an attempt to accurately model glucose metabolism. Figure 6 shows an outline of the TDS system. The system development and performance is demonstrated using input data from a Type 1 diabetes patient, stored in a database. The data contain information about blood glucose levels, insulin intake, and description of food intake.
The data are passed to two separate compartmental systems, which produce estimations about (i) the effect of insulin intake on blood insulin concentration and (ii) the effect of carbohydrate intake on blood glucose absorption from the gut, both with a time resolution of 15 minutes. The outputs of the two compartmental systems are passed to an ANN, able to handle delayed inputs, in order to predict subsequent blood glucose levels. The patient data are divided into three disjoint datasets: a) a training set, consisting of 257 glucose measurements recorded during the first 55 days, b) a validation set, consisting of 27 measurements recorded during the next seven days, and c) a testing set, consisting of 26 measurements recorded during the last seven days. Comparison of the proposed hybrid TDS system with a simple TDS system consisting of a single ANN which makes direct use of patient data shows that the use of CMs, to model the internal mechanisms of response to insulin and food intake, results in a significant improvement in the accuracy of blood glucose concentration prediction. Table 3 shows the root mean square (RMS) errors along with mean absolute differences (MAD) and standard deviations (SD) between measured and estimated by the Hybrid-TDS and the Simple-TDS Blood Glucose Levels for all Datasets. As we can see, the accuracy of the hybrid-TDS system in predicting blood glucose levels is improved compared to that of the simple-TDS system. The proposed system can assist Type 1 diabetes patients to handle their blood glucose profile and recognize dangerous metabolic states, using only the basic information that is necessarily written in their diary. 
Conclusions
In this chapter, the fundamental theory of CDS systems was described together with useful applications in diagnosis and therapy. The systems described in this chapter were designed to be introduced in routine clinical practice, because they offer user-friendly interfaces, short response times, and low cost. The primary goal of CDS systems development, as for any branch of biomedical research, is to improve the overall health of the population. CDS systems may contribute to this by improving the quality of healthcare services, as well as by controlling the cost-effectiveness of medical examinations and treatment.
The ultimate acceptance of CDS systems will depend not only on the performance of the computerised method alone, but also on how well the human performs the task when the computer output is used as an aid and on the ability to integrate the computerised analysis method into routine clinical practice (Hunt, Haynes, Hanna & Smith, 1998) . Issues, such as a friendly user-interface, a short system response time and low cost, are critical for the daily routine use of CDS systems.
Obviously, the development of CDS systems requires close collaboration of two scientific areas: medicine and computer science. This collaboration aims to codify knowledge and define the logical procedures used by the physician to reach a conclusion. As a result, the engineer must "extract" knowledge from the physician and reproduce it appropriately. This is particularly difficult because the physician's decisions are the result of a complex procedure combining special knowledge and experience.
Future trends and challenges in the area of CDS systems include the creation of links to patient electronic medical records. A universally-agreed upon medical vocabulary, so that the entries in the medical record have well-defined meanings, is important for this purpose. In addition to this, studies that evaluate the performance of CDS systems in clinical practice, in conjunction with demonstrations of cost-effectiveness, are a critical stage in further developing CDS systems. Users should be responsible for carefully monitoring the introduction of any new system carefully (Delaney, Fitzmaurice, Riaz & Hobbs, 1999) .
