Abstract-High-speed backbones are regularly affected by various kinds of network anomalies, ranging from malicious attacks to harmless large data transfers. Different types of anomalies affect the network in different ways, and it is difficult to know a priori how a potential anomaly will exhibit itself in traffic statistics. In this paper we describe an online, sequential, anomaly detection algorithm, that is suitable for use with multivariate data. The proposed algorithm is based on the kernel version of the recursive least squares algorithm. It assumes no model for network traffic or anomalies, and constructs and adapts a dictionary of features that approximately spans the subspace of normal behaviour. The algorithm raises an alarm immediately upon encountering a deviation from the norm. Through comparison with existing block-based offline methods based upon Principal Component Analysis, we demonstrate that our online algorithm is equally effective but has much faster time-to-detection and lower computational complexity. We also explore minimum volume set approaches in identifying the region of normality.
I. INTRODUCTION
Network traffic is often seen to exhibit sudden deviations from normal behaviour. Some of these aberrations are caused by malicious network attacks such as Denial-Of-Service or viruses, whereas others are the result of equipment failures and accidental outages [1] . Network operators need to be able to diagnose anomalous behaviour in a timely manner, in order to facilitate a fast response and take precautions for the future. Most prior work in network anomaly detection has used block-based methods, which are only suitable for offline applications, requiring waits of up to hours before alerts occur [1] - [4] . We suggest an alternative approach and propose an online, recursive algorithm that detects anomalies in multivariate network-wide data within minutes.
Anomalies have historically been seen to span a wide range of types and classes, and each class may indicate its presence on raw statistics in a different manner [1] , [2] . Developing widely-applicable definitions or models of normal network behaviour and anomalies is thus difficult. Our algorithm takes the alternative approach of learning the behaviour of normal traffic, and autonomously adapting to shifts in the structure of normality itself. We consider the absence of any parametric model to be a crucial feature. The disadvantage of a model is that it imposes limitations on the applicability of an algorithm, and even subtle changes in the nature of network traffic can render the model inappropriate. The choice of traffic measurement and the feature space has a strong impact on the performance of our algorithm, and determines what type of anomalies can be detected. However, we consider that this identification process is much more robust than the model specification task.
In this paper we develop a sequential, real-time anomaly detection algorithm that incrementally constructs and maintains a dictionary of input vectors which defines the region of normal behaviour. The dictionary adapts over time to address changes in the structure of normal traffic, with new elements being added obsolete members deleted as the normality region expands or migrates. We provide a comparative study on real data of our proposed Kernel-based Online Anomaly Detection (KOAD) algorithm and the block-based PCA detection algorithm described in [2] . The results indicate that the detection performance of the two are approximately equivalent, with the KOAD algorithm offering lower computational complexity and faster time-to-detection.
A. Related Work
Our work builds most closely on the series of works by Lakhina et al. in [1] , [2] , [5] . They demonstrate the intrinsic low-dimensionality of network flows, and the high spatial and temporal covariance structure between the flows [5] . Lakhina et al. used the technique of Principal Component Analysis (PCA) to separate the space occupied by a set of traffic metrics into two disjoint subspaces, corresponding to normal and anomalous behaviour, respectively [1] , [2] . They signal an anomaly when the magnitude of the projection onto the residual, anomalous subspace exceeds an associated PCA Qstatistic threshold [6] . The PCA subspace method was shown to be more effective than EWMA and Fourier approaches in automatic diagnosis of anomalies [2] .
Lakhina et al. also suggested an online formulation of the PCA-based algorithm in [5] . This involved using a sliding window implementation to identify the normal and anomalous subspaces based on a previous block of time. The variation in the structure of multivariate network traffic statistics over time is, however, non-negligible. Further, the PCA-based detection algorithm is extremely sensitive to the proper determination of the associated Q-statistic threshold. We implemented the pro-
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posed online version of PCA and observed that although the anomalous and normal subspaces remained relevant over time, using stale measurements to calculate the Q-statistic threshold resulted in an unacceptable number of false positives. This indicates that straightforward extensions to the PCA-based method are not robust and motivates alternative approaches for an online application.
Much of the other previous work on online network anomaly detection has been based on network traffic models [3] , [7] . Brutlag uses as an extension of the Holt-Winters forecasting algorithm, which supports incremental model updating via exponential smoothing [3] . His algorithm defines a "violation" as an observation that falls outside an interval (a confidence band), and identifies a "failure" (an anomaly) when the number of violations within an observation window exceeds a threshold. Hajji uses a Gaussian mixture model, and develops an algorithm based on a stochastic approximation of the Expectation-Maximization (EM) algorithm to obtain estimates of the model parameters [7] .
A rare example of a real-time network anomaly detection method that is not based on an a priori model, is the timebased inductive learning machine (TIM) of Teng et al. [8] . Their machine constructs a set of rules based upon usage patterns. The detection algorithm detects a deviation when the premise of a rule occurs but the conclusion does not follow. Applying machine learning approaches to network anomaly detection is a recent phenomena. Examples include the use of statistical learning techniques to detect email worms and viruses by Martin et al. [9] , and an algorithm based on Kernel PCA proposed by Heafield [10] . The learning algorithm presented in [8] is computationally intensive and the paper has subsequently had more influence in the field of intrusion detection [11] , [12] .
B. Outline of Paper
This paper is organized as follows. Section II reviews the concepts of kernel machines and minimum volume sets. Section III presents the KOAD algorithm, analyses computational complexity, and discusses the choice of the algorithm parameters. Section IV compares the performance of our algorithm with the block-based PCA approach, on data recorded on the Abilene backbone network. Section V provides concluding remarks and describes avenues for future research.
II. BACKGROUND A. Kernel Recursive Least Squares
Kernel machines use a kernel mapping function to produce non-linear and non-parametric learning algorithms [13] . The idea is that a suitable kernel function, when applied to a pair of input data vectors, may be interpreted as an inner product in a high-dimensional Hilbert space known as the feature space [14] . This allows inner products in the feature space (inner products of the feature vectors) to be computed without explicit knowledge of the feature vectors themselves, by simply evaluating the kernel function:
where x i , x j denote the input vectors and φ represents the mapping onto the feature space. Popular kernel functions include the Gaussian kernel with variance
}, and the polynomial kernel of degree p: k(x1, x 2 ) = (a x 1 , x 2 + b) p [13] . A special case of the polynomial kernel is the linear kernel:
The Kernel Recursive Least Squares (KRLS) algorithm combines the principles of kernel machines and the popular Recursive Least Squares (RLS) algorithm [15] , and provides an efficient and non-parametric approach for performing online data mining. The KRLS algorithm operates on a data sequence of the form
, where the input-output pairs (x i , y i ) are assumed to be independent, identically distributed samples from some distribution p(Y, X). The objective is to obtain the best predictorŷ t of y t , given Z t−1 {x t }. In conventional Recursive Least Squares, the dimension of the space spanned by the input samples
is constrained by the dimension of the input space. In contrast, Kernel Recursive Least Squares involves a mapping onto a feature space of much higher dimensionality than the input space, and the dimension of the space spanned by {φ(
has the potential to increase without bound. At each timestep, the dimension will increase unless x t satisfies φ(
. If the dimension increases, then the new vector is providing new information and adding to the predictive power, and so should be included in the predictor. This leads to the dilemma that the predictor may require the storage of a large number of input vectors, leading to unreasonable memory and computational requirements.
In defining KRLS, Engel et al. address this problem by imposing a minimum threshold on the amount of new information an input vector must provide in order to be added to the predictor [14] . Feature vector φ(x t ) is said to be approximately linearly dependent on {φ(
, with approximation threshold ν, if the projection error δ t satisfies the following criterion:
KRLS uses (3) to obtain a dictionary of input vectors
, approximately spans the feature space. The best predictorŷ of y in the feature space of the sparse set, φ(x), can then be evaluated:
The weights {α j } m j=1 are learned by KRLS over time through successive minimization of prediction errors in the leastsquares sense.
B. Minimum Volume Sets
We expect the region of normality to correspond to a highdensity region of the space. That is, it should contain the vast majority of the encountered measurement vectors. It is thus natural to compare the outcome of our anomaly detection algorithm to other approaches for determining high-density regions. One common approach is the estimation of minimum volume sets (MVSs). Given data drawn from some underlying probability distribution, the MVS estimation problem is to find the minimum volume subset S of the input space, such that the probability that a test point drawn from the distribution lies outside S equals a pre-specified value µ [13] . These sets are known in the MVS literature as density contour clusters.
Muñoz and Moguerza propose the One-Class Neighbour Machine (OCNM) algorithm for estimating minimum volume sets [16] . The OCNM algorithm is a block-based procedure that provides a binary decision function indicating whether x t is a member of the MVS or not. The algorithm requires the choice of a sparsity measure, which relaxes the density estimation problem by replacing the task of estimating the density function at each data point by a simpler measure that asymptotically preserves the order induced by the density function. We have implemented the OCNM algorithm for comparative purposes using the n-th nearest neighbour distance as the sparsity measure.
III. THE KERNEL-BASED ONLINE ANOMALY DETECTION (KOAD) ALGORITHM
Traffic flows in backbone networks have low intrinsic dimensionality, and demonstrate strong spatial and temporal covariance [5] . Consider a set of multivariate "normal" traffic measurements {x t } T t=1 . In an appropriately chosen feature space F, with an associated kernel function k(x i , x j ), the features corresponding to the normal traffic measurements should cluster. That is, given the inherent low dimensionality of network traffic, it should be possible to describe the region occupied by the traffic features using a relatively small dictionary of linearly independent elements {φ(x j )}. We can construct an approximately equivalent description by learning a dictionary of elements from the arriving input measurements {x t }, and the size of the dictionary (m) will be much less than T , leading to computational and storage savings.
The set of measurements contains not only "normal" traffic, but also anomalous measurement vectors. We therefore require a procedure for identifying when a measurement vector is anomalous and excluding it from the dictionary. This procedure is based on the intuition that an anomaly should be distant in the feature space from the cluster of normal traffic. Once a suitable dictionary has been trained to capture normal traffic, the projection error δ t from (3) offers a very natural way of assessing this distance.
A. The Algorithm
Algorithm 1 provides a high-level overview of the KOAD algorithm; a more complete description is presented in the Appendix. The KOAD algorithm operates at each timestep t 27 on a traffic measurement vector x t . In accordance with the standard KRLS algorithm [14] , we also define a scalar y t associated with the measurement vector x t . Although KOAD does not use y t in its present version, we intend to explore its utility in discovering additional anomalies in our future work. An example choice for x t is the flow vector (the number of packets in each source-destination flow, normalized to the unit hypersphere), and for y t the total number of packets in the network, as recorded during the measurement interval corresponding to timestep t.
The algorithm begins by evaluating the error δ t in projecting the arriving x t onto the current dictionary (in the feature domain). This error measure δ t is then compared with two thresholds ν 1 and ν 2 , where ν 1 < ν 2 . If δ t < ν 1 , we infer that x t is sufficiently linearly dependent on the dictionary, and represents normal traffic. If δ t > ν 2 , we conclude that x t is far away from the realm of normal behaviour, and immediately This full text paper was peer reviewed at the direction of IEEE Communications Society subject matter experts for publication in the IEEE INFOCOM 2007 proceedings.
raise a "Red1" alarm to signal an anomaly. If δ t > ν 1 , we infer that x t is sufficiently linearly independent from the dictionary to be considered an unusual event. It may indeed be an anomaly, or it may represent an expansion or migration of the space of normality. We raise "Orange" alarm, store the relevant input vector in data structure Θ to keep track of its contribution over the next timesteps, and then resolve the orange alarm.
At timestep t + , we re-evaluate the error δ in projecting x t onto dictionary D t+ . Note that the dictionary may have changed between timesteps t and t + , and the value of δ at this re-evaluation may consequently be different from the δ t at timestep t. If the value of δ after the re-evaluation is found to be less than ν 1 , we lower the orange alarm and keep the dictionary unchanged.
If the value of δ is found instead to be greater than ν 1 after the re-evaluation at timestep t + , we perform a secondary "usefulness" test to resolve the orange alarm. The usefulness of x t is assessed by observing the kernel values of x t with
If a significant number of the kernel values are high, then x t cannot be considered anomalous; normal traffic has just migrated into a new portion of the feature space and x t should be entered into the dictionary. Contrarily if almost all kernel values are small, then x t is a reasonably isolated event, and should be heralded as an anomaly. We evaluate:
where I is the indicator function and ∈ (0, 1) is a selected constant. If (5) evaluates true, then we lower the relevant orange alarm to green (no anomaly) and add x t to the dictionary. If (5) evaluates false, we elevate the relevant orange alarm to a "Red2" alarm. Once an orange alarm is resolved, we remove the stored input vector from Θ. Removal of elements from the dictionary occurs when a dictionary element is declared obsolete. This event occurs after a test similar to (5) above. We periodically perform the same check, but replace by L, a much larger number. In addition, we replace by 0 and turn the inequality into an equality comparison. It is important to keep relatively small, because it determines the time lag before an orange alarm is resolved. On the other hand, we do not wish to declare an element obsolete if a short time period occurs where no traffic lies in its vicinity. Therefore L should be relatively large, allowing for short periods of uselessness to be ignored. The KOAD algorithm also incorporates exponential forgetting, so that the impact of past observations is gradually reduced.
B. Complexity Analysis
Storage and complexity issues are paramount to online applications. In terms of storage requirements, the maximum dimensions of the variables that we have to store are m × m, where m represents the size of the dictionary. We also store the input vectors that raise orange alarms for timesteps, and an additional binary L × m matrix. Our experiments have shown that high sparsity levels are achieved in practice, and the dictionary size does not grow indefinitely.
The computational bottlenecks in the KOAD algorithm are the matrix multiplications. When no element is dropped, there is a constant number of multiplications of an m × m matrix with an m × 1 column vector. In the rare case that an element is removed from the dictionary, the algorithm must perform a multiplication of two m × m matrices. The complexity of the algorithm is thus O(m 2 ) for every standard timestep and O(m 3 ) for timesteps when element removal occurs. The complexity using PCA over a block of data of length t is O(tR 2 ), where R is the number of principal components [2] . The key point to note here is that the complexity of PCA is a function of time, whereas the KOAD complexity is not.
C. Parameter Selection
The KOAD algorithm requires the setting of a number of constant parameters. When the algorithm commences, the dictionary has not been formed so there is no definition of normality. For this reason, every vector should be considered for addition to the dictionary, i.e., there should be no Red1 alarms. During this initial training period (we use 300 training samples in the experiments), the value of ν 2 is set to 1.
During normal operation, the parameter that has the most direct effect on the detection performance is the threshold ν 1 . Threshold ν 2 determines the instant flagging of an anomaly (the Red1 alarms). Whenever δ t > ν 1 , the algorithm signals an orange alarm which it processes timesteps later.
Our experiments have shown that optimal settings for ν 1 and ν 2 vary for different traffic metrics (such as number of packets, number of bytes, number of flows, or entropies of destination IP addresses). However, for the same metric, the performance of a setting remains approximately the same across widelyseparated time periods. In Section IV, we analyze the performance variation obtained by different choices. Currently, we do not offer an automatic approach for setting the thresholds -this is an area of future research. Instead, we recommend the procedure of running the algorithm over a training set of data with known anomalies and then setting the values to achieve an acceptable compromise between detection and false alarm rates.
Experiments indicate that the algorithm performance is not particularly sensitive to the choice of , d, or L. The choice of governs a compromise between the lag-time to anomaly declaration and the false alarm rate. From a practical point of view, as statistics are often exported by network monitoring devices every five minutes, a value of = 20 evaluates to under two hours. The 20 input vectors usually provide more than enough data to assess the usefulness of a potential dictionary element, and the time-to-detection is still faster than using block-based methods. Indeed, our experiments have shown that for almost all bona fide anomalies that were initially identified as orange alarms, the kernel value drops immediately, similar to the example of Fig. 2(c) . The parameter L exerts a similar influence to , but determines when obsolete vectors are removed from the dictionary. In this case, there is not such a pressing motive to keep L small, since it is not critical to remove obsolete elements immediately. We use L = 100 in the results presented, but any value in the range 40 − 200 resulted in similar performance in our experiments.
The choice of d determines how close the dictionary element must be to an input vector before it is considered useful, and therefore defines a region of usefulness in the feature space. The appropriate value is dependent on the kernel being used (the kernel implicitly defines a distance measure), and should lie below the long-term average kernel value of any genuine dictionary element. The choice can be made based on an inspection of kernel values (as depicted in Fig. 2 ). The value of determines what fraction of input vectors must lie within the defined region of usefulness.
IV. EXPERIMENTS

A. Data
To evaluate our algorithm, we examined performance on network-wide traffic datasets analyzed by Lakhina et al. in [2] . This data was collected from 11 core routers in the Abilene backbone network for a week (Dec. 15 to Dec. 21, 2003). It comprises two multivariate timeseries, one being the number of packets and the other the number of individual IP flows in each of the Abilene backbone flows (the traffic entering at one core router and exiting at another), binned at five minute intervals. Both datasets, X (1) and X (2) , are of dimension F × T , where T = 2016 is the number of timesteps and F = 121 is the number of backbone flows.
We manually identified the anomalies present in our datasets. Thus we have "ground truth" anomaly annotations against which to compare the output of our KOAD detection algorithm. We were able to manually identify 34 anomalies in the packet-counts timeseries and 44 anomalies in the IP flow-counts timeseries.
B. Results
In our experiments, we set x t to be the flow vector at timestep t normalized to the unit hypersphere, and as the associated y t the total amount of traffic in the network:
X(f, t).
Here i = 1, 2 indicates whether the number of packets or IP flows is being measured. This choice exploits clustering due to spatial correlations in network traffic [5] . We ran our KOAD algorithm for various combinations of the thresholds ν 1 and ν 2 . For the results presented in this paper, the default settings for the dropping parameters were d = 0.9 and L = 100, the tolerance for resolving orange alarms were = 20 and = 0.20, and pertain to the noforgetting (γ = 1) case. We used a linear kernel, as defined in (2) . We implemented the OCNM algorithm using the n-th nearest neighbour distance as the sparsity measure with n set to 50 and µ = 0.98 to select the 98% minimum volume set. For the dataset comprising the Abilene packet-counts timeseries, Figs. 1(a) and 1(b) show the variations in δ t obtained using KOAD with ν 1 = 0.03 and ν 2 = 0.07, and the magnitude of the energy in the residual components from PCA using R = 4 principal components, respectively. For PCAbased anomaly detection, we use the Q-statistic threshold [6] as in [2] . Fig. 1(c) shows the distance measures obtained using the OCNM algorithm, together with the threshold indicating the 98% minimum volume set. The spike positions in Figs.  1(a-c) indicate the anomalies signalled by KOAD, PCA and OCNM. Fig. 1(d) compares the positions of the detected anomalies, indicating that, for the most part, the three methods signal the same events.
Using these settings, OCNM flags 26 of the 34 anomalies in the packet timeseries. The anomalous input vectors thus also exhibit high Euclidean n-th neighbour distances in the input space. Recall that KOAD deals with distance in the feature space. One noticeable difference in the results of the three different algorithms occurs around t = 1400. Here OCNM detects a series of anomalies, PCA indicates nothing abnormal, and the KOAD δ t is initially high for a block of time and then suddenly dips. This is indicative of the subtle differences in the three approaches. The block of 25 input vectors forms a small cluster. This cluster is sufficiently numerous and energetic for PCA to dedicate a principal component to it, so PCA does not consider it an anomaly. KOAD signals the first vector in the cluster as an orange alarm, tracks it for = 20 subsequent timesteps during which δ t remains high, then because there are sufficient similar vectors immediately thereafter the usefulness test is passed and the orange alarm is rendered green. The remaining 5 vectors in the 25-vector cluster are very similar to this first vector, which results in the sudden dip in δ t . In contrast, the n-th nearest-neighbour distance for every vector in the cluster is large (n is larger than 25). It is interesting to note that if we reduce n to 25 from 50, OCNM declares none of these timesteps as anomalous. Fig. 2 depicts the changing behaviour over time of the kernel values k(xj, x t ) for three different types of dictionary membersx j . Fig. 2(a) shows a consistently useful dictionary element. Many input vectors are close to this element, resulting in high kernel values. Sudden drops below the threshold d correspond primarily to anomalies. Fig. 2(b) shows the behaviour of a dictionary element that gradually becomes obsolete. This figure motivates the need to eventually discard such dictionary members. Fig. 2(c) illustrates the case of a Red2 alarm. The kernel values drop significantly below the threshold immediately after this input vector arrives and produces a δ t > ν 1 . The algorithm signals an orange alarm in this case, tracks it for timesteps, upon which it performs the usefulness test and elevates the orange alarm to a Red2 alarm. This input vector is never entered into the dictionary.
C. Detection Performance
Our objective is to detect the 34 anomalies in the packetcounts timeseries, and the 44 anomalies in the flow-counts timeseries. Fig. 3 presents the trade-off between the probability of detection (P D ) and the probability of false alarms (P F A ) as Receiver Operating Characteristics (ROC) curves for the packet-counts timeseries. Curves are presented for various settings of ν 2 , and each point corresponds to a choice of ν 1 . Fig. 3 shows that the detection rate does not monotonically increase as ν 1 decreases. This is because ν 1 does not solely act as a detection threshold, but also determines, in a nonlinear fashion, the size and nature of the dictionary and hence the identified region of normality. The ν 2 setting determines the (instant) declaration (correctly or falsely) of Red1 alarms. Table I provides a breakdown of detection performance for the packet-counts dataset and Table II presents the same information for the flow-counts dataset. We see that KOAD provides comparable detection rates, with the added advantage of lower lag and complexity.
D. Anomaly Analysis
We now examine two types of anomalies in more detail to highlight the differences between the block-based approach of PCA and the sequential, learning approach of KOAD. In our first example, we consider a 240-timesteps (20-hour) period during which approximately 20 backbone flows experience step-changes in behaviour and the nature of the network traffic changes fundamentally. This is most evident in the flow-counts dataset. The top panel of Fig. 4(a) depicts, as an example, the variation in the number of IP flows over time in the Seattle-Chicago backbone flow. When the first input vector corresponding to this shift arrives, KOAD signals a Red1 alarm (as δ t > ν 2 ), and keeps tracking it for timesteps, during which all input vectors produce significantly high δ t values and are all signalled as Red1 alarms (Fig. 4(a), bottom panel) . Once the first input vector corresponding to this shift is entered into the dictionary, it explains all subsequent input vectors that belong to this temporary shift, and δ t becomes low. The spikes at t = 1100 and 1160 represent different, definite anomalies. PCA dedicates one principal component to this block of time and does not indicate any anomalous behaviour.
In our second example, we examine the New York-Chicago backbone flow. Here there are three instances at around t = 710, 1434 and 1615 persisting for 3 − 5 timesteps each, where the number of IP flows increases dramatically (Fig. 4(b) , top panel). The PCA-based algorithm clusters these anomalies together and dedicates a principal component to describing them (Fig. 4(b) , bottom panel). The anomalies consequently go undetected. The KOAD algorithm in contrast adapts over time and detects all three anomalies.
V. DISCUSSION AND FUTURE WORK
We have described a kernel-based online anomaly detection algorithm that is able to detect anomalous events in realtime. Through analysis of datasets recorded on the Abilene network, we have demonstrated that the proposed algorithm achieves similar detection performance to the most effective block-based approaches, but has a faster time-to-detection and lower computational complexity. Anomalies are either flagged within the same timestep of its occurrence, or after the orange alarm is resolved a short interval later. In both cases, the timeto-detection is faster than with block-based methods.
The nature of our results raises interesting questions about what should be reported as an anomaly. For example, the 25-vector input cluster around t = 1400 (Section IV-B) can be viewed as a large time-scale anomaly, in that the traffic here is very different from anything seen during the rest of the week. On the other hand, it persists for two hours, rendering debatable its labelling as anomalous. In the flowcounts dataset, we observe a 20-hour period during which traffic is fundamentally different from the rest of the week. The algorithm presented in this paper flags the first measurements as red alarms, then incorporates this shift into its designation of the space of normality.
The experimental results presented in this paper pertain only to volume anomalies, which are evident in packet-counts and flow-counts timeseries. The KOAD algorithm is also able to detect anomalies in distributions (such as arising from DoS attacks) which are evident in timeseries of header entropies [1] , and in a variety of other applications such as camera networks.
We do not currently present an automatic procedure for setting the thresholds ν 1 and ν 2 . Our experiments indicate that optimal settings for them vary for different traffic metrics, as evident from Tables I and II, but remain similar over time for the same metric. Both supervised and unsupervised learning approaches can be adopted to train the parameters. In the supervised setting, the algorithm can be run repeatedly over a set of training data with adjustments to the thresholds until the detection rate is maximized for a specified maximum false alarm rate. In the unsupervised setting, a minimum volume set approach may be incorporated to provide pseudo-labels for the data. Our future research involves making ν 1 and ν 2 adaptive, and designing supplementary algorithms for autonomously setting the other KOAD algorithm parameters.
It is interesting to consider how combinations of the three approaches might perform. For example, PCA analysis could be performed on an initial block of training data and the most significant components used as the initial KOAD dictionary members. Alternatively, the OCNM algorithm could be applied to provide an initial definition of the region occupied by normal traffic. Further study is required to develop a better understanding of the relationships between minimum volume sets and the KOAD dictionary and thresholds.
APPENDIX: ALGORITHMIC DETAILS
Here we present a more detailed description of the KOAD algorithm. Matlab code implementing the algorithm, our datasets and instructions on replicating our experiments, are available at [17] . Algorithm 2 presents pseudocode.
Notation and Definitions: We use subscripts with variables enclosed in square brackets to denote a subset of the rows and columns of a matrix. Thus = (a 1 , a 2 , . . . , a mt ) . Structure Θ stores the input vectors corresponding to unresolved orange alarms. At any time t, Θ will contain G input vectors, where G denotes the number of orange alarms that occurred between timesteps t − and t − 1.
Lines 1-2: The fixed parameters of the algorithm were discussed in Section III with the exception of γ, the forgetting factor. Our KOAD algorithm gradually disregards old data through exponential forgetting, which puts time-dependent weights on old observations. Line 3: At timestep 1, the first input vector is added to the dictionary, and all variables are initialized.
Lines 5-7: Upon receiving each input vector, the projection error δ t is evaluated. The first step in this process is the calculation of the kernel values for the current input measurement:
[k t−1 (x t )] j = k (x t , D{j}) for j = 1, . . . , m t−1 (6) This allows computation of the sparsification vector a t and subsequently δ t . 
(7) Lines 9-15: These lines address the signalling of alarms. If δ t > ν 2 , we instantly declare a Red1 alarm. If δ t > ν 1 then we raise an orange alarm, store x t in Θ, and append Λ with ( 0 1 )
T . Line 16: The covariance matrix P is updated using:
where q t is known as the Kalman gain in the RLS literature:
The least-squares vectorα is also updated:
Lines 17-34: These lines address the resolution of orange alarms observed timesteps ago. First, we re-evaluate the error δ in projecting Θ{1} = x t− on to the dictionary at time t.
If the re-evaluated value of δ is found to be greater than ν 1 , we perform a secondary "usefulness" test to resolve the orange alarm. We evaluate the "usefulness" of x t− by summing the entries in the (m t−1 + 1)-th column of Λ for the previous timesteps and comparing with . Notice that the (m t−1 + 1)-th column of Lambda is always associated with Θ{1} = x t− , which is always the orange alarm that is to be resolved.
If the re-evaluated value of δ exceeds ν 1 and the usefulness test fails, we elevate the orange alarm to Red2. If the reevaluated value of δ is below ν 1 , we lower the orange alarm. In both cases, the dictionary is unchanged. Now if the re-evaluated value of δ exceeds ν 1 and the usefulness test passes, we must lower the orange alarm and also add Θ{1} to the dictionary. Adding an element to the dictionary involves the following steps. First, the optimumã t is now a t . The kernel matrix and its inverse are updated as:
Once x t is added to D t−1 , x t becomes perfectly representable by the elements in D t−1 , so a t = ( 0 1 ). The update equation for the covariance matrix P t is:
