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Abstract
We propose a new iris presentation attack detection
method using three-dimensional features of an observed iris
region estimated by photometric stereo. Our implementa-
tion uses a pair of iris images acquired by a common com-
mercial iris sensor (LG 4000). No hardware modifications
of any kind are required. Our approach should be applica-
ble to any iris sensor that can illuminate the eye from two
different directions. Each iris image in the pair is captured
under near-infrared illumination at a different angle rela-
tive to the eye. Photometric stereo is used to estimate sur-
face normal vectors in the non-occluded portions of the iris
region. The variability of the normal vectors is used as the
presentation attack detection score. This score is larger for
a texture that is irregularly opaque and printed on a con-
vex contact lens, and is smaller for an authentic iris texture.
Thus the problem is formulated as binary classification into
(a) an eye wearing textured contact lens and (b) the texture
of an actual iris surface (possibly seen through a clear con-
tact lens). Experiments were carried out on a database of
approx. 2,900 iris image pairs acquired from approx. 100
subjects. Our method was able to correctly classify over
95% of samples when tested on contact lens brands unseen
in training, and over 98% of samples when the contact lens
brand was seen during training. The source codes of the
method are made available to other researchers.
1. Introduction
Presentation attacks are those presentations to the bio-
metric sensors which aim at either impersonating someone
else or concealing the attacker’s identity. Such attacks may
be carried out in various ways, for instance by presenting ar-
tificial objects (e.g. gummy finger, face silicon mask, pros-
thetic eye), non-conformant use of a biometric system (e.g.
squinting, rotating the finger, changing the face expression),
or even presenting cadavers. Iris recognition, considered
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to be one of the most accurate biometric methods, is rel-
atively easy to spoof and results of the recent LivDet-Iris
2017 competition suggest that both textured contact lens
and paper iris printouts are still challenging for state-of-the-
art methods [16]. The inability to detect textured contact
lenses is particularly disturbing, since such lenses may be
worn for cosmetic purposes, and thus the attacker may eas-
ily conceal the true intention of presenting an eye covered
by a textured lens. Wearing a textured contact lens signif-
icantly lowers the chances of getting a correct match be-
tween the observed eye and the reference template stored in
a database [5, 8, 6, 14].
This is why presentation attack detection (PAD) is im-
portant in biometrics, and automatic recognition of textured
contact lenses is crucial for equipment installed in uncon-
trolled, real-world scenarios, such as a border control. This
paper proposes a novel iris PAD method that, different from
any previous work known to us, employs photometric stereo
to make a distinction between an approximately flat authen-
tic iris, and an irregular and convex shape of the textured
contact lens. The practical motivation behind proposing this
technique is that the hardware of common commercial sen-
sors is sufficient for implementing this method. Namely,
only two near-infrared illuminators1, placed at different lo-
cations relative to the camera lens, are enough to estimate
the normal vectors for the observed surface. These normal
vectors are more consistent for a flat iris than for irregular
textured contact lens. The estimated variability of the cal-
culated normals serves as the PAD score, which is smaller
for authentic eyes than for eyes wearing textured contact
lenses. Consequently, the important practical advantage
of the proposed method is that it can be seamlessly imple-
mented in present sensors that generate ISO/IEC 19794-6-
complaint iris images, without any hardware updates. The
source codes of the method are made available along with
1Iris sensors with illuminators at two locations relative to the camera
include the LG 4000, Iris Guard AD 100, Panasonic ET 300 and others.
The OKI Iris Pass M even had illuminators in four locations. Illuminators
at two or more locations is common, apparently with the motivation to
select images to minimize specular highlights on the iris.
ar
X
iv
:1
81
1.
07
25
2v
1 
 [c
s.C
V]
  1
8 N
ov
 20
18
this paper for non-commercial purposes2.
2. Uniqueness Over Related Work
Iris presentation attack detection has received consider-
able attention, especially in recent years. A recent survey
by Czajka and Bowyer provides detailed summary of the
research to date in iris PAD [2]. Below we discuss the iris
PAD approaches based on three-dimensional features that
are most closely related to the proposed method. In each
case we explain how our new approach is different and im-
proves on the known technique.
One approach to distinguish non-eye, flat objects
(printed irises) from a living eye is to detect corneal re-
flections of infrared light illuminated in random sequences,
and was envisioned by Daugman [3]. The cornea has a
spherical shape and, due to its moistness, generates spec-
ular reflections at the locations possible to be estimated
when the positions of the illuminators are given. Lamber-
tian flat surfaces will not generate specular highlights and
thus can be classified as non-eye objects. An algorithm fol-
lowing this concept was patented by Min and Chae [11],
and independently proposed later by Pacut and Czajka [12].
They used two supplementary sources of near-infrared light
placed equidistant to the camera lens and switched them on
and off in a predefined manner. For authentic eyes the se-
quence of detected reflections should match the sequence of
stimulating near-infrared flashes. For non-eye or flat objects
the reflections should either be missing, or placed in incor-
rect locations, making the detected sequence of reflections
different from the original one. The method proposed in
this paper is different from the above methods in that it
does not detect and use reflections from the cornea. Also,
this approach of detecting corneal reflections may be fooled
by contact lenses.
Another idea employing 3D features of the eye is based
on detection of the Purkinje reflections, i.e. specularities
that occur at the outer and inner boundaries of the cornea,
and the outer and inner boundaries of the lens. Lee et al.
[10] follow this idea and apply a human eye model to cal-
culate a theoretical positions of Purkinje reflections used
later to verify the correctness of the observed specularities.
The method proposed in this paper is different from the
above method since it does not detect and use Purkinje re-
flections in the PAD. Also, the higher-order Purkinje reflec-
tions can be difficult to detect and may still exist for a person
wearing contact lenses.
An idea based on photometric stereo approach and il-
lumination from different directions was proposed by Lee
and Park [9]. They use the fact that the surface of a live iris
is not perfectly flat and so will cast shadows when illumi-
nated from different directions. In turn, a flat iris printout
2https://github.com/CVRL/PhotometricStereoIrisPAD
does not cast shadows. Properties of the surface estimated
by photometric stereo method are then used to distinguish
between a live iris and a flat printout. The method pro-
posed in this paper is different from the above method
since it is designed for detection of textured contact lenses
(not paper printouts) and it makes different assumptions on
three-dimensional properties of the observed objects. In our
method, and for image resolutions used in commercial sys-
tems, we assume that iris is more flat than the artifacts (tex-
tured contact lenses) we want to detect. This is an opposite
assumption to the one made by Lee and Park, and the pho-
tometric stereo is applied in different ways in both methods.
An approach using a light stripe projected on the ob-
served object was proposed by Connell et al. [1]. This
structured-light-based approach is able to assess the three-
dimensional properties of the observed object, and thus
provides a rough estimate whether the sensor is observing
a live (approximately flat) iris, or a textured contact lens
(more curved than authentic iris). However, this approach
requires more elaborate sensor hardware than that used in
current commercial iris sensors. Hughes and Bowyer [7]
used stereo imaging to classify the observed texture as com-
ing from a surface better approximated as planar (authentic
iris) or spherical (textured contact lens). This approach re-
quires that the sensor has an additional camera, and that
the two cameras be separated well enough for the stereo to
work well. The method proposed in this paper is dif-
ferent from all of the above methods since it is does not
use structured-light-based or stereo-vision image acquisi-
tion, and thus it does not require custom hardware (light-
stripe projection or additional camera) to acquire images.
And certainly, due to different acquisition techniques em-
ployed in our method, the image processing methodology
is different than those presented in [1] and [7].
Our method requires nothing more than a pair of images
that could be acquired from current commercial iris sensors
in the course of normal image acquisition.
3. Method
3.1. General Photometric Stereo Approach
Photometric stereo is a computer vision method of esti-
mating the surface normal vectors by observing an object
under illuminations from different directions by a single
fixed-position camera. Assuming we use k point-wise il-
luminators that generate k Lambertian reflections (i.e. di-
verging almost equally in all directions) from each point of
a surface with uniform albedo, we can use a linear model
binding these quantities:
I = Lnˆ = Lcn (1)
where I is a vector of the observed k intensities, L is a 3×k
matrix of k known light directions, c represents a uniform
albedo, and n is the surface unit normal vector to be esti-
mated. This yields
nˆ =
{
L−1I if k = 3
(LTL)−1LT I if k 6= 3 (2)
where (LTL)−1LT is Moore-Penrose pseudoinverse of L.
Assuming the albedo c is uniform for all points, we can
estimate the unit surface normals as
n =
nˆ
‖nˆ‖ (3)
where ‖x‖ is the `2 (Euclidean) norm of x. Since we need
to find two unknowns in nˆ, k = 2 images taken under
two different lighting conditions, are necessary to solve the
equation (3) and calculate n. If three images are available,
one may also recover albedo c for each picture point. Hav-
ing more than three images overdetermines the solution and
allows to get more accurate estimations of both n and c.
However, our formulation of the PAD problem as a binary
classification of the surface normals of the observed texture
does not require more than two images.
The normal vectors n are estimated for each picture point
(x, y), so Ix,y and nx,y should be used for the observed
intensities and normal vector at point (x, y), respectively.
We skipped (x, y) subscript in equations (1 - 3) for clarity.
3.2. Application Context
The photometric stereo, which is the core of the pro-
posed PAD method, uses two near-infrared illuminators
placed at different, yet known positions with respect to the
lens, as already implemented in current commercial sen-
sors. Thus this method can be immediately applied in cur-
rent equipment without the need of hardware adaptations.
Iris recognition sensors equipped with two not concentric
illuminators automatically select their optimal configura-
tion to generate a good quality iris image, compliant with
ISO/IEC 19794-6 standard. This is important in particular
when a subject wears glasses. Thus, in each presentation
at least two iris pictures taken under illumination from dif-
ferent directions are available for these sensors, and can be
used to check the presence of the textured contact lens ac-
cording to the presented approach.
Extension of the presented concept to iris recogni-
tion sensors implementing more than two illuminators is
straightforward, and would increase the accuracy of the es-
timation of 3D features. However, current commercial iris
sensors commonly use just two illuminators.
3.3. Detection of Textured Contact Lenses
As stated before, the proposed presentation attack detec-
tion method is valid for arbitrary number of images taken
under different lighting conditions. However, the presented
experiments and results relate to the most popular setup in
commercial iris sensors in which only two spatially sepa-
rated illuminators are available, and thus k = 2 iris images
are acquired for this PAD, Ileft and Iright. Hence, we use two
observed intensities in equation (1) for each picture point
(x, y):
Ix,y =
[
Ileft(x, y)
Iright(x, y)
]
Figure 1a illustrates a typical setup of two near-infrared
illuminators placed equidistant to the camera lens. This al-
lows to generate a pair of iris images shown in Fig. 1b.
The external surface (visible to us) of the iris can be consid-
ered as a more Lambertian than specular surface. So, using
either left or right illuminator produces very similar iris im-
ages. Certainly, the iris surface is not perfectly flat and this
should manifest in different shadows visible in the left and
right images. However, the resolution of commercial iris
recognition sensors compliant to ISO/IEC 19794-6 is rather
small (normally approx. 200 pixels across iris diameter are
used, with 120 pixels being the standard requirement) when
compared to the size of three-dimensional objects such as
crypts, and hence the observed differences between Ileft and
Iright are small. The photometric stereo method will end up
with estimation of normal vectors that should not differ too
much from the average normal vector estimated for this ob-
ject.
Figure 2 illustrates identical capture procedure (a) and
the resulting images (b) when an eye wearing textured con-
tact lens is photographed. One should note shadows made
by the the partially opaque texture printed on the lens and
observed in different places, depending on which illumi-
nator was used to illuminate the object. Except for large
shadows observed in regions marked as (A) and (B), we
can also see differences how the printed texture generates
image features under illumination at different angles. Con-
sequently, for this object the photometric stereo will end
up with highly variable normal vectors due to irregular and
noisy surface that is being estimated.
The normal vectors estimated for the images shown in
Figs. 1b and 2b are illustrated as quiver plots in Fig. 3a and
3b, respectively. Note a higher variability of the estimated
normal vectors for an eye wearing a textured contact lens.
Note also that we do not consider normal vectors outside
the iris annulus, and for portions of the iris occluded by
eyelids and eyelashes. This is accomplished by calculating
the occlusion masks mleft and mright corresponding to Ileft and
Iright iris images. For non-occluded iris pixels m = 1, and
for background pixels m = 0.
So what distinguishes these two sets of normal vectors?
Let n¯ be the average normal vector within the non-occluded
iris area. Fig. 4 presents distributions of vector norms be-
tween all normal vectors n and their averages n¯ calculated
(a) (b)
Figure 1: a) In case of observing an eye not wearing a texture contact lens, or wearing a transparent contact lens, the NIR light
rays go through the cornea (2) and are reflected from the iris (1); b) The corresponding Ileft and Iright iris images. Differences
in shadows observed in these two pictures are small, which ends up with a reconstruction of a roughly planar surface.
(a) (b)
Figure 2: a) In case of observing an eye wearing a texture contact lens (3), the NIR light rays either go through the cornea
(2) and, reflected from the iris, are registered by the camera, or they are reflected by the textured contact lens, or they are
reflected from the iris but blocked by the opaque texture printed on the lens. b) The corresponding Ileft and Iright iris images.
Note that significant differences in generated shadows between the left- and right-illuminated iris with textured contact lens,
especially in areas marked as A and B.
for iris with and without textured contact lens (shown in
Figs. 1a and 2b). The Euclidean distances between normals
and their average are smaller for an approximately flat iris
when compared to an irregular object composed with an iris
and a textured contact lens. Consequently, in this presenta-
tion attack detection method the variance of an Euclidean
distance between the normals and their average, calculated
in non-occluded iris area, is used as the PAD score:
q = var‖nx,y − n¯‖ (4)
where ‖x‖ is the `2 (Euclidean) norm of x, and
n¯ =
1
N
∑
x,y
nx,y,
where N is the number of non-occluded iris points, and
{(x, y) : mleft(x, y) ∩mright(x, y) = 1}.
We expect to observe a larger variance calculated by (4)
for irises wearing textured contact lenses than for irises not
wearing textured contacts, or wearing transparent (clear)
contacts.
(a) Live iris (b) Iris with textured lens
Figure 3: Quiver plots depicting estimated normal vectors
for authentic iris (a) and iris with textured contact lens (b).
Figure 5 presents all steps of the proposed iris PAD
method, namely:
1. Iris image acquisition. In this step, a pair of iris
images, Ileft and Iright, is acquired. The Ileft image is ac-
Figure 4: Histograms illustrating how normal vectors n
shown in Fig. 3 (a) and (b) differ from a mean normal vec-
tor n¯. As shown, variance of this difference is significantly
larger when the textured contact lens is used.
quired when the left illuminator is switched on, and
the Iright image is acquired when the right illuminator is
switched on. Due to spontaneous oscillations in pupil
size, the time between captures should be as small as
possible.
2. Iris image segmentation. In this step, occlusion
masks, mleft and mright, are calculated, where m = 1
denotes iris pixels, and m = 0 denotes non-iris areas.
3. Estimation of normal vectors. This step can be re-
alized in parallel with the step 2, and ends up with a
set of normal vectors estimated by photometric stereo
method based on Ileft and Iright images.
4. Setting the region of interest. In this step normal
vectors that are either outside of the iris annulus or
correspond to eyelids and eyelashes are discarded from
processing.
5. PAD score calculation and decision. In this step the
PAD score is calculated and a statistical test is applied
to make a decision whether an observed iris is covered
by a textured contact lens.
4. Experiments and Results
4.1. Database
In this work, we used images from the Notre Dame Con-
tact Lens Detection 2015 (NDCLD’15) dataset [4]. This
is the only database known to us, which offers iris images
(with and without contact lenses) of the same eyes captured
shortly one after another with illumination coming from two
different locations. Images acquired by the LG IrisAccess
Figure 5: Components of the proposed iris PAD method.
Figure 6: Examples of textured contact lenses referred to
as regular, i.e. having a dot-like pattern (left) and irregular,
i.e. not having a dot-like pattern (right).
4000 sensor are used to conduct the experiments, since this
sensor was used to collect both images of authentic eyes and
eyes with textured contact lenses. Additionally, this dataset
contains images of eyes with clear (non-textured) contact
lenses, used in this work to assess the impact of clear con-
tact lenses on the method reliability.
For this research we used iris image pairs, each with one
image taken with left illuminator and the other with right
illuminator, captured as close in time as possible. In total
5,796 iris images acquired from 119 subjects met this con-
dition. This set was then divided into four subsets used in
the experiments:
• 1,800 images of irises wearing regular (with dot-like
pattern) textured contact lenses, as shown in Fig. 6a,
• 864 images of irises wearing irregular (without dot-
like pattern) textured contact lenses, as shown in Fig.
6b,
• 1,728 images of irises wearing clear contact lenses
(without any visible pattern), and
• 1,404 images of authentic irises without any contact
lenses (textured or clear).
Five different textured contact lens brands are repre-
sented in the NDCLD’15 dataset: Johnson & Johnson, Ciba
Vision, Cooper Vision, Clearlab and United Contact Lens.
some subjects had images acquired multiple times wearing
different types of textured contact lenses, and consequently
the 2664 images (1,800 + 864) of irises with textured con-
tact lenses represent 37 combinations of subject and contact
lens brand.
4.2. Experimental Scenarios
Three experiments with different compositions of train-
ing/testing subsets are conducted:
(a) images of regular textured contact lenses, i.e. contact
lenses with printed dot-like patterns, and proportionate
number of randomly chosen images of authentic eyes
(without clear contact lenses) are used in training; im-
ages of eyes with irregular textured contact lenses, i.e.
those that do not have a dot-like pattern, and the im-
ages of authentic eyes (without clear contact lenses)
unseen in training are used in testing; Fig. 6 illus-
trates examples of regular and irregular contact lens
patterns;
(b) training and testing sets in (a) are swapped in this sce-
nario to evaluate the capacity of generalization of the
proposed method;
(c) regular and irregular texture contact lens patterns are
mixed, then half of the images of textured contact
lenses are randomly chosen for training along with im-
ages of authentic eyes (without clear contact lenses);
the rest of the images of textured contact lenses, and
images of eyes wearing clear contact lenses are chosen
for testing. This scenario is repeated independently 10
times allowing for 10-fold cross validation (with re-
placement). The random selection of training images
was continued until the training set has the same num-
ber of samples as the whole dataset. The aim of this
experiment is to evaluate the influence of clear (not
textured) contact lenses on the accuracy, assuming that
no images of eyes wearing clear contact lenses were
used in training.
4.3. Error Metrics
We follow ISO/IEC 30107-3:2017 and use the following
PAD error metrics: Attack Presentation Classification Er-
ror Rate (APCER), which is the proportion of attack pre-
sentations incorrectly classified as bona fide presentations,
and Bona Fide Presentation Classification Error Rate
(BPCER), which is the proportion of bona fide presenta-
tions incorrectly classified as presentation attacks. When
accuracy is mentioned, it refers to the total number of cor-
rect classifications.
4.4. Base Method
In the base method, we use the entire, non-occluded iris
annulus to calculate the PAD score. Figure 7 presents the
Receiver Operating Characteristic (ROC) curves for scenar-
ios (a) and (b), as defined in Sec. 4.2, obtained on the test
set. The areas under the curve (AUC), 99.61% and 99.55%
for split (a) and (b), respectively, suggest that the effective-
ness of the proposed method is high. Note that the method
was trained and tested on different pattern types in scenar-
ios (a) and (b), which means that this approach generalizes
well to unknown contact lens patterns. The ROCs in Fig.
7 include also specific working points achieved when the
threshold is set on the training data (based on the Equal Er-
ror Rate) and later used on the test data. This also suggests
high generalization capabilities, due to a small difference
between false positive and false negative rates in both (a)
and (b) scenarios.
4.5. Use of Weighted Local Areas
The estimated normal vectors may present nonuniform
quality and usefulness for PAD across the non-occluded iris
annulus. This is due to the following two reasons: (a) the
segmentation may not be perfect, and the areas marked by
the segmentation algorithm as a free-from-occlusions iris
pattern may still contain eyelids, eyelashes or NIR reflec-
tions, (b) due to nonuniform construction of the textured
contact lens (see Fig. 8, left) parts of the iris annulus close
to the pupil will not often be covered by textured contact
lens, and thus the PAD usability of these areas is limited.
We employ an iterative approach for searching the best
local areas that, when combined together, offer an increased
PAD accuracy when compared to using the entire non-
occluded iris area. In each iteration, the annulus is seg-
mented into r radial and t angular sections, ending up with
rt local sections ai,j , for which the PAD scores can be cal-
culated in the same way as for the entire non-occluded iris
area, as depicted in Fig. 8 (right). The usefulness of each
local area is assessed by how well two distributions of PAD
scores calculated for irises with and without textured con-
tact lens are separated:
d′ =
µauthentic − µcontact√
0.5(σ2authentic + σ
2
contact)
(5)
where µauthentic and µcontact represent the mean PAD
scores of authentic irises and contact lenses, respectively,
and σauthentic and σcontact denote the standard deviation of the
PAD scores of authentic irises and contact lenses, respec-
tively. Therefore, a significance map of the iris annulus is
obtained, and it is used in the search for the best iris mask.
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(a) Trained on regular, tested on irregular contact lenses
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
APCER
0.7
0.75
0.8
0.85
0.9
0.95
1
1-
BP
CE
R
AUC = 99.55%
Accuracy = 96.72%
(b) Trained on irregular, tested on regular contact lenses
Figure 7: ROC curves achieved on the test set by the base method in the experiments (a) and (b), as defined in Sec. 4.2.
Additionally, the APCER and BPCER achieved in testing for a threshold set on the training set are marked as a red dot.
Figure 8: Left: Illustration of a typical placement of a tex-
tured contact lens. Contact lens pattern (dotted) often ex-
tends beyond the limbic (outer) iris boundary, is irregular
in the central part and is not printed within the pupil area.
Right: The way how the iris annulus is divided to find the
best local patches used in this PAD method.
We experimented with various numbers for r and t, with
r ∈ 〈4, 5〉 and t ∈ 〈10, 15〉 ending up with the best results.
Then, rt steps of the mask selection are performed. In
the p-th iteration, p local areas with the highest d′ are in-
cluded in the calculation of the PAD score:
qweighted =
∑
x,y d
′
x,y(lx,y − lw)2∑
x,y d
′
x,y
(6)
where d′x,y is the d
′ of the local area ai,j point x, y is in, and
lw =
∑
x,y d
′
x,ylx,y∑
x,y d
′
x,y
, lx,y = ‖nx,y − n¯‖2
After the PAD score calculation in each iteration, the d′
of the two distributions of PAD scores are again calculated
for irises with and without textured contact lenses. The
highest d′ defines the final selection of local areas ai,j used
in testing. This iterative procedure is performed only to find
the best local regions for a given database, and there is no
need to repeat it for each iris image pair being verified.
Results of the experiments (a) and (b) using the pro-
posed weighted local area selection are presented in Fig. 9.
This variant of the method again generates satisfactory ROC
curves and high AUC values of 99.42% and 99.6%, respec-
tively. However, this variant presents lower generalization
capabilities, since the threshold set on the train set allowed
to achieve 80.45% of accuracy when irises with regular tex-
tured contact lenses are used for training, and irregular pat-
terns are seen in testing. When regular and irregular patterns
are represented in both the training and testing sets (exper-
iment (c), as defined in Sec. 4.2), the variant in which lo-
cal weighted areas are used presents slightly better average
accuracy in 10-fold cross-validation experiment (98.38%)
than the base variant (97.50%), as depicted in Fig. 10.
4.6. Do Clear Contact Lenses Impact Accuracy?
What happens when the method is trained on image pairs
acquired from eyes without any contact lenses, and then
tested on subjects wearing transparent contact lenses? In
the iris PAD, only textured contact lenses should be detected
as a presentation attack, while an eye wearing clear contact
lens should be recognized as an authentic eye. In this sub-
section we present experimental results to explore the im-
pact of clear contact lenses on the method performance. A
10-fold cross validation is carried out to evaluate the ability
of the proposed method to correctly classify irises wearing
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Figure 9: Same as in Fig. 7, except that local areas were used in calculation of the PAD score.
clear contact lenses. In each fold of the validation, the train-
ing set is created as defined in the experiment (c) in Sec. 4.2,
while the testing set consisted of randomly chosen images
of irises wearing clear contact lenses and images of irises
wearing textured contact lenses unused in training. Fig. 10
shows that the average accuracy of 95.24% is slightly lower
than 98.38% achieved when the eyes are free from any con-
tact lenses. This is expected, since even clear contact lenses
have a boundary between the active lens area and the trans-
parent carrier, which also may generate shadows, increasing
our PAD score. At the same time, we can conclude that the
impact of clear contact lenses on this method is small, and
the obtained accuracy about 95% is acceptable.
Figure 10: Notched box plots for 10-fold cross validation
of a base method, a variant employing weighted local areas
tested on irises with textured contact lenses and clear eyes,
and the same variant tested on irises with textured and clear
contact lenses.
5. Conclusions
This paper presents the first photometric-stereo-based
iris presentation attack detection method designed to detect
textured contact lenses. There are two important properties
of the proposed solution:
• good generalization capabilities: since the proposed
algorithm is not trained for any specific pattern, and
uses a simple observation that textured contact lenses
will produce larger shadows than authentic iris when
illuminated at different angles, this PAD is agnostic
to contact lens brand or specific pattern printed on the
lens; this is in general not true for image filtering-based
feature extractors (including deep-learning-based solu-
tions), which are known to perform worse in the open-
set testing scenario [13, 15];
• immediate application to commercial iris sensors:
since this method uses the hardware elements (illumi-
nators, camera) already present in commercial sensors,
there are no required hardware updates needed to add
this method as one of the PAD techniques; the require-
ment to collect two iris images illuminated from two
different angles is easily met, since iris sensors typi-
cally do this in each acquisition to minimize the impact
of specular reflections, especially from glasses.
The method was developed on a database of approx.
5,800 iris images (2,900 image pairs) acquired from ap-
prox. 100 subjects. This method is able to correctly classify
more than 98% samples if the textured contact lens brand
is known, and offers an accuracy of above 95% in open-set
scenario when the contact lens brand is unknown in test-
ing. Due to lack of other photometric-stereo-based iris PAD
algorithms, and lack of other publicly available databases
suitable for research on photometric-stereo-based iris PAD,
the comparison with state-of-the-art methods was not possi-
ble. The source codes of the method are offered along with
this paper to other researchers.
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