Abstract: As Industry 4.0 makes its course into the Chemical Processing Industry (CPI), new challenges emerge that require an adaptation of the Process Analytics toolkit. In particular, two recurring classes of problems arise, motivated by the growing complexity of systems on one hand, and increasing data throughput (i.e., the product of two well-known "V's" from Big Data: Volume × Velocity) on the other. More specifically, as enabling IT technologies (IoT, smart sensors, etc.) enlarge the focus of analysis from the unit level to the entire plant or even to the supply chain level, the existence of relevant dynamics at multiple scales becomes a common pattern; therefore, multiscale methods are called for and must be applied in order to avoid biased analysis towards a certain scale, compromising the benefits from the balanced exploitation of the information content at all scales. Also, these same enabling technologies currently collect large volumes of data at high-sampling rates, creating a flood of digital information that needs to be properly handled; optimal data aggregation provides an efficient solution to this challenge, leading to the emergence of multi-granularity frameworks. In this article, an overview is presented on multiscale and multi-granularity methods that are likely to play an important role in the future of Process Analytics with respect to several common activities, such as data integration/fusion, de-noising, process monitoring and predictive modelling, among others.
Introduction
Process Systems Engineering (PSE) emerged during the 3rd industrial revolution and allowed Chemical Engineers to take advantage of computational power to put into action their knowledge about process phenomena through first principle model-based deductive approaches. With the dawn of the fourth industrial revolution, computers are again pillars of a new technological shift that consists of extracting knowledge from abundant process data, rather than acting as repositories of existing knowledge carefully programmed by Engineers. Therefore, the classical deductive PSE perspective can now be properly complemented with data-centric inductive methods, enlarging its scope and setting the ground for the challenges modern industry is currently facing. This new deductive-inductive integrated perspective can be properly coined as PSE 4.0 ( Figure 1 ). Much like optimization, numerical analysis, computing, and mathematics provided the conceptual framework for Chemical Engineers to establish PSE 3.0, data science, machine learning, high performance computing (HPC), and high-dimensional statistics are currently structuring the inductive branch of PSE 4.0. Data-driven and evidence-based analysis is growing in importance as a critical task in the context of process operations in the Chemical Processing Industry (CPI) [1] [2] [3] [4] . Among the several categories of challenges PSE is facing nowadays [3] , two stand out: handling systems complexity and the ability to cope with increasing data throughput. More than ever before, data is being collected from different points of the supply chain, each one of them having the potential for leaving a fingerprint on final product quality. These sub-processes span several time scales: from second/minutes at the equipment level, to hours/days and the units level, days/months at the plant level, and even months/years at the supply chain level. Different phenomena taking place at these scales brings up potentially relevant aspects for improving product quality and therefore should be analyzed and properly exploited. However, for that to happen, the available single-scale tools that are focused in a single "most representative" scale, must be replaced by multiscale methods that are able to provide a balanced and commensurate importance to all time scales, without biasing the analysis towards one of them. This is the main goal of multiscale approaches, whose opportunity and relevance gains a new dimension nowadays.
On the other hand, once companies begin exploiting the plethora of data sources available and the volume of information collected from all of them, they quickly realize that traditional data analysis methods are ineffective and do not scale well with data increasing volume. In this setting, a common quick fix that has been adopted so far is to throw overboard some data under the assumption that processes are oversampled and nothing meaningful would be lost by discarding a part of it. Sub-sample and multirate schemes fall in this category [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] . However, an alternative approach is gaining importance: data aggregation. Instead of simply discarding data, these methods aggregate them according to a rational or optimality criterion in a certain pre-defined sense. In this situation, partial information from all observations is retained and at the same time the amount of data analyzed is greatly reduced. These methods are called multiresolution or multi-granularity, and are newcomers to the Process Analytical toolkit.
In this article, an overview is provided on the current state-of-the-art methodologies for handling the complex multiscale dynamic nature of industrial processes and for performing multigranularity analysis. The focus is on data-centric inductive methods and therefore the model-based deductive approaches will not be covered (some examples of model-based multiscale approaches can be found in [17] [18] [19] [20] [21] ). With the exception of a review paper dedicated to multiscale monitoring methods from 2004 [22] , no work was hitherto published, reviewing and discussing multiscale and multiresolution data-driven methods. The present article fills a gap in the technical literature and at Data-driven and evidence-based analysis is growing in importance as a critical task in the context of process operations in the Chemical Processing Industry (CPI) [1] [2] [3] [4] . Among the several categories of challenges PSE is facing nowadays [3] , two stand out: handling systems complexity and the ability to cope with increasing data throughput. More than ever before, data is being collected from different points of the supply chain, each one of them having the potential for leaving a fingerprint on final product quality. These sub-processes span several time scales: from second/minutes at the equipment level, to hours/days and the units level, days/months at the plant level, and even months/years at the supply chain level. Different phenomena taking place at these scales brings up potentially relevant aspects for improving product quality and therefore should be analyzed and properly exploited. However, for that to happen, the available single-scale tools that are focused in a single "most representative" scale, must be replaced by multiscale methods that are able to provide a balanced and commensurate importance to all time scales, without biasing the analysis towards one of them. This is the main goal of multiscale approaches, whose opportunity and relevance gains a new dimension nowadays.
In this article, an overview is provided on the current state-of-the-art methodologies for handling the complex multiscale dynamic nature of industrial processes and for performing multi-granularity analysis. The focus is on data-centric inductive methods and therefore the model-based deductive approaches will not be covered (some examples of model-based multiscale approaches can be found in [17] [18] [19] [20] [21] ). With the exception of a review paper dedicated to multiscale monitoring methods from 2004 [22] , no work was hitherto published, reviewing and discussing multiscale and multiresolution data-driven methods. The present article fills a gap in the technical literature and at the same time brings out methods whose importance is likely to grow as Industry 4.0 generates more data and with higher complexity.
In the next section, multiscale approaches are revised according to their application scope. Then, we move to the presentation of the more recent multi-granularity methods, where both the analysis of multiresolution data and the creation of multiresolution data structures are covered and discussed. The article ends with a brief overview of the topics presented and perspective thoughts for their role in the future of Process Analytics.
Multiscale Methods
Modern industrial processes are highly integrated and intensified, with different phenomena going on at different locations and interacting in complex ways. These phenomena span different scales of time and their signatures are left imprinted in data collected through the plethora of process instrumentation currently available: sensors, Process Analytical Technology (PAT) devices, chromatograms, thermal/hyperspectral images, particle size distributions, etc. Single-scale techniques are focused on the analysis of phenomena at one scale, usually the one regarding the sampling rate. Therefore, they are limited in the amount of information they can extract from process data exhibiting multiscale phenomena. In more technical terms, the concept of "scale" is associated with a subdivision of the frequency spectrum in bands. Higher (or coarser) scales are related to lower frequency bands and lower (or finer) scales, to high-frequency bands. A possible definition of "scale" is the following: a series of non-overlapping (or partially overlapping) frequency bands that, when combined, cover the entire frequency spectrum for the system under analysis; each frequency band represents a given scale and is usually indexed by an integer number: the usual convention is that lower numbers correspond to finer scales and larger numbers to coarser scales. In this context, there is a relationship between the scale index, a characteristic range of frequencies and the relevant time/length periods.
In multiscale data analysis, several mathematical, computational and statistical methods are adopted to efficiently describe the occurrence of events in distinct locations and with different localizations in the time-frequency plane [23, 24] (location regards "where" a given event happens in time or in the frequency axis, whereas localization refers to the degree of "dispersion" in these domains). A fundamental component of the multiscale framework is the ability to zoom in into the different scales of interest. Examples of enabling methodologies for this critical activity include wavelet theory, and, more recently, the Empirical Mode Decomposition (EMD) and Hilbert-Huang transform (HHT) and [25] [26] [27] . These later methods provide alternative ways to perform the multiscale decomposition to the more pervasive wavelet transform. EMD adaptively establishes the decomposition functions (called intrinsic mode functions) directly from data, instead of using a fix wavelet function across the entire analysis; therefore, this algorithm is claimed to be a better choice for handling data collected from non-stationary processes. HHT is an evolution of EMD, where an additional processing step is applied to the intrinsic mode functions (Hilbert spectral analysis) in order to obtain instantaneous frequency information. Among these decomposition frameworks, the wavelet transform largely dominated the publication landscape over the years, and therefore will be referred here more extensively. A brief overview of wavelet theory is provided in the next subsection. The interested reader can easily find plenty of sources for more information on this topic, such as introductory texts [28] [29] [30] [31] [32] , more thorough treatments [33, 34] , mathematically-oriented manuscripts [35] [36] [37] , material reporting a wide variety of applications [38] [39] [40] [41] [42] [43] , and more technically advanced treatments [44] , as well as a variety of review articles [45, 46] .
Fundamentals of Wavelet Theory
Data acquired from industry often present complex patterns with features appearing at different locations and with different localizations either in time and frequency [23] . The signal presented in Figure 2 was constructed to illustrate this point: it is composed by superimposing several deterministic and stochastic features, each one of which with its own characteristic time/frequency pattern. The signal deterministic features consist of a ramp that begins right from the start, a step perturbation at sample 513, a permanent oscillatory component, and a spike at observation number 256. The stochastic feature consists of additive Gaussian white noise, whose variance increases after sample number 768. Clearly these events have different time/frequency locations and localizations. For instance, the spike is completely localized in time, but fully delocalized in the frequency domain; on the other hand, the sinusoidal component is highly concentrated is a narrow region of the frequency domain but its time representation spreads over the whole time axis. White noise contains contributions from all frequencies and its energy is uniformly distributed in the time/frequency plane. The linear trend is essentially a low frequency perturbation, and its energy is almost entirely concentrated in the lower frequency bands. All of these patterns appear simultaneously in the signal, and may leave their fingerprint on the final product quality. Therefore, they should be given equal opportunities in the course of analysis and their effects should be assessed without compromising one kind of feature over the others. This can only be done, however, by adopting suitable mathematical frameworks for efficiently describing data with multiscale characteristics. Wavelet theory provides one such framework, and will be briefly reviewed in this section. For instance, the spike is completely localized in time, but fully delocalized in the frequency domain; on the other hand, the sinusoidal component is highly concentrated is a narrow region of the frequency domain but its time representation spreads over the whole time axis. White noise contains contributions from all frequencies and its energy is uniformly distributed in the time/frequency plane. The linear trend is essentially a low frequency perturbation, and its energy is almost entirely concentrated in the lower frequency bands. All of these patterns appear simultaneously in the signal, and may leave their fingerprint on the final product quality. Therefore, they should be given equal opportunities in the course of analysis and their effects should be assessed without compromising one kind of feature over the others. This can only be done, however, by adopting suitable mathematical frameworks for efficiently describing data with multiscale characteristics. Wavelet theory provides one such framework, and will be briefly reviewed in this section. Transforms, like the Fourier or Wavelet transforms, provide alternative ways for representing raw data. The alternative representations consist of expansions of basis functions multiplied by coefficients. The expansion coefficients constitute the transform, and, if the methodology is properly chosen, only a few of them are necessary to capture the main features in data. For instance, Fourier transform is the adequate mathematical framework for describing periodic phenomena or smooth signals, since the nature of its basis functions allows for compact representations of such trends. In other words, only a few Fourier transform coefficients are required to provide a good basis expansion representation of the original periodic signals. The same applies, in other contexts, to other classical single-scale linear transforms [23, 33, 35] , such as the one based on the discrete Dirac-δ function or the windowed Fourier transform. However, none of these single-scale linear transforms are able to cope effectively with the diversity of features present in signals such as the one illustrated in Figure 2 . A proper analysis of this signal, using any of these techniques, would require a large number of coefficients to capture all stochastic and deterministic features, indicating that they are not adequate mathematical frameworks for handling signals with multiscale features such as this one: they do not enable a compact translation of key features in the transform domain. This happens because the form of the time/frequency windows [33, 41] , associated with their basis functions (Figure 3 ), does not change across the time/frequency plane in such a way as would be required to effectively cover the localized high energy zones of the several features present in the signal. Transforms, like the Fourier or Wavelet transforms, provide alternative ways for representing raw data. The alternative representations consist of expansions of basis functions multiplied by coefficients. The expansion coefficients constitute the transform, and, if the methodology is properly chosen, only a few of them are necessary to capture the main features in data. For instance, Fourier transform is the adequate mathematical framework for describing periodic phenomena or smooth signals, since the nature of its basis functions allows for compact representations of such trends. In other words, only a few Fourier transform coefficients are required to provide a good basis expansion representation of the original periodic signals. The same applies, in other contexts, to other classical single-scale linear transforms [23, 33, 35] , such as the one based on the discrete Dirac-δ function or the windowed Fourier transform. However, none of these single-scale linear transforms are able to cope effectively with the diversity of features present in signals such as the one illustrated in Figure 2 . A proper analysis of this signal, using any of these techniques, would require a large number of coefficients to capture all stochastic and deterministic features, indicating that they are not adequate mathematical frameworks for handling signals with multiscale features such as this one: they do not enable a compact translation of key features in the transform domain. This happens because the form of the time/frequency windows [33, 41] , associated with their basis functions (Figure 3 ), does not change across the time/frequency plane in such a way as would be required to effectively cover the localized high energy zones of the several features present in the signal. In order to cope with multiscale features, a more flexible tiling of the time/frequency space is necessary. This coverage is provided by the wavelet transform, where wavelets are adopted as basis functions ( Figure 4 ) and the associated expansion coefficients form the wavelet transform. In practice, it is often the case that signals are composed of short duration events at high frequency and low frequency events with longer durations. This is exactly the kind of tilling wavelet basis functions are able to provide, since their relative frequency bandwidth is a constant. In other words, the ratio between a measure of the size of the frequency band and the mean frequency, ω ω Δ , is constant for each wavelet function, which is known as the constant-Q property [46] . In order to cope with multiscale features, a more flexible tiling of the time/frequency space is necessary. This coverage is provided by the wavelet transform, where wavelets are adopted as basis functions ( Figure 4 ) and the associated expansion coefficients form the wavelet transform. In practice, it is often the case that signals are composed of short duration events at high frequency and low frequency events with longer durations. This is exactly the kind of tilling wavelet basis functions are able to provide, since their relative frequency bandwidth is a constant. In other words, the ratio between a measure of the size of the frequency band and the mean frequency, ∆ω/ω, is constant for each wavelet function, which is known as the constant-Q property [46] . In order to cope with multiscale features, a more flexible tiling of the time/frequency space is necessary. This coverage is provided by the wavelet transform, where wavelets are adopted as basis functions ( Figure 4 ) and the associated expansion coefficients form the wavelet transform. In practice, it is often the case that signals are composed of short duration events at high frequency and low frequency events with longer durations. This is exactly the kind of tilling wavelet basis functions are able to provide, since their relative frequency bandwidth is a constant. In other words, the ratio between a measure of the size of the frequency band and the mean frequency, ω ω Δ , is constant for each wavelet function, which is known as the constant-Q property [46] . , where it is possible to verify that they essentially work as a set of bandpass filters. The shape of the windows and frequency bands, for a given wavelet function, depend upon the scale index value: for low values of the scale index, the windows have good time localizations and cover a long frequency band; for high values of the scale index, the time coverage is broader and the degree of frequency localization is higher (more concentration is a narrower frequency region).
Wavelets are particular types of functions whose location and localization characteristics in time/frequency are ruled by two parameters: both the localization in this plane and location in the frequency domain are determined by the scale parameter, s; the location in the time domain is controlled by the time translation parameter, b. Each wavelet, , where it is possible to verify that they essentially work as a set of bandpass filters. The shape of the windows and frequency bands, for a given wavelet function, depend upon the scale index value: for low values of the scale index, the windows have good time localizations and cover a long frequency band; for high values of the scale index, the time coverage is broader and the degree of frequency localization is higher (more concentration is a narrower frequency region).
Wavelets are particular types of functions whose location and localization characteristics in time/frequency are ruled by two parameters: both the localization in this plane and location in the frequency domain are determined by the scale parameter, s; the location in the time domain is controlled by the time translation parameter, b. Each wavelet, ψ s,b (t), can be obtained from the so-called "mother wavelet", ψ(t), through a scaling operation (that "stretches" or "compresses" the original function, establishing its form), and a translation operation (that controls its positioning in the time axis):
The shape of the mother wavelet is such that it has an equal area above and below the time axis, which means that, besides having a compact localization in this axis, they oscillate around it (hence its name "wavelets", i.e., small waves). In the Continuous Wavelet Transform (CWT), scale and translation parameters can vary continuously, leading to a redundant transform (a 1D signal is being mapped onto a 2D function). Therefore, in order to construct a basis set, the continuous wavelet transform is appropriately sampled so that the set of wavelet functions parameterized by the new discrete indices (scale index, j, and translation or shift index, k) cover the time-frequency plane in a non-redundant way. This sampling consists of applying a dyadic grid in which b is sampled more frequently for lower values of s, while s grows exponentially with the power of 2:
The set of wavelet functions in (2) forms a basis for the space of all square integrable functions, L 2 (R) [47] . However, in data analysis, users have to deal with discretized data (data tables, images, spectra, etc.), which have finite dimensionality. Still, it is possible to compute the wavelet transform for these entities through the scheme known as Multiresolution Decomposition Analysis, developed by Stephane Mallat [33, 48] .
Multiresolution Decomposition Analysis is theoretically framed in the mathematical concept of Multiresolution Approximation, through which a signal available at the finest resolution, f 0 , can be represented by its approximation at a coarser resolution ( f j ), plus all details that are lost when moving from f 0 to f j , and that are relative to the scales in between {w i } i=1:j . These coarser approximations and details at different scales correspond to projections into approximation, V j , and detail spaces, {W i } i=1:j , as follows:
It can be shown that an orthonormal basis for the details space W j is given by the set of wavelet functions, ψ j,k k∈Z . These basis sets (for different scales) are mutually orthogonal, as they span orthogonal subspaces of L 2 (R). Therefore, the projections, f j and {w i } i=1,...,j in (3), can adequately be written in terms of the linear combination of basis functions (4) multiplied by the expansion coefficients, calculated as inner products of the signal and basis functions (5).
where
These coefficients are usually referred to as the (discrete) wavelet transform or wavelet coefficients:
Mallat (1989) proposed a very efficient recursive scheme for the computation of wavelet coefficients, Equations (6) and (7), as well as for signal reconstruction, Equation (8) , that essentially consists of implementing a pyramidal algorithm, based upon convolution with quadrature mirror filters, a well-known technique in the engineering discrete signal processing community:
• Signal synthesis or reconstruction
where {h i } i∈Z and {g i } i∈Z are the low-pass and high-pass filter coefficients, respectively, whose values are closely related [31, 33, 34, 44] .
As an illustration, let us decompose the signal presented in Figure 2 that contains 2 10 points at scale j = 0, into a coarser, lower resolution, high granularity version at scale j = 5 with 2 5 approximation coefficients appearing in the expansion ( f 5
. The total number of wavelet coefficients is equal to the cardinality of the original signal. Thus, no information was "created" or "disregarded", but simply transformed (2 10 = 2 5 + 2 5 + 2 6 + · · · + 2 9 ). The projections onto the approximation and detail spaces are presented in Figure 5 , where it is possible to observe that the deterministic and stochastic features appear quite clearly separated, according to their time/frequency location and localization: coarser deterministic features (ramp and step perturbation) appear in the coarser version of the signal (containing the lower frequency contributions), the sinusoid is captured in the detail at scale j = 5, noise features appearing quite clearly at high frequency bands (details for j = 1, 2) where the increase of variance is noticeable, as well as the spike at observation 256 (another high frequency perturbation). This illustrates the ability of wavelet transforms to separate deterministic and stochastic contributions present in a signal, according to their time/frequency locations. This flexibility offered by the wavelet representation is exploited in multiscale data analysis methods. The following properties of the wavelet transform are particularly relevant and justify their widespread adoption as the mathematical language for data-driven multiscale methods:
I.
Energy compaction property. The shifting/dilation properties of wavelet basis functions make them flexible enough to efficiently describe localized features with distinct patterns in the time-frequency plane. Therefore, wavelet transforms are able to extract the deterministic features in a few wavelet coefficients, which is an interesting characteristic for feature This flexibility offered by the wavelet representation is exploited in multiscale data analysis methods. The following properties of the wavelet transform are particularly relevant and justify their widespread adoption as the mathematical language for data-driven multiscale methods:
Energy compaction property. The shifting/dilation properties of wavelet basis functions make them flexible enough to efficiently describe localized features with distinct patterns in the time-frequency plane. Therefore, wavelet transforms are able to extract the deterministic features in a few wavelet coefficients, which is an interesting characteristic for feature extraction [44] [45] [46] [47] [48] [49] , compression [50] [51] [52] [53] [54] [55] , and denoising applications [56] [57] [58] [59] [60] . II.
Decorrelation property. By application of the wavelet transform, stochastic autocorrelated processes spread their power spectra across the different scales of wavelet coefficients (frequency bands) and the sequences of wavelet coefficients at each scale become approximately decorrelated. In other words, the autocorrelation matrices of the original data are approximately diagonalized by the wavelet transform [19, 36, 61] . This enables the development of advanced multiscale process monitoring methods [62] [63] [64] and predictive modelling approaches [65] [66] [67] [68] [69] [70] . III.
Computational efficiency. The computations involved are simple and fast (computation complexity of O(N)), and therefore can be easily implemented in any computational platform or hardware, for both offline and online applications.
These properties are explored differently in the variety of application scenarios of multiscale methods. In the next subsections, a brief overview is provided of multiscale frameworks designed for addressing relevant problems in practice.
Multiscale Methods for Process Monitoring
The energy compaction and decorrelation properties associated with the wavelet-based multiscale representation of data provide an adequate way for effectively detecting undesirable events with a wide range of time/frequency location and localization patterns, as well as to incorporate the natural complexity of the underlying phenomena in the normal operating conditions (NOC) models for process monitoring. Therefore, a considerable number of approaches have been developed to explore such potential [22] . Addressing univariate SPC (USPC), Top and Bakshi [49] proposed the idea of following the trends of wavelet coefficients at different scales using separate control charts. The state of the process is confirmed by reconstructing the signal back to the time domain, using only those coefficients from scales where control limits were exceeded, and checking against a detection limit calculated from such scales (where significant events were detected). This approach is called multiscale SPC ( Figure 6 ). The approximate decorrelation ability of the wavelet transform makes this approach suitable even for autocorrelated processes, the signal power spectrum being accommodated by the scale-dependent nature of the statistical limits. Furthermore, energy compaction enables the effective detection and extraction of underlying deterministic events-fault signatures. The multiscale nature of this framework lead the authors to point out that it unifies Shewhart [50] , CUSUM [51] and EWMA [52] procedures, as these control charts essentially differ in the scale at which data is represented [23] . These properties are explored differently in the variety of application scenarios of multiscale methods. In the next subsections, a brief overview is provided of multiscale frameworks designed for addressing relevant problems in practice.
The energy compaction and decorrelation properties associated with the wavelet-based multiscale representation of data provide an adequate way for effectively detecting undesirable events with a wide range of time/frequency location and localization patterns, as well as to incorporate the natural complexity of the underlying phenomena in the normal operating conditions (NOC) models for process monitoring. Therefore, a considerable number of approaches have been developed to explore such potential [22] . Addressing univariate SPC (USPC), Top and Bakshi [49] proposed the idea of following the trends of wavelet coefficients at different scales using separate control charts. The state of the process is confirmed by reconstructing the signal back to the time domain, using only those coefficients from scales where control limits were exceeded, and checking against a detection limit calculated from such scales (where significant events were detected). This approach is called multiscale SPC (Figure 6 ). The approximate decorrelation ability of the wavelet transform makes this approach suitable even for autocorrelated processes, the signal power spectrum being accommodated by the scale-dependent nature of the statistical limits. Furthermore, energy compaction enables the effective detection and extraction of underlying deterministic events-fault signatures. The multiscale nature of this framework lead the authors to point out that it unifies Shewhart [50] , CUSUM [51] and EWMA [52] procedures, as these control charts essentially differ in the scale at which data is represented [23] . Regarding multivariate applications, Kosanovich and Piovoso [53] presented an approach where the Haar wavelet transform coefficients obtained from filtered data (more specifically, after processing raw data with a finite impulse response median hybrid filter) were used for estimating a PCA model, which was finally applied for monitoring purposes. However, it was with Bakshi [54] that the first structured multivariate and multiscale SPC methodology was established. It was based on multiscale principal component analysis (MSPCA), which combines the wavelet transform ability to approximately decorrelate autocorrelated processes (and extract abnormal faulty patterns in the signals), together with the PCA ability to model the variables' correlation structure. A theoretical analysis of the properties underlying multivariate and multiscale statistical process control (MSSPC) can be found in [55] . Several other works report improvements or modifications made to the original base formulation [56] [57] [58] [59] [60] and a variety of applications of multiscale methods to process monitoring have been reported since then [61] [62] [63] [64] [65] [66] [67] [68] [69] [70] [71] [72] [73] [74] [75] [76] [77] [78] , including for the more complex case of batch processes [79, 80] . Regarding multivariate applications, Kosanovich and Piovoso [53] presented an approach where the Haar wavelet transform coefficients obtained from filtered data (more specifically, after processing raw data with a finite impulse response median hybrid filter) were used for estimating a PCA model, which was finally applied for monitoring purposes. However, it was with Bakshi [54] that the first structured multivariate and multiscale SPC methodology was established. It was based on multiscale principal component analysis (MSPCA), which combines the wavelet transform ability to approximately decorrelate autocorrelated processes (and extract abnormal faulty patterns in the signals), together with the PCA ability to model the variables' correlation structure. A theoretical analysis of the properties underlying multivariate and multiscale statistical process control (MSSPC) can be found in [55] . Several other works report improvements or modifications made to the original base formulation [56] [57] [58] [59] [60] and a variety of applications of multiscale methods to process monitoring have been reported since then [61] [62] [63] [64] [65] [66] [67] [68] [69] [70] [71] [72] [73] [74] [75] [76] [77] [78] , including for the more complex case of batch processes [79, 80] . More recently, image-based monitoring methods [81, 82] were developed as well as methods dedicated to supervision of slowly evolving degradation phenomena, closely related to prognosis of equipment health and reliability [78, 83, 84] .
Multiscale Methods for Predictive Modelling
Multiscale methods have been developed for parametric as well as non-parametric predictive modelling. Applications in parametric regression analysis usually involve compression of the predictor space when it presents serial redundancy; i.e., when there is a functional relationship linking the values from successive variables-for instance, when they are relative to wavelengths from digitized spectra, a common situation in multivariate calibration. By eliminating components with low predictive power, it is possible to reduce the variability of predictions [85] [86] [87] [88] [89] and build more parsimonious and stable models [85, 90, 91] . Several strategies were proposed for selecting the number of transformed predictors (i.e., wavelet coefficients) to include in the model, such as those based upon the variance spectra of the coefficients, where the coefficients with the largest variances are selected [90] , leave-one-out cross-validation [86] , root mean square error (RMS), truncation of elements in the PLS weight vector, followed by re-orthogonalization, and mutual information [85] .
Multiscale Methods for System Identification and Optimal Estimation
There are several different ways by which multiscale methods can be used for system identification and their application scenarios range from time-invariant systems [92, 93] to non-linear black-box modelling, e.g., in the identification of Hammerstein model structures [94] or in neural networks, as activation functions [95] [96] [97] [98] [99] [100] [101] .
Noticing that all standard linear-in-parameter system identification methods can be understood as projections onto a given basis set, Carrier and Stephanopoulos [102] applied wavelets basis sets in order to develop a system identification procedure with improved performance in estimating reduced-order models and non-linear systems, as well as systems corrupted with noise and disturbances, by focusing on the open-loop cross-over frequency region. Plavajjhala, et al. [103] used wavelet-based prefilters for system identification, proposing the parameter estimates computed at the scale (frequency band) at which the signal-to-noise ratio is maximal. The use of wavelets as basis functions is also adopted by Tsatsanis and Giannakis [104] in the identification of time-varying systems, and a similar approach was followed by Doroslovački and Fan [105] for adaptive filtering purposes, with the robustness issues being treated elsewhere [106] .
Nikolaou et al. presented a methodology for estimating finite impulse response models (FIR) by compressing the Kernel (sequence of coefficients in the FIR model) using a wavelet expansion [107] , and applied the same reasoning to nonlinear model structures; namely, to quadratic discrete Volterra models [108] .
On the other hand, Dijkerman and Mazumdar [109] analyzed the correlation structure of the wavelet coefficients computed for several stochastic processes (see also Tewfik [110] ), and proposed multiresolution stochastic models as approximations to these original processes, motivated by the tree-based models presented elsewhere [111] .
Regarding multiscale optimal estimation, Chui and Chen [112] implemented an on-line Kalman filtering approach that estimates the wavelet coefficients at each scale, and claimed evidence that it conducts to improve performance over the classical way of implementing it, when applied to a Brownian random walk process. Renaud, et al. [113] also proposed a procedure for multiscale autoregressive time series prediction, based on the redundant à trous wavelet transform (non-decimated Haar filter bank), and developed a filtering scheme that takes advantage of such a decomposition, which is similar to Kalman filtering. A multiscale Kalman filtering approach based on scale-dependent models, can be found in [114] . This approach performs Kalman filtering in the scales where a dynamical model can reliably be estimated and wavelet thresholding in the others that are dominated by unstructured stochastic stationary noise. A related platform for multiscale system identification can be found in [115] .
Applications of wavelets have also been proposed in the related field of time-series analyses; namely for: estimation of parameters that define long range dependency [38, [116] [117] [118] ; analysis of 1/f processes [38, 119, 120] , including fractional Brownian motion [121] [122] [123] [124] as well the detection of 1/f noise in the presence of analytical signals [125] ; scale-wise decomposition of the sample variance of a time series (wavelet-based analysis of variance; see [38] ); analysis of electrochemical noise measurements in corrosion processes [126] ; and analysis of acoustic emission signals in dense-phase pneumatic transport for identifying regimes and a variety of flow phenomena [127] .
Multiscale Methods for Data Denoising
De-noising concerns uncovering the true signal from noisy data where it is immersed, and is one of the application fields where multiscale methods have found wide application. The success arises mainly from their ability to concentrate deterministic features of the signal in a few high magnitude wavelet coefficients while the energy associated with stochastic phenomena is spread over all coefficients. This property is instrumental for the implementation of thresholding strategies in the wavelet domain. Donoho and Johnstone pioneered the field and proposed a simple and effective de-noising scheme for estimating a signal with additive i.i.d. zero-mean Gaussian white noise [128] . This scheme is called "VisuShrink", since it provides better visual quality than other procedures based on mean-squared-error alone. This is an example of a non-linear estimation procedure, since wavelet thresholding is both adaptive and signal dependent, in opposition to what happens, for instance, with the optimal linear Wiener filtering [33] or with thresholding policies that tacitly eliminate all the high frequency coefficients, sometimes also known as smoothing techniques [43, 87] .
Since publication of the pioneering work by Donoho and Johnstone, there have been numerous contributions regarding modifications and extensions to the base procedure, in order to improve denoising performance. For instance, orthogonal wavelet transforms lack the translation-invariant property and this often causes the appearance of artifacts (also known as pseudo-Gibbs phenomena) in the neighborhood of discontinuities. Coifman and Donoho proposed a translation invariant procedure that essentially consists of averaging out several de-noised versions of the signal (using orthogonal wavelets), obtained for several shifts, after un-shifting [129] . In simple terms, the procedure consists of performing the sequence of operations "Average [Shift-De-noise-Unshift]", a scheme called "Cycle Spinning" by Coifman. With such a procedure, not only the pseudo-Gibbs phenomenon near the vicinities of discontinuities are greatly reduced, but also the results are often so good that lower sampling rates can be employed.
The judicious choice of a proper thresholding criterion was also the target of various contributions, and several alternative approaches have been proposed, such as those based on cross-validation [130] , minimum description length [131] , minimization of Bayes risk [132] , and on level-adaptive Bayesian modelling in the wavelet domain [133] . More elaborate discussions regarding this topic can be found elsewhere [134, 135] . The simultaneous choice of the decomposition level and/or wavelet filter was addressed by Pasti, et al. [136] and Tewfik, et al. [137] .
Image de-noising does not encompass any fundamental difference from 1D signal de-noising, apart from the fact that a 2D wavelet transform is now required. The computation of the 2D wavelet transform can be implemented by successively applying 1D orthogonal wavelets to the rows and columns of the matrix of pixel intensities, in an alternate fashion, implicitly giving rise to separable 2D wavelet basis (tensor products of the 1D basis functions); non-separable 2D wavelet functions are also available [33, 41, 135] and can be used for this (or other) purpose.
The approaches referred above consist of implementing de-noising schemes through off-line data processing. Within the scope of on-line data rectification, where the goal is also the accommodation of errors present in measurements in order to improve data quality for carrying out other tasks such as process control, process monitoring, and fault diagnosis, Nounou and Bakshi [138] proposed a multiscale approach for situations where no knowledge regarding the underlying process model is available. It basically consists of implementing the classical denoising algorithm with a boundary corrected filter in a sliding window of dyadic length, retaining only the last point of the reconstructed signal for online use (OnLine Multiscale rectification, OLMS). When there is some degree of correlation between the different variables acquired, Bakshi, et al. [139] presented a methodology where PCA is used to build up an empirical model for handling such redundancies. Finally, for the situation where knowledge about the systems structure is sufficient to postulate a linear dynamical state-space model for the finest scale behavior, a multiscale data rectification approach was also proposed, using a Bayesian error-in-variables (EIV) formalism [140] .
Multi-Granularity Methods
Multi-granularity methods (also called multiresolution methods) address the challenge of handling the coexistence of data with different granularities or levels of aggregation, i.e., with different resolutions (not to be confounded with the Metrology concept with the same name). Therefore, they are primarily a response to the demand imposed by modern data acquisition technologies that create multi-granularity data structures in order to keep up with the data flood-data is being aggregated in summary statistics or features, instead of storing every collected observation. But, as will be explored below, multi-granularity methods can also be applied to improve the quality of the analysis, even when raw data is all at the same resolution. By selectively introducing granularity in each variable (if necessary), it is possible to optimize and significantly improve the performance of, for instance, predictive models (see more on Section 3.2).
The usual tacit assumption for data analysis is that all available records have the same resolution or granularity, usually considered to be concentrated around the sampling instants (which should, furthermore, be equally spaced). Analyzing modern process databases, one can easily verify that this assumption is frequently not met. It is rather common to have data collectors taking data from the process pointwisely; i.e., instantaneously, at a certain rate, while quality variables often result from compound sampling procedures, i.e., material is collected during some predefined time, after which the resulting volume is mixed and submitted to analysis; the final value represents a low resolution measurement of the quality attribute with a time granularity corresponding to the material collection period. Still other variables can be stored as averages over hours, shifts, customer orders, or production batches, resulting from numerical operations implemented in the process Distributed Control Systems (DCS) or by operators. Therefore, modern databases present, in general, a Multiresolution data structure, and this situation will tend to be found with increasing incidence as Industry 4.0 takes its course.
Multiresolution structures require the use of dedicated modelling and processing tools that effectively deal with the multiresolution character and optimally merge multiple sources of information with different granularities. However, this problem has been greatly overlooked in the literature. Below, we refer to some of the efforts undertaken to explicitly incorporate the multiresolution structure of data in the analysis or, alternatively (but also highly relevant and opportune), to take advantage of introducing it (even if it is no there initially), for optimizing the analysis performance.
Multi-Granularity Methods for Process Monitoring
An example, perhaps isolated, of a process monitoring approach developed for handling simultaneously the complex multivariate and multiscale nature of systems and the existence of multiresolution data collected from them, was proposed by Reis and Saraiva [141] : MR-MSSPC. Similarly to MSSPC [54, 56] , this methodology implements scale-dependent multivariate statistical process control charts on the wavelet coefficients (fault detection and feature extraction stage), followed by a second confirmatory stage that is triggered if any event is detected at some scale during the first stage. However, the composition of the multivariate models available at each scale depends on the granularity of data collected and is not the same for all of them, as happened in MSSPC. This implies algorithmic differences in the two stages as well as on the receding horizon windows used to implement the method online. This results in a clearer definition of the regions where abnormal events take place and a more sensitive response when the process is brought back to normal operation. MR-MSSPC brings out the importance of distinguishing between multiresolution (multi-granularity) and multiscale concepts: MSSPC is a multiscale, single-resolution approach, whereas MR-MSSPC is a multiscale, multiresolution methodology.
Multi-Granularity Modelling and Optimal Estimation
Willsky et al. developed, in a series of works, the theory for Multiresolution Markov models, which could then be applied to signal and image processing applications [142] [143] [144] . This class of models share a similar structure to the classical state-space formulation, but they are defined over the scale domain, rather than the time domain. These allow data analyses over multiple resolutions (granularity levels), which is the fundamental requirement for implementing optimal fusion schemes for images with different resolutions such as satellite and ground images. In this regard, Multiresolution Markov models were developed for addressing multiresolution problems in space (e.g., image fusion). However, they do not apply when the granularity concerns time. In this case, new model structures are required that should be flexible enough to accommodate for measurements with different granularities. In the scope of multiresolution soft sensors (MR-SS) for industrial applications, Rato and Reis [145] proposed a scalable model structure with such multi-granularity capability embedded-the scalability arises from its estimability in the presence of many variables, eventually highly correlated (a feature inherited from Partial Least Squares, PLS, which is estimation principle adopted). The use of a model structure (MR-SS) that is fully consistent with the multiresolution data structure leads to: (i) an increase in model interpretability (the modelling elements regarding multiresolution and dynamic aspects are clearly identified and accommodated); (ii) higher prediction power (due to the use of more parsimonious and accurate models); (iii) paves the way to the development of advanced signal processing tools; namely, optimal multiresolution Kalman filters [111, 144, 146, 147] .
But there is another motivation for being interested in multiresolution analysis besides the need to handle it when present in data-even when the data is available at a single-resolution (i.e., all variables have the same granularity), there is no guarantee whatsoever that this native resolution is the most appropriate for analysis. On the contrary, there are reasons to believe the opposite, as this choice is usually made during the commissioning of the IT infrastructure, long before engineers or data analysts (or even someone connected to the operation or management of the process) become involved in the development of data-driven models. Therefore, it should be in the best interest of the analyst to have the capability of tuning the optimal granularity to use for each variable, in order to maximize the quality of the outputs of data analysis. The optimal selection of variables' resolution or granularity has been implemented with significant success for developing inferential models for quality attributes in both batch [148] as well as continuous processes [149] . Notably, it can be theoretically guaranteed that the derived multiresolution models perform at least as well as their conventional single-resolution counterparts. For the sake of illustration, in a case study with real data, the improvement in predictive performance achieved was of 54% [148] . Figure 7 presents a scheme highlighting the set of variables selected in this case study, to estimate the target response (polymer viscosity) and the associated optimal resolution at which they should be represented. 
Multiresolution Projection Frameworks for Industrial Data
The computation of approximations at different resolutions can be done in a variety of ways. Using wavelet-based frameworks is one of them, but the resulting approximation sequence present granularities following a dyadic progression, i.e., where the degree of delocalization doubles when moving from one resolution level to the next. But the time-granularity may also be flexibly imposed by the user, according to the nature of the task or decision to be made. In this case, one must abandon the classic wavelet-based framework, and work on averaging operators that essentially perform the same actions on the raw signals as wavelet approximation (or low-pass) filters do. These averaging operations can also be interpreted as projections to approximation subspaces, as in the wavelet multiresolution construct, but now these subspaces are more flexibly obtained and do not have to conform to the rigid structure imposed in the wavelet framework.
One problem multiresolution frameworks have to deal with when processing industrial data, is missing data. This is an aspect that wavelet multiresolution projections cannot handle by default, and the same applies to conventional averaging operators. One solution found to this prevalent problem (all industrial databases have many instances of missing data, with different patterns and origins) can be found in the scope of uncertainty-based projection methods [150] . In this setting, each data record is represented by a value and the associated uncertainty. Values correspond to measurements, whereas the uncertainty is a "parameter, associated with the result of a measurement, that characterizes the dispersion of the values that could reasonably be attributed to the measurand" [151] . According to the "Guide to the Expression of Uncertainty in Measurement" (GUM) the standard uncertainty, ( ) i u x (to which we will refer here simply as uncertainty), is expressed in terms of a standard deviation of the values collected from a series of observations (the so called Type A evaluation), or through other adequate means (Type B evaluation), namely, relying upon an assumed probability density function expressing a degree of belief. With the development of sensors and 
One problem multiresolution frameworks have to deal with when processing industrial data, is missing data. This is an aspect that wavelet multiresolution projections cannot handle by default, and the same applies to conventional averaging operators. One solution found to this prevalent problem (all industrial databases have many instances of missing data, with different patterns and origins) can be found in the scope of uncertainty-based projection methods [150] . In this setting, each data record is represented by a value and the associated uncertainty. Values correspond to measurements, whereas the uncertainty is a "parameter, associated with the result of a measurement, that characterizes the dispersion of the values that could reasonably be attributed to the measurand" [151] . According to the "Guide to the Expression of Uncertainty in Measurement" (GUM) the standard uncertainty, u(x i ) (to which we will refer here simply as uncertainty), is expressed in terms of a standard deviation of the values collected from a series of observations (the so called Type A evaluation), or through other adequate means (Type B evaluation), namely, relying upon an assumed probability density function expressing a degree of belief. With the development of sensors and metrology, both quantities are now routinely available and their simultaneous use is actively promoted and even enforced by standardization organizations. Classical data analysis tasks, formerly based strictly on raw data, such as Principal Components Analysis and Multivariate Linear Regression approaches (e.g., Ordinary Least Squares, Principal Components Regression) are also being upgraded to their uncertainty-based counterparts, that explicitly consider combined data/uncertainty structures [152] [153] [154] [155] [156] [157] . The same applies to multiresolution frameworks where the averaging operator may incorporate both aspects of data (measurements and their uncertainty), and, in this way directly address and solve, in an elegant way, the missing data problem: a missing value can be easily replaced by an estimate of it together the associated uncertainty. In the worst case, the historical mean can be imputed, having associated the historical standard deviation, but often more accurate missing data imputation methods can be adopted to perform this task [158] [159] [160] [161] . Examples of multiresolution projection frameworks developed for handling missing data and heteroscedastic uncertainties in industrial settings can be found in [150] .
Conclusions
As industrial processes evolve, new challenges emerge imposed by the increasing complexity of systems and data collected from them. Multiscale methods offer suitable frameworks to handle the former type of challenges (complexity), whereas multi-granularity methods are designed to address the issues raised by new data collectors. Multiscale methods operate in a transformed space where the scale parameter is explicitly incorporated in the mathematical formalism. This is the case of the wavelet transform, which constitute the backbone of mainstream data-driven multiscale methods. The wavelet transform is obtained by convolution operations with wavelet filters corresponding to the so called wavelet functions, or simply wavelets. Wavelets tile the entire time-frequency plane in a complete and very effective way [44, 48, 56, [162] [163] [164] , and therefore their coefficients (the wavelet transform) contain the fundamental information localized in these time-frequency regions. In this way, multiscale methods are able to zoom into the systems' behavior taking place at different scales or frequency bands, thus enabling multiscale analysis.
On the other hand, data resolution is a key aspect of the Quality of Information extracted from empirical studies, as proposed in the InfoQ framework developed by Kenett and Shmueli [165, 166] ; see also [167] . Multi-granularity provides effective tools to increase the quality of information generated in data-driven analysis by properly handling multiresolution data structures or by optimally selecting the data granularity for a given purpose.
Small and medium-sized enterprises (SMEs) are often part of wider supply chains that are becoming increasingly integrated systems where information and materials flow in a complex way. The management and optimization of such networks will require a new analytics toolbox, able to deal with the existence of dynamics at multiple scales in time and space as well as the existence of data with different resolutions. The two categories of methods reviewed in this article have the potential to play an increasing role in industrial data science for SMEs (as well as for larger-sized companies). However, they are not yet part of the usual data science toolbox and therefore more research is required to extend existent solutions to make them more user friendly for the purpose of increasing their adoption. Targeted areas include: spectroscopic soft sensors development (where multi-granularity methods are showing very good performances); monitoring of multistage batch processes (where variables show different dynamical signatures, calling for the application of multiscale methods); and optimal time-aggregation of high throughput data-streams (e.g., for prediction purposes), among others.
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