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Semantic structuring of conference contributions using
the Hofmethode
Abstract
The similarity relation of a number of texts is important not only for congress organizers (who need to
group the proposed contributions to meaningful sessions) but to everybody who wants to find certain
information within a larger number of texts. Existing information retrieval methods compare texts
according to their similarity. Because these methods mostly remain on the surface of the words, the
resemblance is not primary a semantic one, but a stylistic and vocabulary dependent one. Based on
psychological considerations we have developed an algorithm called Hofmethode, which compares the
semantic 'environment' of key words. Using the example of the SGP congress we show in this paper
how the Hofmethode can be used to help both congress organizers and participants to find the
appropriate contributions.
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1 Introduction  
The similarity relation of a number of texts is important not only for congress 
organisers (who need to group the proposed contributions to meaningful sessions) but 
to everybody who wants to find certain information within a larger number of texts. 
One key difficulty in building a semantic structure is to tell the computer, what 
there is 'behind the words': What is the meaning of a certain word? Most information 
retrieval methods stay on the surface of the words (e.g. the overlapping coefficient 
[Marx, 1976]), directing in the known synonym/homonym problems. These methods 
treat words as patterns. If the same word/pattern occurs several times, it counts as a 
hit, no matter what the word means. Other methods are highly dependent on the style 
of the author (e.g. the trigramming method [Nohr, 2000]). 
To solve the problems stated above, we have developed an algorithm called 
Hofmethode, which computes the semantic similarities of short to medium-sized 
texts. The resulting matrix of pairwise similarity values are then used to generate a 
semantic map by means of NMDS (nonmetric multidimensional scaling) [Borg, 
1997], in which the texts are ordered according to their semantic relationship. 
The concept of the Hofmethode was proven to work in [Michel, 2006]. A 
comparison of an alternative computing method of the semantic map (Kohonen map) 
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with the NMDS was analyzed in [Daub, 2002]. The metaphor of the map provides a 
comprehensive and intuitive way to display similarity related data. Therefore we did 
not apply further categorization procedures (like cluster analyzing) and limit 
ourselves to the face validity of the map. In this paper, we describe how the 
Hofmethode works and how it could help congress organizers in finding useful 
symposia topics, based on the abstracts of congress contributions of the SGP (Swiss 
Society of Psychologists) congress, held 2007 in Zurich [SGP, 2007]. 
2 How the Hofmethode estimates similarity between texts 
2.1 The basics of the Hofmethode 
The Hofmethode is an algorithm (based on psychological considerations) used to 
determine whether the meaning of a word in one text resembles the meaning of the 
same word in another text. Because the meaning of a word does not necessarily 
correspond to its shape, more information is needed. In fact, the word itself is almost 
useless if it is considered as an isolated string. It is the context that gives the meaning 
to the word in this specific situation [Wittgenstein, 1960]. Language utilization is 
fluid, not fixed [Hörmann, 1976]. Therefore, the context of this word – referred to as 
target word1 – also has to be taken into account. 
First we denoise the text by removing stop words and the like. Then, we extract 
the context of all target words in the text (some reflections on the compilation of the 
target word list are presented below). We define the context of a target word as the 
five words before and the five words after the target word. Because these words lie 
around the word like a halo, we call it the Hofmethode («Hof» is the German word for 
halo). These words are written into a table together with a value, which is dependent 
on their distance from the keyword: If it is the direct neighbour, the value is close to 
1; if it is further away, the value lowers towards 0 (see Fig. 2), following a cosine 
function. 
The context of the same target word in another text is also written into a table 
with the same procedure as described above. Now, the words in the two tables are 
compared: If there are identical (or even similar) words in the two tables, their 
multiplied (and summed up) values compose a similarity value between the two target 
words. If the value is high, then the meaning of the target word in these two contexts 
is regarded as similar. 
                                                          
1 We use the term target word to avoid confusion with the term keyword, which often denotes 
the keyword field in metadata descriptions. 
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 Figure 1: Simple example of the Hofmethode with a halo size of three words: In the 
two contexts of the target word «intelligence» there are similar words. Their values 
are multiplied. The resulting value represents the semantic similarity of the target 
word in these (and only these) two contexts. 
This procedure is carried out with every target word in every text of a defined set 
of text items: We determine its context and compare it with the context of an identical 
(or similar) target word in another text. In the end, we have a triangular matrix of 
summed up similarity values. These values are transformed into Euclidian distances 
by means of NMDS and arranged in a semantic map. Similar texts will be positioned 
close together, thus building clusters, while dissimilar texts will be positioned further 
away. The wonderful aspect of NMDS is that even texts which do not share any 
similarity between themselves, but which share a covariance over other texts, can be 
positioned close to one another. 
The compilation of the target words is not dealt with in this paper, so some 
general thoughts on this aspect suffice here: As mentioned above, our approach 
should focus on semantically relevant words. The more common a word is, the better 
we can compare its halos. On the other hand, if a word is too common, its semantic 
significance lowers. Therefore, we need common words with a wide variance of 
denotative meaning. To detect such kinds of words, we use statistical approaches. 
There is also the possibility to use (additionally) the common keyword field. 
Furthermore, we do not want a large list of target words, because this slows down the 
halo computing. Of course, if we have too few target words, some texts might have no 
target words at all and will therefore have minimum similarity. 
In the example of the SGP congress we extracted the nouns from the titles and 
subtitles. This resulted in a list of 800 (!) words. In later works we used the more 
efficient statistical approach. 
2.2 Applying the Hofmethode to congress contributions 
The congress consisted of 352 contributions, which were either talks (249) or posters 
(103). Most of the talks (170) were also attributed to one of the 36 symposia subjects. 
We manually chose 10 symposia with regard to a broad variety of themes and 
identified the abstracts of the corresponding talks. In the resulting 46 abstracts we 
determined the target words (based on the noun target word list), computed the halos 
and compared them. The resulting triangular similarity matrix was transformed into a 
semantic map by robust NMDS. 
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Since the congress organizers have to be considered as experts in the field of 
psychology, their attribution of the talk to one of the 10 symposia is our quality 
measurement: The semantic map, computed by the Hofmethode, should reflect the 
groups given by the congress organizers. 
3 Results 
Figure 2 shows the semantic map of the 46 abstracts. The colours represent the 10 
symposium themes. The numbers specify an internal Id and will help us in the 
discussion of the map. The red circles indicate the items, which we discuss below. 
 
 
 
Figure 2: The resulting semantic map of the 46 abstracts. The colours represent the 
symposium subjects. The overall structure correspondents very well to the attribution 
of the talks to the symposia by the congress organizers. 
As it can be seen, the presented structure matches very well with the attribution 
(of the talks to the symposia) done by the congress organizers. The different topics are 
quite well separated, even though they do not cluster in a narrow sense. 
There are some discrepancies though. We comment on some of them: 
• The four pink items, which belong to the symposium 'Challenges in Group 
Interactions and Performance' are scattered all over the map. Let us look at 
them more closely: Items 105 and 248 seem to be in wrong group. They are 
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in the 'Positive Psychology' group instead a group of its own. Why? Item 105 
is a study about 'fair leadership' and the influence on employees' 
commitment. Its closeness to 328 'Positive Psychology at the Workplace' is 
unquestionable. Also item 248, which is about 'Core Self-Evaluations and 
Transformational Leadership' and the influence on job satisfaction, is well 
placed, so the mélange of the two symposia themes is quite correct and 
reflects the semantic mixture. Item 95 is about interpersonal sensitivity; its 
closeness to the developmental psychology makes sense. Item 113 is about 
the strategic use of information in group decision making and therefore 
semantically correctly close to the 'active risk management group'. Item 177, 
about the 'reflective group' is misplaced, indeed. 
• The red item 136 is apart from its group. But since it is about diary studies 
the neighbourhood of the grey psychotherapy group suits, too. 
• Item 366 is far from its group and therefore, on the first sight, seems to be 
misplaced. But because its content examines the spatial presence (e.g. in 
virtual reality), the position close to the eLearning group and item 147 
(online exercises) is perfect. 
• All the four light green items of the developmental group are in the centre of 
the map. This is no surprise: Developmental psychology deals with various 
themes within psychology; their only common denominator is the aspect of 
the development. 
• Item 225: It's called 'Top-down and bottom-up processing in perceptual 
learning' and is clearly misplaced. It should be right in its blue perception 
group. 
4 Conclusions 
Scientific abstracts belong to a special category of texts: They are written very dense; 
a lot of information is packed in few words with no redundancy. Even though the 
advantage of the Hofmethode is its handling with redundant text, the Hofmethode 
computed semantic similarities, which correspondent very well to the structuring of 
the congress organizers. This means congress organizers could use the Hofmethode as 
a tool to identify the right contributions for certain congress themes or to form the 
right sessions. Furthermore, visitors of the congress could use the map to gain a fast 
overview of the available themes. And last but not least: Contributors might find 
easily other contributions, which are semantically close to them. 
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