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PERTURBATION OF ZEROS OF THE SELBERG ZETA-FUNCTION
FOR Γ0(4)
ROELOF BRUGGEMAN, MARKUS FRACZEK, AND DIETER MAYER
Abstract. We study the asymptotic behavior of zeros of the Selberg zeta-function
for the congruence subgroup Γ0(4) as a function of a one-parameter family of
characters tending to the trivial character. The motivation for the study comes
from observations based on numerical computations. Some of the observed phe-
nomena lead to precise theorems that we prove and compare with the original
numerical results.
Introduction
This paper presents computational and theoretical results concerning zeros of
the Selberg zeta-function. The second named author shows in [5] that it is possi-
ble to use the transfer operator to compute in a precise way zeros of the Selberg
zeta-function, and carries out computations for Γ0(4) for a one-parameter family of
characters. The results show how zeros of the Selberg zeta-function follow curves
in the complex plane parametrized by the character. In this paper we observe sev-
eral phenomena in the behavior of the zeros as the character approaches the trivial
character. Motivated by these observations we formulate a number of asymptotic
results for these zeros, and prove these results with the spectral theory of automor-
phic forms. These asymptotic formulas predict certain aspects of the behavior of
the zeros more precisely than we guessed from the data. We compare these predic-
tions with the original data. In this way our paper forms an example of interaction
between experimental and theoretical mathematics.
Selberg shows in [18] that for the group Γ0(4) and a specific one-parameter
family of characters, the Selberg zeta-function not only has countably many zeros
on the central line Re β = 12 , but has also many zeros in the spectral plane situated
on the left of the central line, the so-called resonances. Both type of zeros change
when the character changes. As the character approaches the trivial character the
resonances tend to points on the lines Re β = 12 or Re β = 0, or to the non-trivial
zeros of ζ(2β) = 0, so presumably to points on the line Re β = 14 . Many of these
zeros have a real part tending to −∞ as the parameter of the character approaches
other specific values.
In this paper we focus on zeros on or near the central line Re β = 12 , and consider
their behavior as the character approaches the trivial character.
In Section 1 we describe observations in the results of the computations. We
state the theoretical results, and compare predictions with the observations in the
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computational results. The approach of Fraczek is based on the use of a transfer
operator, which makes it possible to consider eigenvalues and resonances in the
same way. See §7.4 in [5].
In Section 2 we give a short list of facts from the spectral theory of automorphic
forms, and give the proofs of the statements in §1.
In Section 3 we recall the required results from spectral theory, applied to the
group Γ0(4). Not all of the facts needed in §2 are readily available in the literature,
some facts need additional arguments in the present situation. The spectral theory
that we apply uses Maass forms with a bit of exponential growth at the cusps. In
this way it goes beyond the classical spectral theory, which considers only Maass
forms with at most polynomial growth. We close §3 with some further remarks on
the method and on the interpretation of the results.
The first named author thanks D. Mayer for several invitations to visit Clausthal,
and thanks the Volkswagenstiftung for the provided funds.
1. Discussion of results
The congruence subgroup Γ0(4) consists of the elements
[
a
c
b
d
]
∈ PSL2(Z) with
c ≡ 0 mod 4. By
[
a
c
b
d
]
we denote the image in PGL2(R) of
(
a
c
b
d
)
∈ GL2(R). The
group Γ0(4) is free on the generators
[ 1
0
1
1
]
and
[ 1
−4
0
1
]
. A family α 7→ χα of charac-
ters parametrized by α ∈ C mod Z is determined by
(1.1) χα
([1
0
1
1
])
= e2πiα , χα
([ 1
−4
0
1
])
= 1 .
The character is unitary if α ∈ R mod Z. This is the family of characters of
Γ0(4) used in [5]. See especially §8.1.3. Up to conjugation and differences in
parametrization, this is the family of characters considered by Selberg in §3 of [18],
and by Phillips and Sarnak in [15] and [16].
For a unitary character χ of a cofinite discrete group Γ the Selberg zeta-function
Z(Γ, χ; ·) is a meromorphic function on C with both geometric and spectral rele-
vance. As a reference we mention [7], Chapter X, §2 and §5. One may also consult
[3], or Chapter 7 of [21].
The geometric significance is clear from the product representation
(1.2) Z(Γ, χ; β) =
∏
k≥0
∏
{γ}
(
1 − χ(γ) e−(β+k)ℓ(γ)) (Re β > 1) ,
where k runs over integers and γ over representatives of primitive hyperbolic con-
jugacy classes. By ℓ(γ) is denoted the length of the associated closed geodesic.
This geometric aspect is used in the investigations in [5]. By means of a transfer
operator, Fraczek is able to compute zeros of the Selberg zeta function for Γ0(4) as
a function of the character χα.
Via the Selberg trace formula, the zeros of function Z(Γ, χ; ·) are related to au-
tomorphic forms. This is the relation that we use in Sections 2 and 3 for our
theoretical approach.
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Figure 1. Zeros of the Selberg zeta-function Z(α, ·) = Z(χα, ·) in
the region [0, 1] × i[0, 10] of the spectral plane. On the left for
α = 0, on the right for α = 110 .
We denote by Z(α, β) the Selberg zeta-function β 7→ Z(Γ0(4), χα; β) for α ∈ R.
We consider its zeros in the region Im β > 0.
For each value of α ∈ R the zeros of Z(α, ·) form a discrete set. In Figure 1
we give the non-trivial zeros of Z(α, ·) in the region [0, 1] × i[0, 10] in the β-plane
for the trivial character, α = 0 (Table D.1 in [5]), and the nearby value α = 110(interpolation of data discussed in §8.2 of [5]). In the unperturbed situation, α = 0,
the zeros to the left of the central line, the resonances, are known to occur at the
zeros of ζ(2β), of which only one falls within the bounds in the figure. There are
also zeros at points πiℓlog 2 with ℓ ∈ Z.
We call zeros β of Z(α, ·) = 0 with Re β = 12 eigenvalues, although we will see in
§3.2 that β − β2 qualifies better for that name. The lowest unperturbed eigenvalue
is .5 + 3.70331 i. Perturbation to α = 110 gives a more complicated set of zeros,
many of which are eigenvalues.
In [5], §8.2, it is explained how zeros are followed as a function of the parameter.
They follow curves that either stay on the central line, or move to the left of the
central line and touch the central line only at some points.
1.1. Curves of eigenvalues. To exhibit curves of zeros of the Selberg zeta-func-
tion on the central line Re β = 12 we plot Im β as a function of α. The curves
in Figure 2 were obtained in [5], by first determining for the arithmetical cases
α ∈ { 18 , 14 , 38 , 12 } all zeros in a region of the form 12 + i[0, T ]. Here we display only
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Figure 2. Zeros of Z(α, β) with 0 < α ≤ 12 , β ∈ 12 + i(0, 10).
Horizontal: α; vertical: Im β.
those zeros which stay on the central line Re β = 12 . The computations suggest that
all these zeros go to β = 12 as α ↓ 0, along curves that are almost vertical for small
values of α. Our first result confirms this impression, and makes it more precise:
Theorem 1.1. For each integer k ≥ 1 there are ζk ∈ (0, 1] and a real-analytic map
τk : (0, ζk) → (0,∞) such that Z(α, 12 + iτk(α)) = 0 for all α ∈ (0, ζk).
For each k ≥ 1
(1.3) τk(α) = πk− log(π2α/4) + O
( k2
(logα)3
)
as α ↓ 0 .
So there are infinitely many curves of zeros going down as α ↓ 0, and for each
curve the quantity −π−1 Im β log π2α4 tends to an integer. Figure 3 shows that the
computational data confirm the asymptotic behavior in (1.3). The theorem does
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Figure 3. On the vertical axis the quantity −π−1 Im β log π2α4 is
given for those curves in the data set of [5] for which β goes to 12
along the central line as α ↓ 0. The horizontal axis gives α on a
logarithmic scale. So α ↓ 0 means going to the left in the graph.
not state that all zeros of the Selberg zeta-function on the central line occur in
these families. The spectral theory of automorphic forms allows the possibility
that there are other families.
Figure 2 shows also a regular behavior near many parts on the central line. By
theoretical means we obtain:
Theorem 1.2. Let I ⊂ (0,∞) be a bounded closed interval such that the interval
1
2 + i I on the central line does not contain zeros of the unperturbed Selberg zeta-function Z(0, ·).
Let for t ≥ 0
(1.4) ϕ−(t) = arg π2it 2
1+2it − 1
21−2it − 1
ζ(−2it)
ζ(2it) ,
with ζ the Riemann zeta-function, be the continuous choice of the argument that
takes the value 0 for t = 0.
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For all sufficiently large k ∈ Z there is a function ak : I → (0, 1) inverting on I
the function τk of the previous theorem: τk(ak(t)) = t for t ∈ I. Uniformly for t ∈ I
we have
(1.5) ak(t) = π−1eϕ−(1/2+it)/2t+πkI /2t e−πk/t
(
1 + O
(
e−πk/t
)) (k → ∞) ,
for some kI ∈ Z.
The theorem gives an assertion concerning the behavior of the zeros on the cen-
tral line at given positive values t of Im β, and describes the asymptotic behavior as
the parameter k from the previous theorem tends to ∞. To compare this prediction
with the data we determine by interpolation the value ak(t) for the curves used in
Figure 3. The theorem predicts that
(1.6) log ak(t)
π
+
πk
t
− π−(1/2 + it)
2t
≈ πkI
2t
+ O
(
e−πk/t
)
.
We used the data for the curves with 1 ≤ k ≤ 19 to compute an approximation
of the quantity on the left in (1.6). We consider this as a vector in R19, with co-
ordinates parametrized by k, and project it orthogonally on the line spanned by
(1, 1, . . . , 1) with respect to the scalar product (x, y) = ∑19k=1 k20 xk yk, and thus ob-
tain approximations of πkI/2t, which are given in Table 1.
t : 1 2 3 4 5 6 7 8 9
−2.000 −2.000 −2.000 −2.000 −2.000 2.000 2.000 4.015 10.17
Table 1. Approximation of kI in (1.6).
Figure 4 illustrates the approximation of kI for more values of t between 0.05 and
9.00. The intervals I in the theorem should not contain zeros of the unperturbed
Selberg zeta-function. Actually, the proofs will tell us that not all unperturbed
zeros are not allowed to occur in I, only those associated to Maass cusp forms
that are odd for the involution induced by z 7→ z¯/(2z¯ − 1). We have indicated the
corresponding t-values by vertical lines in Figure 4.1
1.1.1. Avoided crossings. If one looks at the graphs of the functions τk in Figure 2
(ignoring the coloring) it seems that the graphs intersect each other.2 In the en-
largement in Figure 5 most of these intersections turn out to be no intersections
after all. This is the phenomenon of avoided crossings that is known to occur at
other places as well; for instance in the computations of Stro¨mberg in [20]. In the
computations for [5] care was taken to decrease the step length whenever curves of
zeros approached each other. In all cases this indicated that the curves of zeros do
not intersect each other. Theoretically, we know that no intersections occur for the
zeros moving along the central line in the region indicated in Lemma 2.1.
1The comparison of the theoretically obtained asymptotic formulas with the data from [5] has
been carried out mainly with Pari/gp, [14]; for some of the pictures we used Mathematica.
2This may seem not to be completely true in the the posting on arXiv, probably due to the lower
resolution that we had to use.
ZEROS OF THE SELBERG ZETA-FUNCTION 7
2 4 6 8
-2
2
4
6
8
10
Figure 4. Approximation of kI for t ∈ (0, 9] ∩ 120Z. The verti-
cal lines indicate the position of the unperturbed odd eigenvalues
(from Table D.1 in [5]).
In Remark 2.3 we will discuss that for some of the t0 > 0 for which Z(0, 12+it0) =
0 there may be a curve through t0 in the (α, t)-plane such that τ′k(α) is relatively
small for the value of α for which the graph of τk intersects the curve. We show
this only under some simplifying assumptions formulated in Proposition 2.2.
1.2. Curves of resonances. The zeros of Z(α, β) with β to the left of the central
line are more difficult to depict, since they form curves in the three-dimensional set
of (α, β) with α ∈ (0, 1) and β ∈ C.
Figure 6 gives a three-dimensional picture. We see one curve in the horizontal
plane, corresponding to Im β = 0. In this paper we do not consider real zeros of
the Selberg zeta-function. Many curves originate for α ≈ 0 from β = 12 and move
upwards in the direction of increasing values of Im β. On the right we see also a
few more curves that wriggle up starting from higher values of Im β.
In Figure 7 we project the curves onto the β-plane. In this projection we cannot
see the α-values along the curve. We see again the curves starting at β = 12 . Many
of them seem to touch the central line at higher values of Im β. The curves that
start higher up are not well visible in this projection.
We can confirm certain aspects of these computational results by theoretical
results. We start with the behavior of the resonances near (0, 12 ).
Theorem 1.3. There are ε1, ε2, ε3 > 0 such that all (α, β) that satisfy Z(α, β) = 0,
α ∈ (0, ε1], 12 − ε2 ≤ Re β < 12 , and 0 < Im β ≤ ε3 occur on countably many curves
t 7→ (αk(t), σk(t) + it) (0 < t ≤ ε3) ,
8 ROELOF BRUGGEMAN, MARKUS FRACZEK, AND DIETER MAYER
Figure 5. Enlargement of a subregion in Figure 2. Zeros of Z(α, β)
with 0 < α ≤ 12 , β ∈ 12 + i(7.1, 8.6).
parametrized by integers k ≥ 1. The functions αk and σk are real-analytic. The
values of σk are in [12 − ε2, 12 ). For each k ≥ 1 the map αk is strictly increasing and
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Figure 6. Zeros with Re β < 12 , α > 0, in a 3-dimensional graph.
On the vertical axis Im β runs from 0 to 10. The ‘horizontal’ axis
running to the left gives the coordinate α ∈ (0, 12 ), and the ‘hori-
zontal’ axis to the right gives Re β ∈ (− 12 , 1).
has an inverse tk on some interval (0, ζk] ⊂ (0, ε1]. As α ↓ 0 we have
tk(α) = πk| log π2α| + O
( 1
| log π2α|4
)
,(1.7)
σk
(
tk(α)) = 12 −
2(πk log 2)2
| log π2α|3 + O
( 1
| log π2α|4
)
.(1.8)
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Figure 7. Curves of resonances in the complex plane. The vertical
axis carries Im β and the horizontal one Re β.
ZEROS OF THE SELBERG ZETA-FUNCTION 11
Figure 8. The quantity k3
(
α, β
)
in (1.9) (vertical) as a function of
α (horizontal) on a logarithmic scale, for several curves of reso-
nances in [5].
The theorem confirms that there are many curves of resonances that approach
the point (0, 12 ) almost vertically as α ↓ 0. To check this graphically, one may
consider the three quantities
(1.9)
k1(α, β) =
√(1
2
− Re β) | log πα|3/2π2(log 2)2 ,
k2(α, β) = Im β
( π
| log πα| +
π log π
| log πα|2 +
π(log π)2
| log πα|3
)−1
,
k3(α, β) = 2(log 2)
2 (Im β)3
π
(1
2 − Re β)
,
which should each approximate the “real” k as α ↓ 0. Figure 8 illustrates k3.
Note that the horizontal scale gives α logarithmically, so the curves should tend to
integers when going to the left. Although the data go down to α = 10−60 the limit
behavior is not clear in the picture.
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file name kR,1 kR,2 kR,3
S6 1.00000077911 1.00000012847 0.999999581376
S8 1.99993359598 2.00000692659 2.00002268168
S7 2.99969624243 2.99999718822 3.00014897712
S1-1 3.98453704088 3.99972992678 4.00794474117
S3 4.97680447599 4.99941105921 5.01294455984
S16 5.9998899911 5.99996250451 6.00002349805
S19 6.96419831285 6.99744783611 7.03093500105
S23 8.09149912519 7.9904003854 8.02661700448
S26 9.03588236648 8.99230468926 9.04177665474
S11 10.1247216267 9.99015681093 10.0254416847
S34 11.4775951755 10.9860223595 10.9219590835
S43 11.93647544 11.9959050481 12.0661799032
S38 13.3059450769 12.9885322374 12.9785198908
S46 14.0371581712 13.9931918442 14.0160494173
Table 2. Least square approximation of the limits kR, j of the quan-
tities k j in (1.9). (The first column refers to the naming in [5] of
the curves of zeros.)
In a non-graphical approach we approximate the limit value by finding the co-
efficients in a least square approximation
(1.10) k j(α, β) ≈
5∑
ℓ=1
cℓ
| log α|ℓ
over the 500 data points with lowest values of α on each of the curves of resonances
going to (0, 12 ). The coefficient c0 should be an approximation of the limit. The data
are in Table 2. This gives a reasonable confirmation that (1.7) and (1.8) describe the
asymptotic behavior of the data. We also experimented with direct least square ap-
proximation of the coefficients of the expansion of tk(α) and σk(tk(α)) as a function
of 1| log π2α| . The results from the approximation of σk
(
tk(α)) were less convincing
than those in Table 2.
The next result concerns curves higher up in the β-plane.
Theorem 1.4. Let I be a bounded interval in (0,∞) such that {0} ×
(
1
2 + iI
)
does
not contain zeros of the unperturbed Selberg zeta-function Z(0, ·).
There are countably many real-analytic curves of resonances of the form
t 7→ (αk(t), σk(t) + it) with t ∈ I ,
parametrized by integers k ≥ k1 for some integer k1. Uniformly for t ∈ I we have
the relations
αk(t) = 1
π
eA(1/2+it)/2t e−πk/t
(
1 + O
(1
k
))
,(1.11)
1
2
− σk(t) = t2πk M
(1
2
+ it) + O
( 1
k2
)
,(1.12)
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Figure 9. Approximation of kI for t ∈ (0, 9] ∩ 120Z. The vertical
lines indicate the position of unperturbed even eigenvalues (from
Table D.1 in [5]).
2 4 6 8
0.2
0.4
0.6
0.8
1.0
Figure 10. The function t 7→ log
∣∣∣21+2it − 1∣∣∣ and its approximation
based on (1.12).
as k → ∞, where M(t) and A(t) are the real and imaginary part of a continuous
choice of
log
(
π2it
(
21+2it − 1) ζ(−2it)
ζ(2it)
)
.
If we would use a standard choice of the argument the function A would have
discontinuities. The parameter k is determined by the choice of the branch of the
logarithm. The theory does not provide us, as far as we see, a way to relate the
numbering of the branches for different intervals I.
We compare relation (1.11) with the data files in the same way as we used for
Theorem 1.4. The theorem says that the relation holds for some choice A of the
argument. We picked a continuous choice. Then we expect a factor eπkI/t in (1.11)
with kI constant on intervals as indicated in the theorem. This leads to Figure 9.
The function M in (1.12) has the simple form M(t) = log
∣∣∣21+2it − 1∣∣∣. Figure 10
gives this function and the approximation of it based on (1.12). Figures 9 and 10
show differences that we do not understand well.
14 ROELOF BRUGGEMAN, MARKUS FRACZEK, AND DIETER MAYER
Figure 11. Enlargement of part of Figure 7 near β = 12 +
πi
log 2 .
In Figure 7 it seems that at β ≈ 12 + 4.5 i many curves touch the central line.
Moreover, relation (1.12) suggests that there are infinitely many curves that are
tangent to the central line at the points 12 +
πi
log 2ℓ with ℓ ∈ Z. In Figure 7 there seems
to be a common touching to the central line at β ≈ 12 +9.0 i as well. Figure 11 gives
a closer few at the resonances near β = 12+
πi
log 2 for curves computed in [5]. There is
no common touching point, but a sequence of tangent points approaching 12 +
πi
log 2 .
Conclusions 8.2.32 and 8.2.33 in [5] give a further discussion. Concerning this
phenomenon we have the following result:
Theorem 1.5. Suppose that an interval I as in Theorem 1.4 contains in its interior
a point tℓ := πℓlog 2 with an integer ℓ ≥ 1. Then there is k2 ≥ k1 such that for each
k ≥ k2 the curve t 7→ σk(t) + it in Theorem 1.4 is tangent to the central line in a
point 12 + itℓ + iδk ∈ 12 + iI, and the δk satisfy
(1.13) δk = η2
π2
eA(1/2+itℓ )/tℓ e−2πk/tℓ
(
1 + O(k−1)) ,
for some η2 ∈ R. The function A is as in Theorem 1.4.
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-0.6
-0.4
-0.2
0.2
Figure 12. Approximation of η2 in Theorem 1.5 for ℓ = 1, based
on Table 8.8 in [5].
We do not get information concerning η2 from the theory. Table 8.8 in [5] gives
approximated tangent points near 12 +
πi
log 2 . In Figure 12 we give the corresponding
approximations of log η2.
Remark 1.6. Theorems 1.1–1.5 have been motivated by part of the observations of
Fraczek. In the next sections we present proofs that do not depend on the compu-
tations. The comparisons of the theoretically obtained asymptotic results with the
computational data is in some cases convincing, and show in other cases discrep-
ancies that we do not understand fully.
Remark 1.7. Figure 6 shows curves of resonances that do not approach β = 12 as
α ↓ 0. One of these curves is depicted in Figure 13, with an enlargement of the part
with small values of α in Figure 14. The suggestion is that this curve forms loops
that repeatedly touch the central line.
We cannot prove that this type of behavior is bound to happen. In Proposi-
tion 2.13 we work under a number of assumptions, and then can prove some of the
properties that can be seen in the data.
2. Proofs
In this section we prove the theoretical results stated in §1. The ingredients from
the spectral theory of automorphic forms that we use are the scattering matrix and
a generalization of it.
In §2.1–2.2 we summarize the facts we need. In §2.3–2.5 we prove the results
in §1.
2.1. Facts from spectral theory. We will need a restricted list of facts from the
spectral theory of automorphic forms. Table 3 gives a reference to a further discus-
sion.
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Figure 13. Curve of resonances starting at β ≈ 12+i5.4173. Values
of α are given in red.
In the spectral theory of automorphic forms the scattering matrix plays an im-
portant role. For the unperturbed situation α = 0 it is explicitly known:
(2.1) C0(β) = 122β − 1
Λ(2β − 1)
Λ(2β)

21−2β 1 − 21−2β 1 − 21−2β
1 − 21−2β 21−2β 1 − 21−2β
1 − 21−2β 1 − 21−2β 21−2β
 ,
where Λ(s) = π−s/2 Γ(s/2) ζ(s) is the completed Riemann zeta-function.
F1. The zeros of Z(0, ·) in the region Re β < 12 and Im β > 0 are the values at which
one of the matrix elements of the scattering matrix C0 has a singularity.
The occurrence of ζ(2β) in the denominator of the matrix elements explains the
zeros of Z(s, ·) with Re β = 14 . The factor (22β − 1)−1 produces zeros on the line
Re β = 0.
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Figure 14. Enlargement of the initial part of the curve in Figure 13.
The scattering matrix in (2.1) can be embedded in a meromorphic family of
matrices
(2.2) C(α, β) =

C0,0(α, β) C0,∞(α, β) C0,∞(α, β)
C0,∞(α, β) C∞,∞(α, β) C∞,−1/2(α, β)
C0,∞(α, β) C∞,−1/2(α, β) C∞,∞(α, β)

of 3 × 3-matrices on U × C, where U is a neighborhood of (−1, 1) in C. We call
it the extended scattering matrix. Its construction depends on functional analysis,
and is far from explicit. We will use its properties in F3–F6.
The columns and rows are indexed by 0, ∞ and − 12 (representatives of the cuspi-
dal orbits of Γ0(4)). If all symmetries visible in the matrix in (2.1) would disappear
under perturbation, there would be nine different matrix elements. However, some
of the symmetries survive perturbation:
F2. The extended scattering matrix satisfies the symmetries indicated by the coin-
ciding matrix entries in (2.2).
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F3. The restriction β 7→ C(0, β) exists and is the scattering matrix β 7→ C0(β)
in (2.1).
We note that a meromorphic function (α, β) 7→ f (α, β) on an open set of C2 may
have a singularity at (α0, β0) that is not visible as a singularity of β 7→ f (α0, β).
(Consider for instance f (α, β) = α−β
α+β
at (0, 0).) Such singularities are said to be of
indeterminate type.
F4. Let β0 ∈ 12 + i[0,∞). If the extended scattering matrix has a singularity at
(0, β0), then Z(0, β0) = 0 and β0 , 12 .
In (2.1) we see that such a singularity has necessarily indeterminate type.
There are functional equations:
F5. We have
(2.3)
C(−α, β) = C(α, β)t , C(α, 1 − β) = C(α, β)−1 ,
C(α¯, 1 − ¯β) = (C(α, β)t)−1 .
as identities of meromorphic families of matrices on U × C.
For the perturbed situation there is also a scattering “matrix”, with size 1 × 1.
Unlike the scattering matrix for α = 0, we have no explicit formula for it. However
it can be expressed in the matrix elements of the extended scattering matrix.
F6. Let X, C+ and C− be the meromorphic functions on U+ × C, with U+ = {α ∈
U : Reα > 0}, given by
X(α, β) = (πα)2β−1 Γ(1
2
− β)Γ(β − 1
2
)−1
,(2.4)
C±(α, β) = C∞,∞(α, β) ±C∞,−1/2(α, β) .(2.5)
The meromorphic function
(2.6) D0,0(α, β) =
C0,0(α, β) − X(α, β) (C0,0(α, β) C+(α, β) − 2 C0,∞(α, β)2)
1 − X(α, β) C+(α, β)
on U+ × C, has a meromorphic restriction Dα to the complex line {α} × C for each
α ∈ (0, 1).
For α ∈ (0, 1) the zeros of the Selberg zeta-function Z(α, β) with Im β > 0 satisfy
Re β ≤ 12 . Those of these zeros that satisfy Re β < 12 are the values of β at which
Dα(β) has a singularity.
We note that the existence of the restriction to {α} × C is a non-trivial assertion.
It says that the meromorphic function D0,0 has no singularity along this complex
line.
F7. If C− is holomorphic at (α, β) ∈ (0, 1) ×
(
1
2 + iR
)
and
X(α, β) C−(α, β) = 1 ,
then Z(α, β) = 0.
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(2.1) [8] F4 §3.7
F1 §3.4 F5 (3.23), (3.24), (3.25)
F2 (3.28) and §3.8 F6 §3.4 and §3.5, especially (3.41)
F3 §3.5 F7 §3.6
Table 3. The places in §3 where a reference or a proof is given for
the facts in §2.1.
2.2. The extended scattering matrix. The functional equations in F5 imply that
C(α, β) is a unitary matrix if α ∈ (−1, 1) and β ∈ 12 + iR. This implies that if
α0 ∈ (−1, 1) then the matrix elements of C(α0, β) are bounded. So the restriction
β 7→ C(α0, β) cannot have singularities on the line {α0} ×
(
1
2 + iR
)
as a function of
the variable β. Nevertheless, the matrix elements can have singularities at (α0, β0)
with Re β0 = 12 as functions of the two complex variables (α, β).
The extended scattering matrix can be partly diagonalized:
(2.7)
U C U−1 =
(
C+ 0
0 C−
)
, U =

1 0 0
0 1√
2
1√
2
0 − 1√
2
1√
2
 ,
C+ =
(
C0,0
√
2 C0,∞√
2 C0,∞ C+
)
.
For (α, β) ∈ (−1, 1) ×
(
1
2 + iR
)
the matrix C+(α, β) is unitary, and
∣∣∣C−(α, β)∣∣∣ = 1.
The functional equations in F5 imply similar relations for C+. For α = 0 we have
(2.8) U C0(0, β) U−1 = Λ(2β − 1)
Λ2β

21−2β
22β−1
√
2(1−21−2β)
22β−1 0√
2(1−21−2β)
22β−1
1
22β−1 0
0 0 22(1−β)−122β−1
 .
See (3.32).
2.3. Curves of eigenvalues. For curves of eigenvalue, i.e., zeros of the Selberg
zeta-function that stay on the central line, the fact F7 is important.
Lemma 2.1. There is a simply connected set S− ⊂ (0, 1)× ( 12 + i(0,∞)) in which C−
has no singularities. For each bounded interval I ⊂ (0,∞) there is εI ⊂ (0, 1) such
that (0, εI) × (12 + iI) ⊂ S−.
Proof. If f and g are non-zero holomorphic functions on an open subset U ⊂ C2
without common factor in the ring of germs of holomorphic functions at p ∈ U then
their null sets intersect each other in an analytic subset of U that has dimension 0
near p. (See [6]. Chap. 5, §2.4 implies that the null sets have dimension 1 at p. If
their intersection would also have dimension 1 at p, then any prime component of
this intersection in the Lasker-Noether decomposition ([6], p. 79) would be given
by a common factor of f and g in the ring of germs at p.) So the quotient f /g
can have singularities of indeterminate type only at a discrete set of points in U.
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Applying this to C− the set of points to avoid is discrete in
[0, 12 ] × (12 + i[0,∞)).
Let tI = max I. We take εI equal to the minimum of the α for which (α, β) is one
of the finitely many points of indeterminacy of C− in
(0, 12 ] × (12 + i[0, tI]). 
We consider the equation X C− = 1 in F7 in the set S −. The function
(2.9) Y−(α, β) =
Γ(β − 12 )
Γ(12 − β
) 1C−(α, β)
is holomorphic at all points of S −, and has absolute value 1 at the points of S −.
The equation X C− = 1 on S − is equivalent to
(πα)2β−1 = Y−(α, β) .
We can choose a continuous argument A−(α, β) of Y−(α, β) on S −, since this set
is simply connected. The function 1/C− may have singularities (of indeterminate
type) at points of {0} ×
(
1
2 + iR
)
. If that occurs then the continuous extension of A−
to {0} ×
(
1
2 + iR
)
minus the points where 1/C− is singular does not have a constant
difference with a continuous argument of
Y−
(0, 1
2
+ it
)
= π2it
21+2it − 1
21−2it − 1
ζ(−2it)
ζ(2it) .
See (2.1). From F4 we see that Y− is holomorphic at (0, 12 ). It has value 1 at (0, 12 ).
We normalize A− such that its continuous extension has value 0 at (0, 12 ). We find
the Taylor approximation
(2.10) A−(α, 12 + it
)
= 2t log 4
π
+ O(t2) + O(α) as (α, t) → (0, 0) .
With this preparation, we can reformulate the equation X C− = 1 in S − as
(2.11) 2t log πα = A−(α, 12 + it
) − 2πk , (k ∈ Z) .
We have written β = 12 + it.
Proof of Theorem 1.1. The formulation in (2.11) shows that the solution set of
X C− = 1 in S − is the disjoint union of components Vk, parametrized by the in-
teger k in (2.11).
We take ε1 > 0, ε2 > 0 such that Ω = (0, ε1) ×
(
1
2 + i(0, ε2)
)
⊂ S − and such
that |A−| < π on Ω. In the course of the proof we will impose a finite number of
additional conditions on ε1 and ε2.
Equation (2.11) implies that for (α, 12 + it) ∈ Vk ∩ Ω we have
e−(C+πk)/t ≤ πα ≤ e(C−πk)/t
for some C ≤ π2 . On the basis of this first estimate we proceed more precisely, and
obtain
(2.12) 2t log π
2α
4
= −2πk + O(t2) + O(α) = −2πk + O(t2) ,
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and conclude
(2.13) α = 4
π2
e−πk/t
(
1 + O(t)) .
If k ≤ 0 this does not allow small values of α for t ∈ (0, ε2). Hence k ≥ 1.
To show that Vk ∩ Ω is the graph of a function, we apply the implicit function
theorem. The set Vk is the level set F(α, t) = −2πk of the function F(α, t) =
2t log πα − A−
(
α, 12 + it
)
, with derivatives
∂F
∂α
=
2t
α
+ O(1) , ∂F
∂t
= 2 log π
2α
4
+ O(t) + O(α) .
So ∂F
∂α
> 0 and ∂F
∂t < 0 if we take ε1 and ε2 sufficiently small. So Vk ∩ Ω is the
graph of an injective function α 7→ 12 + iτk(α) on (0, ε1). Since F is a real-analytic
function, the analytic implicit function theorem shows that τk is real-analytic. (See,
e.g. [12], Theorem 6.1.2.)
From (2.12) it follows that for α ∈ (0, ε1), with ε1 sufficiently small,
τk(α) = O(k/ log(π2α/4)) .
and then
(2.14) τk(α) =
−πk + O(τk(α)2)
log π2α4
=
πk
− log π2α4
(
1 + O
(
k2/ log(π2α/4)2
))
.
This gives (1.3). 
Proof of Theorem 1.2. Let I ⊂ (0,∞) be an interval as in the theorem. Lemma 2.1
provides us with εI such that (0, εI) ×
(
1
2 + iI
)
⊂ S −. Since {0} ×
(
1
2 + iI
)
does not
contain singularities of C− the function A− is continuous and hence bounded on
[0, ε1] ×
(
1
2 + iI
)
for 0 < ε1 < εI .
The graph τk is the level curve F = −2πk of the function
(2.15) F(α, t) = 2t log πα − A−(α, 12 + it
)
,
and hence the graphs of τk for different values of k do not intersect each other in S −.
The asymptotic relation (1.3) shows that τk(α) < τk1(α) if k < k1 for sufficiently
small α. Since the graphs have no intersections this relation is preserved throughout
the intersection of the domains of τk and τk1 . The Selberg zeta-function is not the
zero function, the eigenvalues τk(ε1) form a discrete set, with only finitely elements
under max I. We take k(ε1) such that τk(ε1) > max I for all k ≥ k(ε1).
Take t ∈ I and k ≥ k(ε1). The function F is equal to −2πk along the graph of τk.
We have limα↓0 F(α, t) = −∞, and F(α, t) is larger than −2πk under the graph of
τk. In particular Fk(ε1, t) > −2πk since τk(ε1) > max I. Differentiation gives
d
dαFk(α, t) =
2t
α
+ O(1) .
So the derivative of α 7→ Fk(α, t) is positive for α ∈ (0, ε1] if we take ε1 sufficiently
small. So there is a unique ak(t) ∈ (0, ε1] such that τk(ak(t)) = t. This function ak
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inverts τk on I.
r
r
r
ε1 α
I
F = −2πk
t
The estimate
2t log πak(t) + 2πk = A−(0, 12 + it
)
+ O(ak(t))
is uniform for t ∈ I. It implies log ak(t) = −πkt + O(1) uniform for t ∈ I and
k ≥ k(ε1), and hence
πak(t) = exp(−πk/t + A−(0, 1/2 + it)/2t + O(e−πk/t)) .
The function ϕ− in the theorem is continuous on [0,∞). The argument A−(0, 12 + it)
differs from it by 2πkI for some integer depending on the interval I. (More pre-
cisely, depending on the component of I in [0,∞) minus the singularities of Y−.)
This gives (1.5). 
Avoided crossing. For (α, β) = (α, 12 + it) in the set S − in Lemma 2.1 the gradient
of F is
∇F(α, t) =
(
2t/α
2 log πα
)
− ∇A−(α, 1/2 + it) .
On the sets considered in Theorem 1.2 the gradient of A−
(
α, 12 + it
)
is O(1). If
t = τk(α), then ∇F(α, β) is proportional to (τ′k(α),−1), and hence
τ′k(α) =
2tα−1 + O(1)
−2 log πα + O(1) =
t
α | log πα|
(
1 + O(1/ log α|)) .
This confirms that the graphs of the τk are steep for small α.
If we are near a singularity of C− at (0, β0) ∈ {0} ×
(
1
2 + i(0,∞
)
this reasoning
is no longer valid. In F4 we see that this can only occur if β0 is an unperturbed
eigenvalue. For (α, β) ∈ S − we have |C−(α, β)| = 1. So if C− has a zero or a pole at
(α, β) near (0, β0) with α real, then Re β , 12 .
It seems hard to analyze this precisely for a complicated singularity. Hence we
work under simplifying assumptions.
Proposition 2.2. Let β0 = 12 + it0 with t0 > 0. We assume that on a neighborhood
Ω of (0, β0) in C2 the matrix element C− of the extended scattering matrix has the
form
(2.16) C−(α, β) = λ(α, β) β − β0 − n(α)
β − β0 − p(α) ,
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where n and p are holomorphic functions on a neighborhood of 0 in C and λ is
holomorphic on Ω without any zeros. We suppose furthermore that n(0) = p(0) =
0, and Re p′′(0) , 0.
Then there are ε0 > 0 and k0 ≥ 1 such that for all k ≥ k0 there exists αk ∈ (0, ε1]
such that τk(αk) = t0 + Im p(αk), and for these αk we have
(2.17) τ′k(αk) = Im p′(αk) −
1
2
t0 Re p′(αk) + O(α2k) .
Remark 2.3. Suppose that β0 ∈ 12 + i(0,∞) is an unperturbed eigenvalue, i.e.,
Z(0, β0) = 0. Then it might be associated to a singularity at (0, β0) of the extended
scattering matrix, as in F4. This singularity might be visible as a singularity of the
coefficient C−. For that case, the assumptions in the proposition seem to describe
the most general situation. If these assumptions are satisfied then there is the curve
Kβ0 : α 7→
(
α, t0 + Im p(α))
through (0, t0) such that the derivatives of the τk for all large k are relatively small
at the points where the graph of τk crosses the curve Kβ0 . (See also Remark 3.7
in §3.9.)
Proof of Proposition 2.2. The assumption that C− has a singularity at β0 implies
that the functions p and n cannot be equal. From F5 and (2.5) it follows that
C−(α, β) is even in α. This evenness is inherited by the zero set and the set of
singularities. Hence p and n are even functions. We also have C−(α¯, 1 − ¯β) =
C−(α, β)−1. This implies n(α) = −p(α¯). For real α we write pr(α) = Re p(α) and
pi(α) = Im p(α). Hence we have for α ∈ (0, ε1) and t ≈ t0:
Y−
(
α,
1
2
+ it
)
= λ
(
α,
1
2
+ it
)−1Γ(it) (−pr(α) + i(t − t0 − pi(α)))
Γ(−it) (pr(α) + i(t − t0 − pi(α)))
So modulo 2πZ:
(2.18) A−(α, 12 + it
) ≡ 2 arg(p(α) − i(t − t0)) + O(1) ,
where the term indicated by O(1) has also bounded derivatives. So the gradient
with respect to the variables α and t is
(2.19) ∇A−(α, 12 + it
)
= O(1) + Im

2 p′(α)
p(α)−i(t−t0 )−2i
p(α)−i(t−t0 )
 .
The function α 7→ F(α, t0 + pi(α)), with F as in (2.15), tends to −∞ as α ↓ 0,
and has derivative
2 p′i (α) log πα +
2 (t0 + pi(α))
α
− Im 2 p
′(α)
pr(α) − Im
−2i
pr(α) p
′
i(α) + O(1)
=
2t0 + 2pi(α)
α
+
−2 p′i (α) + 2p′i (α)
pr(α) + O(1) =
2t0
α
+ O(1) ,
where we use that p(α) = O(α2) and p′(α) = O(α) as α ↓ 0, since p is an even
function vanishing at 0. So there is an interval (0, ε1] on which α 7→ F(α, t0+pi(α))
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is increasing. Hence for all sufficiently large integers k there are αk ∈ (0, ε1] such
that F(αk, t0 + pi(αk)) = −2πk, and then τk(αk) = t0 + pi(αk).
We have 2 τk(αk) log παk = −2πk + O(1), since the argument in (2.18) stays
bounded in a neighborhood of (0, β0). So log παk = −πkt0 + O(1) as k → ∞, and
hence αk ↓ 0.
We have, again using p(α) = O(α2) and p′(α) = O(α),
∇F(αk, 12 + iτk(αk)
)
=

2 τk(αk)
αk
− Im 2 p′(αk)pr(αk)
2 log παk − Im −2ipr(αk)
 + O(1)
=

2t0
αk
− 2 p
′
i (αk)
pr(αk) + O(1)
2
pr(αk) + O(logαk)
 .
Since the graph of τk is a level curve of F the gradient ∇F
(
αk,
1
2 + iτk(αk)
) is
orthogonal to
(
1
τ′k(αk)
)
. We use p(α) = 12 p′′(0)α2 + O(α3) and p′(α) = p′′(0)α +
O(α2) as α → 0, and obtain:
τ′k(αk) = −
2 t0/αk − 2 p′i (αk)/p′r(αk) + O(1)
2/pr(αk) + O(log αk)
=
−2 t0 αk + 4αk p′′i (0)/p′′r (0) + O(α2k)
4/p′′r (0) + O(α2k log αk)
= αk
(−1
2
t0 p′′r (0) + p′′i (0)
)
+ O(α2k) = p′i(αk) −
t0
2
p′r(αk) + O(α2k) .(2.20)

2.4. Curves of resonances originating at (0, 12 ). To find resonances for α ∈ (0, 1)
we have to look for singularities of the scattering “matrix” Dα(β) in F6. If we
work on a region where the extended scattering matrix has no singularities this
means that we look for solutions of X(α, β) C+(α, β) = 1 with the requirement that
the resulting singularity of D0,0(α, β) is not canceled by a zero of the numerator
in (2.6).
Proposition 2.4. Let Ω be a region in (0, 1) × {β ∈ C : Im β > 0} that is invariant
under (α, β) 7→ (α, 1 − ¯β) (reflection in the central line). Suppose that the matrix
C+ in (2.7) is holomorphic on a neighborhood op Ω in C2.
The denominator M = 1 − X C+ in the expression for D0,0 in (2.6) vanishes at
(α, 1− ¯β), if and only if the numerator N = C0,0 − X
(
C0,0 C+ − 2 C20,∞
)
vanishes at
(α, β).
Proof. The function ∆ = C0,0 C+ − 2 C20,∞ is the determinant of the matrix C+. It
follows from F5 that C+(α, 1 − ¯β) = (C+(α, β)t)−1 for (α, β) ∈ Ω. If ∆would have a
zero at (α, β) ∈ Ω, this would contradict the holomorphy of C+ on Ω. Furthermore,
X(α, 1 − ¯β) = X(α, β)−1.
ZEROS OF THE SELBERG ZETA-FUNCTION 25
We have
C+(α, 1 − ¯β) = coefficient at position (2, 2) of (C+(α, β)t)−1 = C0,0(α, β)
∆(α, β)
Since ∆(α, β) ∈ C∗ we have equivalence of the following assertions:
X(α, 1 − ¯β) C+(α, 1 − ¯β) = 1 , C+(α, 1 − ¯β) = X(α, 1 − ¯β)−1 ,
C0,0(α, β)/∆(α, β) = X(α, β) , C0,0(α, β) = X(α, β)∆(α, β) .

Remark 2.5. So zeros and singularities of D0,0(α, β) are interchanged by the reflec-
tion in the central line. The meromorphic function D0,0 is not the zero function,
since its restriction to the complex lines {α} × C for α ∈ (0, 1) are scattering “ma-
trices”, which are non-zero. So its sets of zeros and poles intersect each other only
in a discrete set in U+ × C.
We now consider the equation 1 = X C+, in a region where C+ has no singulari-
ties. Analogously to (2.9), we put
(2.21) Y+(α, β) =
Γ(β − 12 )
Γ(12 − β)
1
C+(α, β) .
This is a meromorphic function on U ×C, and the equation X C+ = 1 on U+ ×C is
equivalent to
(2.22) (πα)2β−1 = Y+(α, β) .
A complication is that now we cannot restrict our consideration to a subset of
(0, 1)×
(
1
2 + i(0,∞)
)
, but have to allow β to vary over a neighborhood of the central
line. The presence of singularities of C+ makes it impossible to choose a well
defined argument globally.
Lemma 2.6. Let I ⊂ [0,∞) be a bounded closed interval such that C+ in has no
singularities at points (0, 12 + it) with t ∈ I. There are ε1, ε2 > 0 such that the
solution set of (2.22) in
(2.23) ΩI(ε1, ε2) = (0, ε1] ×
([1
2
− ε2,
1
2
+ ε2
] × iI)
consists of sets Vk parametrized by k ∈ Z.
There exists k1 ∈ Z such that Vk is for all k ≥ k1 a real-analytic curve
t 7→ (αk(t), σk(t) + it) (t ∈ I) .
Proof. Since C+ is holomorphic at all points of the compact set {0}×
(
1
2 + iI
)
, it has
the value given by the restriction to α = 0, which value we know explicitly from
(2.1) and (2.5):
C+
(0, 1
2
+ it
)
=
π−2it Γ(it) ζ(2it)
(21+2it − 1)Γ(−it) ζ(−2it) .
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So C+ has also no zeros on {0} ×
(1
2 + iI
)
. We can choose ε1, ε2 > 0 such that C+
also has no singularities or zeros with α ∈ (0, ε1],
∣∣∣Re β − 12
∣∣∣ ≤ ε2, and Im β ∈ I.
We take real-analytic functions on ΩI(ε1, ε2)
(2.24) M+(α, β) = log
∣∣∣Y+(α, β)∣∣∣ ,
A+(α, β) = arg Y+(α, β) .
There is freedom in the choice of the argument. In this lemma we do not choose a
normalization.
The solution set of (2.22) in ΩI(ε1, ε2) is the disjoint union of components Vk
given by
(2.25)
2t log πα = A+(α, σ + it) − 2πk ,
(2σ − 1) log πα = M+(α, σ + it) .
Here and in the sequel we write σ = Re β and t = Im β. Changing the choice of A+
causes a shift in the parameter k.
We want to use the fixed-point theorem to show that for each t ∈ I, t > 0,
and each k ≥ k1 there is exactly one solution of (2.25). To do this, we write
α(x) = e−1/x/π and β(y, t) = 12 − y + it. Then α ∈ (0, ε1] corresponds to x ∈ (0, x1]
with x1 = −1/ log πε1, and |Re β − 12 | ≤ ε2 to |y| ≤ ε2. We take
(2.26) Ft,k(x, y) =
( 2t
2πk − A+
(
α(x), β(y, t)) ,
t M+
(
α(x), β(y, t))
2πk − A+
(
α(x), β(y, t))
)
.
By taking k1 sufficiently large, we can make the denominators in (2.26) as large as
we want, in particular non-zero. So Ft,k is real-analytic on (0, x1] × [−ε2, ε2]. By
defining α(0) = 0 we extend Ft,k to a C∞-function on [0, x1] × [−ε2, ε2].
Since C+ has no zeros or poles in ΩI(ε1, ε2) we have M+ = O(1) and A+ = O(1).
So for all sufficiently large k we have
(2.27) Ft,k
(
[0, x1] × [−ε1, ε1]
)
⊂ (0, x1) × (−ε2, ε2) .
To show that Ft,k is contracting it suffices to bound the partial derivatives of the
two components. For the first component we have (2πk − A+)2 in the denominator,
which can be made large. In the numerator we have the derivatives
∂xA+ =
dα
dx ∂αA+ ≪ e
−1/x x−2 α ≪ 1 , ∂yA+ = −∂σA+ = O(1)
The factor α is due to the fact that C+, and hence A+ is even in α. The factor t is
bounded, since t ∈ I. For the other component we proceed similarly.
Controlling k, we can make all partial derivatives small. So Ft,k is contracting
for all k ≥ k1 with a suitable k. So for a given t there is exactly one point (α, β) ∈
ΩI(ε,ε2) satisfying (2.25). the fixed point is in the region where Ft,k is real-analytic,
jointly in its variables and in the parameter t. Hence the fixed point is a real-
analytic function of t by the analytic implicit function theorem. (See, e.g. [12],
Theorem 6.1.2.) 
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In this lemma, we do not get information concerning the sets Vk with k under the
bound k1. If 0 ∈ I we can normalize the argument A+ like we did in the previous
subsection.
Lemma 2.7. For sufficiently small ε1, ε2, ε3 > 0 the solution set of (2.22) in the set
Ω(ε1, ε2, ε3) = (0, ε1] ×
([1
2
− ε2,
1
2
+ ε2
] × i(0, ε3])
is equal to the union of real analytic curves
t 7→ (αk(t), σk(t) + it) (t ∈ [0, ε3]) ,
with k ≥ 1.
Proof. If ε1, ε2 and ε3 are sufficiently small, then C+ has no singularities or zeros
in the closure of Ω(ε1, ε2, ε3) in R × C. So log Y+ can be defined holomorphically
on a neighborhood of (0, 12 ) in C2 that contains Ω(ε1, ε2, ε3). We choose the branch
that has the following expansion at (0, 12 ):
(2.28) − 2 log π (β − 1
2
) − 4 (log 2)2 (β − 1
2
)2
+ O
((
β − 1
2
)3
)
+ O(α2) .
For the behavior along {0} ×C we use (2.1). We also use that C+ is even in α. (See
F5 and (2.7).) So in this lemma we can work with
(2.29)
M+(α, σ + it) = −2 log π (σ − 12
) − 4 (log 2)2 (σ − 1
2
)2
+ 4 (log 2)2 t2
+ O
((
β − 1
2
)3
)
+ O(α2) ,
A+(α, σ + it) = −2t log π − 8 (log 2)2t (σ − 12
)
+ O
((
β − 1
2
)3
)
+ O(α2) .
Now the parameter k in the previous lemma can be anchored to this choice of the
argument.
For t ∈ (0, ε3] and k ≥ 1 we define Ft,k as in (2.26), and revisit the estimates in
the proof of the previous lemma. We cannot use k to make the denominator large.
By adapting the ε’s we can make M+ and A+ as small as we want onΩ(ε1, ε2, ε3).
(See the expansions in (2.29).) In particular, we arrange
|A+| ≤ 2π − 4 and |M+| ≤ 1 .
Then the denominator satisfies D := 2πk−A+ ≥ 2π−A+ > 2, hence 2t/D < t ≤ ε3,
and tM+/D ≤ ε3/(2π − 4). Arranging ε3 < x1 = −1/ log πε1 and ε3 < (2π − 4)ε2,
we get (2.27).
To get all partial derivatives of Ft,k small, we have to work with the numerators
of the derivatives, since we have lost control over the denominators, except for the
lower bound 2. In the numerators we meet the following factors:
∂A+
∂x
, t
∂M+
∂x
, t M+
∂A+
∂x
,
∂A+
∂y
, t
∂M+
∂y
, t M+
∂A+
∂y
.
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We have t = O(ε3) and M+ = O(1), so we can concentrate on the derivatives of A+
and M+ with respect to x and y. Both derivatives ∂A+∂α and
∂M+
∂α
are O(α) by (2.29),
which is controlled by ε1. Since dαdx ≪ x−2e−1/x = O(1), all contribution in the first
line can be made small by decreasing ε1 and ε2.
We have ∂A+
∂y
= −∂A+
∂σ
= O(t) = O(ε3). Further, ∂M+∂y = −∂M+∂σ = O(1). This
derivative occurs only multiplied with t = O(ε3). So adapting ε1 and ε2, and then
ε3, taking also into account the requirements ε3 < −1/ log πε1 and ε3 < (2π−4)ε2,
we can arrange that all partial derivatives are very small on Ω(ε1, ε2, ε3).
So Ft,k is contracting. Its fixed point
(
αk(t), σk(t)) gives the sole point (α, β) ∈ Vk
with Im β = t. It depends on t in a real-analytic way.
Now let k ≤ 0. Suppose that there is a sequence (αn, βn) = (αn, σn + itn) ∈ Vk
that tends to
(
0, 12
)
. The expansions in (2.29) imply that A+(αn, βn) = o(1) and
M+(αn, βn) = o(1). Then (2.25) implies that 2 tn log παn tends to −2πk. If we
ensure that ε1 < 1π , we have log παn ≤ 0, which shows that k ≤ −1 is impossible.
Let k = 0. We have by (2.22) and (2.29)
log παn = − log π + O
(
σn −
1
2
)
,
in contradiction to logαn → −∞. 
Proof of Theorem 1.3. Lemma 2.7 has given us the solution curves parametrized
by k ≥ 0. We have to prove the invertibility of the αk, the asymptotic behavior,
possibly further decreasing the ε’s. Then the inequality σk < 12 follows from (1.8)(perhaps after adapting the ε’s).
We consider on of the curves in Lemma 2.7. In the next computations we omit
the index k. Differentiation of the relation (2.25) with respect to t we get the system
2t
α
− ∂A+
∂α
−∂A+
∂σ
2σ−1
α
− ∂M+
∂α
2 log πα − ∂M+
∂σ

α˙
σ˙
 =
−2 log α +
∂A+
∂t
∂M+
∂t
 .
Here we consider A+ and M+ as functions of the three variables α, σ and t. By a
dot we indicate differentiating with respect to t. The determinant of this system is(2t
α
+ O(α)
) (
2 log πα + O(1)
)
− O(α−1) O(t) = 4t log πα
α
(
1 + O((log α)−1)) .
Adapting the ε’s we arrange that this quantity if negative. Then we have
α˙ =
α
4t log πα
(
1 + O
((logα)−1))
·
((
2 log α + O(1)
) (
−2 log α + O(1)
)
+ O(t) O(1)
)
=
α | log πα|
t
(
1 + O((logα)−1)) .
So we can arrange that α′k(t) = α˙ > 0. This shows that the real-analytic function
t 7→ α(t) on [0, ε3] has a real analytic inverse tk on some interval (ϑk, ζk] ⊂ (0, ε1].
In the proof of Lemma 2.7 we have already arranged that |A+| < 2π − 4. Hence
2t log πα < −4 and log πα < − 2t . So α ↓ 0 as t ↓ 0, which shows that ϑk = 0 for
all k ≥ 1.
ZEROS OF THE SELBERG ZETA-FUNCTION 29
To derive the asymptotic expansions, we consider σ and t as functions of α along
the curve parametrized by k ≥ 1. We omit the subscript k in the computations. We
have along this curve
(2.30)
2
(
β − 1
2
) log πα = −2πik − 2 log π (β − 1
2
) − 4 (log 2)2 (β − 1
2
)2
+ O
((
β − 1
2
)3)
+ O(α2) .
This implies that
(
β − 12
)
log πα = O(1), hence
β − 1
2
= O
((log πα)−1) = O((log π2α)−1) .
Next we get(
β − 1
2
)
log π2α = −πik − 2 (log 2)2
(
β − 1
2
)2
+ O
(
(log π2α)−3
)
.
We write ℓ = log πα and L = log π2α = ℓ + log π, which are large negative quanti-
ties. We obtain
β − 1
2
=
−πik
L
− 2 (log 2)
2 (β − 12 )2
L
+ O
(
L−4
)
= −πik
L
− 2 (log 2)
2
L
(
−π
2k2
L2
+ O(L−3)
)
= − πik
ℓ + log π
+
2(πk log 2)2
(ℓ + log π)3 + O
(
ℓ−4
)
= −πik
ℓ
+
πik log π
ℓ2
+
2(πk log 2)2 − πik(log π)2
ℓ3
+ O(ℓ−4) .
Taking real and imaginary parts gives the asymptotic relations (1.7) and (1.8). 
Proof of Theorem 1.4. Lemma 2.6 gives curves of this type in a region ΩI(ε1, ε2)
near {0} × (12 + iI). In this region C+ has no singularities or zeros, so log Y+ and
its argument A+ can be chosen in a continuous way. There seems no way to con-
nect the branches of log Y+ more globally, so we may as well normalize A+ by
A+(0, β) = A(β) for β ∈ 12 + iI, where A and M are as in the theorem. We have on
ΩI(ε1, ε2)
(2.31)
M+(α, σ + it) = M(12 + it
)
+ O(σ − 1
2
)
+ O(α2) ,
A+(α, σ + it) = A(12 + it
)
+ O(σ − 1
2
)
+ O(α2) .
The relations (2.25) hold for points (α, σ + it) on curves with number k ≥ k1. (we
omit the index k.)
log πα = O(t−1) , 1
2
− σ = O(| log πα|−1) .
Working more precisely, we get
2t log πα = −2πk + A(1
2
+ it
)
+ O(| log πα|−1) ,
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and hence log πα ≤ C k for some positive C. This gives
log πα = −πk
t
+
A
(1
2 + it
)
2t
+ O(k−1) .
This gives (1.11). We also have
2
(
σ − 1
2
)(−πk
t
+ O(1)
)
= M
(1
2
+ it
)
+ O
(k−1) ,
hence
(1
2
− σ) = M
(1
2 + it
)
+ O
(k−1)
2πkt−1 + O(1) =
t
2πk
(
M
(1
2
+ it
)
+ O(k−1)) (1 + O(t/k))
=
t M
(1
2 + it
)
2πk + O
(k−2) ,
which is (1.12). 
Proof of Theorem 1.5. First we consider several statements equivalent to the state-
ment that a curve as in Theorem 1.4 touches the central line at a point t ∈ I.
Of course, this is equivalent to σk(t) = 12 . In (2.25) we see that it implies that
M+
(
αk(t), 12 + it
)
= 0. And since each curve with k ≥ k1 has t as a parameter,
touching the central line in 12 + it is equivalent to M+
(
αk(t), 12 + it
)
= 0. By (2.24)
and (2.21) this is equivalent to
∣∣∣C+(αk(t), 12+it)
∣∣∣ = 1. At points with α ∈ (−1, 1) and
Re β = 12 the matrix C
+(α, β) in (2.7) is unitary. So the statement is also equivalent
to C0,∞
(
αk(t), 12 + it
)
= 0.
In (2.1) we see that β 7→ C0,∞(0, β) has a simple zero at β = βℓ := 12 + itℓ.
Since βℓ is not a zero of Z(0, ·), we know from F4 that all matrix elements of
C are holomorphic at (0, βℓ), in particular C0,∞ is holomorphic at (0, βℓ). So we
have C0,∞(α, β) = λ(α, β) P(β − βℓ, α) on a neighborhood of (0, βℓ), where P is a
polynomial in β−βℓ with coefficients that are holomorphic in α on a neighborhood
of 0 in C, vanishing at 0, and where λ is holomorphic without zeros. (This follows
from the Weierstrass preparation theorem. See, e.g., Corollary 6.1.2 in [10].) The
restriction of C0,∞ to the complex line {0} × C has a zero of order 1 at βℓ, hence
P(X, α) = X− iη(α), with η holomorphic on a neighborhood of 0 in C and η(0) = 0.
Since C0,∞(α, β) is even in α, its zero set is also invariant under α 7→ −α. Hence η
is an even function. From F5 and (2.7) it follows that (α, β) 7→ C0,∞(α¯, 1 − ¯β) has
the same zero set as C0,∞. This implies η(α¯) = η(α). So η(α) ∈ R for real α. The
power series expansion of η at 0 starts with η(α) = η2α2 + · · · , with η2 ∈ R.
The asymptotic behavior of αk in (1.11) shows that the curve t 7→ (αk(t), t) and
the curve α 7→ (α, tℓ + η(α)) intersect each other for all sufficiently large k. We call
the intersection point
(
ak, tℓ + δk). So we have
ak = αk
(
tℓ + δk) , δk = η(ak) .
Furthermore, C0,∞
(
ak, βℓ + iδk
)
= 0, hence the curve with number k touches the
central line at βℓ + iδk.
Now we carry out estimates as k → ∞.
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Theorem 1.4 gives αk(t) ≪ exp(O(1) − πk/t) uniformly on I. In particular,
ak = O(k−n) for each n ≥ 0. In particular ak ↓ 0. Then δk = η(ak) implies that
δk = O(k−2n) and also tends to zero.
We have
A(12 + itℓ + iδk) − 2πk
2(tℓ + δk) =
1
2tℓ
(
1 + O(δk/tℓ)
) (
A
(1
2
+ itℓ
) − 2πk + O(δk))
=
(A(12 + itℓ) − 2πk
2tℓ
+ O(δk)
) (
1 + O(δk)
)
=
A
(1
2 + itℓ) − 2πk
2tℓ
+ O(k1−2n) .
Hence
ak = αk
(
tℓ + βk) = 1
π
exp
(A(12 + itℓ) − 2πk
2tℓ
+ O(k1−2n)) (1 + O(k−1))
=
1
π
eA(
1
2+itℓ)/2tℓ−πk/tℓ
(
1 + O
(k1−2n)) (1 + O(k−1))
=
1
π
eA(
1
2+itℓ)/2tℓ−πk/tℓ
(
1 + O
(k−1)) .
We obtain
δk = η(ak) = η2 a2k + O(a4k) =
η2
π2
eA
(
1
2+itℓ
)
/tℓ−2πk/tℓ
(
1 + O(k−1) + O(k−4n) .
This gives (1.13).
We know that σk(t) ≤ 12 for all t ∈ I, by F6. So the points where the real-analytic
curves touch the central line are tangent points. 
2.5. Curves of resonances originating higher up on the central line. We turn
to a tentative explanation of curves of resonances like those in Figure 13 and 14.
We cannot prove that these loops necessarily exist, and have to be content with a
result that depends on a number of assumptions
Assumptions 2.8. (1) Let β0 = 12 + it0 with t0 > 0. We assume that the con-jugated scattering matrix C+ in (2.7) has a singularity at (0, β0). So β0 is a zero
of the unperturbed Selberg zeta-function Z(0, ·) on the central line. (Not all such
unperturbed eigenvalues need to be related to a singularity of C+.)
(2) The singularity of C+ at (0, β0) is as simple as possible, with a common de-
nominator for all matrix elements. To make this precise, we assume that there are
holomorphic functions p, r0,0, r0,∞ and r+ on a neighborhood of 0 in C that all
vanish at C, such that on a neighborhood Ω of (0, β0) in C2
(2.32)
C0,0(α, β) = γ0,0(α, β)
β − β0 − r0,0(α)
β − β0 − p(α) ,
C0,∞(α, β) = γ0,∞(α, β)
β − β0 − r0,∞(α)
β − β0 − p(α) ,
C+(α, β) = γ+(α, β) β − β0 − r+(α)
β − β0 − p(α) ,
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where the γ’s are holomorphic on Ω without zeros in Ω.
(3) Since C+(α, β) is even in α, the zeros sets of the matrix elements and the set
of singularities are invariant under α 7→ −α. So p and the r’s are even functions.
We assume that already the first terms in their power series expansions are non-
zero and all different: p′′(0), r′′0,0(0), r′′0,∞(0) and r′′+ (0) are four different non-zero
complex numbers.
(4) The restriction of C+ to the complex line {0} × C is equal to(
γ0,0(0, β)
√
2 γ0,∞(0, β)√
2 γ0,∞(0, β) γ+(0, β)
)
.
See (2.8). We assume that for β = β0 all elements of this matrix are non-zero.
Most of these assumptions mean that “nothing special happens”, and hence seem
not too unreasonable. Only the assumption that all matrix elements have the same
set of singularities might be considered to be really restrictive.
Lemma 2.9. Under the assumptions 2.8 the neighborhood Ω of (0, β0) can be cho-
sen such that
Ω ∩
(
R × (1
2
+ iR
))
=
{(0, β0)} .
Proof. Let α1 ∈ R and Re β1 = 12 , (α1, β1) ∈ Ω. The restriction β 7→ C+(α1, β)
on 12 + iR is a family of unitary matrices, hence any singularity is of indeterminate
type. Such singularities occur discretely, so taking Ω sufficiently small the sole
possibility is (α1, β1) = (0, β0). 
Lemma 2.10. Under the assumptions 2.8 there is a neighborhood of 0 in C such
that for all α in that neighborhood:
(2.33) r+(α) = −r0,0(α¯) , r0,∞(α) = −r0,∞(α¯) .
Proof. We have det C+ = C0,0 C+ − 2 C20,∞. Hence(
β − β0 − p(α))2 det C+(α, β)
= γ0,0(α, β) γ+(α, β) (β − β0 − r0,0(α)) (β − β0 − r+(α)
− 2 γ0,∞(α, β)2 (β − β0 − r0,∞(α))2
is holomorphic on Ω, and its restriction to the complex line α = 0 has a zero of
at most order 2 at β = β0. We use the Weierstrass preparation theorem to write
it in the form δ(α, β) Q(β − β0, α), with δ holomorphic without zeros on Ω and
Q a polynomial in its first variable of degree at most 2 with coefficients that are
holomorphic functions of α vanishing at α = 0, and with highest coefficient equal
to 1. So we have
det C+(α, β) = δ(α, β) Q(β − β0, α)
P(β − β0, α)2
,
where P(T, α) = T − p(α). We define an involution K 7→ K∗ in the space of polyno-
mials in T with holomorphic coefficients in α by K∗(T, α) = (−1)degree K K(− ¯T , α¯).
So P∗(T, α) = T + p(α¯). Lemma 2.9 implies that P∗ , P.
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The relation det C+(α¯, 1 − ¯β) = det C+(α, β)−1, from F5 and (2.7), implies
δ
(
α¯, 1 − ¯β) (−1)degree Q Q∗(β − β0, α)
P∗(β − β0, α)2
= δ(α, β)−1 P(β − β − 0, α)
2
Q(β − β0, α) ,
and hence
(−1)degree Q δ(α¯, 1 − ¯β) δ(α, β) Q∗(β − β0, α) Q(β − β0, α)
= P∗(β − β0, α)2 P(β − β0, α)2 .
On the right is a fourth degree polynomial in β − β0 with highest coefficient 1.
This means that on the left we have also a polynomial of degree four, and that the
highest coefficient is also equal to 1. So the product of the sign and the two δ’s is
equal to 1. (We note that not only δ(α, β) but also δ(α¯, 1 − ¯β) is non-zero for (α, β)
sufficiently close to (0, β0).) Hence Q∗ Q = P2 (P∗)2, and since Q∗ and Q have the
same degree, this degree is equal to 2.
The polynomials P and P∗ are irreducible, hence Q is equal to one of P2, P P∗,
and (P∗)2. Hence
det C+(α, β) = δ(α, β)
(P∗(β − β0, α)
P(β − β0, α)
)ℓ
,
with ℓ ∈ {0, 1, 2}.
We also define R0,0(T, α) = T − r0,0(α), so R∗0,0(T, α) = T + r0,0(α¯), and similarly
for r0,∞ and r+. Considering the relation C+(α¯, 1 − ¯β) = C+(α, β)−1 itself we arrive
at
(2.34) R∗0,0 (P∗)ℓ−1 = Pℓ−1 R+ , R∗0,∞ (P∗)ℓ−1 = R0,∞ Pℓ−1 .
If ℓ = 0 we find R∗0,0 P = R+ P
∗
. Assumption (3) implies that P and R+ are
different polynomials of the first degree with highest coefficient 1. So P = P∗, but
we have already shown that that is impossible. So ℓ ∈ {1, 2}.
If ℓ = 2 then R∗0,0 P
∗ = P R+, and P divides R∗0,0, and hence P = R
∗
0,0, and
then also P∗ = R+. We obtain R+ = (R∗0,0)∗ = P∗ = R0,0, in contradiction with
assumption (3). Hence ℓ = 1, and R∗0,0 = R+, which gives the relation r0,0(α¯) =
−r+(α). From (2.34) we now also get R∗0,∞ = R0,∞, hence r0,∞(α) = −r0,∞(α¯). 
Lemma 2.11. Under the assumptions 2.8 there are ε > 0 and a neighborhood U
of β0 in C such that for each α ∈ (0, ε] there is exactly one ζ(α) ∈ U such that
X
(
α, ζ(α))C+(α, ζ(α)) = 1.
We have limα↓0 ζ(α) = β0, and as the point ζ(α) − β0 moves to zero it passes
the line segment between r+(α) and p(α) infinitely often, circling around r+(α) in
negative direction or around p(α) in positive direction.
Proof. We write β = β0 + z. On Ω, the equation X C+ = 1 becomes
(πα)2it0+2z γ˜(α, β0 + z) z − r+(α)
z − p(α) = 1 ,
with γ˜(α, β) = Γ(12 − β)Γ(β − 12 ) γ+(α, β). We take ε > 0 and a simply connected,
connected neighborhood U of β0 such that (0, ε] × U ⊂ Ω. In the course of the
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proof we adapt ε and U. For sufficiently small ε > 0 the two points r+(α) and p(α)
are different points of U for all α ∈ (0, ε]. The corresponding points (α, β0 + r+(α))
and (α, β0 + p(α)) cannot be in the solution set of X C+ = 1.
Taking a logarithm, we get the equation
2(it0 + z) log πα + log γ˜(α, β0 + z) + log z − r+(α)
z − p(α) ≡ 0 mod 2πiZ ,
where for log γ˜(α, z) we use a continuous choice of the logarithm. The logarithm
of the quotient z−r+z−p is multivalued on (0, ε]×U and has branch points. We go over
to the covering space by the parametrization
(2.35) z = z(u) = e
u p(α) − (πα)2it0 γ˜(0, β0) r+(α)
eu − (πα)2it0 γ˜(0, β0)
.
The variable u runs over a suitable subset of C. The equation becomes
(2.36) 2 z(u) log πα + log γ˜
(
α, β0 + z(u))
γ˜(0, β0) + u = 0 .
On the covering space the ambiguity modulo 2πiZ is hidden in the choice of the
variable u.
To make precise what is a suitable set in the u-plane, we use assumption (4).
With β ∈ 12 + iR all elements of the unitary matrix are non-zero, and hence have
absolute value between 0 and 1. This implies that 0 < |γ˜(0, β)| < 1, and we can
take δ− < 0 such that eδ− > |γ˜(0, β0)|. We consider the region determined by
δ− ≤ Re u ≤ δ+ with some δ+ > 0. For these values of u the denominator of z(u)
satisfies
(2.37)
∣∣∣eu − (πα)2it0 γ˜(0, β0)∣∣∣ ≥ c1 = c1(δ−) > 0 .
Hence we find
(2.38) |z(u)| ≤ e
δ+ |p(α)| + |γ˜(0, β0)| |r+(α)|
c1
≤ c2 α2 = c2(δ−, δ+)α2 .
We have
(2.39) z′(u) = (πα)
2it0 γ˜(0, β0) (r+(α) − p(α)) eu(
eu − (πα)2it0 γ˜(0, β0))2 ,
with can be estimated in the following way:
z′(u) ≪ |γ˜(0, β0)|α
2 eδ+
c21
,
|z′(u)| ≤ c3 α2 = c3(δ−, δ+)α2 .(2.40)
We consider on the region δ− ≤ |Re u| ≤ δ+ the holomorphic function
(2.41) F(u) = −2 z(u) log πα − log γ˜
(
α, β0 + z(u))
γ˜(0, β0) .
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We have
log
γ˜
(
α, β0 + z(u))
γ˜(0, β0) ≪ γ˜(0, β0)
−1 (∂2γ˜
∂α2
(0, β0) · α2 + ∂γ˜
∂β
(0, β0) · z(u)
)
≪ α2 + |z(u)| ≪ α2 .
(We have used that γ˜ is even in α.) We get |F(u)| ≤ 2 c2 α2 | log πα| + O(α), and
hence there is c4 = c2(δ−, δ+) such that
(2.42)
∣∣∣F(u)∣∣∣ ≤ c4 α2 .
Taking ε such that ε2 c4 ∈ [δ−, δ+] we arrange that F maps the set
(2.43) E = {u ∈ C : δ− ≤ Re u ≤ δ+, −ε2 c4 ≤ Im u ≤ ε2 c4}
into itself.
The solutions of (2.36) in E are precisely the fixed points of F in E. The question
is whether F is contracting on E.
F′(u) = −2 z′(u) log πα − ∂γ˜
∂β
(
α, β0 + z(u)) z′(u)
≪ α2 log πα + O(1)α2 .
Hence there is c5 = c5(δ−, δ+) such that |F′(u)| ≤ c5 α2 | log πα| on E. We can adapt
ε such that c5 α2 | log πα| ≤ c6 with some c6 ∈ (0, 1). So F is contracting on E, and
we find a unique fixed point u(α) ∈ E. Projecting back we find a unique solution
ζ(α) = β0 + z(u(α)) of the equation X C+ = 1.
The denominator in (2.35) stays away from zero, by (2.37). Since Re u is
bounded we have z(α) := z(u(α)) = O(α2). So z(α) tends to 0, and ζ(α) tends
to β0. The relation
(2.44) z(α) − r+(α)
z(α) − p(α) = e
u(α) (πα)−2it0 γ˜(0, β0)−1
shows that the argument of z−r+z−p tends to ∞ as α ↓ 0. So z(α) crosses between p(α)
and r+(α) infinitely often, such that a continuous choice of the argument increases.
This means that z(α) turns around r+(α) in positive direction, or around p(α) in
negative direction. 
Lemma 2.12. Under the assumptions 2.8 there is a decreasing sequence (αk)k≥k0
of positive numbers with limit zero such that for all α ∈ (0, αk0 )
(2.45) X(α, β0 + r0,∞(α))C+(α, β0 + r0,∞(α)) = 1
if and only if α is one of the αk.
The αk satisfy
(2.46) αk = 1
π
e−(2πk+s0)/2t0
(
1 + O(k e−2πk/t0 )) ,
for some real number s0.
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The value of s0 mod 2πZ depends on the functions r0,∞, r+ and p. We do not
know it explicitly. The choice of s0 in its class and the choice of the parameter k
are related.
Proof. We consider the function
f (α) = X(α, β0 + r0,∞(α))C+(α, β0 + r0,∞(α))
on an interval (0, ε1] such that (α, β0 + r0,∞(α)) ∈ Ω. For small real values of α
the values of r0,∞(α) are purely imaginary. Fact F5 and (2.7) imply that the matrix
C+(α, β0 + r0,∞(α)) is unitary. In (2.32) we see that C0,∞(α, β0 + r0,∞(α)) = 0. So
C+(α, β0 + r0,∞(α)) is a unitary diagonal matrix. This implies that | f (α)| = 1 for
α ∈ (0, ε1].
We make a continuous choice of α 7→ s(α) for α ∈ [0, ε1) such that
(2.47) eis(α) = Γ(
1
2 − β0 − r0,∞(α))
Γ(− 12 + β0 + r0,∞(α))
γ+
(
α, β0 + r0,∞(α)) r0,∞(α) − r+(α)
r0,∞(α) − p(α) .
We note that s is an even function. The number s0 in the statement of the lemma is
equal to s(0). Now
(2.48) a(α) = 2t0 log πα − 2i r0,∞(α) log πα + s(α) for α ∈ (0, ε1)
is a continuous choice of the argument of f (α). We have a(α) = 2t0 log πα + O(1)
as α ↓ 0. The derivatives of the three term in (2.48) are
2t0
α
, O(α log πα) , O(α) .
So for sufficiently small ε1 the argument of f (α) is monotonely decreasing to −∞
as α ↓ 0, and there is a sequence (αk)k≥k0 of elements of (0, ε) decreasing to zero
such that for each k ≥ k0
(2.49) 2t0 log παk − 2ir0,∞(αk) log παk + s(αk) = −2π k .
So the points (αk, β0+ r0,∞(αk)) are solutions of X C+ = 1, and the α’s between two
successive αk do not satisfy this equation.
Since αk = O(1), we have directly c1 e−πk/t0 ≤ αk ≤ c2 e−πk/t0 with positive c1
and c2. This gives
log παk =
−2πk − s(αk)
2t0 + O(α2k)
= −2πk + s0
2t0
+ O(k e−2πk/t0 ) .
This gives (2.46). 
Proposition 2.13. Under the assumptions 2.8 there is one curve α 7→ (α, ζ(α)) on
an interval (0, ε1) with limit (0, β0) for which Z(α, ζ(α)) = 0 for all α ∈ (0, ε1).
The curve touches the central line in (αk, ζ(αk)) for a monotone sequence of
αk in (0, ε1] with limit 0. Hence the ζ(αk) are eigenvalues. The αk satisfy the
relation (2.46).
As α runs through (αk+1, αk) the point (α, ζ(α)) describes a curve in the region
Re β < 12 . The corresponding ζ(α) are resonances, and ζ(αk) − β0 is proportional
to α2k .
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Proof. The (α, ζ(α)) in Lemma 2.11 are solutions of X C+ = 1. They satisfy
C0,∞
(
α, ζ(α)) = 0 precisely for the sequence (αk) in Lemma 2.12. Proposition 2.4
shows that at these points the scattering ‘matrix’ D0,0 has a singularity of indeter-
minate type. Hence the ζ(αk) are eigenvalues. For the other α, the function D0,0
has value ∞ at (α, ζ(α)), so Re β < 12 by F6, and ζ(α) is a resonance. 
Remark 2.14. The computations reported in [5] provide us with six curves of reso-
nances tending to a point on the central line with positive imaginary part. For two
of these curves Figure 8.26 in [5] suggests that indeed ζ(αk) − β0 is proportional
to α2k .
3. Spectral theory of automorphic forms
We discuss parts of the spectral theory of automorphic forms to explain the
“facts” in §2.1. There is a vast literature on the spectral theory of Maass forms. In
1966/’67 Roelcke, [17], has given a thorough discussion; however the continuation
of Eisenstein series was not yet fully known at that time. Of later literature we
mention Venkov, [21], Iwaniec, [11], and Bump, [2]. The material we need is
also present in Chapters VI and VII of Hejhal’s treatment [7] of the Selberg trace
formula.
For the purpose of this section we need not know how the Selberg zeta-function
is defined by a product involving the closed geodesics. That description is impor-
tant for the computations in [5]. Here we only need to know that and how it is
related to automorphic forms (Maass forms). In §3.4 we will quote results con-
cerning this relation.
3.1. Γ0(4), cusps and characters. The group Γ = Γ0(4) leaves invariant the set
P1
Q
of cusps in the boundary of the upper half-plane H. This set consists of three
Γ0(4)-orbits, for which we choose the representatives 0, ∞ and − 12 . Each cusp
ξ ∈ P1
Q
is left invariant under the group Γξ, which is generated by πξ = gξ
[1
0
1
1
]
g−1
ξ
.
The matrices πξ and our choice of gξ are as follows:
(3.1)
ξ 0 ∞ − 12
πξ
[ 1
−4
0
1
] [1
0
1
1
] [ 3
−4
1
−1
]
gξ
[
0
2
− 12
0
]
1
[ 1
−2
0
1
]
The group Γ is free on the generators π∞ and π0. So the character group Γ∨ is
isomorphic to (C∗)2, and can be parametrized by (α, α′) ∈ (C/Z)2:
(3.2) χα,α′ (π∞) = e2πiα , χα,α′(π0) = e2πiα′ .
The character χα,α′ is unitary if and only if (α, α′) ∈ (R mod Z)2.
Fraczek uses in [5] the family α 7→ χα = χα,0. The family of characters con-
sidered in §3 of [18] is α 7→ χ0,α/2π. We shall see below that χα,0 and χ0,α are
conjugate, and hence lead to the same Selberg zeta-function. The characters of
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Γ(2) used in §6 of [15] and in [16] correspond to χ0,α under the straightforward
isomorphism Γ(2)  Γ0(4) by conjugation.
The group Γ = Γ0(4) is invariant under conjugation by elements of a subgroup of
PGL2(R) generated by
[
1
0
1
2
1
]
,
[
0
2
− 12
0
]
and
[−1
0
0
1
]
, inducing symmetries of the charac-
ters described by (α, α′) 7→ (α,−α−α′), (α, α′) 7→ (α′, α), and (α, α′) 7→ (−α,−α′).
The Selberg zeta-function is unchanged under such automorphisms. Hence the re-
sults for the family χα are also valid for Selberg’s family. Moreover, we see that
χα and χ−α are conjugated, and hence have the same Selberg zeta function.
Conjugation with
(3.3) j :=
[−1
−2
0
1
]
=
[−1
0
0
1
] [
0
2
− 12
0
] [
1
0
1
2
1
] [
0
2
− 12
0
]
leaves χα invariant.
All cusps of Γ are singular for the trivial character χ0. This means that χ0(πξ) =
1 for each cusp ξ. For α ∈ C r Z, the cusps in the Γ-orbit of 0 stay singular, the
cusps in the other orbits become regular: χα(πξ) , 1.
For general α ∈ C the values χα
([
a
c
b
d
])
are not given by an explicit formula
in terms of the matrix elements. The only way to compute the character is by
recursion. We have χα(γ) = eiαΩ(γ), where Ω : Γ→ Z is the group homomorphism
determined by Ω(π∞) = 1, Ω(π0) = 0. For later use we discuss a few properties
of Ω.
Since π0 ∈ kerΩ, the value Ω
([
a
c
b
d
])
is determined by the upper row of the
matrix, and is determined by
(3.4) Ω(1, 0) = 0 , Ω(−a,−b) = Ω(a, b) ,
Ω(a, b) = Ω(a − 4b, b) , Ω(a, b) = Ω(a, b − a) + 1 ,
where a, b ∈ Z, a ≡ 1 mod 2 and (a, b) = 1. With induction we derive that
(3.5)
∣∣∣Ω(a, b)∣∣∣ ≤ |b| .
Other relations are
(3.6) Ω(a,−b) = −Ω(a, b) , Ω(d,−b) = −Ω(a, b) (ad ∈ 1 + 4bZ) .
The latter relation follows from Ω(γ−1) = −Ω(γ), the former can be shown by
induction on |b|.
3.2. Maass forms. By an automorphic form on Γ = Γ4(0) for the character χα
with eigenvalue λ ∈ Cwe mean a real-analytic function u on the upper half-plane H
such that
a) u(γz) = χα(γ) u(z) for all γ ∈ Γ and z ∈ H;
b) ∆u = λ u for ∆ = −y2∂2x − y2∂2y (with x = Re z and y = Im z).
We consider only automorphic forms of weight zero, and have no power of cτ +
d. Any distribution satisfying ∆u = β(1 − β) u is automorphically a real-analytic
function by elliptic regularity. It is convenient to parametrize the eigenvalue by
λ = β − β2; the complex number β is called the spectral parameter. In the previous
sections we allowed ourselves to call β the eigenvalue.
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For given (α, β) ∈ C2 the space of such automorphic forms is huge. We de-
fine the (finite dimensional) subspace Maass(α, β) of Maass forms by imposing
polynomial growth at the cusps:
c) There is a constant A = A(u) ∈ R such that u(gξz) = O(yA) as y → ∞ for
all cusps ξ = gξ∞ of Γ.
It suffices to impose this condition for the representatives 0, ∞ and − 12 of the Γ-
orbits of cusps. We note that Maass(α, 1 − β) = Maass(α, β).
Inside Maass(α, β) is the space Maass0(α, β) of cusp forms, characterized by
quick decay at the cusps:
c’) u(gξz) = O(y−A) as y →∞ for all A = A(u) ∈ R.
Each automorphic form u for χα with spectral parameter β has an absolutely
converging Fourier expansion at each cusp ξ of the form
(3.7) u(gξz) =
∑
n≡κξ(α) mod 1
Fξnu(z) ,
where Fξnu satisfies ∆F
ξ
nu = β(1 − β)Fξnu and Fξnu(z + x′) = Fξnu(z) e2πinx′ . The
number κξ(α) is such that χ(πξ) = e2πiκξ(α); we use κ−1/2(α) = −α, κ0(α) = 0,
κ∞(α) = α.
The Fourier terms are in a 2-dimensional space, depending on n and β. If κξ(α) =
0 and β , 12 , then F
ξ
0u is a linear combination of y
1−β and yβ. The Fourier terms
inherit the growth conditions from u. For u ∈ Maass(α, β) and Re n , 0 this
restricts Fξnu to be a multiple of
(3.8) ω(n, β; z) = 2 (εn)1/2 e2πinx √y Kβ−1/2(2πεny) ,
with ε = Sign Re n. Of course, εn = |n| if α and hence n are real. The factor
2(εn)1/2 allows n and α to be non-real complex, and keeps the notation consistent
with §4.2.8 in [1] (except that βhere = sthere + 12 ).
We can characterize the Maass forms in the space of all automorphic forms by
the condition that Fξnu is a multiple of ω(n, β) for ξ ∈ {0,∞,− 12 }. For cusp forms
there is the additional condition that Fξ0u = 0 for all ξ with κξ(α) = 0.
Associated to conjugation by j =
[−1
−2
0
1
]
in (3.3) is the involution ι : z 7→ z¯2z¯−1
in H, and the involution J f (z) = f (ιz) in the functions on H. Conditions a) and b)
are preserved by J. The space of automorphic forms for χα with spectral parameter
β splits in the 1- and (−1)-eigenspace of F. We speak of even, respectively odd
automorphic forms.
We have
(3.9) ι(g−1/2z) = π
−1
0 g∞(−z¯) , ι(g∞z) = π−10 g−1/2(−z¯)
ι(g0z) = g0(−z¯ − 12 ) .
This implies that J respects the growth conditions c) and c’). Hence we have a
direct sum decomposition
(3.10) Maass(α, β) = Maass+(α, β) ⊕ Maass−(α, β) ,
in even and odd Maass forms, and similarly for the spaces of cusp forms.
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The Fourier terms Fξnu(z) satisfy
(3.11)
(F0n Ju)(z) = (−1)n(F0−nu)(−z¯) ,
(F∞n Ju)(z) = (F−1/2−n u)(−z¯) , (F−1/2n Ju)(z) = (F∞−nu)(−z¯) .
This can be checked as follows:
(Ju)(g∞(x + iy)) = u(ιg∞(x + iy)) = u(π−10 g−1/2(−x + iy))
= χα(π0)−1
∑
n≡−α mod 1
e2πin(−x) F−1/2n u(iy)
=
∑
n≡α mod 1
e2πinx F−1/2−n u(iy) ,
which shows that F∞n Ju(x + iy) = F−1/2−n u(x + iy). The other relations go similarly.
We conclude from (3.11) that F00 f = 0 and F∞α f = −F−1/2−α f for odd automor-
phic forms f with character χα, and F∞α f = F−1/2−α f for even automorphic forms.
3.3. Eisenstein series and Poincare´ series. There are many Maass forms with
polynomial growth that are no cusp forms. Let α be real, and let ξ be a cusp that is
singular for the character χα, i.e., χα(πξ) = 1. The three representatives 0, ∞ and
− 12 of cuspidal Γ-orbits are all singular if α = 0, and if 0 < α < 1 only 0 is singular.
For Re β > 1 the Eisenstein series
(3.12) Eξα(β; z) =
∑
γ∈Γξ\Γ
χα(γ)−1 (Im g−1ξ γz)β
defines an element of Maass(α, β). It has a meromorphic continuation as a function
of β ∈ C representing a meromorphic family of Maass forms providing an element
of Maass(α, β) for each value of β at which it is defined.
For α = 0 we have three Eisenstein series. Each of these Eisenstein series has
a Fourier expansion at each of the three cuspidal representatives. This gives nine
Fourier terms of order 0, of the form
(3.13) Fη0E
ξ
0(β; gηz) = δξ,η yβ +C0(η, ξ; β) y1−β .
The coefficients C0(η, ξ; β) are meromorphic functions on C. One collects them in
a 3 × 3-matrix, with C0(η, ξ; β) in the row indexed by η and the column indexed
by ξ. This is the scattering matrix C0(β) in (2.1). It is a unitary matrix for Re β = 12 ,
and satisfies the functional equation C0(1−β) C(β) = I. The use of the word “scat-
tering” comes from the view on Eisenstein series explained by Lax and Phillips
in [13].
Since χα = χα+1 the other case to be considered is 0 < α < 1. Now there is only
one Eisenstein series, at the cusp 0. The Fourier term of order zero at this cusp has
the form
(3.14) F00E0α(β; z) = yβ + Dα(β) y1−β .
In this case, Dα(β) is called the scattering matrix (with size 1 × 1). For general
values of α ∈ (0, 1) it cannot be computed as explicitly as in (2.1). It has absolute
value 1 if Re β = 12 , and satisfies the functional equation Dα(1 − β) Dα(β) = 1.
ZEROS OF THE SELBERG ZETA-FUNCTION 41
Other automorphic forms can be constructed in a similar way. The Eisenstein
family was based on yβ = Im (z)β. Another eigenfunction of ∆ with eigenvalue
β(1 − β) is
(3.15) µ(n, β; z) = e2πinz yβ 1F1(β; 2β; 4πny) ,
which is holomorphic in n ∈ C and meromorphic in β, with singularities at β ∈
1
2 Z≤0.
For α ∈ R, n ≡ κξ(α) mod 1, and Re β > 1 the Poincare´ series
(3.16) Pξ,nα (β; z) =
∑
γ∈Γξ\Γ
χα(γ)−1 µ(n, β; g−1ξ γz)
defines an automorphic form for the character χα with spectral parameter β. It has
a meromorphic continuation in β as a family of automorphic forms. We note that
P0,0α (β) = E0α(β). For general combinations of α and β the function µ(n, β; z) has
exponential growth. For Re n , 0
(3.17) µ(n, β; iy) ∼ Γ(2β)
Γ(β) (4πεn)
−β e2πεny (y → ∞) ,
with ε = Sign Re n. (Use the asymptotic results in §4.1 of [19].) This gives
P∞,αα (β; z) and P−
1
2 ,−α
α (β; z) exponential growth; these Poincare´ series are no Maass
forms, except for special combinations of the parameters.
3.4. Zeros of the Selberg zeta-function. In the introduction of §1 we already
mentioned that the Selberg zeta-function Z(α, β) is defined for α ∈ R mod Z and
is a meromorphic function of β, and have given references for it. In this paper we
have no need to go into the definition, but need the relation to automorphic forms,
which is summarized in Theorem 5.3 in Chapter X of [7], p. 498.
We quote the results concerning zeros in the region Im β > 0. These results
enable us to use the theory of automorphic forms to understand aspects of the
results of the computations in [5].
a) At points β on the central line 12 + i(0,∞) the function Z(α, ·) has a zero of
order dim Maass0(α, β).
These values are called eigenvalues in §1 and §2, although the cum-
bersome description ‘spectral parameters of cusp forms’ would be more
correct.
b) At points with Re β < 12 and Im β > 0 the function Z(α, ·) has a zero of the
same order as the zero of the determinant of the scattering matrix at 1 − ¯β.
These are the resonances.
The space Maass0(α, β) with α ∈ [0, 1) can be non-zero if and only if β(1−β) >
0. For Γ0(4) and the trivial character (α = 0) it is known that β(1 − β) > 14 if
Maass0(0, β) , {0}. See the theorem on p. 250 of [9] for Γ0(4), which is conjugate
to Γ0(4).
The determinant of the scattering matrix has a zero at 1− ¯β if and only if it has a
singularity at β. For 0 < α < 1 the scattering matrix is the coefficient Dα in (3.14).
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3.5. Eisenstein families and Poincare´ families. The correspondence in §3.4 is
valid for each α ∈ [0, 1) separately. To use it to get insight in the behavior of zeros
of the Selberg zeta-function as α ↓ 0, we need a relation between automorphic
forms for several characters. Such a relation is provided by Theorem 10.2.1 in [1],
which we will use twice.
The first application provides use with families of automorphic forms that extend
the Eisenstein series for the unperturbed situation: There is a neighborhood U of
(−1, 1) in C such that there are three meromorphic families of automorphic forms
Q−1/2(α, β), Q0(α, β) and Q∞(α, β) on U×C, uniquely characterized by the Fourier
terms of low order: For ξ, η ∈ {0,∞,− 12 }
(3.18)
Fη
κη(α)Q
ξ(α, β) = δξ,ηµ(κη(α), β) +Cη,ξ(α, β) µ(κη(α), 1 − β) ,
FηnQξ(α, β) = Cη,ξ(n;α, β)ω(n, β) if n ≡ κη(α) mod 1, n , kη(α) ,
with meromorphic functions Cη,ξ and Cη,ξ(n) on U×C. The uniqueness holds in the
sense that if f is any meromorphic family of automorphic forms on a neighborhood
in C2 of a point of (−1, 1) × C and all Fourier terms of f with n , kξ(α) are
multiples of ω(n, β), then f (α, β) can be expressed as a linear combination of the
Qξ(α, β) in the following way: Determine for ξ ∈ {0,∞,− 12} the coefficients pξ
and qξ in Fξκξ(α) f (α, β) = pξ(α, β) µ(κξ(α), β)+qξ(α, β) µ(κξ(α), 1−β); then f (α, β) =∑
ξ pξ(α, β)Qξ(α, β) as an identity of meromorphic families of automorphic forms.
For α = 0 we have µ(0, β; z) = yβ, so these Fourier terms generalize the Fourier
terms of Eisenstein series for α = 0. In fact, Theorem 10.2.1 in [1] also states
that the restriction of Qξ(α, β) to the complex line {0} × C exists, and is the family
Eξ0(β) of Eisenstein series. (For a meromorphic family of functions restriction to a
complex line might be impossible, if that line is contained in the set of singularities
of the family.)
We form the extended scattering matrix from the coefficients in (3.18)
(3.19) C(α, β) =

C0,0(α, β) C0,∞(α, β) C0,−1/2(α, β)
C∞,0(α, β) C∞,∞(α, β) C∞,−1/2(α, β)
C−1/2,0(α, β) C−1/2,∞(α, β) C−1/2,−1/2(α, β)
 .
The restriction of this family of matrices to α = 0 gives the unperturbed scattering
matrix, explicitly given in (2.1).
A vector notation is convenient in this context. We write
(3.20) Eis(α, β) = (Q0(α, β), Q∞(α, β), Q−1/2(α, β)) ,
and the operator Fα of taking three Fourier terms:
(3.21) Fα =

F00
F∞α
F−1/2−α
 =

Fourier term at 0 of order 0
Fourier term at ∞ of order α
Fourier term at − 12 of order −α
 ,
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in the notation of (3.7). Then (3.18) gives
(3.22)
FαEis(α, β) = m(α, β) + m(α, 1 − β) C(α, β) ,
where m(α, β) =

µ(0, β) 0 0
0 µ(α, β) 0
0 0 µ(−α, β)
 .
The uniqueness implies the functional equations
(3.23) Eis(α, 1 − β) = Eis(α, β) C(α, 1 − β) , C(α, 1 − β) = C(α, β)−1 .
Checking the effect of conjugation on the basis functions µ and ω for Fourier terms,
we can use the uniqueness also to show that
(3.24) C(α¯, ¯β) = C(−α, β) ,
where C(α¯, ¯β) is understood to have Cη,ξ(α¯, ¯β) at position (η, ξ). The Maass-Selberg
relation (as discussed in, e.g., Theorem 4.6.5 in [1]) imply that
(3.25) C(−α, β) = C(α, β)t .
(The t means matrix transpose.) These are the identities in F5.
From the relations in (3.11) it follows that FαJu(z) = JFαu(−z¯), where
(3.26) J =

1 0 0
0 0 1
0 1 0
 .
Hence
FαJEis(α, β)(z) = J (m(α, β;−z¯) + m(α, 1 − β;−z¯) C(α, β))
= J (m(−α, β; z) + m(−α, 1 − β; z) C(α, β))
= m(α, β; z) J + m(α, 1 − β; z) J C(α, β) .
So by uniqueness
(3.27) JEis(α, β) = Eis(α, β) J , J C(α, β) J = C(α, β) .
Thus we have relations between the matrix elements of the extended scattering
matrix:
(3.28) C(α, β) =

C0,0(α, β) C0,∞(α, β) C0,∞(α, β)
C∞,0(α, β) C∞,∞(α, β) C∞,−1/2(α, β)
C∞,0(α, β) C∞,−1/2(α, β) C∞,∞(α, β)
 .
We also see that we can form two even Eisenstein families and one odd one:
(3.29)
Eis+(α, β) = Eis(α, β)

1 0
0 1√
2
0 1√
2
 , Eis
−(α, β) = Eis(α, β)
(
0 1√
2
− 1√
2
)
.
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Conjugation with
(3.30) U =

1 0 0
0 1√
2
1√
2
0 − 1√
2
1√
2

gives the full decomposition with respect to parity:
UFαEis(α, β)U−1 =
(
F+α Eis+(α, β) 0
0 F−α Eis−(α, β)
)
,(3.31)
F+α =
 F
0
0
1√
2
(
F∞α + F
−1/2
−α
 , F−α = 1√2(F
∞
α − F−1/2−α ;
U C(α, β) U−1 =

C0,0(α, β)
√
2 C0,∞(α, β) 0√
2 C∞,0(α, β) C+(α, β) 0
0 0 C−(α, β)
(3.32)
=
(
C+(α, β) 0
0 C−(α, β)
)
,(3.33)
C±(α, β) = C∞,∞(α, β) ±C∞,−1/2(α, β) .(3.34)
The 2 × 2-matrix C+ and the 1 × 1-matrix C− inherit the properties of C in (3.23)–
(3.25).
The family Eis(α, β) is based on the choice of µ(·, β) and µ(·, 1 − β) as the basis
for the Fourier terms F00, F
∞
α and F
−1/2
−α . (Basis is used in the meromorphic sense.
The basis functions may have singularities, and they may be linearly dependent on
subset of lower dimension.) If we restrict ourselves to a region with Reα , 0, we
can also use µ and ω as a basis.
Applying Theorem 10.2.1 in [1] with this basis, we obtain on U+ × C, with U+
a neighborhood of (0, 1) in the right half-plane, a vector of meromorphic families
of automorphic forms
(3.35) Poinc(α, β) = (P0(α, β), P∞(α, β), P−1/2(α, β))
uniquely characterized by having a Fourier expansion in which all terms have ex-
ponential decay, except for those in FαPoinc(α, β), which has the form
(3.36)
FαPoinc(α, β) = m(α, β) + w(α, β) D(α, β) ,
w(α, β) =

µ(0, 1 − β) 0 0
0 ω(α, β) 0
0 0 ω(−α, β)
 ,
with a 3× 3-matrix D(α, β) of meromorphic functions on U+ ×C. (Writing this out
give a description like that in (3.18), with µ(κη(α, 1−β) replaced by ω(κη(α), β).)For
each α0 ∈ (0, 1) the restriction of Poinc(α, β) to the line α = α0 exists, and has the
form
β 7→ (E0α0 (β), P∞,α0α0 (β), P−1/2,−α0α0 (β)) ,
with Poincare´ and Eisenstein series as in (3.12), respectively (3.16).
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The uniqueness implies that on U+ ×C the family Eis can be expressed in terms
of the family Poinc. The factor
(3.37) v(n, β) = π−1/2 (επn)β Γ(1
2
− β) ,
with ε = Sign Re n, is used in the relation
(3.38) ω(n, β) = v(n, β) µ(n, β) + v(n, 1 − β) µ(n, 1 − β) ,
between both basis elements. Then
(3.39)
w(α, β) = m(α, β) P V(α, β) + m(α, 1 − β) V(α, 1 − β) ,
P =

0 0 0
0 1 0
0 0 1
 , V(α, β) =

1 0 0
0 v(α, β) 0
0 0 v(α, β)
 .
Uniqueness of Eis on U+ × C implies that Poinc(α, β) = Eis(α, β) W(α, β) for
some meromorphic family of 3×3-matrices on U+×C. Uniqueness of Poinc implies
that W(α, β) is invertible (as a meromorphic family of matrices; invertibility may
fail on a subset of lower dimension). Hence
m(α, β) + w(α, β) D(α, β) =
(
m(α, β) + m(α, 1 − β) C(α, β)
)
W(α, β)
= m(α, β)
(
I − P V(α, β) V(α, 1 − β)−1C(α, β)
)
W(α, β)
+ w(α, β) V(α, 1 − β)−1 C(α, β) W(α, β)
This implies
(3.40) W(α, β) =
(
I − P V(α, β) V(α, 1 − β)−1 C(α, β)
)−1
,
D(α, β) = V(α, 1 − β)−1 C(α, β) W(α, β)
On this basis we can compute D in terms of the matrix elements of C. These
matrix elements are meromorphic on U × C, which contains {0} × C. The matrix
elements cannot be extended across {0} ×C in a meromorphic way by the presence
of a factor (πα)2β−1, which we have seen playing an important role in §2.
We find
(3.41) U D U−1 =

C0,0 + 2 X C0,∞ C∞,01−X C+
√
2 C0,∞
1−X C+ 0√
2 C∞,0
v˜ (1−X C+)
C+
v˜ (1−X C+) 0
0 0 C−
v˜ (1−X C−)
 ,
where we have omitted (α, β), and use v˜ = v(α, 1 − β). The matrix element
in position (0, 0) is not changed by the conjugation; hence we have obtained the
formula for D0,0(α, β) in (2.6), except for the equality C0,∞ = C∞,0, which we will
prove in §3.8.
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3.6. Cusp forms and singularities of Poincare´ series. Let α ∈ R. A Poincare´
series Pξ,nα (β) with n , 0 has a singularity at β0 ∈ 12 + i(0,∞) if and only if there
exists a cusp form f ∈ Maass0(α, β0) with Fξn f , 0. See, e.g., Proposition 11.3.9
in [1].
This implies F7. Indeed, the third column of the matrix in (3.41) describes a
Fourier term of the family of Poincare´ series 1√
2
(
P∞α (·) − P−1/2α (·)
)
. If for α ∈ (0, 1),
β ∈ 12 + iR we have X(α, β) C−(α, β) = 1 and C− is holomorphic at (α, β), then this
Poincare´ series has a singularity at β, and hence there is a cusp form with this
spectral parameter. This cusp form arises as a residue of this odd Poincare´ series,
and hence is in Maass0−(α, β).
3.7. The extended scattering matrix and unperturbed cusp forms. We turn to
the proof of fact F4.
The restriction β 7→ C(0, β) exists and is equal to C0. Since C0(β) is a unitary
matrix for β on the central line, this restriction has no singularities on 12 + iR.
Nevertheless, this does not exclude the possibility that it has singularities at points
(0, β) ∈ {0} × (12 + iR) as a meromorphic function of two variables. At such a point
the zero set and the set of singularities intersect.
Proposition 3.1. Let β0 ∈ 12+i[0,∞). If C has a singularity at (0, β0) then Z(0, β0) =
0; in particular β0 , 12 .
Proof. First let β0 , 12 . Proposition 10.2.14 in [1] implies that C has a singular-
ity at (0, β0) if and only if (α, β) 7→ FαEis(α, β) has a singularity at (0, β0). Since
m(α, β) and m(α, 1 − β) are holomorphic and linearly independent on a neighbor-
hood of (0, β0), FαEis(α, β) being singular at (0, β0) is also equivalent to C having
a singularity at (0, β0).
There is a holomorphic function ψ on a neighborhood of (0, β0) such that ψC
and ψEis are holomorphic at (0, β0). If we choose ψ minimally with respect to
divisibility in the ring of germs of holomorphic functions at (0, β0), then ψEis is
not identically zero on the zero set of ψ. We can write ψ as the product of a holo-
morphic function that is non-zero at (0, β0) and a Weierstrass polynomial. (See,
e.g., Corollary 6.1.2 in [10].) This implies that there are ℓ ∈ N and h holomor-
phic on a neighborhood of 0 in C with h(0) = 0 such that w 7→ ψ(wℓ, β0 + h(w))
is the germ of a curve through the zero set of ψ. Then the holomorphic family
f(w) = (ψEis)(wℓ, β0 + h(w)) of elements of Maass(wℓ, β0 + h(w)) is not the zero
family. But f(0) may be zero. However, since f is a family of one variable, we can
find m ∈ Z such that L = limw→0 w−mf(w) is a non-zero element of Maass(0, β0).
The main Fourier term of f(w) is given by
Fwℓf(w) = 0 m
(
w, β0 + h(w)) + m(w, β0 + h(w)) (ψC)(w, β0 + h(w)) ,
since ψ vanishes along w 7→ (wℓ, β0 + h(w)). This implies that in F0L occur only
multiples of y1−β0 , and not of yβ0 .
We use the Maass-Selberg relation (as discussed in, e.g., Theorem 4.6.5 in [1])
to show that Maass(0, β0) mod Maass0(0, β0) has dimension three. It has a basis
induced by the three Eisenstein series E00(β0), E∞0 (β0) and E−1/20 (β0), which all
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have a Fourier term with yβ0 . This implies that F0f = 0, so that f is a vector of cusp
forms in Maass0(0, β0). So β0 ∈ Selbcu(0).
Let β0 = 12 . In this case we have to use another basis of the Fourier terms, for
instance the basis λ(α, β), µ(α, 1−β) indicated in Lemma 7.6.14i) in [1]. For β , 12
we have (2β − 1)λ(α, β) = µ(α, β) − µ(α, 1 − β). With
n =

λ(0, β) 0 0
0 λ(α, β) 0
0 0 λ(−α, β)

there is according to Proposition 10.2.4 in [1] a unique meromorphic family R of
vectors of automorphic forms such that
FαR(α, β) = n(α, β) + m(α, 1 − β) E(α, β) ,
with E a matrix with meromorphic functions. All other Fourier terms of the family
are quickly decreasing, and the restriction β 7→ R(0, β) exists. The uniqueness
implies that R(α, β) = 12β−1 Eis(α, β), and hence C(α, β) = (2β−1) E(α, β)−1. If C
is singular at (0, 12 ), then so are E and R. Applying the reasoning above, we get as
a limit of R along its singular set a non-zero automorphic form L with multiples of
y1−β0 = y
1
2 in its main Fourier terms. Now the derivatives of β 7→ Eis(0, β) at β = 12
exist and form a basis of Maass(0, 12 )/Maass0(0, 12 ), with multiples of λ(0, 12 ) in
the main Fourier term. Hence L is a non-zero cusp form. But Maass0(0, 12 ) = {0};
[8]. So E and C do not have a singularity at (0, 12 ). 
3.8. Some Fourier coefficients of Poincare´ series. A comparison of the matrices
in (2.2) and (3.28) shows that there is still work to be done to obtain fact F2 com-
pletely. From (3.25) we conclude that it suffices to show that C0,∞(α, β) is even
in α. It takes us an amazing amount of work to show this.
The restriction of the function C0,∞ to {0} ×C for α ∈ [0, 1) exists. It is given by
the factor C0(0,∞; β) in the Fourier term
F00E
∞
0 (β) = yβ +C0(0,∞; β) y1−β .
For α ∈ (0, 1) it is related by (3.41) to the coefficient D0,∞(α, β) in
F00P
∞,0
α (β) = µ(α, β) + D0,∞(α, β)ω(α, β) .
In the region of absolute convergence these Fourier coefficients can be described
by explicit series. We use the formulas in §5.2 of [1] to get for Re β > 1:
(3.42)
C0(0,∞; β) = π 2
2−2βΓ(2β − 1)
Γ(β)2 Φ0,∞(0, β) ,
D0,∞(α, β) = π 2
2−2βΓ(2β − 1)
Γ(β)2 Φ0,∞(α, β) ,
with an absolutely converging series
(3.43) Φ0,∞(α, β) =
∑
c>0
c−2β
∑
d mod c
χα(γg)−1 e2πiαa/c .
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The variables run over g =
[
a
c
b
d
]
∈ PSL2(R) such that γg =
[−c/2
2a
−d/2
2b
]
=
[
a
c
b
d
]
g−10 ∈
Γ. Right multiplication of g by π∞ does not change ac , and multiplies γg by π0 on
the right; hence it leaves χα(γg) invariant as well. So the terms are functions of
d mod c. Left multiplication of g with π∞ =
[1
0
1
1
]
corresponds to left multiplication
of γg by π∞, and gives a factor e−2πiα in χα(γg)−1. This is compensated by e2πiαa/c
since a is changed to a + c. So the terms in the sum are well defined.
For α = 0 we find
Φ(0, β) = Φ0,∞(0, β) =
∑
p>0, p≡1 mod 2
(2p)−2β
∑
q mod p, (q,p)=1
1
=
1
(1 − 2−2β) ζ(2β)
∑
n>0, n≡1 mod 2
2−2β n−2β n
=
1
22β − 1
ζ(2β − 1)
ζ(2β) (1 − 2
1−2β) .
Together with (3.42) we get the value in (2.1).
For most values of α in (0, 1) we cannot get explicit expressions for Φ(α, β) =
Φ0,∞(α, β). However, we can conclude that α 7→ Φ(α, β) is continuous in α ∈ R,
and with (3.5) even twice differentiable in α for Re β > 52 .
Let us write γg =
[
r
−4q
s
p
]
. The inner sum in (3.43) for a given p has the form
∑
q mod p, (q,p)=1
e−iαΩ(r,s)−πiαr/2q .
Conjugation with
[1
0
0
−1
]
has the effect
[
r
−4q
s
p
]
7→
[
r
4q
−s
p
]
. Under this transformation
the set of q mod p, (q, p) = 1 is unchanged, and Ω(r, s) 7→ Ω(r,−s) = −Ω(r, s) and
r
2q 7→ − r2q . This implies
(3.44) ∂Φ
∂α
(0, β) = 0 for Re β > 3
2
.
Expanding one step further, we conclude that ∂2Φ
∂α2
(0, β) is given by a Dirichlet series
with negative coefficients that converges absolutely on the region Re β > 52 . Going
to smaller and smaller right half-planes, we conclude that the odd derivatives of
Φ0,∞ with respect to α vanish on some half-plane, and that the even derivatives are
given on a right half-plane by a Dirichlet series with real coefficients.
For the other elements of the matrix D(α, β) we can carry out similar computa-
tions. (See §4.2 in [1].) If ξ, η ∈ {∞,− 12} these elements all have the form
Dη,ξ(α, β) = π
βαβ−1
Γ(β) Φη,ξ(α, β) ,
with Φη,ξ(α, β) holomorphic in β on the region Re β > 1 and continuous in α ∈ R.
It is given by a more complicated series than that for Φ0,∞, since the factor c−2β
is replaced by a more complicated expression, with Bessel functions. The element
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D+(α, β) in position (∞,∞) in the matrix U D(α, β) U−1 has the same properties:
D+(α, β) = π
βαβ−1
Γ(β) Φ+(α, β) ,
where Φ+ is given by a similar sum.
In (3.41) the function D+ is seen to be equal to C+v˜−1(1 − XC+)−1. This implies
C+(α, β) = v(α, 1 − β) D+(α, β)1 + v(α, 1 − β) X(α, β) D+(α, β)
=
π1/2Γ(β − 12 )Φ+(α, β)
Γ(β) + π1/2(πα)2β−1Γ(12 − β)Φ+(α, β)
.
So on the region Re β > 32 , Im β > 0, we have as α ↓ 0
C+(α, β) =
π1/2Γ(β − 12 ) O(1)
Γ(β) + O(α2β−1) = O(1) .
This we use for Re β > k+12 , with k ∈ N.
C0,∞(α, β) = (1 − X(α, β)C+(α, β)) D0,∞(α, β)
=
(
1 + O(α2β−1))π 22−2β Γ(2β − 1)
Γ(β)2 Φ0,∞(α, β)
=
π1/2 Γ(β − 12 )
Γ(β)
( ∑
n≥0, n<k
αn
n!
∂nΦ0,∞
∂αn
(0, β) + O(αk)) .
This implies that ∂
nC0,∞
∂αn
(0, β) = 0 on the region Re β > n+12 for n odd, and that the
even derivatives are given by a Dirichlet series with real coefficients. Since C0,∞
is a meromorphic function with a non-trivial restriction to the line {0} × C these
results lead to the following statement:
Proposition 3.2. We have the following equalities of meromorphic functions on C:
(3.45)
C0,∞(0, β) =
√
π
Γ(β − 12 )
Γ(β)
1 − 21−2β
22β − 1
ζ(2β − 1
ζ(2β) ,
∂nC0,∞
∂αn
(0, β) = 0 for odd n ,
∂nC0,∞
∂αn
(0, β) = √π Γ(β −
1
2 )
Γ(β)
∂nΦ0,∞
∂αn
(0, β) for even n .
For even n the function ∂nΦ0,∞
∂αn
(0, β) is represented by a Dirichlet series with nega-
tive coefficients that converges on the region Re β > n+12 .
In particular, C∞,0(α, β) and C0,∞(α, β) are equal and even functions of α.
3.9. Concluding remarks. In §3 we have explained those parts of the theory of
automorphic forms that provide the facts that we needed to explain some observa-
tions in the computational results in [5].
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Remark 3.3. The essential point enabling us to get some hold on the behavior of
the zeros of the Selberg zeta-function seems to be relation (3.41), which relates
the Eisenstein series and Poincare´ series for non-trivial χα to those for the trivial
character.
In all cases in §2 we have an equation where (πα)2β−1 is equal to some mero-
morphic function on a neighborhood of {0}×C in C2. This causes a proportionality
relation between α and e−πk/t in many cases.
Remark 3.4. The full result in Proposition 3.2 is not needed for the proofs. We
could have managed with the estimate O(α2) for the matrix elements of the ex-
tended scattering matrix.
Remark 3.5. All zeros of the Selberg zeta-function with the spectral parameter on
the central line that are visible in the computations in [5] are related to properties of
the extended scattering matrix. The spectral theory of automorphic forms allows
the existence of cusp forms f ∈ Maass0(α, β) for which the Fourier terms F00 f ,
F∞α f and F−1/2−α f vanish. The presence of such cusp forms has not been detected in
the computations.
Remark 3.6. In Theorem 1.1 we have stated that the functions τk are defined on an
interval (0, ζk) ⊂ (0, 1). Actually, one can prove, that the families of cusp forms
associated with the eigenvalue α 7→ 14 + τk(α)2 are real-analytic on (0, 1). They
belong to a so-called Kato basis. Compare §2 of [16].
Remark 3.7. As discussed in §3.2 all automorphic forms for Γ0(4) with the family
of characters α 7→ χα split completely in an even and an odd part. The zeros of the
Selberg zeta-function are related to eigenfunctions of a transfer operator, to which
also a parity is associated. In [4] it is shown that this parity corresponds to the
parity of automorphic forms. It turns out that zeros of the Selberg zeta-function
in §1.1 are odd, and those in §1.2 even.
Remark 3.8. All odd cusp form observed in the computations occur in families on
(an interval contained in) (0, 1) and have no real-analytic extension across α = 0.
Such an extension would be allowed by the theory, and would give at α = 0 an
unperturbed odd cusp form. All odd unperturbed cusp forms inferred from the
computations do not occur in such families, but make their influence noticeable by
the phenomenon of avoided crossing.
Remark 3.9. All inferred even cusp forms for a nontrivial character, α ∈ (0, 1), oc-
cur discretely as cusp form. Their parameters (α, β) occur on a curve of resonances,
where it touches the central line.
The limit point (0, β0) for a curve of resonances as α ↓ 0 is equal to (0, 12 )
for countably many curves. All inferred unperturbed cusp forms with parameters
(0, β0) , (0, 12 ) are approached by a curve of resonances. Such a curve describes
infinitely many loops, giving rise to a sequence (αk, βk) → (0, β0) of parameters of
even perturbed cusp forms.
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Remark 3.10. The considerations in this paper concern a special situation, namely
the cofinite discrete subgroup Γ0(4) of PSL2(R) and the 1-parameter family of char-
acters α 7→ χα. We have tried to make use of all special properties of this specific
situation that we could obtain. It remains to be investigated how much of the re-
sults of this paper are valid more generally. Computations in [5] indicate that for
Γ0(8) similar phenomena occur.
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