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SEQUENCES OF HITCHIN REPRESENTATIONS OF TREE-TYPE
GIUSEPPE MARTONE
Abstract. The Hitchin component is a connected component of the character variety Charm(S)
of reductive group homomorphisms from the fundamental group of a closed surface S of genus
greater than 1 to the Lie group PSLm(R). The Teichmu¨ller space of S naturally embeds into the
Hitchin component. The limit points in the Thurston compactification of the Teichmu¨ller space
are well-understood. Our main goal is to provide non-trivial sufficient conditions on a sequence of
Hitchin representations so that the limit of this sequence in the Parreau boundary can be described
as a pi1(S)-action on a tree. These non-trivial conditions are given in terms of Fock-Goncharov
coordinates on moduli spaces of generic tuples of flags.
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1. Introduction
Let S be a connected, oriented, closed surface of genus g > 1. The Teichmu¨ller space T (S) is the
space of hyperbolic structures on S. The holonomy homomorphism lets us identify the Teichmu¨ller
space with a connected component of the character variety
Charm(S) = Hom
∗(pi1(S),PSLm(R))/PSLm(R)
of conjugacy classes of reductive group homomorphisms from pi1(S) to PSLm(R) for m = 2.
Hitchin [15] used the theory of Higgs bundles to single out a connected component in Charm(S)
for m ≥ 3 that shares many properties with T (S). This Hitchin component Hitm(S) is a real ana-
lytic manifold isomorphic to R(m2−1)(2g−2) containing an embedded copy of the Teichmu¨ller space.1
1This embedded copy is given by post-composing representations in T (S) with the unique (up to conjugation)
irreducible representation of PSL2(R) into PSLm(R).
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Furthermore, Fock and Goncharov [14] and Labourie [16] showed that Hitchin representations are
discrete and faithful.
Work of Parreau [25] provides a compactification of the Hitchin component with boundary points
corresponding to actions of pi1(S) on a Bruhat-Tits building Bm. This is a generalization of [24, 2, 28],
where the boundary points in Thurston’s compactifcation of the Teichmu¨ller space [32] are realized
as actions of pi1(S) on real trees.
In recent years, a wide variety of tools have been applied to investigate the boundary of the
Hitchin component [1, 9, 10, 11, 12, 14, 18, 19, 21, 22, 26, 27]. In this paper, we consider the posi-
tivity properties given by [14] and single out sequences of Hitchin representations whose asymptotic
behavior is similar to the asymptotic behavior of a sequence of representations in the Teichmu¨ller
space.
We now introduce the background necessary to state our main results. Fock and Goncharov [14]
used representation theoretic methods to show that a moduli space closely related to the Hitchin
component is a positive variety : it admits an atlas such that the coordinate changes are quotients
of polynomials with only positive coefficients. This positivity has several important consequences
for Hitchin representations that we briefly recall in §§2.1, 2.2, and 5.1.
Bonahon and Dreyer [6, 7] used the (logarithms of the) Fock-Goncharov coordinates to parame-
trize the Hitchin component. Their parametrization extends Thurston’s shearing parametrization
of the Teichmu¨ller space [31, 5]. One starts by choosing a maximal geodesic lamination λ, namely
a closed subset of S which is a union of disjoint complete simple curves, called leaves, that cut the
surface into ideal triangles. The parameters of a Hitchin representation ρ with respect to λ come
in two flavors: there are the shearing parameters σa(ρ, e), a = 1, . . . ,m − 1 associated to a leaf e,
and there are the triangle parameters τabc(ρ, t) associated to the ideal triangle t. Here, a, b, c ∈ Z>0
with a+ b+ c = m. See §2.3 for a more detailed discussion.
Our main goal is to provide sufficient conditions on the coordinates of a sequence of Hitchin
representations so that the limit of this sequence in the Parreau boundary can be described as a
pi1(S)-action on a simplicial tree.
In order to motivate our sufficient conditions, let us briefly recall the construction of the points in
the Parreau boundary. A sequence of Hitchin representations defines a sequence of actions of pi1(S)
on the symmetric space of PSLm(R). The limiting action of pi1(S) on the Bruhat-Tits building Bm
arises from taking an asymptotic cone of the symmetric space, where we rescale the metric on Bm
via an appropriate infinitesimal sequence.
The symmetric space of PSL2(R) is the hyperbolic plane H2 and its asymptotic cone is a real tree.
We can describe this degeneration on (pairs of adjacent) ideal triangles: when rescaling the metric
on H2, an ideal triangle converges to a tripod in the limiting tree. Moreover, given two adjacent
ideal triangles, one can define the shearing along their common edge. In the limit, these two ideal
triangles converge to two tripods T and T ′. If we are at the center OT of the tripod T , i.e. the
intersection of the three lines forming T , the relative position of the center OT ′ of T
′ is encoded by
the asymptotic behavior of the shearing. More precisely, the sign of the rescaled shearing tells us
if OT ′ is to the left or to the right as seen from OT , and the asymptotic behavior of the absolute
value of the shearing describes the distance between the two centers.
The analogous description gets more complicated when m ≥ 3. The case m = 3 was treated
in [26, 27]. Using different methods, in [22] we described explicitly the limits of ideal triangles
and ideal quadrilaterals using the Fock-Goncharov parameters for every m ≥ 3. This allows us to
extrapolate explicit conditions on the Fock-Goncharov coordinates that guarantee:
(A) the limit of an ideal triangle has a natural center.
(B) two adjacent ideal triangles have a well-defined notion of shearing to left or to the right.
To be more precise, we start by fixing a maximal geodesic lamination κ obtained by first cutting
the surface S into a family of pair of pants P and then in each pair of pants choosing leaves as in
Figure 5. This is done in order to assign coordinates to the Hitchin component.
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Definition 1.1 (Definition 3.1). A sequence of Hitchin representations (ρn) is of tree-type with
respect to the maximal geodesic lamination κ if there exists a sequence of strictly positive real
numbers (rn)n ⊂ R converging to 0, and such that
(A) for every ideal triangle t defined by κ, and for every a, b, c ∈ Z>0 with a+ b+ c = m
lim
n→∞ rnτ
abc(ρn, t) = 0,
(B) for every leaf e contained in a pair of pants for κ, the limit
lim
n→∞ rnσ
a(ρn, e)
is either
(B1) non-negative for all a = 1, . . . ,m− 1, or
(B2) non-positive for all a = 1, . . . ,m− 1.
We refer to rn as a scaling sequence for ρn.
We say that the scaling sequence is trivial if all the limits in the definition of tree-type are zero.
We restrict our attention to non-trivial scaling sequences.
Remark 1.2. If we consider a sequence of Hitchin representations as a sequence of actions of pi1(S)
on the symmetric space of PSLm(R), natural choices of scaling sequences are described in [2, 28, 25].
Another point of view is discussed in Appendix A. See also Remark 1.6.
Embedded in the definition of tree-type is an a priori choice of a maximal geodesic lamination.
Our first result states that we can find a preferred maximal geodesic lamination adapted to the
sequence of Hitchin representations of tree-type and to the pants decomposition P.
Theorem 1.3 (Theorem 4.1). Let (ρn) be a sequence of Hitchin representations of tree-type with
respect to the maximal geodesic lamination κ. Then, there exists a maximal geodesic lamination λ+
which extends the pants decomposition P such that for every leaf e contained in a pair of pants and
for every ideal triangle t we have
lim
n→∞ rnτ
abc(ρn, t) = 0,
lim
n→∞ rnσ
a(ρn, e) ≥ 0.
One could interpret Theorem 4.1 as a generalization of [13, §8.1], as we find a maximal geodesic
lamination λ+ extending a pair of pants P and a sequence ρn of Hitchin representations of tree-type.
The main tools needed for the proof of Theorem 4.1 are the Bonahon-Dreyer length relations and
the connection between the Fock-Goncharov coordinates and cluster algebras.
We use Theorem 4.1 to describe the action of pi1(S) on a simplicial tree. It follows from [14, 16]
that for every Hitchin representation ρ and every conjugacy class c of elements in pi1(S), we can
define the Hilbert length of c as
`H(ρ, c) = log
(
largest eigenvalue of ρ(c)
smallest eigenvalue of ρ(c)
)
> 0.
We use the preferred maximal geodesic lamination λ+ to study the asymptotic behavior of Hilbert
length of curves on the surface. For general m ≥ 3 we can prove the following. Let us denote by
λ˜+ the lift of λ+ to the universal cover of S.
Theorem 1.4 (Theorem 5.1.a). Let (ρn) be a sequence of Hitchin presentations of tree-type and let
λ+ be the maximal geodesic lamination given by Theorem 4.1. Let c be a conjugacy class in pi1(S)
such that
lim
n
rn`H(ρn, c) ∈ [0,∞).
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and the curve c lies in a pair of pants P ∈ P. Then, there exists a finite set of leaves E ⊂ λ˜+, which
depends on c, such that
lim
n
rn`H(ρn, c) = lim
n
rn
∑
e∈E
σ(ρn, e),
where σ(ρn, e) is the sum of the shearing σ
1(ρn, e) + · · ·+ σm−1(ρn, e).
In the case of m = 3, we can prove a stronger result. Thanks to [14, 16], one can refine the notion
of length of a curve. The simple root lengths of ρ and c are
`1(ρ, c) = log
(
largest eigenvalue of ρ(c)
middle eigenvalue of ρ(c)
)
> 0, and `2(ρ, c) = log
(
middle eigenvalue of ρ(c)
smallest eigenvalue of ρ(c)
)
> 0
Theorem 1.5 (Theorem 5.1.b). Let (ρn) be a sequence of Hitchin presentations of tree-type and let
λ+ be the maximal geodesic lamination given by Theorem 4.1. Let c be a conjugacy class in pi1(S)
such that
lim
n
rn`H(ρn, c) ∈ [0,∞).
Assume that limn rnσ
a(ρn, d) ≥ 0 for all a = 1, 2, and d a curve in P, and, that there exists C > 0
such that `a(ρ, d) > C for all a = 1, 2, and d in P. Then, there exists a finite set of leaves E ⊂ λ˜+,
which depends on c, such that
lim
n
rn`H(ρn, c) = lim
n
rn
∑
e∈E
σ(ρn, e),
where σ(ρn, e) = σ
1(ρn, e) + · · ·+ σm−1(ρn, e).
The key result needed to establish Theorem 5.1.b is Theorem 5.6 which lets us use the tree-type
condition to control the asymptotic behavior of certain parameters nearby the boundary of a pair
of pants. It is not clear to us if a similar result holds for dimension m > 3.
Theorem 5.1 is proved by finding a well-adapted totally positive representative for ρ(c) in GL(d,R),
following [14].
Remark 1.6. In related work, Burger, Iozzi, Parreau, and Pozzetti [9, 10] study our main question
in the context of geodesic currents.
In [4], Bonahon described representations in the Teichmu¨ller space (and their limits) in terms
of certain measures on the space of unoriented geodesics on the universal cover of S. Generalizing
this work, Zhang and the author [23] associate to each Hitchin representation a Hilbert geodesic
current, which is well-adapted to the study of the Hilbert length. See also [8] for an independent
construction.
By compactness of the space of projectivized geodesic currents, there exists a scaling sequence
rn such that a sequence of Hilbert geodesic currents scaled by rn converges to a geodesic current µ.
Burger, Iozzi, Parreau, Pozzetti [9, 10] give criteria involving the asymptotic behavior of the
length of the shortest curve on the surface that guarantee that a sequence of Hitchin representations
converges to a point in the boundary of the Teichmu¨ller space.
In Appendix A, we show that the scaling sequence rn given by this construction is infinitesimal
and, therefore, can be used to define sequences of Hitchin representations of tree-type. The result
in Appendix A was proved by the author together with C. Ouyang. Independently, M. B. Pozzetti
communicated the proof to the author.
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2. Coordinates for the Hitchin component
Bonahon and Dreyer [6, 7], building on work of Fock and Goncharov [14], give a parametrization
of the Hitchin component which depends on a choice of a maximal geodesic lamination. This
construction generalizes the Thurston’s shearing parametrization of the Fuchsian space [31, 5]. In
this section we recall some of the main results from [14, 6].
We start by studying the space Fm(R) of flags in Rm, which is the space of maximal nested chains
of proper vector subspaces of Rm. Concretely, a flag F ∈ Fm(R) is a collection of m − 1 vector
subspaces F (a) ⊂ Rm with dimF (a) = a and such that F (a) ⊂ F (a+1).
Definition 2.1. The k-tuple of flags (F1, . . . Fk) is generic if for every choice of non-negative integers
a1, . . . , ak one has
dim
(
F
(a1)
1 + · · ·+ F (ak)k
)
= min{a1 + · · ·+ ak,m}.
Let F
(k)
m (R) be the space of generic k-tuples of flags considered up to the natural action of PGLm(R).
Our interest in the study of generic tuples of flags is mainly motivated by Theorem 2.2, which is
one of the main tools for the Bonahon-Dreyer parametrization. Before we state Theorem 2.2, let us
fix a connected, closed, oriented topological surface S of genus g > 1. Denote by ∂∞S˜ the boundary
of the universal cover S˜ of the surface.
Theorem 2.2 (Theorem 1.4 [16]). Let ρ ∈ Hitm(S) be a Hitchin representation. There exists a
continuous ρ-equivariant, well-defined up to PGLm(R)-action, limit map
ξρ : ∂∞S˜ → Fm(R)
such that
- the k-tuple of flags (ξρ(x1), . . . , ξρ(xk)) is generic for every k-tuple of pairwise distinct points
x1, . . . , xk ∈ ∂∞S˜;
- for every a1, . . . , ak ∈ Z>0 with a =
∑
i ai ≤ m, for all x ∈ ∂∞S˜, and for sequences y1, . . . , yk
of pairwise distinct points in ∂∞S˜
ξρ(x)
(a) = lim
(y1,...,yk)→x
⊕
i
ξρ(yi)
(ai).
2.1. Moduli spaces of flags: coordinates. In this section we define parameters for elements of
F
(k)
m (R). We start by fixing, once and for all, an identification ∧mRm ∼= R.
Remark 2.3. When clear from context, we blur the distinction between a generic k-tuple of flags
and its orbit in F
(k)
m (R). We denote both of these objects by (F1, . . . , Fk).
Definition 2.4 (triple and double ratios). For Fi ∈ Fm(R) and α = 1, . . . ,m−1, choose an arbitrary
non-zero vector fαi in the one-dimensional vector subspace ∧αF (α)i of ∧αRm.
(i) For a, b, c ∈ Z>0 such that a+ b+ c = m, the abc-triple ratio of (F1, F2, F3) in F(3)m (R) is
T abc(F1, F2, F3) :=
fa+11 ∧ f b2 ∧ f c−13
fa−11 ∧ f b2 ∧ f c+13
· f
a
1 ∧ f b−12 ∧ f c+13
fa1 ∧ f b+12 ∧ f c−13
· f
a−1
1 ∧ f b+12 ∧ f c3
fa+11 ∧ f b−12 ∧ f c3
.
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(ii) For a = 1, . . . ,m− 1, the a-double ratio of (F1, F2, F3, F4) ∈ F(4)m (R) is
Da(F1, F2, F3, F4) = −f
m−a−1
1 ∧ fa3 ∧ f12
fm−a−11 ∧ fa3 ∧ f14
· f
m−a
1 ∧ fa−13 ∧ f14
fm−a1 ∧ fa−13 ∧ f12
The triple and double ratios are well-defined non-zero real numbers because they are constant on
PGLm(R)-orbits of k-tuple of flags, they do not depend on the choice of the fαi ’s, and the k-tuples
of flags are generic. The symmetries of triple and double ratios under permutations of flags are
(2.1)
T abc(F1, F2, F3) = T
bca(F2, F3, F1) = (T
bac(F2, F1, F3))
−1,
Da(F1, F2, F3, F4) = D
m−a(F3, F4, F1, F2) = (Da(F1, F4, F3, F2))−1.
Triple and double ratios parameters for a generic k-tuple (F1, . . . , Fk) in F
(k)
m (R) with k ≥ 4 can
be defined by fixing additional topological data.
For example, in the case k = 4, we can keep track of the lack of symmetry in the formula for the
double ratios, by saying that we labeled the vertices of a quadrilateral by the flags F1, F2, F3, F4, in
this cyclic counter-clockwise order, and we chose the oriented diagonal from F3 to F1.
Let us explain the general procedure. Consider k distinct points x1, . . . , xk in this cyclic counter-
clockwise order along the unit circle S1. Let Π denote the polygon inscribed in S1 resulting from
drawing chords between consecutive xi’s.
An (ideal) triangulation of Π is a maximal set λ = {e1, . . . , ek−3} of oriented diagonals in Π.
Denote by Tλ the set of k − 2 connected components of Π− λ.
Notation 2.5.
- Each oriented diagonal e ∈ λ, singles out two adjacent triangles in Tλ with vertices xe+ , xel , xe− and
xe+ , xe− , xer , respectively. Here, by convention, xe+ is the forward endpoint of e and xe+ , xel , xe− , xer
appear in this cyclic counter-clockwise order along S1.
- Given a triangle t ∈ Tλ with a preferred vertex xt, we label the remaining vertices of t by xt′ , xt′′
so that xt, xt′ , xt′′ appear in this cyclic (counter-clockwise) order.
For every choice of triangulation λ = {e1, . . . , ek−3}, with Tλ = {t1, . . . , tk−2}, define a map
φλ : F
(k)
m (R)→ R(k−3)(m−1) × R(k−2)(
m−1
2 )
by recording
- the double ratios Da(Fe+i
Feli
, Fe−i
, Feri ), for every edge ei ∈ λ, and
- the triple ratios T abc(Fti , Ft′i , Ft′′i ), for every triangle ti ∈ Tλ, with preferred vertex xti .
Remark 2.6. The triple ratios of a triangle t ∈ Tλ as defined above depend on a choice of a preferred
vertex of t. Any two such choices are related by Equation 2.1.
Theorem 2.7 (Theorem 9.1 [14]). The space
F(k+)m = {(F1, . . . , Fk) ∈ F(k)m (R) : all the coordinates of φλ(F1, . . . , Fk) are positive}
is independent of the choice of the triangulation λ.
Equip ∂∞S˜ with the cyclic counter-clockwise order given by the orientation on S.
Theorem 2.8 (Theorem 1.8 [14], see also Lemma 8.4.2 [17]). Let ρ be a Hitchin representation
with limit map ξρ. If (x1, . . . , xk) appear in this cyclic counter-clockwise order along ∂∞S˜, then
(ξρ(x1), . . . , ξρ(xk)) ∈ F(k+)m .
We refer to F
(k+)
m as the space of positive k-tuple of flags. In light of Theorem 2.8, we say that
the limit map a Hitchin representation is positive.
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2.2. Moduli spaces of flags: diagonal flips. Theorem 2.7 states that the space of positive
k-tuples of flags is well-defined. However, the Fock-Goncharov parameters of a k-tuple in F
(k+)
m
depends on the choice of triangulation λ. In this section, we recall the description of a special
family of changes of coordinates for F
(k+)
m , called diagonal flips, that is relevant for our purposes.
Following Notation 2.5, an oriented diagonal e in λ singles out a cyclically ordered quadruple
(xe+ , xel , xe− , xer) of vertices of Π. A triangulation κ differs from λ by a diagonal flip at e if f ∈ κ
is an oriented diagonal with
(f+, f l, f−, f r) = (el, e−, er, e+).
and κ is equal to λ otherwise. See Figure 1.
xe+xel
xe− xer
e f
xf+
xf l xf−
xfr
Figure 1. Two triangulations of the hexagon that differ by a diagonal flip at e.
We describe the change of the Fock-Goncharov parameters of a positive k-tuple of flags under a
diagonal flip. More precisely, fix (F1, . . . , Fk) ∈ F(k+)m . Let f be the diagonal in κ resulting from
diagonal flip of the triangulation λ at a diagonal e. Our goal for the reminder of this section is to
express
Da(Ff+ , Ff l , Ff− , Ffr), T
abc(Ff+ , Ff l , Ff−), T
abc(Ff+ , Ff− , Ffr).
in terms of
Da(Fe+ , Fel , Fe− , Fer), T
abc(Fe+ , Fel , Fe−), T
abc(Fe+ , Fe− , Fer).
Let us start by considering the case of a positive quadruple (F1, F2, F3, F4) corresponding to a
quadrilateral with vertices (x1, x2, x3, x4). Let λ = {e} be the triangulation given by the choice of
the diagonal from x3 to x1, and let κ = {f} be the triangulation given by the choice of the diagonal
from x4 to x2. Fock and Goncharov [14, §9] describe relations between the parameters defined via
λ and κ by applying cluster algebras methods that we now recall.
Consider the set
Q0 :=
(a, b, c, d) ∈ Z4≥0
∣∣∣∣∣∣
(a, b, c, d) = (a, b, c, 0), a+ b+ c = m
or
(a, b, c, d) = (a, b, 0, d), a+ b+ d = m
 .
One can think of Q0 as the parallelogram obtained from two copies of the discrete triangle
{(a, b, c) ∈ Z4≥0 : a+ b+ c = m}
glued along the edge composed by the vertices v = (a, b, 0, 0). An interior vertex of Q0 is a vertex
(a, b, c, d) with a, b ∈ Z>0. Denote by int(Q0) the set of interior vertices of Q0. See Figure 2.
The choice of λ allows us to define double and triple ratios for (F1, F2, F3, F4) = (Fe+ , Fel , Fe− , Fer).
These functions assign positive weights to the interior vertices v ∈ Int(Q0) by setting
Xv =

T abc(Fe+ , Fel , Fe−) if v = (a, b, c, 0), c 6= 0
T abd(Fe+ , Fe− , Fer) if v = (a, b, 0, d), d 6= 0
Da(Fe+ , Fel , Fe− , Fer) if v = (a, b, 0, 0)
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(1, 3, 0, 0)
(0, 1, 3, 0)
(2, 1, 1, 0)
(1, 1, 0, 2)
Figure 2. On the left hand side, the set Q0 for m = 4. Highlighted vertices of the
form (a, b, c, 0) and the interior of Q0. On the right hand side, the directed graph
Q0(e) for m = 4. The dotted line strikes through the vertices (a, b, 0, 0) with a, b ≥ 0.
Highlighted the vertices v = (a, b, c, d) with c+ d = 1.
Consider oriented arrows connecting vertices in Q0 as in the left hand side of Figure 3. Let us
denote by Q0(e) the resulting weighted directed graph. We now describe how to obtain the weighted
directed graph Q0(f) defined by κ starting from Q0(e).
Definition 2.9. Given a vertex v ∈ int(Q0), the mutation µv is an operation on the weighted
directed graph Q0(e) described by the following sequence of steps.
Step 1: Do not change the set of vertices Q0.
Step 2: Change the weights according to the rule µv(X
w) =

1/Xv if v = w
Xw(1 +Xv) if v → w
Xw X
v
(1+Xv) if w → v
Xw otherwise
Step 3: Change arrows according to Figure 3.
Step 4: Erase any 2-loop, i.e. paths of the form v → w → v, resulting from Step 3.
v = (a, b, c, 0)
(a, b+ 1, c− 1, 0)
(a+ 1, b, c− 1, 0)
µv v
Figure 3. The change of arrows for a mutation µv.
The diagonal flip from Q0(e) to Q0(f) is the result of an explicit composition of mutations.
For s = 0, 1, . . . ,m − 2, the s-stratum is the set of vertices v = (a, b, c, d) such that c + d = s.
An s-stratum mutation µ¯s is the composition of v-mutations at all the interior vertices v of the
s-stratum. Note that µ¯s is independent on the order of composition.
The diagonal flip is a combination of (restrictions of) strata mutations. Consider the nested sets
Qr = {(a, b, c, d) ∈ Q0 : a, b ≥ r}, and int(Qr) = {(a, b, c, d) ∈ Q0 : a, b > r}
for r = 1, . . . , rmax, where rmax = bm2 c. See Figure 4.
For r = 1, . . . , rmax, define iteratively the weighted directed graph Qr(e) with
- set of vertices equal to Qr,
- arrows resulting from applying νr−1 = µ¯m−2r ◦ · · · ◦ µ¯0 to the arrows of Qr−1(e), and then
removing any arrows between two vertices not in int(Qr),
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- weights resulting from applying νr−1 to the weights of Qr−1(e).
When clear from context, we blur the distinction between νr and its trivial extension to Q0(e).
ν0
Figure 4. The result of ν0 applied to Q0(e), with m = 6. On the right, the arrows
of the directed graph Q1(e) are highlighted.
Lemma 2.10 (§10 of [14]). With the notations above, the weighted directed graph Q0(f) is obtained
by applying νrmax−1 ◦ · · · ◦ ν0 to Q0(e).
Remark 2.11. Let us generalize the above discussion to the case of a positive k-tuple of flags
(F1, . . . , Fk). Assume we have fixed a triangulation λ of the polygon Π with cyclically ordered
vertices (x1, . . . , xk).
Suppose the flags Fe+ , Fel , Fe− , Fer correspond to a quadrilateral in λ with diagonal e oriented
from xe− to xe+ . Then, at least one of the edges of this quadrilateral corresponds to a different
diagonal e¯ with double ratios Da(e¯), for a = 1, . . . ,m− 1.
Let κ be the triangulation which differs from λ by a diagonal flip at e. Note that the ath
double ratio with respect to κ of the diagonal e¯ is, in general, different from Da(e¯). This change of
coordinates, however, is taken into account by adding weights to the vertices of the edge of Q0(e)
which correspond to e¯.
For example, assume e¯ is the diagonal from xel to xe+ . Then, we add weights to Q0(e) by setting
Xv = Da(e¯), for v = (a, 0,m− a, 0), a = 1, . . . ,m− 1.
Then, after performing the mutations described in Lemma 2.10, the resulting weights for the vertices
v = (a, 0,m − a, 0), and a = 1, . . . ,m − 1 coincide with the Fock-Goncharov parameters of the
diagonal e¯ with respect to the triangulation κ.
2.3. Parametrization of the Hitchin component. In this section we recall Bonahon and Dreyer’s
parametrization of the Hitchin components in the special case of maximal geodesic laminations ex-
tending a pants decomposition. We refer to [6, 7] for the general case, which is, however, not needed
for this paper.
2.3.1. Maximal geodesic laminations extending a pants decomposition. In the context of Hitchin
representations, the choice of topological data described in §2.1 is replaced by a choice of a maximal
geodesic lamination. Maximal geodesic laminations are topological objects (see for example [30, 5,
29]), however it is convenient to endow S with an auxiliary hyperbolic metric when defining them.
We start by fixing once and for all a pants decomposition P of the surface S. This gives a
collection λc = {c1, . . . , c3g−3} of closed geodesics on S, called closed leaves. We equip the ci’s with
arbitrary orientations.
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A maximal geodesic lamination λP for P ∈ P is a set λP = {e1, e2, e3} of pairwise non-
intersecting, simple, oriented, bi-infinite geodesic which spiral around boundary components of
P . Denote by λo = ∪P∈PλP . We refer to e ∈ λo as an open leaf.
The union λ = λc ∪ λo is a maximal geodesic lamination of S (extending P). Denote by Tλ,P the
set of connected components of P −λP for P ∈ P, and by Tλ the union ∪P∈PTλ,P . Note that t ∈ Tλ
is an ideal triangle.
Example 2.12 (Standard maximal geodesic lamination). Let us describe the standard maximal
geodesic lamination κ, which is a maximal geodesic lamination well-adapted to our purposes. Con-
sider a pair of pants P ∈ P, with boundary geodesics g1, g2, g3 oriented so that P lies to their left.
For i ∈ Z3, let ei be a simple, bi-infinite geodesic spiraling around gi−1, and gi+1 in the direction
opposite to the orientation of gi−1 and gi+1, and oriented towards gi+1. Set κP = {e1, e2, e3} and
denote by κ the resulting maximal geodesic lamination, which we sketch in Figure 5.
g3
g2g1
e3
e1
e2
Figure 5. The standard geodesic lamination of a pair of pants P (shaded) described
in Example 2.12.
Given a maximal geodesic lamination λ, in order to parametrize the Hitchin component, one
needs to further fix a collection K = K(P, λ) = {k1, . . . , k3g−3} of geodesic arcs ki with endpoints
in S − λ that intersect transversely and exactly once the closed leaf ci ∈ λc. We will refer to the
pair (λ,K) as a maximal geodesic lamination and drop K from the notation if clear from context.
Note that given the standard maximal geodesic lamination κP of a pair pants P , we can replace
ei ∈ κP with a bi-infinite geodesic with both ends which spiral around gi. This gives a new maximal
geodesic lamination λP of P . We refer to this operation and its inverse as (generalized) diagonal
flips. The analogy with §2.2 is clarified by lifting the picture to the universal cover.
Notation 2.13. It will be useful to lift a maximal geodesic lamination λ on S to the universal cover
S˜. We will refer to lifts of λ, λc, Tλ, e, etc. as λ˜, λ˜c, T˜λ, e˜, etc., respectively.
2.3.2. Bonahon-Dreyer’s paramatrization. We are now ready to describe the Bonahon-Dreyer co-
ordinates of a Hitchin representation ρ with respect to a maximal geodesic lamination λ extending
the pants decomposition P. There are two types of parameters: the triangle parameters, and the
shear parameters along a leaf.
Consider one of the pairs of pants P ∈ P, and the corresponding sets λP = {e1, e2, e3}, and
Tλ,P = {t, t′}. Choose two adjacent lifts t˜ and t˜′ sharing an oriented edge e˜. This defines an ideal
quadrilateral with diagonal e˜. Following Notation 2.5, we denote the cyclically ordered vertices of
this quadrilateral by xe+ , xel , xe− , xer . Up to relabeling, t˜ has ideal vertices xe+ , xel , xe− , t˜
′ has ideal
vertices xe+ , xe− , xer .
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Let ρ ∈ Hitm(S) be a Hitchin representation, and recall that its limit map ξρ is positive by
Theorem 2.7. For a, b, c ∈ Z>0 such that a+ b+ c = m, the abc-triangle parameter of the triangle
t ∈ Tλ is
τabc(ρ, t) := log T abc(ξρ(xe+), ξρ(xel), ξρ(xe−))
Remark 2.14. (Compare to Remark 2.6). Note that the triangle parameters of an ideal triangle
depend on a choice of a vertex. This ambiguity leads to the rotation conditions when parametrizing
the Hitchin component [6, §5.1]. On the other hand, the triangle parameters do not depend on
the lift t˜ of t because the limit map is ρ-equivariant and the triple ratios are constant on the
PGLm(R)-orbit of the triple of flags (ξρ(xe+), ξρ(xel), ξρ(xer)).
With the same notations, for a = 1, . . . ,m − 1, define the a-shearing of ρ along an open leaf
e ∈ λo as
σa(ρ, e) = logDa(ξρ(xe+), ξρ(xel), ξρ(xe−), ξρ(xer)).
As in Remark 2.14, we observe that the shearings do not depend on the choice of lift e˜ ∈ λ˜o.
One uses the small transverse arcs in K to define the shearing parameters along a closed leaf.
Consider a closed leaf c and the corresponding transverse arc k. Choose a lift c˜, and a lift k˜ which
intersects c˜. The endpoints of k˜ single out two ideal triangles t˜, and t˜′ which are lifts of ideal triangles
in Tλ. Note that k˜ intersect exactly one edge e˜ (resp. e˜′) of t˜ (resp. t˜′). Let (xc+ , xcl , xc− , xcr)
be the four points in ∂∞S˜ such that xc+ is the attracting fixed point of c˜, xcl , xcr are vertices of
t˜, t˜′ that do not belong to e˜ or e˜′, xc− is the repelling fixed point of c˜. Up to relabeling, we have
(xc+ , xcl , xc− , xcr) appear in this counter-clockwise cyclic order along ∂∞S˜. For a = 1, . . . ,m − 1,
the a-shearing of ρ along the closed leaf c is
σa(ρ, c) = logDa(ξρ(xc+), ξρ(xcl), ξρ(xc−), ξρ(xcr)).
The ρ-equivariance of the limit map guarantees that σa(ρ, c) does not depend on the lifts of c and
of the small transverse arc k.
Theorem 2.15 (Theorem 2 [6]). The triangle and shearing parameters define a homeomorphism,
depending on the maximal geodesic lamination λ, between the Hitchin component Hitm(S) and a
convex polytope in RN defined by finitely many inequalities and equalities.
The equalities and inequalities in the statement of Theorem 2.15 arise from the rotation conditions
for the triangle parameters and from a careful analysis of the conjugacy classes ρ(c) for c ∈ λc.
Let us explain more. Note that c ∈ λc defines a non-trivial conjugacy class c in pi1(S). For every
Hitchin representation ρ label by
λ1(ρ, c) ≥ · · · ≥ λm(ρ, c) > 0
the moduli of the eigenvalues of ρ(γ) ∈ PSLm(R), with γ any representative for the conjugacy class
c. Note that λa(ρ, c) only depends on ρ and c.
Theorem 2.16 (Theorem 1.5 [16], Theorem 1.13 [14]). For every Hitchin representation ρ and for
every non-trivial conjugacy class c in pi1(S), the λa(ρ, c)’s are distinct.
Proposition 2.17 (Proposition 13 [6]). Let ρ be a Hitchin representation and let κ be the standard
maximal geodesic lamination defined in Example 2.12. Let g be a boundary component of a pair of
pants P in P oriented so that P lies to its left. Let e ∈ κP be oriented towards g and let e′ ∈ κP be
oriented away from g. Finally, set Tκ,P = {t, t′}. Then, for all a = 1, . . . ,m− 1
(2.2) log
λa
λa+1
(ρ, g) = σa(ρ, e) + σm−a(ρ, e′) +
∑
b+c=a
(
τ (m−a)bc(ρ, t) + τ (m−a)bc(ρ, t′)
)
.
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Note that formulas similar to Equations 2.2 hold for maximal geodesic laminations (with finitely
many leaves) other than κ [6, Proposition 13].
Equations 2.2 combined with Theorem 2.16 force certain expressions of the triangle and shearing
invariants to be positive. Moreover, Equations 2.2 give two expressions for
log
λa
λa+1
(ρ, g) = log
λm−a
λm−a+1
(ρ, g−1)
in terms of a priori different triangle and shearing invariants. We refer to the constraints on
the triangle and shearing parameters provided by Proposition 2.17 as the Bonahon-Dreyer length
relations.
3. Sequences of tree-type
We now introduce our main new definition.
Definition 3.1 (Tree-type). A sequence of Hitchin representations (ρn) is of tree-type with respect
to the maximal geodesic lamination κ defined in Example 2.12 if there exists a sequence of strictly
positive real numbers (rn)n ⊂ R converging to 0, and such that
(A) for every ideal triangle t ∈ Tκ, and for every a, b, c ∈ Z>0 with a+ b+ c = m
lim
n→∞ rnτ
abc(ρn, t) = 0,
(B) for every open leaf e ∈ κo, the limit
lim
n→∞ rnσ
a(ρn, e)
is either
(B1) non-negative for all a = 1, . . . ,m− 1, or
(B2) non-positive for all a = 1, . . . ,m− 1.
We refer to rn as a scaling sequence for ρn.
As mentioned in the introduction, our standing assumption is that the scaling sequence is non-
trivial: at least one of the limits in Definition 3.1 is different from zero.
Example 3.2. Recall that the Hitchin component contains a copy of the space of Fuchsian represen-
tations. It is well known that, given any maximal geodesic lamination λ, a Fuchsian representation
ρ in the Hitchin component is such that:
(i) τabc(ρ, t) = 0 for all triangles t ∈ Tλ, and for all a, b, c ∈ Z>0 with a+ b+ c = m;
(ii) σa(ρ, e) = σb(ρ, e) for all open leaves e ∈ λo and for all a, b = 1, . . . ,m− 1.
Therefore, sequences of Fuchsian representations are (the motivating) examples of sequences of
Hitchin representations of tree-type.
Example 3.3. We now describe an explicit example of a sequence of Hitchin representations of
tree-type which are not in the Fuchsian locus of the Hitchin component. Set m = 3 and let S be
the surface of genus 2 obtained by gluing two pairs of pants P and Q as in Figure 6. We denote by
κ the standard maximal geodesic lamination associated to the pants decomposition P = {P,Q}.
Consider P ∈ P with boundary curves g1, g2, g3 oriented so that P lies to their left. Set κP =
{e1, e2, e3}, Tκ,P = {t, t′}, and
σ1(ρn, e1) = −n2, σ1(ρn, e2) = n2, σ1(ρn, e3) = 2n, τ111(ρn, t) = n
σ2(ρn, e1) = −n, σ2(ρn, e2) = 2n2, σ2(ρn, e3) = 2n2, τ111(ρn, t′) = −n.
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e1
e2
g3
h2
f3
f1
Figure 6. The surface S equipped with the maximal geodesic lamination κ extend-
ing P. The curves gi = h−1i are highlighted.
Likewise, consider Q ∈ P with boundary curves hi = g−1i for i = 1, 2, 3. Set κQ = {f1, f2, f3},
Tκ,Q = {u, u′}, and
σ1(ρn, f1) = 0, σ
1(ρn, f2) = 2n
2 + n, σ1(ρn, f3) = 2n
2 + n, τ111(ρn, u) = 5n
σ2(ρn, f1) = −n2 − n, σ2(ρn, f2) = n2 − n, σ2(ρn, f3) = n, τ111(ρn, u′) = −5n.
Observe that these choices give a sequence of Hitchin representations as they satisfy the Bonahon-
Dreyer length relations for n > 1. Explicitly,
log
λ1
λ2
(ρn, g1) = log
λ2
λ3
(ρn, h1) = 2n+ 2n
2 > 0
log
λ2
λ3
(ρn, g1) = log
λ1
λ2
(ρn, h1) = 3n
2 > 0
log
λ1
λ2
(ρn, g2) = log
λ2
λ3
(ρn, h2) = n
2 > 0
log
λ2
λ3
(ρn, g2) = log
λ1
λ2
(ρn, h2) = n > 0
log
λ1
λ2
(ρn, g3) = log
λ2
λ3
(ρn, h3) = n
2 − n > 0
log
λ2
λ3
(ρn, g3) = log
λ1
λ2
(ρn, h3) = n
2 > 0
This construction defines a tree-type sequence of Hitchin representations for the surface S of
genus 2 with respect to the maximal lamination κ with scaling sequence rn = 1/n
2.
Example 3.4. This example shows that, in general, property (A) in Definition 3.1 is not preserved
under diagonal flip of an open leaf of a maximal geodesic lamination λ.
Suppose ρ is a Hitchin representation in Hit3(S). Let xe+ , xel , xe− , xer denote the vertices of two
adjacent triangles t˜, t˜′ in T˜λ sharing the diagonal e with endpoints xe+ and xe− . Let us simplify
notations by setting
X = T 111(ξρ(xe+), ξρ(xel), ξρ(xe−)), Y = T
111(ξρ(xe+), ξρ(xe−), ξρ(xer))
Z = D1(ξρ(xe+), ξρ(xel), ξρ(xe−), ξρ(xer)), W = D
2(ξρ(xe+), ξρ(xel), ξρ(xe−), ξρ(xer))
An explicit computation shows that
T 111(ξρ(xel), ξρ(xe−), ξρ(xer)) = X
1 +W +WY + ZWY
1 + Z + ZX + ZWX
,
T 111(ξρ(ξρ(xel), ξρ(xer), ξρ(xe+)) = Y
1 + Z + ZX + ZWX
1 +W +WY + ZWY
It follows that one can find sequences of Hitchin representations that satisfy property (A) in Defini-
tion 3.1 with respect to κ, but they do not satisfy the same property when considering the maximal
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geodesic lamination obtained from κ by diagonal flip of one open leaf. For an explicit example, set
rn = 1/n, Xn = Yn = 1, Wn = e
n and Zn = e
−n and observe that in this case
lim
n
rn log T
111(ξρ(xel), ξρ(xe−), ξρ(xer)) = 1.
4. Preferred lamination on a pair of pants
This section is dedicated to the proof of Theorem 4.1. Informally, this result states that item (B)
makes Definition 3.1 of tree-type sequences of Hitchin representations “stable under diagonal flip”.
More precisely, it fixes the issue highlighted in Example 3.4.
Theorem 4.1. Let (ρn) be a sequence of Hitchin representations of tree-type with respect to the
maximal geodesic lamination κ described in Example 2.12. Then, there exists a maximal geodesic
lamination λ+ = λ+(P, ρn) of S extending the pants decomposition P, and such that for every open
leaf e ∈ λ+o and triangle t ∈ Tλ+ we have
lim
n→∞ rnσ
a(ρn, e) ≥ 0,(4.1)
lim
n→∞ rnτ
abc(ρn, t) = 0.(4.2)
We subdivide the proof of Theorem 4.1 into several intermediate results to improve readability;
the main step in the proof is Theorem 4.7.
Lemma 4.2. Consider a sequence of Hitchin representations of tree-type (ρn) with respect to the
standard maximal geodesic lamination κ defined in Example 2.12 and a scaling sequence rn. For
each pair of pants P ∈ P, there exists at most one open leaf e ∈ κP with
lim
n→∞ rnσ
a(ρn, e) < 0.
for some a ∈ {1, . . . ,m− 1}.
Proof. This is a direct consequence of the Bonahon-Dreyer length relations applied to the boundary
curves of P . Let us explain more. Assume, by contradiction, that there exist two leaves e 6= e′ ∈ κP
such that
lim
n→∞ rnσ
a(ρn, e) < 0, and lim
n→∞ rnσ
a′(ρn, e
′) < 0
for some a, a′ ∈ {1, . . . ,m − 1}. By definition of κ, there exists a boundary curve g of P , oriented
so that P lies to the left of g, and such that e and e′ spiral around g. Up to relabeling e and e′, let
us assume that e (resp. e′) is oriented towards (resp. away from) g. Denote by t and t′ the ideal
triangles in Tκ,P . Recall that we denote by λa(ρn, g) the modulus of the ath largest eigenvalue of
ρn(g). Let rn > 0 be a scaling sequence given by Definition 3.1. Equation 2.2 implies that for every
a = 1, . . . ,m− 1 and for every n ∈ N
0 < rn log
λa
λa+1
(ρn, g) = rnσ
a(ρn, e) + rnσ
m−a(ρn, e′) + rn
∑
b+c=a
(
τ (m−a)bc(ρn, t) + τ (m−a)bc(ρn, t′)
)
.
By Definition 3.1, for every ε > 0, and for n large rnτ
(m−a)bc(ρn, t), rnτ (m−a)bc(ρn, t) < ε. Let a
be an index such that limn→∞ rnσa(ρn, e) < 0. We assumed, by contradiction, that there exists a′
such that limn rnσ
a′(ρn, e
′) < 0. Definition 3.1 implies that limn rnσm−a(ρn, e′) ≤ 0. Up to possibly
choosing a smaller ε and a larger n, we have
rnσ
m−a(ρn, e′) < ε, and rnσa(ρn, e) < −4ε.
Therefore, for n large
rnσ
a(ρn, e
′) + rnσm−a(ρn, e) + rn
∑
a+b+c=m
(
τ (m−a)bc(ρn, t) + τ (m−a)bc(ρn, t′)
)
< −4ε+ ε+ ε+ ε < 0
which contradicts the Bonahon-Dreyer length relations. 
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In other words, Lemma 4.2 states that on each pair of pants P , item (B2) in Definition 3.1 holds
for at most one open leaf in κP .
Notation 4.3. The maximal geodesic lamination λ+ = λ+(P, ρn) is obtained by performing a diag-
onal flip to all the open leaves e in the standard maximal geodesic lamination κ such there exists
a = 1, . . . ,m− 1 with
lim
n→∞ rnσ
a(ρn, e) < 0.
In order to prove that Equations 4.1-4.2 hold for λ+ for all m ≥ 2, we will rely on the finer
structure of the Fock-Goncharov parameters summarized in §2.2.
Let e ∈ κP be any open leaf, and consider a lift e˜ to the universal cover S˜. This lift is an oriented
diagonal for an ideal quadrilateral in S˜ composed by two adjacent ideal triangles that are lifts of
triangles in Tλ,P . Denote by (xe+ , xel , xe− , xer) the cyclically ordered vertices of this quadrilateral,
with xe+ the attracting fixed point of e˜.
By Theorem 2.8, for every n ∈ N, the quadruple of flags (ξn(xe+), ξn(xel), ξn(xe−), ξn(xer)) is
positive. This sequence of positive quadruples of flags corresponds to sequences of weighted directed
graphs Qr(e, n), r = 0, . . . , rmax as described in §2.2. Our next step is to replace the sequences
Qr(e, n) of weighted directed graphs with simplified versions.
Explicitly, let us start by defining the sequence of weighted directed graphs Q˜0(e, n) with:
- vertices and arrows equal to vertices and arrows of Q0(e, n);
- weights on the interior vertices v ∈ int(Q˜0(e, n)) given by
X˜vn =
{
eσ
a(ρn,e) for v = (a, b, 0, 0), a > 0
1 otherwise
The weighted directed graph Q˜0(e, n) is an asymptotic version of Q0(e, n) in the sense that for every
interior vertex v ∈ int(Q˜0(e, n))
(4.3) lim
n
rn logX
v
n = limn
rn log X˜
v
n,
where we denote by Xvn the sequence of weights of a vertex v in Q0(e, n). Equation 4.3 holds even
after a mutation thanks to the following series of observations.
Lemma 4.4. Let (rn), and (An) be sequences such that
rn, An > 0, lim
n
rn = 0, and lim
n
rn logAn ≤ 0.
Then, limn rn log(1 +An) = 0.
Proof. Note that rn log(1 + An) > 0 for all n, so limn rn log(1 + An) ≥ 0. Set K = limn rn logAn.
For every ε > 0 we can find n large enough so that An < e
(K+ε)/rn , which implies
lim
n
rn log(1 +An) ≤ lim
n
rn log
(
1 + e(K+ε)/rn
)
.
Observe that
(4.4) lim
x→0
x log(1 + C1/x) =
{
0 if 0 < C ≤ 1
logC if C > 1
The result follows by setting C = eK+ε, since ε was arbitrary. 
Corollary 4.5. Let (rn), and (Bn) be sequences such that
rn, Bn > 0, lim
n
rn = 0, and lim
n
rn logBn ≥ 0.
Then, limn rn log(1 +Bn) = limn rn logBn.
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Proof. Apply Lemma 4.4 with An = 1/Bn. 
Proposition 4.6. Let v be a vertex in the interior of Q0. Denote by Xwn and X˜wn the weights of a
vertex w for the weighted directed graphs Q0(e, n) and Q˜0(e, n), respectively. Then
lim
n
rn logµv(X
w
n ) = limn
rn logµv(X˜
w
n ).
Proof. By definition, a mutation only changes the weights of five vertices in Q0. See Figure 3. There
are a few cases to consider.
Case 1: Assume limn rn logX
v
n = limn rn log X˜
v
n ≤ 0 and µv(Xwn ) = Xwn (1 +Xvn). Then,
lim
n
rn logµv(X
w
n ) = limn
rn logX
w
n (1 +X
v
n)
= lim
n
rn logX
w
n + limn
rn log(1 +X
v
n)
= lim
n
rn logX
w
n
= lim
n
rn log X˜
w
n
= lim
n
rn log X˜
w
n + limn
rn log(1 + X˜
v
n) = limn
rn log µ˜v(X˜
w
n )
where we used Lemma 4.4 on the third and fifth line.
Case 2: Assume limn rn logX
v
n = limn rn log X˜
v
n ≥ 0 and µv(Xwn ) = Xwn (1 +Xvn). Then,
lim
n
rn logµv(X
w
n ) = limn
rn logX
w
n (1 +X
v
n)
= lim
n
rn logX
w
n + limn
rn log(1 +X
v
n)
= lim
n
rn logX
w
n + limn
rn logX
v
n
= lim
n
rn log X˜
w
n + limn
rn log X˜
v
n
= lim
n
rn log X˜
w
n + limn
rn log(1 + X˜
v
n) = limn
rn logµv(X˜
w
n )
where we used Corollary 4.5 on the third and fifth line.
The remaining cases w = v and µv(X
w
n ) = X
w
n
Xvn
1+Xvn
can be checked similarly. We omit the
details. 
Proposition 4.6 motivates the definition of asymptotic mutation at a vertex v:
µ˜v(X
w
n ) =

1/Xvn if v = w
XwnX
v
n if v is connected to w, and limn rn logµv(X
w
n ) = limn rn logX
w
nX
v
n
Xwn otherwise
With these notations, Proposition 4.6 implies
(4.5) lim
n
rn log(µv(X
w
n )) = limn
rn log(µ˜v(X˜
w
n )).
Theorem 4.7. Let (ρn) be a sequence of Hitchin representations of tree-type with respect to the
maximal geodesic lamination κ described in Example 2.12. Let Q0(e, n) be the weighted directed
graph associated to ρn by choosing an open leaf e in κo. Let λ be the maximal geodesic lamination
obtained from κ by diagonal flip of the open leaf e. Then,
lim
n
rnτ
abc(ρn, t) = 0, for all the ideal triangles t ∈ Tλ.
Proof. We start by easing notation and writing τabcn (·) and σan(·) instead of τabc(ρn, ·) and σa(ρn, ·).
Let us assume that for every a = 1, . . . ,m− 1,
lim
n
rnσ
a
n(e) ≤ 0.
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We omit the details of the proof of the case limn rnσ
a
n(e) ≥ 0 as it is analogous. Furthermore, let
us first focus on the vertices of the form (a, b, c, 0) in the discrete parallelogram Q0.
We are interested in understanding the asymptotic behavior of ν0(X
v
n), where ν0 = µ¯m−2 ◦· · ·◦ µ¯0
is the composition of strata-mutations described in §2.2, and Xvn is the weight of v in Q0(e, n).
Set vβ,c = (α− c, β, c, 0) for β = 1, . . . ,m− 1, α = m− β and c = 0, . . . , α. We claim that, with
our assumption on the asymptotic behavior of the shearings on e, we can replace ν0 with mutations
µ˜vβ,α ◦ · · · ◦ µ˜vβ,0
as we let β vary between 1 and m− 1. To explain why this is the case, we start by observing that
if the weight Xvn of the vertex v = (a− 1, b+ 1, c, 0) is such that
lim
n
rn logX
v
n ≤ 0,
then the weight Xwn of the vertex w = (a − 1, b, c + 1, 0) is such that µ˜v(Xwn ) = Xwn . In this case,
the result of a c-stratum mutation on the weight Xwn is the same as the result of a mutation at the
vertex (a, b, c, 0).
Fix β = 1, . . . ,m− 1. Assume that, after performing asymptotic mutations µ˜vβ,c ◦ · · · ◦ µ˜vβ,0 , the
weights Y˜ γn of the vertices vβ,γ are such that
Y˜ γn =

e−σαn (e) for γ = c− 1
eσ
α
n (e) for γ = c
1 for γ = c+ 1
Note that this is the case, for example, when c = 1. Then, by definition of asymptotic mutation
(4.6) µ˜vβ,c(Y˜
γ
n ) =

1 for γ = c− 1
e−σαn (e) for γ = c
eσ
α
n (e) for γ = c+ 1
Applying Equations 4.6 iteratively we get that for every β ∈ {1, . . . ,m− 1}, if X˜vβ,cn denotes the
weight of the vertex vβ,c in Q˜0(e, n), then
(µ˜vβ,α ◦ · · · ◦ µ˜vβ,0)(X˜vβ,cn ) =

1 for 0 < c < α− 1
e−σαn (e) for c = α− 1
eσ
α
n (e) for c = α
The same reasoning applied to the vertices of the form (a, b, 0, d) in Q0 shows that for every α ∈
{1, . . . ,m− 1} the weights of Q˜0(e, n) after applying ν0 behave asymptotically as
1 for v = (α,m− α− d, 0, d), 0 < d < m− α− 1
e−σαn (e) for v = (α, 1, 0,m− α− 1)
eσ
α
n (e) for v = (α, 0, 0,m− α)
It remains to describe the asymptotic behavior of the weight of a vertex of the form v = (a, b, 0, 0)
on the preferred diagonal of Q˜0(e, n) after applying ν0.
When a or b is equal to 1, the only mutations we need to check are µ˜w with w = (a, b − 1, 0, 1)
and µ˜v. An easy computation shows
(µ˜w ◦ µ˜v)(X˜vn) = 1.
Assume a, b > 1 and set v′ = (a− 1, b, 1, 0) and v′′ = (a, b− 1, 0, 1). Then,
X˜vn = e
σan(e)
µ˜v7−→ e−σan(e) µ˜v′7−→ e−σan(e) · eσan(e) = 1 µ˜v′′7−→ eσan(e) · 1 = eσan(e).
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We can iteratively define weighted directed graphs Q˜r(e, n) for r = 1, . . . , rmax with rmax = bm2 c
such that
- the vertices and arrows of Q˜r(e, n) are the vertices and arrows of Qr(e, n)
- the weights of Q˜r(e, n) are given by replacing the result of νr−1 applied to Q˜r−1(e, n) with
their asymptotic counterpart. More precisely, if X˜vn is the weight of v in Q˜r−1(e, n) we set
the weight of v in Q˜r(e, n) to be
Y˜ vn =

1 if limn rn log νr−1(X˜vn) = 0
eσ
a
n(e) if limn rn log νr−1(X˜vn) = limn rnσan(e)
e−σan(e) if limn rn log νr−1(X˜vn) = − limn rnσan(e)
The same argument described in the case of Q˜0(e, n) shows that Q˜r(e, n) has weights
eσ
a
n(e) for v = (a, b, 0, 0), a > r
e−σ
m−b−r
n (e) for v = (r, b,m− b− r, 0),
e−σan(e) for v = (a, r, 0,m− a− r)
1 otherwise
Applying the above formulas for all the r = 0, . . . , rmax, we obtain that every vertex v = (a, b, c, d)
in int(Q0) with a 6= b has weight 1 after performing the asymptotic version of the transformation
νrmax−1 ◦ · · · ◦ ν0. The result then follows by Lemma 2.10 and Proposition 4.6. 
Proof of Theorem 4.1. Let λ+ be the maximal geodesic lamination defined in Notation 4.3.
We wish to prove that Equations 4.1 and 4.2 hold for λ+. Equation 4.2 holds for λ+ because of
Theorem 4.7. Equation 4.1 follows from the Bonahon-Dreyer length relations as follows.
Suppose there exists a pair of pants P ∈ P, and open leaves e, e′ ∈ κP such that
lim
n
rnσ
a
n(e) ≤ 0, and limn rnσ
a
n(e
′) ≥ 0.
It follows from the proof of Theorem 4.7 and from Remark 2.11 that the double ratios σ¯an(e
′) of e′
with respect to λ+ are such that
lim
n
rnσ¯
a
n(e
′) = lim
n
rn(σ
a
n(e
′) + σm−an (e))
Let t, t′ ∈ Tκ,P and let g be the boundary geodesic oriented so that P lies to its left and such that
e′ and e spiral around g. By the Equalities 2.2 and Definition 3.1
lim
n
rnσ¯
a
n(e
′) = lim
n
rn
(
σan(e) + σ
m−a
n (e
′) +
∑
b+c=a
(
τ (m−a)bc(t) + τ (m−a)bc(t′)
))
= lim
n
rn log
λb
λb+1
(ρn, g) ≥ 0
where b = a or m− a. This shows that limn rnσ¯a(e′) ≥ 0, as desired. 
5. Asymptotics of Hilbert length
We now wish to apply the results of §4 to describe the asymptotic behavior of the Hilbert length
`H(ρn, c) = log
λ1
λm
(ρn, c)
where (ρn) is a sequence of Hitchin representations of tree-type and c is a conjugacy class in pi1(S).
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Theorem 5.1. Let (ρn) be a sequence of Hitchin presentations of tree-type and let λ
+ be the maximal
geodesic lamination given by Theorem 4.1. Let c be a conjugacy class in pi1(S) such that
lim
n
rn`H(ρn, c) ∈ [0,∞).
and either of the following assumptions holds.
a. The curve c has zero intersection number with the closed leaves in λ+c .
b. The sequence (ρn) is contained in Hit3(S), limn rnσ
a(ρn, d) ≥ 0 for all a = 1, 2, and d ∈ λ+c , and
there exists C > 0 such that for all a = 1, 2, and d ∈ λ+c
log
λa
λa+1
(ρn, d) > C
Then, there exists a finite set E of leaves of λ˜+ such that
lim
n
rn`H(ρn, c) = lim
n
rn
∑
e∈E
σ(ρn, e),
where σ(ρn, e) = σ
1(ρn, e) + · · ·+ σm−1(ρn, e).
Remark 5.2. The finite set of leaves E in the statement of Theorem 5.1 depends on several choices
that we describe in detail in §5.2.
Example 5.3. Consider the sequence of Hitchin representations described in Example 3.3. Observe
that we can prescribe the shear parameters of the closed leaves of κc = λ
+
c so that ρn satisfies
condition b in Theorem 5.1.
The rest of this section is dedicated to the proof of Theorem 5.1. In §§5.1-5.2, following [14], we
explicitly build a totally positive representative for the conjugacy class ρn(c). The main technical
result needed for our proof of Theorem 5.1.b is proved in §5.3. Finally, in §5.4 we establish Theorem
5.9, which implies Theorem 5.1.
5.1. Total positivity and disconnecting triangulations. Let λ be a triangulation of the poly-
gon Π inscribed in S1 with cyclically ordered vertices (x1, . . . , xk). Let (F1, . . . , Fk) ∈ F(k+)m be
a corresponding positive k-tuple of flags. Consider two triangles t, u ∈ Tλ corresponding to the
positive triples of flags (F1, F2, F3) and (G1, G2, G3).
Proposition 5.4 (§9 [14]). With the notations above, there exists a unique g ∈ PGLm(R) such that
g(Fi) = Gi if and only if
T abc(F1, F2, F3) = T
abc(G1, G2, G3), for all a, b, c ∈ Z>0, a+ b+ c = m.
Our goal is to use the triangulation λ to describe a totally positive representative Ag ∈ GLm(R)
of g, i.e. such that the image of Ag under the projection GLm(R)→ PGLm(R) is g, and
- if F1 6= G1 and F3 6= G3, then all the minors of Ag are positive;
- otherwise, Ag is a triangular matrix with positive minors, except the ones that are necessarily
zero due to the shape of the matrix.
The matrix Ag is described in terms of the Fock-Goncharov parameters φλ(F1, . . . , Fk).
Up to considering a smaller polygon, we can assume that every vertex of the dual graph of λ
has valence two. In this case we say that λ is a disconnecting triangulation of Π. For example,
the triangulation depicted in Figure 1 is disconnecting. With this assumption, we can order the
diagonals λ = (e1, . . . , ek−3), and the triangles Tλ = (t0, . . . , tk−3) in such a way that ti−1 and ti
share the edge ei for i = 1, . . . , k − 3. Observe that, for every i = 1, . . . k − 4, we can specify a
preferred vertex xti of the triangle ti as the common endpoint of ei and ei+1. Let us set xt0 = x1,
and xtk−3 equal to the vertex corresponding to the flag G1.
20 GIUSEPPE MARTONE
Note that, by genericity of the flags, there exists a basis (~u1, . . . , ~um) of Rm such that for all
a = 1, . . . ,m− 1
F
(a)
1 = Span(~u1, . . . , ~ua), F
(a)
3 = Span(~um, . . . , ~um−a+1),
F
(1)
2 = Span(~u1 − ~u2 + · · ·+ (−1)m−1~um).
In what follows, we will write matrices with respect to the basis (~u1, . . . , ~um) using the coordinates
described in §2.3. Recall that every oriented diagonal ei ∈ λ corresponds to m − 1 double ratios
that we denote by D1(ei), . . . , D
m−1(ei). The edge matrix Di of ei is the diagonal matrix
Di =
{
diag(1, Dm−1(ei), . . . , D1(ei) · · ·Dm−1(ei)) if e1 is to the left of ei ∈ λ
diag(1, D1(ei), . . . , D
1(ei) · · ·Dm−1(ei)) otherwise
with the convention that e1 lies to the left of itself.
Fix a triangle ti ∈ Tλ. We wish to define a triangular matrix, denoted by Ti, which depends
exclusively on the triple ratios T abc(ti) computed with respect to the preferred vertex xti of the
triangle ti. We describe Ti as a product of diagonal and unipotent matrices.
Consider the diagonal matrix Hua(y) = diag(y · Ida, Idm−a), where Idb is the b× b identity matrix.
Let Ua = Im+Ea,a+1, where Ea,a+1 is the matrix with 1 at the (a, a+1)-st entry and zeros elsewhere.
For c = 1, . . . ,m− 1, consider the matrices
Suc (ti) = U1
m−c−1∏
a=1
Hua+1
(
1
T abc(ti)
)
Ua+1,
where a+ b+ c = m, a, b ∈ Z>0.
Set La to be the transpose of Ua, and H
l
a(y) = diag(Ida, y · Idm−a). For c = 1, . . . ,m− 1 consider
Slc(ti) = Lm−1
m−c−1∏
b=1
Hlm−(b+1)(T
abc(ti))Lm−(b+1)
where a+ b+ c = m, a, b ∈ Z>0. Set
Ti =
{
Su1(ti) . . .S
u
m−1(ti) if (x1, xti , y1) appear in this cyclic order
Sl1(ti) . . .S
l
m−1(ti) otherwise
with the convention that Tk−3 = Su1(tk−3) . . .Sum−1(tk−3).
Proposition 5.5 (Propositon 9.2 [14]). Let (F1, . . . , Fk) ∈ F(k+)m be a positive k-tuple of flags.
Consider G1, G2, G3 ∈ {F1, . . . , Fk} and assume
T abc(F1, F2, F3) = T
abc(G1, G2, G3), for all a, b, c ∈ Z>0,with a+ b+ c = m.
For λ, Di and Ti defined above, the totally positive matrix
Ag = D1T1 . . .Dk−3Tk−3
is a representative in GLm(R) of g ∈ PGLm(R) with g(Fi) = Gi.
5.2. Finite polygons associated to a fundamental group element. Consider a maximal ge-
odesic lamination λ. Let γ be a non-trivial group element in pi1(S) with axis ax(γ) in S˜. Choose a
point p ∈ ax(γ) in the interior of a triangle t0 ∈ T˜λ.
In this section, we outline how to define a polygon Πγ,p with finitely many vertices inscribed in
∂∞S˜, and equipped with a disconnecting triangulation E = Eγ,p in the sense of §5.1.
Label the vertices of t0 by x1, x2, x3 so that the leaf e˜ ∈ λ˜ connecting x1 and x3 is the closest,
amongst the edges of t0, to the γ-translate γ(t0). Symmetrically, denote by y1, y2, y3 the vertices
of the edge of γ(t0) so that γ(xi) = yi, i = 1, 2, 3.
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Observe that there exist finitely many lifts of closed leaves η ∈ λ˜c such that t0 and γ(t0) belong
to different connected components of S˜ − η. For each such η, choose a lift k˜ of an arc K such that
k˜ ∩ η 6= ∅. There exist finitely many lifts e of open leaves such that
(1) the leaf e disconnects t0 from γ(t0),
(2) the leaf e does not intersect any of the chosen lifts k˜.
We denote this collection of leaves by (e1, . . . , ep) labeled by proximity to the triangle t0. By
convention, we assume that e1 is the leaf with endpoints x1, x3 and ep is the edge of γ(t0) closest
to e1. Let us set e0 = γ
−1(ep) and ep+1 = γ(e1), and
E = Eγ,p = (e0, . . . , ep+1).
The vertices of the leaves in E determine a finite cyclically ordered list of points (x1, . . . xk) in ∂∞S˜
which defines a polygon Πγ,p. Note that E is a disconnecting triangulation for Πγ,p in the sense
of §5.1. Observe that the set TE of triangles defined by E is not a subset Tλ as soon as one of the
diagonals of E is the lift of a closed leaf of λ˜.
5.3. A technical result for m = 3. Let c˜ be a lift of an element of λ+c . A choice of a lift k˜ of an
arc in K corresponding to c˜ defines three vertices xc+ , xc− , xcr in ∂∞S˜ as in §2.3.
In this section, we prove the assumptions of Theorem 5.1.b give us control over the unique
triple ratio of the positive triple of flags (ξρn(xc+), ξρn(xc−), ξρn(xcr)). More precisely, we prove the
following.
Theorem 5.6. Let (ρn) be a sequence of Hitchin representations of tree-type in Hit3(S). Let c be a
closed leaf for the maximal geodesic lamination λ+ and suppose there exists C > 0 such that
log
λa
λa+1
(ρn, c) > C
for all n > 1 and for a = 1, 2. Consider the points xc+ , xc− , xcr ∈ ∂∞S˜ corresponding to a lift c˜ of
c to the universal cover S˜ and a corresponding lift k˜ of the transverse arc k. Then,
lim
n→∞ rn log(T (ξρn(xc+), ξρn(xc−), ξρn(xc
r)) = 0(5.1)
Remark 5.7. The assumption m = 3 in Theorem 5.6 is due to an explicit computation required for
our proof.
Proof. Denote by γ ∈ pi1(S) the group element corresponding to c˜. Let us ease notation by setting
Xn = T (ξρn(xc+), ξρn(xc−), ξρn(xcr)), Yn = T (ρn(c)ξρn(xcr), ξρn(xc−), ξρn(xcr)),
µa,n =
λa
λa+1
(ρn, c)
Note that limn rn log Yn = 0 by Theorem 4.1. In fact, the points γ.xcr , xc− , xcr determine an ideal
triangle t which is either in Tλ+ or it is a triangle in an ideal triangulation which differs from λ+ by
a diagonal flip. For ε > 0, let N > 0 be such that for all n > N
exp
(
− ε
rn
)
< Yn < exp
(
ε
rn
)
.
We express Xn in terms of Yn. For every n, let (u1,n, u2,n, u3,n) be the basis of R3 such that
ξρn(xc+) = Span(u1,n) ⊂ Span(u1,n, u2,n),
ξρn(xc+) = Span(u3,n) ⊂ Span(u3,n, u2,n),
ξρn(xcr)
(1) = Span(u1,n + u2,n + u3,n).
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With respect to this basis
ξρn(xcr)
(2) = ξρn(xcr)
(1) ⊕ Span(u2,n + (1 +Xn)u3,n),
ρ(c)ξρn(xcr)
(1) = Span
(
u1,n +
1
µ1,n
u2,n +
1
µ1,nµ2,n
u3,n
)
,
ρ(c)ξρn(xcr)
(2) = ρn(c)ξρn(xcr)
(1) ⊕ Span
(
u2,n +
1
µ2,n
(1 +Xn)u3,n
)
.
Thus, we can compute explicitly
Yn =
(1− µ2,n)− (µ1,n − 1)µ2,nXn
(1− µ1,n)Xn − µ1,n(µ2,n − 1) , and Xn =
(
1− 1µ2,n
)(
Yn +
1
µ1,n
)
(
1− 1µ1,n
)(
1 + Ynµ2,n
)
Note that, by hypotheses, there exists D > 0 such that the following inequalities hold
0 <
1
µa,n
< 1,
D
1 +D
< 1− 1
µa,n
< 1.
Thus
(5.2)
Xn >
(
D
1+D
)
Yn
1 + Yn
>
(
D
1 +D
) exp(− εrn)
1 + exp
(
ε
rn
)
Xn <
1 + Yn
D
1+D
<
(
1 +
1
D
)(
1 + exp
(
ε
rn
))
Recall that we assume limn rn = 0. Combining the Inequalities 5.2 with Equation 4.4 for C =
exp (ε) > 1, we get
−ε ≤ lim
n
rn logXn ≤ ε
and this concludes the proof as ε was arbitrary. 
5.4. Estimates for the Hilbert length along a tree-type sequences. We replace the Hilbert
length with an algebraic quantity better adapted to our setup. Denote by Tr(A) the trace of a
matrix A. Observe that the function
TH : GLm(R)→ R
A 7→ Tr(A)Tr(A−1)
is invariant under scaling and induces a function TH : PSLm(R)→ R.
Lemma 5.8. Let c be a non-trivial conjugacy class in pi1(S). Let (ρn) be a sequence of Hitchin
representations. Suppose that limn `H(ρn, c) diverges. Then,
lim
n
log TH(ρn(c))
`H(ρn, c)
= 1.
Proof. By Proposition 5.4, there exists a representative An,c of ρn(c) to GLm(R) which is diagonal-
izable over R with positive distinct eigenvalues: λ1,n > · · · > λm,n. This implies that,
λ1,n
λm,n
< TH(An,c) =
λ1,n
λm,n
(
1 +
λ2,n
λ1,n
+ · · ·+ λm,n
λ1,n
)(
1 +
λm,n
λm−1,n
+ · · ·+ λm,n
λ1,n
)
≤ λ1,n
λm,n
·m2
As `H(ρn, c) = log
λ1,n
λm,n
, it follows that
1 ≤ lim
n
log TH(ρn(c))
`H(ρn, c)
≤ lim
n
(
1 +
logm2
`H(ρn, c)
)
= 1. 
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Let c be a non-trivial conjugacy class in pi1(S). Choose γ ∈ c, and p on the axis of γ. By §5.2 this
data determines a finite polygon Πγ,p inscribed in ∂∞S equipped with a disconnecting triangulation
E = Eγ,p.
Let t0 be the triangle Πγ,p containing p with vertices x1, x2, x3. Let y1, y2, y3 be vertices of Πγ,p
such that γ(xi) = yi. The limit maps ξρn give us sequences of flags
Fi,n = ξρn(xi), and Gi,n = ξρn(yi) = ρn(γ) · ξρn(xi).
In particular, Propositions 5.4-5.5 gives a specific sequence of totally positive matrix An,c in GLm(R)
which represents ρn(γ) ∈ PSLm(R). We wish to explicitly understand the asymptotic behavior of
the sequence log TH(An,c) assuming the hypotheses of Theorem 5.1.
Theorem 5.9. Let ρn be a sequence of Hitchin representations of tree-type. Let c be a non-trivial
conjugacy class in pi1(S) such that
lim
n
rn`H(ρn, c) ∈ [0,∞).
and either of the following assumptions holds.
(a) The curve c has zero intersection number with the closed leaves in λ+c .
(b) The sequence (ρn) is contained in Hit3(S), limn rnσ
a(ρn, d) ≥ 0 for all a = 1, 2, and d ∈ λ+c ,
and there exists C > 0 such that for all a = 1, 2, and d ∈ λc
log
λa
λa+1
(ρn, d) > C.
Denote by E = Eγ,p the disconnecting triangulation of the polygon Πγ,p described in §5.2. Then, if
An,c is the representative of ρn(c) given by Proposition 5.5
lim
n
rn log Tr(A
−1
n,c) = 0, and limn
rn log Tr(An,c) = lim
n
rn
∑
e∈E
σ(ρn, e).
Proof. Given a matrix M , let us denote by Mij its (ij)-th entry. Applying Proposition 5.5 to our
setup we can write
An,c = Dn,1Tn,1 · · ·Dn,kTn,k.
As An,c is totally positive, its diagonal entries are positive and Tr(An,c) ≥ (An,c)mm. Furthermore,
since for every i = 1, . . . , k, the entries (Dn,i)mm, (Tn,i)mm are positive, we have
(5.3)
(An,c)mm ≥ (Dn,1)mm · · · (Tn,k)mm
=
∏
e∈E
exp(σ(ρn, e))
k∏
i=1
(Tn,k)mm
By Definition 3.1, Theorem 4.1, and Theorem 5.6, for ε > 0 there exist L such that for all n > L
the following holds
• exp
(
− εrn
)
< T abc(ρn, t) < exp
(
ε
rn
)
for all t ∈ TE , for all a, b, c ∈ Z>0 with a+ b+ c = m.
• Da(ρn, e) > exp
(
− εrn
)
for all e ∈ E and for all a = 1, . . . ,m− 1.
In particular, it follows that (Dn,i)mm exp
(
mε
rn
)
is an upper bound for all the entries of the matrix
Dn,i. Moreover, for each i = 1, . . . , k and j, l = 1, . . . ,m there exists a constant Sijl > 0 such that
(Tn,i)j,l < Sijl exp
(
ε
rn
)
.
24 GIUSEPPE MARTONE
Set S = maxi,j,l Si,j,l > 0. Then, using once again the positivity of the entries of An,c, for every
j = 1, . . . ,m
(5.4)
(An,c)jj =
∑
j1,...,jk−1
(Dn,1)jj(Tn,1)jj1 . . . (Dn,k)jk−1jk−1(Tn,k)jk−1j
< Sk exp
(
kε
rn
) k∏
i=1
(Dn,i)mm exp
(
mε
rn
)
= Sk exp
(
(m+ 1)kε
rn
)∏
e∈E
exp(σ(ρn, e))
Combining Inequalities 5.3 and 5.4 we see that
lim
n
rn log Tr(An,c) = lim
n
rn
∑
e∈E
σ(ρn, e).
We now focus on Tr(A−1n,c). Note that A−1n,c is not a totally positive matrix. However, let us set P
equal to the diagonal matrix 
−1
1
. . .
(−1)m
 .
Observe that P 2 is the identity matrix, P commutes with diagonal matrices, and that PA−1n,cP is
totally positive by Cramer’s rule. Thus
PA−1n,cP = PT
−1
n,kD
−1
n,k . . .T
−1
n,1D
−1
n,1P
= (PT−1n,kP )(PD
−1
n,kP ) . . . (PT
−1
n,1P )(PD
−1
n,1P )
and the right hand side is a product of totally positive matrices Un,i = PT
−1
n,iP and En,i = D
−1
n,i .
In order to prove that limn rn log Tr(A
−1
n,c = 0 we repeat, with minor variations, the first part of
the proof. In summary, we start by observing that for every ε > 0, there exist L > 0 and a positive
constant S′ such that for n > L
(1) (Un,i)jl < S
′ exp
(
ε
rn
)
, and
(2) (En,i)jj < exp
(
mε
rn
)
.
Moreover, by total positivity (PA−1n,cP )11 is larger than
(Dn,1)11 . . . (Tn,k)11 =
k∏
i=1
(Tn,k)11 > exp
(
− ε
krn
)
.
The proof follows by combining these inequalities. 
Theorem 5.1 follows at once from Theorem 5.9.
Remark 5.10. The proof of Theorem 5.9 shows that one could generalize Theorem 5.1.b to m ≥ 3
by assuming the appropriate generalization of Equation 5.1.
Appendix A. Scaling sequences from geodesic currents
In this brief appendix we provide an example of a choice of scaling sequence for a sequence of
Hitchin representations arising in the context of geodesic currents. Lemma A.1 was proved together
with C. Ouyang. M. B. Pozzetti independently communicated the proof to the author.
We start by recalling the necessary results from the theory of geodesic currents. We refer to [3, 4]
for more background.
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A geodesic current µ is a pi1(S)-invariant, locally finite, Borel measure on the set of geodesics
G(S˜) of S˜. For example every conjugacy class c of elements in pi1(S) defines a geodesic current
by considering the atomic measure on the axes of representatives of c. The space C(S) of geodesic
current on S is a cone in an infinite dimensional vector space and its projectivization PC(S) is
compact. The intersection pairing is a continuous, symmetric, bilinear, positive function i : C(S)×
C(S)→ R+ which extends the intersection number of curves to the space of geodesic currents.
Zhang and the author [23], generalizing work of Bonahon [4], associate to every Hitchin repre-
sentation ρ an intersection geodesic current µρ such that for each conjugacy class c in pi1(S)
`H(ρ, c) = i(µρ, c).
See [8] for an independent construction of geodesic currents associated to Hitchin representations.
Consider a sequence ρn of Hitchin representations and the corresponding sequence of geodesic
currents µρn . By compactness of PC(S), there exists a sequence of positive real numbers rn such
that rnµn converges to µ ∈ C(S). We want to observe that limn rn = 0 and, thus, rn is a scaling
sequence in the sense of Definition 3.1. It suffices to show the following.
Lemma A.1 (M.-Ouyang, Pozzetti). The map from Hitm(S)→ C(S) is proper.
Proof. Let α be finite collection of simple closed curves on S such that
- α contains the curves in a pants decomposition of S;
- the complement of α in S is a union of topological discs.
By [4, Lemma 4] ⋃
p>0
{µ ∈ C(S) : i(µ, α) ≤ p}
is an exhaustion of C(S) by compact sets. By [20, Corollary 1.5], the map
Hitm(S)→ Rk
that sends ρ to the Hilbert lengths of the curves in α is proper. Therefore, if ρn diverges in Hitm(S),
then i(µn, α) diverges and, thus µn diverges in C(S). 
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