In this work, we intrinsically and extrinsically evaluate and compare existing word embedding models for the Armenian language. Alongside, new embeddings are presented, trained using GloVe, fastText, CBOW, SkipGram algorithms. We adapt and use the word analogy task in intrinsic evaluation of embeddings. For extrinsic evaluation, two tasks are employed: morphological tagging and text classification. Tagging is performed on a deep neural network, using ArmTDP v2.3 dataset. For text classification, we propose a corpus of news articles categorized into 7 classes. The datasets are made public to serve as benchmarks for future models.
Introduction
Dense representations of words have become an essential part of natural language processing systems. For many languages, there are various models available publicly for embedding a word to a continuous vector space, and choosing which model to use for a given task might often be problematic as embedding's performance strongly depends on the nature of the task. This work evaluates and compares the performance of word embedding models available for the Armenian language, aiming to provide insight into their performance on a diverse set of tasks.
In addition, benchmark datasets and methods are established for evaluation of future models.
To the best of our knowledge, the first attempt to training dense representations for Armenian Other publicly available embeddings include 4 models, released in 2018 as part of the pioNER project [3] , using GloVe method [4] and trained on encyclopedia, fiction and news data. In addition to these 7 models, we present newly trained GloVe, fastText, CBOW embeddings. All mentioned models were included in our evaluation experiments.
Unfortunately, there is no single universal way of comparing the quaility of word embeddings [5] . Relationship test set (hereinafter referred to as "word analogy task") was first introduced in 2013 for English word vectors by Mikolov et al [6] , then adapted for other languages for Czech [7] , German [8] , Italian [9] , French, Hindi, Polish [2] etc. The are also analogy questions created for Armenian by YerevaNN, but these are not a direct adaptation of the word analogy task and test mostly semantic relationships 1 . In this work, we present and use a fully translated and adapted version of the original dataset.
In extrinsic evaluation, the performance of models varies depending on the nature of task (e.g. syntactic vs semantic). With that in mind, we selected 2 tasks for experiments: morphological tagging and classification of texts. The first is aimed to evaluate the applicability of models in morphology-and syntax-related tasks, while the second is mostly focused on measuring their ability to capture semantic properties.
Morphological tagging experiments are performed on a deep neural network, using the ArmTDP dataset [10] . For text classification, we 
Intrinsic Evaluation
To evaluate word vectors intrinsically we used an adaptation of the word analogy task introduced In order to make a similar set for our experiments, 11 . While computing the accuracy, the vocabulary of models was restricted to 400000
words. Accuracy is calculated on each section (Table 2) and all examples, alongside we provide average accuracy over all sections (Table 3) . 
Extrinsic Evaluation
The second way of comparing the quality of vectors is to use them in downstream tasks. The comparison's outcome depends on the nature of these tasks and settings [5] . For that purpose, we performed experiments on 2 different tasks:
morphological tagging and text classification.
Morphological Analysis.
To check the quality of vectors in a morphological task, we trained and evaluated a neural network-based tagger on ArmTDP treebank, using word embeddings as input. The treebank's sentences are morphologically annotated, and the tagger's task was to predict the following 2 fields:
1. UPOS: the universal part-of-speech tag.
FEATS: the list of morphological features
(number, case, animacy etc).
For the tagger, we used a neural network with 1 sentence-level bidirectional recurrent LSTM unit (Fig. 2) . The pre-trained embeddings were used as input to the network. Apart from word embeddings, the network's input included character-based features extracted through a convolutional layer. The tagger was jointly trained to predict 2 tags for each input token: its UPOS and the concatenation of FEATS tags. Then, one-vs-rest logistic regression classifier with liblinear solver was applied. 
