The transport element method is described and implemented in the simulation of the nonpremixed reacting shear layer. The method, a natural extention of the vortex element method, resolves the low Mach number variable density ow and the exothermic reacting eld. The e ect of combustion on the ow is accommodated by incorporating a volumetric expansion velocity component and by modifying the integration of the vorticity equation to include expansionrelated and baroclinic terms. The reacting eld equations describing a single step, irreversible, chemical reaction, are simpli ed by the introduction of Schvab-Zeldovich (SZ) conserved scalars whose transport is su cient to compute the evolution of combustion in the case of in nite reaction rate. In the case of nite rate chemistry the evolution of one primitive scalar, the product mass-fraction, is also computed. The vorticity, conserved scalar gradient and product mass fraction are discretized amongst elds of transport elements. Their time evolution is implemented by advecting the elements at the local velocity while simultaneously integrating their transport equations along particle trajectories. The integration of the vorticity and the conserved scalar gradient equations is simpli ed using ideas from kinematics. A novel core expansion scheme that avoids the problems associated with the conventional implementation is used to simulate di usion. Field quantities are obtained using convolutions over the elements. Results indicate that the method is able to accurately reproduce the essential features of the ow. Convergence of the solution in time is approximately linear. Moreover, the nite reaction rate solution at low Karlovitz number bear strong similarities to that of the in nite reaction rate model. This similarity is exploited in validating the part of the numerical methodology related to the integration of the product mass-fraction equation.
Introduction
Generalization of the vortex element method (VEM) 3] by incorporating the physics of scalar transport, mixing and reaction, has been an ongoing e ort since the inception of the method 4, 7, 8, 10, 14{16, 19] . The essential features of this process; the discretization of primitive variable gradients, their Lagrangian transport and use of ow kinematics to monitor their evolution, o er signi cant advantages in the simulation of reacting ows. The simulation of these ows involves substantial complexities. These include the presence and continuous mixing of many species, the evolution of temporal and spatial scales which cover several decades, the presence of strongly nonlinear and coupled phenomena and the coupling of the combustion energy release and the associated changes in the density and transport properties and the ow. The latter requires the modi cation of VEM which in its basic form deals with incompressible uniform density ow. Moreover, reacting ows are characterized by thin reaction fronts, i.e. regions of sharp scalar gradients, which evolve in a highly convoluted manner. 430 Early attempts to simulate reacting ows using a VEM-based approach simpli ed the reacting eld through the use of ame sheet models. In these 7] and 8], the sharpness of the ame front was exploited to represent it as a sheet which encompasses the reaction and di usion regions of the ame and separates unmixed scalars. The e ects of combustion on the ow were restricted to those associated with the volumetric expansion by distributing volumetric sources along the ame sheet.
To move beyond these simpli ed models, one needs a detailed description of the mixing eld as a rst step in the accurate representation of the reacting eld. This was accomplished by the development of the transport element method (TEM) in two 16, 19] and three dimensions 14] . The TEM bears substantial similarities to the VEM to which it is fully compatible. Essentially, it discretizes the scalar-gradients and evolves them by using information from the kinematics of material lines. The scalars are obtained from the gradients via convolutions over their elds. A version of the TEM incorporating reaction in a two-dimensional temporally evolving ow was also proposed 10] 1 . Its implementation, however, in the spatially developing model of the ow is not, in general, possible. The reason for this lies in the temporal model, which due to its utilization of periodic boundary conditions represents a mathematical idealization of the ow it attempts to represent 2 . The TEM as presented in 10] takes full advantage of the simpli cations o ered by the temporal model and, as a result, cannot be applied in spatially developing ows.
In this work, we present a new version of TEM which is applicable to spatially developing ows. Through the introduction of SZ variables, the method is able to use a combination of scalargradients and a primitive scalar to completely describe the reacting eld. Combustion energy release e ects on the ow, at low Mach number, are captured using the variable density version of the VEM.
Formulation
A two-dimensional ow is considered. Compressibility e ects are restricted to the low Machnumber limit. Combustion follows a single-step reaction which consumes two reactants, one from each stream, to form a single product according to an Arrhenius mechanism. All species behave as perfect gases with equal molecular weights and equal and constant speci c heats and mass di usivities. The Lewis number is equal to unity and molecular di usion is relatively small, i.e., the ow is at high Reynolds and Peclet numbers 3 . Accordingly, the non-dimensionalized governing equations are: d dt + r u = 0;
(1) 1 A three dimensional scheme was also proposed 4, 15] but one in which the scalar-gradient approach was abandoned in favor of a primitive scalar one and temperature independent kinetics was assumed. 2 The limitations of the temporal model in the simulation of reacting ows exceed those for the non-reacting ow which have been pointed out previously 5]. By construction, the temporal model is valid only for very small and very large values of the Karlovitz number. The rst, represents very fast combustion characterized by thin continuous ames, while for the second, gaseous fuel combustion is unsustainable. Irrespective of the numerical method used, the model's implementation to ows of moderate Karlovitz number in which interaction of the ow and reaction time scales is experienced and sharply transient phenomena such as quenching, and re-ignition take place is problematic. 3 Most of the assumptions related to the reaction model are employed to reduce the computational e ort and are not imposed by a fundamental limitation in the numerical scheme (Section 3). An exception to this is the equal di ussivities assumption which enables the use of the Schvab-Zeldovich formulation. The di ussivities, however, do not necessarily have to be constant. Moreover, a larger number of species may be considered and the molecular masses may be unequal as long as it is assumed that the di ussivities are not similarly a ected. This approach was followed in the implementation of the methodology presented herein for the simulation of the axisymmetric buoyant plume 17]. T a are the non-dimensionalized frequency factor, enthalpy of reaction, and activation temperature, respectively, and and are the molar and mass stoichiometry ratios, respectively.
The equations are transformed into vorticity-gradient form, and the velocity is decomposed into a vorticity-induced solenoidal component, u ! , and two irrotational components; u e due to volumetric expansion, and u b due to the boundary conditions:
u ! is obtained from the de nition of the vorticity and by using a streamfunction, , i.e. Re r 2 !k: (8) For the scalar transport equations, Schvab-Zeldovich (SZ) conserved variables, and , are introduced such that:
These variables are constructed such that their governing equations are devoid of reaction source terms. 
When the reaction rate is nite reactants do not coexist and the reaction zone collapses onto a line. Under these conditions the distributions of the SZ variables provide a complete description of the reacting eld without dt , -gradient and product-mass-fraction are represented by a generic discretization function. Thus, a property is discretized among a number of elements characterized by a nite area, A i , and strength, i , locally distributed according to a radially-symmetric core function, f . The discretization function is also used to reconstruct the discretized quantities at later times. In particular; (12) where = (x; t) is the element location. The core function, characterized by the core radius within which the most signi cant contribution of each element is concentrated, is a second-order Gaussian: f = 1 2 exp(?r 2 = 2 ) which leads to second-order accuracy when core overlap among neighboring elements is maintained 12].
Discretization may follow one of two approaches. In the rst, i are found from Eq. 12. This yields high discretization accuracy at the cost that the element strengths do not necessarily have a physical meaning but are merely weights of an interpolation function. It is not, therefore, obvious that the strengths should be governed by the same transport equations as the properties they are used to represent. This is particularly the case when transport equations which involve source terms are considered.
In the second approach, i = ( i ). This alleviates the problem encountered in the rst approach but at the cost of reduced discretization accuracy 5 . It is found, however, that if the discretized eld is subsequenlty integrated, as is the case for the vorticity and the -gradient, the error in the integrated quantity, i.e. the velocity and the scalar, respectively, is much smaller 6 . For this reason, in this work, this second approach is followed for the vorticity and the -gradient. For the product mass-fraction, for which no integration of the solution is needed, an approach similar to the rst is implemented but which does not involve the drawback mentioned. Details of this approach are given in the section dealing with the integration of the transport equations.
Calculation of the velocity and scalar elds: This essentially entails the solution of a number of Poisson and Laplace equations. For the former, Green's function based solutions are invoked, while for the latter conformal mapping techniques are implemented.
The Green's function solution of Eq. 5 for the streamfunction and the subsequent di erentiation for the velocity are lumped into one step to yield a Biot-Savart convolution. Using the discrete vorticity eld Eq. 12, we get (13) where A similar approach is followed in the solution of Eq. 6. The calculation of the expansion potential, like that of the streamfunction, is bypassed via a convolution which directly relates the expansion-source to the expansion velocity. A desingularized equivalent of this convolution is obtained using the assumed expansion-source eld Eq. 12, and is: u e (x; t) = ?
where rG (x) = rG(x)F r and rG(x) = ? (x; y) 2 r 2
The velocity induced by the boundary conditions is obtained from Eq. 7 using SchwartzChristo el conformal mapping and the method of images (Section 4).
The SZ scalar solution is obtained from the corresponding gradient eld by recognizing that scalar and gradient can also be related via a Poisson equation, r 2 = r g. The Green's function solution of this equation is further manipulated by performing a by-parts integration, using the divergence theorem and recognizing that the gradient eld decays at in nity (unbounded domain):
Using the gradient eld of Eq. 12 a discrete desingularized form is obtained:
b here is the integration related function. It is determined using a Shwartz-Christo el conformal mapping while satisfying the boundary condition using images.
Integration of the transport equations: The time evolution of the ow and scalar elds is established by numerically integrating the transport equations locally for each element. For this purpose, the 
where the pressure gradient has been replaced by the material acceleration using the momentum equation. The integration is accomplished using a predictor-corrector scheme in which the material acceleration is established via a two-step iteration, forward-di erence algorithm. Equation 17 is obtained from the vorticity equation using kinematics 7 . Using kinematics to simplify the transport is also followed in the integration of the -gradient transport equation. The rst fractional step in the integration of this equation describes pure convection. Recognizing that in such a case isoscalar and material lines coincide and considering the kinematical evolution of the latter in conjunction with continuity we can rewrite the governing transport equation 8 (left hand side of Eq. 15) as d dt g i (t) ( i ; t) dl i (t) = 0; (18) with g i = g ini and dl i = jdl i j, wheren i is the unit vector normal to the material line and dl i is a material line elemental segment. Equation 18 implies that g i (t) ( i ;t) dl i (t) = constant along a materialisoscalar line. The constant is speci ed by the initial conditions, and dl i as well asn i are readily available due to the Lagrangian nature of the scheme.
When the reaction rate occurs at in nite rate, integration of Eqs. 16{18 completes the rst fractional integration step. For the general, nite reaction rate case, however, the integration of the product mass-fraction transport equation is also carried out. In this case, the concept of product particles is introduced. These particles are located at the element centers and directly experience the reaction process. The need to use these particles stems from the fact that the nonlinearity of the reaction requires the use of precise values for the properties involved in the reaction rate. As already seen, the strengths of the elements are crude approximations of the values of the eld properties at the same location. Implementing reaction on the element strength will yield erroneous, even non-physical results. In addition, depending on the di usion algorithm to be used, the strengths may not experience the di usion process (e.g. in the traditional expanding core 18], the random walk 3] or the di usion velocity 13] schemes). Since only material which mixes molecularly can burn, the use of the strengths for reaction will unavoidably lead to errors 9 . dt where dA = dl dn is an elemental uid element area with dl and dn being the element's dimensions along and normal to the material line, respectively. Substituting this expression into the vorticity equation and assuming that the vorticity is constant over the area of the uid element
dt . 8 For derivation see Ref. 16] . 9 In this case, reaction will cease as soon as any originally premixed material (i.e. from initial or inlet conditions), burns.
This last point is important in the implementation of di usion. Problems related to the traditional core expansion scheme are associated with the transport of expanded cores during convection 11]. The implementation of di usion, on the other hand, is exact. With product particles, the expanded cores are not convected. As will be seen, the cores expand during the di usion step, the new particle values are established, the particles are convected, and then the new interpolation function is created using the original size cores. The net result of this is that the long term e ect of di usion is to change the strengths of the elements rather than the cores. In this respect the version of the core expanding scheme presented here bears similarities to the particle exchange scheme of di usion 6] 10 .
The integration of the product mass-fraction equation, like that of the rest of the transport equations, is carried out in two fractional steps. In the rst step we integrate: Y p ( i ; t) dt = (1 + ) _ w( i ; t); (19) for each product particle via an Euler predictor-corrector scheme. This yields the product values prior to di usion, denoted as Y # p ( i ; t). These values are used to rediscretize the product eld and obtain the element product strengths as noted earlier, i.e.
The solution of this system of equations is simpli ed by taking into account the nature of the corefunction which implies that only the closest neighbors contribute to the strength of an element.
Thus, in establishing the strength of a given element, only elements which are r= < p Subsequently, the di usion step is performed via the core expansion scheme 2 i (t + t) = 2 i (t) + 4 t C ; (21) where C = Re for = ! and C = Pe for = g or Y p , which is the analytical solution of the di usion equation for each element. For the product mass-fraction, one more manipulation is executed to reduce the impact (if any) of the discretization error. ; t) which includes discretization error only in the change of the product particle eld due to di usion Y ##D p ( i ; t). Since the physical problem de nition speci es the di usion to be small, this approach allows even signi cant discretization errors to be tolerated. In this work, however, this e ect was not exploited and the average discretization error was kept smaller than 1%. The reason is that while the discretization error is subtracted from the product particle solution (Y p ( i ; t)) it is not removed from the product eld solution (Y p (x; t)) since it is still included in the product strengths. Thus, while the error is not fed back into the Lagrangian calculations (i.e. the integration of the product equation) it is present in any instantaneous spatial product eld evaluation.
The calculation of the density gradient necessary in the integration of the circulation equation implies knowledge of the product mass-fraction gradient eld. In the in nite reaction rate case this is trivially established from the SZ gradients. For the nite reaction rate, it is established by di erentiating the product mass-fraction eld given by Eq. 18 as suggested by Anderson 1] , i.e. (23) The severe stretching of the Lagrangian mesh used in the discretization of the transported quantities, which increases the distance between neighboring elements, may lead to the deterioration of the solution accuracy. To overcome this problem, a scheme of local mesh re nement is adopted, based on local conservation principles, whereby elements are continuously introduced and deleted to ensure core overlap 9].
Geometry and boundary conditions
The computational domain and some boundary conditions are shown in Fig. 1 . The shear layer evolves in a two-dimensional channel of height H and length X max , between two parallel streams (1 top, 2 bottom) which mix downstream of a thin splitter plate. Initially, both streams are at the same temperature and density, T o , o , and each carries a single reactant. The top and bottom walls are modeled as rigid, free slip, impermeable and adiabatic planes. At the downstream section, a condition of vanishing vorticity and scalar gradient is used as out ow boundary condition, and is applied by removing the elements which cross the exit boundary. The error introduced by this rather arbitrary exit boundary condition was investigated by performing simulations with increasingly longer domains and quantitatively comparing the solution in their common sections. An example from this study is shown in Fig. 3 which presents results of simulations of the forced non-exothermic ow for X max = 7, top, and X max = 5 bottom. The shear layer is represented by plotting the transport elements and their local velocity vectors relative to the mean ow 11 . We found that the di erence between the two solutions was negligible at about one channel width upstream from the exit of the shorter domain (left dashed line in Fig. 3) .
The inlet pro les required in the simulation, the vorticity and -gradient, and, in the case of nite reaction rate, the product mass-fraction, are:
!(x = 0; y; t) = ? U 1 ? In the above expressions, the channel height is the non-dimensionalizing lengthscale, while U 1 , T o and o are the velocity, temperature and density scales, respectively. , the standard deviation of the Gaussian pro les, is de ned by requiring that two wavelengths of the most unstable mode of the uniform density shear layer t within the channel height ( = 0:04). Y pmax is chosen as 0.4.
The boundary conditions are satis ed by using a Shwartz-Christo el conformal transformation, which maps the entire channel region onto the upper half of a complex plane (Fig. 2) . In this mapping the two uid streams appear as volume sources symmetrically located with respect to the origin, and solutions to the Laplace equations governing u b and b can be simply established by using mass conservation arguments. The mapping however, is also bene cial to the implementation of the image system for the transport elements which helps impose the boundary conditions.
Initialization of the calculation is carried out by assuming that the inlet conditions persist throughout the domain. Hence, within the support of the vorticity, -gradient and product mass fraction, a square mesh of elements of side h = 0:0195 are distributed along nine material layers.
The value of the core radius is = 0:0234. It is noted that the discretization of the initial pro les may essentially be accomplished by the ve central layers. The two extra layers on either side of the central ve are introduced to accommodate later rediscredizations (see previous section) which may yield signi cant values for the strengths of the elements on the extra layers as a result of di usion. The number of extra layers to be added is speci ed by considering a di usion length argument L p t res = where t res = X max = 0:5(U 1 + U 2 )] is the average residence time of elements within the computational domain and is the thermal (or any other) di ussivity.
External forcing is implemented at the inlet. The forcing signal consists of in-phase components of the most unstable mode of the uniform-density layer and its subharmonic, both at an amplitude A f = A s = 0:025. This forcing leads to early roll-up and pairing of the uniform density layer 5].
Forcing is implemented by displacing elements at the inlet in the cross-stream direction according to the forcing signal.
Results and discussion
Simulations using a range of the governing physical parameters were obtained and used to analyze the ow and reacting eld dynamics 20{22]. In another study the e ect the inlet boundary condition was investigated 23]. In this paper we concentrate on the e ect of the numerical parameters and we keep the physical parameters xed.
We consider a shear layer with velocity ratio r = U 2 =U 1 = 0:5 and Reynolds (and Pecled) number Re = U 1 H= = 12800, where is the kinematic viscosity, evolving in a channel of length X max = 5. For the nite reaction rate cases the normalized activation temperature, frequency factor, enthalpy of reaction and mass stoichiometry ratio are T a = E a =RT o = 10, A f = A f H=U 1 Substantial similarity is observed between the nite and in nite reaction rate results. The nite reaction rate results suggest that the parameters chosen for the simulations are such that reacting eld corresponds to fast (as compared to the ow) reaction, i.e. low Karlovitz number combustion. The in nite reaction rate model describes the extreme of this case, i.e. zero Karlovitz number combustion in which the ame is in nitely thin and cannot be quenched. Thus, under the conditions assumed in the simulations the in nite reaction rate model o ers a good approximation of the nite reaction rate ow.
In the context of this discussion the similarity of the nite and in nite reaction rate results is most important in that it o ers further validation of the numerical methodology. From a numerical standpoint there are fundamental di erences between the nite and in nite reaction rate numerical models (Section 3). Most relevant in this are all parts related to the integration of the product mass fraction equation. This equation is absent in the in nite reaction rate model. Thus, by the simple fact of the similarity of the nite and in nite reaction results a qualitative validation is o ered for the numerical integration of the product mass fraction equation, the success of the implementation of the concept of product particles, the new version of the core expansion scheme which includes the inversion of discretization-interpolation function, etc.
A more severe test is demonstrated in Fig. 7 where the instantaneous contribution of the baroclinic torque, _ ! B = du dt r is plotted for both the nite (top) and in nite (bottom) reaction rate cases. The 0 < x < 3 part of the domain is shown. As can be seen from the gure, the characteristics of the eld contribution of the baroclinic term of the vorticity equation (Eq. 12) are quite complicated. This should be expected as this quantity represents the rate of change of a gradient eld. Satisfactory explanations for it, however, were proposed 20]. Our interest here is the similarity between the nite and in nite reaction rate results. The level of detail in the similarity of such a complicated eld substantially increases the con dence in the obtained solution.
More speci cally, the density gradient, required in the calculation of _ ! B , is related to the product mass fraction gradient eld via the equation of state and the SZ variable. As was described in Section 3 the product mass fraction gradient eld is obtained using di erent numerical formulas. The fact that the nal result for _ ! B is similar even to the smallest scale, o ers a good consistency check between the two approaches. 
6 Conclusions
The two-dimensional Lagrangian transport element method, an extension of the vortex element method able to resolve reacting scalar transport, has been presented and implemented in the simulation of the non-premixed shear layer ow. The method is able to resolve both the variable density ow and the associated exothermic reacting eld. Results indicate that the method is able to accurately reproduce the essential features of the ow. Convergence of the solution in time is presented and is found to be approximately linear. It is shown that the nite reaction rate solutions obtained correspond to those at low Karlovitz number and bear signi cant similarity to those of the in nite reaction rate model. This similarity o ers validation for the part of the numerical methodology related to the integration of the product massfraction equation since this part is not common to the nite and in nite reaction rate models of the reacting eld. Examples of this are the utilization of product particles versus product elements for the reaction, the use of alternative formulas for calculating the product mass-fraction gradient and the introduction of a novel version of the core-expansion scheme which does not su er from the problems associated with earlier versions. 
