We develop a new estimator of the inverse covariance matrix for high-dimensional multivariate normal data using the horseshoe prior. The proposed graphical horseshoe estimator has attractive properties compared to other popular estimators, such as the graphical lasso and the graphical smoothly clipped absolute deviation. The most prominent benefit is that when the true inverse covariance matrix is sparse, the graphical horseshoe provides estimates with small information divergence from the sampling model. The posterior mean under the graphical horseshoe prior can also be almost unbiased under certain conditions. In addition to these theoretical results, we also provide a full Gibbs sampler for implementing our estimator. MATLAB code is available for download from github at http://github.com/liyf1988/GHS. The graphical horseshoe estimator compares favorably to existing techniques in simulations and in a human gene network data analysis.
Introduction
Estimation of the covariance or inverse covariance matrix of a multivariate normal vector plays a central role in numerous fields, including spatial data analysis (Cressie, 1993) , variance components and longitudinal data analysis (Diggle, 2002) , and the growing area of genetic data analysis (Dehmer and Emmert-Streib, 2008) . Pourahmadi (2011) provides a survey of some of the most popular methods in high-dimensional covariance and inverse covariance estimation. In a penalized likelihood framework, one of the most notable methods for inverse covariance estimation is the graphical lasso (Friedman et al., 2008) . Given the good theoretical properties and popularity of the smoothly clipped absolute deviation (SCAD) penalty of Fan and Li (2001) , another method is the graphical SCAD ). Both these methods provide estimates for a high-dimensional inverse covariance matrix under an arbitrary sparsity pattern.
There has also been much recent work in covariance and inverse covariance estimation in a Bayesian framework. Banerjee and Ghosal (2014) proposed a prior distribution for estimating a banded inverse covariance matrix. Rajaratnam et al. (2008) and Xiang et al. (2015) proposed Bayesian estimators for the covariance of a decomposable Gaussian graphical model. Pati et al. (2014) considered sparse factor models for covariance matrices and induced a class of continuous shrinkage priors on the factor loadings. There are also studies that focus on the theoretical properties of these estimators, including posterior convergence rates, Bayesian minimax rates and consistency of Bayesian estimators Ghosal, 2014, 2015; Xiang et al., 2015; Lee and Lee, 2017a,b) . However, to our knowledge, few Bayesian estimators assume an arbitrary sparsity pattern of the true inverse covariance matrix. Under such an assumption, Banerjee and Ghosal (2015) proposed a mixture prior for graphical structure learning, and Wang (2012) developed a Bayesian version of the graphical lasso.
In this paper, we propose an alternative Bayesian estimator, which we call the graphical horseshoe estimator. This estimator works under the assumption of an arbitrary sparsity pattern in the inverse covariance matrix. We show that our estimator has better performance in adapting to sparsity in high-dimensional problems than some compet-ing methods because of two properties of our prior: greater concentration near the origin and heavier tails. Both of these properties are inherited from the horseshoe prior of Carvalho et al. (2010) for the sparse normal means model.
Many attractive theoretical properties of the horseshoe prior have been discovered in recent years for the normal means model. These include improved Kullback-Leibler risk bounds (Carvalho et al., 2010) , asymptotic optimality in testing under 0 − 1 loss (Datta and Ghosh, 2013) , minimaxity in estimation under the 2 loss (van der Pas et al., 2014) , and improved risk properties in linear regression (Bhadra et al., 2016) . In this paper, we demonstrate how some of these properties translate to the estimation of the inverse covariance matrix in a multivariate Gaussian model. We discuss the implications of these properties both theoretically and empirically.
The remainder of this paper is organized as follows. The rest of Section 1 discusses three competing methods for sparse precision matrix estimation: the graphical lasso, the graphical SCAD, and the Bayesian graphical lasso. Section 2 outlines the graphical horseshoe estimator as well as a full Gibbs sampler for easy and efficient sampling. Sections 3 and 4 outline the theoretical properties of our proposed estimator along with a comparison to the graphical lasso and graphical SCAD estimators. Section 5 illustrates these theoretical properties through simulations. Section 6 applies the proposed method on a human gene expression data set to identify a sparse gene interaction network, before concluding with some discussion of possible future research topics in Section 7.
Related Works in Precision Matrix Estimation
Consider n samples from a p-dimensional multivariate normal distribution with zero mean and a p × p covariance matrix Ω −1 . That is, y k ∼ Normal(0, Ω −1 ), for k = 1, . . . , n. Under this parameterization, the inverse of the covariance matrix, Ω, is referred to as the precision matrix (assumed to be positive definite). The ijth off-diagonal element in Ω is the negative of the partial covariance between features i and j, and the ith diagonal element is the inverse of the residual variance when the ith feature is regressed on all the other features (Pourahmadi, 2011) . Under the multivariate normal model, zero off-diagonal elements in Ω correspond to features that are conditionally independent given the remaining features. In certain applications, estimating the precision matrix is attractive, especially in high-dimensional cases, since it is preferable to study partial correlations rather than marginal correlations (Pineda-Pardo et al., 2014) .
A major challenge in precision matrix estimation is that the number of free parameters grows quadratically with the number of features. As a consequence, in highdimensional problems, some methods assume the covariance or precision matrix has a structure, such as latent factors (Pati et al., 2014) or banding (Banerjee and Ghosal, 2014) . When the structure of the true precision matrix is assumed to be arbitrary, the precision matrix is usually assumed to be sparse. In high-dimensional settings, a natural approach for estimating a sparse model is to penalize the likelihood. Friedman et al. (2008) proposed the graphical lasso, which estimates the precision matrix under the lasso penalization (Tibshirani, 1996) while maintaining the symmetry of the estimate.
The graphical lasso maximizes the penalized likelihood:
where S = ∑ n i=1 y i y i ' is the scatter matrix, Ω = (ω ij ), φ λ (|ω ij |) = λ|ω ij | is the 1 penalty, and λ is a tuning parameter. In practice, λ is often chosen by cross validation. The sum ∑ i,j φ λ (|ω ij |) in Equation (1) can be taken with or without a penalty on the diagonal terms (Rothman et al., 2008; Meinshausen and Bühlmann, 2006; Yuan and Lin, 2007; Friedman et al., 2008) .
A Bayesian version of graphical lasso was proposed by Wang (2012) . In the Bayesian setting, the frequentist graphical lasso estimator is equivalent to the maximum a posteriori estimate of Ω under the following prior:
where DE(x | λ) represents the double exponential distribution with rate λ, EXP(x | λ) represents the exponential distribution with rate λ, and S p is the space of p × p positive definite matrices. The tuning parameter λ, or rather the hyper-parameter in the language of Bayesian hierarchical models, can be chosen by cross-validation as in a frequentist framework (Friedman et al., 2008; Rothman et al., 2008) , or by a fully Bayesian method with an appropriate hyperprior.
The SCAD penalty by Fan and Li (2001) was introduced in precision matrix estimation because of its attractive asymptotic properties. The graphical SCAD maximizes the penalized likelihood in Equation (1) where the penalty has the first order derivative:
with a > 2 and λ > 0. This penalty is linear near the origin and non-decreasing. In practice, the tuning parameter a is often fixed while λ is chosen by cross validation.
The graphical SCAD estimate satisfies the oracle property given by Fan and Li (2001) .
The SCAD penalty does not have a Bayesian representation, although Polson and Scott (2012) provide an understanding of how priors and penalty functions are related even when some penalty functions lack Bayesian equivalents. Lam and Fan (2009) showed that under certain conditions, both frequentist graphical lasso and graphical SCAD estimates of the precision matrix converge to the true precision matrix under the Frobenius norm. However, these theoretical results depend on theoretical choices of tuning parameters, which cannot be implemented in practice. The regulatory conditions are also difficult to check in data analysis.
All methods for large sparse precision matrix estimation face the problem that estimation errors accumulate due to the large number of parameters to estimate. Furthermore, the double-exponential priors in the Bayesian lasso have been shown to possess some undesirable properties in the high-dimensional normal means problem (Carvalho et al., 2009 (Carvalho et al., , 2010 . Although the lasso and SCAD are widely-used methods with good asymptotic properties, the element-wise bias of graphical lasso estimates can be large, and the graphical SCAD does not guarantee positive definite estimates (Fan et al., 2016) .
To provide an alternative that remedies the accumulation of errors in high dimensions, we propose a method that obtains a sparse estimate while controlling the element-wise bias of the nonzero elements. In terms of sampling, our method follows the technique adopted in the Bayesian graphical lasso by Wang (2012) . However, our method is more efficient at utilizing the sparsity of the precision matrix than the graphical lasso and the graphical SCAD, for reasons we detail in Section 3. Our method also guarantees positive definite and symmetric estimates.
The Graphical Horseshoe Estimator
Since an unstructured precision matrix is assumed to be sparse, a shrinkage method should be able to give a zero or very small estimate for the zero elements. Meanwhile, a method should also be able to distinguish the non-zero elements in the precision matrix and shrink them as little as possible. We propose the use of the horseshoe prior to do just this.
The Graphical Horseshoe Hierarchical Model
The graphical horseshoe model puts horseshoe priors on the off-diagonal elements of the precision matrix, and an uninformative prior on the diagonal elements, while respecting the constraint Ω ∈ S p . Because the precision matrix is symmetric, we only consider the upper off-diagonal elements. The element-wise priors are specified for i, j = 1, . . . , p as follows:
where C + (0, 1) denotes a half-Cauchy random variable with density p(x) ∝ (1 + x 2 ) −1 ; x > 0. The normal scale mixtures with half-Cauchy hyperpriors on the off-diagonal elements is the horseshoe prior proposed by Carvalho et al. (2010) . The distinctive scale param-eter λ ij on each dimension is referred to as the local shrinkage parameter, and the scale parameter τ shared by all dimensions is referred to as the global shrinkage parameter.
The marginal prior's peak near the origin induces efficient shrinkage of noise terms in a high-dimensional problem, and the slow decaying tail ensures that signal terms are shrunk very little (Carvalho et al., 2010) .
Thus, the prior on Ω under graphical horseshoe model can be written as:
where S p is the space of p × p positive definite matrices. Using the properties of the horseshoe prior (Carvalho et al., 2010) , the induced marginal prior on ω ij is proper.
When Ω ∈ S p , the diagonal elements in Ω are finite. Therefore the graphical horseshoe prior is proper. In a univariate normal case, the induced marginal prior for shrinkage has infinite mass near both 0 and 1 and is thin in between, with a "horseshoe" shape (Carvalho et al., 2010) .
In high-dimensional precision matrix estimation by the graphical horseshoe, the global shrinkage parameter τ adapts to the sparsity of the entire matrix Ω and shrinks the estimates of the off-diagonal elements toward zero. On the other hand, the local shrinkage parameters λ ij:i<j preserve the magnitude of non-zero off-diagonal elements, and ensure that the element-wise biases are not very large.
A Data-augmented Block Gibbs Sampler
Posterior samples under the graphical horseshoe hierarchical model are drawn by an augmented block Gibbs sampler, adapting the scheme proposed by Makalic and Schmidt (2016) for linear regression. Augmented variables ν ij:i<j and ξ are introduced for conjugate sampling of the shrinkage parameters λ ij:i<j and τ. In each iteration, each column and row of Ω, Λ = (λ 2 ij ), and N = (ν ij ) are partitioned from a p × p matrix of parameters and updated in a block. Then the global shrinkage parameter τ and its auxiliary variable ξ are updated.
The following part derives the posterior distribution of the precision matrix. Given data Y n×p and the shrinkage parameters, the posterior of Ω under the graphical horseshoe model is
It is not obvious how to sample from this distribution. Following Wang (2012) , one column and row of Ω are updated at a time. Without loss of generality, the posterior distributions for the last column and the last row are derived here. First, partition the last column and row in the matrix:
where (−p) denotes the set of all indices except for p, and Λ (−p)(−p) and λ (−p)p have entries λ 2 ij . Diagonal elements of Λ (−p)(−p) can be arbitrarily set to 1. Then, the full conditional of the last column of Ω is
where Λ * is a diagonal matrix with λ (−p)p in the diagonal.
Next, a variable change is performed to obtain gamma and multivariate normal distributed variables, which can be efficiently sampled. Let β = ω (−p)p and γ =
The Jacobian of the transformation is a constant, and the full conditional of β and γ is
where
Therefore the posterior distribution of the last row and column of Ω is obtained. All elements in the matrix Ω can be sampled by sampling one row and column at a time.
Next, the local and global shrinkage parameters λ ij and τ need to be sampled. Makalic and Schmidt (2016) made the following key observation: if x 2 | a ∼ InvGamma(1/2, 1/a) and a ∼ InvGamma(1/2, 1), then marginally x ∼ C + (0, 1), where the shape-scale parameterization is used for the inverse gamma distribution. The inverse gamma distribution is conjugate for the variance parameter in a linear regression model with normal errors and to itself, which ensures all required conditionals also follow inverse gamma distribution. Thus, introduce latent ν ij and write λ 2 ij | ν ij ∼ InvGamma(1/2, 1/ν ij ), and ν ij ∼ InvGamma(1/2, 1). Since from Equation (2), the full conditional posterior distribution of β is normal, the full conditional posteriors of λ ij and ν ij are easily obtained as
, respectively. Using a similar parameterization, the full conditional posteriors for τ 2 and its auxiliary variable ξ are also inverse gamma.
Thus, combining the matrix partition and variable change for Bayesian graphical lasso proposed by Wang (2012) and the variable augmentation for the half-Cauchy prior proposed by Makalic and Schmidt (2016) , the graphical horseshoe model has all conditionals in closed form and hence, admits a full Gibbs sampler. The sampler is summarized in Algorithm 1.
The constraint on Ω ∈ S p is maintained in every iteration as long as the starting value is positive definite, for the same reason that the positive definiteness is maintained in Bayesian graphical lasso (Wang, 2012) . Suppose that at iteration t, the current sample Ω (t) is positive definite. Then all of its p leading principal minors are positive. After updating the last column and row of Ω, the new sample Ω (t+1) has the same leading principal minors as Ω (t) except for the last one which is of order p. The last leading principal minor is det(
), and is positive since both γ and det(Ω (t) (−p) (−p) ) are positive. Consequently, Ω (t+1) after updating is positive definite.
The required full conditionals in the proposed Gibbs sampler are either multivariate normal, gamma or inverse gamma, for which efficient sampling methods exist. Where S = Y Y, n=sample size Set p to be number of rows (or columns) in S Set initial values Ω = I p×p , Σ = I p×p , Λ = 1, N = 1, τ = 1, ξ = 1, where 1 is a matrix with all elements equal to 1, Λ has entries of λ 2 ij , N has entries of ν ij for iter = 1 to (burnin + nmc) do
features does not cause problems in sampling of λ and ν. The most computationally expensive step is the sampling of β, where the (p − 1) × (p − 1) matrix Ω (−p)(−p) and 
Kullback-Leibler Risk Bounds
In this section, we discuss the Kullback-Leibler divergence (KLD) between the true sampling density and the Bayes estimator of the density function under various priors, including the graphical horseshoe prior. We show that the upper and lower bounds of the Cesàro-average risk for the posterior mean estimate of the true sampling density diverge for all methods when p 2 /n → ∞, but the bounds for the graphical horseshoe estimator diverge slower than the other methods.
Suppose that there is a true sampling model. Let Ω 0 denote the true value of the precision matrix, p Ω = p(y | Ω) denote a sampling density with parameter Ω, and ν(A) denote the measure of some set A. Let D(p 2 ||p 1 ) = E p 2 log (p 2 /p 1 ) denote the KLD from p 1 to p 2 . Then the following lemma on the Cesàro-average risk of the posterior mean estimator of the density function holds.
formation neighborhood of size , centered at Ω 0 . Let ν(dΩ) be the prior measure of Ω and
p Ω (y i )ν(dΩ) be the posterior measure after observing i.i.d. y 1 , ..., y n from the sampling density p Ω . Letp n = p Ω ν n (dΩ) be the posterior mean estimator of the density function. Under the assumption that the prior measure ν(A ) > 0 for all > 0, the Cesàro-average risk R n of the estimatorp n admits the following lower and upper bounds for all > 0:
where E denotes an expectation with respect to the data distribution.
Proof of Lemma 3.1 can be found in Appendix A. Thus, the resultant bounds from this lemma determine whether the Bayes estimatorp n converges to the true density p Ω 0 in the Kullback-Leibler sense in expectation. Taking = 1/n, the upper and lower bounds of R n are a function of two things: the sample size n, and the prior measure of the Kullback-Leibler information neighborhood A of true Ω 0 . Since the horseshoe prior has higher mass near the true parameter than any prior that is bounded above when the true parameter is zero, the graphical horseshoe estimator has smaller upper and lower bounds on R n when the true precision matrix is sparse. The result is summarized in the following theorem. 
n log ν(A 1/n ) for all n, and:
(1) Forp n under the graphical horseshoe prior, p 0 log {
, where p 0 is the number of zero elements in Ω 0 , p 1 is the number of nonzero elements in Ω 0 , and C 1 , C 2 , C 3 , C 4 are constants.
(2) Suppose p(ω ij ) is any other prior density that is continuous, bounded above, and strictly positive on a neighborhood of the true value ω ij0 . Then p 2 log
where K 1 and K 2 are constants.
Proof of Theorem 3.2 can be found in Appendix B. The neighborhood A 1/n is bounded by two Euclidean cubes on p × p dimensions where the edges of these cubes have length proportional to n 1/2 p on each dimension. On these cubes, the measure of p(Ω) is obtained by the product of the measures of p(ω ij ) on each of the p 2 dimensions of Ω.
Any Bayesian estimator with a prior density bounded above near the origin gives a prior measure of order 1/(n 1/2 p) on each dimension. The graphical horseshoe estimator gives a prior measure of order log (n 1/2 p)/(n 1/2 p) on each dimension with ω ij0 = 0, and a measure of order 1/(n 1/2 p) on each dimension with nonzero ω ij0 .
Some common Bayesian estimators, including the double exponential prior in Bayesian lasso, induce a prior density bounded above near the origin (Carvalho et al., 2010) . Although the SCAD estimate can not be expressed as a maximum a posteriori estimate, the prior density corresponding to the SCAD penalty would be bounded by Theorem 1 in Polson and Scott (2012) . Therefore, both graphical lasso and graphical SCAD have an upper bound corresponding to Part (2) of Theorem 3.2. These methods put a prior measure of order 1/(n 1/2 p) near the true parameter on each dimension, regardless of whether or not the true parameter is zero. Unlike the horseshoe prior, these methods do not put dense prior mass near the origin, and do not utilize the fact (or expectation) that most of the true parameters are zero.
An implication of Theorem 3.2 is that all methods fail in terms of Kullback-Leibler divergence when dimension is high and sample size is small. When p 2 is large, the volume of the Kullback-Leibler information neighbourhood A is very small in the p 2 dimensions. Therefore, unless the prior has a point mass at the true parameter ω ij0 in almost all dimensions, the prior measure ν(A ) will be extremely small when p 2 is large.
Since a lower bound of R n is − 1 n − 1 n log ν(A 1/n ) by Lemma 3.1, this lower bound will grow to infinity when p 2 /n → ∞.
Though all methods fail when p 2 /n → ∞, one element where the true parameter is zero contributes (log n 1/2 p − log C)/n to the upper and lower bounds of R n under a bounded prior near the origin, and (log Mn 1/2 p − log C − log log 2Mn 1/2 p)/n to the upper and lower bounds of R n under the graphical horseshoe prior. For each element where the true parameter is zero, the graphical horseshoe Kullback-Leibler risk has an extra −O{(log log n 1/2 p)/n} term. Consequently, when most off-diagonal elements in the true precision matrix are zero, the graphical horseshoe estimate provides a non-trivial improvement on R n . In Section 5, we will compare the Kullback-Leibler divergence of graphical horseshoe estimate to graphical lasso and graphical SCAD estimates in simulations. We will show that the graphical horseshoe estimate has smaller Kullback-Leibler divergence, especially when the precision matrix is extremely sparse.
However, we will discuss the bias of the graphical horseshoe estimate first.
Bias of the Graphical Horseshoe Estimator
Suppose that all diagonal elements in the precision matrix are known. Then, by the partial regression representation of the parameters (Pourahmadi, 2011) , given the rest of the features, an observation of the ith feature follows a normal distribution
ii0 ), where y i is an observation of the ith feature, y (−i) is an observation of all features other than i, ω ii0 is the diagonal element in the true precision matrix corresponding to feature i, and ω i(−i)0 is the off-diagonal elements in the true precision matrix on the ith row. Without loss of generality, the following discussion in this section takes i = p. Given observations of features 1 to p − 1, Y (−p) , the least squares estimate of the pth column in the precision matrix is an unbiased estimate with a normal
Marginally, the least squares estimate of each elementω pj inω p(−p) has a univariate normal distributionω
We use this property of the least squares estimate to state our main result on the elementwise bias of the graphical horseshoe estimate. 
and has support between 0 and 1. 
, and by the scaling,
Proof of Theorem 4.1 is in Appendix C. A very brief introduction to the CCH distribution and the upper bound of E(Z), where Z ∼ CCH(1, 1/2, 1, s, 1, θ), can be found in Bhadra et al. (2016) . Part (1) of Theorem 4.1 states that given the data, the element-wise graphical horseshoe estimate is close to (in fact O(1/ω pj ) away from) the unbiased least squares estimate whenω 2 pj is large, for any fixed global shrinkage parameter θ pj . This property of the posterior mean is a consequence of the half-Cauchy distribution in the horseshoe prior. One may notice that the parameter θ pj in the CCH distribution depends on the data. However, the global shrinkage parameter τ can be estimated to control θ pj and E(Z pj ), so that the graphical horseshoe estimate has the desired shrinkage.
On the other hand, Part (2) of Theorem 4.1 asserts that the posterior mean estimate of Bayesian graphical lasso does not converge to the unbiased least squares estimate for any finite n, even whenω pj is large. In addition, the term a varies inversely with the global shrinkage parameter in the double-exponential prior and tends to be large in sparse cases (Carvalho et al., 2009) . Therefore, in sparse cases, the posterior mean estimate of Bayesian graphical lasso tends to be further away from the unbiased least squares estimate.
Part (3) of Theorem 4.1 implies the condition thatω 2 pj is large is met with high probability when sample size is large. The parameterω 2 pj has a noncentral χ 2 distribution with noncentrality parameter ω 2 pj and 1 degree of freedom. The noncentrality parameter ω 2 pj equals to a constant ω 2 pj0 ω
jj } −1 has mean proportional to n − p + 2 and mode proportional to n − p. Therefore, when ω pj0 = 0 and n p, both ω 2 pj andω 2 pj are large with high probability, and the graphical horseshoe estimate of ω pj is O(1/ω pj ) away from the unbiased least squares estimate.
To summarize the main implications of Theorem 4.1, when n p and the true parameter is nonzero, the graphical horseshoe estimate is close to an unbiased estimator with high probability, while the posterior mean estimate of Bayesian graphical lasso is not. When the sample size is sufficiently large, the bias of graphical horseshoe estimate is low for nonzero elements even though the method shrinks zero elements heavily. The theorem depends on the least squares estimate, which does not exist when n < p. How-ever, graphical horseshoe is a shrinkage method that gives a stable estimate even when n < p. The bias of graphical horseshoe estimate is affected by the constant ω 2 pj0 ω −1 pp0 , which implies that bias would be small when ω 2 pj0 ω −1
pp0 is large even in a n < p case. In Section 5, we numerically demonstrate the error of graphical horseshoe estimates under various situations, with both n > p and n < p.
Simulation Study
In this section, simulations are performed to compare the graphical horseshoe, graphical lasso, graphical SCAD, and Bayesian graphical lasso estimators. In the first example, we consider p = 100 features and n = 50 observations. The precision matrix Ω 0 is taken to be sparse with diagonal elements set to one and one of the following three patterns for off-diagonal elements (Friedman et al., 2010) :
Random. Each off-diagonal element is randomly set to ω ij < 0 (corresponding to positive partial correlations) with probability 0.01, where the magnitude of nonzero off-diagonal elements is uniformly selected between −1 and −0.2. For these simulations, we consider 35 nonzero elements in Ω 0 with values ranging between −0.8397 and −0.2044.
Hubs. The rows/columns are partitioned into disjoint groups {G k } K 1 . Each group has a row k where off-diagonal elements are taken to be ω ik = 0.25 (corresponding to negative partial correlations) for i ∈ G k and ω ij = 0 otherwise. We consider 10 groups and 10 members within each group, giving 90 nonzero off-diagonal elements in Ω 0 .
Cliques. The rows/columns are partitioned into disjoint groups and ω ij:i,j∈G k , i =j are set to −0.45 corresponding to a positive partial correlation case and to 0.75 corresponding to a negative partial correlation case. We again consider 10 groups but only three members within each group, resulting in 30 nonzero off-diagonal elements in Ω 0 .
In our second and third examples, we consider p = 100, n = 120 and p = 200, n = 120, using the sparsity structures above. The p = 100, n = 120 case uses the same precision matrix as the p = 100, n = 50 case. For the p = 200, n = 120 case, all settings for the precision matrix are kept the same except in the random structure where each off-diagonal ω ij has a probability of 0.002 of being nonzero. The results for the three examples are summarized in Tables 1, 2 and 3, respectively. For each choice of Ω 0 , 50 data sets are generated and Ω is estimated using the graphical SCAD, graphical horseshoe, frequentist graphical lasso with and without penalization on diagonal elements, and the Bayesian graphical lasso. Our graphical horseshoe estimator is implemented in MATLAB. We use the posterior mean as our estimate. MAT-LAB code by Wang (2012) is used for the graphical SCAD and Bayesian graphical lasso.
The frequentist graphical lasso is implemented using the package "glasso" in R. Tuning parameters in the graphical lasso and graphical SCAD are selected by five-fold cross validation using log likelihood. In the case where p = 100 and n = 120, an estimate of Ω based on the unpenalized likelihood function is feasible, and we also include a refitted graphical lasso in this comparison. For the refitted graphical lasso, the graphical lasso is first applied for variable selection, then the selected parameters in Ω are refitted using the graphical lasso algorithm, with the tuning parameter fixed at zero (i.e. no penalization). For the refitted graphical lasso, log likelihood of the final unpenalized estimate is used to calculate the cross validation score, used in selecting the tuning parameter in the variable selection step.
Stein's loss of the estimated precision matrix Ω (which equals to 2 times the KullbackLeibler divergence of Ω from Ω 0 ), Frobenius norm of Ω − Ω 0 , true positive rate (TPR), and false positive rate (FPR) are calculated. Since both graphical SCAD and graphical lasso provide variable selection in their estimates (i.e., some of the elements are estimated to be zero), their variable selection results are calculated using the number of nonzero estimates. Graphical horseshoe and the Bayesian graphical lasso, however, are shrinkage methods and do not estimate elements to be exactly equal to zero. For these two methods, we use the symmetric central 50% posterior credible intervals for variable selection. That is, if the 50% posterior credible interval of an off-diagonal element of Ω does not contain zero, that element is considered a discovery, and vice versa. For each statistic, we report the mean and standard deviation computed over 50 data sets. We also report the average CPU time in minutes for each method. We provide additional simulation results, a larger dimensional setting with p = 400 and n = 120, and MCMC convergence diagnostics in the Supplementary Material.
Estimation
From Tables 1, 2 and 3, the graphical horseshoe estimate has the smallest Stein's loss and the smallest Frobenius norm (F norm) among the regularization methods considered, in eleven and ten out of twelve cases, respectively. When p = 100 and n = 120, an estimation of Ω based on the unpenalized likelihood is feasible, since n > p. In this case, the refitted graphical lasso, based on variable selection by graphical lasso and unpenalized estimation of the selected variables, performs well (Table 2 ). However, the graphical horseshoe performs comparably to the refitted graphical lasso, except for the hubs structured precision matrix. The graphical horseshoe is expected to perform well when the precision matrix is sparse and the absolute values of scaled nonzero elements are large. In our simulations, the hubs structure is the least sparse with small nonzero elements, and the cliques structured matrix with negative partial correlations is the sparsest with larger nonzero elements. Simulation results confirm that the advantage of graphical horseshoe is indeed larger in the cliques structure with negative partial correlations, and smaller in the hubs structure, if there is an advantage at all.
In the simulations, the graphical SCAD and frequentist graphical lasso with penalized diagonal terms are comparable in terms of Stein's loss and Frobenius norm. The frequentist graphical lasso with unpenalized diagonal terms performs somewhat worse.
The Bayesian graphical lasso is by far the worst in estimation, especially in terms of Stein's loss, in accordance with the results in Section 3. Figure 1 shows the estimation errors in nonzero off-diagonal elements for the random structured precision matrix. As a plot showing estimation errors using all 50 data sets will be hard to read, errors in only the first five data sets in simulations are shown in each plot. Scatterplots indicate that the errors in the graphical horseshoe estimates are randomly scattered around zero while the graphical lasso, graphical SCAD and Bayesian graphical lasso always shrink the estimates toward zero. When p = 100 and n = 120, graphical horseshoe estimates have errors comparable to the unpenalized refitted graphical lasso errors. Graphical horseshoe estimates also have smaller errors than the other estimates, especially when absolute values of true elements are large and when n − p is large. These results agree with the theory and discussion in Section 4. tives due to wide credible intervals for large signals, we use the 50% credible interval for variable selection. By the conservative property of the procedure, false positives would be controlled under this criterion. This choice also agrees with the median probability model suggested by Barbieri and Berger (2004) .
True and false positive rates are reported in Table 1 , 2 and 3. True positive rates under the graphical horseshoe prior are indeed lower when p = 100 and n = 50. However, the true positive rate for the graphical horseshoe improves greatly when n = 120.
The graphical horseshoe also has lower false positive rates than the other regulariza- tion methods. Figure 2 shows the ROC curves, plotting true positive rate against false positive rate for variable selection results, when p = 100 and n = 50. The ROC curves for the graphical lasso and graphical SCAD are generated by estimating the precision matrix with a sequence of various tuning parameters. The ROC curves for the graphical horseshoe and Bayesian graphical lasso are generated by varying the length of posterior credible intervals, from 1% to 99%. Except for the graphical SCAD, which always performs worse in variable selection, the other methods have similar ROC curves. For the random and cliques structured matrix with negative partial correlations, the ROC (a) p = 100, n = 50
Figure 1: Errors of nonzero elements of estimated precision matrix by frequentist graphical lasso with penalized diagonal elements (GL1), frequentist graphical lasso with unpenalized diagonal elements (GL2), refitted graphical lasso (RGL), graphical SCAD (GSCAD), Bayesian graphical lasso (BGL), and graphical horseshoe (GHS). Random structure of precision matrix. Estimates using the first five data sets in simulations.
curve of the graphical horseshoe is slightly closer to the y-axis. Although the difference is minute in terms of the false positive rate, such a difference could greatly increase precision, the rate of true positives among all discoveries, in a sparse model. When most parameters are zero, a little increase in false discovery rate greatly increases the number of false discoveries and decreases precision. In our simulations, the precision for the graphical horseshoe is almost always higher than 0. Figure 2: Receiver operating characteristic (ROC) curves of estimates by frequentist graphical lasso with penalized diagonal elements (GL1), frequentist graphical lasso with unpenalized diagonal elements (GL2), graphical SCAD (GSCAD), Bayesian graphical lasso (BGL), and graphical horseshoe (GHS), for precision matrix with random structure, hubs structure, cliques structure with positive partial correlations, and cliques structure with negative partial correlations. p = 100 and n = 50. The true positive rate (sensitivity) is shown on the y-axis, and the false positive rate (1-specificity) is shown on the x-axis.
Analysis of Human Gene Expression Data
We analyze the expression of 100 genes in 60 unrelated individuals of Northern and Western European ancestry from Utah (CEU). A description of the data set can be found in Bhadra and Mallick (2013) . For this analysis, we assume that the gene expressions of the individuals in this data set are identically distributed with a multivariate normal distribution. We analyze centered gene expressions using graphical horseshoe, graphical lasso with penalized diagonal elements, graphical SCAD, and Bayesian graphical lasso. Tuning parameters in graphical lasso and graphical SCAD are selected by fivefold cross validation, using log likelihood. For graphical lasso and graphical SCAD, the existence of association between a pair of genes in terms of expression is determined by whether the corresponding element in the precision matrix is estimated to be zero.
For the graphical horseshoe and Bayesian graphical lasso, we used whether zero is included in the 50% posterior credible interval. The inferred graph by graphical horseshoe, graphical lasso and Bayesian graphical lasso are shown in Figure 3 . The graphical horseshoe estimate has 83 vertices and 109 edges. The inferred graph has 100 vertices and 1135 edges by graphical lasso estimate, and 100 vertices and 976 edges by Bayesian graphical lasso estimate. The graphical lasso and Bayesian graphical lasso estimates determine that every gene expression is associated with at least one other gene expression in this data set, and is likely to have included false positive associations. None of the graphical SCAD estimated elements in the precision matrix is zero, so the inferred graph by graphical SCAD estimate has 100 vertices and 4950 edges. The induced graphs by graphical lasso, Bayesian graphical lasso and graphical SCAD are not very informative for an understanding of gene expressions in this data set. On the other hand, it is easier to identify gene expressions with smaller (and larger) residual variance, and to find pairs of gene expressions with higher partial correlations for further studies in the graphical horseshoe estimate. Our resulting network using the human gene expression data can be compared with that in Bhadra and Mallick (2013) , who used the same data set in a regression setting (as opposed to the zero mean setting used by us), where the gene expressions were regressed on SNPs and the resulting network on the residual terms was plotted.
Comparison of these two networks should provide an insight into which edges are "robust" to the effect of being conditioned upon the SNPs.
Figure 3: The inferred graph for the CEU data, by graphical horseshoe (GHS), frequentist graphical lasso with penalized diagonal elements (GL), and Bayesian graphical lasso (BGL) estimates. Genes that are conditionally independent of all the others are not shown. Size of vertices is proportional to residual variance, and width of edges is proportional to magnitude of partial correlation.
Conclusions
The problem of precision matrix estimation in a multivariate Gaussian model poses a challenge in high-dimensional data analysis. In this paper, we proposed the graphical horseshoe estimator with easy implementation by a full Gibbs sampler. By using a prior with high density near the origin and a Cauchy-distributed local shrinkage parameter on each dimension, the graphical horseshoe model generates estimates close to the true distribution in Kullback-Leibler divergence and with small bias for nonzero elements.
Simulations confirm that the graphical horseshoe outperforms alternative methods in various situations.
We have shown when the Kullback-Leibler divergence is under consideration, all methods eventually fail in high dimensions. In addition, the difference between sample size and feature size also affects bias. This implies that efforts should be spent on variable screening prior to analysis in order to bring the feature space to a manageable size.
Although some properties of variable selection by the horseshoe prior in sparse normal means problem are known, theoretical understanding of true and false discoveries under the graphical horseshoe prior are still lacking. It will also be interesting to compare the graphical horseshoe to some recently proposed methods in graphical model estimation, for instance, the spike-and-slab lasso (Deshpande et al., 2017) . Use of other priors exhibiting properties similar to the horseshoe, such as the horseshoe+ (Bhadra et al., 2017) or the Dirichlet-Laplace (Bhattacharya et al., 2015) should also be explored.
A Proof of Lemma 3.1
Recall the sampling density is p(y | Ω) = p Ω (y), the prior probability distribution is ν(dΩ), and the true parameter is Ω 0 . Define p n (Ω 0 ) = ∏ n i=1 p Ω 0 (y i ), the true product density for i.i. d. y 1 , . . . , y n , and p n (Ω) = ∏ n i=1 p Ω (y i ). Equations (2), (8) and (9) in Barron (1988) yield
, and
to the additivity of KLD for product densities. Thus, 1 ≥ e −nD n (Ω) ≥ e −n and ,
The upper bound in Equation (A.2) provides an upper bound on R n in Equation (A.1),
since by properties of KLD we have E(D(ν * ||ν)) ≥ 0. To prove the lower bound on R n , we need an upper bound on E(D(ν * ||ν)). Noting again the bound 1 ≥ e −nD n (Ω) ≥ e −n , and the definition of ν * , we have,
Using the bounds from Equations (A.2) and (A.3) into Equation (A.1) yields, R n ≥ − 1 n logν{Ω : D n (Ω) < } − . Noting the equivalence ν(A ) = ν{Ω : D n (Ω) < } completes the proof.
B Proof of Theorem 3.2
We claim that an Euclidean cube of p 2 dimensions with (ω ij0 , ω ij0 + √ /2Mp) on each dimension lies inside A and an Euclidean cube with p 2 dimensions with (ω ij0 − 2 √ /Mp, ω ij0 + 2 √ /Mp) on each dimension contains A . The proof is as following.
Take Ω = Ω 0 + (δ/Mp)1 where 1 is a matrix with all elements equal to 1, then 
√ /2 and 2 √ , and it can be verified that the claim at the beginning of this proof is true when √ → 0.
Now that we find cubes that lies in and contains A , we can bound ν(A ) by the product of prior measures on each dimension of these cubes. For any prior p(ω ij ) satisfying the conditions stated in the part (2) of the theorem,
since the density is bounded above. The horseshoe prior also satisfies these conditions when ω ij0 = 0 (Carvalho et al., 2010) , so the same formula holds for graphical horseshoe prior when ω ij0 = 0. Taking = 1/n and summing over p 2 dimensions completes the proof of Part (2) of Theorem 3.2.
By Theorem 1 in Carvalho et al. (2010) , the horseshoe prior has tight bounds when τ = 1. Using these bounds, K/2
Using the variable change in the proof of Theorem 4 in Carvalho et al. (2010) , let u = 4/ω 2 ij , then integrate by parts
After some algebra and taking = 1/n, the final expression is
Having fixed values of τ other than 1
does not change the rate of this integration with respect to √ /Mp.
The other half of the bounds in Carvalho et al. (2010) gives that
Using integration by parts, the right hand side of this expression is equal to K{
Part (1) of Theorem 3.2 is derived.
C Proof of Theorem 4.1
First, consider the posterior mean estimate under the graphical horseshoe prior. It is
. We use ω pp and ω pp0 interchangeably in the proof since all the diagonal elements are assumed known. Then
To get the marginal distribution ofω pj , integrate the local shrinkage parameter λ pj ,
This expression differs only by a scale ω −1 pp m −1 from expressions leading to Proposition 4.1 in Bhadra et al. (2016) . Using proof of Theorem 4.1 in Bhadra et al. (2016) and Theorem 2 in Carvalho et al. (2010) , the posterior mean under the horseshoe prior is = Ω (−p) − ω (−p)p ω p(−p) /ω pp , so that the scale parameter of the Gamma distribution is 2(ω jj0 − ω 2 jp0 /ω pp0 ) −1 , as claimed in Part (3).
S.1 MCMC Convergence Diagnostics
Figure S.1: Stein's loss of the sampled Ω at each iteration using Algorithm 1 for graphical horseshoe, under (a) hubs structure, p = 100, n = 50, and (b) hubs structure, p = 200, n = 120, (c) hubs structure, p = 400, n = 120. The first data set in the corresponding simulations are used. We evaluate the convergence and mixing of the proposed graphical horseshoe Gibbs sampler by plotting Stein's loss of sampled Ω across iterations (i.e., a trace plot), using different starting values for each chain. It is shown that when p = 100 and p = 200, MCMC samples using Algorithm 1 converge within 500 iterations, and mix reasonably well. When p = 400, the algorithm takes longer to converge. In the simulations, we use more burn-in samples when the dimension is higher. We use 500 burn-in samples when p = 100; 1000 burn-in samples when p = 200; and 2500 burn-in samples when p = 400. We use 5000 iterations in all cases, for both graphical horseshoe and Bayesian graphical lasso. Figure S .1 shows the plots used for MCMC diagnostics. Formal tests such as Gelman-Rubin diagnostics could be carried out using the MCMC output, if desired.
S.2 Additional Simulation Results
We provide additional simulation results in this section. The purpose is two-fold:
1. Tables S.1, S.2 and S.3 provide estimates of sensitivity, specificity, precision and accuracy for the same settings used in Section 5, complementing the TPR and FPR presented in Tables 1, 2 and 3. 2. Following requests by the referees, Table S .4 provides results on a larger simulation setting, with p = 400, n = 120, for the hubs and cliques negative structures. FN) ) of precision matrix estimates over 50 data sets generated by multivariate normal distributions with precision matrix Ω 0 , where p = 100 and n = 120. The precision matrix is estimated by frequentist graphical lasso with penalized diagonal elements (GL1), frequentist graphical lasso with unpenalized diagonal elements (GL2), refitted graphical lasso (RGL), graphical SCAD (GSCAD), Bayesian graphical lasso (BGL), and graphical horseshoe (GHS). The best performer in each row is shown in bold. FN) ) of precision matrix estimates over 20 data sets generated by multivariate normal distributions with precision matrix Ω 0 , where p = 400 and n = 120. The precision matrix is estimated by frequentist graphical lasso with penalized diagonal elements (GL1), frequentist graphical lasso with unpenalized diagonal elements (GL2), graphical SCAD (GSCAD), Bayesian graphical lasso (BGL), and graphical horseshoe (GHS). The best performer in each row is shown in bold. 
