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Abstract
We analyse completely the BRST cohomology on local functionals for two
dimensional sigma models coupled to abelian world sheet gauge elds, including
eective bosonic D-string models described by Born-Infeld actions. In partic-
ular we prove that the rigid symmetries of such models are exhausted by the
solutions to generalized Killing vector equations which we have presented re-
cently, and provide all the consistent rst order deformations and candidate
gauge anomalies of the models under study. For appropriate target space
geometries we nd nontrivial deformations both of the abelian gauge trans-
formations and of the world sheet dieomorphisms, and antield dependent
candidate anomalies for both types of symmetries separately, as well as mixed
ones.
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1 Introduction
D-branes [1] play a crucial role in recent advances towards understanding nonper-
turbative properties of string and supersymmetric quantum eld theories. The low
energy eective action of a D-brane involves a Born{Infeld type action containing
the coordinates of the brane and a U(1) world-volume gauge eld. In the case of IIB
D-branes, it has been recently suggested that, for a manifestly SL(2; Z) invariant for-
mulation, the action should contain a world-volume eld for every background gauge
potential [2, 3]. In the case of the D-string one then should introduce two U(1) gauge
elds on the world-sheet.
Inspired by these developments, we consider in this paper a class of models in-
cluding (eective) bosonic D-strings described by Born{Infeld type actions, but not
restricted to them. Rather, the models under study are characterized only by their
eld content, gauge symmetries and a locality requirement. Specically, we consider
models described in terms of a set of world-sheet scalar elds XM (\target space co-
ordinates"), a set of world-sheet gauge elds Aa, and an auxiliary world-sheet metric
γ . The action functionals for such models are required to be local, i.e. polynomial
in derivatives of the elds, and invariant under world-sheet dieomorphisms, local
Weyl transformations of γ and abelian gauge transformations of the A
a
 (the local
Weyl symmetry is spurious in the sense that it can be avoided if one works with two
\Beltrami variables" h++, h−− instead of the three components of γ , see section
3). The classication of all action functionals satisfying these requirements will be
part of our results. This includes Born{Infeld type actions, as they can be written in
a form which is local in the above sense by means of scalar auxiliary elds counting
among the XM , see section 4.
The main purpose of the paper is to investigate these models with regard to their
symmetries. Specically, we aim at a classication of their rigid (= global) symme-
tries and dynamical conservation laws, and of the possible anomalies and nontrivial
continuous deformations of their gauge (= local) symmetries. Studying such defor-
mations covers the determination of possible gauge invariant interactions between
world sheet gauge elds and the target elds XM , and has useful applications within
the renormalization program for eective gauge theories [4].
These issues are analysed systematically by computing the BRST cohomology in
the space of local functionals of the elds and their antields. The rigid symme-
tries and dynamical conservation laws arise from this cohomology at negative ghost
numbers [5], the action functionals and consistent (rst order) deformations at ghost
number 0 [6], and the candidate anomalies at ghost number 1 [7]. In fact we will
compute the cohomology at all ghost numbers and discuss afterwards the results in
detail for ghost numbers  1.
We have organized the paper as follows. In section 2 we describe the models and
the cohomological problem to be studied. In section 3 we perform the rst part of the
cohomological analysis for which the explicit knowledge of a classical action is not
needed. The action functionals themselves are then determined in section 4. We then
complete the cohomological analysis and summarize the result in a compact form for
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all ghost numbers in section 5 (the computation itself is relegated to an appendix). In
section 6 we spell out explicitly the physically most important solutions (those with
ghost numbers  1) and comment on them. To illustrate these results we discuss in
section 7 a class of models with only one abelian gauge eld. The paper is ended by
some conclusions in section 8, and three technical appendices.
2 The cohomological problem
As mentioned already, the eld content of the models we are going to study is given
by the world-sheet metric γ ( = +;−), a set of scalar elds XM { some of which
may be auxiliary elds { and a set of abelian gauge elds Aa. The number of scalar
and gauge elds is not specied, i.e. our approach covers models with any number
of such elds. We impose invariance under world-sheet dieomorphisms, local Weyl
transformations of the world-sheet metric, and abelian gauge transformations of the
Aa. The ghost elds associated with these gauge symmetries are denoted by 

(dieomorphism ghosts), c (Weyl ghost) and Ca (abelian ghosts) respectively. This
xes the eld content to
fAg = fγ ; X
M ; Aa ; 
 ; c ; Cag:
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According to the standard prescription of the eld-antield formalism [8, 9, 10],







where S is the proper solution of the (classical) master equation. As the gauge algebra









where L0 is the integrand of a classical action with (only) the above gauge symmetries.
For later purposes we decompose the BRST-transformations into parts with dierent
so-called antighost numbers. In this case the decomposition has only two pieces,
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denoted by  and γ respectively where  is the eld theoretical Koszul{Tate dierential
[11] which acts nontrivially only on the antields,
s =  + γ; sA = γA; sA = ( + γ)

A : (2.4)






















i is the Euler{Lagrange derivative of L0 with respect to 
i. In contrast,



















The cohomological problem to be studied is dened on local functionals. These
are local functions integrated over the world-sheet,
W g =
Z
d2 w; gh(w) = g (2.7)
where g denotes the ghost number (gh) and the integrands are required to depend
polynomially on derivatives of all the elds and antields. A restriction on the number
or order of derivatives that may occur is however not imposed. The dependence on the
undierentiated elds XM and γ may of course be nonpolynomial. By denition,
a local functional (2.7) is called BRST invariant if the BRST transformation of its
integrand is a total derivative,
sw = @v
; (2.8)
where the v are required to be local functions too. Solutions of the form sw^ + @v^

are called trivial whenever w^ and v^ are local functions, and two solutions are called
equivalent (’) if they dier by a trivial solution,
w ’ w0 :, w − w0 = s w^ + @v^
: (2.9)
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3 Contracting homotopies and conformal struc-
ture
The rst part of the cohomological analysis consists in the construction of contract-
ing homotopies which reduce the cohomological problem considerably and do not
depend on the specic choice of the classical action (only the knowledge of the gauge
transformations is needed). It applies a technique described in [12] which reveals in
this case a ‘conformal structure’ of the models under study and reduces the problem
to the cohomology in a space of conformal tensor elds and generalized connections.
This conformal structure enables us to reduce the analysis further to a \conformally
invariant" cohomological problem in a manner that parallels the analysis of sigma
models performed in [13]. We shall not repeat in detail the arguments and construc-
tions used in [12] and [13]; rather we shall focus on the basic ideas and describe
afterwards their outcome for the models studied here. These ideas are:
1. The formulation of the cohomological problem in the jet bundle of the elds
and antields. Essentially this means that the elds, antields and all their
derivatives are considered as local coordinates of an innite jet space J1.
2. The mapping of the BRST cohomology in the space of local functionals to the
cohomology of
~s = s+ d (3.1)
in the space of local total forms on J1 (\~s-cohomology" for short). A local
total form is simply a sum of local forms with dierent form degrees and ghost
numbers.
3. The construction of a complete set of new local jet coordinates fU ‘;V‘;W ig
satisfying
~sU ‘ = V‘; ~sW i = Ri(W): (3.2)
This allows to contract the ~s-cohomology on local total forms (locally) to the
~s-cohomology on local total forms constructed solely of the W’s.
4. A second very powerful contracting homotopy which eliminates also almost all
of the W’s and reduces the cohomological problem to the ~s-cohomology in the
space of local total forms with vanishing \conformal weights" constructed of
the few remaining W’s.
The mapping to the ~s-cohomology just compresses the analysis of the so-called
descent equations following from (2.8). Namely, written in terms of dierential forms,
(2.8) reads s!2 + d!1 = 0 where !2 = d
+d−w, !1 = d
v
 (with −+ = 1). By
the standard arguments one concludes then the existence of a 0-form !0 such that
altogether
s !2 + d !1 = 0; s !1 + d !0 = 0; s !0 = 0: (3.3)
4
These are the descent equations. They are equivalent to
~s! = 0; ! = !2 + !1 + !0 : (3.4)
When switching from s to ~s, it is natural to introduce a total degree (totdeg) which
is the sum of the ghost number and the form degree (i.e. ~s has total degree 1),
totdeg = gh + formdeg : (3.5)
Hence, the integrands of the BRST invariant local functionals with ghost number g
are just the 2-forms contained in the corresponding ~s-invariant local total forms with
total degree g + 2.
The crucial properties of jet coordinates satisfying (3.2) are of course that the
U ’s and V’s form \~s-doublets", and that ~s leaves the space of the W’s invariant.
The construction of these jet coordinates given below is in fact technically the most
involved part of our analysis. The dierences to an analogous construction in [13]
are (a) the presence of the abelian gauge and ghost elds and their antields which
amounts to the nding of U ’s, V’s andW’s corresponding to these extra elds, and (b)
the switch from s to ~s. (b) is actually straightforward as the s-transformations turn
into ~s-transformations by the replacement  !  + d. Nevertheless, switching
from s to ~s simplies some arguments, such as the proof that explicit world-sheet
coordinates can be removed from all the cocycles (as they count among the U ’s).
In order to construct the U ’s, V’s and W’s we rst replace the undierentiated
components of the world-sheet metric and of the ghosts by the following new jet
coordinates,






~ =  + d + h(
 + d)
~c = c e+ @(
e) + d@e
~Ca = Ca + ( + d)Aa : (3.6)
The h may be viewed as \Beltrami variables". The ~s-transformations of the elds
read in the new basis:
~s h = (@ − h@ + @h) ~

~s e = ~c
~sAa = @ ~C
a  (~ − h~
)F a
~s ~ = ~@ ~

~s ~c = 0
















Next one constructs new jet coordinates replacing the derivatives of the elds. Taking
also the world-sheet coordinates  and dierentials d into account (one has ~s =
d), this yields the new jet coordinates with nonnegative total degrees,





















fW i1g = f ~C
a; @m
~ : m = 0; 1; : : :g








a : m;n = 0; 1; : : :g (3.9)
where subsripts 0 or 1 indicate the total degree, and D are commuting covariant
derivatives
D = (1− h++h−−)
−1





























M for 0  r < m














a for 0  r  m
0 for r > m:
(3.11)
The explicit form of the W i0 in terms of the elds and their derivatives is obtained
from (3.10) and (3.11) in a recursive manner. This is possible because the right hand
sides of (3.11) do not contain powers of D exceeding m. For instance one gets
D+X








M = (1− h++h−−)
−1(@+ − @−h++)D−X
M (3.12)
where in the last line @− acts both on h++ and D−XM . It is also easy to verify by
induction that allW i0 constructed in this way are local functions because only nitely
many summands of the innite sums in (3.10) are actually nonvanishing thanks to
(3.11). We will show below that one can choose the representatives of the cohomology
classes such that the onlyW i0 that contribute to them are X
M , F a and the covariant
derivatives of XM listed in (3.12). Hence, the explicit form of all other W i0 will
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actually not matter later on. Nevertheless the fact that they exist as local functions
of the elds is crucial for our arguments.
The W i0 can be viewed as conformal tensor elds, and the D as conformal co-
variant derivatives. Indeed, using (3.11) and the identication
L−1  D (3.13)










n ] = 0 (m;n = −1; 0; 1; : : :): (3.14)
The occurrence of this innite dimensional algebra reflects the innite dimension of
the conformal group in two dimension and is related to the Weyl invariance which
removes the ‘conformal’ degree of freedom contained in γ . Indeed, in the above
approach this degree of freedom is associated with the variable e =
p
γ. Together
with the Weyl ghost eld, e drops completely out of the cohomological analysis, as
these elds and all their derivatives form ~s-doublets. In fact, we could have worked
from the beginning with the ‘Beltrami’ elds h++ and h−− instead of using the three
components of γ and imposing Weyl invariance. Now, (3.7) suggests to view h++
and h−− as gauge elds for ‘chiral dieomorphisms’, as ~sh++ contains @+ ~
− while
~sh−− contains @− ~
+, but there are no ‘gauge elds’ corresponding to @+ ~
+ and @− ~
−.
As a consequence, themth order derivatives of h++ and h−− pair o with the (m+1)th
order derivatives of the  except for @m+1+
~+ and @m+1−
~−. The undierentiated ghost
elds ~ and their non-paired derivatives @m+1
~ correspond to the Lm.
From (3.7) it is obvious that the W i1 satisfy (3.2). The W
i
0 satisfy (3.2) too as













W i0 : (3.15)
Again, these expressions are local as only nitely many summands are nonvanishing
thanks to (3.11).
Next we construct appropriate new local jet coordinates replacing one by one the
antields and all their derivatives such that (3.2) holds. For this construction the
knowledge of the classical action is not needed, as ~γW i = Ri(W) (with ~γ = γ + d)
implies ~sW i = Ri(W) in our case as a consequence of ~s =  + ~γ and ~γ + ~γ = 0.
Furthermore ~γ does not involve the explicit form of the classical action but only the
gauge symmetries, cf. section 2. This is actually the reason that one can use the
same U ’s, V’s and W’s for all actions with the eld content and gauge symmetries
that we have imposed.
The construction of new jet coordinates replacing the antields γ, , c
 and all
their derivatives has been given in [13]. Their explicit form will not be needed later
on as none of them will contribute nontrivially to the cohomology. We will denote
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count among the U ’s and V’s respectively (due to ~s~c = e), whereas the hm;n and






X^M = (1− h++h−−)
−1XM




C^a = (1− h++h−−)
−1Ca : (3.16)




a are replaced by covariant derivatives of
the redened antields (3.16). These covariant derivatives are constructed recursively
in the same manner as those of XM and F a above, where Lr acts on the covariant




a as on those of F
a in (3.11), while it acts on the
covariant derivatives of A^a as on those of X
M . In particular this yields
DA^

a = (1− h++h−−)
−1(@ − @h) A^

a : (3.17)










a and their covariant derivatives count among the W’s and we thus
get the following set of new jet coordinates replacing the antields and all their
derivatives:











 : m;n = 0; 1; : : :g














a : m;n = 0; 1; : : :g








a : m;n = 0; 1; : : :g: (3.18)
As mentioned above, the W i−1 and W
i
−2 satisfy (3.2) as a consquence of their ~γ-




a and their covariant deriva-
tives take the same form as the ~s-transformations of the W i0 given in (3.15).
This completes the construction of the U ’s, V’s and W’s. As mentioned in the
beginning, the construction performed so far allows us now to eliminate all the U ’s
and V’s from the cohomology (at least locally) and we are left with the W’s. Next
we show that actually only very few W’s contribute nontrivially to the cohomology.
To that end we extend the denition of L+0 and L
−








This reproduces the action of L0 in (3.11) and extends it such that all W’s are
eigenfunctions of L+0 and L
−
0 . Indeed one has
L0W
i = w(i)W i (3.20)
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where the eigenvalues w(i) are integer \conformal weights" listed in table 1.
Fields Antields
totdeg W i w+(i); w−(i) totdeg W i w+(i); w−(i)
1 @m+
~+ m− 1; 0 −2 +m;n m+ 2; 0
@m−
~− 0;m− 1 −m;n 0;m+ 2












M m+ 1; n+ 1
h++m;n 0; n+ 2













a m+ 1; n
Table 1: Total degrees and conformal weights of the W’s
As L+0 and L
−
0 are anticommutators with ~s, they establish contracting homotopies
for the ~s-cohomology in the space of local total forms constructed of the W’s, i.e.,
this cohomology can be nontrivial only in the intersection of the kernels of L+0 and
L−0 . Hence, all nontrivial representatives of the ~s-cohomology can be brought to the
form !(W) where !(W) has vanishing conformal weights,
~s (W) = 0 ) (W) = !(W) + ~s (W); L0 ! = 0: (3.21)
It is in fact easy to construct the most general local !(W) with vanishing conformal
weights. Indeed, table 1 shows that all W’s have a nonnegative conformal weight w+
or w−, except for ~+ and ~− which have weights (−1; 0) and (0;−1) respectively. ~+
and ~− are thus the only W’s which can compensate for positive conformal weights
of other W’s. As ~+ and ~− are Grassmann odd, each of them can appear at most
once in a monomial ofW’s. Hence, aW i with w+(i) > 1 or w−(i) > 1 cannot appear
in a local total form with vanishing conformal weights. ! can thus only depend on
the undierentiated ~ and on those W’s with conformal weights (0; 0), (1; 0), (0; 1)
or (1; 1) respectively. Furthermore the W’s with conformal weights (1; 0), (0; 1) or
(1; 1) appear necessarily together with ~+, ~− and ~+ ~− respectively. We conclude
that ! can be constructed solely out of the following quantities:
fzsg = fXM ; ~+ ; ~− ; ~C
ag






fy+−g = f ~X
M
+− ;















~+^−D+D−XM ; ~F a+− = ~
+ ~−F a;
~XM+− =
~+ ~−X^M ; ~A

a+− =
~+ ~−DA^a ; ~C

a+− =
~+ ~−C^a : (3.23)
fzsg contains all W’s with conformal weights (0; 0), fyA+g (fy
A
−g) contains all W’s
with conformal weights (1; 0) ((0; 1)) multplied by ~+ (~−) in order to compensate
for their conformal weight, and fy+−g contains all W’s with conformal weights (1; 1)
multiplied by ~+ ~−. Note that the subscripts + or − of the y’s indicate that they
contain ~+ or ~−. As the ~ anticommute, the product of two y’s vanishes whenever
they have a subsript + or − in common. This allows us to write the most general
local !(W) with vanishing conformal weights in the form
! = F(z) + yA+ G
+











where F(z), GA (z), H(z), KAB(z) are polynomials in the Grassmann odd quanti-
ties ~+, ~− and ~C
a with X-dependent coecient functions. The remainder of the
cohomological analysis is simply a direct analysis of the cocycle condition ~s! = 0
with ! as in (3.24), modulo corresponding coboundary terms. To perform it we need







The classical action has vanishing ghost number and does not depend on antields.
The requirement that the action be gauge invariant is in our case equivalent to its
BRST invariance (up to surface terms, of course) as the gauge algebra is closed.
The most general gauge invariant local action for the models under study is therefore
obtained from the ~s-cohomology at total degree 2 in the space of antield independent
local total forms. We will now compute this cohomology group and then extract from
the result the most general local action with the required properties.
Using the results of the previous section this is actually an easy exercise. We will
nevertheless describe it in some detail as the procedure applied here will be also used
later in the more compact notation (3.22) to complete the cohomological analysis.
From the analysis of the previous section we know that we can restrict ourselves to
antield independent local total forms (3.24) in order to classify the gauge invariant
local action functionals. Such total forms thus depend only on the quantities listed
in table 2. The ~s-transformations given in the table are obtained from the formulae
of the previous section.
Q XM ~XM ~ ~C
a ~XM+− ~Y ~F
a
+−
totdeg(Q) 0 1 1 1 2 2 2







+− 0 0 0
Table 2: Properties of the antield independent z’s and y’s
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The most general antield independent total form (3.24) with total degree 2 is
!2 = ~XM+ ~X
N




M (X) + ~X
M

~CafMa(X) + ~ ~C
afa (X)
+ ~Yf
(X) + ~F a+−fa(X) + ~X
M
+−fM(X)
where the f ’s are arbitrary functions of the X’s. Using table 2, one easily computes
~s!2 and derives that the cocycle condition ~s!2 = 0 imposes the following restrictions
on the target space functions occurring in !2:
~s !2 = 0 , f = fab = fa = 0; f

M = @Mf
; fMa = @Mha (4.1)
, !2 = ~XM+ ~X
N







(X) + ~XM+−fM(X) + ~F
a
+−fa(X) (4.2)





In order to remove those pieces from !2 which are ~s-exact in the space of antield
independent local total forms, we consider next the general antield independent
total form (3.24) with total degree 1,




Using table 2 again, one gets



















From (4.2) and (4.3) we see that by subtracting the ~s-exact piece ~s!1 from an ~s-
cocycle !2, we can shift some of the target space functions occurring in this cocycle,
!2 ! !2 − ~s!1 ,
8>>>>><>>>>>>:
f ! f − d





@Mha ! @M(ha − da)
fa ! fa − da






This shows that we can always remove f, fM and either ha or fa from !
2 (but, in
general, not both ha and fa) by subtracting an ~s-exact local total form from !
2. We
choose
d(X) = f(X); d−M(X)− d
+
M(X) = fM(X); @Mda(X) = @Mha(X): (4.5)
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constant contributions ea to the da. The choice (4.5) shifts also the remaining func-
tions fMN and fa according to (4.4). We denote these remaining (shifted) functions
by GMN , BMN and Da respectively, where GMN and BMN are the symmetric and
antisymmetric part of the shifted fMN respectively. We conclude that, up to triv-
ial (~s-exact) contributions, any local and antield independent ~s-cocycle with total
degree 2 can be chosen to be of the form
!2 = ~XM+ ~X
N
− [GMN(X) +BMN (X)] + ~F
a
+−Da(X) (4.6)
where GMN and BMN are symmetric and antisymmetric in their indices respectively,
and we still have the freedom to shift BMN and Da according to
BMN(X) ! BMN(X)− @[MeN ](X);
Da(X) ! Da(X)− ea (4.7)
without changing the cohomological class of !2.
The 2-form !2 = d
+d−L0 contained in !
2 is now easily extracted from it,








We conclude that the integrand of any action with the required properties is, up to
















It is easy to verify that the redenitions (4.7) indeed change L0 only by a total
derivative.
Recall that we have derived the above result only by xing the eld content and
by requiring locality and gauge invariance under world-sheet dieomorphisms, local
Weyl transformations of the world-sheet metric, and abelian gauge transformations of
the Aa. It is of course obvious that any action with a Lagrangian (4.9) has these prop-
erties. The nontrivial result we have derived here is that this form of the Lagrangian
is unique up to total derivatives.
The cohomological analysis carried out in the remainder of this paper will be
performed without specifying the functions GMN(X), BMN(X) or Da(X), i.e. it
applies to almost any model with a Lagrangian of the form (4.9). We only have to
exclude special choices of GMN(X), BMN(X) and Da(X) yielding models with even
more gauge symmetries than we have imposed. For such models our approach would
not be sucient because one would have to add extra ghost elds and their antields
corresponding to the additional gauge symmetries. We shall discuss models which
are excluded for this reason in appendix A.
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Apart from requiring the absence of extra gauge symmetries our analysis of models
with a Lagrangian of the form (4.9) will be truely general, i.e. we will not impose
further restrictions on GMN , BMN or Da. In particular we do not assume that
GMN(X) is invertible, i.e. we do not assume that it can be viewed as a metric of a
target space of all XM . Among others this allows us to include bosonic (eective)
D-string actions of the Born{Infeld type. Indeed, such actions arise from (4.9) for
specic choices of GMN , BMN or Da with degenerate GMN [14]. To give an example,
we single out one target space coordinate ’ and use the notation
X0 = ’; XM = xm for m = M > 0; (4.10)
and choose
GM0(X) = 0; Gmn(X) = (1− ’2)−1=2e−(x)gmn(x)
Bm0 = 0; Bmn(X) = −’(1− ’2)−1=2e−(x)bmn(x) + cmn(x)
Da(X) = −’(1− ’2)−1=2e−(x)da(x) + ca(x):

















F = da(x)F a + bmn(x)@x
m@x
n: (4.11)
Of course, the ‘dilaton factor’ exp(−(x)) can be absorbed into gmn(x), bmn(x) and
da(x), analogously to the switch from the ‘string frame’ to the ‘Einstein frame’.
There are further potentially interesting actions of this type associated with dif-
ferent choices of GMN , BMN and Da. For example, let us consider (4.10) and
GM0(X) = 0; Gmn(X) = (1 + ’
2)gmn(x)
Bm0 = 0; Bmn(X) = 2’ bmn(x); Da(X) = 2’da(x):






From (4.9) one obtains the Koszul{Tate part of the BRST transformations of the



























@XM  @XN) (5.1)
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(@KGLM + @LGKM − @MGKL);
HKLM = @KBLM + @LBMK + @MBKL : (5.2)
This yields the ~s-transformations in table 3.
Q totdeg(Q) ~sQ




~Ca 1 ~F a+−
~Aa 0 ( ~X
M
 @MDa − ~A

a+−)









~Aa+− 1 ( ~X
M
+
~XN− @M@NDa + ~X
M
+−@MDa)
~XM+− 1 −2GMN ~X
N






~F a+− 2 0
Table 3: Total degrees and ~s-transformations of the z’s and y’s
The cohomology can now be computed directly by applying ~s to the most general
local total form (3.24), and elaborating the conditions imposed by ~s invariance and
nontriviality. These are conditions on the functions of the z’s occurring in (3.24), i.e.
the aim is to determine these functions. The computation is analogous to the one
performed in the previous section to determine the action functionals, but of course
more involved. We have relegated it to appendix B and will summarize the results
in the following.
In order to present these results we use a \supereld notation". To this end we
expand the functions of the z’s in terms of ~+ and ~−. As the ~’s anticommute,
this expansion contains only a few terms and is indeed reminiscent of a supereld.
Such \superelds" are always denoted by calligraphic capital letters while we use
corresponding small latin letters for their \component functions", such as
F(z) = f(X; ~C) + ~f
(X; ~C) + ~+ ~− f(X; ~C): (5.3)
Note that the component functions depend on the XM and ~Ca, i.e. they involve both
bosonic and fermionic variables. For notational convenience, we shall often leave out
the arguments of the superelds and their component functions.
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Using this notation, the result can be described as follows. Modulo ~s-exact con-
tributions, the most general ~s-invariant local total form is






~Y−KM− + ~Y+ ~X
M
− K+M












































( ~XM+ + ~X
M
− )PM + F : (5.4)
HereHa and KMN are arbitrary \superelds", while the other ones have the following
expansions in component functions,
KM− = ~+kM + ~−k
−
M− + ~+ ~−kM−
K+M = ~−kM + ~+k
+
+M + ~+ ~−
k+M




G = ~ g


















PM = pM + 2GMN( ~−h
N− − ~+h
N+)
Ha = ha; Kab = k(ab); F = f; (5.5)






Aa(M@N)Da = 0 (5.6)
@[MPN ] +HMNKH
K + Ba[M@N ]Da = 0 (5.7)
@F
@ ~Ca
+HM@MDa = 0 (5.8)
@MF −H
a@MDa = 0 (5.9)
@MH
a +Kab@MDb = 0 (5.10)
@MG
 Ka@MDa = 0: (5.11)
One can still subtract trivial (~s-exact) local total forms ~s !^ from ! without chang-
ing the form of !. These total forms !^ are of the form
!^ = f^ +
1
2
( ~XM+ + ~X
M




































+( ~A+a+− − ~A
−
a+−)Z^




where P^M and K^ab are given by
P^M = p^M + ~p^

M + ~+ ~−p^M (5.13)
p^M = 2GMN h^
N + 2@M g^






K^ab = k^ab + ~k^
ab: (5.16)
In fact, up to ~s-invariant contributions, !^ is the most general local total form such
that subtracting ~s !^ from ! only modies the component functions of the superelds
appearing in (5.4) and (5.5), without introducing additional ones. A shift ! ! !−~s !^
results in








M − 2@M h^
a − 2K^(ab)@MDa (5.19)




KMN ! KMN − (@[M P^N ] +HMNKH^
























+ @MDa − @M g^
++ (5.24)
k+M ! k+M + k^
a
+@MDa (5.25)







a − 2@M Z^
a
B^aM = K^M
a − K^aM : (5.27)
All other superelds in ! remain unchanged, i.e. they cannot be removed or modied
by subtracting ~s-exact contributions from ! without changing its form.
(5.4) contains many separately ~s-invariant solutions. We group them in eight
types, three of which appear in two \chiralities". Among others, this will facilitate
16















!3 = ( ~X
M
+


































































( ~XM+ + ~X
M






























!8 = ~Y ~
h





Note that !1, . . . , !5 do not depend on antields. Each of them is ~s-invariant for
any choice of the component functions occurring in them. In contrast, !6, !7 and
!8 involve in general antields, and the component functions occurring in them are
determined by partial dierential equations following from (5.6){(5.11). Let us now
spell out these equations explicitly for the respective solutions.








K + ba[M@N ]Da = 0
@f
@ ~Ca




a + k(ab)@MDb = 0 (5.38)
while (5.11) does not constrain the functions in !6. Eqs. (5.38) imply ~s !6 = 0.
























In (5.39), we have merged the two equations originating from (5.6) and (5.7) to a
single one. (5.9){(5.11) do not constrain !7. Eqs. (5.39) imply ~s !7 = 0.
(5.6){(5.10) do not constrain !8. The only conditions imposed by (5.11) on !8
are
@Mg
 = ka @MDa : (5.40)
This implies ~s!8 = 0.
Let us nally discuss whether !6, !7 or !8 provide also antield independent
solutions. Clearly, !8 does not depend on antields only if k
a
 = 0. (5.40) implies
in this case @Mg
 = 0, and thus g = g0 ( ~C). These solutions are nontrivial
because g cannot be redened by subtracting trivial solutions from ! (it does not





0 ( ~C): (5.41)
!6 does not depend on antields only if h
M = ha = aaM = b
a
M = k
(ab) = 0. In this
case, (5.38) implies f = constant and pM = @Mp for some p(X; ~C). (5.17) shows that
we can assume @Mp = 0 without loss of generality (by choosing f^ appropriately).
Hence, the only nontrivial antield independent solutions arising from !6 are the
constants. They can of course be neglected as they do not provide solutions to (2.8).
!7+ and !7− do not provide antield independent solutions at all.
6 Discussion of the results
We will now spell out and discuss the physically most important results of our anal-
ysis, i.e. the inequivalent solutions of (2.8) with ghost numbers g  1. They provide
the rigid symmetries, dynamical conservation laws, gauge invariant actions, the rst
order consistent deformations of these actions and of their gauge symmetries, and the
candidate gauge anomalies.
As explained in section 3, the integrands of the nontrivial BRST invariant local
functionals with ghost number g are the 2-forms contained in the nontrivial total
forms (5.29){(5.37) with total degree g + 2. In order to extract the results at ghost






~Ca1    ~Camfa1am(X): (6.1)
Note that we use the same letter f for the ghost independent part f(X) as for the
whole function f(X; ~C).
Recall that the antield dependent total forms (5.35){(5.37) involve component
functions which have to satisfy the partial dierential equations (5.38){(5.40) respec-
tively. Whether or not these equations have nontrivial solutions depends of course
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on the particular model, i.e. on the choice of GMN , BMN and Da in the Lagrangian
(4.9). Therefore it also depends on the model whether and which antield dependent
solutions to (2.8) exist. In contrast, the antield independent solutions do not de-
pend on GMN , BMN and Da, but notice that it nevertheless depends on the model
which of these solutions are nontrivial or inequivalent, as GMN , BMN and Da enter
the cohomologically trivial redenitions (5.17){(5.26). In particular, solutions which
are equivalent in one model might not be equivalent in another one.
6.1 g = −2: Dynamical conservation laws of second order
Nontrivial solutions to (2.8) with ghost number −2 arise solely from the total forms
(5.35) with vanishing total degree. These total forms involve only the ghost indepen-

















where ha(X) and k(ab)(X) have to satisfy
@Mh
a(X) + k(ab)(X)@MDb(X) = 0: (6.3)
(6.3) is obtained from (5.38) and guarantees that W−2 is BRST invariant.
Note that f(X) does not occur in (6.2), although it enters the corresponding
total form (5.35). The reason is that it contributes only to the 0-form in the descent
equations (3.3) corresponding to W−2. (5.38) relates f(X) to ha(X) through
@Mf(X) = h
a(X)@MDa(X): (6.4)
As (6.3) guarantees already the BRST invariance of W−2, and as the BRST invariance
of W−2 implies in turn the descent equations, any solution to (6.3) must imply the
existence of a corresponding solution to (6.4). To verify this, we contract (6.3) with
@NDa and antisymmetrize afterwards in M and N . This yields
@[M(h
a@N ]Da) = 0 ) 9 f : h
a@MDa = @Mf
where we used the ordinary Poincare lemma for closed 1-forms (on the target space),
i.e. @[MVN ] = 0 ) VM = @Mf with VM = ha@MDa.
Conversely, any solution to (6.4) implies the existence of a corresponding solu-
tion to (6.3). Indeed, dierentiating (6.4) with respect to XN and antisymmetrizing
afterwards in M and N yields
@[Mh
a@N ]Da = 0 ) 9 k
(ab) : @Mh
a + k(ab)@MDb = 0: (6.5)




Hence, (6.3) and (6.4) are actually equivalent conditions. This is in fact not
surprising as it illustrates the general feature that the cohomology classes of the local
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BRST cohomology at negative ghost numbers g = −k correspond one-to-one to the
dynamical local conservation laws of order k [5]. In n dimensions, the latter are
represented by weakly (= on-shell) closed (n− k)-forms jn−k (d jn−k  0) which are
not weakly exact locally (in contrast, topological conservation laws are locally but
not globally d-exact), or, in dual notation, by completely antisymmetric generalized
currents j1k solving
@1 j
1k  0; j1k 6 @0 |^
[0k ]:
Now, (6.4) implies that f(X) is a dynamical conservation law of second order (k = 2),
as it gives
d f(X)  0 , @ j
  0; j = f(X): (6.6)
This is obtained by contracting (6.4) with dXM due to dDa  0. Note also that f(X)
cannot be trivial as it does not contain derivatives (whereas all equations of motions
do contain derivatives). We conclude that the nonconstant solutions f(X) to (6.4)
exhaust the nontrivial dynamical conservation laws of second order.
It is easy to verify that there are always innitely many second order conservation
laws. Indeed, as we have just mentioned, the functions Da(X) themselves are con-
served. Therefore any function Z(D(X)) of the Da(X) is conserved too. Solutions
to (6.3) and (6.4) are thus given by
f = Z(D); ha =
@Z
@Da




The solutions W−2 themselves have an interpretation too: as explained in [15],
they generate rigid symmetries (2) of the extended action S (= proper solution of
the master equation) through (2)  = (W−2;  ). These symmetries act nontrivially





















6.2 g = −1: Rigid symmetries and Noether currents
The nontrivial solutions to (2.8) with ghost number −1 arise also solely from (5.35)
where this time we have to pick the contribution with total degree 1. The latter
contains those pieces of ha, k(ab) and f which are linear in the ~Ca, i.e. ~Cbhab (X),
~Cck(ab)c (X) and ~C
afa(X), as well as the ghost independent pieces of h
M , aaM , b
a
M and
































where @ = γ@ and the target space functions have to solve Eqs. (5.38) which
we will discuss now in some more detail. First we note that one of these equations




+ hM(X; ~C) @MDa(X) = 0 ) fa(X) = −h
M (X) @MDa(X): (6.10)
The other Eqs. (5.38) give now equations for the remaining target space functions
which can be cast in the form
LhGMN (X) = −a
a
(M (X) @N)Da(X) (6.11)












a (X) @MDc(X) (6.14)
where Lh denotes the standard Lie derivative along hM(X), such as
LhGMN = h
K@KGMN + @Mh
K GKN + @Nh
K GMK ;
and p0M(X) is dened by
p0M(X) = pM(X) + 2BMN(X) h
N(X): (6.15)
By the same argument that we used in (6.5), (6.14) is implied by (6.13). Hence,
BRST-invariant functionals W−1 exist whenever there are solutions to (6.11){(6.13),
and these solutions provide all BRST-invariant local functionals for ghost number −1
up to locally trivial ones. We call equations (6.11){(6.13) generalized Killing vector
equations because (6.11) reduces in the case Da = constant to the familiar Killing
vector equations, supplemented by the corresponding condition (6.12) discussed in
[16, 13].
This implies the results on the rigid symmetries of the models under study an-
nounced and discussed in [14]. In particular (6.9) yields the innitesimal rigid sym-
metry transformations  of the elds which leave the classical action invariant. They
are just the coecient functions of the pieces linear in the antields of the classical
elds:
γ = 0; X














The corresponding Noether currents can be obtained from the antield independent


























pM(X) ! pM(X)− 2@M f^(X) + 2h^
a(X)@MDa(X): (6.18)
These redenitions modify W−1 by BRST-exact pieces. Accordingly, they change the
rigid symmetry transformations only by special gauge transformations and on-shell
trivial symmetries, as we have shown explicitly in [14] to which we also refer for a
more detailed discussion of the rigid symmetries. There are models with innitely
many inequivalent rigid symmetries, see [14] and section 7.
6.3 g = 0: Gauge invariant actions and continuous consistent
deformations
Continuous consistent deformations of a gauge invariant action are modications of
the action and its gauge symmetries, parametrized by deformation parameters, such
that the original theory is recovered for vanishing deformation parameters and the
deformed action is gauge invariant under the deformed gauge transformations. They
are called trivial if they can be removed through local eld redenitions. To rst
order in the deformation parameters, such deformations are determined by the local
BRST cohomology at ghost number 0 [6]. It should be mentioned however that the
existence of such deformations might get obstructed at higher orders in the defor-
mation parameters through the BRST cohomology at ghost number 1. Therefore, in
general only a subset of nontrivial solutions to (2.8) with ghost number 0 will even-
tually yield consistent deformations. For this reason we shall speak about possible
deformations here.
One may distinguish two types of consistent deformations. First, there are those
deformations which do not change the gauge transformations. They add terms to
the action which are invariant under the original gauge transformations. In our
case (closed gauge algebra) these deformations arise from the antield independent
solutions to (2.8) at ghost number 0, and therefore reproduce the results derived in
section 4. The deformations of the second type change both the action and the gauge
transformations nontrivially. They arise from solutions to (2.8) with ghost number
0 which depend nontrivially on antields. The antield dependent terms in these
solutions provide the possible deformations of the gauge transformations and of their
algebra to rst order in the deformation parameters.





















These functionals provide deformations which shift GMN , BMN and Da by arbitrary
functions k(MN), k[MN ] and ha respectively. This reproduces the result of section
4. It should be noted that some shifts of this type are still cohomologically trivial,
as follows from (5.20) and (5.21). These shifts are generated by mere local eld
redenitions
















where h^a0b is the constant part of h^
a
b . Only this part enters here because the noncon-
stant part would introduce antield dependent terms (it contributes in (5.19) and




The possible deformations of the second type arise from the total forms (5.35) and









































































In addition (5.38) requires the target space functions appearing in W 06 to satisfy

















where La denotes the Lie derivative along hMa , and


















pMa ! pMa − 2@M f^a + 2h^
b
a@MDb : (6.28)
Every nontrivial solution to (6.23){(6.27) solves also (6.11){(6.14) nontrivially be-
cause (6.23) and (6.26) imply La@MDb = hcab@MDc. The converse is not true, i.e. in
general (6.11){(6.14) has nontrivial solutions which do not solve (6.23){(6.27) and
thus do not give rise to solutions W 06 . Hence, as (6.11){(6.14) determine the rigid
symmetries, the deformations (6.21) contain a subset of rigid symmetries. This sub-
set can be described as follows. Labelling the elements of a basis for all nontrivial











The solutions to (6.23){(6.27) are then linear combinations of the functions (6.29)












subject to the following requirement imposed by (6.23),
hM @MD(a








where j is the Noether current (6.17) which corresponds to the th rigid symmetry.
We conclude that deformations arising from W 06 gauge rigid symmetries satisfying
(6.31) and deform the abelian gauge transformations corresponding to the Aa. The
presence of the term in W 06 involving C

a indicates that the algebra of the deformed
gauge transformations will not be abelian anymore whenever habc 6= 0. The term
quadratic in the Aa shows that the algebra of the deformed gauge transformations
closes o-shell only if k
(ab)
cd = 0.
Some deformations arising from W 06 are obvious, namely standard nonabelian
extensions of Lagrangians (4.9) where the abelian eld strengths turn into nonabelian
ones and the matter elds are coupled minimally to the gauge elds (through standard
covariant derivatives). Among them there are deformations of particular models




−det(1G + F) : (6.33)
Here F is a Lie algebra valued matrix containing the nonabelian eld strengths, 1
is the unit matrix, and G is an induced world-sheet metric as in (4.11).
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Details and more general deformations of this type are given in appendix C.



























The target space functions hM(X), aaM (X) and b
a
M (X) in W
0
7 have to satisfy
the partial dierential equations (5.39). W 07 is nontrivial unless it can be removed
through the cohomologically trivial redenitions
aaM (X) ! a
a
M (X) + 2k^
[ab](X) @MDb(X)




Every solution to (5.39) is also a solution to (6.11){(6.14) with hba = k
(bc)
a = 0.
Furthermore, such a solution to (6.11){(6.14) is nontrivial whenever the solution to
(5.39) is nontrivial too1. Hence, the nontrivial solutions to (5.39) are also a subset
of rigid symmetries. The antield independent term in W 0+7 (W
0−
7 ) contains the −
(+) component of the Noether currents (6.17) corresponding to these special rigid
symmetries due to 2hMGMNDXN = j.
As W 07 involves the dieomorphism ghosts, corresponding deformations modify
the world-sheet dieomorphisms. The algebra of the dieomorphisms will however
not get deformed at rst order in the deformation parameters because W 07 contains
neither antields of ghosts nor terms quadratic in antields. Analogous deformations
of the world-sheet dieomorphisms in standard sigma models have been found and
discussed in [18].
Remark:
The existence of a cocycle (6.21) implies that there are innitely many rigid sym-
metries. In other words, an action with Lagrangian (4.9) has innitely many rigid
symmetries whenever the set of equations (6.23){(6.27) has a nontrivial solution.
Namely, one easily veries that the antibracket (W−2;W 06 ) of cocycles (6.2) and (6.21)
has precisely the form (6.9) with hM(X) = ha(X)hMa (X) etc.. Now, the antibracket
of two BRST cocycles is again a BRST cocycle. Furthermore, a cocycle (6.9) cor-
responds to a nontrivial rigid symmetry whenever hM(X) 6= 0. As there are always
innitely many cocycles W−2 (see section 6.1), we conclude that any cocycle W 06 gives
indeed rise to innitely many rigid symmetries via the antibrackets (W−2;W 06 ).
1Indeed, assume the solution to (6.11){(6.14) arising from a nontrivial solution to (5.39) were
trivial. This means hM = 0, aaM = −2k^
[ab]@MDb, b
a
M = 2@M h^
a + 2k^(ab)@MDb and p

M =
2@M f^ − 2h^a@MDa. Since solutions to (5.39) fulll p

M = 2GMNh
N, one gets @M f^ = h^
a@MDa
which implies @M h^
a = (ab)@MDb for some 
(ab) by the same arguments used to derive (6.5).






0(ab) = k^(ab) + (ab).
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6.4 g = 1: Candidate gauge anomalies
The candidate gauge anomalies arise from (5.29), (5.30) and (5.34){(5.36). Those
obtained from (5.29) and (5.30) can be subdivided into two subsets involving the

































γγ + ) kMNa(X) @X
M  @X
N (6.40)
with  as in (6.35). These functionals are BRST invariant for any choice of the
target space functions occurring in them. They are nontrivial except for those which
can be removed through redenitions obtained from (5.20) and (5.21).
Note that the candidate anomalies (6.37) and (6.38) come in two chiralities. The
solutions (6.38) are familiar from ordinary sigma models where particular (\left-right
symmetric") linear combinations of such solutions provide the conformal anomalies
involving the -functions corresponding to GMN and BMN , see [13] for details. There-
fore one would expect (6.37) and (6.38) to have a similar interpretation in the models
under study.
The candidate anomalies (6.39) and (6.40) are of the form \abelian ghost Weyl-
and U(1)-invariant scalar density". Such solutions are familiar from Yang{Mills the-
ory and gravity [19]. In particular, (6.39) reproduces the representatives of standard
abelian chiral anomalies for the special choice hab = h(ab) = constant.


























































































where the target space functions have to satisfy sets of partial dierential equations
analogous to (6.23){(6.27) and (5.39) respectively. These solutions are nontrivial
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except for those we can be removed through redenitions analogous to (6.18) and
(6.36). Both (6.41) and (6.42) thus involve subsets of rigid symmetries. The antield
independent parts of (6.41) and (6.42) involve the corresponding Noether currents.
Note that solutions (6.41) occur only if there are at least two abelian gauge elds.
In this respect they are somewhat similar to by now well-known candidate anomalies
in Yang{Mills theory and gravity [20]. (6.42) gives candidate gauge anomalies which
involve necessarily both the abelian ghosts Ca and the dieomorphism ghosts. These
solutions might therefore have an interpretation as mixed anomalies for world-sheet
dieomorphisms and U(1)-transformations.
Finally, (5.37) gives the following candidate anomalies
























  ka @MDa = 0: (6.44)
Up to the constant parts of g++ and g−−, the solutions to (6.44) determine the con-
servation laws of second order, cf. section 6.1. Hence, these conservation laws enter
the candidate anomalies (6.43). The constant parts of g provide antield indepen-
dent solutions arising from (5.41). Fixing these constants to 1=2 and performing a






d2 ( + h
) @3h : (6.45)
These solutions are familiar from ordinary sigma models where their left-right sym-





In order to illustrate the general results we shall now specify them for a simple class
of models which we treated already in [14]. These models contain only one abelian
gauge eld A and besides are characterized by
G0M = 0; Gmn = g(’) mn
B0m = 0; Bmn = Bmn(’); D = D(’); (7.1)
where we used the same notation as in (4.10). We will carry out the analysis for any
choice of g(’), Bmn(’) and D(’) except that we assume D 6= constant (as the last
term in (4.9) becomes a total derivative for D = constant).
Since these models contain only one abelian gauge eld, nontrivial solutions to
(2.8) exist only at ghost numbers ranging from −2 to 5 (in general, section 5 provides
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solutions at ghost numbers −2; : : : ; 4 + N where N is the number of abelian gauge
elds). As the specication of the antield independent solutions is straightforward,
we shall only discuss the antield dependent ones. This amounts to solving the partial
dierential equations (5.38){(5.40) in the various ghost number sectors.
g = −2: Second order conservation laws. The solutions to (6.3) are in this
case ha  h(’) and k(ab)  −h0(’)=D0(’), where h(’) is an arbitrary function of ’





















The corresponding second order conservation laws are functions f(’) related to h(’)
by (6.4), i.e. one has h = f 0=D0.
g = −1: Rigid symmetries and Noether currents. (6.11){(6.13) have been
solved already in [14]. (6.14) just determines k  k(bc)a in terms of h  h
b
a and D.
Altogether, the general solution of (6.11){(6.14) reads, up to redenitions (6.18),
h0 = h0(’)
hm = −h0(’)xmg0(’)=[2g(’)] + rm(’) + r[mn](’)nkx
k
am = −2mnh









0xn; p0 = 0
h = h00 + h0D00=D0
k = −h0=D0: (7.3)
Here h0, rm and r[mn] are arbitrary functions of ’. The corresponding solutions
to (2.8), rigid symmetries and Noether currents are obtained by inserting (7.3) in
(6.9), (6.16) and (6.17) respectively. As discussed in [14], these innitely many rigid
symmetries constitute a loop version of the Weyl algebra (= Poincare algebra +
dilatations). Thereby h0, rm and r[mn] give rise to generalized dilatations, translations
and Lorentz transformations respectively.
g = 0: Deformations of the gauge symmetries. The antield dependent solu-
tions of (2.8) with ghost number 0 are determined by Eqs. (6.23){(6.27) and (5.39)
respectively. As explained in section 6.3, the nontrivial solutions to (6.23){(6.27)
form a subset of the nontrivial solutions to (6.11){(6.14) subject to (6.23). In this
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case (6.23) yields hM@MD = 0 , h0 = 0. The nontrivial solutions to (6.23){(6.27)
are thus obtained from (7.3) simply by setting h0 = 0 there,
h0 = 0
hm = rm(’) + r[mn](’)nkx
k
am = −2mnh




n=D0; b0 = 0
pM = 0; h = 0; k = 0: (7.4)

















with hm, am and bm as in (7.4). Note that W
0
6 contains the generalized translations
and Lorentz transformations, but no dilatations. Hence, corresponding deformations
will not gauge the generalized dilatations.
(5.39) requires in this case in particular hM@MD = 0 and nk@mh
k = 0. It
is then straightforward to verify that the general solution to (5.39) is, up to trivial
redenitions (6.36),
h0 = 0; hm = rm(’)
am = −2mnr




n  mn(grn)0]=D0; b

0 = 0; (7.6)
where rm(’) are arbitrary functions. Hence, only the generalized translations, but
neither the dilatations nor the Lorentz transformations enter the corresponding solu-






















g = 1: Antield dependent candidate gauge anomalies. Solutions with ghost
number 1 depending nontrivially on antields arise only from (6.42) and (6.43), as























with am and b

m as in (7.6).
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The solutions to (6.44) are
g = g(’); k = g
0(’)=D0(’): (7.9)
Inserting this into (6.43), one obtains the remaining antield dependent candidate
anomalies.
g > 1. Further antield dependent solutions exist in this case only at ghost number
2. They arise from (5.37) through the ~C-dependent contributions to g and k.
8 Conclusions
Let us nally summarize our main results for models with the eld content, gauge
symmetries and locality requirements described in section 1 and 2. First, we have
proved the results announced and discussed already in [14], that is:
a) Any Lagrangian describing such a model can be cast in the form (4.9). The
class of models can thus be parametrized through target space functions GMN(X),
BMN(X) and Da(X) where GMN and BMN are symmetric and antisymmetric respec-
tively. Particular choices of these functions yield Born{Infeld actions upon elimination
of auxiliary elds. We note that none of our results singles out Born{Infeld actions in
the larger class of models studied here. Of course, this does not exclude the existence
of other criteria which could distinguish them, such as T duality or the existence of
supersymmetric extensions with local kappa symmetry.
b) The nontrivial rigid symmetries and Noether currents of such models are pre-
cisely given by (6.16) and (6.17) in terms of the solutions to the generalized Killing
vector equations (6.11){(6.14). These equations can have innitely many inequivalent
solutions, i.e. there are models with innitely many nontrivial rigid symmetries and
Noether currents.
In addition we have derived the following results:
c) Apart from the Noether currents, there are innitely many dynamical conser-
vation laws of second order and corresponding second order symmetries of the master
equation, see section 6.1. The occurrence of an innite number of such conservation
laws originates from the fact that the world-sheet is two dimensional and is familiar
from two dimensional Maxwell theory, see [5], section 12. We have also seen that this
implies an innite number of rigid symmetries of the classical action whenever there
is at least one nontrivial solution to equations (6.23){(6.27), see remark at the end
of section 6.3.
d) The possible nontrivial consistent deformations of the gauge transformations
arise from solutions to Eqs. (6.23){(6.27) and (5.39). These equations determine sub-
sets of the rigid symmetries respectively. The consistent deformations thus gauge
some of the rigid symmetries. The accordingly deformed actions involve the cor-
responding Noether currents. Deformations arising from solutions to (6.23){(6.27)
deform the abelian gauge transformations. Particular examples for such deforma-
tions give rise to standard nonabelian Born{Infeld actions. Other deformations of
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this kind might even lead to an open gauge algebra. Deformations involving so-
lutions to (5.39) deform the world-sheet dieomorphisms nontrivially. It could be
interesting to examine whether such deformations can provide manifestly SL(2; Z)
invariant formulations of the D-string as in [2, 3].
e) There are three types of antield independent candidate anomalies. Those of
the rst type, given by (6.39) and (6.40), involve the abelian ghost elds, those of
the second type, given by (6.37) and (6.38), the dieomorphism ghosts. The former
take the form \abelian ghost  density of a gauge invariant action", the latter take
an analogous form where the abelian ghosts are replaced by (6.35). The third type
of antield independent candidate anomalies contains the two solutions (6.45) which
are familiar from ordinary sigma models.
f) In sharp contrast to the result on potential anomalies of ordinary sigma models
[13], there may also be candidate anomalies from which the antield dependence can-
not be removed. One may distinguish three types of them. Those of the rst type,
given by (6.41), involve a subset of the rigid symmetries determined by equations
analogous to (6.23){(6.27). They contain the abelian ghosts, but not the dieomor-
phism ghosts, and can occur only in presence of at least two abelian gauge elds.
Those of the second type, given by (6.42), involve the subset of the rigid symmetries
determined by (5.39) and contain both the abelian and the dieomorphism ghosts.
Those of the third type, given by (6.43), involve the second order conservation laws
and contain only the dieomorphism ghosts. To our knowledge, none of these antield
dependent candidate anomalies was previously known for models studied here.
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A Spurious gauge symmetries
In this appendix we discuss some conditions which have to be imposed on the La-
grangians (4.9) in order to prevent the occurrence of additional gauge symmetries.
We shall also argue that these conditions are natural as they just eliminate spurious
gauge symmetries.
Assume one would choose Da(X) such that there are target space functions k
a(X)
satisfying ka@MDa = 0. Then the action would be invariant (up to a surface term)
under
"γ = "X




where the " are arbitrary elds. Hence, in such a case the action would have extra
gauge symmetries and one would have to introduce extra ghost elds C and their
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antields C. Therefore we require in particular that the functions Da(X) are such
that
ka@MDa = 0 ) k
a = 0: (A.1)
This condition appears natural. Indeed, assume for instance that each functionDa de-
pends only on one target space coordinate and that all these coordinates are dierent
(in fact, this can be often achieved by an appropriate target space reparametrization).
Then (A.1) is always satised, provided none of the Da is constant. As a constant
Da yields only a contribution to the Lagrangian which is a total derivative, the cor-
responding gauge eld Aa actually does not contribute to the classical action, and
we can indeed assume (A.1) with no loss of generality in such a case.
More generally we require
GMN 
N = a@MDa ; 
M@MDa = 0 (A.2)
@(M [
a@N)Da]− ΓMNK K +
1
2
aa(M@N)Da = 0 (A.3)
HMNK 
K + ba[M@N ]Da = 0 (A.4)





Namely, assume there were functions M(X), a(X), aaM(X) and b
a
M(X) satisfying
Eqs. (A.2){(A.4). Then the Lagrangian would be invariant up to a total derivative
under
"γ = 0; "X















where " is an arbitrary eld. This would mean that the action has an additional
gauge symmetry unless (A.5) holds (for (A.5) implies that the transformations " are
on-shell trivial and thus do not establish additional gauge symmetries). Such gauge
symmetries appear to be spurious too. This is suggested by the following toy model
which has only one abelian gauge eld A and besides is dened through
GMN =
0B@ 0 11 0 0
0 1
1CA ; BMN = 0; D = X1 (M;N = 0; 1; : : :):
It is easy to see that, for this model, the general solution to equations (A.2){(A.4) is,
modulo solutions of the form (A.5),
M = M0 (X); aM = −2@M(X); bM = 0
where (X) is a completely arbitrary target space function. This reflects that the
action is gauge invariant under
"γ = 0; "X





[From this one recovers (A.6) for " = ".] As " generates the shift symmetry X
0 !
X0 + ", it is not surprising that the Lagrangian can be cast in a form such that X0













which shows that X0 can be removed through the eld redenition




Hence, the gauge symmetry (A.6) itself can in this case be removed through a mere
local eld redenition and is thus indeed spurious.
B Second part of the cohomological analysis
In this appendix we derive the results described in section 5 by applying ~s to (3.24)
and analysing ~s! = 0 modulo ! ! !− ~s!^ where !^ has the same form as !. We will
use the notation















M (z) + ~Y+G
+(z) + ~A−a+G
















































!^ is denoted analogously, with a hat-symbol on the functions of the z’s contained in
it.
Note that the order and positions of the superscripts and subscripts is important.
In particular, in (B.3) the functions Ha and Ha are not related at all, nor are the
functions HM and HM (i.e. they are not related by raising or lowering indices).
Furthermore KMa and KaM must not be confused. In the following we will mostly
leave out the argument (z).
Using table 3 in section 5, one obtains
~s! =
"
( ~XM+ + ~X
M




































−( ~A+a+− + ~A
−
a+−)H
a + ( ~XM+ ~X
N































where "A indicates the Grassmann parity of y
A
 . ~s ! = 0 imposes the following
conditions:
0 = Ha − G−a = Ha + G+a (B.6)




0 = (Ha+ −H
a
−)@MDa − 2GMNH
N + G−M − G
+
M (B.8)
0 = @MF + G









0 = (Ha+ −H
a





































(B.6), (B.9), (B.14) and (B.16) are equivalent to:




0 = K[ab]@MDb = 0 , K








where in (B.19) we used (A.1). (B.8) determines G+M −G
−




M  PM .












Using these expressions, the symmetric and antisymmetric parts of (B.11) read
@(M [GN)KHK ]− ΓMNKHK +
1
2
Aa(M@N)Da = 0 (B.22)











a −KaM : (B.24)
































+ −Ka+@MDa : (B.25)
We will now further work out the above equations and remove simultaneously
coboundary terms from !. To this end we examine how the functions of the z’s in !
change under ! ! ! − ~s !^. One nds
F ! F (B.26)
PM ! PM − 2@M F^ + (G^
−a − G^+a)@MDa (B.27)








a + H^a (B.30)
HM ! HM (B.31)





N − (H^a+ − H^
a
−)@MDa (B.32)





KMN ! KMN + @N G^
+
M − @M G^
−












− − K^a−@MDa (B.35)


































K(ab) ! K(ab) (B.42)





M and KMa to PM , AaM , B
a
M . (B.30) and (B.32) show that we can
always remove Ha+, H
a
− and HM completely from ! by choosing G^













−)@MDa where P^M is still arbitrary.
In the following we will assume that Ha+, H
a
− and HM have been removed in this





and Ka−. For simplicity we denote the shifted functions by the same symbols as the
original ones. Then we can still work with the above formulae, setting Ha+, H
a
− and
HM to zero everywhere. Hence, without loss of generality we can assume
Ha = HM = 0 (B.43)











where (B.44) and (B.45) guarantee that (B.43) is preserved by the remaining rede-
nitions (B.26){(B.42).
In addition to (B.43), we can remove certain parts of other functions occurring in
! through the above redenitions. To this end we use the supereld notation as in
(5.3), leaving out the arguments (X; ~C) of the component functions.
(B.10) and (B.20) require evidently
f = f = ha = ha = 0 , F = f ; Ha = ha (B.46)
(B.15) requires g+− = −g−+ and g+ = g− = 0. Furthermore, (B.28) gives g !
g − f^ and g+− ! g+− − f^ . Hence, we can always remove g+, g−, g+− and g−+
from ! by choosing f^ and f^ appropriately. By the same reasoning that has led to
(B.43){(B.45) we can therefore assume, without loss of generality,
g = g+− = g−+ = g = 0 , G = ~ g
 (B.47)
f^ = f^ = 0 , F^ = f^ (B.48)
Analogously we conclude from (B.39){(B.41), taking (B.44) into account, that with-
out loss of generality we can assume
k = k = 0 , K = ~+ ~−k (B.49)
^g




























Taking into account (B.45) and (B.50), Eqs. (B.35) and (B.36) yield analogously







KM− = ~+kM + ~−k
−
M− + ~+ ~−kM−
K+M = ~−kM + ~+k
+
+M + ~+ ~−
k+M ;
(B.52)
as well as Eqs. (5.13){(5.15) up to an extra contribution 2@M g^ to p^M which can be
neglected in (5.15) as it provides an ~s-exact contribution to !^ (furthermore we have
used the notation H^a+ − H^
a
− = 2Z^
a in section 5).
Next we analyse Eqs. (B.25), using (B.43), (B.47) and (B.51). The ~ independent
components of Eqs. (B.25) yield
pM = 2GMNh
N ; (B.53)
the terms linear in the ~’s give
pM = 0 (B.54)
GMNh
N = ka@MDa (B.55)
@Mg
 = ka @MDa ; (B.56)
and the ~+ ~− components yield
ka−@MDa =
ka+@MDa = 0 , k
a
− =
ka+ = 0 (B.57)
where we used (A.1).
Inserting (B.46) in (B.18) we get in particular
k(ab)@MDa = k
(ab)@MDa = 0 , k
(ab) = k(ab) = 0 (B.58)
where we used again (A.1).
Finally we examine the ~+ ~− components of (B.22), (B.23) and (B.7). Using







K + ba[M@N ]Da = 0
hM@MDa = 0; GMNh
N = ka@MDa : (B.59)
Due to (A.2){(A.5) we conclude from (B.59), using (B.37) and (B.38), that we can
assume without loss of generality
hM = ka = aaM =
baM = k^
ab = 0: (B.60)
Altogether this provides the results given in section 5.
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C Nonabelian deformations
In this appendix we describe some obvious deformations arising from (6.21) and show
how nonabelian Born-Infeld type actions emerge from them in special cases.
Assume we choose a Lagrangian (4.9) which is invariant under the global action
of a compact Lie group represented linearly on the XM and Aa, such that the repre-
sentation of the Aa is the adjoint one (i.e., the indices a of the abelian gauge elds






bAc ) aL = 0
where a denote the generators of the Lie group, fbc
a are the structure constants
of the corresponding Lie algebra, and fTag is the matrix representation of that Lie
algebra on the XM ,
[Ta ; Tb ] = fab
c Tc :
This requires of course the functions GMN(X), BMN(X) and Da(X) to transform
under G according to the representation indicated by their indices. Then it is clear




















where g is a constant deformation parameter. The deformed Lagrangian is invariant








To rst order in g, these deformations are indeed given by (6.21) with
habc = fbc
a; hMa = −T
M
aNX







This holds as LaGMN = LaBMN = 0 are implied by the assumption that GMN(X)
and BMN (X) transform under G as indicated by their indices.
Nonabelian Born-Infeld type actions are obtained from the above formulae as
follows. We split the XM into two subsets,
fXMg = fxm; ’ag;
where the ’a transform according to the adjoint representation of some compact
Lie group. For simplicity we assume that the xm transform according to the trivial
representation, i.e.
T cab = −fab
c; T nam = 0:
We now choose a faithful matrix representation ftag of the Lie algebra and introduce
the matrix
’ = ’a ta :
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Next we construct a Lagrangian (4.9) with
Gmn(X) = gmn(x) Tr(1−’2)−1=2; Gma = Gab = BMN = 0
Da(X) = −Tr[ta’ (1−’2)−1=2]
where (1−’2)−1=2 is understood as a power series in ’. A nonabelian deformation





















Elimination of the auxiliary elds γ and ’
a yields (6.33). Note that this example
can be easily generalized by allowing the xm to transform linearly under the Lie group,
or nontrivial Bmn in the way outlined above. Note also that an ordering ambiguity
of matrices under the above traces does not arise.
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