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ON SETS CONTAINING A UNIT DISTANCE IN EVERY DIRECTION
PABLO SHMERKIN AND HAN YU
ABSTRACT. We investigate the box dimensions of compact sets inRn that contain
a unit distance in every direction (such sets may have zero Hausdorff dimension).
Among other results, we show that the lower box dimension must be at least
n2(n−1)
2n2−1 and can be at most
n(n−1)
2n−1 . This quantifies in a certain sense how far the
unit sphere Sn−1 is from being a difference set.
1. INTRODUCTION
In this paper, we are interested in the size of setsA ⊂ Rn such thatA−A ⊃ Sn−1
or, in other words, such that for all e ∈ Sn−1 there are x, y ∈ A such that y− x = e.
Thus, such sets can be seen as a variant of Kakeya sets in which contain, instead
of a unit segment in every direction, just the endpoints of the segment. They can
also be seen as sets that contain many unit distances. Let n ≥ 2 be an integer. We
call bounded sets A ⊂ Rn such that A − A ⊃ Sn−1 dipole Kakeya sets and denote
the collection of all of them by DKn.
A first attempt to quantify the size of dipole Kakeya sets might be via Haus-
dorff dimension. However, using the Baire category method in [1] one can show
that there are compact Kakeya dipole sets of zero Hausdorff dimension; in fact
they are ‘typically’ of zero Hausdorff dimension in the appropriate context. There-
fore, in this paper we focus on the box dimensions of dipole Kakeya sets (see Sec-
tion 2 for definitions of dimensions); this problem was suggested to us by Alan
Chang. Recall that
dimB(A− A) ≤ dimB(A× A) = 2 dimB(A),
where the left-hand inequality size follows since (x, y) 7→ y−x is Lipschitz and the
right-hand side equality is immediate form the definition. Hence, dipole Kakeya
sets in Rn have (lower) box dimension at least (n − 1)/2, and any improvement
on this bound quantifies, in some sense, the difficulty that the unit shpere has in
behaving like a difference set. The following is our main result:
Theorem 1.1. Let n ≥ 2 be an integer. Let A ⊂ Rn be a (bounded) dipole Kakeya set.
Then we have
dimBA ≥
n2(n− 1)
2n2 − 1 =
2n2 − n
2n2 − 1
n(n− 1)
2n− 1 >
n− 1
2
,
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and
dimAA ≥ n(n− 1)
2n− 1 ,
where dimA denotes Assouad dimension.
On the other hand, there exist compact dipole Kakeya sets in DKn with dimB(A) ≤
n(n− 1)/(2n− 1).
As a remark, we point out that the examples we construct in this paper also
have zero Hausdorff dimension, see §5.2.
The longstanding Erdo˝s unit distance conjecture says that for a finite planar
set A with k ≥ 2 points, the number of pairs of points in A at distance 1 from
each other is bounded above by Cεk1+ε for each ε > 0. The best known bound,
from [8], is C1/3k4/3 (that is, ε = 1/3). By analogy with this discrete problem, one
might expect that a dipole Kakeya set has dimension at least 3/4. As we have
seen, this is not true for lower box dimension, but it might be true for upper box
dimension. In support of this, in Section 5 we construct a set in DK2 with upper
box dimension at most 3/4. We pose here the following problem in R2.
Problem 1.2. Is it true that
inf{dimB(A) : A ⊂ R2, A− A ⊃ S1} = 3
4
and
inf{dimB(A) : A ⊂ R2, A− A ⊃ S1} =
2
3
?
We suspect that n(n−1)/(2n−1) should be the sharp lower bound for the lower
box dimension of sets in DKn. On the other hand, we do not have any guess for
the sharp upper box dimension if n ≥ 3.
Acknowledgements. PS thanks Alan Chang for suggesting the problem, and
Marianna Csörnyei and Tamás Keleti for useful discussions during the early phase
of the project. HY thanks Kornélia Héra for useful discussions. HY thanks the
Corpus Christi College, Cambridge for financial support.
2. PRELIMINARIES
In this section, we shall give a brief introduction to the notions of dimensions
used in this paper. In particular, we shall encounter Hausdorff dimension, box
dimensions and the Assouad dimension. For more detailed background, see [4,
Chapters 2,3], [6, Chapters 4,5] and [5],
2.1. Hausdorff dimension. Given an exponent s ∈ R+, define the s-Hausdorff
content of a set F ⊂ Rn as
Hs∞(F ) = inf
{ ∞∑
i=1
(diam(Ui))
s :
⋃
i
Ui ⊃ F
}
.
The Hausdorff dimension of F is:
dimH F = inf{s ≥ 0 : Hs∞(F ) = 0}.
ON SETS CONTAINING A UNIT DISTANCE IN EVERY DIRECTION 3
2.2. Box dimensions. We letNr(F ) be the minimal covering number of a bounded
set F in Rn by cubes of side length r > 0. The upper/lower box dimension of F
is:
dimB resp. dimB(F ) = lim sup
r→0
resp. lim inf
r→0
(
− logNr(F )
log r
)
.
If the limsup and liminf are equal we call this value the box dimension of F .
2.3. The Assouad dimension. The Assouad dimension of F is
dimA F = inf
{
s ≥ 0 : (∃C > 0) (∀R > 0) (∀r ∈ (0, R)) (∀x ∈ F )
Nr(B(x,R) ∩ F ) ≤ C
(
R
r
)s}
where B(x,R) denotes the closed ball of centre x and radius R.
In general we have dimH(F ) ≤ dimB(F ) ≤ dimB(F ) ≤ dimA(F ), and all inequal-
ities can be strict. Lower and upper box dimensions and Assouad dimension are
invariant under taking closures.
2.4. Notational conventions. When counting covering numbers, it is convenient
to introduce notions≈,/,' for approximately equal, approximately smaller and
approximately larger. The letter 0 < δ  1 will denote a small scale. Then for two
quantities depending on the scale δ, say f(δ) and g(δ) we define the following:
f / g ⇐⇒ ∀ε > 0,∃Cε > 0 such that ∀δ > 0, f(δ) ≤ Cεδ−εg(δ).
f ' g ⇐⇒ g / f.
f ≈ g ⇐⇒ f / g and g / f.
The constants Cε may depend on other variables, so long as these remain inde-
pendent of δ.
We also use the notation A . B for A ≤ CB where C > 0 is a constant inde-
pendent of δ (it may depend on other fixed parameters, so long as they remain
independent of δ). Likewise we define B . A and A ∼ B.
The (open) ρ-neighborhood of a setF will be denoted byF (ρ) = {x : dist(x, F ) <
ρ}.
3. LOWER BOUND: PLANAR DIPOLE KAKEYA SETS
In this section, we focus on the case when n = 2, which allows for a simpler
illustration of the arguments. The proof for general n ≥ 2 is quite similar, but
there are some small additional technical points to handle. This will be explained
in Section 4.
Now, we prove the lower bound
dimBA ≥ 4/7
valid for all sets A ∈ DK2. Let δ > 0 be a small number (<0.0001). Let Eδ ⊂ S1 be
a maximal δ-separated set. In particular, #Eδ ≥ 1/(2δ). For each e ∈ Eδ, there is
a pair (x, y) ∈ A×A such that y − x = e. We collect all such pairs of points for all
e ∈ Eδ. In this way, we obtain a set Aδ ⊂ A with cardinality at most 2#Eδ.
Note that Aδ needs not be δ-separated, so instead of dealing with it directly we
study its intersection with δ-squares. We cover R2 by axes-parallel squares of side
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length δ with disjoint interiors, and denote by Cδ the collection of all such squares
that intersect Aδ. Then #Cδ ∼ Nδ(Aδ) ≤ Nδ(A), so our task is to estimate #Cδ
from below.
Given C ∈ Cδ, we write dirC for the set of directions associated with C. More
precisely, we define
dirC = {e ∈ Eδ : ∃x ∈ C, y ∈ Aδ, y − x = e}. (1)
By construction,
Eδ ⊂
⋃
C∈Cδ
dirC.
Let γ ∈ (0, 1/2) be a parameter to be fixed at the end of the proof. We define a set
of good directions (depending on γ):
Good(γ) =
{
e ∈ Eδ : ∃C ∈ Cδ with #dirC ∩Bδ1/2(e) ≥ δ−γ
}
.
Here Bδ1/2(e) is the δ1/2-ball centred at e in S1. We split the argument depending
on whether most directions are good or not.
3.1. Case (i): #Good(γ) ≥ #Eδ/2. In this case, we shall use the L2 Kakeya max-
imal inequality in R2. Let Kδ be the Kakeya maximal operator in R2; namely, for
each function f ∈ L2(R2) we write
s ∈ S1 → Kδf(s) = sup
x
1
δ
∫
Tδ(s,x)
f(y)dy.
Here Tδ(s, x) is the 1 × δ rectangle (tube) centred at x ∈ R2 whose long side has
direction s. Cordoba’s maximal Kakeya inequality (see [2]) states that
‖Kδf‖2 .
√
log(1/δ)‖f‖2. (2)
Now we rescale everything by a factor δ−1/2. Let e ∈ Good(γ). Then, by con-
struction, we can find a 2δ1/2 × 2δ rectangle Te whose long side has direction e⊥,
and such that Te contains at least δ−γ/100 squares in Cδ. After the rescaling, Te be-
comes a 2× 2δ1/2 rectangle and Cδ becomes a collection of δ1/2 squares. We write
A˜δ, C˜δ for the rescaled versions of Aδ, Cδ. Then there are at least #Eδ/2 many δ-
separated directions, such that for each one of these directions, say e, there is a
2 × 2δ1/2-rectangle in direction e that contains at least δ−γ many squares in C˜δ.
Let f be the characteristic function of the union of squares in C˜δ. Then for s in a
(δ1/2/100)-neighbourhood of e⊥, e ∈ Good(γ) we have
Kδ1/2f(s) &
1
δ1/2
δ−γ(δ1/2)2 = δ1/2−γ,
and therefore, using the assumption #Good(γ) ≥ #Eδ/2 & δ−1,
‖Kδ1/2f‖22 & δ1−2γ.
On the other hand, since #Cδ = #C˜δ,
‖f‖22 . δ#Cδ.
Thus by the Kakeya maximal inequality (2) we conclude that
#Cδ & δ−2γ/ log(1/δ) ' δ−2γ. (3)
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3.2. Case (ii): #Good(γ) < #Eδ/2. For simplicity, let us define
Bad(γ) =
{
e ∈ Eδ : ∀C ∈ Cδ,#dirC ∩Bδ1/2(e) < δ−γ
}
= Eδ \Good(γ).
Now we construct a graph as follows: the vertex set is Cδ, and there is an edge
between C1, C2 ∈ V if and only if there are points x1 ∈ C1 ∩Aδ, x2 ∈ C2 ∩Aδ such
that
x2 − x1 ∈ Bad(γ).
In this case, we write C1 ∼ C2. Note that
#{edges in the graph} ≥ #Bad(γ) & δ−1.
Let C ′δ denote the set of vertices of degree at most 100δ−γ in the graph. Then the
number of edges adjacent to some vertex in C ′δ is. δ−γ#Cδ. Now this implies that
there are two possibilities. Let M be a large constant. Either
#Cδ ≥M−1(1/δ)1−γ, (4)
or (provided M is taken large enough) the number of edges adjacent to a vertex
in C ′δ is at most half the number of total edges in the graph, which we recall is
& 1/δ. Suppose from now on we are in the latter case, that is∑
C∈Cδ\C′δ
#{C ′ ∼ C} & δ−1. (5)
Given two squares C,C ′, we let d(C,C ′) denote the distance between their cen-
tres. Note that if C1, C2 satisfy d(C1, C2) ≥ δ1/2, then
#{C ∈ Cδ : C ∼ C1, C ∼ C2} . (1/δ)γ. (6)
Indeed, the centre of such C must be contained in the intersection of two annuli
Ai centred at the centre of Ci with unit radius and width 10δ. The intersection
of these two annuli is contained in a 10δ1/2-arc of Ai, i ∈ {1, 2}. Recalling the
definitions of Bad(γ) and ∼, we see that (6) holds.
Now, given C ∈ Cδ, let
P (C) = {(C1, C2) ∈ C2δ : C ∼ C1, C ∼ C2, d(C1, C2) ≥ δ1/2}.
We claim that if C ∈ Cδ \ C ′δ, then
#P (C) & deg(C)2 = #{C ′ ∼ C}2. (7)
Indeed, it is enough to show that for any C1 ∼ C, there are & deg(C) neighbours
C2 ∼ C such that d(C1, C2) ≥ δ1/2. This holds since the C ′ such that C ′ ∼ C,
d(C1, C
′) < δ1/2 are contained in the 4δ-neighborhood of a unit circle arc of length
2
√
δ centred at x0 ∈ C and therefore, by the definition of Bad(γ) and the graph,
they number less than 40δ−γ < deg(C)/2, since we assumed that C ∈ Cδ \ C ′δ.
Putting these facts together and using Cauchy-Schwarz, we conclude that
δ−γ(#Cδ)2
(6)
&
∑
C∈Cδ\C′δ
#P (C)
(7)
&
∑
C∈Cδ\C′δ
#{C ′ ∼ C}2
C-S
& 1
#Cδ
 ∑
C∈Cδ\C′δ
#{C ′ ∼ C}
2 (5)& δ−2
#Cδ ,
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and hence
#Cδ & (1/δ)(2−γ)/3. (8)
We have finished our discussion. To summarise, combining (3), (4) and (8) we
get that
#Cδ ' (1/δ)min(2γ,1−γ,(2−γ)/3).
At this point we observe that the optimal choice is γ = 2/7 and we conclude that
Nδ(A) & #Cδ ' (1/δ)4/7,
leading to
dimBA ≥ 4/7.
3.3. Assouad dimension. We shall now prove that dimAA ≥ 2/3. The argument
is somewhat similar to that of case (ii) above. We start with an initial reduction.
Let S ′ ⊂ S1 be an arc of angle pi/10. We consider the subset A′ of A formed by
dipoles pointing in directions in S ′. Next, we decompose R2 into almost disjoint
squares with side length 1/10. Let C be one of these squares, and consider the set
D(C) = {e ∈ S ′ : ∃x ∈ C, y ∈ A′, y − x = e}.
We only need to consider finitely many such C as A′ is bounded. Hence there
is at least one C, let us call it C0, such that D(C0) has non-empty interior; let S ′′
be a non-trivial interval contained in the closure of D(C0). Now we consider the
following set
A′′ = {x ∈ A′ : x ∈ C0 or ∃y ∈ C0, x− y ∈ S ′′}.
Clearly A′′ is contained in a ball of diameter less than 1.9. Now we replace A by
this smaller (up to closure) set A′′.
Let Eδ be a maximal δ-separated set of S ′′. Now we perform a dyadic pigeon-
holing argument. For each C ∈ Cδ, recall the construction of dirC from (1), and
let nC = #dirC. Then we see that
#Eδ ≤
∑
C∈Cδ
nC =
∑
k≥0
∑
C:nC∈[2k,2k+1)
nC =:
∑
k≥0
Ik.
Since nC = 0 whenever 2k > 2δ−1, there are / 1 terms to consider in the last
sum, and hence there is k such that Ik ' #Eδ & 1/δ, with the implicit constant
depending on A, S ′′. We write
2k = (1/δ)α
and
#{C ∈ Cδ : nC ∈ [2k, 2k+1)} = (1/δ)β.
Note that, by definition,
(1/δ)α+β ' 1/δ. (9)
Given C1, C2 ∈ C ′δ, we write C1 ∼ C2 if there are points x1 ∈ C1, x2 ∈ C2 with
x2 − x1 ∈ Eδ. Now consider the incidence set
I = {(C1, C2, C3) ∈ C3δ : C1 ∼ C2, C1 ∼ C3}.
For each square C1 with nC1 ∈ [2k, 2k+1), the number of choices C2, C3 with C1 ∼
C2, C1 ∼ C3 is at least 22k. Thus, recalling (9) we see that
#I & (1/δ)β+2α ' (1/δ)1+α. (10)
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Now we want to give an upper bound for #I. For each integer j ≥ 0, let Lj be
the number of pairs (C1, C2) ∈ C2δ such that
d(C1, C2) ∈ [2jδ, 2j+1δ).
As we assume that A is bounded, there is a constant M depending on A such that
Lj = 0 for all j ≥M log(1/δ). Now fix
t > dimAA.
By the definition of Assouad dimension, there is a constant Mt (independent of
δ, j) such that for each C ∈ Cδ,
#
{
C1 ∈ Cδ : d(C,C1) ≤ 2j+1δ
} ≤Mt(2jδ/δ)t.
This implies that
Lj ≤Mt2jt#Cδ. (11)
Let (C1, C2) be such that d(C1, C2) ∈ [2jδ, 2j+1δ). We want to estimate the number
of C0 ∈ Cδ such that
(C0, C1, C2) ∈ I.
We have considered this problem above when C1, C2 are sufficiently separated.
By our initial reduction, we may assume 2jδ ∈ (0, 1.9). Indeed, the reason for this
reduction was to avoid ’outer-tangencies’ between two unit circles. More pre-
cisely, we consider the intersection between two annuli with radius 1 and width
δ. The shape of this intersection depends on the distance d between the centres
of these two annuli. If d < 1.9 then the intersection is contained in a 10δ neigh-
bourhood of a . δ/d arc of one of the annuli. However, when d is near 2, then the
two annuli are ’outer-tangent’ and their intersection is roughly a δ×δ1/2 rectangle
which is too large for our purposes.
Now the number of C0 with (C0, C1, C2) ∈ I can be bounded from above by
Mt
(
δ/2jδ
δ
)t
(12)
for a (different) constant Mt > 0. From (11) and (12) we see that
#I ≤Mt
∑
j
Lj
(
δ/2jδ
δ
)t
.M2t (1/δ)t#Cδ log(1/δ). (13)
Combining (10), (13) we deduce
#Cδ(1/δ)
t ' (1/δ)1+α, (14)
were from now on the implicit constants are allowed to depend on t. Using (9),
#Cδ ≥ (1/δ)β ' (1/δ)1−α. (15)
Since dimAA ≥ dimBA, we also have
#Cδ ≤Mt(1/δ)t
if δ is sufficiently small. Combined with (14) and (15), this yields
(1/δ)t ' min
{
(1/δ)(1+α)/2, (1/δ)1−α
}
.
Optimizing over α (which we note depends on δ), we conclude that
(1/δ)t ' (1/δ)2/3,
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thus t ≥ 2/3 and since t > dimAA was arbitrary, this concludes the proof.
4. LOWER BOUNDS FOR n ≥ 3
As we already mentioned, the proof of Theorem 1.1 when n ≥ 3 is not unlike
that of the case n = 2. We now provide some details about the differences and
complete the proof of Theorem 1.1. In this section, all the implicit constants are
allowed to depend on n.
Let A ∈ DKn. Here, δ is again a small positive number. Let Eδ ⊂ Sn−1 be a
maximal δ-separated set. For each e ∈ Eδ, there is a pair (x, y) ∈ A × A with
y − x = e. Then we collect all such pairs for all e ∈ Eδ and obtain a set Aδ. We
decompose Rn into almost disjoint δ-cubes and denote by Cδ the collection of all
cubes that intersect Aδ. We can also continue to define dirC by (1).
Let γ ∈ (0, (n− 1)/2) be a parameter to be fixed. We define
Good(γ) = {e ∈ Eδ : ∃C ∈ Cδ,#dirC ∩Bδ1/2(e) ≥ δ−γ}.
We can then perform the arguments in the previous section almost verbatim. Sup-
pose first that #Good(γ) ≥ #Eδ/2. We now need to use hyperplane Kakeya
maximal inequalities in Rn. For each function f ∈ C0(Rn), we write
s ∈ Sn−1 → Kn−1f(s) = sup
x∈Rn
∫
H(s,x)
f(y)dn−1y.
Here H(s, x) is the (n− 1)-hyperplane passing through x ∈ Rn and orthogonal to
s, and the measure dn−1 is the Lebesgue measure on H(s, x) normalized such that
a unit (n− 1)-ball has measure 1. It follows from [3, Theorem 1] or [7, Theorem 2]
that
‖Kn−1f‖1 ≤ Kτ (‖f‖L(n−1)/n+τ + ‖f‖L(n−1)/n−τ ) ,
for any τ > 0. Using this in place of (2) in the previous section together with the
bound on #Good(γ), we get that, for each ε > 0,
#Cδ &ε δε−nγ/(n−1),
where the δε factor arises since the Lp norms of f are arbitrarily close to, but
different, from n/(n− 1). Thus, we have
#Cδ ' δ−nγ/(n−1).
Now we need to consider the case in which Bad(γ) = Eδ \Good(γ) is large. We
can perform the same graph-theoretic argument as before. We define C ′δ to be the
set of vertices with degree at most Lnδ−γ , where Ln is a sufficiently large constant
that depends only on n. The analog of (4) becomes
#Cδ ≥M−1(1/δ)n−1−γ.
Observe that ifC1, . . . , Cn are pairwise δ1/2-separated, then the union of allC such
that C ∼ Ci for i = 1, . . . , n is contained in a parallelepiped of size ≈ δ1/2 × · · · ×
δ1/2 × δ. Hence
#{C ∈ Cδ : C ∼ C1, . . . , C ∼ Cn} . δ−γ,
Now let
P (C) = {(C1, . . . , Cn) ∈ Cnδ : C ∼ C1, . . . , C ∼ Cn, C1, . . . , Cn are δ1/2 separated}.
ON SETS CONTAINING A UNIT DISTANCE IN EVERY DIRECTION 9
Applying the argument in the planar case n− 1 times, we see that if Ln was taken
large enough, then #P (C) & deg(C)n. From here, the rest of the argument is al-
most the same as in the previous section. One needs to apply Hölder’s inequality
with exponent n in place of Cauchy-Schwarz. In this way, we arrive at
#Cδ & (1/δ)(n(n−1)−γ)/(2n−1).
Combining the three possible lower bounds as in the planar case, we see that
#Cδ ' (1/δ)min(nγ/(n−1),n−1−γ,(n(n−1)−γ)/(2n−1)).
Taking γ = n(n− 1)2/(2n2 − 1), we see that the exponent is at least
n(n− 1)
2n− 1
2n2 − n
2n2 − 1 .
This is a lower bound for dimBA.
The argument for obtaining the lower bound n(n− 1)/(2n− 1) for the Assouad
dimension is again similar to that in the previous section and it is simpler than
the proof for the lower box dimension. We leave the details to the reader.
5. CONSTRUCTIONS
5.1. Construction for lower box dimension. We construct a dipole Kakeya set
P ∈ DK2 with lower box dimension at most 2/3. The construction is based on the
following operation acting on arcs with unit radius. This operation is illustrated
in Figure 1.
FIGURE 1. Operation on unit circular arcs
Given an arc E with unit radius centred at e ∈ R2 and a positive number δ > 0,
we define two sets P(E, δ) and A(E, δ) (here P stands for “points” and A for
“arcs”) in the following way: First we choose a partition of E into sub-arcs with
length between δ and 2δ. Such a partition exists when the arc length of E is larger
than δ. If this is not the case, we use the trivial partition which is E itself. In
general, multiple choices of such partitions are possible, we only need to choose
one. Suppose this partition we chose is determined by the following sequence of
points on E in the clockwise order:
e1, e2, e3 . . . , eN .
Then we define P(E, δ) = {ei}i=1,...,N . Now for any two neighbouring points
ei, ei+1, we consider the arc eiei+1 between them. We want to ’transfer’ this arc
to the point e in such a way that the unit directions determined by the set are
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preserved. To do this, we draw an arc ee′i with centre ei starting from e in coun-
terclockwise direction such that the arc length of ee′i is equal to that of eiei+1. We
let A(E, δ) be the collection of all such arcs
A(E, δ) = {ee′i}i=1,...,N−1.
We choose a sequence of positive numbers which decays very fast, for example,
δk =
1
22(k
2)
.
First take E0 to be the unit circle S1 and P0 = {0}, and apply the above procedure
to obtain P(E0, δ1), A(E0, δ1). We denote
P1 = P(E0, δ1), A1 = A(E0, δ1).
In general after the k-th step we have the sets Pk, Ak of points and arcs respec-
tively. Then, for each element E ∈ Ak we obtain P(E, δk+1), A(E, δk+1). Then
denote
Pk+1 =
⋃
E∈Ak
P(E, δk+1),
Ak+1 =
⋃
E∈Ak
A(E, δk+1).
The idea of this construction is that if the union of the points and the arcs in
Pk, Ak contains a unit distance in every direction, so does the union of the points
and the arcs in Pk+1, Ak+1, while the latter set is much smaller because many arcs
have moved closer together.
Then we define P =
⋃
k∈N Pk. For each integer k, the set
⋃
i≤k Pi contains two
endpoints of unit segments whose directions form a (2δk)-dense subset of S1.
Then we take the closure P and finish our construction. Since P − P contains a
dense subset of S1 by our previous observation, it contains all of S1. Our task is
then to get an upper bound for the lower box dimension of P . To begin, as the
lower box dimension is stable under taking closures, it is enough to show that
dimB P ≤ 2/3. To do this, we consider the scales rk = δ3/2k and covering numbers
Nrk(P ), for large enough k ∈ N. In order to estimate Nrk(P ) it is enough to com-
pute Nrk
(⋃
i≤k+1 Pi
)
, because P is contained in an ε-neighbourhood of
⋃
i≤k+1 Pi,
where ε can be bounded by
ε ≤
∑
i≥k+1
δi ≤ 2δk+1 ≤ (δk)3/2 = rk,
using the fast decrease of δk. Hence
Nrk
( ⋃
i≤k+1
Pi
)
∼ Nrk (P ) . (16)
We estimate the box covering number of
⋃
i≤k+1 Pi with respect to the scale rk.
For
⋃
i≤k Pi, we see that the cardinality of this set is at most .
∑
i≤k δ
−1
i .
Now we make the key observation that Pk+1 is contained in a (2δk)-neighbourhood
of Pk−1 by construction, and hence
Nrk(Pk+1) . (δk/rk)2#Pk−1 . δ−1k δ−1k−1.
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Therefore, using again the fast decay of δk = 1
22
(k2)
,
Nrk
( ⋃
i≤k+1
Pi
)
. δ−1k δ−1k−1 +
∑
i≤k
δ−1i . δ−1k−1δ−1k .
Note that log(δk−1)/ log(δk) → 0 by the fast decay of δk. Recalling (16), we con-
clude that
lim inf
k→∞
logNrk(P )
log(1/rk)
≤ lim inf
k→∞
log(δk−1δk)
(3/2) log δk
= 2/3.
We have therefore verified that
dimB P = dimB P ≤
2
3
.
We can also perform similar constructions in Rn for n ≥ 3. The idea is exactly
the same as in R2. We only give a sketch about the construction. We first need to
modify the definition of P(E, δ) and A(E, δ). Given an open ball E ⊂ Sn−1, we
now let P(E, δ) be a set of δ-separated points in E. We also let A(E, δ) be a union
of pieces of Sn−1 with different orientations attached to the centre. The shapes
of the pieces in A(E, δ) is determined by P(E, δ). The easiest possible way is to
consider the balls centred at P(E, δ) with radii 2δ, and translate them to intersect
the origin with their centres. Then we can perform the construction of the set
P ⊂ Rn with a sequence of δi → 0 and estimate the covering numbers at the
scales δ(2n−1)/ni . Arguing as in the planar case, we are led to the bound
dimB P ≤
n(n− 1)
2n− 1 .
5.2. The Hausdorff dimension of P ⊂ R2. The computation of dimH P is not
very different from that of dimB P . The key is again that Pk+1 is contained in a
(2δk)-neighbourhood of Pk−1, and together with the fast decay of δk this implies
that
P ⊂
(
k−2⋃
j=0
Pj
)⋃
P
(3δk)
k−1
⋃
P
(3δk+1)
k .
Therefore we can cover P by
∑k−1
j=0 #Pk−1 balls of radius 3δk and #Pk balls of
radius 3δk+1. Hence, for any s > 0 we can bound
Hs∞(P ) .
( ∑
i≤k−1
δ−1i
)
δsk + δ
−1
k δ
s
k+1.
Using the fast decay of δi we see that the right-hand side tends to 0 as k → ∞,
and hence Hs∞(P ) = 0 and dimH P = 0. The same argument works in arbitrary
dimension.
5.3. A construction with upper box dimension equal to 3/4. We can also con-
struct a planar dipole Kakeya set with upper box dimension equal to 3/4. The
idea is not very different from the construction above. We provide some details.
Let E be an arc of a unit circle. We will define collections of arcs A(E) and
of points P(E) depending on E. Let θ ∈ (0, pi) be the angle of E. Let x1, x2 be
the two points, in addition to the midpoint of E, needed to cut E into four equal
pieces. LetEi be the sub-arc ofE of angle θ/4 having xi as its midpoint. LetE ′i, E ′′i
be two rotated copies of Ei around xi by angles ±θ/8 respectively. See Figure 2.
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Note that the centres of these arcs are obtained by rotating the centre of E around
xi by ±θ/8. (Here and below, by the centre of an arc we mean the centre of the
circle that contains it, not to be confused with the midpoint of the arc.) We define
A(E) = {E ′1, E ′′1 , E ′2, E ′′2}, and P(E) = {x1, x2}. Starting with E, we inductively
perform these operations on all the sub-arcs obtained in the process, and define
F (E) to be the closure of the countable set of all the points in P(E ′) obtained
along the way (over all arcs E ′ obtained at any step of the process). Our final set
F is defined as the union of F (E0), F (E1), F (E2) where E0 is a pi/2-arc and E1, E2
are pi/4 arcs as depicted in Figure 2. Namely, E1 and E2 intersect at the centre of
the arc E0, and the centres of E1 and E2 are the points x1, x2 associated to the arc
E0. Hence this configuration consists of two pairs of “opposite” pi/4-arcs.
FIGURE 2. The operation on arcs (left) and the first step of the con-
struction (right)
By the choice of the initial arcs in “opposite” configuration, at each stage in the
process the unions of points and arcs contains every unit direction. Hence the
same argument from §5 shows that S1 ⊂ F − F .
Since upper box dimension is finitely stable,
dimB F = max{dimB F (E0), dimB F (E1), dimB F (E2)}.
We now show that dimB F (E0) = 3/4; the same argument applies to E1 and E2 as
well.
Let k be a large integer. We start with E0 and perform the above operation until
all the smaller arcs are of angle 4−kpi/2. As a result, the collection Pk of pairs of
points at this stage has cardinality . 4k. We also have 4k arcs of angle 4−kpi/2. We
want to count how many balls of radius 4−k are needed to cover all the points in
Pk. If we then enlarge all the balls tenfold, the union will also cover all the arcs.
Denote this counting number by Nk. It equals N(F (E0), 10 · 4−k) up to fixed
multiplicative constants, and so tells us everything about the upper box dimen-
sion of F (E0). A very naive estimate forNk is simply 100 ·4k.However, the points
in Pk are not 4−k-separated. Indeed, Pn+1 is constructed by adding four points
around each element of Pn. Those four points are the pairs of endpoints of two
arcs of angle 4−n−1pi/4, and those arcs have tangential directions at their mid-
point separated by an angle 4−n−1pi/2. Thus, these four points can be grouped
into two pairs, say, x1, x2 and y1, y2, such that d(x1, x2) = d(y1, y2) ∼ 4−2n and
d(xi, yj) ∼ 4−n. Recall we want to estimate the 4−k-covering number. The idea
is now that for n = bk/2 + 100c to n = k, when seen at the resolution 4−k, each
point in Pn splits with multiplicity 2 rather than 4. To be more precise, what holds
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is that if x ∈ Pbk/2+100c, then all points that split from x in all construction steps
from n = bk/2+ 100c to n = k can be covered by 21+k−bk/2+100c balls of radius 4−k.
Hence
Nk ≤ 41+bk/2+100c21+k−bk/2+100c . 4k/22k/2 = 43k/4.
In fact, the same argument shows that Nk ≈ 43k/4. As explained above, this leads
to the bound dimB F (E0) = 3/4, which is the result we claimed.
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