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1 Introduction
Les problèmes de satisfaction de contraintes (CSP)
sont habituellement définis comme un ensemble de va-
riables associées à leur domaines de valeurs possibles
et par un ensemble de contraintes. Ils fournissent un
cadre pour la modélisation de nombreuses applications
pratiques dans le domaine de l’aide à la decision. La
plupart de ces problèmes sont associés à un critère
d’optimisation. Dans ce contexte, l’optimisation sous
contraintes consiste à trouver une affectation de va-
leurs aux variables qui satisfasse les contraintes et op-
timise une fonction objectif donnée. Beaucoup d’algo-
rithmes de résolution ont été proposés et peuvent être
classés dans deux groupes principaux.
Les méthodes complètes explorent l’espace de re-
cherche en totalité afin de trouver toutes les solu-
tions ou, de détecter que le CSP n’est pas consistant.
En ce qui concerne les techniques de résolution des
méthodes complètes, nous sommes ici principalement
concernés par la propagation de contraintes et le dé-
coupage des domaines des variables qui est une des
techniques les plus usuelles de la programmation par
contraintes (CP).
Les méthodes incomplètes, elles, se basent principa-
lement sur l’utilisation de métaheuristiques fournis-
sant une exploration plus efficace des régions intéres-
santes de l’espace de recherche afin de trouver des so-
lutions. Les approches les plus communément utilisées
sont basées sur des algorithmes évolutionnaires [6, 3, 7]
et des algorithmes de recherche locale [1].
Dans cet article, nous nous sommes intéressés à
la conception d’un cadre hybride de résolution in-
cluant les algorithmes génétiques et la propagation
de contraintes pour résoudre un problème combina-
toire particulier : l’équilibrage des cursus universitaires
(BACP : Balanced Academic Curriculum Problem)
présenté dans [4].
Notre but est alors double : d’une part, nous visons
à résoudre efficacement ce problème en combinant un
algorithme génétique avec des techniques de program-
mation par contraintes, et d’autre part, nous propo-
sons un cadre général pour concevoir avec précision
un tel processus de résolution hybride pour identifier
clairement ses caractéristiques et propriétés.
2 Modèle de calcul CP vs AG
Nous rappelons tout d’abord les notions de base liées
aux CSP, à l’optimisation, et aux AG avant de présen-
ter notre cadre général pour l’hybridation CP et AG.
Un CSP est un triplet (X,D,C) où X =
{x1, · · · , xn} est un ensemble de variables prenant
leurs valeurs dans leurs domaines respectifs D =
{D1, · · · ,Dn}. Une contrainte c ∈ C est une rela-
tion c ⊆ D1 × · · · × Dn. Afin de simplifier les nota-
tions, D désignera également le produit cartésien des
Di et C l’union des contraintes. Un n-uplet d ∈ D
est une solution d’un CSP (X,D,C) si et seulement
si ∀c ∈ C, d ∈ c. La propagation de contraintes, est
une des techniques les plus célèbres pour résoudre les
CSP. Elle se traduit par la réduction des domaines des
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variables de manière itérative (suppression des valeurs
qui ne satisfont pas les contraintes).
Ces réductions doivent s’alterner avec un mécanisme
d’énumération afin d’obtenir un solveur complet. Les
problèmes d’optimisation sous contraintes, bien que
semblables à ceux de la satisfaction de contraintes,
sont comparativement plus difficiles parce qu’ils n’ac-
ceptent que les solutions qui minimisent ou maxi-
misent une fonction objectif donnée, tout en satisfai-
sant les contraintes.
Dans [2], K.R. Apt a défini un cadre pour la propa-
gation de contraintes. Dans [8], le modèle est étendu
avec des opérateurs de découpage et des stratégies de
recherches locales afin de modéliser les différentes mé-
thodes de résolutions hybrides par le calcul d’un point
fixe d’un ensemble de fonctions sur un ensemble or-
donné.
Algorithme générique itératif (GI )
Dans ce contexte, la réduction de domaines cor-
respond au calcul d’un point fixe d’un ensemble de
fonctions sur un ensemble partiellement ordonné. Ces
fonctions, appelées fonctions de réduction, abstraient
la notion de contraintes.
Le calcul est réalisé selon l’algorithmGI qui, suppo-
sons toutes les fonctions inflationnaires et monotones,
termine alors pour chaque exécution et calcul le plus
petit pointfixe commun des fonctions.
Ce cadre abstrait est étendu ici à l’hybridation de
techniques de résolution.
Les Algorithmes Génétiques
Nous voulons utiliser un cadre uniforme nous per-
mettant de combiner des techniques de propagation
de contraintes et des méthodes heuristiques. Basée sur
le principe de la sélection naturelle, les algorithmes
génétiques [6] ont été appliqués avec succès aux pro-
blèmes combinatoires tels que les problèmes d’ordon-
nancements ou de transports.
L’application d’un algorithme génétique consiste en
la génération successive de meilleurs individus en fonc-
tion du problème choisi, celui-ci est défini par les com-
posants suivants :
– une représentation des solutions potentielles.
– une manière de créer une première population,
– une fonction d’évaluation eval.
– les opérateurs génétiques qui définissent la com-
position des enfants : deux opérateurs différents
seront ici considérés : le croisement et la mutation.
– les paramètres : taille de population, les probabi-
lités de croisement et de mutation.
Génétique : un processus d’optimisation
Dans le contexte des AG, pour la résolution d’un
CSP donné (X,D,C), l’espace de recherche peut être
habituellement défini par l’ensemble des n-uplets de
D = D1× · · · ×Dn. Nous considérons des populations
g de taille i, g ⊆ D. Un élément s ∈ g est un individu
et représente une solution potentielle du problème.
Les fonctions d’évaluation fournissent des infor-
mations quant à la qualité d’un individu et donc,
d’une population. Ainsi, nous considérons la fonction
d’évaluation evalind, telle que evalind(s) représente le
nombre de contraintes non satisfaites couplé avec le
critère d’optimisation pour un individu s.
Nous étendons cette notion d’évaluation aux popu-
lations par evalgentelle que evalgen(g) représente l’éva-
luation des individus de la population g. Cette fonction
evalgen(g), peut représenter par exemple, la somme de
toutes les évaluations de chacun des individus.
Les algorithmes génétiques visent à produire une
nouvelle population en utilisant la selection et des opé-
rateurs génétiques : recombinaison et mutation. Cette
nouvelle population s’appelle la descendance.
Nous définissons l’ensemble des descendances pos-
sibles, c.-à-d., les séquences de populations par : AG
Du point de vue des AG, un résultat est soit une po-
pulation g qui contient une solution, soit un chemin
de recherche d’une taille donnée maximum.
Structure de calcul
Afin de manipuler les différentes structures de don-
nées associées à chaque facette de la résolution, nous
ajoutons un facteur génétique particulier à l’espace de
recherche pour chaque CSP, sur lequel l’AG fonction-
nera et où l’optimisation sera effectuée.
Définition 1 Un CSP avec facteur génétique pour
l’optimisation (ogCSP) est défini par la séquence
(D,C, p, f) où
– D = D1, ...,Dn
– ∀c ∈ C, c ⊆ D1 × · · · ×Dn
– p ∈ AG
– f : fonction objectif.
Du point de vue de CP, une solution d’un ogCSP
est un tuple qui satisfait toutes les contraintes. Du
point de vue des AG, la notion de solution est liée à la
fonction d’évaluation qui définit une solution comme
un élément s ∈ p tels que s est le minimum (ou le
maximum) pour la fonction objectif.
Soit un ogCSP ψ = (D,C, p, f), ces deux points de
vue induisent deux ensembles de solutions :
– Solutions faisables : SolCP (ψ) = {d ∈ D|∀c ∈
C, d ∈ c}
– Solutions optimales : SolAG(ψ) = {s | p =
(g1, . . . , gm)∀i ∈ [1..m],∀s
′ ∈ gi, evalind(s) ≤
evalind(s
′)}.
Ainsi, avec les propriétés précédentes, l’AG optimise
la fonction objectif, prenant ses valeurs dans un es-
pace de recherche qui devient localement consistant
avec CP. Avec des propagations de contraintes et des
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Fig. 1 – Exemple de distribution des cours.
découpage successifs, l’espace de recherche est progres-
sivement limité au solutions faisables, parmi lesquelles
l’AG doit trouver l’optimum.
3 Expérimentation
Dans cette section, nous présentons le problème
BACP suivi de l’implémentation d’un prototype, dé-
veloppée en C++, qui nous a permis de tester nos
hybridations. Le but de cette section n’est pas d’exa-
miner un algorithme efficace sur des jeux de tests à
grande échelle mais de mettre en avant l’avantage de
notre cadre pour la résolution hybride de ce problème.
L’équilibrage des programmes universitaires
Le problème est de planifier les cours composant un
diplôme afin d’équilibrer la charge des étudiants pour
chaque période universitires. Chaque cours est doté
d’un certain nombre de crédits représentant la quan-
tité de travail nécessaire pour le suivre avec succès.
La charge d’une période est la somme des crédits de
chaque cours de la période. D’autres contraintes sont
ajoutées : une charge maximale et minimale par pé-
riode, et des rapports de précédence sont établis entre
certains cours (figure 1).
Ainsi, une solution est une affectation équitable des
cours aux périodes, ce que nous traduisons comme la
minimisation de la période qui a la charge la plus éle-
vée. Pour une description plus détaillée, le lecteur peut
se référer à [4].
Instantiation de l’ensemble de fonctions
Nos fonctions de base sont organisées en trois en-
sembles : un premier ensemble des fonctions de ré-
duction de domaines dr, l’ensemble des fonctions de
découpage sp, et l’ensemble des fonctions d’AG : ag.
Notre algorithme génétique produit à partir d’une
Qualité de
la solution
bacp 8 Qualité de
la solution
bacp 10
24 137,08 33 9,11
23 218,23 32 25,38
21 218,43 30 25,65
20 712,84 29 1433,18
19 1441,98 27 1433,48
18 1453,73 26 1626,49
17(optimum) 1459,73 24 1626,84
Fig. 2 – Résultats en secondes avec lp_solve
Qualité de
la solution
bacp 8 bacp 10 bacp 12
24 0,47 4,71 2,34
23 0,54 4,67 2,40
22 0,61 3,68 2,48
21 0,61 4,36 2,76
20 0,69 4,63 3,20
19 0,83 4,95 4,25
18 1,20 5,13 35,20
17 15,05(optimum) 5,60
16 6,39
15 8,53
14 34,84(optimum)
Fig. 3 – Résultats en secondes avec AG+CP
population k, une nouvelle population k+1 de 60 indi-
vidus choisis parmi 100 issus de k.
Les contraintes de prérequis sont facilement conver-
ties en contraintes binaires et abstraites sous forme de
fonctions de réduction pour la consistance d’arc sur les
domaines des cours. Les contraintes sur les périodes,
la somme des charges et du nombre de cours, sont re-
présentées en tant que contraintes globales et utilisées
pour élaguer l’arbre de recherche en détectant des in-
consistances.
Résultats expérimentaux
On considère les problèmes bacp8, bacp10 et bacp12
issues de la CSPlib [5]. Afin de donner un point de ré-
férence, nous présentons les résultats de [4] utilisant
lp_solve pour les problèmes 8-périodes et 10-périodes
(figure 2). Si lp_solve peut trouver la solution opti-
male pour le premier, ce n’est pas le cas pour le se-
cond.
Dans [8], nous avons présenté le système de réso-
lution à base de contraintes établi pour l’hybridation
de la propagation contraintes avec la recherche locale.
Nous avons réutilisé notre système et y avons intégré
le module d’AG (c.-à-d., les fonctions ag).
Nous avons également ajouté la notion d’optimisa-
tion. Plus précisément, nous avons adapté la fonction
d’évaluation utilisée pour la recherche locale.
Le plus intéressant dans une telle hybridation est
la complètude de l’association AG-CP, et les rôles
que AG et CP jouent dans le processus de recherche
(voir les schémas 4, 5, et 6) : AG optimise les solu-
tions dans l’espace de recherche progressivement rendu
localement consistant en utilisant la propagation de
contraintes et le découpage.
0
20
40
60
80
100
16171819202122232425
po
urc
en
tag
e
évaluation
propagation
découpage
algorithme génétique
Fig. 4 – Evolution de CP vs AG durant le processus
d’optimisation (problème de 8-périodes)
Afin d’évaluer les bénéfices de chacun des compo-
sants, nous avons mesuré pour CP : le nombre de ré-
duction effectives et le nombre de découpages, et pour
AG : le fait que la génération suivante est globalement
meilleure que la précédente.
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Fig. 5 – Evolution de CP vs AG durant le processus
d’optimisation (problème de 10-périodes)
Au début, CP représente 70% de l’effort de re-
cherche : la propagation de contrainte réduit l’es-
pace de recherche. A contrario, l’AG représente en-
viron 30%. Pendant cette période, trop peu de consis-
tences locales sont atteintes par la propagation de
contraintes, et l’AG ne trouve que des solutions avec
un coût supérieur à 21. Puis, au début de la deuxième
moitié du processus de recherche, en termes de coûts,
CP et AG convergent l’un vers l’autre : les sous-
problèmes ont en majoritairement atteint la propriété
de consistance locale et les tests sur les contraintes
n’améliorent plus les domaines. À la fin, AG exécute
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Fig. 6 – Evolution de CP vs AG durant le processus
d’optimisation (problème de 12-périodes)
70% de l’effort de recherche pour trouver la solution
optimale.
Dans cet article, nous avons employé un cadre gé-
néral approprié pour modéliser la résolution des pro-
blèmes d’optimisation. Les résultats sur le problème
permettent d’identifier les interactions entre les dif-
férents mécanismes de résolution. De telles études
peuvent être employées pour la mise au point de sol-
veurs hybrides robustes.
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