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Abstract
We posit that hippocampal place cells encode information about future locations
under a transition distribution observed as an agent explores a given (physical
or conceptual) space. The encoding of information about the current location,
usually associated with place cells, then emerges as a necessary step to achieve
this broader goal. We formally derive a biologically-inspired neural network from
Nystro¨m kernel approximations and empirically demonstrate that the network suc-
cessfully approximates transition distributions. The proposed network yields rep-
resentations that, just like place cells, soft-tile the input space with highly sparse
and localized receptive fields. Additionally, we show that the proposed computa-
tional motif can be extended to handle supervised problems, creating class-specific
place cells while exhibiting low sample complexity.
1 Introduction
Neuroscientists have observed that the receptive fields of many neurons are localized in and effec-
tively tile the parameter space they represent. For example, a V1 neuron responds to input localized
in visual space and orientation [12], an auditory neuron responds to input localized in frequency
space [13], and a hippocampal place cell is active in a particular spatial location [22].
Following [31], we posit that hippocampal place fields’ purpose is to encode predictions about fu-
ture locations under the transition distribution observed as an agent explores a given (physical or
conceptual) space; encoding information about the current location is needed to achieve this broader
goal. For example, the successor representation (SR) [6], commonly used in reinforcement learning
to model the agent’s transition distribution, has an eigendecomposition akin to grid cells [31]. Low-
rank approximations are appealing as they embody the efficiency/accuracy dilemma when learning
representations. This brings forward the main question of this work: Can place cells also arise from
low-rank approximations of a transition distribution? We show that this is indeed possible by intro-
ducing a biologically-inspired neural network that leverages the low-rank Nystro¨m method [35].
In the machine learning literature, approximating an input conditional probability with an output
kernel is a recurring theme. Among other key exemplars [e.g., 2, 9], we have SNE [11] and t-
SNE [33] for data visualization, and word2vec [21] and GLOVE [26] to produce vector embeddings
for words. In all cases, the input conditional probability models the transition from a given datum
to any other datum in the dataset. While in different settings these input distributions take different
forms, our formulation can work with any of them. Next, we summarize some of these alternatives.
Row-normalized kernels. Often, in many forms of machine learning, the input conditional proba-
bility distribution takes the form of a row-normalized kernel, i.e.,
pin(y|x) := Kin(x,y)∫ Kin(x,z) dz . (1)
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For computational simplicity, the denominator is usually computed only over the observed data z ∈
{xi}ni=1. This form has shown great success for nonlinear dimensionality reduction [1, 5, 11, 33].
Semidefinite programs. Peng et al. [25] introduced a semidefinite relaxation of k-means cluster-
ing which yields the same solution as the non-convex original formulation for datasets with well
segregated clusters. For dataset X ∈ Rd×n with n datapoints in d dimensions, the formulation is
Q∗ = argmax
Q∈Rn×n
Tr
(
X>XQ
)
s.t. Q < 0, Q1 = 1, Tr(Q) = k, Q ≥ 0. (2)
Alternatively, the trace constraint can be replaced by diag(Q) = kn1. Unexpectedly, when data
contains (greater than zero-dimensional) manifolds, the semidefinite program’s solution, Q∗, cap-
tures such geometrical structures [32]. In this setting, Q∗ is effectively a kernel that is automatically
learned from data [32]. Under the constraints Q1 = 1 and Q ≥ 0, we can consider Q∗ as a
conditional probability of reaching, from any starting data point, any other data point.
Successor representations. Here, we consider an agent interacting with its environment in a se-
quential manner. Starting from a state s0 ∈ S, at each step t the agent takes an action at ∈ A follow-
ing some policy pi, to which the environment responds with a state st+1 ∈ S according to a transition
probability function p(st+1|st, at). Then, the SR [6] is Ψ(s, s′) = Epi,p
[∑∞
t=0 α
t
1[st=s′]
∣∣s0 = s],
where 1[·] is the indicator function and α encodes future discounts. By linearity of expectation,∑
s′ Ψ(s, s
′) = (1−α)−1. We define the conditional probability pin of landing in state s′ given the
current state s as
pin(s
′|s) := (1− α)Epi,p
[∑∞
t=0 α
t
1[st=s]
∣∣s0 = s] . (3)
1.1 Related work
Our work takes inspiration from convolutional kernel networks (CKN) [20, 18]. CKNs replace the
matrix-vector multiplications used in convolutional networks by kernel feature maps and are used
for supervised classification. Their feature maps use Nystro¨m-like approximations. CKNs are also
related to radial basis function networks [3] and self-organizing maps [14].
Our model also shares some similarities with the bag-of-features (BoF) approach, as place cells
can be interpreted as soft-quantizers of their input space. Passalis et al. [23] proposed a convolu-
tional neural network that incorporates a BoF layer composed of `1-normalized neurons with RBF
receptive fields. They use this model for supervised classification.
Sengupta et al. [30] show that localized receptive fields emerge in similarity-preserving networks
of rectifying neurons. These networks learn to represent low-dimensional manifolds populated by
sensory inputs and yield localized receptive fields tiling these manifolds.
Contributions. In Sec. 2, we show that place cells can arise from low-rank approximations of
conditional probabilities. We do so by leveraging the Nystro¨m method within a siamese network ar-
chitecture. We streamline Nystro¨m approximations by making use of key kernel properties, resulting
in a biologically-inspired model with reduced computational cost compared to classical Nystro¨m.
Additionally, in Sec. 3 we handle the optimization problem in a biologically-inspired and yet com-
putationally efficient way.
In Sec. 4, we show that once place cells are learned in an unsupervised fashion, supervised learning
becomes easier, similarly to BoF that classically facilitates supervised learning. In contrast to these
methods, we show that the very same siamese architecture can be re-used, causing the emergence of
goal/class specific place cells while using the same computational motif.
In Sec. 5, we show that the proposed formulation does not need to have explicit access to pin.
Using successor representations as an example, we derive an algorithm for episodic computing that
drawing samples from pin (which can be done without actually knowing pin).
In Sec. 6, we present experimental results. We provide some concluding remarks in Sec. 7.
2 Neural Nystro¨m representations
The Kullback-Leibler (KL) divergence is popular in the machine learning literature to compare a
distribution and some learned approximation [2, 9, 11, 17, 21, 33, 36]. Given an input conditional
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probability pin, we seek the conditional probability pout that minimizes the KL divergence. Let pout
be defined on a space V such that vx ∈ V is computed from x (in our work, using a neural network).
Often, the objective is to find the mapping v itself. Our loss function is then
L =
∫∫
pin(y|x) log pin(y|x)pout(vy|vx) dxdy = −
∫∫
pin(y|x) log pout(vy|vx) dxdy. (4)
Our main assumption is that pin is dominated by local interactions and far-away interactions are neg-
ligible (a common assumption in the literature, e.g., in t-SNE [33] and word2vec [21]). We can then
represent the joint distribution pout with a kernel K, i.e., pout(vx,vy) ∝ K(vx,vy). For clarity of
exposition, we simply consider the RBF kernel K(vx,vy) = exp(−‖vx − vy‖22) , although there
are many suitable choices and our formulations can handle them seamlessly. From the definition of
a conditional probability, i.e., pout(vx,vy) = pout(vy|vx) ·
∫
pout(vx,vz) dvz, we can write
L = −
∫∫
pin(y|x) log K(vx,vy)∫ K(vx,vz) dvz dxdy. (5)
So far, the only parameters of the model are the ones used to compute vx from x.
2.1 Nystro¨m kernel approximation
While we seek to approximate pin with K, we simultaneously seek a low-rank representation of K,
which will provide computational efficiency. The Nystro¨m method [35] has proven successful for
this task and we use it as a starting point for our approach. The Nystro¨m approximation is (see
Appendix A for a detailed justification)
K(vx,vy) ≈ kW,vx>K−1W,WkW,vy , (6)
where W = [w1, . . . ,wr] is a collection of landmark points and
kW,v =
K(w1,v)...
K(wr,v)
 ∈ Rr+, KW,W =
K(w1,w1) · · · K(w1,wr)... . . . ...
K(wr,w1) · · · K(wr,wr)
 ∈ Rr×r+ . (7)
We assume that KW,W is invertible (otherwise, we take a pseudo-inverse). Traditionally, when the
set of vectors vx is fixed, placing the landmark points W wisely is key to the method’s success.
Using K−1W,W = K
−1/2
W,WK
−1/2
W,W, we have
K(vx,vy) ≈ fx>fy, where fx := K−1/2W,WkW,vx . (8)
The computation of feature fx acts as a network with 3 blocks: (1) Embedding: Given input x,
compute an embedding vector vx (this sub-network may contain multiple layers). (2) Kernel layer:
given input vx, produce output ax = kW,vx . (3) Fully-connected layer: given input ax, produce
output fx = K
−1/2
W,Wax. The kernel and fully-connected layers share weights W. Now, plugging
Eq. (8) into Eq. (5) we get
L = −
∫∫
pin(y|x) log fx
>fy∫
fx>fz dz
dxdy. (9)
All model parameters (W and the embedding) can be updated using backpropagation [18]. In Sec. 3,
we discuss how to handle the partition function, i.e., the integral
∫
fx
>fz dz.
The Nystro¨m-based network architecture just presented has some limitations both from the com-
putational and neuroscience viewpoints. Computing the inverse square root of an r × r matrix is
expensive atO(r3) and needs to be handled with care to avoid numerical instability during backprop-
agation. From a neuroscience perspective, it is not biologically plausible to have different neurons
sharing weights, as the update operations for the synaptic weights become necessarily non-local.
2.2 Introducing Neural Nystro¨m representations
We now present a method that overcomes the limitations of the Nystro¨m formulation. First, we
replace K−1/2W,W by a regular fully connected layer (not sharing weights with the kernel layer). Let
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(a) Neural Nystro¨m architecture.
(b) Siamese network architecture.
Figure 1: Neural Nystro¨m architecture, see eqs. (11) and (13). The purple arrows to and from
the Normalize block in (a) express that normalization takes inputs from and produces an output
distributed to every place cell. For simplicity, we omit the partition function from (b), see Sec. 3.
us denote these new weights by M. Notice that if M is a diagonal nonnegative matrix, the approxi-
mation MkW,vx becomes a Gaussian quadrature.
Next, we introduce nonlinearities that stem from key kernel characteristics. For commonly used
kernels, we have K(vx,vy) ≥ 0 (an additional undesirable feature of the Nystro¨m representation
is that there are no guarantees that fx>fy ≥ 0). Furthermore, we can exert control on the diagonal
of the kernel approximation from the value of K(vx,vx). With many of the commonly used ker-
nels, we have K(vx,vx) = 1 but this is not necessarily always the case. For example, the kernel
K(vx,vy) = exp(vx
>vy) is popular in word embedding models. Thus, we add the constraints
MkW,vx ≥ 0, ‖MkW,vx‖22 = K(vx,vx). (10)
These constraints (nonnegativity, fixed diagonal, and control of the partition function) are used in
Problem (2). They also recently appeared in a biologically-plausible neural network [30] that learn
manifold-tiling localized receptive fields from upstream network activity. Nonnegativity has a long
use in neuroscience, supported by the nonnegativity of firing rates. Normalization also appears
frequently in neuroscience [e.g., 4] and is commonly considered as an inhibitory process [24, 30].
Let [·]+ denote the ReLU function. We then obtain the Neural Nystro¨m network architecture
gx = σ(MkW,vx ,
√
K(vx,vx)), (11)
where, σ (a, λ) = λ‖[a]+‖2 [a]+ . (12)
In summary, the Neural Nystro¨m network architecture is similar to the one presented in the previous
subsection, but with a few key differences. The fully connected layer (layer 3) does not share
weights with the kernel layer. We add an additional layer with the nonlinearity defined in Eq. (12).
The resulting Neural Nystro¨m architecture is depicted in Fig. 1, with the new loss function being
−
∫∫
pin(y|x) log gx
>gy∫
gx
>gz dz
dxdy. (13)
In Sec. 3, we propose an efficient method to compute the computationally demanding partition func-
tion
∫
gx
>gz dz. We model the embedding vx with a neural network, as detailed in Appendix B. We
point out that our goal is not data visualization. Thus, the embedding dimensionality is much larger
than 2 and we regard it as a free parameter. We update all model parameters using backpropagation.
Emergence of place cells. Each componentK(wk,vx) of kW,vx in Eq. (7) looks like the receptive
field of a place cell. However, there are key differences. First, notice its receptive fields (e.g.,
Gaussian) are non-sparse. Additionally, depending on the scale of the cloud of embedding vectors
vx, it may either not be local at all or too local. Contrarily, as shown in Sec. 6, the proposed Neural
Nystro¨m representations in Eq. (11) are highly sparse and localized in their input space, just like
place cells. It is the fully connected layer and our nonlinearities that “fix” these “mistakes”: they
create place cells, one for each component of gx. We point out that this is not trivial at all as, for
example, a linear combination of Gaussian-like receptive fields will not be Gaussian-like in general.
The degree of locality of our place cells is directly determined by the locality of pin and our quest
to approximate it. Finally, our place cells soft-tile the embedding (i.e., cover it with overlapping
soft-clusters), as experimentally shown in Sec. 6.
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3 Stochastic optimization for finite-sized datasets
We now present an optimization method that reveals further connections with the neuroscience liter-
ature, while being computationally efficient. Of course, negative sampling [21] or noise contrastive
estimation [10] are valid alternatives.
We assume that we are provided with a dataset {xi}ni=1. We will make the common simplification
of normalizing our kernel only over the observed data. Let us, for brevity, notate gi = gxi . Plugging
the Neural Nystro¨m approximation into our (now discretized) objective function, we get
L = −
∑
ij
pin(xj |xi) log gi
>gj
gi
>c , (14)
where c =
∑n
i=0 gi summarizes the contribution of all points to the partition function. This situation
is encountered in neuroscience, regarding c as the activity of an accumulator neuron [24].
This situation occurs in online algorithms which have dependencies between the computations for
different data points. One such example is online dictionary learning [19], where the dictionary
update depends on all previously observed points. We regard c as a summary and consider that its
summands cannot be individually recovered. We thus perform no backpropagation through c.
A simple strategy for small datasets is, for each i, to keep track of old values of gi and, update c by
subtracting the old value and adding the new one. Alg. 1 implements a similar idea, more suitable for
large but finite-sized datasets: we remove the information from c that is older than two epochs [19].
Since within each epoch we may encounter each datapoint xi multiple times, we make sure to only
include it in the summation once per epoch.
4 Supervised multi-task learning
Here, we assume that we have successfully learned Neural Nystro¨m representations, which encode
information about conditional probabilities. We now observe a relatively small number of samples
that have (classification) labels associated to them. Each new such observation will be considered a
new task, that we number from 1 to k. For each task, it is easy to translate these labels into a new
conditional probability. Essentially, for the k-th task,
p(k)(y|x) = 1# class(x)1[class(y)=class(x)]. (15)
Having tiled the manifold in which the embedding vectors vx lie with place cells, subdividing the
manifold into classes is a relatively simple task. As long as the frequency of class transitions is not
significantly higher than the place cell width, this can almost be posed as assigning place cells to
classes. Of course, class transitions will not necessarily align with place cell transitions. To cope
with this misalignment, we will add another place cell layer to our network and obtain an augmented
network defined by h(k)x = σ(M
(k)gx, 1), where the nonlinearity σ is defined in Eq. (12), and all
the parameters used to compute gx are now fixed. The only parameter to be learned is M
(k). The
neuron corresponding to each component of h(k)x forms class-specific place cells, as shown in Sec. 6.
We re-use the loss in Eq. (13), replacing pin(y|x) and gx by p(k)(y|x) and h(k)x , respectively.
This problem setup differs from traditional supervised learning. Here, we have access to a large
amount of unlabeled data, for which we build our Neural Nystro¨m representations. Then, a small
amount of labeled data is presented and we leverage the learned representations to solve a (possibly
multi-class) classification problem.
We can interpret this augmented network structure as transfer learning. We first build the Neural
Nystro¨m representations in an unsupervised fashion (from structure of the data itself) and then re-
utilize these layers as a foundation for a lean supervised layer. The re-usability of the exact same
computational motif (i.e., learning mechanism) for supervised and unsupervised tasks, coupled with
transfer learning, is appealing as a biologically inspired model.
The proposed method, as hinted above, only requires a few samples per place cell to correctly
approximate the conditional probability in Eq. (15). This is easy to see in the assign-place-cells-
to-classes scenario, where only one sample is sufficient to assign each cell. For more complicated
boundaries, the number of samples needed increases gracefully, as shown in Sec. 6.
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Figure 2: Augmented Neural Nystro¨m architecture for supervised learning. The red neurons are
trained in an unsupervised fashion to represent conditional probability distributions. They are then
used as the building blocks for a lean classification layer, in green.
Algorithm 1: Stochastic optimization for
finite-sized dataset {xi}ni=1 (see Sec. 4).
1 c← 0; c′ ← 0; // no backprop
2 foreach epoch do
3 (∀i) updated(i)← 0;
4 foreach i, j such that pin(xj |xi) > 0 do
5 Get gi,gj from xi,xj ; // Eq. (11)
6 if updated(i) = 0 then
7 updated(i)← 1;
8 c← c+ gi; // no backprop
9 c′ ← c′ + gi; // no backprop
10 Update parameters using the loss in Eq. (14);
11 c← c′; c′ ← 0; // no backprop
Algorithm 2: Stochastic optimization for
episodic computing (see Sec. 5).
1 c← 0; // no backprop
2 foreach episode do
3 Select x0 and sample trajectory
τpi,p = [x0,x1, . . . ,xT ];
4 c← β(t)c+ gx0 ; // no backprop
5 foreach t = 1, . . . , T do
6 Get gx0 ,gxt from x0,xt; // Eq. (11)
7 Update parameters using the loss
L0t = −γt log
(
gx0
>gxt/gx0
>c
)
;
5 Episodic online computing
A fair critique to the proposed method is: how does the hippocampus obtain pin(y|x)? We show,
using the successor representation (SR) as an example, that such information is not necessary, as
long as one has access to samples from such distribution.
SR was briefly introduced in Sec. 1 with Eq. (3). Plugging Eq. (3) into Eq. (13), we get
L ∝ −
∫ ∑
τpi,p=[x0,x1,...,xT ]
x0=x
T∑
t=0
αt log
gx
>gxt∫
gx
>gz dvz
dx. (16)
See Appendix D for a step-by-step derivation of this result. A similar approach is used in word
embedding methods [21], where the trajectory is a word context (a portion of text) and α = 1.
Alg. 2 depicts an algorithm implementing online learning using Eq. (16). An agent following a
certain policy generates, along the way, trajectories of samples xt; we think of xt as observations.
From these observations, and their distance in time, we learn Neural Nystro¨m representations that
reflect the transition distribution between them. As a side effect, place cells are created, soft-tiling
the cloud of embedding vectors vx.
Following Sec. 3, we replace
∫
gz dvz by an accumulator neuron c. At each iteration, new in-
formation is added to c. For finite-sized datasets, we forcefully remove older information. This
is not possible in the online case (as the dataset is not finite-sized anymore) but we can still “for-
get” old information by gradually downscaling it, see Line 4 in Alg. 2. For example, we can use
β(t) = (1− 1/t)ρ where ρ is a hyperparameter [19].
Of course, the underlying assumption here is that the perceptual proximity between two samples
xt,xt′ , e.g., ‖xt − xt′‖2, is correlated with their temporal proximity |t − t′|. However, in most
natural scenarios, this assumption does not present a conceptual problem.
Alg. 2 clearly shows that we do not need to explicitly know pin(y|x) as long as we can sample from
it. We leave for future work the application of Alg. 2 within a reinforcement learning context.
6
6 Experimental results
In general, for simplicity, we compute the input conditional probabilities as a row-normalized RBF
kernel, see Eq. (1). Implementation specifications and details are provided in Appendix E.
We show with two synthetic examples that Neural Nystro¨m representations successfully approxi-
mate the input conditional probabilities, see Fig. 3. In both cases, the receptive field of each place
cell is a localized sparse vector. An additional result, showing that Neural Nystro¨m representations
work in high-dimensional spaces is provided in Fig. 6, Appendix F (because of space constraints,
some figures are relegated to the appendices). Furthermore, Fig. 7 in Appendix F shows the same
example but using Problem (2) to generate the input conditional probabilities.
When the input data lives in an union of disjoint manifolds, as in Fig. 4A, a similar pattern occurs
separately on each manifold. Moreover, Neural Nystro¨m’s output kernel does not link points across
manifolds, preserving manifold disentangling.
As described in Sec. 4, we leverage these unsupervised representations to perform supervised clas-
sification using only a relatively small percentage of annotated data. Let H(k) = [h(k)x1 , . . . ,h
(k)
xn ] ∈
Rr×n (recall r is the number of landmarks). In Fig. 4B, the spectrum of H(k) is dominated by only
2 components (in Fig. 8, Appendix F, we see the emergence of class-specific place cells). The su-
pervised output kernel, H(k)H(k)
>
, is successful in retrieving the outer product of the labels, even
when trained using annotations on just 20% of the available data.
We evaluate our supervised learning results in two ways. First, we compare the output kernel,
H(k)H(k)
>
, with the input conditional probability in Eq. (15), directly computing precision/recall
gain (PRG) curves [8] on these square matrices. Second, to compare predicted labels versus true
labels, we take the matrix H(k) and compute its nonnegative matrix factorization (NMF) with rank
equal to the number of classes. Notice that, prior to this, the proposed method does not use the
number of classes as (meta) parameter. We obtain our predicted labels by assigning each datapoint
to its most dominant NMF component; we term this method NMF-HA.
In Fig. 5, we show supervised learning results on two different datasets (output kernels and receptive
fields in Fig. 9, Appendix F). For MNIST [16] (Fig. 5B), we use 104 randomly selected data points.
For Digits1 we use the subset provided in scikit-learn. To evaluate how much annotated data is
needed during supervised learning, we use different amounts of training data to build the input
probability in Eq. (15); we use the remainding annotated data for testing. In each case, we use 10
random splits to compute the mean and standard deviation of the PRG curves. Good results are
observed, even when training with a small fraction of annotated data. In general, we observed that
Θ(r) annotations are required for successful supervised learning.
We have already pointed out, in Sec. 4, that our setting is different from traditional supervised
classification: while we have access to abundant unlabeled data, labeled data is scarse. However, as
a point of comparison, in Fig. 5 we show the results obtained with a kernel SVM classifier (using
an RBF kernel). Whereas the SVM classifier takes advantage of knowing the number of classes, our
method does not require such information. In Fig. 5, we see that the proposed method outperforms
the SVM classifier, when both are trained using 10% of the data: all the SVM results lie under the
Neural Nystro¨m PRG curve (better viewed with zoom).
7 Conclusions
We presented a biologically-inspired neural network, formally derived from the Nystro¨m method,
to approximate conditional probabilities that arise as an agent explores a given space. The proposed
network yields Neural Nystro¨m representations that soft-tile the input space with highly sparse re-
ceptive fields that are localized in the input space. Our representations show that (1) place-cell-like
neurons can encode information about conditional probabilities and (2) that the encoding of infor-
mation about the current location (exhibiting localized and sparse receptive fields) is a necessary step
to achieve this goal. Lastly, the proposed computational motif can be extended to handle supervised
problems, creating class-specific place cells while exhibiting low sample complexity.
1https://archive.ics.uci.edu/ml/datasets/Optical+Recognition+of+Handwritten+Digits
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AB
Figure 3: Synthetic examples show the emergence of place cells from Neural Nystro¨m representa-
tions. We show the two main principal components of the embedding points and of the landmarks
(black crosses); this projection may twist the manifold. The output kernel and the receptive fields
(RF) are GG> and G>, respectively, with G := [gx1 , . . . ,gxn ] ∈ Rr×n, see Eq. (11) and Fig. 1a.
The bottom row in A and B shows a few RF in red over the input points. Better viewed with zoom.
A B
Figure 4: (A) Neural Nystro¨m representations disentangle manifolds. See Fig. 3 for a description of
the individual plots. Better viewed with zoom. (B) Using these representations for supervised tasks,
see Sec. 4, we obtain good results under two sets of labels and with annotations on just 20% of the
available data. The output kernel is H(k)H(k)
>
with H(k) := [h(k)x1 , . . . ,h
(k)
xn ] ∈ Rr×n, see Fig. 2.
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0.00 0.01 0.00 0.00 0.95 0.00 0.01 0.00 0.01 0.03
0.01 0.00 0.01 0.05 0.00 0.89 0.02 0.00 0.02 0.00
0.01 0.00 0.01 0.00 0.04 0.01 0.93 0.00 0.00 0.00
0.00 0.01 0.04 0.00 0.02 0.00 0.00 0.84 0.02 0.04
0.00 0.00 0.01 0.04 0.01 0.05 0.01 0.01 0.86 0.02
0.00 0.00 0.00 0.01 0.04 0.02 0.00 0.04 0.02 0.85
Figure 5: Supervised classification with Neural Nystro¨m needs a limited amount of annotated data
(indicated as a percentage) on the Digits (A) and MNIST (B) datasets. See Sec. 6 for a description
of how these results were obtained. For each percentage α, we run 10 random trials and get 10
NMF-HA points. The confusion matrix corresponds to one of these trials. Better viewed with zoom.
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A Nystro¨m derivation
This section closely follows Appendix A of [18] and is included here for completeness. Consider an
input space X and a positive semidefinite kernel function K : X ×X → R. LetH be an associated
reproducing kernel Hilbert space and φ : X → H be a feature map such that for any xi,xj ∈ X ,
K(xi,xj) = 〈φ(xi), φ(xj)〉H.. Given a set of T input points x1, . . . ,xn ∈ X , we define the kernel
matrix K ∈ Rn×n by Kij = K(xi,xj).
We also consider the kernelized data matrix K = Φ>Φ, where Φ ∈ Rd×n is the matrix containing
φ(x1), . . . , φ(xn) as columns (note that d might be infinite).
We want to approximate
K(xi,xj) = 〈φ(xi), φ(xj)〉H ≈ 〈ϕ(xi), ϕ(xj)〉 (17)
Let w1, . . . ,wR ∈ X be a collection of R landmark points that we will use to build our approxi-
mation. We will approximate 〈φ(xi), φ(xj)〉H by the dot product of their orthogonal projections pi
and pj on P = Span(φ(w1), . . . , φ(wR)). The orthogonal projection ft is defined as
pi = argmin
p∈P
‖φ(xi)− p‖2H . (18)
Equivalently,
pi =
R∑
r=1
(α?i )r φ(wr) with α
?
i ∈ argmin
α∈RR
∥∥∥∥∥φ(xi)−
R∑
r=1
αr φ(wr)
∥∥∥∥∥
2
H
. (19)
α?i ∈ argmin
α∈RR
1− 2α>KW,xi +α>KW,Wα, (20)
where we used 〈φ(x), φ(x)〉H = 1 and
KW,x =
〈φ(w1), φ(x)〉H...
〈φ(wR), φ(x)〉H
 =
K(w1,x)...
K(wR,x)
 , (21)
KW,W =
〈φ(w1), φ(w1)〉H · · · 〈φ(w1), φ(wR)〉H... . . . ...
〈φ(wR), φ(w1)〉H · · · 〈φ(wR), φ(wR)〉H
 =
K(w1,w1) · · · K(w1,wR)... . . . ...
K(wR,w1) · · · K(wR,wR)
 .
(22)
Assuming that KW,W is invertible, the solution of Eq. (20) is α?i = K
−1
W,WKW,xi . Writing pi in
vector form, i.e., pi = [φ(w1), . . . ., φ(wR)]α
?
i , we finally get
〈pi,pj〉H = 〈[φ(w1), . . . ., φ(wR)]α?i , [φ(w1), . . . ., φ(wR)]α?j 〉H (23a)
= α?i
>KW,Wα?j (23b)
= KW,xi
>K−1W,WKW,WK
−1
W,WKW,xj (23c)
= 〈ϕ(xi), ϕ(xj)〉, (23d)
where
ϕ(x) = K
−1/2
W,WKW,x. (24)
When KW,W is not invertible or simply badly conditioned, it is common to use
ϕ(x) = (KW,W + εI)
−1/2KW,x. (25)
Proposition 1 ([38]). Given a data set x1, . . . ,xn ∈ X , and the landmark set w1, . . . ,wR ∈ X ,
the Nystro¨m reconstruction of the kernel entry K(xi,xj) will be exact if there exist two landmark
points wr,ws such that xi = wr and xj = ws.
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Proof.
〈ϕ(xi), ϕ(xj)〉 = 〈K−1/2W,WKW,xi ,K−1/2W,WKW,xj 〉 (26a)
= KW,xi
>K−1W,WKW,xj (26b)
= KW,wr
>K−1W,WKW,wl (26c)
= SrKW,WK
−1
W,WKW,WSl (26d)
= K(wr,wl) (26e)
= K(xi,xj), (26f)
where Sk and Si are sampling matrices that select the k-th row and i-th column, respectively.
B The embedding
The embedding could be pre-trained separately using Eq. (5). Depending on the input pin and the
chosen K, this optimization problem has different names: SNE [11], t-SNE [33], word2vec [21],
and GLOVE [26], to name a few examples.
However, because Neural Nystro¨m is fully differentiable, we jointly learn the embedding and the
Neural Nystro¨m parameters. Any neural network can be used to compute the embedding. As an
option, we found that Random Fourier features [27] (RFF, see Appendix C for a description) can be
used as a layer to compute the embedding. In this work, the embedding takes the form
v(0)x =
{
RFF(x) if using RFF
x otherwise
(27a)
v(`+1)x = PReLU
(
A(`)v(`)x + b
(`)
)
(27b)
Then, the set of parameters to be learned is: for Neural Nystro¨m, M,W and, for the embedding,
(∀`) A(`),b(`), PReLU slope, and optionally RFF variance (see Appendix C).
Since the focus of this work is not on the embedding itself, we make no claims on the biological
plausibility of an embedding of this shape, nor try to map it to brain structures. We just use a simple
architecture to show that we can simultaneously learn the embedding and the hippocampal module.
C Random Fourier Features
Theorem 1 (Bochner [29]). A continuous kernel K(x,y) = K(x− y) on Rd is positive definite if
and only if K(δ) is the Fourier transform of a non-negative measure.
Bochner’s theorem guarantees that the kernel’s Fourier transform p(ω) is a proper probability distri-
bution. We have
K(x− y) =
∫
Rd
p(ω)ei〈ω,x−y〉 dω = Eω
[
ei〈ω,x−y〉
]
(28)
≈ 1D
D∑
l=1
ei〈ωl,x−y〉 = 1D
D∑
l=1
cos (〈ωl,x− y〉) + i sin (〈ωl,x− y〉) (29)
≈
D∑
l=1
cos (〈ωl,x〉) cos (〈ωl,y〉) + sin (〈ωl,x〉) sin (〈ωl,y〉) , (30)
where ωl ∼ p and the last approximation holds because both p(ω) and K(x − y) are real. We can
then define the feature ϕ(x) ∈ R2D defined by
ϕl(x) =
1√
D
[cos (〈ω1,x〉) , . . . , cos (〈ωD,x〉) , sin (〈ω1,x〉) , . . . , sin (〈ωD,x〉)]> (31)
and set
K(x− y) ≈ 〈ϕ(x), ϕ(y)〉. (32)
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We are only left with the specification of p(ω), which is the Fourier transform of the kernel K. For
the RBF kernel with variance γ−1, p = N(0, γ).
We found that Random Fourier features [27] (RFF) can form useful embeddings. We could sepa-
rately pre-train RFF using the loss function
−
∫∫
pin(y|x) log 〈ϕ(x), ϕ(y)〉∫ 〈ϕ(x), ϕ(z)〉 dz dxdy, (33)
and the algorithm proposed in Sec. 3. In this case, the only parameter is γ. Alternatively, we could
learn an adaptive Fastfood transform [15, 37]. Although initial tests were successful, we leave this
exploration for future work. Of course, albeit their usefulness for machine learning, the neural
inspiration is somewhat lost in Eq. (33).
D Online computing with the successor representation: step by step
derivation
Plugging Eq. (3) into Eq. (13), we get
L = −
∫∫
pin(y|x) log
gx
>gy∫
gx
>gz dvz
dxdy. (34a)
∝ −
∫∫
Epi,p
[ ∞∑
t=0
γt1[xt=y]
∣∣∣∣x0 = x
](
log
gx
>gy∫
gx
>gz dvz
)
dxdy (34b)
= −
∫∫
Epi,p
[ ∞∑
t=0
γt1[xt=y] log
gx
>gy∫
gx
>gz dvz
∣∣∣∣x0 = x
]
dxdy. (34c)
= −
∫
Epi,p
[∫ ∞∑
t=0
γt1[xt=y] log
gx
>gy∫
gx
>gz dvz
dy
∣∣∣∣x0 = x
]
dx. (34d)
= −
∫
Epi,p
[ ∞∑
t=0
γt
∫
1[xt=y] log
gx
>gy∫
gx
>gz dvz
dy
∣∣∣∣x0 = x
]
dx (34e)
= −
∫
Epi,p
[ ∞∑
t=0
γt log
gx
>gxt∫
gx
>gz dvz
∣∣∣∣x0 = x
]
dx (34f)
∝ −
∫ ∑
τpi,p=[x0,x1,...,xT ]
x0=x
T∑
t=0
γt log
gx
>gxt∫
gx
>gz dvz
dx. (34g)
In the last equality we replaced the expectation by the empirical expectation computed from samples.
E Implementation specification and details
Unless specified, for simplicity, the input conditional probabilities are computed as a row-
normalized kernel, see Eq. (1). Specifically, we use an RBF kernel. When required to ensure
manifold disentangling (i.e., avoiding links that do not follow the manifold geometry), we only
compute the kernel values over a small set of nearest neighbors for each point [11].
At initialization, we set M = I and the landmark matrix W to the k-means centroids of the set
{vxi}ni=1 (the ouput of the still untrained embedding network). When RFF are used, we initialize
γ = 1.
We use the PyTorch library (version 1.0.1) for our implementation. We optimize using the AMSGrad
method [28]. We observed that once the method is close to convergence (plateauing KL-divergence),
doing a single additional round of k-means re-initialization helps further decrease the loss and im-
proves the results. Stochastic optimization continues after this step. During training, we gradu-
ally reduce the learning rate: we use the ReduceLROnPlateau scheduler (https://pytorch.org/
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Table 1: Architecture specifications. NN stands for nearest neighbors. In all cases the MLP for the
embedding has two layers, with the first layer’s dimensions specified in the table and the second
layer A(2) ∈ Rd1×100, where d1 is the output dimension of A(1). The number of landmarks r was
chosen to roughly provide low KL divergence while keeping r as small as possible. We intend to do
systematic studies of r’s effect in future work.
data dim. Input prob. # NN # RFF A(1) r
One circle (Fig. 3A) 2 RBF kernel (γ = 30) - 100 100× 100 40
Square Grid (Fig. 3B) 2 RBF kernel (γ = 30) - 100 100× 100 25
Two circles (Fig. 4B) 2 RBF kernel (γ = 30) - 100 100× 100 40
Digits (Fig. 5A) 64 RBF kernel (γ = 30) 5 100 1000× 100 100
MNIST (Fig. 5B) 784 RBF kernel (γ = 30) 9 - 784× 300 300
Teapots (Fig. 6) 23028 RBF kernel (γ = 0.005) 3 1000 1000× 100 80
Teapots (Fig. 7) 23028 Problem (2) (k = 20) - 1000 1000× 100 80
Table 2: Training specifications. For supervised learning, we change the batch size for different data
sampling regimes to approximately ensure that a similar number of batches per epoch is processed
in every case.
learning mode # epochs learning rate batch size
One circle (Fig. 3A) unsupervised 50 10−5 10
Square Grid (Fig. 3B) unsupervised 50 10−5 1000
Two circles (Fig. 4A) unsupervised 200 10−4 100
Two circles (Fig. 4B) unsupervised 100 10−3 20
Digits (Fig. 5A) unsupervised 500 10−4 1024
Digits (Fig. 5A) supervised (with 1% of the data) 1000 10−4 1
Digits (Fig. 5A) supervised (with 2% of the data) 1000 10−4 1
Digits (Fig. 5A) supervised (with 4% of the data) 1000 10−4 4
Digits (Fig. 5A) supervised (with 10% of the data) 1000 10−4 16
Digits (Fig. 5A) supervised (with 20% of the data) 1000 10−4 256
Digits (Fig. 5A) supervised (with 50% of the data) 1000 10−4 1024
MNIST (Fig. 5B) unsupervised 500 10−4 1024
MNIST (Fig. 5B) supervised (with 1% of the data) 500 10−4 16
MNIST (Fig. 5B) supervised (with 2% of the data) 500 10−4 64
MNIST (Fig. 5B) supervised (with 4% of the data) 500 10−4 256
MNIST (Fig. 5B) supervised (with 10% of the data) 500 10−4 1024
Teapots (Fig. 6) unsupervised 100 10−4 32
Teapots (Fig. 7) unsupervised 500 10−4 256
docs/stable/optim.html#torch.optim.lr_scheduler.ReduceLROnPlateau) with param-
eters patience=10, cooldown=10, and threshold=10−5. Once the learning rate is 10−8 or lower, we
stop the optimization process.
Tabs. 1 and 2 respectively provide the architecture and training specifications used in every example
of this work.
F Additional experimental results
Additional results and plots are provided in figs. 6 to 10.
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Figure 6: Neural Nystro¨m can correctly represent a circular manifold in a high-dimensional space
(23028 dimensions, i.e., 76× 101 pixels, 3 color channels) [34]. The input conditional probabilities
are computed using a row-normalized RBF kernel. On the left, we show the first two principal
components of the input data. Let G = [gx1 , · · · ,gxn ] ∈ Rr×n, see Eq. (11) and Fig. 1a. The
output kernel matrix is GG> and for the receptive fields we plot G>.
Figure 7: Neural Nystro¨m can correctly represent a circular manifold in a high-dimensional space
(23028 dimensions, i.e., 76× 101 pixels, 3 color channels) [34]. The input conditional probabilities
are computed using Problem (2). On the left, we show the first two principal components of the
input data. Let G = [gx1 , · · · ,gxn ] ∈ Rr×n, see Eq. (11) and Fig. 1a. The output kernel matrix is
GG> and for the receptive fields we plot G>.
Figure 8: Input data, output kernel, and receptive fields matrix for the experiment in Fig. 4B.
15
Output kernel Receptive fields
U
ns
up
er
vi
se
d
Output kernel Receptive fields
Su
pe
rv
is
ed
0 20 40 60 80
Place cells
Figure 9: Output kernel and receptive fields matrix for the experiment in Fig. 5A, training the
supervised layer with annotations on 10% of the data.
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Figure 10: Output kernel and receptive fields matrix for the experiment in Fig. 5B, training the
supervised layer with annotations on 10% of the data.
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