We examine linear sums of primitive roots and their inverses in finite fields. In particular, we refine a result by Li and Han, and show that every p > 13 has a pair of primitive roots a and b such that a + b and a −1 + b −1 are also primitive roots mod p.
Introduction
Let F q denote the finite field of order q, a power of the prime p. The proliferation of primitive elements of F q gives rise to many interesting properties. For example, it was proved in [4] that for any non-zero α, β, ∈ F q the equation = aα + bβ is soluble in primitive elements a, b provided that q > 61. Since a is primitive if and only if a −1 , its multiplicative inverse in F q , is primitive, one may look for linear relations amongst primitive elements and their inverses and, as in the above example, seek a lower bound on q beyond which such relations hold -this is the purpose of the current paper.
Given arbitrary non-zero elements u, v ∈ F q , call a pair (a, b) of primitive elements of F q (u, v)-primitive if additionally the elements ua + vb and va −1 + ub −1 are each primitive. The task is to find an asymptotic expression for N = N (q, u, v), defined as the number of (u, v)-primitive pairs (a, b) in F q .
In the situation in which F q is a prime field, i.e., q = p, this problem was introduced by Li and Han [7] . In that context, a, b are considered to be integers in I p = {1, 2, . . . , p − 1} with inverses a −1 , b −1 ∈ I p . Similarly, u, v can be taken to be in I p . To state the result of [7] we introduce some notation. Theorem 1 (Li-Han). Let p be an odd prime and n any integer in I p . Set θ = θ(p − 1), τ = τ (p − 1) and W = W (p − 1). Then
(1.1)
Li and Han gave the following as corollaries to Theorem 1.
Corollary 1 (Li-Han).
Every sufficiently large p has primitive roots a and b such that both a + b and a −1 + b −1 are also primitive. Also, every sufficiently large p has primitive roots a and b such that both a − b and b −1 − a −1 are also primitive.
We establish an improved estimate for N (q, u, v) in the case of a general finite field.
Theorem 2. Let q > 2 be a prime power. Set θ = θ(q − 1), τ = τ (q − 1), W = W (q − 1). Then, for arbitrary non-zero u, v ∈ F q ,
2)
The principal improvement in Theorem 2 over Theorem 1 is the reduction from W 4 to W 3 in the error term. Its effect can be described as follows. Let S be the set of prime powers q such that, for any pair of non-zero elements (u, v) in F q , there exists a (u, v)-primitive pair in F q . Explicit calculations using (1.1) guarantee that all q exceeding 5.7 × 10 364 (or with ω(q − 1) > 150) are in S. On the other hand, using (1.2), we conclude that all prime powers q exceeding 1.7 × 10 84 (or with ω(q − 1) > 46) are in S. For existence questions it is clear that the interest in Theorems 1 and 2 lies in their lower bounds. Hence we shall describe a method that, while not delivering an asymptotic estimate, establishes a lower bound for N (q, u, v). This yields a non-trivial lower bound applicable to a wider range of prime powers q. Let Rad(m) be the radical of m, i.e., the product of the distinct primes dividing a positive integer m, and let Rad(q − 1) be expressed as kp 1 · · · p s for some divisor k and distinct primes p 1 , . . . , p s . Define
A consequence of Theorem 3 is that all prime powers q exceeding 6.9 × 10 10 are in S. A stronger conclusion, however, can be drawn by introducing a subset T ⊆ S.
Define a single primitive element a to be (u, v)-primitive if, additionally, ua + va −1 is primitive, and define T as the set of prime powers q such that, for any pair of non-zero elements (u, v) in F q , there exists a (u, v)-primitive element in F q (in the above sense). Easily, if a is a (u, v)-primitive element, then (a, a −1 ) is a (u, v)-primitive pair so that, indeed, T ⊆ S.
For even q the existence of (1, 1)-primitive elements was the simpler topic 1 considered by Wang, Cao and Feng in [9] . Their investigations were completed by Cohen [3] -see also the reference to [2] at the end of Section 7. Results on the existence of (1, 1)-primitive elements in F q have recently been given by Liao, Li and Pu [8] . In this paper we use a sieving method and some computation to establish the following theorem. Then E T is the set of prime powers not in T and E S is the set of prime powers not in S.
This generalises and resolves completely the problem posed by Li and Han in [7] . From Theorem 4 we can easily deduce the following, which resolves completely the 'sufficiently large' of Corollary 1.
Corollary 2. Let q be a prime power.
(i) Suppose q ∈ {2, 3, 4, 5, 7, 9, 13, 25, 121}. Then there is a primitive element a in F q such that a + a −1 is primitive.
(ii) Suppose q ∈ {2, 3, 4, 5, 9, 13, 25, 61, 121}. Then there is a primitive element a in F q such that a − a −1 is primitive.
(iii) Suppose q ∈ {2, 3, 4, 5, 7, 13}. Then there are primitive elements a and b in F q such that both a + b and a −1 + b −1 are also primitive.
(iv) Suppose q ∈ {2, 3, 4, 5, 13}. Then there are primitive elements a and b in F q such that both a − b and b −1 − a −1 are also primitive.
The outline of this paper is as follows. In §2 we introduce some notation that, in §3, allows us to prove Theorem 2. In §4 we introduce a sieve and prove Theorem 3. In §5 we introduce some asymmetry and prove Theorem 5, which is sometimes stronger in practice than Theorem 3. In §6 we prove Theorems 6 and 7, which are criteria for membership of T . Finally, in §7 and §8 we present theoretical and computational results that prove Theorem 4.
Preliminaries
To set Theorem 3 and subsequent results in context, we introduce an extension of the concept of a primitive element in F q . Let e be a divisor of q − 1. Then a non-zero element a ∈ F q is defined to be e-free if a = b d , where b ∈ F q and d|e, implies d = 1. This property depends only on Rad(e). In particular, a is primitive if and only if it is (q − 1)-free.
Given e|q − 1, the characteristic function λ e for the subset of e-free elements of F * q is expressed in terms of the multiplicative characters of F q and is given by
Here Γ d denotes the set of φ(d) multiplicative characters of order d. Consistent with dependence only on Rad(e) is the fact that the only non-zero contributions to λ e (a) can arise from square-free values of d: we can assume throughout that every value of d considered is square-free. Finally, we generalise the definition of δ 4 used in Theorem 3.
Specifically, in the sequel, we shall employ δ 4 , δ 3 and δ 2 .
3 Asymptotic estimate for (u, v)-primitive pairs
In this section we prove Theorem 2. Assume that q and non-zero elements u, v of F q are given. Writing λ = λ q−1 , we have from §2 that
where
4 = χ 0 , the principal character, then the sum over b in (3.2) is zero, whence S = 0. So in what follows assume χ 1 χ 2 χ 3 χ
and S = (q − 1)(q − 2). Hence
and, as in [7, p. 7] , the contribution of all such terms in (3.1) to N is
where J denotes the Jacobi sum, so that |S| = (q − 1) √ q.
We now obtain a bound for |M |, where M is the sum of terms in (3.1) corresponding to characters of square-free orders with χ 4 = χ 1 χ 2 χ 3 excluding those with
(which were accounted for in (3.3)). Thus, we sum over all characters χ 1 , χ 2 , χ 3 and allow χ 4 to be defined by χ 4 = χ 1 χ 2 χ 3 , in which case d 4 is the degree of the resulting character
(so χ 2 χ 3 = χ 0 ) and include terms with
where L accounts for the discrepancy in terms with χ 1 = χ 4 so that
Combining (3.3), (3.4), (3.5) we deduce that
The implicit upper bound in (1.2) is immediate from (3.6). The lower bound follows from (3.6) since 2τ < W · ( √ q − 1).
Corollary 3. The prime power q is in S whenever q > W 6 (q − 1).
Proof. By looking at the factors from each prime l|q − 1 we see that τ (q − 1) > θ(q − 1).
Sieving for (u, v)-primitive pairs
We now introduce the sieving machinery and prove Theorem 3, which is an improvement on Theorem 2. As in §1, write Rad(q − 1) = kp 1 · · · p s , where p 1 , . . . , p s are the sieving primes. For divisors e 1 , . . . , e 4 of q − 1, denote by N (e 1 , e 2 , e 3 , e 4 ) the number of non-zero pairs a, b ∈ F q for which, respectively, a, b, ua + vb, va −1 + ub −1 are e 1 , e 2 , e 3 , e 4 -free. When e 1 = e 2 = e 3 = e 4 = e abbreviate N (e 1 , e 2 , e 3 , e 4 ) to N e . In particular, N = N q−1 .
Lemma 1. We have
Hence, with δ 4 defined by (2.1),
As with previous applications of the sieving method, we need an estimate for the various differences appearing in (4.1). Somewhat surprisingly, in this instance, they vanish.
Similarly, the other differences in (4.1) vanish.
Proof. As in (3.1)
where S is given by (3.2). Now, in every character sum S appearing in (4.2), χ 1 χ 2 χ 3 χ −1 4 has degree divisible by p i (since this is so for χ 1 , but not any of χ 2 , χ 3 , χ 4 ), whence S = 0.
Since, by Lemmas 1 and 2, we have N (q, u, v) = N q−1 ≥ δ 4 N k , the argument of Theorem 2 (based on (3.4), (3.5) and (3.6) but with k instead of q − 1) yields Theorem 3.
As a consequence of Theorem 3 we deduce an extension of Corollary 3.
Corollary 4. Suppose δ 4 > 0. Then the prime power q is in S whenever q > W 6 (k).
Proof. As for Corollary 3.
Of course, the assumption δ 4 > 0 is critical for the deduction of Corollary 4. Once this holds, unusually (because of Lemma 2), the criterion does not depend on δ 4 .
An asymmetric sieve
We now obtain a result, in Theorem 5, that is sometimes, though not always, stronger than Theorem 3. We do this by considering some asymmetrical situations in §4.
Lemma 3. With notation as in
Proof. As at (3.1)
where S is given by (3.2) and so is zero unless χ 4 = χ 1 χ 2 χ 3 . Now, if d 4 k then the degree of χ 4 is not a divisor of k and hence χ 4 = χ 1 χ 2 χ 3 , whence S = 0. It follows that, in (5.1), we can restrict d 4 to divisors of k. The lemma then follows as in the proof of Theorem 3.
We may take k = Rad(q − 1) in Lemma 3 to obtain another proof of the lower bound of Theorem 2.
The (obvious) asymmetric version of Lemma 1 features δ 3 in place of δ 4 .
Lemma 4. We have
Hence, with δ 3 defined by (2.1)
The various differences in (5.2) do not vanish (cf. Lemma 2) but can be usefully bounded.
where θ = θ(k), W = W (k). A similar bound applies to the other differences in (5.2).
Proof. In the expansion of 
Proof. Apply the bounds of Lemmas 3 and 5 to (5.2). We obtain
The result follows since − s i=1 (3/p i ) = 1 − δ 3 . Generally, Theorem 5 gives a better bound than Theorem 3 because it allows us to choose more sieving primes, i.e., a larger value of s.
(u, v)-primitive elements
For given prime power q and non-zero elements (u, v) in F q define M = M (q, u, v) as the number of primitive elements in F q such that ua + va −1 is also primitive. More generally, for divisors e 1 , e 2 of q − 1, define M e 1 ,e 2 to be the number of (non-zero) elements a ∈ F q such that a is e 1 -free and ua + va −1 is e 2 -free and abbreviate M e,e to M e . Then
where θ = θ(e) and
If
where W = W (e). Further,
It follows that
We may take e = q − 1 in (6.3) to deduce an asymptotic expression for M (q, u, v) (see also [8, Thm. 1.3]), thereby proving the following theorem.
Theorem 6. Let q be a prime power and set θ = θ(q − 1) and W = W (q − 1). Then
We now introduce the sieve (with the usual notation). First, here is the analogue of Lemma 1.
Proof.
and (i) follows from the bounds on T . Similarly, (ii) holds, since the only character sums involved have χ 1 = χ 2 and χ 2 = χ 0 .
Theorem 7. Assume q > 3 is a prime power.
Proof. Apply Lemma 7 to the bound of Lemma 6. Observe that
The inequality (6.4) follows, since W √ q > εW + 1 (ε ≤ 2), certainly for q > 3. The criterion (6.5) is then immediate.
Existence proofs
In this section we begin to prove Theorem 4 by demonstrating, using the theorems we have established, that all but finitely many q are members of T and S. Specifically, we prove that all but at most 3031 prime powers q are in T and all but at most 532 values of q are not in S. Moreover, the possible exceptions could be listed explicitly (although we do not do so).
First, we can show that q ∈ T by establishing that the (stronger) sufficient inequality q > 4W 4 (q − 1) (derived from Theorem 6) holds whenever ω(q − 1) ≥ 17, and the inequality
(derived from Theorem 7) holds with s = 5 whenever 9 ≤ ω(q − 1) ≤ 16. We therefore only have to consider those q with ω(q − 1) ≤ 8. Now, for each value of 1 ≤ ω(q − 1) ≤ 8 we find a value of s ∈ [1, ω(q − 1) − 1] such that the right-side of (6.5) is minimised -call this q max . Now q − 1 ≥ p 1 p 2 . . . p ω(q−1)) := q min . We therefore need only check q ∈ (q min , q max ).
For example, when ω(q − 1) = 8 we choose s = 5, whence δ 2 ≥ 1 − 2(1/7 + 1/11 + 1/13 + 1/17 + 1/19) > 0.1557 and so q max < 5.15 · 10 7 . We also have that q min = 9, 699, 691. We enumerate all prime powers in (q min , q max ) and select those with ω(q − 1) = 8. There are 49 such values, the largest of which is q = 51, 269, 791. For each of these 49 values we now compute the exact value of δ 2 for each s. For example, for s = 5 and q = 51, 269, 791 we have δ 2 > 0.387 -a considerable improvement. We now look to see whether (6.4) holds for these values of q. We find that (6.4) is true for all but 9 values, the largest of which is 31, 651, 621.
We continue in this way, the only deviation from the above example being that for ω(q − 1) = 1 we use Theorem 6. Our results are summarised in Table 1 , which lists, for each value of ω(q − 1), the number of q for which Theorem 7 fails to show that q ∈ T . Table 1 also gives the least and greatest prime and prime power in each category. -7  171  870871 10840831  2  2042041 7447441  6  698  43891 2972971  11  175561 1692601  5  951  2311  813121  18  17161 776161  4  813  211  102061  30  841  63001  3  257  31  9721  16  343  2401  2  40  7  769  9  16  289  1  3  3  17  3  4  9 In total, in Table 1 , there are 2942 prime values of q which may not be in T . The prime 2 is excluded (but clearly 2 ∈ T ). The total of 89 (non-prime) prime powers comprise 69 prime squares and 20 higher powers. Unsurprisingly, the latter are powers of small primes as follows: . Excluding q = 2, the above leaves a total of 3031 possible prime powers q as candidates for non-membership. Let C T be the set of these 3031 candidates. We reduce this number substantially in Theorem 8, and, in §9 prove Theorem 4.
We can pass our list C T of 3031 possible exceptions through Theorems 2, 3 and 5. Note that these test for membership of S. We find that there are only 532 possible prime powers not in S.
At this point it is pertinent to add some remarks on the parity of q. When q is even, a (1, 1)-primitive element is the same as a (1, −1)-primitive element. It was proved in [3] that all fields F 2 n , n ≥ 3, contain a (1, 1)-primitive element. This proof was theoretical, except for the values n = 6 and 12 when an explicit (1, 1)-primitive element was given. In fact, in the preparation of [3] , the first author overlooked previous work of his [2] in which a theoretical proof was given (even in these two difficult cases). An explanation for the oversight is that [2] was framed in the notions of Garbe [5] relating to the order and level of an irreducible polynomial, rather than an element of the field. In fact, for q even, existence was established in [2] , Theorem 5.2. In any event, we can assume from now on that q is odd.
Computational results
In this section we give algorithms and timings for our computations verifying that many q are in T .
Let w = u −1 v and r = a + wa −1 . Then
and if u and v are non-zero elements of F q then w will also be a non-zero element of F q . Thus, to verify if q ∈ T it is sufficient to verify that for all non-zero elements u and w of F q , there exists a primitive element a of F q such that ur is also a primitive element of F q . The transformation of the original problem into one with a multiplicative structure allows discrete logarithms to be used. As primitive elements are easy to characterise using discrete logarithms, this will give rise to important computational savings. Let γ be a primitive element of F q and let log v denote the base γ discrete logarithm of the non-zero element v of F q . Let p 1 , p 2 , . . . , p ω(q−1) be the distinct prime divisors of q − 1, and let R be their product (the radical of q − 1). If u and r are both non-zero then ur is a primitive element of F q if and only if gcd log u + log r, q − 1 = 1, i.e., if and only if log u ≡ − log r mod p i , i = 1, . . . , ω(q − 1).
For a given w, it follows that each primitive element a for which r is non-zero takes care of
(p i − 1) residue classes of log u mod R. The first result of this setup is Algorithm 1.
Construct F q and primitive element γ
if GCD(k+l, R) = 1 then 
FAIL
To maximise efficiency in Algorithm 1 we store the logs we have computed as well as the elements which have already been determined to be primitive so we can first check through our list of stored primitive elements a and only generate more primitive elements as needed.
We can write E T (defined in (1.3)) as {2, 3, 4, 5, 9} ∪ {7, 11, 13, 19, 25, 29, 37, 41, 49, 81, 97} ∪ {31, 43, 61, 121, 169}
according to ω(q − 1). It has been checked by running Algorithm 1 using Magma [1] that E T ∩ T = ∅ and that q ∈ T for all q ∈ C T \ E T , ω(q − 1) < 7. In Table 2 we provide total timings for these checks for all q ∈ C T , grouped by ω(q − 1), on a 2.6GHz Intel R Xeon R E5-2670 or similar machine. Note that checking that the 140 q with ω(q − 1) = 6 of the 532 q which are not known to be in S are in T ⊂ S took only 178 days and each such q could be checked in less than 3.4 days. Table 2 : Total timings for checking whether q ∈ T for q ∈ C T .
We found it efficient to store primitive elements a and check u(a + va −1 ) for primitivity with the stored a first before generating more primitive elements. Note that we do not need to check all (u, v) pairs since ua+va −1 = va −1 +u(a −1 ) −1 so if there is a (u, v)-primitive element there is also a (v, u)-primitive element. However, this improvement is made redundant by factoring out u and iterating through only R many.
We noticed that if a is a (u, v)-primitive element then it is also a (u , v )-primitive element when (v −v) = −a 2 (u−u ). Unfortunately, these observations did not improve the efficiency of our algorithms. 
We also checked using Algorithm 2 whether q ∈ S for q ∈ E T and found that only 2, 3, 4, 5, 7, 13 / ∈ S. The computations for these checks took about 1 second using Magma on a 3.4GHz Intel R Core TM i7-3770 or similar machine. Finally, we deduce Corollary 2 by checking which (u, v) caused failures in Algorithms 1 and 2.
We summarise our results from this section in the following theorem.
Theorem 8. All prime powers q with ω(q − 1) < 7 and q / ∈ E T are in T and so also in S. There are at most 182 values of q ∈ E T not in T , the largest of which is 31, 651, 621.
9 Improved algorithm to check whether q ∈ T We now introduce a new algorithm to handle the 182 possible exceptions annunciated in Theorem 8.
Let L = { 0, 1, . . . , R−1 } be a complete set of residues modulo R. For i = 1, . . . , ω(q −1), let L i = { 0, 1, . . . , p i − 1 } be a complete set of residues modulo p i , and let
Finally, let
By construction, the condition gcd log u + log r, q − 1 = 1 is equivalent to the condition (log u mod R) ∈ L r . Furthermore, using the Chinese remainder theorem, the number |L r | of elements of the set L r is given by
The improved strategy used to check if q ∈ T is as follows. For each non-zero value of w, use distinct primitive elements a 1 , a 2 , . . ., to construct the corresponding sets L r 1 , L r 2 , . . ., stopping when either the list of primitive elements is exhausted, in which case q ∈ T , or when the union of these sets is L, in which case all non-zero values of u have been covered and so the next non-zero w needs to be tried. When the w values have been exhausted we conclude that q ∈ T .
In an actual computer program, sets are usually implemented as arrays of bits 2 , with unions and intersections being bitwise logical or or logical and operations. In the present case the L r sets have R bits, so using an array of bits to represent them adds a factor of R to the execution time of the program. It turns out that using the inclusion-exclusion principle [6, Chapter XVI] to count the number of elements of a union of sets gives rise to a considerably faster program. For example
so |L r 1 ∪ L r 2 | can be computed by evaluating |L r 1 | and |L r 2 | using (9.1), and by evaluating the remaining term using
All three computations can be done using only the L r,i sets. As these sets are quite smallfor those q, summarily described in Table 1 , with q ≥ 371, 281 that were not tested by the methods of §8 the largest p i is only 89 -they should be implemented as bit arrays. As these bit arrays can be stored in two 64-bit computer words, counting the number of elements of each one of them can be done efficiently using the population count instruction available on modern Intel/AMD 64-bit processors.
In general, to count the number of elements in the union of the n sets L r k , k = 1, . . . , n, by applying recursively the inclusion-exclusion principle it is necessary to compute 2 n terms. Fortunately, in the present case most of these terms turn out to be zero, because for a small p i the intersection of several L r k ,i sets has a good chance to be the empty set. Nonetheless, to avoid an uncontrolled explosion of the number of terms as more values of r are considered, the following strategy was used to accept/reject values of r:
• the first 10 non-zero values of r are always accepted;
• the remaining non-zero values of r are accepted only if they lead to a 3/4 reduction in the number of residue classes that are still not covered.
This fast but aggressive strategy failed in a very small percentage of cases (less than 0.003% for q = 31, 651, 621). When it failed the same procedure was tried again with the factor 3/4 replaced by 4/5. As this never failed for our list of values of q, even more relaxed parameters (more initial values of r always accepted, larger factors) were not needed. Denote by B r,i the bit array of p i bits corresponding to the set L r,i . In a computer program the set L r k can be efficiently represented by the tuple B r = (1, B r,1 , . . . , B r,ω(q−1) ), where the initial 1 represents the inclusion-exclusion generation number. Intersections of sets can be represented in the same way, with the generation number reflecting the number of intersections performed. (To apply inclusion-exclusion it is only necessary to keep track of the parity of the number of intersections.) As mentioned before, intersecting two sets amounts to performing bitwise and operations of the corresponding B ·,i bit arrays, which, given the small size of these arrays, can be done very quickly on contemporary processors. In Algorithm 3 the variable B is a list of tuples that represent the non-empty sets used in the inclusion-exclusion formula. The number of residues classes not yet covered by the union of the L r sets, denoted by |B|, is given by
generation(B ) |B |.
These considerations give rise to Algorithm 3 (in step 2, the list of primitive elements can be constructed so that a φ(q−1)+1−k is the inverse of a k ; that simplifies the computation of the values of r.) Algorithm 3 gave rise to three optimised computer programs, written in the C programming language. One that dealt with q prime and max i p i < 64, another that dealt with q prime and 64 < max i p i < 128, and a third one that dealt with q a prime square and max i < 64. The largest case, q = p = 31, 651, 621, was confirmed to belong to T in one week on a single core of a 4.4GHz i7-4790K Intel processor. All exceptional values of q not dealt with by the methods of §8 were confirmed to belong to T in about four weeks of computer time (one week of real time, given that the i7-4790K processor has four cores). These computations were double-checked on a separate machine. Figure 1 presents data for all cases that were tested by the first program. It suggests that the execution time of the program is approximately proportional to q and depends in a non-linear way on ω(q − 1). The same phenomenon occurs for the other two programs. Figure 1 : Execution times (in seconds) divided by q versus q; the bottom data points correspond to values of q for which ω(q − 1) = 6, those in the middle correspond to ω(q − 1) = 7 and those on top to ω(q − 1) = 8.
