Introduction
A linear combination of Chebyshev polynomials with M nonzero coefficients, where M is much smaller than the degree, is called a M-sparse polynomial in the corresponding Chebyshev basis. One of the applications is the recovery and the repair of the sparse signals from a small set of measurements [11, 12] . There are also some efficient reconstruction algorithms for this work. One of them is a random recovery method such as Legendre expansion with M nonzero coefficients; see [8, 11] . Moreover, there are some deterministic methods for the reconstruction
with complex parameters c k and w k , k = 1, . . . , M , and −π < Imw 1 < . . . < Imw M < π . We hope to reconstruct c k and w k from a given small amount of (possibly noisy) measurement values F (x) . 
Prony method for sparse polynomials with bases of Chebyshev polynomials of the third and fourth kind
We begin this section with Chebyshev polynomials of the first, second, third, and fourth kinds. Chebyshev polynomials will be denoted by T n , U n , V n , and W n , respectively [6, 13] :
U 0 (t) = 1, U 1 (x) = 2x, U n (cos θ) = sin (n + 1) θ sin θ , V 0 (t) = 1, V 1 (x) = 2x − 1, V n (cos θ) = cos ( n + 
Let M, N be positive integers that M < N ; 
with c j := a nj ̸ = 0 and 0 ≤ n 1 < n 2 < . . . < n M = d. As we know Chebyshev grids are much better than uniform grids for the recovery of polynomials [2] . In [9] is introduced Prony polynomial P of degree M with grids x j := T nj (u N ) = cos 
Then P (x) can be represented in the Chebyshev-1 basis by
In [9] is used in the nonequidistant Chebyshev grids by
Now we try to achieve the sparse interpolation on bases of Chebyshev polynomials of the third and fourth kind.
Sparse polynomial interpolation in Chebyshev-3 basis with Prony method
For n ∈ N 0 and x ∈ (−1, 1) , the Chebyshev polynomial of the third kind is defined by
see [3, 6] . As we know, these polynomials are orthogonal with respect to the weight (1
. Now we consider a polynomial f of degree at most 2N − 1 , which is M -sparse in the Chebyshev-3 basis, i.e.
with M < N and c :
The integer M is called the Chebyshev-3 sparsity of the polynomial (7).
If we let x = cos t , for all t ∈ [0, π], thus
we use the grids t = kπ 2N −1 , k = 0, 1, . . . , 2N − 1, and we set
with Prony polynomial:P
The coefficients p k , k = 0, . . . , M − 1, of the Prony polynomial can be determined by the following theorem:
Theorem 2.1 With the above assumptions, the coefficients p k of the Prony polynomial (9) satisfy:
Proof We havef
we know cos(x + y) + cos(x − y) = 2 cos x cos y ; theñ
We deduce that
hence we get (10) . 2
.., M and set the square Toeplitz-Hankel ( T + H ) matrix such thatF
Eq. (11) follows the factorization of the T + H matrix such that
and
this is a trigonometric polynomial of order at most M −1 with M distinct zeros
The results also show that 
By Lemma 2.4 and Lemma 2.5 in [9] , we conclude that 
. Proof The coefficients of the Prony polynomial can be determined via the linear system:
where
With the above assumptions, the coefficients p k of the Prony polynomial (9) satisfy the equations
The zeros of the Prony polynomial are the eigenvalues of the companion matrix 
The following algorithm can be used for the interpolation of known Chebyshev-3 sparsity.
Algorithm 2.3 Prony method for known Chebyshev-3 sparsity
Input: MatrixF M (0) and vectorf (M ) bỹ
Step 1: Solve the following linear square problemF
Step 2:
the Prony polynomial in (9).
Step 3: Compute
by rounding to the nearest integer. Step 4: Solve the square Vandermonde-like problem Table 1 shows the approximations forñ j andc j of the original parameters n j and c j , j = 1, 2, 3, 4, 5 and
Example 2.4 We use Algorithm 2.3 with N = 2000 for the recovery of the sparse polynomial in the Chebyshev-3 basis
We try to generalize the last results of this section to a rectangular T + H matrix and rectangular Vandermonde-like matrices. We try to factorize the rectangular T + H matrix and the modified Prony polynomial
The zeros of the modified Prony polynomial can be computed via solving a rectangular eigenvalues problem. We choose more sampling points by improving the numerical stability; then we
Note that if M = L = K we obtain T + H matrix in (14), (15) and the vector p :
Without loss of generality we can use the results of Lemma 3.1 in [9] for sparse polynomial interpolation in the Chebyshev-3 basis,
, is a rectangular Vandermonde-like matrix with
be sampled data of the sparse polynomial (7) of degree at most 2N − 1 and the coefficients c j ∈ R − {0} ; then the following results are equivalent:
is a polynomial with distinct roots
ii-A solution of the following linear system is the vector
Therefore, the eigenvalues
the zeros of the polynomial Q(x) in (24).
For proof refer to [9] . Now we formulate Lemma 2.5 as an algorithm for the modified Prony method for sparse Chebyshev-3 interpolation. Since the unknown coefficients c j , j = 1, ..., M do not vanish, for convenient bound ϵ (0 < ϵ ≪ 1) , we suppose |c j | > ϵ .
Algorithm 2.6 Prony method for unknown Chebyshev-3 sparsity
Step 1: Solve the least squares problemF
Step 3: Solve the least squares solution of the overdetermined linear Vandermonde-like system
.
Step 4: Compute the remaining values of
Step 5: Compute
by rounding to the nearest integer.
Step 6: Again solve the least squares problem of the overdetermined Vandermonde-like system 
Sparse polynomial interpolation in Chebyshev-4 basis with Prony method
For n ∈ N 0 and x ∈ (−1, 1), the Chebyshev polynomial of fourth kind is defined by
; SHAMS SOLARY/Turk J Math see [3, 6] . As we know these polynomials are orthogonal with respect to the weight (1 1) . Now we consider a polynomial g of degree at most 2N − 1, which is M -sparse in the Chebyshev-4 basis, i.e.
The integer M is called the Chebyshev-4 sparsity of the polynomial (27).
basis is not a sparse polynomial in the Chebyshev-1 basis. If we let x = cos t, for all t ∈ [0, π] , thus
We use the grids t = kπ 2N −1 , k = 0, 1, . . . , 2N − 1, and set
with Prony polynomial:P 
Proof We haveg
we know sin(x + y) − sin(x − y) = 2 sin x cos y ; theñ
hence we obtain (30). 2
k=1,j=0 and set the square T + H matrix such that
Eq. (31) follows the factorization of the T + H matrix such that
where 
Proof The coefficients of the Prony polynomial can be determined via the linear system: 
The zeros of the Prony polynomial are the eigenvalues of the companion matrix Analogously as Section 2.1 we obtain the algorithms for the known Chebyshev-4 sparsity polynomial.
Algorithm 2.10 Prony method for known Chebyshev-4 sparsity

Input: MatrixG M (0) and vectorg(M ) bỹ
Step 1: Solve the following linear square problemG M (0)p = −g(M ).
Step 2: Find roots Step 3: Compute
the Prony polynomial in (29).
Step 4: Solve the square Vandermonde-like problem
Output:
We have c j ∈ R (j = 1, . . . M ) and M nonnegative integers n j (j = 1, . . . M ).
Example 2.11 We use Algorithm 2.10 with N = 500 for the recovery of the sparse polynomial in the Chebyshev-4 basis
f (x) = 10W 40 (x) − 20W 100 (x) + 30W 184 (x) − 40W 261 (x) + 50W 489 (x). Table 3 shows the approximations forñ j andc j of the original parameters n j and c j , j = 1, 2, 3, 4, 5 and
The zeros of the modified Prony polynomial can be computed via solving a rectangular eigenvalues problem. We choose more sampling points by improving the numerical stability; then we introduceg
Without loss of generality we can use the results of the section 2.1 and Lemma (2.5) for sparse polynomial interpolation in the Chebyshev-4 basis.
Algorithm 2.12 Prony method for unknown Chebyshev-4 sparsity
Input: matrixG K,L (0) and vectorg(L) bỹ
Step 1: Solve the least squares problemG
Step 2: Find roots −1 ≤xM < . . . <x 2 <x 1 ≤ 1 of the Prony polynomial in (35) such thatM ≥ M . Step 5:
Step 3: Solve the least squares solution of the overdetermined Vandermonde-like system
V s M (x)(c j )M j=1 = (g k ) L+K−1 k=0Compute n j := [ 2N −1 π arccos x j − 1 2 ] , j = 1, .
. . , M ≤M by rounding to the nearest integer.
Step 6: Again solve the least squares solution of the overdetermined Vandermonde-like system
Output:
We have c j ∈ R (j = 1, . . . M ) and M nonnegative integers n j (j = 1, . . . M ). 
QR decomposition by matrix pencil factorization for sparse Chebyshev-3 and Chebyshev-4 interpolations
In this section we show that the Prony method for sparse Chebyshev-3 and Chebyshev-4 interpolations can be improved to the matrix pencil method. The matrix pencil can be
By Lemma 2.5,
Now we factorize the rectangular T + H matrix (19) by QR factorization and column pivoting
such that U K is an orthogonal matrix and R K,L+1 (1 : M, 1 : M ) is a nonsingular upper triangular matrix.
As we denoted Π L+1 is a permutation matrix such that the diagonal entries of R K,L+1 (1 : M, 1 : M ) have nonincreasing absolute values. We conclude that the diagonal matrix contains their diagonal entries by D M . With
We factorize the following matrices
We know U k is orthogonal; then the generalized eigenvalue problem of the matrix pencil (2xF
is equivalent to the generalized eigenvalue problem of the matrix pencil
We can simplify the following matrix pencil by
where D M is a diagonal preconditioner matrix. Then the generalized eigenvalue problem of the transposed matrix pencil
has the same eigenvalues as the matrix pencil (44) except for the zero eigenvalues. Finally we obtain the eigenvalue problem of the M-by-M matrix Step 1: Compute QR factorization of the rectangular T + H matrixF K,L+1 .
Algorithm 3.1 Chebyshev-3 basis with QR decomposition
Step 4: Solve the least squares problem of the overdetermined Vandermonde-like system
Output: We have c j ∈ R (j = 1, . . . M ) and M nonnegative integers n j (j = 1, . . . M ). 
We derive the sparse interpolation with the basis of Chebyshev polynomials of the fourth kind with QR decomposition. Here we applied analogous ideas as in Section 3 on the matrix (36). Then we can obtain an algorithm similar to Algorithm 3.1; it is called Algorithm3.1 . 
ESPRIT method for sparse Chebyshev-3 and Chebyshev-4 interpolations
In this section we obtain some results for sparse Chebyshev-3 and Chebyshev-4 interpolations by singular value decomposition (SV D) of the T + H matrix (19):
where U k and W L+1 are orthogonal matrices and D K,L+1 is a rectangular diagonal matrix. The diagonal entries of D K,L+1 are the singular values of (19) such that
Thus we can denote the rank M of the Hankel matrix (19), which sets with the Chebyshev-3 sparsity of the polynomial (7). Therefore, we introduce the following matrices
By simplify the SVD of the Hankel matrix (19) we havẽ
Hence we can factorize the following matrices by similar processes in (42) and (43).
We know U k is orthogonal and so the generalized eigenvalue problem of the rectangular matrix pencil
Now we multiply the above transposed matrix pencil from the right side with
and we obtain the generalized eigenvalue problem of the matrix pencil
with the same eigenvalues except for the zero eigenvalues. Finally we obtain the eigenvalue problem of the
, M ). This completes the
ESPRIT method for sparse Chebyshev-3 interpolation.
Algorithm 4.1 Chebyshev-3 basis with ESPRIT method
Step 1: Compute the SVD factorization of the rectangular T + H matrixF K,L+1 .
Output: We have c j ∈ R (j = 1, . . . M ) and M nonnegative integers n j (j = 1, . . . M ). Table 7 shows the approximations forñ j andc j of the original parameters n j and c j , j = 1, 2, 3, 4, 5 and
We derive the sparse interpolation with bases of the Chebyshev polynomials of the fourth kind with the ESPRIT method. Here we applied analogous ideas as in Section 4 on the matrix (36).
Then we can obtain an algorithm similar to Algorithm 4.1; it is called Algorithm4.1. 
Numerical examples and comparisons
In this section, the discussed algorithms are tested for different matrices by using IEEE standard floating point arithmetic with double precision. We have implemented our algorithms in MATLAB. M -sparse polynomials are given in the forms (7) and (27) 
