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Abstract
The application of model predictive control (MPC) to complex, nonlinear processes
results in a non-convex optimization problem for computing the optimal control ac-
tions. This optimization problem can be solved by discrete search techniques such as the
branch-and-bound method (B&B), which has been successfully applied to MPC.
However, the discretization induced by B&B introduces a tradeoﬀ between the number
of discrete actions and the performance. This paper proposes a solution for non-convex
optimization problems in multiple-input multiple-output (MIMO) systems. Fuzzy
predictive ﬁlters, which are represented as an adaptive set of control actions multiplied
by gain factors, are extended for MIMO systems. This solution keeps the number of
necessary alternatives low and increases the performance. The proposed MPC method
using fuzzy predictive ﬁlters is applied to the control of a gantry crane. Simulation
results show the advantages of the proposed method.
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1. Introduction
Model predictive control is a model-based control strategy that has been
applied to a large number of industrial processes [1,2]. Model predictive con-
trol uses a process model to predict future process outputs, where a sequence of
future control actions is computed by minimizing an objective function [3,4].
Accurate nonlinear models using soft computing (e.g. fuzzy and neural) tech-
niques are increasingly being used in model-based control [5,6]. Both the use of
these nonlinear models and the presence of constraints lead to a non-convex
optimization problem, which must be solved at each time instant. By formu-
lating the decision problem as a discrete choice problem, the optimization can
be eﬃciently performed by search algorithms like B&B [7]. In this case, the
control space is discretized and the problem is reduced to searching the best
control action in the space of control actions [8,9]. The discretization of
the control space introduces a tradeoﬀ between the number of discrete alter-
natives and the computational complexity.
Fuzzy predictive ﬁlters applied to single-input single-output processes were
introduced to cope with this problem [10]. In this approach, an adaptive set of
discrete control alternatives is based on the fulﬁllment of fuzzy criteria, and the
adaptation is performed by a scaling factor multiplied by a dynamic set of
control actions. This paper proposes the generalization of fuzzy predictive
ﬁlters to MIMO processes. Note that this approach is completely diﬀerent from
the application of branch-and-bound to MIMO predictive control proposed
recently in [11].
Next section gives a brief overview of MPC. The B&B optimization applied
to MIMO predictive control is presented in Section 3. Multivariable fuzzy
predictive ﬁlters are introduced in Section 4. The container gantry crane system
is presented in Section 5. The proposed control scheme is applied to the control
of a gantry crane in Section 6, and ﬁnally, Section 7 presents some concluding
remarks.
2. Model predictive control
Predictive control is a general methodology for solving control problems in
the time domain having one common feature: the controller is based on the
prediction of the future system behavior by using a process model [12]. Model
predictive control is based on the use of an available (nonlinear) model to
predict the process outputs at future discrete times over a prediction horizon.
With this method, a sequence of future control actions is computed using this
model by minimizing a certain objective function.
Usually the receding horizon principle is applied, i.e., at each sampling in-
stant the optimization process is repeated with new measurements, and the ﬁrst
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control actions obtained are applied to the process. Because of the explicit use
of a process model and the optimization approach, MPC can handle multi-
variable processes with nonlinearities, non-minimum phase behavior or long
time delays, and can eﬃciently deal with constraints [3].
The future plant outputs for a determined prediction horizon Hp are pre-
dicted at each time instant k by using a model of the process. The predicted
output values y^ðk þ iÞ, i ¼ 1; . . . ;Hp depend on the states of the process at the
current time k and on the future control signals uðk þ jÞ, j ¼ 1; . . . ;Hc, where
Hc is the control horizon. The control signals change only inside the control
horizon, remaining constant afterwards, i.e., uðk þ jÞ ¼ uðk þ Hc  1Þ, for
j ¼ Hc; . . . ;Hp  1.
The sequence of future control signals is obtained by optimizing a cost
function which describes the control goal. Conventional MPC, mainly utilizes
sum-quadratic functions as the objective function [13]. Let the overall control
goals for the time domain be stated as achieving a fast system response while
reducing the overshoot and the control eﬀort. Let the error for the several
outputs be represented as
e ¼ rðk þ iÞ  y^ðk þ iÞ: ð1Þ
For multivariable systems these goals can be represented, for instance by the
objective function:
JðuÞ ¼
XHp
i¼1
keðk þ iÞk2Q þ
XHc
i¼1
kDuðk þ i 1Þk2R; ð2Þ
or some small modiﬁcations of it, where y^ are the predicted process outputs, r is
the reference trajectory, and Du is the change in the control signals. The ﬁrst
term of (2) accounts for the minimization of the output errors and the second
term represents the minimization of the control eﬀort. The term considering the
control eﬀort can be given directly by the control actions u, which usually
minimizes the energy cost. The matrices Q and R determine the weighting
between the two terms in the global criterion. In general, these matrices are
diagonal in order to simplify the weight attribution.
Note that these parameters have two functions: they normalize the diﬀerent
outputs and inputs of the system, and they vary the importance of the two
diﬀerent terms in the objective function (2) over the time steps. If this is not the
case, the optimization automatically weights diﬀerent variables, which is not
desirable, and it leads to poor control performance. The process inputs and
outputs can be subjected to constraints, which are incorporated in the opti-
mization problem. Note that the cost function is only a suitable mathematical
approximation of the control objectives. Its quadratic nature is convenient for
ﬁnding solutions for linear models, but it may be less suitable for achieving the
real control goals, such as fast rise time, small overshoot or good damping.
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Thus, the objective function can be described by fuzzy goals and fuzzy con-
straints, as proposed recently with good results, see [14].
The performance of MPC depends largely on the used process model. The
ability of this model to predict the future process outputs andwork in real-time is
very important. When a linear time-invariant model is used, and in the absence
of constraints, an explicit analytic solution of the problem in (2) can be obtained.
When any constraint is violated, but the other two conditions remain, no ana-
lytical solution is available. The optimization problem results then in a quadratic
problem to be solved at each time instant [4]. This nonlinear optimization
problem is convex and can be solved using fast gradient-descent methods with a
guaranteed global solution. However, in the most general case both nonlinear
models and constraints are present, and the optimization problem results in a
non-convex problem. The most relevant techniques used in this case are the
Sequential Quadratic Programming (SQP) method [15] and the simplex method
[16], which are both iterative optimization techniques. In the presence of non-
linear constraints, which occurs often in nonlinear MPC, these methods hamper
the application of MPC to fast systems because these iterative methods have
generally high computational costs, which make them not suitable to be used in
systems with short sampling times.Moreover, the convergence can result in local
minima, which results usually in poor performance of the MPC scheme.
Alternative optimization methods for non-convex optimization problems
can be used when the solution space is discretized, where the problem is
transformed into a discrete optimization problem, where techniques such as
dynamic programming [17,18], branch-and-bound [19], or genetic algorithms
[20], can be applied.
When the B&B method is used, the control space is discretized and the
problem is reduced to searching the best control action in the discrete control
space. The B&B algorithm can be used to search the discrete space for the best
solution in a recursive way. This has proven to give better results than iterative
optimization techniques [8]. This method has been generalized to multivariable
systems in [11].
The control structure using the B&B method for the optimization is depicted
in Fig. 1, and is normally known as an open-loop feedback structure. In this
Fig. 1. Model predictive control scheme using B&B.
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control loop, the process outputs are fed back to the optimization algorithm in
order to recompute the optimal control actions at each sampling instant. Thus,
the MPC scheme is a combination of a prediction part (open-loop) and an
optimization part (feedback). With this control scheme, the model is used
depending on the updated values of the process. The control algorithm con-
tains the model of the system, the objective function, the B&B method and the
reference generator. The B&B method calculates the optimal solution for the
given objective function using the model of the system and the given reference.
The search of the optimal solution using the B&B algorithm is presented in the
next section.
3. Branch-and-bound optimization
The B&B method is a structured search technique belonging to a general
class of enumerative schemes [7]. This method is useful to solve problems for
which direct solution methods either do not exist or are ineﬃcient. The B&B
method solves a problem by dividing it into smaller subproblems, using a tree
structure. In the space solution, only a small number of possible solutions
needs to be enumerated, while the remaining solutions are eliminated because
they do not contain an optimal solution. The set of solutions not eliminated is
subsequently partitioned into increasingly reﬁned parts (branching) over which
lower and upper bounds for the optimal value of the objective function can be
determined (bounding). The B&B operations are applied recursively. When the
control actions are discretized, the B&B method can be applied to predictive
control, as shown in Fig. 2. The B&B optimization technique applied to pre-
dictive control has several advantages over other nonlinear optimization
methods. First, the global minimum is always found, guaranteeing optimality
in the discrete control space. Secondly, the algorithm is not negatively inﬂu-
enced by a poor initialization, as in the case of iterative optimization methods.
Finally, the B&B method implicitly deals with constraints. These improve the
eﬃciency of bounding, by restricting the search space and eliminating the
control actions that are not valid (do not respect the constraints, for instance).
Other optimization techniques, such as SQP, present poor performance when
severe constraints are present.
Let the MIMO model be given by
y^ðk þ 1Þ ¼ fðxðkÞÞ; ð3Þ
where yðkÞ  Rp are the outputs of the system, xðkÞ  Rn are the states, which
can be obtained from the several inputs and outputs of the system, joining
them in a vector:
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xðkÞ ¼ y1ðkÞ; . . . ; y1ðk
  p1 þ 1Þ; . . . ; ypðkÞ; . . . ; ypðk  pp þ 1Þ;
u1ðkÞ; . . . ; u1ðk  m1 þ 1Þ; . . . ; umðkÞ; . . . ; umðk  mm þ 1Þ
T
;
ð4Þ
where uðkÞ  Rm are the control actions. The orders of control actions, outputs
and states are denoted by m, p and n 2 N, respectively. The function f relates
the states at time k þ 1 with the states and the control actions at time k. The
parameters m1; . . . ;mm are the orders of the inputs u1; . . . ; um, and the param-
eters p1; . . . ; pp are the orders of the outputs y1; . . . ; yp, respectively. Further,
note that the dimension of the state vector is given by n ¼ Pmj¼1 mj þPpj¼1 pj.
A general formulation would have Mi discrete control actions for each ui.
Without loss of generality, in this paper each input ui of the system is dis-
cretized into M discrete control actions, where M is the same for all the control
actions. Therefore, a discrete control action is represented by uij, with
i ¼ 1; . . . ;m and j ¼ 1; . . . ;M . The discrete set X containing all the possible
control actions is given by
X ¼ X1 	 X2 	 
 
 
 	 Xm; ð5Þ
where each Xi represents the set of all possible discrete control actions for the
input ui:
Fig. 2. Branch-and-bound search tree.
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Xi ¼ fxijjj ¼ 1; . . . ;Mg: ð6Þ
The number of the total possible discrete control actions S is given by
S ¼ M 	M 	 
 
 
 	M|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
m times
: ð7Þ
Each element of the vector containing all the possible control actions can be
represented by xj, with j ¼ 1; . . . ; S. Table 1 presents the ﬁrst, second and last
elements of this vector. At each time step, S control alternatives can be con-
sidered, yielding a maximum of S branches.
Consider that a system has two inputs, u1 and u2, and that both inputs are
discretized into M ¼ 3 discrete control alternatives. Consider further that
u1 ¼ ½200; 0; 200 and that u2 ¼ ½100; 0; 100. The vector of all the possible
combinations of control actions X is given by
X ¼ x1 x2 
 
 
 x9½ ; ð8Þ
as M 	M ¼ 9. Table 2 presents the three ﬁrst and the last elements of this
vector.
Now, let i ¼ 1; . . . ;Hp denote the ith level of the tree (i ¼ 0 at initial node)
and let j denote the branch corresponding to the control alternative xj. The
cumulative cost at node i, J ðiÞ is given by
J ðiÞ ¼
Xi
‘¼1
keðk


þ ‘Þk2Q þ kDuðk þ ‘ 1Þk2R

: ð9Þ
In this branch-and-bound formulation, no branching takes place beyond the
control horizon (i > Hc  1). Therefore, the control action uðk þ Hc  1Þ is
applied successively until Hp is reached. If only the branching rule would be
Table 1
Complete set of discrete control actions
x1 x2 
 
 
 xS
u11 u11 
 
 
 um1
u21 u21 
 
 
 um2
..
. ..
. ..
. ..
.
um1 um2 
 
 
 umM
Table 2
Vector of possible control actions for the example
x1 x2 x3 
 
 
 x9
)200 )200 )200 
 
 
 200
)100 0 100 
 
 
 100
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applied, this would result in an enumerative search, and SHc possibilities would
be tested. Even for a small number of inputs m, small number of discretizations
M , and small control horizons, this number can be too large, inducing an
enormous computational eﬀort. Thus, the bounding task is fundamental to
reduce the number of alternatives. A particular branch j at level i is followed
only if the cumulative cost J ðiÞ plus a lower bound on the cost from the level i to
the terminal level Hp, denoted J
ðiÞ
L is lower than an upper bound of the total
cost, denoted JU. In this paper, we assume that the lower bound is given by the
cost associated with the transition y^ðk þ iÞ ¼ f ðxðk þ i 1Þ;xjÞ, which is
computed using the cost function (9), and is represented as J ðiÞj ðxjÞ. The
remaining cost from iþ 1 up to Hp is very hard to calculate, and we assume
that it is zero. Therefore, the branch condition is the following:
J ðiÞ þ J ðiÞj ðxjÞ < JU: ð10Þ
The bounding mechanism performs as better as the bound estimates are
accurately predicted, i.e., in order to decrease the number of new branches to
be created, the upper bound should be as low as possible and the lower bound
as large as possible. In this paper, the following strategy is applied. The ﬁrst
path in the tree search chooses the smallest J ðiÞj ðxjÞ, at each level i. This strategy
leads to a terminal cost J ðHpÞ close to the optimum, when constant or slowly
varying references are considered. When at a later stage of the tree search a
lower value J ðHpÞ
0
< JU is found, JU is replaced by this new J ðHpÞ
0
. Recall that the
lower bound was already determined.
The computational time increases exponentially with the control horizon,
demanding that this must be kept low. Another factor of extreme importance is
the number of control alternatives M in (5). For computational reasons this
number should be as small as possible. However, when M is too small, the
coarse discretization of the control signal results in poor control performances.
Moreover, the discretization of the control actions leads to an approximate
solution of the overall optimization problem. Also, a too coarse discretization
can introduce oscillations around non-varying references, usually known as the
chattering eﬀect, and slow step responses, depending on the selected set of
discrete control actions. A possible solution to this problem is to adapt the
system inputs depending of output errors. Recently, fuzzy predictive ﬁlters
have been proposed to derive discrete control actions by using an adaptive set
of control actions multiplied by a gain factor [10]. This approach diminishes
the problems introduced by the discretization of control actions in model
predictive control. However, this approach has been applied only to single-
input single-output systems. An interesting approach to apply B&B to pre-
dictive control of MIMO systems has been introduced in [11]. In that paper,
the use of a dense discretization of iterative grid size in the B&B algorithm
increases the number of possible control actions, but unfortunately it increases
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also the computational load. Therefore, this paper proposes the extension of
fuzzy predictive ﬁlters to MIMO systems, in order to alleviate the computa-
tional burden of the B&B algorithm.
4. Multivariable fuzzy predictive ﬁlters
Fuzzy predictive ﬁlters constitute an adaptive set of incremental control
alternatives and a fuzzy predictive decision-maker to scale these alternatives
[10]. This paper proposes the extension of these ﬁlters to MIMO systems. A
previous study has been presented in [21].
For multivariable systems, the predictive criteria consider the errors between
the system outputs and the desired references in order to infer scaling factors
ciðkÞ 2 ½0; 1, i ¼ 1; . . . ;m for the discrete incremental control actions. These
scaling factors are basically decreased when the system is close to a steady-state
situation, and increased when the errors are big or the outputs move away from
the reference. In this way, fuzzy predictive ﬁlters reduce the problem intro-
duced by the discretization of the control actions, keeping the number of
discrete control alternatives low, thus reducing the computation time of the
optimal control actions. Fuzzy predictive ﬁlters applied to MIMO systems are
depicted in Fig. 3. The design consists of the choice of discrete control alter-
natives, and on the computation of the gain ﬁlters.
4.1. Discrete control alternatives
The ﬁxed set of discrete control alternatives X ¼ x1 x2 
 
 
 xS½  is
replaced by an adaptive set of control alternatives. For each input ui,
i ¼ 1; . . . ;m, let uiðk  1Þ 2 Ui represent the control action at time instance
k  1, where Ui ¼ ½Ui ;Uþi  is the domain of each manipulated variable ui. The
upper and lower bounds of the possible change in the control signal at time k,
Duþik and Du

ik, respectively, are given by
Fig. 3. Fuzzy predictive ﬁlters applied to MIMO processes.
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Duþik ¼ Uþi  uiðk  1Þ;
Duik ¼ Ui  uiðk  1Þ:
ð11Þ
The complete adaptive set of incremental control alternatives for each input ui
is deﬁned as
Xi ¼ fkilDuþik; 0; kilDuikg; l ¼ 1; . . . ;N ; ð12Þ
where the values of kil are chosen by the control designer, which does not have
to choose the control actions directly. Note that these parameters should be in
the interval [0,1], in order to assure that the control actions are physically
possible. The parameter l determines the number of possible control actions.
The maximum number of possible discrete control actions for each input ui is
given by M ¼ 2	 N þ 1, including the zero element.
The variation of the control action given by Xi is sometimes too severe, and
may yield an undesirable behavior of the system, such as overshoots or oscil-
lations. The proper choice of the several kil are process dependant. The use of
the predictive gain ﬁlter diminishes largely these eﬀects when compared to the
ﬁxed alternatives, as it scales the gain of these actions depending on the pre-
dicted deviation of the output from the reference signal.
4.2. Scaling factor
The fuzzy predictive ﬁlter applies scaling factors, or gains, to the adaptive
sets of control actions Xi in order to obtain a scaled version of possible control
actions XðkÞ. The vector of scaling factors is given by
CðkÞ ¼ c1ðkÞ c2ðkÞ 
 
 
 cmðkÞ½ ; ð13Þ
i.e., one scaling factor for each input uiðkÞ. The scaling factors ciðkÞ should
scale down the control alternatives when the system under control is at steady-
state in order to reduce largely the chattering eﬀect, and they should be high to
enable fast responses when big changes are predicted. The scaled control ac-
tions that are presented to the branch-and-bound optimization algorithm are
given by
XiðkÞ ¼ ciðkÞ 
 Xi : ð14Þ
The factors ciðkÞ must be chosen based on the predicted errors between the
references and the system outputs, which are deﬁned for each output as
e^‘ðk þ HpÞ ¼ r‘ðk þ HpÞ  y^‘ðk þ HpÞ; ð15Þ
with ‘ ¼ 1; . . . ; p, and where r‘ðk þ HpÞ is the reference to be followed at time
k þ Hp for the output y‘. Further, another important information is the change
in the errors, which is important to determine if the system is close to a steady-
state situation, and is deﬁned as
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De‘ðkÞ ¼ e‘ðkÞ  e‘ðk  1Þ; ‘ ¼ 1; . . . ; p: ð16Þ
Knowing these two inputs for each output, predicted error and change in the
error, simple fuzzy criteria can be constructed for the scaling factor. Consid-
ering an output ‘, when both e^‘ðk þ HpÞ and De‘ðkÞ are small, the system is
close to a steady-state situation. In this case, the scaling factors that depend on
this particular output should tend to zero. On the other hand, when both the
predicted error and the change in error are high, bigger corrective steps should
be taken, i.e., the scaling factors depending on this output should tend to 1.
The two fuzzy criteria for a particular output y‘, ‘‘small predicted error’’ and
‘‘small change in error’’, are deﬁned by the membership functions
le‘ðe^‘ðk þ HpÞÞ and lDe‘ðDe‘ðkÞÞ, respectively.
An example of possible membership functions of the triangular type are
depicted in Fig. 4. Note that the membership functions are triangular, as this
type revealed to be the most appropriate to describe both the error and the
change in error. The spread of these membership functions must be chosen
based on the maximum and minimum variations of both criteria. These vari-
ations can be obtained experimentally. The conﬂuence of the membership
functions le‘ðe^‘ðk þ HpÞÞ and lDe‘ðDe‘ðkÞÞ for a certain output ‘ is represented
as lb‘ , and is obtained using a fuzzy t-norm (the min in this case) [22]. Note that
this aggregation results in p degrees of fulﬁllment lb‘ , as ‘ ¼ 1; . . . ; p. It is now
necessary to decide which outputs inﬂuence each input. Thus, one ci,
i ¼ 1; . . . ;m must be derived for each control action based on the p degrees of
fulﬁllment lb‘ .
The most general and easier procedure is to consider that all the outputs
inﬂuence each input. Note that this approach does not require speciﬁc infor-
mation of the system structure. In this case, 2	 p criteria are aggregated to
Fig. 4. Scale factor for each output y‘ðkÞ.
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obtain a multidimensional membership function lc. In this paper a conjunction
is used to aggregate all the criteria, and this aggregation is given by
lcðe^1ðkÞ;De1ðkÞ; . . . ; e^pðkÞ;DepðkÞÞ ¼ tðle1 ; lDe1 ; . . . ; lep ; lDepÞ; ð17Þ
where t is a triangular norm, which can be the minimum operator [22]. Note
that cðkÞ must be the complement of the membership function lc. Thus, the
gain factor cðkÞ is derived by taking the fuzzy complement of lc:
cðkÞ ¼ lc ¼ 1 lc: ð18Þ
Considering that the set of all possible control actions, similarly to (5) is given
by
X ¼ X1 	 X2 	 
 
 
 	 Xm; ð19Þ
the scaled control actions that are presented to the branch-and-bound opti-
mization algorithm are now given by
XðkÞ ¼ cðkÞ 
 X: ð20Þ
In summary, the adaptive set of incremental control actions at time instance k
is represented by X. These are based on the available control space at time k.
The actions are scaled by the gains CðkÞ to create a set of alternatives XðkÞ that
are the possible control actions in the branch-and-bound optimization algo-
rithm. In our paper, only one scaling factor cðkÞ is derived based on the p
outputs. The gain factor is derived based on simple fuzzy criteria regarding the
error and change in the error of the outputs. Thus, the proposed MIMO fuzzy
predictive ﬁlter needs only the parameters kil, and le‘ and lDe‘ , ‘ ¼ 1; . . . ; p,
which are membership functions. Experience showed that the design of these
parameters is not complex. The MIMO fuzzy predictive control scheme
introduced in this paper is applied to a realistic simulation of a container
gantry crane.
5. Container gantry crane
A container gantry crane is normally used in ports, outdoors and near the
shore, with many changes in weather conditions, for instance an abrupt change
of the direction of the wind. A container gantry crane consists of a bridge
girder on portal legs from which a trolley system is suspended, see Fig. 5. The
trolley can travel along the bridge girder that stretches over the container ship
and part of the quay for loading and unloading the ship. A hoisting mechanism
consisting of a spreader suspended from the trolley by means of hoisting cables
is used for grabbing and hoisting the container. The control goal is to position
the trolley at a desired horizontal location xt, with a rope length l, while the
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swing of the load / is damped to zero so that the container can be accurately
positioned.
The simulation model of the gantry crane is implemented using the
Lagrangian of the system [23,24], considering also the models of the electric
motors, and the viscous friction. The parameters of the model are the ones
from the cranes of the port of Rotterdam, the Netherlands. The trolley can
reach a maximum velocity of 3.2 ms1 for a maximum load of 53 ton. The
crane construction is assumed to be stiﬀ, and the maximum acceleration is 0.8
ms2.
5.1. Modeling the crane dynamics
The crane is used during the whole year except during its maintenance
period. It would be too expensive and also too dangerous to perform test runs
on the crane. So a mathematical model of the crane has to be derived in order
to perform experimental study of the control of the crane. A model of the crane
is also necessary when predictive controllers are applied. The modeling of the
planar displacement of the load due to the travelling trolley and hoisting of the
load is based on the illustration in Fig. 5.
Table 3 contains the main parameters of the container gantry crane, which
are used in the several expressions of the model. The crane never travels on its
portal legs along the shore during a load transfer, so only the two-dimensional
displacement of the load is observed. Furthermore, the following assumptions
are used to derive the model:
• the load mass is concentrated in a point,
• all elements of the crane are of inﬁnite stiﬀness,
• the rope is massless,
• the change of rope length due to swinging of the load is neglected.
Fig. 5. Container gantry crane.
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The controller to be designed must be able to place the container after load
transfer on a truck or ship, with a certain accuracy, and to reduce the swing of
the container to an acceptable level. Therefore, it is necessary to study the
inﬂuence of the swing in the trolley. In order to study this inﬂuence the trolley
and the load have to be separated in the model. Thus, the Lagrangian equation
of motion of a mass is described by using the kinetic energy and potential
energy of the mass. The lagrangian of the system is given by
L ¼ T  U ; ð21Þ
where T represents the kinetic energy and U represents the potential energy.
For a complete derivation of the model see [24]. The following state equations
for the crane system are obtained:
_x1 ¼ x4;
_x2 ¼ x5;
_x3 ¼ x6;
_x4 ¼ c1  d1x3c2 þ d1gx3;
_x5 ¼ d2x3c1 þ c2;
_x6 ¼  1x2 ½c1  d1x3c2 þ ð1þ d1Þgx3 þ 2x5x6;
ð22Þ
in which x1, x2 and x3 are the state variables and c1 and c2 are the control
variables, which are deﬁned as:
Table 3
Crane parameters
D1 Trolley winding wheel
h1ðtÞ Angle of rotation of trolley drive motor
J1 Moment of inertia of the trolley drive motors, wheels and reduction gear
b1 Equivalent radius of trolley drive wheel reduced to the motor side
T1 Driving torque generated by trolley drive motor
D2 Winding drum of the hoist motor
h2ðtÞ Angle of rotation of hoist motor
J2 Moment of inertia of hoist motor, drum and reduction gear
b2 Equivalent radius of winding drum reduced to the motor side
T2 Driving torque generated by hoist motor
g Acceleration of gravity (9.81 m/s2)
mt Total mass of trolley system
xt Horizontal position of the trolley
ml Total mass of the load
/ Swing angle of the load
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x1 ¼ b1h1;
x2 ¼ b2h2;
x3 ¼ /;
c1 ¼ b1T1J1 þ mtb21
;
c2 ¼ b2ðT2 þ mlb2gÞJ2 þ mlb22
ð23Þ
and the parameters d1 and d2 are given by
d1 ¼ mlb
2
1
J1 þ mtb21
;
d2 ¼ mlb
2
2
J2 þ mlb22
:
ð24Þ
The crane uses separately excited DC motors for both the trolley travelling
mechanism and the hoisting mechanism. To make a connection between the
drive motor and the trolley, it is assumed that all the motors have identical
characteristics. Thus, the armature of each DC motor is modelled as a circuit
with resistance Ra in series with an inductance La, and voltage source eb rep-
resenting generated voltage (back-emf) in the armature when the rotor rotates.
The wound ﬁeld is represented by a resistance Rf in series with the inductance
Lf . The air gap ﬂux is designed by /. The parameters of both DC motors are
presented in Table 4.
The control of the DC motor is applied to the armature terminals in the
form of the applied voltage eaðtÞ. It is assumed that ﬁeld voltage efðtÞ is applied
long enough, so that the ﬁeld current is constant. For linear analysis it is
further assumed that the air gap ﬂux is proportional to the ﬁeld current:
/ðtÞ ¼ Kf ifðtÞ ¼ Kf If ; ð25Þ
that the torque developed by the motor is proportional to the air-gap ﬂux and
the armature current:
TmðtÞ ¼ Km/ðtÞiaðtÞ ¼ KmKf If iaðtÞ ð26Þ
and that since Km, Kf and If are constant, TmðtÞ can be written as:
TmðtÞ ¼ KiiaðtÞ; ð27Þ
where Ki is the torque constant. Considering these premises, the model of the
DC motors are the following:
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diaðtÞ
dt
¼ 1
La
eaðtÞ  RaLa iaðtÞ 
1
La
ebðtÞ;
TmðtÞ ¼ KiiaðtÞ;
ebðtÞ ¼ Kb dhmðtÞ
dt
¼ KbxmðtÞ;
d2hmðtÞ
dt2
¼ 1
Jm
TmðtÞ  1Jm TLðtÞ 
Bm
Jm
dhmðtÞ
dt
:
ð28Þ
The coupling of the motors can be seen as the conversion of the rotational
movement of the motors to the translational movement of the crane. In the real
system, the motors are attached to winding drums of the hoist rope and the
wheels of the trolley via gear trains. So the rotational movement of the motors
is converted with a certain gear ratio.
The gear train is a mechanical device which transmits energy from one part
of the system to another. This transmission of energy scales the force, the
torque and the speed of an axis. The gear ratio is the ratio between the teeth
numbers t1 and t2 on the surface of each of the coupled gears. The gear ratio of
a gear train is given by
n ¼ t1
t2
: ð29Þ
The relations between torques T1 and T2, the angular displacement h1 and h2
and the gear ratio can be derived as follows. The number of teeth on the surface
of the gears is proportional to the r1 and r2 of the gear:
Table 4
DC motor parameters
eaðtÞ Armature voltage
efðtÞ Field voltage
Ra Armature resistance
ebðtÞ Back-emf
Rf Field resistance
La Armature inductance
Lf Field inductance
iaðtÞ Armature current
if ðtÞ Field current
Ki Torque constant
Kb Back-emf constant
/ðtÞ Magnetic ﬂux
TmðtÞ Torque developed by the motor
Jm Rotor inertia of the motor
Bm Viscous frictional coeﬃcient
Tl Torque developed by the load
hmðtÞ Rotor angular displacement
xmðtÞ Rotor angular velocity
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r1t2 ¼ r2t1: ð30Þ
The distance travelled along the surface of each gear is the same, therefore:
h1r1 ¼ h2r2: ð31Þ
The work done by one gear is equal to the work of the other, since it is assumed
that there is no loss of energy:
T1h1 ¼ T2h2: ð32Þ
The gear train characteristics are presented in Table 5. A crane driver is
capable of controlling the container during a load transfer by manipulating the
outputs of the driver motors of the crane. The description of the gantry crane
operation is presented in the next section.
5.2. Gantry crane operation
The load displacement during a load transfer must be optimized taking into
account the geometrical constraints of the shore. The particular trajectory for
the gantry crane in this paper is depicted in Fig. 6. In this ﬁgure it becomes
clear that the transfer of a container from a ship to a truck, or vice-versa, can
be divided into ﬁve regions.
(1) Region A: vertical upward motion of the container.
(2) Region B: both vertical upward and horizontal motion of the container.
(3) Region C: horizontal displacement of the container.
(4) Region D: both vertical downward and horizontal motion of the container.
(5) Region E: vertical downward motion of the container.
First the container is lifted from the ship or truck to a speciﬁc safe height
(region A), before the container starts its horizontal movement. During this
movement the container is lifted up and the brakes are applied to the hoist
motor in order to stop the vertical movement (region B). The horizontal mo-
tion continues up to several meters before the speciﬁc travelling length is
reached (region C). Then, the lowering of the container starts, and the trolley
Table 5
Gear train characteristics
Inertia J1 ¼ n2J2
Viscous frictional coeﬃcient B1 ¼ n2B2
Torque T1 ¼ nT2
Angular displacement h1 ¼ 1nh2
Angular velocity x1 ¼ 1nx2
L.F. Mendonca et al. / Internat. J. Approx. Reason. 36 (2004) 199–221 215
drive motors must position the container at the right travelling length (region
D). In the ﬁnal position of this region, both the speciﬁed horizontal travelling
length has been reached and the container is lowered to the speciﬁed
safe height. Finally, the container is lowered into the ship or onto the truck
(region E).
6. Simulation results
The realistic model of a container gantry crane is used in this section. Since
predictive control uses a model of the process under control, the disturbances
are also incorporated in the model. This procedure will increase the perfor-
mance of the controller when reacting to unknown or changing circumstances.
The model of the process includes measurement noise and system disturbances,
which have values similar to the ones in the real system.
The optimization is solved using the branch-and-bound approach. This
optimization scheme uses M discrete control actions between )200 and 200 V
for each of the two electric motors. Consequently, the ﬁnal number of control
actions are M 	M . The control and predictive horizons are chosen as
respectively, Hc ¼ 3 and Hp ¼ 3. The choice of these values determines the
complexity of the optimization routine. So they may not be too large, because
the computation time would become also too large. The chosen values revealed
to be a good compromise between performance and computational load.
The controller uses the cost function (2). It revealed to be suﬃcient to
consider only the errors, as the torques of the motors (inputs) are limited
beforehand. Thus, the vector of the errors is given by
eT ¼ el ext e/½ ; ð33Þ
Fig. 6. Schematic diagram of a load transfer.
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where el, ext and e/ are the errors between the references and the three con-
trolled variables, which are respectively the length of the rope l, the horizontal
position xt and the swing angle /. We considered R ¼ 0, and Q ¼ I , where I is
Table 6
SSE normalized using MPC with and without fuzzy predictive ﬁlters
Numb.
disc.
Fuzzy ﬁlters B&B alone
l xt / l xt /
2· 2 0.52 0.87 0.71 1 1 1
3· 3 0.37 0.81 0.51 0.40 0.91 0.56
4· 4 0.34 0.71 0.45 0.53 0.89 0.85
Table 7
Computational results using MPC with and without fuzzy predictive ﬁlters
Numb. disc. Fuzzy ﬁlters B&B alone
CT Flops CT Flops
2· 2 1.04 1.11 1 1
3· 3 4.32 4.48 3.57 3.7
4· 4 13.77 13.45 11.25 11.05
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Fig. 7. Control of the position xt. Top: MPC with ﬁlters. Bottom: MPC without ﬁlters.
L.F. Mendonca et al. / Internat. J. Approx. Reason. 36 (2004) 199–221 217
a 3	 3 identity matrix. Therefore, all the outputs have the same weight. This
means that the three outputs have the same importance and must be followed
accurately, which is actually what is demanded from a crane system.
The control simulations are made using MatLab on a Pentium IV PC
runningWindows 2000. The control strategy applied to the gantry crane system
was depicted in Fig. 1. Table 6 shows the control results using the proposed
predictive control scheme with and without fuzzy predictive ﬁlters, with
2 · 2¼ 4, 3 · 3¼ 9, and 4 · 4¼ 16 control actions. In order to evaluate the
control performance, the sum of squared errors (SSE) between the references
and the outputs of the system is used. The SSE using the classical objective
function and 2 · 2 discrete control actions without fuzzy predictive ﬁlters is
taken as 1 (100%), and it serves as the reference to be compared with other
simulations. The sum of squared errors for the outputs are the following: rope
length error el ¼ 0:27 m, horizontal location ext ¼ 0:47 m, and swing angle
e/ ¼ 2:14. Without fuzzy predictive ﬁlters the errors are much larger than with
fuzzy predictive ﬁlters. Note that the MIMO fuzzy ﬁlters decrease always the
error for the three variables when the number of possible control actions in-
creases. This is not the case with the classical B&B, as the swing angle error
increases when 16 discretizations for the control actions are used.
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Fig. 8. Control of the the rope length l. Top: MPC with ﬁlters. Bottom: MPC without ﬁlters.
218 L.F. Mendonca et al. / Internat. J. Approx. Reason. 36 (2004) 199–221
Table 7 presents the computational load of MPC. The computational load
of the predictive controller using 2 · 2 discrete control actions without fuzzy
predictive ﬁlters is taken as 1 (100%), having the following absolute values:
FLOPS¼ 22 780 and the computational time (CT) is equal to 0.20 s for one
time step, in average. When the number of discretizations increases the CT and
the FLOPS increase also, with or without fuzzy predictive ﬁlters. As expected,
the computation of the fuzzy ﬁlter increases slightly the computational time.
Therefore, the proposed MIMO ﬁlter must be used with less control actions.
Comparing the Tables 6 and 7, it can be seen that using four discrete control
actions with fuzzy ﬁlters leads to better results than using 16 control actions
without ﬁlters. The derivation of the control actions with ﬁlters is 10 times
faster than without ﬁlters. Therefore, the example shows clearly the advantage
of using the MIMO fuzzy ﬁlters proposed in this paper.
Simulations using the MPC with and without fuzzy predictive ﬁlters and 16
discrete control actions are depicted in Figs. 7–9. The controller presents good
control performance for the three controlled variables. The best value for the
swing angle, which is one of the most sensitive controlled variable, is obtained
with the MPC with fuzzy predictive ﬁlters when using 16 discretizations.
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Fig. 9. Control of the swing angle /. Top: MPC with ﬁlters. Bottom: MPC without ﬁlters.
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7. Conclusions
When a nonlinear model of the process is used, the resulting optimization
problem in model predictive control is often non-convex. Branch-and-bound
can be used to search a discretized control space for the optimal solution,
requiring a small number of discrete control alternatives. The approximate
solution obtained can generate oscillations around non-varying references and
slow step responses. This problem can be solved using fuzzy predictive ﬁlters.
This paper introduces the generalization of fuzzy predictive ﬁlters to multi-
variable processes. The proposed scheme was applied in simulations of a gantry
crane. The proposed method obtained better performance using less compu-
tational power than the multivariable B&B scheme by itself.
Future research will consider the use of fuzzy objective functions in order to
include weights and hierarchical fuzzy criteria, and the application of the
scheme in real-time control.
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