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Abstract
We prove the existence of a weak solution of a time-dependent grade-two fluid model in a plane Lipschitz domain and
uniqueness of the solution in a convex polygon. The method of proof is constructive and can be adapted to the numerical analysis
of finite-element schemes for solving this problem numerically.
c© 2007 Elsevier Ltd. All rights reserved.
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0. Introduction and preliminaries
A fluid of grade two is a non-Newtonian fluid of differential type, i.e. such that its constitutive equation defines the
Cauchy stress tensor explicitly in terms of the derivatives of the velocity. More precisely, it is a particular case of an
incompressible, homogeneous, isotropic fluid of complexity two, i.e. such that its constitutive equation has the form:
T = − p˜I + F(A1,A2),
where p˜ is the pressure and A1, A2 are the first two Rivlin–Ericksen tensors (cf. [1]) defined recursively by
A1 = L+ LT, L = ∇ u,
A2 =
(
∂
∂t
+ u · ∇
)
A1 + A1L+ LTA1 = ddt A1 + A1L+ L
TA1.
Thus a grade-two fluid has the constitutive equation,
T = − p˜I + ηA1 + α1A2 + α2A21, (0.1)
where η is the viscosity and the parameters αi are normal stress moduli, all assumed to be constant. Substituting (0.1)
into the balance of linear momentum
%
d
dt
u = divT + %f ,
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where f is an external force, expanding the divergence, dividing by the density %, and denoting again by α1 and α2 the
corresponding coefficients divided by %, we obtain the equation of motion of a grade-two fluid:
∂
∂t
(u− α11u)− ν 1u+ curl(u− (2α1 + α2)1u)× u
− (α1 + α2)1(u · ∇ u)+ 2(α1 + α2)u · ∇(1u)+∇ p = f , (0.2)
where ν = η/% and the modified pressure p is related to p˜ by
p = 1
%
p˜ + 1
2
|u|2 − (2α1 + α2)
(
u ·1u+ 1
4
trA21
)
.
It is considered an appropriate model for the motion of a water solution of polymers. In a different context, Holm,
Marsden and Ratiu in [2,3] use an analogous equation for a model of turbulence.
To be consistent with thermodynamics, Dunn and Fosdick show in [4] that the material constants must satisfy
(cf. also the work of Fosdick and Rajagopal [5], and the work of Dunn and Rajagopal [6])
ν ≥ 0, α1 ≥ 0 and α1 + α2 = 0.
With these assumptions, setting α = α1, (0.2) simplifies and leads to the equation of motion
∂
∂t
(u− α1u)− ν1u+ curl(u− α1u)× u+∇ p = f . (0.3)
Then, this equation is completed by the incompressibility condition:
divu = 0 where divu =
d∑
i=1
∂ui
∂xi
and d is the dimension, (0.4)
and adequate boundary and initial conditions. Note that when α = 0, (0.3) reduces to the Navier–Stokes equations
and, since we are interested specifically in a non-Newtonian viscous model, we shall assume that
α > 0 and ν > 0.
0.1. A brief historical review
Even in this simplified form, this problem is difficult because its nonlinear term involves a third-order derivative,
whereas its elliptic term is only a Laplace operator. The first successful proof of existence of solutions, for both the
time-dependent and steady-state grade-two fluid models in two and three dimensions, with homogeneous Dirichlet
boundary conditions, was written in the thesis of Ouazar [7] in 1981, and was later published by Cioranescu and
Ouazar in [8] and [9]. These authors proved the existence of solutions, with H3 regularity in space, by looking for
a velocity u such that z = curl(u − α1u) has L2 regularity in space, introducing z as an auxiliary variable and
discretizing the equations of motion (in variational form) by Galerkin’s method in the basis of the eigenfunctions of
the operator curl curl(u − α1u). As an easy exercise, with this approach, Ouazar proved in [7] that, in a simply
connected plane domain with sufficiently smooth boundary, this problem always has a global solution in time, for all
positive parameters ν and α and all forces f with H1 regularity. In 1986, the same method was applied by Amrouche
in [10] to construct solutions of grade-three fluids.
In the 1990s, several publications were devoted to grade-two and grade-three fluid models, but the methods used
(constructions by a fixed point) were not as cleverly adapted to these models as the construction of Cioranescu and
Ouazar. In particular, none of them could show global existence of solutions in two dimensions for all data. The
construction of Cioranescu and Ouazar is optimal in a bounded smooth domain and with a mildly smooth data
f (the condition on f is met in most practical situations), because it gives existence of solutions under the least
restrictions on the data. However, from a numerical point of view, the special basis of eigenfunctions of the operator
curl curl(u−α1u) is not easy to implement and a simpler construction was introduced for the steady two-dimensional
problem by Girault and Scott in [11], following an idea of [7]. One advantage of this construction is that it allows us
to prove the existence of solutions in an arbitrary, bounded, Lipschitz-continuous domain of R2. The purpose of the
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present work is to extend this construction to the time-dependent grade-two fluid model and to prove global existence
in time in an arbitrary, bounded, Lipschitz-continuous domain of R2 and uniqueness when the domain is a convex
polygon.
0.2. Splitting the equation of motion
Let us describe more precisely our approach. Since we are in two dimensions, the curl of a vector is a scalar. By
writing u = (u1, u2) and setting
z = curl(u− α1u), (0.5)
where
curlu = ∂u1
∂x2
− ∂u2
∂x1
,
and substituting into (0.3), we obtain the following linearized equation:
∂
∂t
(u− α1u)− ν1u+ z × u+∇ p = f , (0.6)
where
z × u = (−zu2, zu1),
complemented by the incompressibility condition (0.4) and adequate boundary and initial conditions. Then we
formally take the curl of both sides of this equation and, taking advantage of the dimension, we obtain a transport
equation, after multiplying both sides by α:
α
∂
∂t
z + νz + αu · ∇ z = νcurlu+ αcurl f , (0.7)
where
u · ∇ z = u1 ∂z
∂x1
+ u2 ∂z
∂x2
.
The dimension two precisely implies that
curl(z × u) = u · ∇ z. (0.8)
In this work, we have chosen to solve (0.6) and (0.7) by semi-discretization in time (i.e. exact in space and discrete
in time): Knowing u0 and z0 find sequences (un)n≥1, (zn)n≥1 and (pn)n≥1 such that
1
k
(un+1 − un)− α 1
k
1(un+1 − un)− ν1un+1 + zn × un+1 +∇ pn+1 = fn+1, (0.9)
α
1
k
(zn+1 − zn)+ νzn+1 + αun+1 · ∇ zn+1 = νcurlun+1 + αcurl fn+1, (0.10)
where k is the time step, each fn is a suitable approximation of f and each un satisfies the incompressibility condition
(0.4) and a boundary condition. More precisely, we have chosen here homogeneous Dirichlet boundary conditions,
i.e. u = 0. This substantially simplifies the analysis.
We also tried a fixed-point approach, but the results were disappointing in the sense that we could not establish
existence for all data, see Remark 3.3.
We finish this introduction by recalling some notation and a number of useful results. Then in Section 1, we choose
the functional setting for problem (0.3) and (0.4) and in this setting we prove that it is equivalent to (0.6), (0.4) and
(0.7). In Section 2, we make precise its semi-discretization and we establish uniform a priori estimates for the semi-
discrete solution. In Section 3, these estimates enable us to pass to the limit and prove that the limiting functions solve
(0.6) and (0.7). We establish uniqueness in Section 4 by reverting to the original formulation (0.3).
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0.3. Notation
Here is a list of notation used in the sequel. Let (k1, k2) denote a pair of non-negative integers, set |k| = k1 + k2
and define the partial derivative ∂k by
∂kv = ∂
|k|v
∂xk11 ∂x
k2
2
.
Then, for any non-negative integer m and number r ≥ 1, recall the classical Sobolev space (cf. Adams [12] or
Necˇas [13])
Wm,r (Ω) = {v ∈ Lr (Ω); ∂kv ∈ Lr (Ω) ∀|k| ≤ m},
equipped with the seminorm
|v|Wm,r (Ω) =
[∑
|k|=m
∫
Ω
|∂kv|r dx
]1/r
,
and norm (for which it is a Banach space)
‖v‖Wm,r (Ω) =
[ ∑
0≤|k|≤m
|v|rW k,r (Ω)
]1/r
,
with the usual extension when r = ∞. The reader can refer to Lions and Magenes [14] and Grisvard [15] for
extensions of this definition to non-integral values of m. When r = 2, this space is the Hilbert space Hm(Ω). The
definitions of these spaces are extended straightforwardly to vectors, with the same notation, but with the following
modification for the norms in the non-Hilbert case. Let u = (u1, u2); then we set
‖u‖Lr (Ω) =
[∫
Ω
‖u(x)‖r dx
]1/r
,
where ‖ · ‖ denotes the Euclidean vector norm.
For functions that vanish on the boundary, we define for any r ≥ 1:
W 1,r0 (Ω) = {v ∈ W 1,r (Ω); v|∂Ω = 0},
and recall Poincare´’s inequality: there exists a constant P such that
∀v ∈ H10 (Ω), ‖v‖L2(Ω) ≤ P|v|H1(Ω). (0.11)
More generally, recall the inequalities of Sobolev imbeddings in two dimensions: for each r ∈ [2,∞[, there exists a
constant Sr such that
∀v ∈ H10 (Ω), ‖v‖Lr (Ω) ≤ Sr |v|H1(Ω). (0.12)
The case r = ∞ is excluded and is replaced by: for any r > 2, there exists a constant Mr such that
∀v ∈ W 1,r0 (Ω), ‖v‖L∞(Ω) ≤ Mr |v|W 1,r (Ω). (0.13)
Owing to (0.11), we use the seminorm | · |H1(Ω) as a norm on H10 (Ω) and we use it to define the norm of the dual
space H−1(Ω) of H10 (Ω):
‖ f ‖H−1(Ω) = sup
v∈H10 (Ω)
〈 f, v〉
|v|H1(Ω)
.
In addition to the H1 norm, it will be convenient to define the following norm with the parameter α:
‖v‖α =
(
‖v‖2L2(Ω) + α|v|2H1(Ω)
)1/2
. (0.14)
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We shall also use the standard spaces for incompressible flows:
H(div;Ω) = {v ∈ L2(Ω)2; div v ∈ L2(Ω)},
H(curl;Ω) = {v ∈ L2(Ω)2; curl v ∈ L2(Ω)},
V = {v ∈ H10 (Ω)2; div v = 0 in Ω},
V⊥ = {v ∈ H10 (Ω)2; ∀w ∈ V, (∇ v,∇ w) = 0},
L20(Ω) =
{
q ∈ L2(Ω);
∫
Ω
q dx = 0
}
,
and the space for transport:
Xv = { f ∈ L2(Ω); v · ∇ f ∈ L2(Ω)},
where v is a given velocity in H1(Ω)2.
0.4. Auxiliary theoretical results
To analyze (0.9) and (0.10), we shall use the following results. The first theorem concerns the divergence operator
in any dimension d . Its proof can be found for instance in Girault and Raviart [16].
Theorem 0.1. Let Ω be a bounded Lipschitz-continuous domain of Rd . The divergence operator is an isomorphism
from V⊥ onto L20(Ω) and there exists a constant β > 0 such that for all f ∈ L20(Ω), there exists a unique v ∈ V⊥
satisfying
div v = f in Ω and |v|H1(Ω) ≤
1
β
‖ f ‖L2(Ω).
The second result concerns the regularity of the Stokes operator in two dimensions. It is proven in [15].
Theorem 0.2. Let Ω be a bounded polygon in the plane.
(1) For each r ∈]1, 4/3], the Stokes operator is an isomorphism from [(W 2,r (Ω))2 ∩ V ] × [W 1,r (Ω) ∩ L20(Ω)]
onto Lr (Ω)2: i.e. for each f ∈ Lr (Ω)2, there exists a constant Cr and a unique pair (u, p) ∈ [(W 2,r (Ω))2 ∩ V ] ×
[W 1,r (Ω) ∩ L20(Ω)] such that
−ν 1u+∇ p = f , divu = 0 in Ω ,u = 0 on ∂Ω ,
|u|W 2,r (Ω) + |p|W 1,r (Ω) ≤ Cr‖f‖Lr (Ω).
(2) If in addition, Ω is a convex polygon, then the Stokes operator is an isomorphism from [(H2(Ω))2 ∩ V ] ×
[H1(Ω)∩ L20(Ω)] onto L2(Ω)2. Furthermore, there exists a real number r > 2, depending on the largest inner angle
of ∂Ω such that for all t ∈ [2, r ], the Stokes operator is an isomorphism from [(W 2,t (Ω))2∩V ]×[W 1,t (Ω)∩ L20(Ω)]
onto L t (Ω)2.
The next result concerns the unique solvability of the steady transport equation in any dimension d. It is proven
in [11].
Theorem 0.3. Let Ω be a bounded Lipschitz-continuous domain of Rd and let u be a given velocity in V .
(1) For every f in L2(Ω) and every constant γ > 0, the transport equation
z + γu · ∇ z = f in Ω ,
has a unique solution z ∈ Xu and
‖z‖L2(Ω) ≤ ‖ f ‖L2(Ω). (0.15)
(2) The following Green’s formula holds:
∀z ∈ Xu,∀θ ∈ Xu, (u · ∇ z, θ) = −(u · ∇ θ, z). (0.16)
Finally, the last result establishes compact imbeddings in space and time. Its proof, due to Simon, is written
in [17].
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Theorem 0.4. Let X, E, Y be three Banach spaces with continuous imbeddings: X ⊂ E ⊂ Y , the imbedding of X
into E being compact. Then for any number q ∈ [1,∞], the space{
v ∈ Lq(0, T ; X); ∂v
∂t
∈ L1(0, T ; Y )
}
(0.17)
is compactly imbedded in Lq(0, T ; E).
1. Formulation of the problem
Let [0, T ] be a time interval for some positive time T , let Ω be a bounded domain in two dimensions, with a
Lipschitz-continuous boundary ∂Ω and let n denote the unit normal to ∂Ω , pointing outside Ω . In view of the results
obtained in [9,11] and in Cioranescu and Girault [18], we take the exterior force f in L2(0, T ; H(curl;Ω)), the initial
velocity u0 ∈ V with curl(u0 − α1u0) ∈ L2(Ω), and we expect the velocity u to belong to L∞(0, T ; V ) with ∂ u∂ t in
L2(0, T ; V ) and the pressure p to belong to L2(0, T ; L20(Ω)). But, so far, this regularity is not sufficient to construct
a solution and, considering the work in [18,11], we add the condition: curl(u− α1u) ∈ L∞(0, T ; L2(Ω)). Thus our
grade-two fluid model is: Find a vector-valued velocity u in L∞(0, T ; V ) with ∂ u
∂ t in L
2(0, T ; V ) and curl(u−α1u)
in L∞(0, T ; L2(Ω)), and a scalar pressure p in L2(0, T ; L20(Ω)), the solution of
∂
∂t
(u− α1u)− ν1u+ curl(u− α1u)× u+∇ p = f in Ω × (0, T ), (1.1)
with the incompressibility condition
divu = 0 in Ω × (0, T ), (1.2)
the homogeneous boundary condition
u = 0 on ∂Ω × (0, T ), (1.3)
and initial condition
u(0) = u0 in Ω . (1.4)
Remark 1.1. The fact that both u and ∂ u
∂ t belong in particular to L
2(0, T ; V ) implies that u ∈ C0(0, T ; V ) and
therefore the initial condition (1.4) makes sense. 
The considerations developed in the introduction show that, if the pair (u, p) is a solution of (1.1)–(1.4), then, by
setting:
z = curl(u− α1u) in Ω × (0, T ), (1.5)
the triple (u, p, z) solves: Find u ∈ L∞(0, T ; V ) with ∂ u
∂ t ∈ L2(0, T ; V ), p ∈ L2(0, T ; L20(Ω)) and z ∈
L∞(0, T ; L2(Ω)) such that
∂
∂t
(u− α1u)− ν1u+ z × u+∇ p = f in Ω × (0, T ), (1.6)
with the incompressibility condition (1.2), the homogeneous boundary condition (1.3) and initial condition (1.4), and
α
∂z
∂t
+ νz + αu · ∇ z = νcurlu+ αcurl f , (1.7)
with initial condition
z(0) = z0 = curl(u0 − α1u0) in Ω . (1.8)
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Remark 1.2. If z ∈ L∞(0, T ; L2(Ω)) satisfies (1.7), then the initial condition (1.8) makes sense because z belongs to
C0(0, T ;W−1,4/3(Ω)). Indeed, observe that on one hand the product zu belongs in particular to L2(0, T ; L4/3(Ω)2),
and on the other hand
div(zu) = u · ∇ z,
as divu = 0. Thus, u · ∇ z belongs to L2(0, T ;W−1,4/3(Ω)) and the regularity of the remaining terms in (1.7) implies
that
∂z
∂t
∈ L2(0, T ;W−1,4/3(Ω)).
Hence z belongs to H1(0, T ;W−1,4/3(Ω)). 
The following proposition shows that problem (1.6), (1.2)–(1.4), (1.7) and (1.8) is equivalent to the original
problem.
Proposition 1.3. Problems (1.1)–(1.4) and (1.6), (1.2)–(1.4), (1.7), (1.8) are equivalent.
Proof. It remains to establish that if (u, p, z) solves (1.6), (1.2)–(1.4), (1.7), (1.8), then (u, p) is a solution of (1.1)–
(1.4). In view of (1.6), it suffices to prove (1.5). To this end, let us take the curl of (1.6):
curl
(
∂
∂t
(u− α1u)− ν1u+ z × u+∇ p
)
= curl f .
Multiplying by α and applying (0.8), this yields in Ω × (0, T ):
α
∂
∂t
(curl(u− α1u))− α ν1(curlu)+ αu · ∇ z = αcurl f .
Then comparing with (1.7), this gives in Ω × (0, T ):
α
∂
∂t
(z − curl(u− α1u))+ ν (z − curl(u− α1u)) = 0.
Therefore z − curl(u − α1u) is a solution of the ordinary differential equation in time, where x plays the part of a
parameter: Find ϕ ∈ H1(0, T ; H−2(Ω)) such that
α
∂ϕ
∂t
+ ν ϕ = 0 in (0, T ),
with initial condition
ϕ(0) = 0.
Note that since z−curl(u−α1u) belongs to L∞(0, T ; H−2(Ω)) and solves this equation then it belongs in particular
to H1(0, T ; H−2(Ω)). But then
ψ = exp
( ν
α
t
)
ϕ,
is a solution of ψ ′(t) = 0, in [0, T ], ψ(0) = 0, which has the unique solution ψ = 0; hence ϕ = 0. Therefore
z = curl(u− α1u). 
This equivalence allows one to solve the coupled system (1.6), (1.2)–(1.4), (1.7) and (1.8).
2. Semi-discretization in time
Let N > 1 be an integer, define the time step k by
k = T
N
,
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and the subdivision points tn = n k. For each n ≥ 1, we approximate f (tn) by the average defined almost everywhere
in Ω by
fn(x) = 1
k
∫ tn
tn−1
f (x, s)ds. (2.1)
We set
u0 = u0, z0 = curl(u0 − α1u0). (2.2)
Then, our semi-discrete problem reads: Find sequences (un)n≥1, (zn)n≥1 and (pn)n≥1 such that un ∈ V , zn ∈ L2(Ω),
pn ∈ L20(Ω), solution of (0.9) and (0.10):
1
k
(un+1 − un)− α 1
k
1(un+1 − un)− ν1un+1 + zn × un+1 +∇ pn+1 = fn+1,
α
1
k
(zn+1 − zn)+ νzn+1 + αun+1 · ∇ zn+1 = νcurlun+1 + αcurl fn+1.
Given zn , (0.9) is essentially a steady Stokes problem and it is easy to check that it has a unique solution (un+1, pn+1).
In turn, given un+1, (0.10) is a steady transport equation, and owing to Theorem 0.3, it has a unique solution, since
curl fn+1 belongs to L2(Ω). The following proposition gives basic uniform a priori estimates for (un)n≥1 and (zn)n≥1.
Its proof is straightforward; in particular, (2.4) is a straightforward consequence of (0.16).
Proposition 2.1. The sequences (un)n≥1 and (zn)n≥1 satisfy the following uniform a priori estimates:
‖un‖2α +
n−1∑
i=0
‖ui+1 − ui‖2α ≤
P2
2ν
‖f‖2L2(Ω×]0,tn [) + ‖u0‖2α, 1 ≤ n ≤ N , (2.3)
‖zn‖2L2(Ω) +
n−1∑
i=0
‖zi+1 − zi‖2L2(Ω) ≤
P2
αν
‖f‖2L2(Ω×]0,tn [) +
α
ν
‖curl f‖2L2(Ω×]0,tn [)
+ 1
α
‖u0‖2α + ‖z0‖2L2(Ω), 1 ≤ n ≤ N , (2.4)
where the norm ‖ · ‖α is defined in (0.14).
After these basic estimates, the next proposition establishes an estimate first for the difference quotient of the velocities
and then for the pressure.
Proposition 2.2. Let
Cz = sup
0≤n≤N−1
‖zn‖2L2(Ω).
The sequences ((un+1 − un)/k)n≥1 and (pn)n≥1 satisfy the following uniform a priori estimates:
n−1∑
i=0
1
k
‖ui+1 − ui‖2α ≤
1
αν
(ν + S24Cz)2
(P2
ν
‖f‖2L2(Ω×]0,tn [) + ‖u0‖2α
)
+ ‖f‖2L2(Ω×]0,tn [), 1 ≤ n ≤ N , (2.5)
n∑
i=0
k‖pi‖2L2(Ω) ≤
3
β2
(
P2
[
‖f‖2L2(Ω×]0,tn [) +
n−1∑
i=0
1
k
‖ui+1 − ui‖2L2(Ω)
]
+ C2z S44
[P2
ν2
‖f‖2L2(Ω×]0,tn [) +
1
ν
‖u0‖2α
])
, 1 ≤ n ≤ N . (2.6)
Proof. Estimate (2.5) is easily derived by multiplying (0.9) by ui+1 − ui and applying the bound:
|(zi × ui+1,ui+1 − ui )| ≤ ‖zi‖L2(Ω)‖ui+1‖L4(Ω)‖ui+1 − ui‖L4(Ω) ≤ CzS24 |ui+1|H1(Ω)|ui+1 − ui |H1(Ω).
Estimate (2.6) is obtained by multiplying (0.9) with v in V⊥ such that div v = −pi+1 and applying Theorem 0.1. 
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3. Existence of solutions
Here, it is convenient to transform the sequences (un), (pn) and (zn) into functions. Since both (un) and (zn) need
to be “differentiated”, we define the piecewise linear functions in time:
∀t ∈ [tn, tn+1], uk(t) = un + t − t
n
k
(un+1 − un), 0 ≤ n ≤ N − 1,
∀t ∈ [tn, tn+1], zk(t) = zn + t − t
n
k
(zn+1 − zn), 0 ≤ n ≤ N − 1.
Next, in view of the other terms in (0.9) and (0.10), we define the step functions:
∀t ∈]tn, tn+1], fk(t) = fn+1, 0 ≤ n ≤ N − 1,
∀t ∈]tn, tn+1], wk(t) = un+1, 0 ≤ n ≤ N − 1,
∀t ∈]tn, tn+1], pk(t) = pn+1, 0 ≤ n ≤ N − 1,
∀t ∈]tn, tn+1], ζk(t) = zn+1, 0 ≤ n ≤ N − 1,
∀t ∈ [tn, tn+1[, λk(t) = zn, 0 ≤ n ≤ N − 1.
Then we have the following convergences.
Proposition 3.1. There exist functions u ∈ L∞(0, T ; V ) with ∂ u
∂ t ∈ L2(0, T ; V ), p ∈ L2(0, T ; L20(Ω)) and
z ∈ L∞(0, T ; L2(Ω)) such that a subsequence of k, still denoted by k, satisfies:
lim
k→0uk = limk→0wk = u weakly * in L
∞(0, T ; V ),
lim
k→0 zk = limk→0 ζk = limk→0 λk = z weakly * in L
∞(0, T ; L2(Ω)),
lim
k→0 pk = p weakly in L
2(0, T ; L20(Ω)),
lim
k→0
∂
∂t
uk = ∂
∂t
u weakly in L2(0, T ; V ).
Furthermore,
lim
k→0uk = limk→0wk = u strongly in L
2(0, T ; L4(Ω)2). (3.1)
Proof. By virtue of the uniform estimates (2.3)–(2.6), we can extract a subsequence (still denoted by k) such that:
lim
k→0uk = u weakly * in L
∞(0, T ; V ),
lim
k→0 zk = z weakly * in L
∞(0, T ; L2(Ω)),
lim
k→0 pk = p weakly in L
2(0, T ; L20(Ω)),
lim
k→0
∂
∂t
uk = ∂
∂t
u weakly in L2(0, T ; V ),
lim
k→0wk = w weakly * in L
∞(0, T ; V ),
lim
k→0 ζk = ζ weakly * in L
∞(0, T ; L2(Ω)),
lim
k→0 λk = λ weakly * in L
∞(0, T ; L2(Ω)).
As far as the functions w, ζ and λ are concerned, observe that
∀t ∈]tn, tn+1], wk(t)− uk(t) = t
n+1 − t
k
(un+1 − un), 0 ≤ n ≤ N − 1,
∀t ∈]tn, tn+1], ζk(t)− zk(t) = t
n+1 − t
k
(zn+1 − zn), 0 ≤ n ≤ N − 1,
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∀t ∈ [tn, tn+1[, λk(t)− zk(t) = − t − t
n
k
(zn+1 − zn), 0 ≤ n ≤ N − 1.
Therefore
‖wk − uk‖2L2(0,T ;V ) =
k
3
N−1∑
n=0
|un+1 − un|2H1(Ω), (3.2)
‖ζk − zk‖2L2(Ω×]0,T [) = ‖λk − zk‖2L2(Ω×]0,T [) =
k
3
N−1∑
n=0
‖zn+1 − zn‖2L2(Ω).
Then, owing to (2.3), (2.4) and the uniqueness of the limit, we have w = u and ζ = λ = z. It remains to prove the
strong convergence (3.1); in view of (3.2), it suffices to prove the strong convergence of uk . But in particular, (uk) is
bounded uniformly in the space{
v ∈ L2(0, T ; H10 (Ω)2);
∂v
∂t
∈ L2(0, T ; L4(Ω)2)
}
,
and since the imbedding of H1(Ω) into L4(Ω) is compact, Theorem 0.4 implies that uk converges strongly to u in
L2(0, T ; L4(Ω)2). 
Theorem 3.2. Let Ω be a bounded Lipschitz-continuous domain in two dimensions. Then for any α > 0, ν > 0, f
in L2(0, T ; H(curl;Ω)) and u0 ∈ V with curl(u0 − α1u0) ∈ L2(Ω), problem (1.1)–(1.4) has at least one solution
u ∈ L∞(0, T ; V ) with ∂ u
∂ t ∈ L2(0, T ; V ) and p ∈ L2(0, T ; L20(Ω)).
Proof. Let k be a subsequence satisfying the convergences of Proposition 3.1. It is easy to check that the functions
uk , pk , zk , wk , ζk and λk satisfy the following formulations:
∀v ∈ H10 (Ω)2,∀ϕ ∈ C0([0, T ]),
∫ T
0
[(
∂
∂t
uk(t), v
)
+ α
(
∂
∂t
∇ uk(t),∇ v
)
+ ν(∇ wk(t),∇ v)
+ (λk(t)× wk(t), v)− (pk(t), div v)
]
ϕ(t)dt =
∫ T
0
(fk(t), v)ϕ(t)dt, (3.3)
∀θ ∈ W 1,4(Ω),∀ψ ∈ C1([0, T ]) with ψ(T ) = 0,
−
∫ T
0
(zk(t), θ)
∂
∂t
ψ(t)dt +
∫ T
0
[ν(ζk(t), θ)− α(wk(t) · ∇ θ, ζk(t))]ψ(t)dt − (z0, θ)ψ(0)
=
∫ T
0
[ν(curlwk(t), θ)+ α(curl fk(t), θ)]ψ(t)dt. (3.4)
On one hand, the above weak convergences imply the convergences of all the linear terms in (3.3) and (3.4). On the
other hand, it stems from standard integration results that the terms involving f also converge. Therefore, it suffices to
check the convergence of the non-linear terms. Now, for all indices i and j , 1 ≤ i, j ≤ 2,
lim
k→0(wk)iv jϕ = uiv jϕ strongly in L
2(Ω×]0, T [).
Then since
lim
k→0 λk = z weakly in L
2(Ω×]0, T [),
we have
lim
k→0
∫ T
0
(λk(t)× wk(t), v)ϕ(t)dt =
∫ T
0
(z(t)× u(t), v)ϕ(t)dt.
Similarly,
lim
k→0(wk · ∇ θ)ψ = (u · ∇ θ)ψ strongly in L
2(Ω×]0, T [).
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Therefore
lim
k→0
∫ T
0
((wk · ∇ θ), ζk)ψ(t)dt =
∫ T
0
((u(t) · ∇ θ), z(t))ψ(t)dt.
Hence we can pass to the limit in (3.3) and (3.4) and we obtain:
∀v ∈ H10 (Ω)2,∀ϕ ∈ C0([0, T ]),
∫ T
0
[(
∂
∂t
u(t), v
)
+ α
(
∂
∂t
∇ u(t),∇ v
)
+ ν(∇ u(t),∇ v)
+ (z(t)× u(t), v)− (p(t), div v)
]
ϕ(t)dt =
∫ T
0
(f (t), v)ϕ(t)dt, (3.5)
∀θ ∈ W 1,4(Ω),∀ψ ∈ C1([0, T ]) with ψ(T ) = 0,
−
∫ T
0
(z(t), θ)
∂
∂t
ψ(t)dt +
∫ T
0
[ν(z(t), θ)− α(u(t) · ∇ θ, z(t))]ψ(t)dt − (z0, θ)ψ(0)
=
∫ T
0
[ν(curlu(t), θ)+ α(curl f (t), θ)]ψ(t)dt. (3.6)
By choosing v ∈ D(Ω)2, ϕ and ψ ∈ D(]0, T [) and θ ∈ D(Ω), we easily recover (1.6) and (1.7). It remains to recover
the initial data. First, observe that for any v ∈ L2(Ω)2 and any ϕ ∈ H1(0, T ) satisfying ϕ(T ) = 0, we have∫ T
0
(
∂
∂t
uk(t), v
)
ϕ(t) dt = −
∫ T
0
(uk(t), v)
∂
∂t
ϕ(t) dt − (u0, v)ϕ(0).
Passing to the limit in this equality yields:∫ T
0
(
∂
∂t
u(t), v
)
ϕ(t) dt = −
∫ T
0
(u(t), v)
∂
∂t
ϕ(t) dt − (u0, v)ϕ(0),
whence u0 = u(0). As far as the initial value of z is concerned, multiplying (1.7) by θ ∈ D(Ω) and ψ ∈ D([0, T ])
satisfying ψ(T ) = 0, applying Green’s formula in space and time and comparing with (3.6), we obtain z0 = z(0).

Remark 3.3. Consider the following fixed-point argument: Given w ∈ V find z such that
α
∂
∂t
z + νz + αw · ∇ z = νcurlw+ αcurl f , (3.7)
z(0) = curl(u0 − α1u0), (3.8)
and then find u ∈ V such that
∂
∂t
(u− α1u)− ν1u+ z × u+∇ p = f , (3.9)
u(0) = u0. (3.10)
Any fixed point of the correspondence w 7→ u is a solution in V of (0.3) with initial condition (3.10). But deriving the
existence of a fixed point without restriction on the data appears problematic. There are two difficulties. First, we must
establish uniqueness of the solution z of the transport equations (3.7) and (3.8), so that the correspondence w 7→ u
is indeed a mapping. Second, we must show that this mapping brings enough regularity to u so that it is compact. It
seems difficult to establish both points without restriction on the data. 
4. Uniqueness
Since (0.6), (0.4) and (0.7) is equivalent to (0.3) and (0.4), with the appropriate initial condition, it suffices to prove
uniqueness of the solution of (0.3) and (0.4). This uniqueness is proven in [7] for f in H1(Ω)2 on a sufficiently smooth
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simply connected domain. Let us review this proof in order to relax its assumptions. Recall the space of the solutions:
W =
{
(v, q) ∈ L∞(0, T ; V )× L2(0, T ; L20(Ω));
∂ v
∂ t
∈ L2(0, T ; V ), curl(v− α1 v) ∈ L∞(0, T ; L2(Ω))
}
.
(4.1)
This regularity is not sufficient to establish uniqueness. To begin with, we assume that Ω is a bounded polygon. Then,
we have the following additional regularity.
Proposition 4.1. If Ω is a bounded polygon and u0 belongs to W 2,4/3(Ω)2, then any solution (u, p) ∈ W of (0.3)
with initial data u0 satisfies:
u ∈ L∞(0, T ;W 2,4/3(Ω)2), p ∈ L2(0, T ;W 1,4/3(Ω)). (4.2)
Proof. We know that (u, p) also satisfies (0.6) with z = curl(u− α1u). Thus, we set
w = α ∂ u
∂ t
+ ν u, g = f − ∂ u
∂ t
− z × u,
and the pair (w, p) is the solution of the steady Stokes system, almost everywhere in ]0, T [:
−1w+∇ p = g, divw = 0 in Ω ,w = 0 on ∂Ω . (4.3)
But g ∈ L2(0, T ; L4/3(Ω)2), as f ∈ L2(Ω×]0, T ])2 and (u, p) ∈ W . Hence part 1 of Theorem 0.2 implies
that w belongs to L2(0, T ;W 2,4/3(Ω)2) and p belongs to L2(0, T ;W 1,4/3(Ω)). In turn, since 1w belongs to
L2(0, T ; L4/3(Ω)2), recalling the definition of w, we infer that
∂
∂ t
(e
ν
α
t1u) ∈ L2(0, T ; L4/3(Ω)2).
With the corresponding regularity of the initial function u0, this implies that 1u belongs to L∞(0, T ; L4/3(Ω)2).
Then (4.2) follows from another application of Theorem 0.2, part 1. 
We denote by c the trilinear form applied to vectors
c(u; v,w) =
2∑
i=1
2∑
j=1
∫
Ω
ui
∂v j
∂xi
w j dx.
It satisfies the analogue of (0.16) and therefore
∀u ∈ V,∀v ∈ H1(Ω)2, c(u; v, v) = 0. (4.4)
The following proposition is established in [11] for the steady problem. In view of the regularity of the functions of
W and the regularity in Proposition 4.1, the proof carries over easily to the present case. In particular, considering the
Sobolev imbedding (0.13), we see that all quantities in (4.5) are well-defined.
Proposition 4.2. Assume that Ω is a bounded polygon and u0 belongs to W 2,4/3(Ω)2. Let (u1, p1) and (u2, p2) be
two solutions of (0.3) in W and let w = u1 − u2, q = p1 − p2. Then (w, q) satisfies almost everywhere in ]0, T [,
1
2
∂
∂ t
‖w‖2α + ν|w|2H1(Ω) + c(w;u1,w)+ α c(w; curlu1, curlw)
− 2α
∫
Ω
curlw(∇ u11 · ∇ w2 −∇ u12 · ∇ w1) dx = 0. (4.5)
As mentioned above, all terms in (4.5) make sense, but unfortunately, without additional regularity, (4.5) does not
seem to imply that w = 0. Indeed, the last two terms in (4.5) have no particular sign and in order to be controlled
by the first two terms, they must be bounded in terms of the H1 norm of w. This is the case if we assume that u1
belongs to W 2,r (Ω)2 for some r > 2. Since by Sobolev’s imbedding, w belongs to L p(Ω)2 for any p > 2, then we
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can choose p so that the product (curlw)w belongs to Lr ′(Ω)2, the dual exponent of r , i.e. p = 2r/(r − 2). Hence,
with the notation of (0.12),
|c(w; curlu1, curlw)| ≤ S 2r
r−2
|w|2H1(Ω)‖1u1‖Lr (Ω), (4.6)∣∣∣∣∫
Ω
curlw(∇ u11 · ∇ w2 −∇ u12 · ∇ w1) dx
∣∣∣∣ ≤ |w|2H1(Ω)|u1|W 1,∞(Ω). (4.7)
With these remarks, we have the following theorem.
Theorem 4.3. Assume that Ω is a convex polygon. Then for any α > 0, ν > 0, f in L2(0, T ; H(curl;Ω)) and u0 ∈ V
with curl(u0 − α1u0) ∈ L2(Ω), problem (1.1)–(1.4) has exactly one solution (u, p) ∈ W.
Proof. In view of (4.5)–(4.7) and (0.13), we have
1
2
∂
∂ t
‖w‖2α + ν|w|2H1(Ω) ≤
(
S24 |u1|H1(Ω) + α(2
r−1
r S 2r
r−2
+ 2Mr )|u1|W 2,r (Ω)
)
|w|2H1(Ω).
Since w(0) = 0, Gronwall’s lemma implies that w = 0. Thus, it suffices to prove that, if Ω is a convex polygon then
any solution (u, p) ∈ W of (1.1)–(1.4) belongs to W 2,r (Ω)2. The proof of this result is an easy adaptation of a similar
proof in [7,9] and [18]. We know that curl(u− α1u) belongs to L2(Ω). Since it is already written as a curl, it can be
established that, in a Lipschitz-continuous domain, there exists a function ϕ ∈ H1(Ω) such that
curl(u− α1u) = curlϕ, i.e. curl(u− α1u− ϕ) = 0.
When Ω is simply connected, this implies that there exists a function q in L2(Ω) such that
u− α1u− ϕ = ∇ q.
As divu = 0 and u vanishes on ∂Ω , this means that (u, q) is the solution of a Stokes problem with data ϕ in H1(Ω).
The existence of r > 2 such that u ∈ W 2,r (Ω)2 follows from Theorem 0.2, part 2. 
The above convexity condition is restrictive, but we do not know if the solution is unique when the domain has a
reentrant corner.
5. Some extensions
The semi-discrete scheme (0.9) and (0.10) lends itself readily to full discretization. As an example, if the velocity is
discretized in an H1 conforming finite element space Xh , the pressure in a finite element space Mh , that is compatible
with Xh in the sense that a discrete analogue of Theorem 0.1 holds, and the auxiliary function z is discretized in an
H1 conforming finite element space Zh , then the previous analysis allows one to show that the following scheme is
unconditionally stable: Find un+1h in Xh , p
n+1
h in Mh and z
n+1
h in Zh , such that
∀vh ∈ Xh, 1k (u
n+1
h − unh, vh)+ α
1
k
(∇(un+1h − unh),∇ vh)
+ ν(∇ un+1h ,∇ vh)+ (znh × un+1h , vh)− (pn+1h , div vh) = (fn+1h , vh), (5.1)
∀qh ∈ Mh, (qh, divun+1h ) = 0, (5.2)
∀θh ∈ Zh, α 1k (z
n+1
h − znh, θh)+ ν (zn+1h , θh)+ α (un+1h · ∇ zn+1h , θh)
+ α
2
(divun+1h z
n+1
h , θh) = ν (curlun+1h , θh)+ α (curl fn+1h , θh). (5.3)
Of course, this is only one example and there are many other possible fully discrete schemes that we can analyze.
The previous analysis can be extended to tangential boundary conditions (i.e. u = g on ∂Ω , with g · n = 0) as in
Girault and Scott [19].
The extension to three dimensions is much more difficult because the auxiliary function z is a vector, (0.8) does not
hold and is replaced by:
curl(z× u) = u · ∇ z− z · ∇ u.
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Thus, it appears that the gradient of the velocity must be bounded and we must look for a velocity in W 1,∞(Ω)3. For
this reason, we cannot expect to establish existence without restriction either on the data, or on the interval of time.
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