Abstract A non-invasive procedure for assessing and interpreting the pigments of rock art paintings through computer vision and photogrammetric techniques is presented. The method is designed to document and interpret poorly preserved pigments by making use of advanced techniques of photogrammetry and computational imaging. Two different software solutions that were developed by the authors have been used for this purpose. Finally, two case studies of rock art paintings from Spain have been analysed, which show the reliability of the method.
Introduction
The digital documentation of rock art paintings is a continuously evolving aspect of fieldwork in prehistoric archaeology. The need to study paintings using non-direct contact methods has caused computational imaging to be one of the preferred documentation techniques for archaeologists. Highly detailed 3D models are necessary for generating complete documentation of any archaeological feature (Plets et al. 2012) . Accurate geometric and radiometric information permits us to preserve the attributes of surfaces through time and to use different digital tools to study it in an optimal way before a deterioration issue can occur. This concern can be found in many of the papers that have addressed the application of digital techniques to rock art recording (Plets et al 2012; Cai 2011; Portillo et al. 2008; Díaz-Andreu et al. 2006) . In spite of the absence of direct manipulation, it is clear that digital recording of rock art paintings can enhance the recognition of less visible features or motifs, which can often be misleading when using direct tracings (Plets et al 2012; Cai 2011; Mark 2002; Mark and Billo 2006) in areas that are more frequently exposed over eroded surfaces (Brady and Gunn 2012) . At the same time, computer vision techniques have evolved toward a more efficient and accessible set of tools that can improve the recording and recognition of archaeological features, for which rock art is one of the key fields (Mudge et al. 2012) .
From our point of view, in the case of rock art paintings, a robust digital documentation method should speed up the recording of panels; however, this approach is also a key opportunity to (1) provide accurate metric information about the elements that are represented in the image, (2) boost the recognition of poorly preserved paintings and (3) decrease the degree of subjectivity when interpreting the paintings. Computer vision can offer a significant number of libraries and procedures to achieve these goals.
A technique that is related to archaeological recording is photogrammetry. In this paper, we focus on the digital treatment and analysis of images by means of the scale-invariant feature transform algorithm, which is the first mandatory stage in computer vision when obtaining 3D point clouds from images (Lowe 1999) . The quick development of digital photogrammetry has made simpler the recording of archaeological features and the conversion to metric coordinates of photographic data. Moreover, digital photogrammetry has progressed in its accuracy, and it currently can offer a precision that is similar to mid-range laser scanner devices (Doneus et al. 2011) , which have, as an added value, the ease of use and low cost of photogrammetry.
The recognition and classification of pigments can be addressed through the editing and analysis of radiometric values from digital images. An increasing literature on the subject (Mudge et al. 2012; Rogerio-Candelera et al. 2011) can be found, and significant progress has been made in this regard since the first contributions before the end of the 1990s (Clogg et al. 2000; Vicent-García et al. 1996) . Two fundamental approaches have been applied to the recognition of pigments in rock art by using digital images. The first approach comprises the enhancement of pigments by altering the original colour space of rock art images (Harman 2008; Le-Quellec et al. 2009 ) and the alternative is to take advantage of scientific software and statistical analysis (Rogerio-Candelera et al. 2011; Vicent-García et al. 1996) to extract numeric information from the original radiometric properties of the image. Although both approaches have provided noticeable results on the documentation of rock art panels, the computational image approach can lead to the more robust procedures of classifying and identifying deteriorated paintings. For the case studies that we have analysed, we have used principal components analysis (PCA) to statistically discriminate the pigments from the background of the panels.
In this paper, we offer a joint evaluation of both techniques, which is performed with the software developed by the authors: 4e (http://4-e.es/) for photogrammetry and PyDRA for the statistical analysis of an image. For both PCA and photogrammetry, we have made use of computer vision libraries; most of them are licensed as open source. This approach provides an advantageous situation because, for most of the cases of digital recording of rock art, the tracing techniques have not been broadly documented. That limitation is especially clear in the digital treatment of the image, which is often conditional on the capabilities of the software.
Methodology
Graphically, the procedure described in the present paper is depicted in Fig. 1 , which shows the whole workflow that was followed to assess the pictures of rock art paintings.
The first step comprises acquiring the pictures of the rock art panels that are to be studied (Fig. 1) . The cameras used for the case studies were high-to mid-range digital single-lens reflex cameras (D90 Nikon model), for which the sensors are 23.6 mm wide and 15.8 mm high. The size of the pictures is 4,288 × 2,848 pixels, and consequently, the magnitude of the pixel can be estimated to be 5.5 µm, a parameter which is optimal for photogrammetric restitution. All of the photographs were taken in the native camera format, RAW, in order to record the image in 12 bits, although the information is stored in a 16-bit file. The advantages of the RAW file format in archaeological fieldwork are undeniable (Wheatley 2011; Verhoeven 2010) because the exposure, white balance and tonal curves can be corrected after capture without having a significant loss in the quality (e.g. the digital noise, excessive pixel interpolation). An additional advantage is that the 12-bit colour depth range holds a wider range of radiometric responses, which can be used to perform statistical analysis of the image more robustly. The resulting images were exported to TIFF format while maintaining the 16-bit colour depth, without performing any interpolation and while retaining the unaltered original radiometric values.
Conventional digital cameras capture the radiance that corresponds to the visible part of the electromagnetic spectrum and store the radiometric response in three channels: blue, green and blue, which are also called bands. Thus, the pictures used in this work are digital images for which the numerical structure can be defined as an array (Bhatta 2011) of three matrices (bands), each of which contain M(rows) × N (columns) dimensions, in which each pixel is a vector that has the values of its location in each band of the image.
The photographs were taken in an unordered way, using a tripod and a long exposure to avoid movement and unfocused areas in the final image. We took metric data with the use of a total station at the Arroyo Estanque site, which was later geo-referenced to a geodetic system. In the case of Cueva Serena, metric rulers were used to set up the pixel size in an ortho-image after the image processing.
Photogrammetric procedures
Currently, several methods are used for 3D model creation in photogrammetry. Different types of algorithms can be chosen with respect to factors such as computing costs, texture mapping, automation level for the processing and accuracy. In recent years, research groups in computer vision have developed procedures for fast 3D modelling that have good texture quality but have poor accuracy, because of the small number of points that are used in the image orientations, typically seven or eight points (Hartley and Zisserman 2004; Snavely et al. 2008) . In contrast, the software used in the present paper can compute the image orientations by using thousands of tie points and more robust The price to pay for flexibility in computer vision is the incomplete photogrammetric rigour in the formulation of the equations, which can lead to unacceptable precision for some of the applications (Pierrot-Deseilligny and Clery 2011). We present a sequential multistage procedure for capturing 3D data from images, which is designed to model fine geometric details with a high accuracy but also with a high computational cost. This approach, naturally, has led to the idea that, when taking the best concepts from both photogrammetry and computer vision, it should be possible to have tools that are fully automatic and precise and that allow 3D modelling of complex environments from images that were acquired by a non-professional camera.
The software 4e is based on the Apero-MICMAC algorithms (Pierrot-Deseilligny and Clery 2011). The main objective of 4e is to obtain accurate 3D modelling by means of a fully automatic procedure. This software is especially well tailored for close-range photogrammetry, although it can also be used for aerial and satellite images.
The method used for the dense point cloud creations starts by identifying homologous points in the images using the SHIFT++ algorithm (Lowe 1999; Vedaldi and Fulkerson 2010) . At the same time, image metadata are read, obtaining information about the focal length and the image size. The focal length value will be used as a first approximation in the next equation system. An initial solution is computed using the space resection (Plets et al. 2012; Mikhail 2001) through the computed tie points. This solution is linearised using a LevenbergMarquardt iteration (Levenberg 1944) and, after that, using the random sample consensus method to adjust the model and eliminate outliers (Fischler and Bolles 1981) .
A bundle adjustment procedure (Triggs et al. 2000) computes an estimation of the ground points between all of the images and considers the values of internal and external calibration parameters. The adjustment is solved by the Cholesky mathematical procedure (Gentle 1998) , by applying a suboptimal ordering of the unknowns using an approximate minimum degree algorithm. A multiresolution variant of the Roy and Cox's algorithm (Roy and Cox 1998) is also implemented, creating a pyramid of N images to decrease the computational cost.
In this way, the camera calibration is computed while the 3D model is being created. The camera calibration is based on the Brown parameters (Brown 1971) and computes the focal distance, image sizes and radial distortion, with decentric and affine parameters.
We have divided the images in the 4e software into principal and secondary images. The principal images will define the area to be modelled. The secondary images will be used to obtain the 3D point clouds by computing with the principal images, which saves the process of looking up the homologous points in all of the images in a denser matching. The RGB values are obtained from the principal image; in this manner, image blending can be avoided, so the point cloud could keep the original radiometric values in the 3D model.
To avoid aberrations and other blunders, such as gaps of pixels that are caused by the process of re-projecting the pictures onto a plane (i.e. during the ortho-photo creation), PCA analysis will be computed on the original images, and then, the components will be re-projected over to the 3D model. 
Principal components analysis
This analysis was performed indepedently from the photogrammetric processing of the pictures (Fig. 1) . According to Abdi and Williams (2010) and Chuvieco (2008) , PCA is probably the most often used multivariate statistical method and is used in almost all disciplines. Concerning archaeology, PCA applications involve the introduction of remote sensing in the study and analysis of archaeological sites (Lasaporana and Masini 2012; Campana and Forte 2001; Mehrer andWescott 2006) through aerial photographs or satellite images, although PCA has also been tested for ground-penetrating radar data analysis (see Mehrer and Wescott (2006) , for example). Along with spectral rationing, colour space transformation and Fourier analysis, PCA is a technique for the modification of an image (Aber et al. 2010) . PCA has been popularised among archaeologists who work on rock art, because of the DStretch software (Harman 2008) , which performs an algorithm that is similar to PCA and also modifies the colour space to highlight the colours of the paintings. Rogerio Candelera et al. (2009) have directly applied PCA to the study of rock art paintings to ordinary photographs.
PCA is a statistical technique that summarises the information in a set of variables into a new group of variables, called components, which are uncorrelated and are linear combinations of the original variables, without losing any information (Lasaporana and Masini 2012; Chuvieco 2008; Kvamme 2007; Munyati 2004; Jolliffe 2002; Levin 1999) . In remote sensing, PCA is used for data compression of multispectral imaging to statistically maximise the amount of information from the original data (bands) to a smaller number of components (Evans and Traviglia 2012; Aber et al. 2010) . The aim of PCA is to obtain a new set of components that gather the variability in the data, while there are no correlations among them (Gillespie et al. 1986 ). Basically, PCA comprises three main steps (Lasaporana and Masini 2012; Jolliffe 2002; Munyati 2004 ):
1. Calculate the variance-covariance matrix among all of the bands of the image. Levin (1999; Chuvieco 2008) . The eigenvectors, on the other hand, are the directions of the components. The eigenvectors are the parameters for the linear combination of the bands (Levin 1999 ) and indicate the weight of each band in the calculation of the components. Moreover, they are similar to the regression coefficient between the bands (as independent variables) and the new components (as dependent variables) (Chuvieco 2008). 3. Next is the factor pattern matrix (Levin 1999) , in which the components are obtained by multiplying each pixel of the original bands with the eigenvalue. As stated earlier, the number of components obtained is equal or less than the number of original bands, and the amount of information decreases from the first component to the last. The main drawback of the PCA is the non-existence of previous rules for the direct interpretation of the components, because this transformation is purely statistical and depends directly on the numerical characteristics of the image (Chuvieco 2008). Nevertheless, some authors have proposed general interpretations for the components that arose from working with images in which natural elements such as soils or vegetation are involved. Campana and Forte (2001) establish that PC1 gathers the majority of the information that is initially distributed in the original bands. This component is also related to the spectral characteristics that are shared by all of the bands and the general image brightness (Chuvieco 2008). The next component, PC2, contains less variance than PC1 and is frequently related to chlorophyllic activity; for this reason, it is called greenness. The last components gather smaller amounts of variation in the image and often are only noise (Levin 1999) . At this point, the last components could be of vital importance for the analysis of the paintings, because they reflect information that is not related or is hidden (Rogerio-Candelera et al. 2011) by the coverage of the rock surface (which is caused by weathering, but still has the pigments that were used when making the paintings).
We introduced a specific application that was designed to perform PCA along with other affine techniques for rock art imagery. This application, called PyDRA (Digital Rock Art), was designed ad hoc by the authors and was written in the Python language, taking advantage of several scientific libraries, such as OpenCV, NumPy or GDAL, among others. The software is in its earliest development stage and has been tested only under UNIX. Nevertheless, it is intended to be distributed through any platform and is portable to several operating systems. The reasons for developing this software were the following:
1. Most of the existing software for the statistical processing of images is opaque with respect to the procedures for the analysis or does not provide elemental information about the way that PCA and the subsequent analysis are performed (stretching the histograms, etc.). 2. The aim of this ongoing work is to design a scalable environment, opened to adopt functions and algorithms from open source software. 3. The use of native RAW formats is always conditioned to a previous conversion with photo software. PyDRA is able to directly import these formats, avoiding any automatic transformation of parameters like exposure, white balance or historgram stretching. An implemented advantage in PyDRA is to tether a camera to a laptop for processing images on the field. 4. Most of the software solutions (ImageJ) cannot perform statistics on the pictures at a greater colour depth than 8 bits. Thus, although several Python libraries can process 16-bit pictures, they must downgrade the image colour depth to 8 bits before loading them.
The images were imported in PyDRA through the dcraw library (http://www.cybercom.net/ ∼ dcoffin/dcraw/) and were processed with GDAL (GDAL Development Team 2012) bindings for Python, to allow the importing raw format pictures. Although GDAL libraries were actually designed to process GIS data, they can provide the necessary support to process 16 bits of colour depth imagery. A later conversion to an array was performed for the purpose of processing the original radiometric values as numeric matrices holding 16-bit colour depth values. Once the import is performed, PyDRA executes PCA on the matrices following the normal aforementioned process. The software outputs a (1) PDF report with the matrices and (2) three images, one for the each principal components, which can be saved as independent image files. An available option in PyDRA is to combine the resulting images into newly generated RGB images, as proposed by Rogerio-Candelera et al. (2011) .
Texture mapping of PCA images for the model
This step is the last step in the process of analysing rock art paintings through photogrammetry and PCA (Fig. 1) . The aim of the projective texture mapping is to obtain ortho-images from the images that result from PyDRA. Once the images of the components are ortho-projected over the 3D model that was obtained by the photogrammetric procedures, the paintings can be metrically described with the accuracy level that is provided by the model.
The point clouds were triangulated (Remondino and El-Hakim 2006) using all of the points before the texturemapping process. Because external images were used in the PCA analysis, the texture mapping was treated as an IMAGE projection for the efficient application of imagery to surface models (Segal et al. 1992; Haeberli and Segal 1993) . To obtain the projector coordinates and orientation (external calibration), it is necessary to know the point coordinates in the locations that were common between the resulting PCA image and the 3D model. Point identification in the 3D model, already photo-textured, is a manual process. Considering the camera calibration and with the collinearity condition, the bundle adjustment is performed (Mikhail et al. 2001) , and a re-projection of the texture can be achieved (Remondino and El-Hakim 2006; Beraldin et al. 2002) . That process is similar to that described by Rogerio-Candelera (2010) . The difference between the latter process and that described in this paper lays on the application of photogrammetry for a denser and more accurate point clouds creation with a higher resolution.
Case studies
To test the suitability of this technique, two different case studies were selected. The two cases are located in different regions of Spain and have already been published (Cerrillo Cuenca 2011; Gomez-Barrera 2006) (Fig. 1 ).
There is a common circumstance in that both panels show poor preservation conditions, which limits having a correct visual discrimination of the pigments.
Arroyo Estanque paintings
The first example comes from a research project lead by one of the authors (ECC) in the Spanish Tagus Basin. The rock art-painted station is located in Garrovillas (Cáceres Province, Spain), near a stream of the Tagus River (Fig. 2) , and it is painted on the vertical wall of a granite boulder that leans forward slightly. The boulder forms a small shelter, which has protected the paintings from most weathering agents. Although the paintings are mainly protected by the shelter, they are weathered and show some patina over them, which does not allow a clear interpretation of the details. Thus, the blurry aspect is a general pattern of all of the figures that are represented in the station (Fig. 3) . The nature of the rock is another issue that can be used to provide a correct identification of the depicted figures, because it is formed by thick grains of quartz, feldspar and mica. From an iconographic point of view, the panel is composed of a set of five With respect to chronologies, we cannot provide a concrete temporal span for the art, but given the motifs that are represented and given a stylistic analysis, we can consider them to belong to the fourth to third millennium cal BC. Additionally, during the 2011 excavation campaign, a trench was dug in the ground of the shelter, which revealed the remains of a disturbed Neolithic habitat, possibly dating back to the fifth millennium cal BC. Because there is no physical connection between the paintings and the archaeological levels, it appears to be feasible to acknowledge that the paintings could have been executed at a later time.
Cueva Serena paintings
The second example is situated in Duruelo de la Sierra (Soria, Spain) (Fig. 2) . This location is in the Duero River Basin, which is characterised by a karstic environment; as a result, the paintings are over a calcareous surface. This station is located near a cave, at which no signs of archaeological occupation have been detected. The paintings were previously published by Gómez-Barrera (2006) in a short paper that described the panel. As this author states, the painted figures can be dated to the third millennium cal BC, without discarding an even previous dating by the end of the fourth millennium. The surface on which the paintings were made is a calcareous rock that has several inclusions of small grains of white quartz (Fig. 4) . The paintings are located over an irregular wall, which is curved toward the left part of the composition. The surface presents a moderate degree of erosion and is covered with lichens, which avoids the aforementioned issues pertaining to the recognition of the painted motifs.
The paintings were executed in red tones and depict at least three zoomorphic and schematic figures, with at least two anthropomorphic figures. Additional figures were detected at this station following the method proposed in this paper, as we discuss further.
Results and discussion
Image rectification has been presented as a mandatory step for setting an adequate scale of the images. Nevertheless, for most of the study cases, this step of documentation has been performed by a simple rectification of the images in the editing software (see RogerioCandelera et al. 2011 , for a discussion). In the panels that had curved surfaces, as in Arroyo Estanque and Cueva Serena, an ortho-rectification and orthoprojection is required obtain a satisfactory tracing. An even more interesting question is the capability of obtaining metric values from the newly created ortho-images, which is useful for obtaining an in-depth description and explanation of the studied rock art stations. In this sense, for both of the study cases, the proposed restitution method is fully capable of providing subcentimetric accuracy in the projection of the images, because it is a reliable technique for photographically documenting rock art panels.
Arroyo Estanque
The total surface covered by the study area is approximately 9.3 m 2 . The number of pictures that were used for the photogrammetric restitution of the painted area was 8. The 3D model, which was depicted as a cloud of points (Fig. 5a) , has a root-mean-square error (RMSE) of 0.2 mm, and the mean interpoint distance is 0.64 mm (Table 1) ; as a result, the restitution process provided an accurate 3D model with a very high resolution, as can be seen in the detail shown in Fig. 5b .
The disposition of the paintings on the rock panel forced us to process the PCA separately over two different zones, called Arroyo Estanque 1 (the upper part) and Arroyo Estanque 2 (the lower part), and then project both over the model.
As can be seen in Table 2 , the correlation among the bands is very strong, with correlation coefficients of greater than 0.9. That result was expected because of the proximity of the spectral sensibility of the bands. The largest correlation occurs between the green and blue bands, while the lowest was found between the red and green bands. Once the principal components were calculated, the largest amount of information in the picture in Arroyo Estanque 1 was in component 1 (98.40 %), while the lowest variability in the pictures was in the last component (0.12 %) (Table 3 ). Figure 6a shows the original picture of the Arroyo Estanque paintings. The first component (Fig. 6b ) exhibits information about the patina of the surface that is caused by the weathering. However, a visual comparison of the other components shows that the information related to the paintings is mainly located in the last component (Fig. 6d) and also partially in the second component (Fig. 6c) .
A new image of the paintings obtained from the image derived from the third component (Fig. 7b ) reveals small details that were not shown in the previous papers, such as small points and depicted objects that are possibly related to the anthropomorphic figures. This component can be used to obtain a precise tracing of the motifs. Moreover, it has been proven to be useful to separate the thin traces of some figures and to discriminate washed paintings and their original traces. In the present case study, the paintings can also be perceived with some difficulty in the image that is derived from the second component. Although both of the components can be used to elaborate a pseudo-colour picture to enhance the sketches (Rogerio-Candelera et al. 2011) , in this case, it did not show up additional details. In the same way, the results obtained for the Arroyo Estanque 2 can be seen in Tables 4 and 5 . The correlation coefficients among the bands and the amount of variability explained by the components have the same pattern compared with Arroyo Estanque 1. The resolution of the new projected imagery, Arroyo Estanque 1 and 2, is 0.49 mm/pixel, which is sufficient to interpret small details of the paintings. Figure 8 shows the projection of the image derived from the third component over the 3D model. This picture gives us a better understanding of the framework in which the painting is located.
Cueva Serena
For the Cueva Serena site, the 3D model was elaborated with five pictures. The RMSE of the model was 0.2 mm, which is similar to in the other site, and its accuracy was even greater, with a mean interpoint distance of 0.41 mm (Fig. 9a, b) . The surface covered by the Cueva Serena model is approximately 1.84 m 2 (Table 1) . The pictures taken in Cueva Serena presented some subexposed areas that affected the results of the PCA. Because the data in the pictures are values of reflectance and the PCA are dependent on the structure of the analysed data, the subexposed areas can affect the final results in a negative way (Rogerio-Candelera et al. 2011) . Therefore, an editing of the image was performed for masking the subexposed areas, to prevent PyDRA from using those pixels. This operation was executed without altering the colour depth of the image or the original radiometric values from the remaining parts of the picture. Tables 6 and 7 . An initial examination reveals that the results show the same pattern as in the Arroyo Estanque case study. The relation between the blue and green bands and the relation between the red and green bands are similar to the results for Arroyo Estanque. It is remarkable how, in the Cueva Serena site, the percentage of variation explained by the second component is 5 %, which is higher than for Arroyo Estanque. The third component gathers 0.104 % of the variability, a value that is very similar to the value obtained in Arroyo Estanque for that component. This fact suggests that the high value of the explained variability for the second component in Cueva Serena is solely related to the internal structure of the reflectance values in the picture. Figure 10 shows the difference between the original image (Fig. 10a) and the image that is derived from the stretching of the three components into 8-bit coded files (Fig. 10b-d) . The resolution of the final ortho-image, which is 0.34 mm/pixel, is slightly superior to the resolution from Arroyo Estanque. Figure 11 shows the third component that is obtained for Cueva Serena, with which the paintings can be clearly distinguished. That figure shows a new anthropomorphic figure, which could not be appreciated with a basic photographic editing of the image. In addition, some figures can now be correctly interpreted, such as the sunlike figure that is depicted at the top of the composition (Fig. 11a ).
Conclusions and further research
The techniques presented have shown how the documentation of the rock art paintings can be substantially improved by combining 3D photogrammetric modelling (Plets et al. 2012 ) and statistical analysis of the images. Both of the techniques have been implemented by using different approaches of what is called "Computer Vision" and by a mixture of different libraries and algorithms, which were mostly from open-source licensed software. The methodology depicted in this paper attempts to be an alternative procedure for digital rock art analysis using only photographic editing software. The procedure described here has allowed us to clearly recognise motifs that went unnoticed when using both conventional and digital traditional systems.
All of the results are based in a previous creation of a 3D model through the restitution of pictures by means of photogrammetric techniques and by applying metric characteristics to the models. The 3D models and the PCA of the pictures were executed in a parallel process, and the principal components obtained by the PCA were ortho-rectified in a basis of the 3D models (Plets et al. 2012) . In this way, we avoided the blending of the resulting PCA images over the model; the described process allows us to preserve the original characteristics of the image without altering the resolution of the picture or the final output of the PCA. This factor will determine the final spatial resolution of the ortho-image, as in any ortho-rectification process. As a basis for PCA interpretation and analysis, two accurate 3D models were created by the photogrammetric restitution of pictures taken at the sites. The accuracy (0.2 mm of RMSE for both of the study cases) makes this technique extremely reliable for documenting rock art paintings, where the representation of the small details of the traces could become a matter of correct interpretation.
PCA is an adequate technique for addressing imagery that has radiometric values in the RGB bands that are highly correlated. The main advantage of this procedure is that it maintains the information originally included in the photographs by re-ordering it in a new reference system. In all of the processed imagery, the correlation coefficients between the bands were higher than 0.852. The present paper explains how to manage pictures that have a higher colour depth (16-bit files, from originally 12-bit coded reflectance values). Maintaining the original colour depth and radiometric values can be an adequate solution for assessing more precisely the pigments and for separating them from the background. In this regard, a set of techniques can also be used to process the results of the PCA, such as a k-means or hierarchical cluster classification. The joint use of both techniques can statistically assure a correct classification of the results of PCA analysis with a statistical supervision of the results.
Although the managing of all of these facilities can be difficult for the final user, the workflow proposed here can ease the capture and analysis of rock art panels. The flexibility of the methods proposed here is suitable for precisely documenting not only the paintings but also other complex painted supports. These goals can be accomplished with a high level of accuracy, as the RMSE errors of the photogrammetric restitutions have shown.
The combination of photogrammetry with statistical imaging opens a new field in rock art documentation. Because the metric properties of painted features can be obtained through the projective rectification of images, it is now possible to offer a more precise evaluation of rock art panels. Moreover, this approach is a remarkable option that can improve the mapping of deterioration issues in an appropriate way.
