Introduction
In the circular, spatial, restricted three-body problem (hereafter CSR3BP), in the synodic frame, the collinear equilibrium points discovered by Euler are located on the line joining the two primaries: L 1 lies within them, L 2 , L 3 are outside the interval joining the primaries. For values of the mass ratio µ of the primaries corresponding to usual applications like the barycenter-Sun system (namely, the system describing the interaction between the Earth-Moon barycenter and the Sun) or the Earth-Moon case, the equilibria L 1 , L 2 are close to the smaller primary, while L 3 is quite far on the opposite side of the larger primary. Moreover, two cases are of special interest: µ = 0 and µ = 1/2. The limit µ → 0 can be interpreted as a Hill's problem for L 1 and L 2 , where the two equilibria tend to an equal distance from the smaller primary and the problem is equivalent to let one of the primaries go to infinity as in the classical lunar theory developed by G.W. Hill in [17] ; in the case of L 3 , again in the limit µ → 0, we will speak about a quasi-Kepler problem, since it is equivalent to a nearly two-body problem in the rotating frame. On the opposite side of the mass parameter range, namely the case of equal masses, i.e. µ = 1/2, we find that the equilibrium L 1 is midway from the primaries and L 2 , L 3 are at the same distance from the primaries on each side. The case of such large mass ratio is typically applicable to binary stars or some exotic exo-planetary systems with very large planets.
Overall, in the whole range µ ∈ (0, 1/2], we get a very rich dynamical setting with several peculiar phenomena (stability-instability transitions, bifurcations, etc.) characterizing the non-integrable Hamiltonian system associated to the CSR3BP. As it is well known, the collinear points are linearly unstable. However, since the seminal paper by C. Conley [6] on the so-called transit-orbits through L 1 , much attention has been devoted to the use of the collinear points for space missions [9] , thanks to the fact that the unstable behavior can be easily controlled for a reasonable time-span. Moreover, the characteristics of the evolving unstable /stable pathways offer a structure that can be suitably exploited to design transfer orbits between different regions of the phase space.
On the same ground, the unstable dynamics offers a clean environment free of debris and dust. Indeed, a neighborhood of L 1 can be considered a privileged position to observe the Sun, while L 2 is very good to observe the Universe shielding the Sun through the Earth.
To study the dynamics around these points, numerical methods provide high accuracy and fast algorithms to follow the evolution from given initial conditions. However, the analytical theory gives a deeper insight into the nature of the global behavior in a neighborhood of these solutions, so to get a comprehensive description of the dynamics in the whole mass range ( [13, 5, 3] ). For example, the phenomena connected with low-order resonances around equilibria play a leading role in shaping the phase-space structure and provide a coarse picture of the global dynamics. Finer details like secondary resonances or heteroclinic intersections are often confined to small portions of the phase-space and usually require dedicated numerical experiments.
The aim of this paper is to present an analytical method to predict the bifurcation thresholds of the halo orbits around the three collinear points for arbitrary values of the mass ratio: in the present setting this is the most prominent effect of the resonance in the whole interval between the two extreme cases µ = 0 and µ = 1/2. According to Lyapunov's centre theorem, each collinear point generates a pair of one-parameter families of periodic orbits (the nonlinear normal modes), to which we refer as the planar and the vertical Lyapunov families. By halo orbit we intend the family of periodic orbits, which arise at the first 1:1 bifurcation from the planar Lyapunov family. A resonant perturbation theory allows us to investigate the halo family and to determine the value of the energy at which the bifurcation from the planar Lyapunov family, namely the horizontal normal mode, takes place [24] . We also construct a normal form to perform the center manifold reduction (see [13] ), which yields an integrable approximation of the dynamics (compare with [20] ). The unperturbed linear dynamics on the 2-dimensional center manifold is characterized by almost equal values of the frequencies for all mass ratios. Therefore it is natural to introduce a detuning parameter, which describes the departure from the exact resonance [16, 29] . By increasing the energy, the bifurcations of the 1:1 resonant periodic orbits from the normal modes can be expressed as series expansions in the detuning.
Our results show that for L 1 and L 2 the prediction of the energy threshold of the bifurcation is very accurate (up to the fourth decimal digit), when compared with numerical data available in the literature (see [10, 11] ), even limiting just to a second-order computation; however, we make the effort of computing higher orders to look for the best agreement (if any) with available data. Moreover, our strategy allows us to improve previous analytical approaches based on Lindstedt series [25] and to determine first order approximations of the initial conditions for the first bifurcating orbits. In the case of L 3 , the peculiar nature of the dynamics around it [28] , especially when the mass ratio is less than the Earth-Moon value, gives much less accurate results, but our approach is still useful for a qualitative understanding. In this respect, we provide an explanation for the results concerning L 3 in terms of the optimal order of the Birkhoff normalization procedure applied to a singular perturbation problem.
This work is organized as follows. In Section 2 we present the equations of motion and the location of the collinear points of the CSR3BP. The corresponding Hamiltonian is diagonalized, normalized and reduced to the center manifold in Section 3. In Section 4 we provide analytical formulae for the bifurcation thresholds at different orders of normalization. In Section 5 we present the results of our analytical approach and we compare them with the corresponding numerical values. Section 6 provides some conclusions on the results of the present work.
Collinear points in the three-body problem
We consider a synodic reference frame centered in the barycenter of the primaries, which are denoted as P 1 , P 2 , and rotating with the angular velocity of the primaries. The X axis is set along the line joining P 1 and P 2 , the Z axis along the angular momentum and the Y axis in such a way to have a positively oriented frame. We normalize the units of measure so that the gravitational constant as well as the sum of the masses of the primaries are unity. Let us rename µ the mass of the smaller primary; then, with the previous normalization it results that the larger primary is located 4 at (µ, 0, 0), while the smaller one is at (µ − 1, 0, 0). The equations of motion of a third small body in the synodic reference frame admit five equilibrium points discovered by L. Euler and J.-L. Lagrange: the triangular and the collinear points (see, e.g., [4] , [22] ). The triangular points L 4 and L 5 are linearly stable whenever µ is smaller than a threshold, called Routh's value. On the contrary, the collinear points L 1 , L 2 , L 3 are shown to be always linearly unstable.
Let us define the kinetic moments P X , P Y , P Z as
the initial Hamiltonian function describing the motion of the third body is given by
where r 1 , r 2 denote the distances from the primaries:
Let us introduce the scalar function, sometimes called pseudo-potential (compare with [22] ):
then, the equations of motion can be written in compact form as
Next we translate the origin so that it coincides with a collinear point; to this end, we determine the distance γ j , j = 1, 2, 3, of the collinear equilibria from the closest primary as the solution of the fifth order Euler's equations (see, e.g., [13] ):
Afterwards, we introduce new coordinates (x, y, z) through the following transformation, which also takes into account a rescaling of the distances:
where the upper signs hold for L 1 , L 2 , while the lower signs are referred to L 3 ; moreover, we set a
Denoting by P n = P n (χ) the Legendre polynomial of order n and argument χ, the equations of motion in the new variables can be written in the following form [13] , where the pseudo-potential Ω has been expanded in terms of the Legendre polynomials:
where ρ = x 2 + y 2 + z 2 and where the coefficients c n , n ≥ 2, are given by the following expressions:
Introducing the conjugated momenta p x =ẋ − y, p y =ẏ + x, p z =ż, we write the Hamiltonian associated to (2) as
(3) We remark that the relation between H (IN) in (1) and H (in) in (3) is given by (see [10] )
for L 1 , by
for L 2 , and by
for L 3 . We also remark that the series at the right hand side of (3) is a sum of homogeneous polynomials (with coefficients c n (µ)), say T n (x, y, z) ≡ ρ n P n x ρ , which can be iteratively computed by means of the following formulae:
Normalization and center manifold reduction
In the present section we describe the procedures to construct an integrable approximation of the resonant dynamics around the collinear points. A straightforward way to achieve this goal consists in performing a resonant normalization of (3): this is discussed in Sections 3.1 and 3.2. A slightly different method has been adopted in [5] on the basis of the approach introduced in [27, 13] . This alternative strategy will be briefly discussed in Section 3.4.
Diagonalization of the Hamiltonian
Linearizing (3) around the given equilibrium point, we obtain that the quadratic part of the Hamiltonian is of the form:
where the coefficient c 2 provides the frequency ω z of the z-direction, being ω z = √ c 2 . We now aim at diagonalizing (7) through a standard procedure, that we sketch here for self-consistency (we refer to [13, 5] for full details). Since the (p z , z) components are already diagonalized, let us focus on the remaining variables, for which we write the equations of motion in the formξ = J∇H (in) 2 = Mξ , where ξ ≡ (x, y, p x , p y ) T , J is the symplectic matrix and
The characteristic polynomial associated to M is
the equation p(λ ) = 0 admits the solutions given by the square roots of the quantities η 1 , η 2 , defined as
Since c 2 > 1, we have η 1 < 0 and η 2 > 0, which show that the equilibrium point is of the type saddle × center × center. Let ω y ≡ √ −η 1 , λ x = √ η 2 ; according to [5, 13] , we proceed to implement a symplectic change of variables, such that the quadratic part of the Hamiltonian is finally diagonalized as
where we denote by (p, q) = (p 1 , p 2 , p 3 , q 1 , q 2 , q 3 ) the new diagonalizing variables.
Resonant normalization
Given the saddle × center × center character of the equilibria as shown in Section 3.1, the center manifold reduction consists in focussing the study to the center directions and in eliminating the hyperbolic component. Actually, we can perform the center manifold reduction by first constructing the normal form through a suitable canonical transformation, which is obtained by means of Lie series, and then by choosing appropriate initial conditions on the invariant center manifold admitted by the normal form dynamics. We refer to this procedure as the direct method.
We start by expressing the Hamiltonian (3) in terms of the diagonalizing variables, so that we obtain the Hamiltonian
where
2 is given by (8) and
n are homogeneous polynomials of degree n. Next we proceed to perform a resonant perturbation theory in the neighborhood of the synchronous resonance ω y = ω z (see [4, 8] ) by constructing a canonical transformation, (p, q) −→ (P, Q), which conjugates (9) to the form:
where the homogeneous polynomials K (NF) n , n = 3, ..., N, are in normal form with respect to the (synchronous) resonant quadratic part K
and R N+1 (P, Q) is a remainder function of degree N + 1. By normal form we mean that each term up to order N in the series (10) satisfies the condition
where {·, ·} denotes the Poisson brackets. The resonant quadratic Hamiltonian in (11), H (r)
, is obtained from the original quadratic part in (8), expressed in the new variables and modified in order to be resonant in the elliptic components. We can justify this assumption by observing that, for any µ ∈ (0, 1/2] the two elliptic frequencies are such that the quantity δ ≡ ω y − ω z , to which we refer as the detuning, is always a small quantity (in our examples it will be of the order of 10 −2 ). The detuning provides a measure of the distance in the frequency from the synchronous resonance. In this way, even if the unperturbed system is strictly not resonant, we are able to describe the resonant dynamics of the perturbed system determined by the nonlinear coupling. The detuning parameter will be used to obtain series expansions of indicators, such as the bifurcation thresholds to halo orbits.
Since the normalization involving the hyperbolic components is a standard Birkhoff normalization, the normal form depends on Q 1 , P 1 only through their product, while the remainder R N+1 (P, Q) might depend on Q 1 , P 1 separately.
Center manifold reduction
For convenience, we implement the change of variables
From the structure of the normal form Hamiltonian (10) we see that the action variable I x = Q 1 P 1 is a constant of motion, whenever the remainder is neglected. Therefore, given an initial condition I x (0) = 0 and neglecting R N+1 , we obtain an integrable Hamiltonian in two degrees of freedom (hereafter, DOF), which provides the dynamics in the center manifold up to an approximation of order N. Within the center manifold, we describe the motion by the following 2-DOF Hamiltonian in action-angle variables:
where K 0 depends only on the actions; K r is the resonant part depending on the actions as well as on the angles, but just through the combination θ y − θ z , which corresponds to the synchronous resonance; R (r) represents the reduced remainder function. This procedure leads to have, by construction, thatİ y +İ z = 0 up to the remainder.
The indirect method
An alternative approach to the normalization (Section 3.2) and center manifold reduction (Section 3.3) has been adopted in [5] on the basis of [13] . It consists in splitting the above procedure in two steps: a preliminary transformation to get a Hamiltonian in which only terms which do not contain integer powers of the product Q 1 P 1 are eliminated, and a subsequent resonant normalization. We refer to this procedure as the indirect method.
It can be verified that this procedure coincides with that described above only at the first order in the resonant term. From the second order on, the two procedures provide different results on which we will comment later on.
Analytical estimates of the bifurcation values
In this section we provide a method to give an analytical estimate of the value at which a bifurcation to halo orbits occurs. We describe in Section 4.1 the method based on a normalization to first order, while in Section 4.2 we extend the method using a second order normal form. Of course the method can be implemented to higher orders (see Section 4.3); however, one should keep in mind that Birkhoff's normalization admits an optimal order, which provides the best result. We recall that, for divergent asymptotic series (as the Birkhoff normal form usually is), an optimal order is reached when partial sums of the remainder series have a minimum [7] . In practice, it is not trivial to understand which is the best order of normalization, especially when dealing with peculiar cases like that of L 3 for small values of the mass ratio of the primaries (see Section 5).
First-order theory
The model problem given in Section 2 is characterized by just one parameter, the mass ratio µ. Therefore, all coefficients appearing in the Hamiltonian and its integrable approximation should be expressed in terms of such parameter. The explicit computation of these coefficients is however quite difficult, mostly in view of the following two facts:
1. The distances γ j , j = 1, 2, 3, of the collinear equilibria from the closest primary are the solutions of the fifth order Euler's equations and therefore cannot be easily expressed in terms of µ; this difficulty propagates through the coefficients c n (µ) of the expansion in the Hamiltonian (3).
2. The diagonalizing transformation simplifies the quadratic part of the Hamiltonian, but scrambles its higher-order terms determining complicated expressions for the coefficients in the normal form.
We may try to circumvent the first problem by exploiting a series expansion of the γ j in terms of the mass ratio, by means of which one may hope to get explicit results valid in the limit of a small mass ratio. About the second problem there is little to do, except to compute the normalizing transformation after a generic linear transformation and, only in the end, to substitute the explicit diagonalizing transformation. In doing so, already the second-order normal form contains coefficients for which an explicit algebraic representation is quite cumbersome. Therefore, in Appendix A, we provide just the expression of the coefficients of the normal form Hamiltonian truncated to the first order. In this way we get explicit analytic firstorder formulae which happen to be quite useful, especially for L 1 (see Figure 1 below and the results presented in Section 5.4).
To obtain an overall picture of the results, we compute the second-order (and higher-order) normal form only for a finite number of mass ratios in the whole range 0 < µ ≤ 1/2 by firstly substituting the mass parameter in the original Hamiltonian and, afterwards, by normalizing with numerical coefficients. By proceeding in this semi-analytical way, it is a simpler matter to reach very high orders. This procedure works very well as it is confirmed by the comparison between some available numerical experiments and the analytic first-order results. First-order thresholds, being a rough approximation, are obviously less accurate but, by using the quantities of Appendix A, any value of µ can be chosen and results can be obtained without the need of recomputing the normal form. The only case in which problems appear is that of L 3 in the limit of small mass-ratios, see Section 5.2 below.
Truncating the normal form whenever the first resonant terms appear can be considered a first-order resonant perturbation approach. From the order of the resonance generated by (11) it is straightforward to check that the odd degree terms in the normal form vanish and that the first non-trivial term is K
. Therefore, truncating (12) to degree two in the actions leads to the following first-order normal form:
with suitable coefficients α, β , σ , τ, whose explicit expressions are given in Appendix A.
We immediately remark that, if either I y or I z vanish, one obtains the nonlinear normal modes, namely E y ≡ ω y I y + αI 2 y , and
the conserved quantity (the second integral) resulting from the normalization, the theory developed in [19, 24, 5] based on the reduction to a 1-DOF system, allows us to describe the main features of the dynamics provided by (13).
Here we briefly sketch the essentials of the theory. By reduced 1-DOF system we mean the following. Let us make the change of variables (compare with (14)):
Then, the Hamiltonian (13) is transformed into
where the constants are defined as follows:
Hamilton's equations associated to (16) take the forṁ
Therefore we obtain a 1-DOF system in the phase-plane (R, ψ), parametrized by E . Its equilibria correspond to periodic orbits of the original 2-DOF system. From the equationṘ = 0, we obtain a first set of solutions valid for any ψ ∈ T: it consists just of the normal modes R = 0, R = E . From the coupled equationṡ R = 0,ψ = 0, a second set (the periodic orbits in general position) is given by a solution R i associated to the resonant combination ψ = 0, π and by a solution R with ψ = ±π/2. The equilibrium points (R i , 0) and (R i , π) correspond to the socalled inclined periodic orbits while the equilibrium points (R , ±π/2) correspond to loop orbits. These periodic orbits arise as bifurcations from the normal modes when the following existence conditions are satisfied
Loops bifurcating from the R = E normal mode are precisely what we usually call halo orbits.
These conditions provide the following constraints for the existence of resonant orbits bifurcating from the normal modes:
for the halo family (namely loops, with fixed phase relation θ y − θ z = 0, π) and
for the anti-halo family (that is, the inclined with the fixed phase relation θ y − θ z = ±π/2). The first of (18) is just the occurrence of the bifurcation of the halo family from the planar Lyapunov orbit, which becomes unstable. A second bifurcation may occur at the value given by the first of (19) , when the Lyapunov orbit regains stability. An alternative computation of the thresholds based on Floquet theory is presented in Section 4.4.
To determine the energy level at which the bifurcation takes place, we write the threshold value of the integral E as a power series in δ and we denote by E N a truncation of the series up to an integer order N, say
for suitable real coefficients C k . Notice that, due to the form of (18) and (19) , it is reasonable to start the series in (20) with the first order in δ . Then, we look for a relation on the bifurcating normal mode between E and E, that is the energy associated to the Hamiltonian (3). The estimate to first order is simply
which, coming back to the original coefficients, gives the bifurcation value
A nice feature of the first-order theory is that, given the coefficients of the normal form (13) , all dynamical quantities can be formally explicitly computed. For example, a first order estimate of the frequency of the normal modes (Lyapunov orbits) is given by
Analogously, the computation of the variational frequency of orthogonal perturbations of the normal modes can be performed (see [24] ) starting from the reduced frequency associated to the 1-DOF dynamics. For the variational frequency of the horizontal normal mode κ (HNM) y , we obtain the following expression
which gives the rotation number
providing information about the stability of the normal perturbation. Comparing (22) with the first expressions in (19) and (18), we see that the frequency is real (and that the normal mode, namely the planar Lyapunov orbit, is stable) for E < E y and for E > E iy . In the range E y < E < E iy the inverse of the positive value of (22) gives the rate of growth of the perturbation.
Second order theory
To get a higher order estimate of the bifurcation value, we need an explicit expression of the perturbing function to sixth order. To this end, we reduce also the term K (NF) 6
to the center manifold and we implement perturbation theory. Again we obtain that the order five does not contribute to the average as well as to the resonant part, while at order six we obtain the following expression:
for suitable coefficients α abcd with a + b + c + d = 6. The procedure to get the second order estimate has been illustrated in [5] : we remark that the results of Section 4.1 have the same precision of the equilibria of the linearised system. In the framework of a second order theory, the equilibria result from quadratic equations. Following [16] , rather than computing exact solutions for these equations, it is better to get solutions in terms of series in the detuning, truncated at the same order as the normal form. The second order bifurcation value turns out to be
To convert this result in terms of the energy, the following second order expression for the energy of the normal mode is necessary:
Using (25), we get the bifurcation energy of the halo at second order as
We remark that the formal structure of (24) is the same both in the direct normalization method (DM in the following) of Section 3.2 and in the indirect method (hereafter IM) adopted in [5] (see Section 3.4).
Higher order theory
A prediction based on an N-th order normal form can be obtained by a suitable extension of the theory ( [16, 20] ). The Hamiltonian on the center manifold is of the formK
for suitable polynomialsK
of degree 2n in the variables (P 2 , P 3 , Q 2 , Q 3 ): the symmetric 1:1 resonant normal form only admits even degree terms. The equilibria of its reduced counterpart can be found by solving an N-th degree algebraic equation. The existence condition turns out in a solution of the form (20) . To convert the result in terms of the energy, an N-th order expression for the energy on the normal mode is necessary:
for suitable real coefficients a n . Plugging (20) into (28) with E = E N , one obtains a series in δ . Truncating such series to order N, we get an approximate value of the bifurcation energy of the halo orbit as
where the C n are rational combinations of the coefficients of the normal form. An optimal order of truncation of the procedure can be obtained by looking for the order giving the best asymptotic convergence of the series.
A first-order estimate based on Floquet theory
In this Section we give an alternative derivation of the stability/instability transition of the normal modes (planar and vertical Lyapunov families) on the basis of the Floquet theory (see, e.g., [26] ). With reference to (13), we start by considering small variations around the planar Lyapunov orbit I z = 0. For our purposes, the easiest way to proceed suggests to employ complex-conjugate variables in order to represent small variations around the normal mode. Therefore, instead of the (I z , θ z ) variables used before, we introduce the coordinates (z, w) defined as
be the period of the normal mode corresponding to the planar Lyapunov orbit. The periodic oscillation on the normal mode is given by (see Section 4.1)
Since ω y = ω z + δ , the Hamiltonian (13) can be written as
.
The equations of motion associated to (30) can be written in almost canonical form asİ
We now exploit the integral of motion
to study the variational dynamics on the energy shell: this is equivalent to the use of the Lagrange multiplier as in [26] . From (31), we can substitute E − zw/2 in place of I in (30) and truncate up to second order in the small quantities z, w, thus obtaining the time-periodic 1DOF Hamiltonian
in which E is considered as a constant parameter. We then pass to corotating coordinates (Z,W ) (see [2] ) by means of the transformation
leading to the quadratic Hamiltonian
where constant terms have been neglected. Introducing the Floquet matrix
the canonical equations take the linear form
The corresponding solution is governed by the fundamental matrix exp(tF), so that the solution for the original complex orbital variations can be written in the form
where, using (29) , it is M(t) = e −iθ 0 0 e iθ exp(tF) = e −iκ y t cos λt + where we denoted by T y the period of the normal mode. The transition from stability to instability or viceversa is given by the condition
which corresponds to λ = 0. An explicit computation of the eigenvalues λ and of the solution λ = 0 using the components of the matrix (32) gives the threshold values
, which coincide with those obtained by examining the conditions for the existence of the critical points of the reduced Hamiltonian (compare with Section 4.1).
By following an analogous procedure, one can analyze the stability transitions of the vertical normal mode: in this case, the periodic oscillation on the normal mode is given by I z = I, θ z = κ z t, κ z = ω z + 2β I and the Floquet matrix is
The conditions for vanishing of its eigenvalues now give the threshold values
again in agreement with the results of Section 4.1.
Results
In this section we present an overview of the results by comparing the analytical estimates obtained in Section 4 with the numerical values available in the literature ( [14, 15, 10, 11] ) or by private communications ( [12] ). Due to the peculiarity of L 3 with respect to the other collinear points, we split the discussion, devoting Section 5.1 to the analysis of the results for L 1 and L 2 , while Section 5.2 provides the results concerning L 3 . A discussion of the small mass limit for L 1 and L 2 is presented in Section 5.4, while small mass ratios for L 3 are described in Section 5.5. Precisely, we shall call Hill's case, the case of L 1 and L 2 when µ tends to zero, since it is equivalent to let one of the primaries tend to infinity as in the classical lunar theory studied by G. Hill in [17] . When dealing with L 3 , we shall refer to the case µ → 0 as the quasi-Kepler problem, since it corresponds to a nearly two-body problem in rotating coordinates ( [28] ).
Bifurcation thresholds for L 1 and L 2
A comparison of the results between the analytical estimates at different orders and the available numerical values ( [14, 15, 10, 11, 12] ) are displayed in Tables 1-3; in this section we concentrate on the collinear points L 1 (Table 1 ) and L 2 (Table 2) , while Section 5.2 will be devoted to L 3 .
The numerical evaluation of the bifurcation thresholds in the limit of very small mass-ratio µ → 0, the so-called Hill's case, and that of equal masses (µ = 1/2) has been performed by M. Hénon ([14] ) in his seminal works on the investigation of periodic orbits in the framework of the circular, spatial, restricted three-body problem. Beside Hill's and the equal masses cases, we consider also two intermediate examples: the barycenter-Sun and the Earth-Moon cases. For these two systems the numerical data have been remarkably obtained in [10, 11, 12] . We recall that the barycenter-Sun case is provided by the gravitational attraction between the Earth-Moon barycenter and the Sun.
As far as the analytical estimates are concerned, the first-order predictions have been computed by using formula (21) , while the second-order predictions are obtained via (26) by using the normal form coefficients computed with the direct method (DM) and the indirect one (IM); in order to ease the comparison with numerical data, we compute the values of the physical bifurcation energy, obtained by implementing the conversion formulae (4-6).
We also report the results obtained computing the normal form at higher orders, up to the sixth order (which corresponds to degree 7 in the actions). The number of digits reported in Tables 1 and 2 is dictated by the asymptotic value at which an approximate convergence is attained. We stress that the numerical results provided in the last line of Tables 1, 2, 3 are given up to the 5th decimal digit as in [11] .
From the analysis of the data in Table 1 we infer that we obtain a very good agreement between the analytical predictions and the numerical data. The theoretical results improve as the order of normalization increases, reaching a reasonable Hill's case barycenter-Sun Earth-Moon equal masses (4); the values of the mass ratios are µ bS = 3.0404326 × 10 −6 and µ EM = 0.01215058.
agreement with the numerical value (up to the 5th or even the 6th decimal place) at the fifth order of normalization in the whole range of masses.
Hill's case barycenter-Sun Earth-Moon equal masses Table 2 : Results for the analytical bifurcation estimates for L 2 up to a normal form of order 6 and the numerical values obtained in [14, 15, 11, 12] , physical energy, see (5); the values of the mass ratios are µ bS = 3.0404326 × 10 −6 and µ EM = 0.01215058.
Quite similarly, the values shown in Table 2 referring to the collinear point L 2 show a good agreement between the analytical and numerical results. Again we find that, with the exception of the case with µ = 1/2 with a discrepancy on the 5th digit, the 5th or 6th decimal digit is typically reached at the fifth order of normalization.
To have a global view, we proceed to compute several values of the bifurcation threshold as a function of the mass ratio of the primaries and then we interpolate the results. Precisely, the bifurcation thresholds in the rescaled energy, obtained by (26) using the normal form coefficients computed with the direct method, are (26) as a function of the mass ratio:
The dashed red and blue curves provide the bifurcation thresholds obtained through (48) and (41) below. The dot-dashed part referring to L 3 corresponds to results obtained when the normal form has already reached the optimal order.
plotted for the whole interval of definition of µ in Figure 1 , where the curves are obtained interpolating 20 points. The blue and red curves refer respectively to L 1 and L 2 : the continuous curves are based on the second-order theory, the dashed ones on the first-order theory (see also Section 5.4 below). The vertical lines mark the three reference cases: the barycenter-Sun, the Earth-Moon and the equal-mass values. The circles denote the numerical data reported in the tables. In view of concrete applications, we find it convenient to give also the initial values of X 0 ,Ẏ 0 as a function of µ, which correspond to the bifurcations of the halo orbits. We notice that the plots presented in Figure 2 are in substantial agreement with the values reported in [14, 15, 18] .
Bifurcation thresholds for L 3
The dynamics around L 3 presents some difficulties, especially in the limit of small masses, in view of the degeneracy of the problem and the smallness of the perturbation. Even on the numerical side it is not easy to obtain accurate simulations. In fact, Figure 1 provides the bifurcation threshold of L 3 for different values of µ (green line). However, we need to split the interpolating curve in two parts: the continuous line (from high values to about log 10 (µ) = −2) corresponds to the parameter region in which the normal form is computed at orders below the optimal one, while the dot-dashed part of the curve corresponds to results for which the normal form has already reached the optimal order. We specify that in this framework by optimal order we mean the order at which we get the best agreement with the numerical threshold. In subsection 5.3 we investigate the problem of the convergence of the normal form obtaining a more rigorous estimate of the optimal order. In the prototypical Earth-Moon case, these results confirm that the secondorder evaluation of the threshold is the best at this mass-ratio (with a relative error 10 −2 ) and rapidly deteriorates with decreasing mass. Overall, by looking at Table 3 we see how the situation be definitely worse than for L 1 and L 2 . In fact, reasonable results are obtained only for mass values µ > 10 −2 , say bigger than the Earth-Moon case, while for smaller masses the approach seems to fail. The prediction for the barycenter-Sun case (−1.40804, a value kindly provided in [12] ) is drastically overestimated.
In our analytical approach the construction of the normal form for L 3 is obtained through the same procedure as for the other points L 1 and L 2 . It is important to stress that for L 3 the indirect method fails in providing a reliable prediction already at µ around 0.1, when it starts to give divergent values of the threshold. The reason for this phenomenon is the following: in the transformation which aims only at eliminating from the Hamiltonian those terms which do not satisfy the condition to be proportional to (P 1 Q 1 ) k , only the terms with small divisors dominated by λ x have an important rôle. These terms appear in the generating function already at the first order, thus affecting the normal form constructed in the indirect way. Since it can be proven (see Section 5.4) that λ x goes to zero with the square root of µ, there are divergent terms affecting the convergence of the indirect normal form. These terms are absent by construction in the normal form obtained with the direct method. We will come back on these issues in Section 5.5 below.
quasi-Kepler barycenter-Sun Earth-Moon equal masses Table 3 : Results for the analytical bifurcation estimates for L 3 up to a normal form of order 6 and the numerical values obtained in [14, 11, 12] , physical energy, see (4); the values of the mass ratios are µ bS = 3.0404326 × 10 −6 and µ EM = 0.01215058.
On the asymptotic convergence of the normal form
A relevant question concerns the discussion of the asymptotic convergence of the normal form series. A first information is given by looking at the Tables 1, 2, 3 , which show a striking agreement of predicted and experimental data in the cases of L 1 and L 2 , while the optimal order of truncation seems to coincide with the second one in case of L 3 . As already implemented in [13] , an estimate of the radius of asymptotic convergence of the normal form series is provided by the classical root and ratio criterions, that we are going to apply as follows.
Making reference to the Hamiltonian (27), we compute the norm of the coefficientsK (NF) n (0, P 2 , P 3 , Q 2 , Q 3 ). Assuming that such termsK (NF) n can be expanded asK
for some complex coefficients h
, then their norm is defined as
Next, we implement the root criterion by computing the quantity
In a similar way, we implement the ratio criterion by computing the quantity Figure 3 provides an example of the implementation of the root and ratio criterions for the Earth-Moon case. We recall that the sixth order normal form corresponds to a computation up to degree 7 in the actions. For the collinear points L 1 and L 2 we have evidence of an agreement with the numerical values which is still improving at order 6. As expected, the case of L 3 shows a peculiar behavior in agreement with the result provided in Table 3 , according to which the optimal order of truncation is very low, possibly coinciding with the second order.
5.4. Recovering the limit of small masses via the Hill's case: analytic first-order expressions.
The case in which the mass ratio tends to zero corresponds, for L 1 , L 2 , to the so-called Hill's case [17, 15] . We stress that this system, the simplest version of the CSR3BP, has been rigorously proved to be non-integrable [21] .
We recall that we may expand the distances γ j , j = 1, 2, 3, in series of µ according to the expressions [4] :
for L 1 and
For L 1 and L 2 we get therefore an explicit evaluation of the first-order threshold (21) by using the coefficients reported in Appendix A. For L 1 we get the following expressions: 
where the coefficients α j , β j , σ j , τ j , δ j , ω z j , j = 0, 1, 2, 3, are explicitly listed in Appendix A and
By applying (21) we obtain the following expansion in series of the threshold value:
For L 2 it results: 
and
which lead to the expansion in series of the threshold value:
Actually the quality of the first-order prediction based on the two series (41) and (48) is not limited to small values of the mass ratio. As it can be seen in Figure 1 the difference between the bifurcation thresholds computed via the second order value provided in (26) (continuous lines) and via the two series (41) and (48) (dashed curves) is quite small in the whole parameter range, especially in the case of L 1 . 5.5. The limit of small mass ratio and the Kepler problem: analytic first-order expressions.
The expansion of the distance of L 3 from the largest primary in the limit of small µ is given by
For L 3 the coefficients appearing in (13) can be expanded as
where α j , β j , σ j , τ j , δ j , ω z j j = 0, 1, 2, 3, are given in Appendix A and
The explicit expression of the first-order bifurcation threshold is
In the light of these expansions, we have an easy way to interpret the peculiarity of the dynamics around L 3 for small masses. In fact, a puzzling issue is the finite value of the threshold (see the green curve of Fig.1 ) in the limit µ −→ 0. The reason is that every term in the normal form of degree higher than two vanishes identically with the detuning and, since we have that
they identically vanish in the mass ratio. This degeneracy is due to the fact that, being the dynamics essentially that of the Kepler problem with frequencies κ
, perturbed by terms with coefficients
n +C n µ with the C n numbers of order one, all terms of degree zero in µ disappear from the normal form [23] .
We may say that we are now in the framework of a singular perturbation problem [1] , that we can define as follows: a perturbation problem in a small parameter (µ in the present case) in which the solution of the unperturbed problem (the isotropic harmonic oscillator in this case, corresponding to the first-order epicyclic version of the Kepler problem) has qualitative features distinctly different from those of the exact solution for arbitrarily small, but nonzero values of µ. In the words of Bender & Orszag [1] : "...the exact solution for ε = 0 (µ = 0 in our case) is fundamentally different in character from the neighboring solutions obtained in the limit ε = 0". This fundamentally different character is due to the fact that the unperturbed problem has only periodic orbits, whereas the perturbed problem, for each non-vanishing value of the perturbation parameter, has generically quasiperiodic orbits and isolated families of periodic orbits triggered by the resonance. Another factor which enhances the peculiarity of the case of L 3 in the limit of small µ is the difference with L 1 and L 2 in the limit µ → 0: in this case we obtain Hill's problem [15] and the unperturbed model is now the anisotropic harmonic oscillator, since the detuning term does not vanish in the limit µ → 0. We see therefore a clear example of the peculiarity of a case in which a super-integrable system is perturbed by a non-linear coupling which removes its intrinsic degeneracy, when compared with the more usual case of a perturbation of a Liouville integrable system which is in general non-degenerate. However, the finite value of the threshold for µ → 0 must still be considered a consistent prediction in the light of the singularity of the perturbation problem. A hint to the reliability of this prediction comes from the observation that the rotation number (23) around the Lyapunov planar orbit tends to zero (see also [28] , Section 4.5) and the time-scale of instability diverges in time with a rate exponentially small in µ. These statements are easily verified by using (22) and observing that every term appearing in the argument of the square root vanishes with µ.
Anyway, the predictions of the bifurcation threshold is given in Figure 1 as the dot-dashed curve, which is based on the second-order expression (25) . With reference to Table 3 , we have good arguments to suspect that the optimal order of truncation is very small, probably not greater than the second one (namely, degree six in the phase-space variables). Therefore, for L 3 there should be no improvement in going to higher orders.
Conclusion
We performed the analysis of the bifurcation sequences of 1:1 resonant Hamiltonian normal forms, which arise from the center manifold reduction of the collinear points of the circular restricted 3-body problem. The family of Hamiltonians obtained with this procedure is composed of perturbations of 2-DOF harmonic oscillators with slightly different unperturbed frequencies. The harmonic oscillators can be used as integrable approximations of the non-integrable dynamical system on the center manifold. The rich structure of the system on the center manifold can be investigated with geometric methods, by looking for the existence and stability of critical points of the reduced 1-DOF system. These solutions correspond to periodic orbits of the 2-DOF normal form. In particular, the bifurcation of periodic orbits in general position from the horizontal normal mode is associated with the existence of the (stable) family of halo orbits. We compared the analytical prediction with data obtained from numerical experiments by computing the value of the energy threshold at which the bifurcation occurs for arbitrary values of the mass parameter. An explicit formula for the threshold as a function of this parameter is obtained starting from the first-order normal form. A better precision is obtained by normalizing at higher order for a discrete set of the mass parameter and then interpolating among the resulting values.
The predictions obtained through our analytical results are remarkably good for the two collinear points L 1 and L 2 for any value of the mass parameter in the range 0 < µ ≤ 1/2. For what concerns L 3 , the results are reliable only for values of the mass parameter greater than about 10 −2 and quickly worsen with decreasing µ below this value; in the Earth-Moon case, the second-order prediction agrees with the numerical datum only at the first decimal place. The finite value of the threshold for µ → 0 must be considered a consistent prediction only in the light of the singular nature of the perturbation problem. A more effective way to treat this case most probably needs a radical change of the model to which the perturbation method is applied.
