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Preface
Legislation around emission of chemicals in the environment aims at minimizing
ecological effects. Because of our poor understanding of ecosystem dynamics, it is
usually unclear how effects on particular species translate into ecological effects. The
interpretation of results from experiments with mesocosms is also far from obvious.
This explains why No-Observed Effect Concentrations (noecs) from standardized
bioassays are frequently used in environmental risk assessments. This use is, however,
under increased criticism due to a substantial statistical problem that is inherent to
this concept: the problem of recognizing small effects in scattery data. A statistically
nonsignificant effect does not imply that biologically significant effects are absent.
Small-effect concentrations have been proposed to replace noecs in risk analysis.
This approach suffers from several problems, such as: What is small?; How do small
effects on species relate to ecosystem dynamics?; To what extent does the resulting
value depend on those model details that do not have a mechanistic basis? How do
we extrapolate acute effects to chronic effects?
This book describes how the No-Effect Concentration (nec) can be estimated as a
model parameter from data of standardized aquatic toxicity tests: acute and chronic
survival, body growth (of fish), reproduction (of daphnia) and (algal) population
growth. This alternative for the noec does not suffer from statistical problems, while
its use in risk assessments still avoids the difficulty of translating observed effects
into consequences for ecosystems dynamics. Being a model parameter, the point
estimate of the nec can be provided with a confidence interval. This allows positive
identification of a concentration range where no effects are to be expected, which is
not possible in the noec approach. If, on the other hand, the null hypothesis nec=0
(implying that the toxicant has effects in all concentrations) cannot be rejected, one
might consider additional research about the effects of the compound.
The method to estimate necs is a by-product of a new process-based characteri-
zation of toxic effects. The basic idea is that the hazard rate and the parameters that
quantify the energy budget of the individual are proportional to the concentration in
the animal that exceeds the no-effect concentration. The inverse of the proportion-
ality constant, which is called the tolerance concentration, quantifies the toxicity of
the compound. The energy budget parameters are defined by the Dynamic Energy
Budget (DEB) theory, which specifies the rules that organisms use for the energy
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uptake of resources (food) and the ensuing allocations to maintenance, growth, de-
velopment and propagation. The DEB theory has been tested against a wide variety
of ecophysiological data. This book only summarizes some relevant points of the
theory, which is fully discussed elsewhere (Kooijman 1993). At high concentrations,
toxicants will affect many physiological processes simultaneously and we would need
many parameters to quantify all these effects. The various physiological processes
can be ordered with respect to their sensitivity to the toxicant, however, so that just
one process (i.e. one parameter) is affected in the lower concentration range.
The characterization of toxic effects is built up in two steps: (i) the uptake and
elimination behaviour of the compound and (ii) the translation of internal concen-
trations into effects. As the most simple option, one-compartment first-order toxi-
cokinetics can be assumed. This results in an nec, a tolerance concentration, and an
elimination rate as characterizations of the various sublethal effects. The tolerance
concentration is replaced by the killing rate for lethal effects. These simple char-
acterizations are independent of exposure time and depend in a simple way on the
octanol-water partition coefficient. The possibility to remove the elimination rate
as an essential parameter makes the models with just two toxicity parameters the
simplest possible. The results of aquatic toxicity bioassays as standardized by the
OECD are suitable substrates for the models. The analysis of these results will be
discussed in detail.
We consider the method as an application of the theory for energy and mass fluxes
through biological systems that we are currently developing in the Department of
Theoretical Biology VUA (see our homepage on WWW: http://www.bio.vu.nl/vak-
groepen/thb). The biological foundation is covered by the Dynamic Energy Budget
theory, which has been published separately (see Kooijman 1993, including tests
against experimental data). The Department participates in the Amsterdam Centre
for Environmental Science (ACES).
The book starts with an evaluation of the use of no-effect concentrations in leg-
islation from the perspective of the Dutch Ministry for the Environment (VROM).
Then follows a chapter with a discussion of the toxicological backgrounds of the new
method. It is intended for ecotoxicologists, with an emphasis on scientific aspects
rather than technical ones. The next chapter is more technical and is primarily aimed
at statisticians and scientists who have had an introduction into applied mathemat-
ics. The sections of this chapter can be read independently and discuss the different
bioassays. The last chapter describes the use of the software package DEBtox, which
handles all calculations that are required to apply the method. A diskette with the
Windows and Unix versions of DEBtox is delivered with this book.
Five persons contributed directly to parts of this book. Kees van Leeuwen and
Jack de Bruijn wrote the introduction. They work at the Dutch Ministry for the
Environment (VROM), Den Haag. Matthijs Luger, who did a great job in the coding
of DEBtox, taught us a lot about the ins and outs of the programming language C
and about the finer details of Windows and Unix. He did his work at the Department
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of Theoretical Biology of the Vrije Universiteit Amsterdam (see final chapter). We
enjoyed the collaboration with Arnbjørn Hanstveit and Niels Nyholm on algal growth
very much. Arnbjørn is working at the Institute of Environmental Sciences Delft,
MW-TNO (presently reorganized as TNO-nutrition Zeist); Niels is working at the
Institute of Environmental Sciences & Engineering, Technical University of Denmark
in Lyngby.
Many other people have contributed to this work; too many to thank them in-
dividually. We are especially grateful to those who allowed us to use their data
as examples to develop our method, colleagues who discussed the technical issues
on data analysis with us, and the OECD (Nicky Grandy) and the Dutch Ministry
for the Environment (VROM, Jack de Bruijn and Cees van Leeuwen) for their very
positive attitude and their stimulating efforts. Mike Newman, Spliid Hendrik, Jose´
Tarazona, Nico van Straalen, Wolfgang Bo¨deker, Reinhard Meister and Hugo van
den Berg made many helpful comments on the manuscript. Theo Helder (VROM)
gave valuable advice on Good Laboratory Practice and related quality standards as
applied to DEBtox.
We are also very grateful to the people who tested a pre-release of DEBtox: Tom
Aldenberg (RIVM), Jens Andersen (IMM, TU-Denmark), Jack de Bruijn (VROM),
Cees van Gestel (VU-Amsterdam), Arnbjørn Hanstveit (TNO-Nutr.), Udo Hommen
(TU-Aachen), Frans Leeuwerik (VU-Amsterdam), David Mauriello (US-EPA), Hans
Toni Ratte (TU-Aachen), Theo Traas (RIVM), Manon Vaal (RIVM), Wouter Vaes
(RITOX, Utrecht University), Jos van Wezel (VU-Amsterdam), Maurice Zeeman
(US-EPA).
Last but not least we want to thank Marie¨lle Bedaux and Truus Meijer for their
support and patience during the many evenings and weekends, when office hours
proved to be insufficient to meet the time schedule.
This work has been financially supported by VROM and Grant PAD 90-18 from
the Alternative to Animal Experiments Platform.
Bas Kooijman
Jacques Bedaux
Dept of Theoretical Biology
Vrije Universiteit
Amsterdam
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Chapter 1
No-effect concentrations in
environmental policy
J.H.M. de Bruijn and C.J. van Leeuwen
Dutch Ministry of Housing, Spatial Planning and Environment
Directorate-General for Environmental Protection
Risk Assessment and Environmental Quality Division
Introduction
The use of the No-Observed Effect Concentration (noec) as a parameter in toxico-
logical and ecotoxicological tests is an important point of discussion in the scientific
literature, mainly because of the statistical problems associated with this concept.
In the past few years several alternatives have been proposed, such as the ecx es-
timation (the concentration which affects x% of a test population for a specific end
point after a specified exposure time (Pack 1993)), the bounded effect concentration
(Hoekstra & van Ewijk 1992), the traditional l(e)c50 (Chapman et al. 1996), and a
model-based no-effect concentration (nec) (this book).
Most of these methods have been presented as alternatives based on a scientific
discussion using theoretical as well as statistical arguments. Recently, Chapman et
al. (1996) stated that noecs are inappropriate for regulatory use. They illustrate
this statement with an example of eﬄuent toxicity data and propose the use of ec50
values in stead of noecs. Their major comment is that (a) the noec is not a good
estimate of the nec, (b) noecs are highly variable between tests and can lead to
contradictory results, (c) relatively subtle differences in the way an analysis is carried
out can also lead to quite different results, (d) ec50s or other point estimates are more
consistent, more reliable and less variable than noecs and can be compared between
tests, and (e) using different taxa interchangeably in tests will increase variability.
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Their comments concerning eﬄuent control are valid, especially when they prop-
agate the use of ec50 values for comparing effect concentrations. Another question
is whether their proposal is adequate when advocating the use of ecx values. What
ecx value are proposed? ec5, ec10 or ec25 values? Should the x be the same for
each test or end point? What are the consequences of such a proposal for existing
test guidelines, regulatory frameworks for risk assessment and current practices to
derive environmental quality guidelines? What are the consequences for chemicals
for which noecs have already been reported? Is there a single conversion factor
between noec and ecx values? Our contribution to this book is meant to stimulate
the discussion on this point and to increase awareness of the consequences of some
of these options.
noecs in risk assessment of chemicals
The first phase in environmental and human health risk management involves the
identification of the possible risks of chemicals resulting from production, transport,
use and disposal. Traditionally this process has been directed towards the hazard
identification of chemicals based on their intrinsic properties. This hazard identifi-
cation may lead to classification of a chemical as ‘Dangerous for the Environment’
according to the ec directive on the classification and labelling of chemicals (EC
1992). In recent years, the consecutive phase of the risk management process, i.e.
the risk assessment, has developed rapidly. The principles of risk assessment have
been laid down in EC legislation, both for new and existing chemicals (EC 1993,
1994). According to these principles, risk characterization is the estimation of the
incidence and severity of the adverse effects that are likely to occur in a human pop-
ulation or the environment due to actual or predicted exposure to a substance, and
may include risk estimation, i.e. the quantification of that likelihood.
In order to perform a risk characterization, a dose(concentration)-response(effect)
assessment and an exposure assessment have to be made. The objective of the
concentration-effect assessment is to predict the concentration of the substance be-
low which adverse effects in the environmental compartment of concern are not ex-
pected to occur. This concentration is known as the predicted no-effect concentration
(pnec). From these formulations the intention of the risk-oriented environmental pol-
icy becomes clear. It is the intention to achieve concentrations in the environment
below which the risks for man and the environment are negligible. The concept ”no-
effect” has a dominant place in these and other legislative frameworks, often without
specifying what is exactly meant by it. However, we have to realize that ”no-effect”
in the pnec is quickly associated with the noec.
pnec values are often derived by applying assessment factors to the lowest toxicity
value in a set of toxicity data. The magnitude of these factors usually depends on the
type of test (acute, chronic, or field) and on the number of data available. Typically,
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assessment factors applied to noecs are lower than the ones applied to l(e)c50
data (OECD 1992). Part of the assessment factors themselves are derived from the
comparison of l(e)c50 data and noecs (ECETOC 1993).
In addition to the use of noecs in risk assessment, noecs are specifically re-
quired in testing strategies that come into force when the risk assessment based on
l(e)c50 data indicates a possible risk (CEC 1996). Furthermore, noecs are used
in many countries to draw up environmental quality guidelines. The US-EPA, for
instance, uses noec values for at least eight different species in order to derive a
Final Chronic Value for the aquatic ecosystem (Stephan et al. 1985). Similarly, in
the Netherlands noec values are used in the statistical extrapolation techniques
put forward by Aldenberg and Slob (1993) in order to derive maximum permissible
concentrations (mpc) in water and soil. These mpc values are the basis for environ-
mental limit and target values (Slooff 1992). The use of noecs has been laid down
in a variety of documents as well as legislation (EC 1993, 1994, OECD 1992).
It may be concluded that the term no-effect, as well as noec values themselves,
play an important role in legislation and procedures related to risk assessment and
environmental quality guidelines, both at national and international level.
What is needed in environmental effects assessment of chemicals?
As stated above, current risk assessment schemes use pnecs and compare these val-
ues with measured concentrations or with predicted environmental concentrations
(pecs). The word ”predicted” is important here because in many cases nothing is
known about the actual concentrations and effects that may occur under environ-
mentally realistic conditions in ecosystems. Generally the estimation of the pnec is
based on few ecotoxicological data obtained from single-species tests under standard
laboratory conditions. Hence, the uncertainty in the extrapolation is great. In order
to reduce this uncertainty the best estimate of the no-effect concentration for the
individual species is to be preferred. If possible, this nec should be model-based,
applicable in risk assessments and independent of the fact that people use different
statistical techniques. Apart from the point estimates for the nec, there is also an
increasing demand in knowledge about the possible effects on ecosystems in situ-
ations where no-effect concentrations are exceeded. These ”so what” or ”what if”
questions require not only the nec but also a concentration-effect curve which allows
the prediction of the percentage (adverse) effect.
The noec versus ecx dispute
The problems associated with the use of noecs have been clearly identified and
summarized by Pack (1993). There is no need to discuss these in detail but some of
his most striking observations may be repeated here. Disadvantages of the noec are
that: (1) the noec must be one of the test concentrations and therefore depends on
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the choice of the test concentrations; (2) no precision statements are possible with
the noec; (3) because of the variability in an experiment the noec may correspond
to large effects; (4) the noec approach gives no information on the slope of the
concentration-effect curve, i.e. the range of the sensitivity of the chemical. In his
review, Pack concluded that the ecx estimates would be a far better alternative since:
(1) the value is interpolated and less sensitive to the choice of test concentrations;
(2) its precision can be quantified with confidence intervals; (3) because of (1) and
(2) the ecx values are comparable and (4) if a model is fitted to the data the whole
of the toxic response of the organism may be characterized. Clearly, ec50 estimates
have a number of advantages from a statistical point of view. This may also be the
case for ecx values. There are, however, also a number of disadvantages with these
methods, such as the choice of the model and difficulties in computation. According
to Pack (1993), these problems can be solved. In our opinion the arbitrariness of
the choice of the dose-response model will always be a problem since there is no
theoretical basis for preferring results of one model over the other. Apart from that
there are a number of other disadvantages and unresolved problems related to the
use of ecx values. These will be described below.
What value of x must be chosen?
An important question is what ecx value can be regarded as having no effect at
the species level. This is certainly not a trivial question. The scientific community
does not seem to have a general opinion on this matter. Values ranging from 5 to
25% have been proposed, which is still a considerably large range. The choice of an
effect level at the lower end of this range may have considerable consequences for the
design of the test and may increase its costs. The outcome will strongly depend on
the choice of the response model. Furthermore, there is little insight in the long-term
ecosystem effects of higher effect concentrations. As long as this insight is lacking a
serious risk is taken by accepting these relatively high effect ranges.
Consequences for test guidelines
Another question is whether for all tests the same value for x should be used. For
instance, is a 5% inhibition of algal population growth similar to a 5% lethal effect
level for fish populations? When establishing values for x we need to take into
consideration the generation time of these organisms in deciding what adverse effect
levels are acceptable or not. Do we need to address the natural variability in these
discussions? This would circumvent discussions about every existing test guideline
as well as new test guidelines. It is certainly not possible for all current test protocols
to calculate low ecx values with a reasonable confidence limit unless changes in the
design of test protocols are made.
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Consequences for risk assessment
What are the implications of using different effect levels, for instance when different
ecx data with different values for x are used in extrapolation techniques in order to
derive pnecs? Is there a need to change assessment factors which have resulted from
long discussions at international level? There is no doubt that the introduction of
ecx values with varying values of x, depending on the endpoint under consideration,
will probably lead to long-term discussions about test designs and extrapolation
methodologies. The advantages of using ecx values instead of noecs in terms of the
overall reduction in uncertainties in effects assessment are relatively small compared
to the overall uncertainties, e.g. the lack of soil/sediment data and lack of information
about the actual use and exposure patterns of chemicals.
What to do with old noec data?
If it is decided to move away from noec estimations to an alternative estimation of
the no-effect concentration, the question arises if the old noec values can still be
used side by side with these alternatives in the estimation of the pnec or if separate
safety factors and extrapolation techniques have to be developed. The lack of data
that currently exists makes it unacceptable to reject ‘old’ noecs because they are
out of date. If on the basis of a large number of chemicals it can be shown that ecx
values are generally higher than the noecs, resistance against this change-over will
certainly arise. Similarly, a general shift towards lower values will not please other
parties in our society. From a scientific point of view this type of analysis may be
disputed as incomparable data for different chemicals and species are combined in
order to predict the overall shift in the pnec.
Costs
At this stage in the discussion it is not exactly clear what the financial consequences
would be in terms of redesigning test guidelines and the transformation of noecs to
ecx values. In the event that new tests have to be generated because raw data of tests
are no longer available, the financial consequences for industries and governments
would certainly be unacceptable. We expect that in a transition period noec values
and alternative parameters will have to be presented in order to gain experience and
in order to correlate the results of different methods with each other.
An alternative approach
It is obvious that the noec suffers from a number of serious problems and that an
alternative estimation of the maximum concentration without effects would be highly
desirable. The ecx is often proposed as being such an alternative, but this parameter
also has a number of disadvantages that seem to be difficult to overcome. Kooijman
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and co-workers describe methods in this book, which can be used to estimate the No-
Effect Concentration as a model parameter from data from several aquatic toxicity
tests. These methods kill two birds with one stone; they provide nec estimates as
well as estimates for the toxicity of chemicals for a species. Effects of toxicants are
modelled by a change in the parameters of the Dynamic Energy Budget (DEB) of an
organism, as a function of the tissue-concentration of the toxicant. The DEB model
specifies the rules that organisms use for energy allocation to maintenance, growth,
development and reproduction. The model is applicable to organisms that do not
suffer from nutritional limitations and to organisms that are limited by just one type
of resource (food, nutrient).
An important aspect of the new method is that it is process-based, which allows
the evaluation of population consequences of effects on individuals. It also allows
the evaluation of effects when concentrations of toxicant change rather than remain
constant. This makes it easier to translate the results from bioassays into expected
effects of emissions and, therefore, better applicable in risk assessment. Since the nec
and the effect parameters do not depend on exposure time, contrary to the noecs
and the ec50s, it is easier to extrapolate observed effects from a particular compound
to that of other compounds with a similar mode of action, but a different lipophilic-
ity. This can reduce costs considerably, and help to choose test concentrations in
bioassays effectively. The software makes the method easy to apply.
Conclusions
The question whether the noec approach should be replaced by a better nec esti-
mate is a topic that not only concerns test guideline development. The noec plays
an important role in procedures to set environmental quality guidelines and in the
estimation of pnecs. These procedures are part of legislation and are based on in-
ternationally agreed procedures for risk assessment of chemicals. Moving to ecx
estimation may provoke a re-opening of the discussions on either of the above men-
tioned points as well as on the principles that have been agreed upon at national
and international level. It goes beyond saying that amendment of texts in legislation
such as ec directives would require substantial time and energy.
If the prerequisites mentioned above can be fulfilled, the next step will be to ob-
tain national and international acceptance of the alternative parameter. In order to
prevent long-lasting repetitive discussions, coordinated action at high international
level should be taken. The decision to enter this process should be taken, based on
a thorough analysis of the advantages and disadvantages of the turn-over. It should
be realised, however, that even with international acceptance of the alternative pa-
rameter, it will probably take many years before the necessary changes in legislation
and associated procedures will be effective. Keeping this in mind, as well as the
fact that the uncertainty in the whole risk assessment process will usually be much
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greater than the uncertainty in the estimation of noecs, one might seriously ques-
tion whether it is worth stepping into this process. What does remain in the area of
effects assessment is the need for (1) good estimates of no-effect levels and (2) reli-
able information about the concentration-effect relationship in order to address the
question what will happen if noecs, pnecs or environmental quality guidelines are
exceeded. We believe that methods are available which solve some of the statistical
problems related to the derivation of noecs, and at the same time make optimal use
of test data to derive concentration-effect relationships.
We think that this book provides a major contribution to the debate regarding
these alternatives. We hope that the scientific discussion will ultimately provide the
necessary building blocks to make a well-considered choice of one of them.
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Chapter 2
Toxic effects as process
perturbations
2.1 Introduction
Ecotoxicology
Ecotoxicology developed from human toxicology and pharmacology; these roots are
still clearly visible today. Animals originally served just as models for humans, only
much later was the health of animals themselves given some interest. The extension to
algae, plants and ecosystems is rather recent. This is partly due to the poor structure
of ecology as a science to predict population and ecosystem dynamics. The scanty
knowledge in this area is mostly based on what is called unstructured population
dynamics, where individuals are treated as identical copies. Since pollutants directly
affect individuals, not populations, theories on structured population dynamics had
to be developed in which individuals differ in one or more respects from each other
(age, size, energy reserves, toxic burden etc). These theories are also essential to
give population dynamics a firm physiological rooting. Processes that define the
physiology of ecosystems, such as nutrient recycling, carbon budgets, etc., can only
be understood as further consequences of population dynamics. Theories about
structured population dynamics are still in their second decade and they are rather
complex, which explains why they still play only a minor role in ecological thinking.
Furtunately, this is now changing rapidly.
Most interest in ecotoxicology derives from a costs-risk analysis where the problem
is to minimize production costs of goods as well as effects of human induced chemical
pollution that results from this production. The scientific problem of assessing effects
of toxicants is wider, however, and also of fundamental interest. Organisms have
0Published as: S.A.L.M. Kooijman (1996) In: Schu¨u¨rmann, G. and Markert, B. Ecotoxicology,
Spektrum Akademischer Verlag, pp 483–519
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been struggling for survival in chemically unfriendly environments from their first
existence on.
The appearance of oxygen as a byproduct of photosynthesis in the atmosphere has
probably been fatal for most pre-cambrian organisms. The production of cyanides,
alkaloids and other secondary products by plants obviously function to deter herbi-
vores; the tannins of acorns effectively block digestion by the European red squirrel,
for instance, but the American grey squirrel found a way to deal with this defence
of the oak and so managed to outcompete the red squirrel in parts of Europe (Mac-
Donald 1995). Like plants, many species of animal use toxins to protect themselves
against predation; heliconid caterpillars accumulate toxins from passion flowers; ar-
row frogs and the hooded pitohui (a bird) produce protective toxins themselves
(Emsley 1992). More active forms of chemical defence occur in termites (Prest-
wich 1983), while snakes, wasps, centipeds and many other organisms use venoms
to kill offensively. Biology is full of examples of chemical warfare with sometimes
striking responses and defence systems (Agosta 1995). The ability of the parasitic
bacterium Wolbachia to induce parthenogenesis in normally sexually reproducing
species (doubtlessly via chemical interference) has recently attracted a lot of atten-
tion (Maran and Baumann 1994). Some bacteria quickly transform sugar into acetate
for later consumption, while suppressing growth of competitors. Natural growth-
suppressing compounds, such as penicillin, are intensively applied in medicine. Bo-
tulin, which is produced by the bacterium Clostridium botulinum, makes frequent
casualties among fish and birds. The soil bacterium Bacillus thuringiensis produces
a toxin that kills insects effectively (Holmes 1993).
These different fields of interest have not, to my knowledge, been brought together
as yet. The reason is probably that the pressure to quickly ‘solve’ practical problems
in risk assessment has always been intense and has dominated ecotoxicological meth-
ods. Science, however, would greatly benefit from a more fundamental approach to
the problem of effects of toxicants (human-induced and others) on organisms.
The development of ecotoxicology has started for aquatic environments. This has
been due to early human health problems with drinking water, but also because of
the relative simplicity of this environment in being well-mixed and relatively easy to
standardize. There is no such thing as a “standard soil” with a “standard humid-
ity”. Although the basic principles are the same in aquatic and soil environments,
the problems of bioavailability, transport and transformation are very difficult to dis-
entangle from toxicity in soil environments. Although standardization benefits the
comparability of toxicity results, routine toxicity testing provides good examples to
illustrate that standardization of experiments that lack a firm scientific basis actu-
ally hampers the development of such a basis. Applied aspects (i.e. risk assessment,
cost control) rather than the scientific problem controlled experimental research and,
therefore, the methods of ecotoxicology; a most undesirable situation. The slogan
“no change, no progress” certainly applies to the present situation of toxicity testing.
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Risk assessment
Risk analysis is based on expected effects of chemical compounds in the environ-
ment. Spatial and temporal scales are very important. There is a great difference
between point and diffuse emissions and between emissions that occur only at one
given moment and that continue in time. This is due to the differences in the rel-
ative importance of aspects such as transport, chemical transformation, adaptation
and local effects with biological recovery due to migration from distant areas. See
van Leeuwen & Hermens (1995) for a recent discussion of these topics. The most
important chemical transformation to be considered in the translation of laboratory
results into expected effects in the field relates to the phenomenon of bioavailability.
Only a small fraction of the compound is directly available in the field due to binding
to ligands (mainly dispersed organic matter), but the fraction that is not available
may become available later. Such delays can be difficult to judge. The weakest
topic in risk assessment, however, is the set of biological effects itself, because of the
problem that we already have to predict situations without toxicants. The numerical
behaviour of real-world populations is frequently erratic and difficult to understand.
This makes effects of a toxic compound difficult to recognize, especially when the
effects are small. This difficulty does not imply that small deviations are not impor-
tant in the long run. The unpredictable behaviour is one reason why experiments
with mesocosms do not always demonstrate effects that can be expected on the ba-
sis of single-species toxicity tests under well-controlled conditions (Kooijman 1988).
These remarks point out that many factors contribute to expected effects in the field,
but it is from the effects on biota that human-induced chemical pollution derives its
interest.
Central to the problem of risk assessment is the fact that it is easy to demon-
strate effects on individuals under controlled conditions, whereas the environmental
problem occurs at the ecosystem level. We therefore need to know how these levels
of biological organization are interrelated. Energy budgets are central in this trans-
lation because they define the processes of competition, predation and propagation,
which are at the core of population dynamics and, therefore, of ecosystem dynamics.
We thus have to know how energy budgets are affected and how this translates to
a deviation of an ecosystem behaviour without toxicants. The latter is obviously
far from straightforward, in view of the problems we already have to create models
where a rich diversity of species is persistent. We are just beginning to understand
how population dynamics in simple (homogeneous) environments relate to properties
of energy budgets and how they change during life span.
The significance of toxicant-induced mutations and teratogenic effects for envi-
ronmental risk assessment is understood extremely poorly. Some workers even deny
the environmental significance of mutagenic compounds, since mutations in somatic
cells hardly affect the health of the organism (except humans) and mutations in ga-
metes are not relevant because of the abundance of unaffected gametes. Below I will
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discuss the rationale behind the idea that mutagenic compounds reduce the life span
of organisms via interaction with the process of aging.
If the translation from laboratory results into field predictions is feasible, it will
only be so if the description of effects is based on mechanistic insight. Existing
methods to describe effects of toxicants are purely descriptive, however. The most
important parameters are concentrations for which the survival probability is half the
value of the control (lc50), or of concentrations for which some quantity of interest
such as size or number of offspring is half the value of the control (ec50). The next
section will discuss the scientific problems of such a description, which also affect the
estimation of concentrations that have no effect at all.
The most popular method to obtain an estimate for such a concentration is to
identify the highest tested concentration that does not differ significantly from the
control (the no-observed effect concentration, noec). See Yanagawa et al. (1994) and
Hothorn (1994) for recent statistical reviews. Apart from the minor problem that the
possible values are restricted to the limited set of tested concentrations, the fact that
the estimate depends on the unknown power of the statistical test that is used to spot
significant deviations from the control can lead to very strange results (Skalski 1981;
Kooijman 1981; Hoekstra & van Ewijk 1983; Pack 1983; Stephan & Roger 1985). It is
quite possible that the noec is larger than the ec50 for instance! Because legislation
aims to prevent effects by reducing the amount of emitted chemicals, noecs still play
a major role in applied ecotoxicology. I will discuss better alternatives that eliminate
the statistical problems of noecs below.
After a brief description of standard methods to describe effects of toxicants, I will
discuss the analysis of the most relevant effects of compounds: survival, mutation,
reproduction. These effects are the most important in relation to the quality and
quantity of life. Population dynamics depends directly on the processes of reproduc-
tion and survival. Reproduction can, however, be affected directly or indirectly via
feeding (assimilation), growth, and maintenance. Why and how these physiological
processes are related is the subject of the Dynamic Energy Budget (DEB) theory,
which will also be discussed briefly. Although the mechanisms and analyses apply
to aquatic toxicity, terrestrial toxicity as well as human toxicity, the discussion will
focus on aquatic ecotoxicity.
Following Landrum & Dupuis (1990) and Landrum et al. (1992), Kooijman
(1981), McCarty (1986, 1990, 1991), McCarty et al. (1989, 1993), the effect size
will be related to the concentration of toxicant in the organism, and consequently
the kinetics (i.e. uptake and elimination behaviour) of the compound is relevant to
understanding the effects. Since the kinetics of lipophilic compounds depends on the
lipid content of the organism, and, therefore, on the feeding status and the energet-
ics, we have a second reason why the DEB theory is basic to the understanding of
effect sizes. So, after the standard methods, I will first discuss elements of the DEB
theory, and subsequently toxicokinetics, effects, and consequences of these effects on
population dynamics.
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2.2 Standard descriptions
lc50 and gradient
The results of standard tests on the lethality of toxicants usually give the number
of surviving animals as a function of the concentration of toxicant, which has been
constant (hopefully) during a standardized exposure. The control survival proba-
bility is typically larger than 90% and a sigmoid curve is fitted to the number of
survivors as a function of the concentration of toxicant (in water). This curve is
usually the log-logistic or log-probit curve, which both are characterized by a 50%
point (the lc50) and a gradient parameter, which represents the maximum change
in the number of survivors as a function of the logarithm of the concentration in the
water.
When counts have been made at different observation times, the lc50 generally
decreases as a function of exposure time. This phenomenon can be described well
on the assumption that the survival probability depends on the concentration in
the organism, and that the toxicant follows some simple kinetics (Kooijman 1981).
The relationship between uptake and effects has meanwhile been well established
(Crommentuijn et al. 1994). Death is certain as soon as the toxicant in the organism
exceeds a certain individual-specific threshold value. Individuals vary in physiological
condition and therefore in threshold values. The threshold value of a particular indi-
vidual is assumed to be a (random) trial from a bell-shaped frequency distribution,
which leads to a sigmoid concentration-response curve for the number of survivors.
The effect, then, is described deterministically at the level of the individual and
stochastically at the level of the cohort of tested organisms.
Problems
The reconstruction of basic assumptions in the standard model has been given above
to reveal several problems that are inherent to this method of description.
• Extreme standardization of culture conditions practically eliminates the phys-
iological differences between individuals, but experimental practice shows that
the gradient parameter cannot be increased beyond a given maximum. There
is an upper limit for the maximum slope of the concentration response curve.
In other words, there is a rather substantial variation of threshold values be-
tween individuals. It appears that the effect is stochastic at the level of the
individual, not deterministic.
• The distribution that describes the variation in threshold values (log-logistic,
log-probit) represents a rather arbitrary choice from the large set of possible
distributions. This is of little relevance for the estimation of the lc50 value
itself, as long as the selected curve fits the data. The particular choice of
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response function is, however, of great importance if we wish to obtain ‘small’
effect concentrations, such as the lc1 or lc5, from the estimated parameters
(lc50 and the gradient). The smaller the effect level, the larger the confidence
interval, and more importantly, the more the result depends on the specific
choice for the model.
• At high concentrations of a very toxic compound, the standard lc50/ec50
model makes the very unrealistic prediction that there are unaffected individu-
als. This property is due to the infinitely long upper tail of the distribution of
threshold values. This is inconsistent with physical chemistry, and from long
experience we simply know that no individual survives prolonged exposure to
very toxic compounds.
• Since the gradient parameter reflects the variation in
the (logarithms of the) threshold values, it is indepen-
dent of the exposure time. In practice, however, the
gradient tends to increase with the exposure time. We
cannot simply parameterize this phenomenon by choos-
ing a time-dependent function for the gradient param-
eter, because we then run into the problem that for
certain (low or high) concentrations the survival prob-
ability will increase in time, which is obviously not pos-
sible. The only way to incorporate such phenomena is
to go back to a process-oriented description for survival.
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• Sublethal effects show that the reasoning behind the description of lethal effects
is simply wrong. No big variations in the physiological conditions of standard-
ized test organisms have been observed. When a toxicant affects reproduction,
for instance, it does so in all individuals to about the same extent. There are
no records of individuals that cease reproduction while others continue at the
blank rate.
• As mentioned before, lc50/ec50 values themselves depend on exposure time.
The problem is not completely solved by standardizing toxicity tests to a fixed
exposure period (The standardized toxicity test with Daphnia magna lasts 48
h, independent from the type of compound that is tested). Surfactants react
quickly; if no effect shows up after a few hours of exposure, it is unlikely that
any effect will show up at that concentration. Things are totally different for
toxicants such as cadmium. The lc50 for an animal as small as Daphnia still
decreases after three weeks of exposure. The lc50-time behaviour depends on
properties of the chemical as well as those of the organism (especially body size).
This mixture of properties is most unfortunate in application of lc50/ec50 in
risk assessment and reduces the comparability of results of standardized tests.
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ec50
There is not much to say about models that are used to describe sublethal effects. The
standard approach is to relate the quantity of interest, such as the cumulated number
of offspring during a standardized test period, to the logarithm of the concentration
of toxicant in a logistic way. Apart from the noec, this gives three parameters: the
control value, the ec50 and a gradient parameter. This model just serves the purpose
of describing a very limited data set, without bothering about the foundations. The
aim seems to be to obtain an ec50 value for the quantity of interest and compare
it with other ec50 values of other compounds and/or effects. A good example of a
frequently applied nonsense parameter is the ec50 for biomass of algae in a 3 days
test on growth inhibition. The value depends on the arbitrarily chosen test period
and the (control) population growth rate (and therefore the medium composition,
the temperature, light conditions, turbulence and alga species). Although these
limitations are recognized (Nyholm 1985), this is apparently no reason to abandon
such measures. Many people seem to think that standardization solves all problems,
and leave to the poor administrator the problem of risk assessment which requires
an integration of different kinds of information.
Conclusion
The standard model is based on assumptions that are not realistic. The fact that
lc50 or ec50 values as well as noecs depend on exposure time in a way that depends
on both compound and organism characteristics hampers their application. The use
of repeated observations to detect deviations from the control is problematic with-
out an adequate model for the appearance of effects. In general, such observations
are statistically dependent. Moreover, the standard model is inconsistent with the
concept of the noec, because the log-logistic as well as the log-probit concentration-
response curve approaches the control response for decreasing concentrations only
asymptotically. The standard model can be extended to include a no-effect concen-
tration (nec) as a parameter (Kooijman 1981). Such a model solves the problem of
statistical dependence and the unknown power of the test to spot deviations from
the control response. This is because the null-hypothesis states that the nec equals
zero, while the alternative hypothesis asserts that it is positive. Twenty years of
routine application indicate that point estimates for nec are positive in about 50%
of the cases and that in less than 10% of the cases the nec differs significantly from
zero. This low frequency of significantly positive necs is due to the gradient param-
eter, whose unknown value reduces the information content of a concentration that
shows an obvious effect to “the nec is smaller than that concentration”. Response
curves with a positive nec and with a nec of zero are too similar. I now consider
my previous attempts to improve the standard model to be a failure and advocate a
radical rejection of the standard model in favour of the DEB-based models that are
discussed below.
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Small effect concentrations have been proposed to replace the noec (see Bruce
& Versteeg 1992, Pack 1993). Apart from the problem of defining ‘small’, such
parameters hardly solve the problem, due to the arbitrariness of the choice of response
function. The problems become less pressing for moderate effect concentrations (e.g.,
lc10 of lc25), but who wants to allow such effects to occur? The larger the effect,
the more important it is to have a reliable translation of the effect into consequences
for the ecosystem. Such reliable translations do not exist and it is very unlikely that
they will exist in the near future.
In summary, I have to conclude that the lc50 and ec50 are parameters that
have desirable statistical properties (Hoekstra 1993), but nobody should attach much
ecological importance to their values. They are hardly relevant for risk assessment
and they are based on a model with a shaky basis. Useful descriptions should be
process-oriented. The existence of extensive data bases for lc50/ec50 values should
not be a reason to continue the application of the standard model.
Alternatives
Thinking about alternative methods to characterize toxic effects, it might help to have
a closer look at mutagenic effects first. Traditionally, these effects are considered as
a completely different category, but I will show that it is possible to construct a
framework for the characterization of toxic effects into which effects on survival,
growth, reproduction and mutation fit naturally. Several other effects, such as those
on respiration and mineralization, can be understood in terms of the mentioned
effects. The theoretical basis of these relationships has been worked out in Kooijman
(1995).
The most frequently used bioassay for testing the mutagenic effects of compounds
is the Ames test. A series of petri dishes with rich medium but a very small amount
of histidine, is inoculated with a mutant of the bacterium Salmonella typhimurium
that is not able to synthesize histidine itself. Different amounts of test compounds
are added to the dishes and the number of revertant colonies is counted. The number
of revertant colonies is usually a linear function of the concentration. It appears that
back mutations to the wild type that is able to synthesize histidine only occur if the
mutation takes place during the short period of growth, where histidine is available
(van der Hoeven et al. 1990). The relevance of this bioassay for mammals (and in
particular for humans) is increased by adding liver homogenate of rats to mimic
metabolic transformations that might occur in mammalian cells. noecs are usually
not obtained for this test; the only interest is in the slope of the concentration-
response line.
False positives can occur in the Ames test if background mutations exist (e.g. as
a result of autoclavating the medium) and if the compound affects the growth rate. In
that case, the compound increases the exposure period to the mutagenic compounds
in the medium because the growth process lasts longer at high concentrations.
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Each molecule is assumed to have an equal probability of producing a mutation,
which results in a linear concentration-response relationship. Below I will show that
this idea of independent effects of molecules extends to all kinds of toxic effects, if
we focus on the right physiological target process. If we do so, we can obtain the
familiar sigmoid concentration-response relationships for the number of survivors,
the number of offspring and for the size of organisms, etc. The DEB theory will be
used to identify the target processes and how they are interrelated. I will also show
how mutagenic effects relate to the process of aging within the context of this theory.
2.3 Dynamic Energy Budgets
Energy budgets have provided a very useful vehicle for the understanding the con-
nections between food uptake, digestion, maintenance, growth, reproduction and
aging. Since these relationships change in a systematic manner during the life span,
such budgets should be treated dynamically. Generally three life stages should be
distinguished: embryo (which does not feed or allocate material to reproduction),
juvenile (which feeds, but still does not allocate material to reproduction) and adult
(male/female or both). The DEB theory gives detailed quantitative descriptions for
the basic processes during the life, which are supposed to apply to all heterotrophs,
from bacteria to humans to whales. Unicellular organisms are treated as juveniles
because they take up resources from the environment and they do not allocate en-
ergy or material to reproduction. It is beyond the scope of this section to discuss
the details of the theory; therefore, I only mention the most basic axioms. It can
be shown (Kooijman 1995) that a tight connection exists between mass and energy
fluxes in heterotrophs, which rests on the concept of homeostasis: the ability of
organisms to keep the composition of the body constant despite variations in the
chemical environment. All mass fluxes must be weighted sums of three categories
of energy fluxes: assimilation, growth and dissipating energy fluxes such as main-
tenance, heating, etc. Autotrophs are more complex in this respect, but follow the
same basic rules. Consequently, the processes of mineral recycling and other ecosys-
tem physiological processes can all be conceived as consequences of dynamic energy
budgets.
Food uptake by juveniles and adults is scaled as proportional to the surface area
and depends hyperbolically on food density. The surface area is important because
it is linked to encounter rates with food particles at low food density (filtering rates,
searching rates) and to food processing rates at high food density (surface area of
gut, which is approximately proportional to surface area of the whole animal). A
hyperbolic relationship with food density results if each food particle blocks the
uptake of other food particles for some time, leading to a rejection of particles when
the animal is ‘busy’. This handling time may relate to mechanical handling of food
particles, but also to the digestion process and/or some process further down the line
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of food processing. The maximum ingestion rate is realized when the animal spent
all time in handling food particles and no waiting time between subsequent particles
is left.
Digestion efficiency is constant, i.e. independent from food density and the size
of the organism. Material and energy is extracted from food and added to the
reserves. The reserves in all three life stages are used at a rate that depends on the
amount of reserves and the size of the organism. A fixed fraction of this mobilized
material is used for maintenance plus growth; the rest is used for development and
reproduction. (Reproduction only applies to adults.) The amount of energy that is
required for maintenance is proportional to the volume of structural biomass, which
is synthesized as a result of resource allocation to growth. Thus, growth stops if
the energy allocated to growth plus maintenance is fully consumed by the process of
maintenance; reproduction is a parallel process.
The organism switches from embryo to juvenile and from juvenile to adult when
it has invested a certain cumulative amount of energy in the increase of its state
of maturity. The material allocated to reproduction is cumulated into a buffer and
at the moment of reproduction this material is converted into one or more eggs.
(Some organisms, such as most mammals, do not reproduce via eggs but via foetuses
which receive nutrition from the mother during development.) Initially, the structural
biomass of eggs is negligibly small, the embryo develops at the expense of its reserves.
Unicellular organisms divide when they have invested a certain amount of energy
in development. Due to the partitioning rule for the energy mobilized from the
reserves, this occurs at a certain structural biomass. More precisely, the cell starts
to duplicate its DNA when it exceeds a certain structural biomass. This duplication
process lasts a fixed period during which the cell continues to grow. Since the rate
of growth depends on the amount of reserves, the cell size at division depends on the
feeding conditions.
As a result of respiration (the use of oxygen to free energy from reserve materials),
DNA is affected via free oxygen radicals with an efficiency that depends on the type
and amount of antioxidants in the tissue. The exact link between respiration and
energy fluxes on the basis of the above mentioned rules is somewhat technical, but
fully specified by the set of rules for energy uptake and use. When DNA is affected,
this has two consequences. The original protein (usually enzyme) is no longer pro-
duced by the affected gene and that gene produces disfunctional proteins. Affected
cells do not divide. For unicellular organisms this means death or metabolic arrest.
For metazoans this means that the damage, measured as the cumulated amount of
disfunctional proteins, can be diluted by growth, i.e. the increase of unaffected struc-
tural biomass. It appears that a very good agreement with experimental survival
patterns results if we simply take the hazard rate proportional to the cumulated
damage. The hazard rate at a certain age is defined as the instantaneous death rate,
given survival up to that age. The survival probability at that age equals the expo-
nent of minus the cumulated hazard rate up to that age. Notice, however, that aging
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is just one of the components that affect survival. The process of aging is described
by a single parameter, called the aging acceleration. It is an acceleration because the
hazard rate is proportional to cumulated damage; the cumulation process transforms
a rate (dimension time−1) into an acceleration (dimension time−2).
This model for aging gives the correct predictions of the interrelationships be-
tween life span and feeding level for ectotherms, i.e. animals that do not allocate
energy to heat their body to some preset temperature. Endotherms seem to de-
crease the efficiency of the defence system to catch free radials during life. This
can be understood by realizing that organisms use free radicals to build up genetic
variability in the gametes, which are treated in the same way as somatic cells with
respect to mutation frequencies. There is a trade-off between the expected life span
of individuals and genetic variability.
In summary, the DEB theory selects reserves, structural biomass and cumulated
damage as the state variables, to describe the various processes quantitatively. A set
of 11 parameters that determine all rates in the three life stages, given food density
and temperature, is assumed to be fixed for a certain individual during its life span.
Arrhenius relationships describe how the rate parameters depend on temperature.
It is beyond the scope of this section to explain why and how these 11 parameters
tend to co-vary when we compare individuals of different species. Body size scaling
relationships that describe how physiological life history parameters change with
adult body size can be derived on the basis of the structure of the theory without
using any empirical argument. Indeed, it explains why the respiration rate is roughly
proportional to biomass raised to the power 0.75; a well-known physiological enigma
thus seems to be eliminated.
The DEB theory is at the heart of population dynamics. Populations are then
conceived as a group of individuals that obey the rules implemented in the DEB
theory and, as a first approximation, only interact via feeding on the same resource.
Population dynamical theories that account for differences between organisms in
terms of age, size etc. are called structured population dynamics (see Metz & Diek-
mann 1986 for an introduction). The laws of energy and mass conservation then
lead to the rules for how population size and structure change in time (in terms of
frequency distributions of body size and reserves), given a specification of the envi-
ronment in which a population lives (Kooi & Kooijman 1994, 1994a, 1995). This is
obviously rather complex for organisms that do not change in shape during growth,
which makes their surface area proportional to their volume raised to the power 2/3.
We use parallel computers to analyze the dynamics of such populations. If the organ-
isms do change in shape during growth, such that their surface area is proportional
to their volume, the rules for population dynamics simplify to what is known as
unstructured population models, i.e. models in which the individuals are combined
into a total population biomass. Unicellular organisms have a very interesting inter-
mediate position, because details about their growth from baby cell to mother cell,
which amounts to a factor of only two, do not greatly affect the population dynam-
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ics. We use these paradigms to find simple approximations to population dynamics
and the conditions under which these approximations hold. Dynamic transformation
efficiencies for the conversion of food into biomass play a central role in simplified
descriptions of structured population dynamics.
Populations can be tied into food chains and food webs, which can easily show
very complex dynamic behaviour in simple environments. A theoretical microbial
food chain of length 4 (i.e. a non-reproducing substrate, prey, predator and top-
predator) can behave chaotically in a simple chemostat environment at special com-
binations of throughput rate and concentration of substrate in the feed. At present
we are working on simplified approximate descriptions of summary statistics such as
total biomass of the food web, which might contribute to ecological insight. It seems
that maintenance requirements set a natural maximum to the length of a food chain,
for instance, but we still cannot derive this maximum as function of the parameter
sets of the species in the chain.
Although we are moving towards to an understanding of the behaviour of sim-
plified ecosystems in terms of mass (nutrient) and energy fluxes in the compart-
ments primary producers (plant/algae), consumers (animals) and decomposers (bac-
teria/fungi), progress is slow and painstaking. It is only fair to mention that we are
still far away from a scientifically sound understanding of ecosystem dynamics. A
major obstacle is spatial heterogeneity. It seems that this component is very impor-
tant for realistic population dynamics, but very hard to incorporate and analyse in
models.
2.4 Toxicokinetics
The simplest, and in many cases most realistic, model that describes the uptake
and elimination process is the one-compartment model. It assumes that uptake
rate is proportional to the concentration in the environment and elimination rate is
proportional to the concentration in the tissue. Note that the uptake rate depends on
the environment-concentration in the same way as food, provided that the ‘handling’
time is negligibly short with respect to the period between subsequent arrivals of
molecules. This seems realistic at low concentrations of toxicant, where the ‘handling’
in this case refers to residence time in the exposed membranes.
At a constant concentration in the environment, this gives an exponentially sa-
tiating curve when the tissue-concentration is plotted against exposure time. The
ratio of the ultimate tissue-concentration and the environment-concentration equals
the ratio of the uptake and the elimination rate; it is known as the bioconcentration
coefficient.
Uptake can be directly from the environment, for instance, via the respiratory
system (gills or lung), the skin, or food. According to the DEB theory, food uptake
is proportional to surface area so the total uptake rate of the toxicant is proportional
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to surface area. This also holds for the total elimination rate, expressed as mass per
time, which implies that the waiting time to reach a certain tissue-concentration is
proportional to the ratio of the volume and the surface area: the volumetric length
of an organism. (The volumetric length is defined as the cubic root of the volume.)
Connell & Hawker (1988) arrive at similar conclusions on the basis of a diffusion
model. Effects of toxicants relate to tissue-concentrations. The test on survival of
1 mm long water fleas Daphnia, which weighs some 0.2 mg (volume ≃ 0.2 mm3), is
standardized at 48 h, and of 40 mm long young Salmo, which weighs some 85 mg
(volume ≃ 85 mm3), at 96 h. If the species have the same sensitivity and surface-area
specific kinetics, there must exist a factor 3
√
85/0.2 = 7.5 between the lengths of the
tests, rather than 96/48 = 2. Small wonder that Daphnia is generally considered to
be a sensitive test organism.
If an animal grows during exposure, the kinetics become a bit more complicated,
due to the changing surface area and the dilution by growth (see Figure 2.1). A
Daphnia reproduction test is standardized at 21 d and starts with 0.8 mm long
neonates. After 21 d, the daphnids are 4 mm (in the control), which means an
increase in weight by a factor 53 = 125. With the DEB theory, correction for this
substantial growth during exposure is straightforward.
Another cause of deviation from a one-compartment kinetics relates to changing
lipid content of the animal due to changing feeding conditions, for instance. Animals
such as the blue mussel Mytilus edulis accumulate lipids during the year; at spawn-
ing, they release most of it in gametes and drop in dry weight by more than a factor
two. Lipophilic compounds accumulate rapidly in lipid-rich organisms. For this rea-
son, eels (Anguilla) tend to have much higher loadings of lipophilic compounds than
other fish. The DEB theory can be used to take account of these changes on the
basis of the assumption that partitioning of the compound over the various body
fractions is fast with respect to the uptake and elimination rates. If this partitioning
is not fast, we have to turn to multicompartment models, but experience indicates
that experimental data hardly justify such a move. The problem is that the number
of parameters is already large enough to obtain the flexibility to fit any observed
data well, irrespective of the realism of the model. Application of multicompart-
ment models is only justified if the compartments are identified and their burden
measured. If the compartments represent organs and the exchange rates between
the organs have a physiological underpinning, multicompartment models are called
Physiological-Based PharmacoKinetic (PBPK) models, see Baron et al. (1990) and
McKim & Nichols (1992) for reviews. The use of the extremely parameter-rich mul-
ticompartment models originates from pharmacology, but such models usually have
too much detail to apply in ecotoxicology.
The third class of deviations from a one-compartment model relate to metabolic
transformations of the toxicant which usually occur in the liver. These transfor-
mations usually increase the hydrophilicity and thus the elimination rate. They
represent a mechanism by which the organism detoxifies the compound. Both the
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Figure 2.1: Uptake and elimination during growth. The scaled tissue-concentration start
from cq(0) = 0 (left), or cq(0) = c (right), where c stands for the environment-concentration.
The different curves represent different choices for the value of the elimination rate k˙a, relative
to the von Bertalanffy growth rate γ˙. The finely dotted curve represents (scaled) body length
and the coarsely dotted curve the (scaled) reproduction rate. The (scaled) lengths at the
start of exposure and reproduction are realistic for the water flea Daphnia magna and the
value tγ˙ = 2 corresponds with 21 d for D. magna at 20◦C. All curves in both graphs have an
asymptote at the value 1. If the product of the von Bertalanffy growth rate and the exposure
time tγ˙ > 0.4, the curves in the left and right panels are almost identical, i.e. independent
from the initial tissue-concentration. The deviations from cq = c can therefore be attributed
to ‘dilution by growth’. For f denoting the scaled functional response (i.e. feeding rate), the
change in scaled tissue-concentration cq and scaled length l is given by
d
dt
cq = ck˙af/l − cq
(
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ln l3
)
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l = γ˙(f − l)
cq/c
tγ˙
k˙a/γ˙ cq/c
tγ˙
k˙a/γ˙
0.1
0.5
1
2
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elimination and effects relate to the aqueous fraction, not to the fraction in the lipid
storage of organisms, because these are metabolically inert. This is best illustrated
by freshly laid birds eggs, which are almost pure reserves, the structural biomass
of the embryo being negligibly small; such eggs hardly respire. During ontogeny
(incubation), the respiration rate increases as the structural biomass of the embryo
increases. This also means that effects are likely to show up when the reserves
are used during starvation. Models for metabolic transformations are organism and
compound specific.
If the transformation rate is proportional to the concentration in the aqueous
fraction and partitioning is fast, we still are in the class of one-compartment models
(with varying coefficients). This class of models is rather easy to implement in effect-
studies. Transformation rates can, for instance, be coupled to measures for metabolic
activity, such as oxygen consumption or carbon dioxide production; uptake can be
linked to water uptake (for terrestrial organisms), food intake or oxygen consumption.
All energy budget models that fully specify energy fluxes also specify mass fluxes,
such as water uptake, oxygen consumption etc. This is explained and worked out
for the DEB model in Kooijman (1995). This class of models is sometimes called
‘Bioenergetic-based toxicokinetic models’. Examples of such models for static energy
budgets can be found in Connolly & Tonelli (1985), Fagerstro¨m (1977), Jensen et al.
(1982), Norstrom et al. (1976), Thomann (1989).
2.5 Effects on individuals
Organisms evolved in a chemically varying environment; consequently they can cope
with varying concentrations of any particular compound, as long as the variations
are within a certain range. The upper boundary for this range, i.e. the internal no-
effect concentration, might be zero for particular compounds. Each molecule of such
compounds induces effects with a certain probability, but for most compounds the
upper boundary is positive. The lower boundary is zero for most compounds because
they are not necessary for life. Elements such as copper are required, so that the
lower boundary for copper is positive. Nitric oxide, which causes great problems
in photochemical smog and acid rain at high concentrations, has many essential
physiological roles at low concentrations (Young, 1993). Effects of a shortage of
a compound resemble the effects of an overdose in their kinetics. The founder of
ecotoxicology, Sprague (1969), studied the effects of toxicants in bioassays using
oxygen shortage as an example. Although many interrelationships exist between
nutrition and toxic effects, the upper boundary of the tolerance range attracted
most attention in ecotoxicology, due to its application in risk assessment studies,
while ecology focused on the lower boundary (see White 1993).
Discussions reveal that not every ecologist feels comfortable with the assumption
of a tolerance range for chemicals. For temperature such a tolerance range is widely
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accepted, however. The fact that ecological observations are usually made without
a detailed specification of the chemical environment implies that most ecologists do
tacitly accept the existence of a tolerance range for ‘natural’ compounds (whatever
they might be). In fact, a complete chemical specification of any local natural en-
vironment (water, soil) is not possible. I see the assumption of a tolerance range
for toxicants hardly as a problem, because we always can (and should) test the hy-
pothesis that the upper boundary of the tolerance range (i.e. the internal no-effect
concentration and therefore also the (external) No-Effect Concentration, nec) equals
zero. If we cannot reject this hypothesis, we have to face the possibility that each
molecule of that compound may have an effect. If this compound still has to be
released into the environment, the failure of rejecting the hypothesis that the nec is
zero might be a good reason to give priority to research on the magnitude of ecolog-
ical effect of such an emission. The primary purpose of routine toxicity testing is to
set priorities to further research, not to predict ecological effect sizes.
Each physiological process has its own tolerance range for any compound. The
upper boundaries can be ordered, which means that at the lowest tissue-concentration
range that produces effects only one physiological process is affected, while at high
tissue-concentrations many processes are affected. As long as the partitioning of the
compound over the various body fractions is fast with respect to the uptake/elimination
kinetics for the whole animal, it is not essential to specify the tissue or organ in which
the most sensitive physiological process is affected. This only becomes essential if the
partitioning is slow and we have to apply multicompartment models. In that case
we have to know a great deal more, which makes multicompartment models difficult
to apply. Notice that one-compartment models can handle different concentrations
in different organs as long as partitioning is fast. Observed deviations from one-
compartment kinetics with constant coefficients frequently relate to the variations in
the coefficients, not necessarily to the presence of more compartments.
Basic to the description of small effects of toxicants is the notion that each
molecule that exceeds the tolerance range contributes to the effect to the same ex-
tent. Interactions between the molecules only occur at higher tissue-concentrations.
This means that the effect size is, as a first approximation, a linear function of the
tissue concentration. This linear relationship between the effect size and the tissue-
concentration relates to the Taylor approximation. The actual relationship might
be non-linear, but we use only the first term of the Taylor approximation at the
upper boundary of the tolerance range. The theorem by Taylor states that we can
describe any non-linear function in a given interval arbitrarily well with an appropri-
ate polynomial function if we include enough higher order terms. So when we want
to improve the description of effects, if they happen to deviate from a linear rela-
tionship with tissue-concentrations, we simply include the squared term, the cubed
term, and so on. Such improvements rapidly become counter-productive because
we increase the number of parameters that must be estimated and because higher
tissue-concentrations affect more physiological processes simultaneously. So we are
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increasing precision at the wrong points. Practice teaches that very good descrip-
tions can be obtained by just taking effect size linear in the tissue-concentration,
even at rather high effect sizes, provided that we focus at the correct physiological
process.
I will now discuss a selection of frequently occurring effects of toxicants that relate
to the energy budgets of organisms, all based on the above mentioned principles.
Effects such as that on the immune system or resistance against parasites are not
discussed here.
Effects on survival
When accidental mortality is independent of age, the hazard rate due to this cause of
mortality is constant and the corresponding survival probability equals the exponent
of (minus) a constant times time.
The model for aging has proved to be successful when the hazard rate is taken
to be proportional to cumulative damage. The resulting survival probability then
depends on age in constant environments as the exponent of (minus) a constant times
age cubed for species that have a short growth period relative to their life span. If
this period is not short, dilution by growth must be taken into account, which leads
to a somewhat more complex survival probability in which the maintenance rate
coefficient appears as a parameter. This parameter of the energy budget can also
be obtained directly from measurements on growth and respiration and appears to
match well in the case of the pond snail Lymnaea stagnalis (Kooijman 1993). This
match gives strong support to the aging model.
This mortality model suggests that a toxicant may affect survival in a way similar
to the cumulated damage in the case of aging. The additional idea that the individual
can handle a certain concentration of toxicant without having adverse effects leads
to a hazard rate that is proportional to the tissue-concentration that exceeds the
internal no-effect concentration (i.e. the upper boundary of the tolerance range).
The proportionality factor, called the killing rate, is a measure for the toxicity of the
compound that is independent from the exposure time. In (acute) toxicity tests that
are started with animals from a culture that has not been exposed to the toxicant,
this cause of mortality results in a survival probability that equals the exponent of
(minus) a constant times squared time if the exposure time is short with respect to
the inverse elimination rate. (Notice that aging led to a cubed time in the survival
probability due to the extra cumulation step.) When the animals reach steady state
so that the tissue-concentration does not increase any longer, the survival probability
equals the exponent of (minus) a constant times time. Since the hazard rate starts
to increase from the control value at the moment that the nec value is exceeded, we
have to wait longer for effects at lower concentrations.
An important difference between the hazard and the standard model is that
survival of a particular individual is stochastic in the hazard model and deterministic
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in the standard model. The choice for a stochastic formulation in this case can best be
motivated with two alternative models for the outcome of a tossing experiment with a
dice. A very simple stochastic model just states that each of the six possible outcomes
will occur with the same probability. A very complex deterministic model describes
in detail how the dice is tossed, how it bounces on the table and how it will eventually
come to rest. With this model it is possible to predict the outcome deterministically.
The reason why this complex deterministic model fails to be practical is that we
cannot control the tossing movements in sufficient detail and because of imperfections
in the microscopic detail of the surface of the table and in the elasticity of the dice.
Similarly, the death of an individual has too many molecular roots for a deterministic
description to be practical. The different individuals are thus treated as identical
(stochastic) copies rather than different (deterministic) copies.
It is of course possible to account for differences between individuals in the hazard
based model, which then appear as differences in parameter values for each individual.
This makes sense for animals that are collected from the field, where differences in
health, age, size, feeding conditions, sex, all contribute to differences in sensitivity.
The way to proceed is to describe this variation in the set of four parameters by some
(multivariate) scatter distribution and obtain what is called a ‘mixture’ in applied
probability theory. The number of parameters in this scatter distribution is obviously
larger than four and the resulting survival model can easily become complex. One
must be prepared to estimate these extra parameters by increasing the number of
observation times and tested concentrations. When the individual sizes are measured
and the mortality observations specify the individuals, it is possible to correct for
these differences in size in a rather straightforward way, which does not increase the
number of parameters.
The mortality is thus taken to be a function of the environment-concentration and
the exposure time that is parameterized by the nec, the killing rate, the elimination
rate and the control mortality rate. Figure 2.2 illustrates the response-surface in
the case where growth during exposure is of importance, such as for the chronic (3
weeks) toxicity test with Daphnia (see Figure 2.1). Even if the number of survivors
are counted just once we have to estimate all four parameters. If the exposure time
is short with respect to the inverse of the elimination rate, we can only estimate
the product of the elimination and the killing rate and are unable to translate the
nec for that test to an ultimate nec. If the exposure time is large with respect to
the inverse of the elimination rate, we end up with an exponential survival model
that has the (ultimate) nec, the killing and control mortality rates as parameters.
So we can sandwich the four parameter model between a pair of three parameter
models. If the cultures are in good condition and the test has been done carefully,
we can avoid control mortality, which further reduces the number of parameters. This
low number of parameters is essential for routine applications because the data do
not allow the estimation of a larger number of parameters. Although the model has
better mechanistic underpinning than the standard model, the number of parameters
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Figure 2.2: Toxic effects on survival.
The elimination rate is here taken to
be equal to the von Bertalanffy growth
rate (0.1 d−1) and the no-effect concen-
tration is 1.5 µg l−1
is smaller because the gradient parameter and the lc50 are replaced by the killing
rate.
If the environment-concentration is not constant, correction for changes in these
concentrations is rather straightforward if the concentrations are measured functions
of time. This is one of the advantages of a mechanistic model. If these changes
can be calculated, for instance if the compound disappears from the medium due to
accumulation in the animal(s), it is in principle not necessary to measure the decline
as a function of time. One measurement at the end of the experiment will do.
The elegance of hazard based modelling is that other causes of mortality can easily
be built in, so that the significance of toxicant-induced mortality can be evaluated.
This fits into the theory of competing risks (David and Moeschberger 1978), which is
based upon the fact that an animal can die only once despite many possible causes
of death. A direct application in ecotoxicology is in the toxicity of mixtures of
compounds that do not interact. The contributions of different compounds to the
hazard rate just have to be added, i.e. the corresponding survival probabilities have
to be multiplied.
Mutagenic compounds decrease the life span of animals in a way which is very sim-
ilar to the aging process. This can be illustrated with the experiments by Robertson
and Salt (1981) who studied feeding, growth and life span of the rotifer Asplanchna
using the ciliate Paramecium as food. These ciliates have been cultured on lettuce,
which is extremely rich in nitrate. Nitrate can be transformed into nitrite, which is
mutagenic. It appears that the aging acceleration is perfectly linear in the feeding
level, which strongly suggests that the effect of nitrite is very similar to that of free
(oxygen) radicals and therefore affects the parameter ‘aging acceleration’ linearly.
This is consistent with the model for mutagenic effects in the Ames test for bacterial
populations. I will argue in the next section that all sublethal effects of toxicants
can be described by linear effects on parameter values.
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Figure 2.3: The powers as specified
quantitatively by the deb model for an
ectotherm with body size and reserve
density as state variables. Toxic com-
pounds that affect reproduction can do
so directly or indirectly via assimila-
tion, growth and maintenance. The
rounded boxes indicate sources or sinks.
food
reserves
mass work eggs
assimilation
reproduction
growth maint.
Effects on growth and reproduction
The DEB model describes how resources (i.e. products derived from food) are al-
located to reproduction. Toxic effects of chemicals change the allocation via the
parameter values. Since the processes of assimilation (i.e. the combination of feeding
and digestion), growth, maintenance and reproductions are intimately interlinked,
changes in any of these processes will result in changes in reproduction (Kooijman
& Bedaux 1996b, 1996c). Two classes for the mode of action of compounds will be
distinguished: direct and indirect effects on reproduction.
When reproduction is affected directly, assimilation, growth and maintenance are
not affected. There exist two closely related routes within the DEB framework to
affect reproduction directly. One is via survival of each ovum, and another via the
energy costs of each egg.
The survival probability of each ovum is affected as discussed in the previous sec-
tion on effects on survival, except that the sensitive period is taken to be relatively
short and fixed rather than the whole life span. (Age zero refers to the moment at
which the ovum starts to develop, rather than the moment of hatching or birth.)
The combination of an effect on the hazard rate of the ovum and a fixed sensitive
period results in a survival probability that depends on the local environment of the
ovum. This leads to another important difference with the previous section: the local
environment of the ovum is the tissue of the mother rather than the environment-
concentration. The relevant concentration, therefore, changes in time even if the
environment-concentration is constant. The toxicity parameters that appear in the
survival probability of an ovum are the nec, as before, and the tolerance concentra-
tion, which is inverse to the product of the killing rate and the length of the sensitive
period. The elimination rate defines how the effect builds up during exposure.
In terms of number of eggs per time, the reproduction rate equals the ratio of the
energy allocated to reproduction and the energy costs of an egg. If the compound
affects the latter, it can be modelled by making the energy costs a linear function
of the tissue-concentration. The model is mathematically different from the hazard
model but behaves quantitatively rather similarly. It has the same three toxicity
parameters: the nec, a tolerance concentration and the elimination rate. If we
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hazard, cH = 1.62 µg l
−1 maint., cM = 6.02 µg l
−1
costs, cR = 1.35 µg l
−1 growth, cG = 0.61 µg l
−1
assim., cA = 9.57 µg l
−1
Figure 2.4: Direct (left column) and
indirect (right column) effects on repro-
duction. The various tolerance concen-
trations are chosen such that the effect
size is similar. The elimination rate is
set equal to the von Bertalanffy growth
rate, k˙a = γ˙ = 0.1 d
−1 , and the no-
effect concentration is c0 = 1.5 µg l
−1.
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Figure 2.5: Direct effects of cadmium on Daphnia reproduction. The mean cumulated num-
ber of young per female daphnid as a function of the exposure time to several concentrations
of cadmium. The fitted curves represent least squares fits of the hazard (left) and the cost
(right) model for effects on reproduction. Given an elimination rate of k˙a = 0.05 d
−1, the
estimated values for the nec, the tolerance concentration and the maximum reproduction
rate in the control are
c0,µg l
−1 c∗,µg l
−1 R˙m,d
−1
hazard 0.023 0.166 13.1
cost 0.047 0.069 13.1
hazard
µg Cd l−1
0
0.2
0.4
0.8
1
2
costs
µg Cd l−1
0
0.2
0.4
0.8
1
2
convert the (external) tolerance concentration into the internal one by multiplication
with the bioconcentration coefficient and add the internal nec, we arrive at the
internal concentration at which the energy costs per egg doubles compared to the
control.
Figure 2.4 illustrates the response-surface for the various effects on reproduction
as functions of the exposure time and the environment-concentration.
Allocation to reproduction is initiated as soon as the cumulative investment in the
increase of the state of maturity exceeds some threshold value. Since direct effects
on reproduction only affect the translation from energy allocated to reproduction
into number of offspring, these modes of action do not affect the time of the onset
of reproduction. Indirect effects on reproduction via assimilation, maintenance and
growth do delay the onset of reproduction. The occurrence of such delays is the best
criterion to distinguish direct from indirect effects.
Indirect effects on reproduction all follow the same basic rules: the relevant
parameter (surface-specific assimilation rate, volume-specific maintenance costs or
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volume-specific costs of growth) is taken to be a linear function of the tissue-concen-
tration. Since the assimilation rate represents a source of income rather than costs,
it is assumed to decrease linearly with the tissue-concentration rather than increase.
The effects on the reproduction rate as a function of environment-concentration and
exposure time, all work out rather similarly and have the same three toxicity pa-
rameters: nec, tolerance concentration and elimination rate. If growth has been
measured during exposure, or if the size of the animals at the end of the exposure
period is measured, it is possible to identify the mode of action. Figure 2.6 illustrates
the response-surface for direct effects on growth as a function of the exposure time
and the environment-concentration as well as for indirect effects on growth via as-
similation and maintenance. The differences in effects on reproduction are too small
to identify the mode of action on the basis of effects on reproduction alone. Figure
2.7 compares the three indirect effect models fitted to the same data. It shows that
the models differ little in terms of goodness of fit.
Toxicants sometimes stimulate reproduction at low concentrations rather than
reduce it; a phenomenon known as ‘hormesis’. The actual cause is largely unknown
and therefore difficult to model. For some compounds that showed hormesis at high
feeding levels, I have been able to avoid hormesis in Daphnia reproduction tests by
reducing feeding levels. This points to an explanation in terms of suppression of a
secondary stress by the toxicant at low concentrations (see under ‘Toxicity patterns’).
It is far from obvious to what extent this explanation is general. A wise strategy to
deal with hormesis is to favour test conditions in which hormesis is avoided.
2.6 Effects on population dynamics
In principle, the consequences of effects on individuals on population dynamics can be
analysed on the basis of the now rapidly developing theory of structured population
dynamics (Webb 1985, Metz & Diekmann 1986, Hallam et al. 1988, Ebenman &
Persson 1988, DeAngelis & Gross 1992). The mathematics of this theory is tedious,
however, and computer simulation studies will remain necessary for cases that are of
practical interest. In such simulation studies, each individual or group of individuals
is followed in time, which requires substantial computation efforts. Ecotoxicological
applications are beginning to appear (Hallam et al. 1988; Lassiter & Hallam 1990;
Kooijman 1993) and point to the insight that effects of chemicals can work out in
a rather complex way at the population level. The simulation studies will hopefully
help to find useful mathematical approximations that allow a qualitative analysis of
population dynamics.
Direct toxicity testing for effects on the population growth rate is only feasible
for very small organisms. An example is the alga growth inhibition test, where
batch cultures are followed during a short exposure period. Since alga cells are
so small, it seems safe to assume that the intracellular concentration of toxicant is
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maint., cM = 0.6 µg l
−1 growth, cG = 0.8 µg l
−1
assim., cA = 10 µg l
−1
Figure 2.6: Direct and indirect effects on
growth. The elimination rate is k˙a = 0.1 d
−1
and the no-effect concentration is c0 = 1.5
µg l−1. The von Bertalanffy growth rate
γ˙ = 0.008 d−1 is typical for zebrafish at 26◦C.
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Figure 2.7: Indirect effects of 3,4-DCAN on Daphnia reproduction. The mean cumulated
number of young per female daphnid as a function of the exposure time to several concen-
trations of 3,4-dichloroaniline. The fitted curves represent least squares fits of the model for
effects on reproduction via maintenance, growth and assimilation. The estimated values for
the nec, the tolerance concentration, the elimination rate and the maximum reproduction
rate in the control are
c0,µg l
−1 c∗,µg l
−1 k˙a,d
−1 R˙m,d
−1
maint. 3.84 31.7 0.75 9.50
growth 3.51 3.85 0.90 9.56
assim. 3.37 65.8 0.87 9.53
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µg l−1
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growth
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instantaneously in equilibrium with the environment for most compounds. Three
modes of action can be distinguished for the toxicant. It might increase the costs
of growth in terms of the required amount of energy and/or nutrient per volume of
structural biomass. It might affect the hazard rate (over the generations of cells) and
it might do so for a short period only. The latter refers to the process of selection.
Algal cells originate from control cultures. The transition to experimental conditions
that include chemical stress might be lethal for some cells; some cells might be more
sensitive than others, possibly depending on where they are in the cell cycle at the
moment of transition. In any case, it seems that some toxicants only delay population
growth, but once a population begins growing, it does so at the control rate. All
three modes of action lead to two toxicity parameters: the nec and the tolerance
concentration. The elimination rate is taken to be large with respect to the inverse of
the interdivision interval of the cells. It therefore does not show up as an independent
parameter.
The cells in the control grow exponentially as long as the environment is constant.
This results from the fact that the daughter cells repeat the physiological behaviour
of the mother cell. For the same reason, all animal populations grow exponentially in
constant environments. The fact that they rarely do this for a longer time in the field
relates to changes in the environment, frequently due to exhaustion of the resources.
How hazard and reproduction rate together determine the population growth rate is
provided by a particular result in the theory of structured population dynamics: the
characteristic equation. A detailed discussion is beyond the scope of this chapter.
It here suffices to note that the age-specific hazard and reproduction rates not only
specify the population growth rate, but also the age structure in the population.
The size distribution can be obtained from the age distribution on the basis of the
DEB model, which specifies the age-specific growth rates that are necessary for this
translation.
This reasoning can be used to evaluate the effect of a change in parameters on
the population growth rate, which reveals that the effect of toxicants on population
dynamics depends on the gross production rate of the population (Kooijman & Metz
1986, Kooijman 1991, 1993). If food density is low, almost all food is used for main-
tenance. If a compound affects maintenance, this directly translates into an effect on
the standing crop. If a compound affects reproduction, however, this hardly affects
the population at low food densities because of the limitation by food. These insights
can easily be verified by simple experiments with batch cultures. If we supply a pop-
ulation of daphnids with a fixed amount of food per time, the population will rapidly
grow to a plateau value, where the incoming food just matches the maintenance of
all individuals. Since the life span of daphnids is several months, death hardly plays
a role, and growth and reproduction are arrested when the population reaches its
plateau value. If we add a toxicant at a concentration where it affects reproduction,
it might affect the time at which the plateau is reached but not the plateau itself.
If we start harvesting the population at steady state, we will see that the biomass
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Figure 2.8: The nec in the algal growth inhibition test is not very sensitive to errors in the
selection of the mode of action of a compound. The effects of tetrapropybenzenesulfonate
on the growth of the diatom Stephanodiscus hantzschii are shown. The nec is well defined;
the 99% confidence interval can be read from the figure by looking at concentrations for
which the profile likelihood is below 3.317. Three different models are fitted to the same
data set. Data from Kooijman et al. (1983). The parameter values are the inoculum size,
the population growth rate in the control, the nec and the tolerance concentration or killing
rate. The mean residual deviation, σˆ, is also given to compare the goodness to fit of the
three models.
growth hazard
adaptation par. unit growth hazard adap.
N0 10
4 cells ml−1 0.655 0.633 0.696
µ˙0 d
−1 0.480 0.480 0.480
c0 mg l
−1 7.82 6.78 6.08
cG mg l
−1 36.3
k˙† l (mg d)
−1 0.0123
cH mg l
−1 20.5
σˆ 104 cells ml−1 0.412 0.447 0.416
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will settle at a value that is slightly reduced compared to the plateau value (so each
individual gets more food, because food supply remains constant) and growth and
reproduction are resumed such that it matches our harvesting rate. We are only now
beginning to see that the toxicant affects the population biomass. If we increase the
harvesting rate we will see that the maximum sustainable harvesting rate is reduced
by the toxicant. These considerations show that a toxicant at a constant concen-
tration will have a dynamic effect on a population, even apart from physical and
chemical problems. This is one reason why the ecological consequences of effects of
toxicants are difficult to analyse.
Toxicants reach organisms directly from the environment and food. In terres-
trial environments this leads to an accumulation through the food chain (Walker
1990), which makes top predators the most vulnerable. The importance of this type
of accumulation is still being debated, especially for heavy metals, because of the
more intensive direct exchange with the environment in aquatic environments and
the variability among species in general (Beyer 1986, Laskowski 1991). Remark-
able differences exist between the various groups of animals; mammals, birds and
insects obtain most toxicants via food, even in aquatic environments, because their
skin/exoskeleton is not permeable to many toxicants. Even if there is no accumula-
tion via the food chain, we should expect the tissue-concentration to increase with
body size which tends to increase towards the top of the food web. This is mainly
due to the amount of food that top predators have to eat.
2.7 Toxicity patterns
It is possible to obtain a wide range of experimental results from a simple toxicity
experiment for almost any particular combination of organism and toxicant. This
is due to a phenomenon known as secondary stress: The apparent toxicity is much
higher if test conditions in the control are physiologically marginal. It is difficult to
optimize test conditions because of the lack of knowledge about the detailed needs of
organisms. This knowledge is only available to some extent for a very limited set of
species. Even for these organisms, magic additives to medium and/or food have to
be applied in chemically ‘pure’ environments where multiply-distilled water is used
with pure salt additions and food is cultured under equally well-defined conditions.
This type of problems hamper the detection of the more subtle toxicity patterns.
Temperature
All rates depend on temperature. The Arrhenius relationship describes how physi-
ological rates depend on temperature: the logarithm of such rates depends linearly
on the inverse of the absolute temperature within a certain tolerance range. The
slope of this line, the Arrhenius temperature, is typically 12500 K. This corresponds
approximately with an increase by a factor 3 for an increase in temperature of 10◦C.
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Diffusion rates are proportional to absolute temperature to the power 1.5, however.
This means an almost linear increase in the range from 0 to 35 ◦C by a factor 1.2 only.
Uptake kinetics are physiologically controlled and, therefore, increase for increasing
temperature (Graney et al. 1984, Reindert et al. 1974). This also holds for elim-
ination rates (Williamson 1975), but the data are not always conclusive (Reindert
et al. 1974). Complex patterns can emerge if one process depends on temperature
differently from other processes. Watkins & Simkiss (1988) found, for instance, that
uptake of zinc in mussels is stimulated extra by an oscillatory temperature regime,
which they explained in terms of a cellular metal-ligand homeostasis.
pH
Ionized and unionized (molecular) forms of a compound are taken up at differ-
ent rates, while the pH affects their relative abundance and so the toxicokinetics
(Ko¨nemann 1979). Homeostasis, a cornerstone concept in the DEB theory, ensures
that the pH inside the organism is independent from that in the environment (again
within a certain range of ambient pH values). The elimination rate is, therefore,
independent of the pH in the environment, contrary to the uptake rate and, by
consequence, the bioconcentration coefficient. The ratio of the uptake rates of the
ionized and molecular forms therefore equals the ratio of the killing rates that would
result if all of the compound would be present in the environment in either the ion-
ized or the molecular form. The killing rate depends on the pH in the same way as
Ko¨nemann (1979) proposed for lc50−1, namely
k˙†(pH) =
k˙†(−∞) + k˙†(∞)Ka10pH
1 +Ka10pH
where k˙†(−∞) and k˙†(∞) stand for the killing rate if all of the compound would be
present in, respectively, the molecular and the ionized form andKa is the dissociation
coefficient Ka ≡ [H+][A−][HA]−1, where [A−] and [HA] stand for the concentrations
of the ionized and molecular forms.
Body size and reserves
The relationship between uptake kinetics and body size has already been discussed.
I mention it here just to remind the reader that the uptake and elimination rates are
expected to be inversely proportional to volumetric length, so that the bioconcen-
tration coefficient, the killing rate and tolerance concentrations for sublethal effects
are all independent from body size (apart from differences in fat content). Varia-
tions in body size among individuals directly translates into variations in responses
to toxicants.
Newman & Mitz (1988) found that the elimination rate of zinc in mosquitofish
was about proportional to weight−0.42 (which is consistent with the expected pro-
portionality with length−1, in view of the scatter), but the zinc-uptake rate was
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about proportional to weight−0.9. This has the unexpected consequence that the
bioconcentration coefficient is proportional to weight−0.48. The elimination rate of
mercury did not seem to depend on the size of the mosquitofish, while the mercury-
uptake rate tended to decrease with size, so that the bioconcentration coefficient also
decreases with size (Newman & Doubet 1989). Boyden (1974) also found negative
correlations between body size and concentrations of cadmium, copper, iron, lead
and zinc in some species of mollusc, but no correlations for cadmium iron, nickel,
lead and zinc in other species of mollusc and a positive correlation for cadmium in
Patella vulgata.
The kinetics of these metals seems to interfere with the metabolism in a more
complex way. The substantial scatter in the data hampers firm conclusions. When
the experimental protocol involves a shift up and thus a transition from low to high
concentrations of contaminant, negative correlations between body size and concen-
trations of contaminant can be expected if elimination and uptake rates decrease
with body size; it takes longer for big bodies to reach equilibrium. This mechanism
can at best only explain part of the observations.
The fat content tends to increase with body size when we compare different
species (Kooijman 1993). This is due to the fact that reserve capacity, expressed as
density, is proportional to volumetric length. Part of the fat belongs to structural
body mass, and part to the reserves. The next subsection deals with fat content.
Solubility in fat
The interest in the relationship between chemical structure and physiological effect
goes back to Crum-Brown and Fraser (1868), but the first application to ecotoxico-
logical problems is very recent (Verhaar 1995). The focus is on general trends rather
than precise predictions. The most obvious property of chemicals for the under-
standing of toxicity is the n-octanol/water partition coefficient, Pow, which can be
estimated from the chemical structure of the compound. Octanol serves as a model
for typical lipids of animals. It has a density of 827 g dm−3, a molecular weight of 130
Dalton, so that 1 dm3 of octanol contains 6.36 mol. Most comparisons are restricted
to the interval (102, 106) for the Pow. The size of the molecule tends to increase with
Pow and if the Pow is larger than 10
6, the molecules are generally too big to enter
cells easily (Connell & Hawker 1988). Relationships between toxicity measures and
Pow comprise one class of Quantitative Structure-Activity Relationships (QSARs).
The bioconcentration coefficient Paw for fish relates to the octanol/water partition
coefficient as Paw = 0.048Pow, (Mackay 1982). Hawker and Connell (1986) found
Paw = 0.0484P
0.898
ow for daphnids and Paw = 0.0582P
0.844
ow for molluscs in the range
102 ≤ Pow ≤ 106. The scatter in the data is big enough for the relationship Paw =
0.02Pow to apply for both daphnids and molluscs. The proportionality factor directly
relates to the fat content. In general we can say that Paw = PaoPow, where Pao stands
for the mass-specific octanol equivalent of the organism, which seems to be taxon-
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Figure 2.9: The elimination rate depends
on the n-octanol-water partition coefficient
Pow and the weight W of an organism. It
is roughly proportional to P
−1/2
ow W−1/3 with
proportionality constant
√
10 d−1kg−1/3 for
181 halogenated organic compounds in fish.
Data compiled by Hendriks (1995). The
marker codes are: Pow ≤ 102 (×), 102 ≤
Pow < 10
6 (•), 106 ≤ Pow ≤ 108 (+). The
range of fish weights is from 0.1 to 900 g. No
corrections for differences in temperature have
been made, nor for differences in fat content
of the fish.
specific. High correlations between Paw and Pao have been found for fenitrothion
in a variety of algae (Kent & Currie 1995), for instance. The DEB theory predicts
that Pao increases with the body size of the different species of animal because the
maximum reserve capacity increases with a volumetric length as density and reserves
are relatively rich in lipids. These are only general trends and many exceptions occur.
The eel Anguilla is much fatter than other fish of similar size, for instance.
Hawker and Connell (1985, 1986) related the elimination rate k˙a to Pow and
found k˙a = 8.851P
−0.663
ow for fish , k˙a = 113P
−0.507
ow for Daphnia pulex and k˙a =
9.616P−0.540ow for molluscs. The proportionality factor is inversely proportional to
the volumetric length of the animal (see above), which explains the wide range of
values. The results for daphnids are most reliable, because they all have the same
body size in this case, which suggests that k˙a ∝ 1/
√
Pow. In view of the finding
that the bioconcentration coefficient is proportional to Pow, the uptake rate should
be proportional to
√
Pow. These relationships directly follow from a symmetry ar-
gument for the rate at which a substance moves from one matrix to another: the
way the uptake rate depends on Pow and the elimination rate depends on Pwo is the
same, while Pwo = P
−1
ow . (See Figure 2.9.) Notice that the elimination rate being
proportional to P−0.5ow implies that the accumulation time, i.e. the waiting time till a
fixed percentage of the asymptotic concentration is exceeded, is proportional to P 0.5ow .
Since the hazard model has not yet been widely applied, there is no empirical
information about the relationship between the killing rate and Pow at this moment.
Since the equilibrium tissue-concentration is proportional to Pow, we should expect
to find that k˙† ∝ Pow. The idea is that effects relate to the aqueous fraction of the
tissue, which is proportional to Pow because Paw is proportional to Pow. Similarly,
we should expect that nec ∝ P−1ow , which also holds for the tolerance concentrations.
The empirical study by de Wolf et al. (1988) confirms these expectations.
Ko¨nemann (1981) observed that the 14 days log lc50 of the guppy Poecilia
reticulata for 50 “industrial chemicals” is lc50 = 0.0794 P−0.87ow mol dm
−3. To
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Figure 2.10: The calculated 14 days lc50
values as a function of ‘measured’ values for
guppies (Poecilia reticulata) exposed to 21
chlorinated aromatic and other some chlori-
nated hydrocarbons whose Pow ranged from
10−0.22 (pentachlorobenzene) to 105.21 (ace-
tone). (Data from Ko¨nemann (1979)). The
calculations are based on the assumptions that
the elimination rates equal 50/
√
Pow d
−1, the
killing rates equal 10−6.6Pow d
−1µmol−1dm3
and the necs are zero (see text).
understand this relationship, we have to realize that for a large elimination rate, so
a small Pow, the 14 days lc50 is close to the ultimate value, but for a large Pow,
the ultimate lc50 is much lower than the lc50.14d. Taking these complexities into
account, numerical studies confirm that k˙† ∝ Pow and k˙a ∝ P−0.5ow is indeed consistent
with the finding by Ko¨nemann (see fig 2.10). The lc50 values have been obtained
by Ko¨nemann by application of the standard model rather than the hazard model.
The even closer match between observed and predicted lc50 values can probably
obtained by application of the hazard model. Notice that the nec, together with the
killing and elimination rates of the hazard model define the survival probability as a
function of time and concentration. By equating the survival probability to 0.5, we
can obtain an lc50-time curve from the three parameters. Unfortunately, the data
of Figure 2.10 did not allow us to check the relationship for the nec. Although the
necs had been set to zero, adopting the function nec = 10P−1ow mmol dm
−3 hardly
changes the result.
The conclusion is that we can now understand the QSAR for lc50 values from
first principles. Notice that the standard QSARs for lc50s require two parameters,
while we need just one for killing rates; knowing the killing rate for one compound,
we can guess the killing rate for another one by multiplying by the ratio of the
partition coefficients of the two compounds. We can improve our guess by using
more measured killing rates.
Classes of compounds
The usefulness of QSAR relationships can be greatly improved by restricting the
compounds that are to be compared to compounds that have the same mode of
action physiologically. Based on the work of Veith & Broderius (1987, 1990), Hermens
(1989, 1990), Lipnick (1989) and Bradbury & Lipnick (1990), Verhaar et al. (1992)
and Verhaar (1995), Hermens and Verhaar distinguish four main classes of organic
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compounds that might contain nitrogen, sulphur and/or halogens (excluding iodine),
with 1 < Pow < 10
6 and a molecular mass < 600 Daltons.
type 1 : narcotic compounds with baseline toxicity.
type 2 : less inert compounds. These include non- or weakly acidic phenols, ani-
lines, mononitroaromatics, primary alkylamines and pyridines. Type 2 com-
pounds might have one or two chlorine or alkyl substituents.
type 3 : compounds with unspecific reactivity.
type 4 : compounds with specific reactivity. Examples of this type of compounds
are DDT and analogues, (dithio)carbamates, organotin compounds, pyrethroids,
organophosphorothionate esters.
Each of these types has been further subdivided.
Sensitivity among species
Apart from compounds with specific reactivity, the only pattern in sensitivities
among species that has been detected so far relates to fat content. Acute toxicity
also involves body size and surface area (Hoekstra et al. 1994), but these quantities
relate to kinetics. Van Straalen (1994) found a relationship between the sensitivity
and the food spectrum of a species: the broader the spectrum, the better detoxifi-
cation systems are developed, the less sensitive a species is. He found a correlation
between the lc50 and the activity of detoxification enzyms such as cytochrome P450
and glutathion-S-transferase in terrestrial arthropods. Practical problems usually
hamper the detection of such patterns. The first problem is the extremely limited
feasibility of standardizing laboratory cultures of many species. Many data relate
to specimens taken from the field and tested under less than optimal conditions,
which amplify scatter to such an extent that sensitivity patterns disappear. Another
problem is that only acute toxicity has been quantified with lc50 values. These data
have not been corrected for differences in body size or other factors influencing effect
(such as exposure time). It might be that useful sensitivity patterns would emerge
if killing rates are used, rather than lc50s.
I have proposed a factor that can be applied to lc50 values of a very limited set
of tested species to estimate the lc50 of the most sensitive species in an ecosystem
(Kooijman 1987). This factor is based on the idea that the (known) lc50s of a
limited set of tested species as well as the (unknown) lc50s of all species in the
ecosystem represent random trials from the same frequency distribution. My purpose
has been to illustrate that a very simple reasoning leads to the expectation that effects
in the field can be expected when standard safety factors are applied. Mesocosm
experiments usually fail to reveal this sensitivity of complex systems, first because
of lack of power due to erratic behaviour of the control (a problem similar to that
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connected to the noec), second because of lack of detail in the observations (species
are not monitored separately, only categories such as ‘secondary producers’). Van
Straalen & Denneman (1989) and Aldenberg & Slob (1993) modified this idea of a
application factor to arrive at a Hazardous Concentration for Sensitive species (hsc)
and proposed an estimate for an lc50 value, the hc5, that is exceeded by a fixed
percentage (namely 95%) of the species rather than all species. The value of the hcx
rapidly increases with decreasing x. The practical application of this factor has been
stimulated by the observation that it matches current practice. The problem that
I have with the application of hc5s is in the objectives of legislation, which should
not aim at the disappearence of any percentage of the species. The reason why this
practice did not yet gave rise to disasters is that an increase of the variance of lc50s
leads to a sharp decrease of the hc5. As has been discussed already, many factors
contribute to an increase of the variance of lc50s, although this variance does not
reflect a proper scatter in sensitivities among species. This is a rare example where
ignorance works out to be protective.
2.8 Conclusions/perspectives
The direct application of ecotoxicology in risk assessment has given standardization
and purely descriptive methods priority above developing a sound scientific basis.
Reliable applications are only possible on a scientific basis, however. I have shown
that mechanistic underpinnings need not lead to models that are too complex to
apply on a routine basis. Scientific progress is only possible if we develop a range
of consistent models from simple (for routine applications) to complex (for mecha-
nistic studies). Consistency is essential for the cross fertilization between large scale
routine applications and scientific progress. Routine test protocols should be de-
veloped in such a way that the simplifications make sense. This means that these
protocols should be subjected to a regular update procedure. The development of a
data base with raw data would facilitate the reexamination of old data in a newly
developed scientific light. Existing data bases with only summary statistics, such
as lc50/ec50/noec values, decrease in value with changing scientific insight. The
rapidly decreasing costs of computer memory has removed technical obstacles for
such a more extensive data base. International cooperation and organization are the
main bottlenecks.
In my opinion, legislation should aim at no-effects. Spatial and time scales should
be worked out in greater detail in this respect. Very local and temporary effects can,
in some cases, rapidly be cancelled by immigration from the surroundings as long as
the surroundings are not affected. Degradation of compounds is in such cases more
important than toxicity. Immigration from unaffected surrounding areas is less likely
in extensive areas with intense industrial activity that lack refuges.
Whatever the aims of legislation, ecological effects of toxicants will continue to
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occur. The evaluation of the ecological significance of these effects remains neces-
sary. The development of fundamental ecology would benefit from two endeavours
in ecotoxicology:
• a widening of the problem of effects of human induced chemical disturbance to
chemical disturbance in general: the understanding of the development of life
in chemically changing environments
• the analysis of population dynamics in terms of the eco-physiological behaviour
of individuals: the further development of structured population dynamics
Both endeavours are very complex, and progress will be slow. The reactions of or-
ganisms to changes in the chemical environment call for a deeper understanding of
physiology and molecular biology. Although the field of molecular biology is devel-
oping fast as an independent discipline, little attention is given to the relationship
between the molecular and organismic levels of organisation. The understanding of
ecosystem dynamics in terms of population dynamics is remote and it is, in fact, still
questionable whether it is feasible at all. Any list of more specific problems, such
as the toxicity of poorly soluble compounds and mixtures of compounds, seems so
incomplete that the effort of making such a list is useless.
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Chapter 3
The analysis of standardized
bioassays
This chapter discusses the analysis of standardized bioassays for toxic effects on sur-
vival (sections 1 and 2), body growth (of fish, section 3), reproduction (of Daphnia,
section 4) and population growth (of algae, section 5). The method used in the
analysis of these standardized bioassays also applies to many other species of organ-
ism, since the DEB theory applies to all heterotrophs. The change from fishes to
gammarids in the bioassay for body growth, for instance, only affects choices for two
‘background’ parameters (initial scaled length and the von Bertalanffy growth rate).
Particular properties of species have to be taken into account, such as partheno-
genetic vs sexual reproduction. The sections can be read independently. Here, we
assume that the reader is familiar with basic concepts in statistics and mathematical
modelling. This chapter describes the method that the software package DEBtox
uses to analyse the results of these bioassays.
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50 Statistics of no-effect concentrations
3.1 Some statistical properties of estimates of no-effect
concentrations
Abstract No-effect concentrations (necs) for toxicants are of interest from a biologi-
cal and a legislative point of view. Using artificial, but typical, examples of the results
of a bioassay on survival and two different models for the concentration-effect rela-
tionship, we show that the likelihood based confidence set of the nec as parameter of
the hazard model has quite acceptable statistical properties. Contrary to the hazard
model, the nec of the standard log-logistic model did not differ significantly from zero.
Introduction
The aquatic toxicity of chemical compounds with respect to the survival of animals
is tested on a routine basis by exposing cohorts of individuals to a set of chosen
concentrations during a standardized period. A standard measure to characterize
the toxicity is the concentration at which the survival probability is half that of
the control, the so-called lc50, here denoted as cL50. However, the concentration
that has no effect is of much greater practical interest for many purposes. The
most frequent choice is the no-observed effect concentration (noec), i.e. the high-
est applied concentration that did not give statistically significant effects compared
to the control. It is usually identified on the basis of (mutually dependent) tests
against the control (cf. Williams 1971). An inherent problem to this procedure is
that the null-hypothesis states “there is no effect at the applied concentration” (in
other words: the concentration is ‘safe’), sloppy experimental procedures result in
high noec’s; this is certainly an undesirable coupling. To resolve this problem, the
application of ‘small-effect concentrations’ has recently been considered (Pack 1993),
but an inherent problem to this approach is the arbitrariness of a choice for ‘small’.
Moreover, the estimated value for a small-effect concentration depends very sensi-
tively on the particular concentration-effect relationship (e.g. the log-logistic one),
which has no scientific justification. The basis is purely empirical and weak in the
‘tails’. An attractive alternative is the no-effect concentration (nec), treated as a
model parameter (Kooijman 1981; Cox 1985). Here we study to what extent it is
model-specific by comparing the extended standard log-logistic model and the hazard
model for concentration-effect relationship. Both models are discussed in some detail
in Kooijman (1981) and Bedaux and Kooijman (1994), respectively, and the biolog-
ical backgrounds in Kooijman (1993). Here, we give a short introduction to these
models and focus on the typical case where the surviving individuals are counted
once only, at the end of the experiment.
0Published as: S.A.L.M. Kooijman and J.J.M. Bedaux (1996) Some statistical properties of
estimates of no-effect concentrations. Water Research 30: 1724–1728
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Effect models
We choose this observation time as our time unit and consider the survival probability
as a function of the concentration only. This removes the dimension time from the
parameters of the survival probability. The standard procedure to model bioassays
for survival is to assume that the survival probability is independent and identical
for each individual in a cohort. This implies that the number of survivors follows
a binomial distribution. The log-likelihood function for the experimental result to
find {n(ci, t)}si=1 survivors after exposure time t to the compound, which is present
in concentration ci, is then
ln l =
s∑
i=1
n(ci, 1) ln q(ci, 1) +
s∑
i=1
(n(ci, 0)− n(ci, 1)) ln p(ci, 1) (3.1)
where q(ci, t) ≡ 1− p(ci, t) denotes the survival probability at time t.
The standard model for survival assumes that an individual dies as soon as the
tissue-concentration exceeds a (fixed) threshold value which differs among individ-
uals. These threshold values are conceived as random trials from a log-logistic dis-
tribution (see Ashton 1972), which just has a purely empirical basis. The standard
model is extended by subtracting a no-effect-tissue-concentration from the tissue-
concentration. The model has the unrealistic property that a fraction of the exposed
individuals survives the toxicant, even if the exposure is very long and the concen-
tration very high.
The hazard model assumes that the hazard rate is proportional to the tissue-
concentration minus the no-effect-tissue-concentration (Kooijman 1993, Bedaux &
Kooijman 1994). In contrast to the standard model, all individuals are treated as
being equal in the most simple version of the hazard model, but the killing process
itself is stochastic rather than deterministic. Another difference is that the compound
will eventually kill all individuals that accumulate the compound above the no-effect-
tissue-concentration.
For both models we will assume that the uptake and elimination behaviour of
the compound follows simple first order kinetics, while the concentration in the en-
vironment remains constant and the initial concentration in the tissue is 0, which is
typical for most routine toxicity tests. Extensions of this idea are easy to implement
(Kooijman 1993). We also assume here that the individuals do not grow during
exposure.
Extended standard model
The no-effect concentration at the time of observation relates to the (ultimate) no-
effect concentration as c0 ≡ c0.∞1−exp{−ka} , where ka is the elimination rate. Since
the elimination rate does not affect the concentration response relationship in the
standard model (at one single observation time), we have no information about ka,
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so we can only extract information about c0 from survival data, but not about c0.∞.
The elimination rate does affect the concentration response relationship in the hazard
model, however. Obviously, information about the elimination rate can be obtained
from survival data much more easily (and reliably) if several observation times had
been available that reveal how effects build up in time. For the hazard model, it
is thus possible to obtain both c0 and c0.∞ from a single concentration response
relationship.
The extended standard model for c > c0 is
q(c) = q0
(
1 +
(
c− c0
cL50 − c0
)1/β)−1
(3.2)
where q0 stands for the control survival probability; β is the gradient parameter which
directly relates to the (maximum) slope of the graph where the response is plotted
against the concentration. The parameter cL50 (usually known as lc50) represents
to concentration for which the survival probability is half that in the control, so
q(cL50) = q0/2. It depends on the exposure time in a way similar to the no-effect
concentration: cL50 =
cL50.∞
1−exp{−ka}
. We have the same problem here: If nothing is
known about the elimination rate, we have no information about cL50.∞. We need
more than one observation time in the standard model to obtain that information.
For c < c0, we have q(c) = q0.
Hazard model
The hazard model for c > c0 is
q(c) = q0 exp
{
−k†k−1a [c exp{−ka}+ (c− c0.∞) (ka − 1 + ln{1− c0.∞/c})]
}
(3.3)
where k† stands for the killing rate. For c < c0, we have q(c) = q0. This survival
probability results from the hazard rate h(c, t) via q(c) = exp{− ∫ 10 h(c, τ) dτ} (by
definition), with
h(c, t) = h(0, t) + k†((1− exp{−tka})c− c0.∞)+ (3.4)
The index + indicates that negative values between the brackets should be replaced
by 0. The first term h(0, t) stands for the hazard rate in the control, which is taken
to be constant. So exp{− ∫ 10 h(0, τ) dτ} = q0. The killing rate appears here as a
simple proportionality factor for the hazard rate. The term (1 − exp{−tka})c in
the hazard rate is proportional to the tissue-concentration, from which the no-effect
concentration is subtracted. Although the hazard model (3.3) might seem more
complex than the extended standard model (3.2) at first sight, the hazard rate of
the extended standard model is much more complex than (3.4); it is just a matter
of presentation.
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Since the information content of a concentration response relationship as regards
the elimination rate is poor, the limiting cases for very large and very small elim-
ination rates are of special interest. These limiting cases will be referred to as the
exponential and the Weibull model, respectively, and amount to
q(c)
ka→∞= q0 exp {−k† (c− c0)} (3.5)
q(c)
ka→0= q0 exp
{
−1
2
kc (1− c0/c)2
}
(3.6)
The exponential model (3.5) can be derived from the hazard model (3.3) in a straight-
forward way, but the relationship between the Weibull model (3.6) and the haz-
ard model is more complex. This is because effects relate to tissue-concentrations,
while the model is formulated in terms of environment-concentrations. Tissue-
concentrations build up linearly in time for ka → 0, so that c0.∞ → 0 and the
waiting time till the tissue-concentration exceeds the no-effect-tissue-concentration
is inversely proportional to the environment-concentration. The interpretation of c0
in (3.6) is the limit of c0.∞/ka. It here has the dimension of a concentration because
we have chosen the exposure time as unit of time, which is somewhat misleading.
We also have that k† →∞ such that the killing acceleration k ≡ k†ka remains fixed,
which leads to the hazard rate h(c, t) = h(0, t) + kc(t− c0/c)+ and so to (3.6).
Examples
Practice teaches that it is hard to obtain partial effects in more than one or two con-
centrations, for most compounds. This gives problems in obtaining point estimates
for c0. A practical solution to this problem is to choose a variety of values for c0
and obtain the maximum likelihood estimates for the other parameters via a Newton
Raphson procedure, for instance. We then inspect the profile log-likelihoods (see
e.g. McCullagh & Nelder 1991, p 254, or Carroll et al. 1995), i.e. the log-likelihood
function that is maximized with respect to all parameters except c0, as a function
of c0. The difference of the profile log-likelihoods and the maximum log-likelihood is
plotted in Figure 3.1. Analyses are given for four artificial but typical examples of
experimental results, where n(ci, 0) = 10 has been chosen for all ci in all examples
(see Table 3.1). The concentrations have a fixed difference in one pair of examples
and a fixed factor in the other pair, while the number of survivors have been chosen
identically. This is done to investigate the effect of the morphology of the observed
concentration response relationship on the estimate for c0. A second comparison is
based on the interchange between the number of survivors in the control and the
lowest concentration. This is done to investigate how uncertainty about the cause of
death (i.e. control vs toxicant-induced mortality) affects the estimate for c0.
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Figure 3.1: The five dots in each graph represent numbers of ‘observed’ survivors out of
10. The expected number of survivors is plotted for the hazard model (solid curve) and the
extended standard model (dotted curve), based on the maximum likelihood estimates of the
parameters, which are given below. The difference between the maximum log-likelihood and
the profile log-likelihood is also plotted as a function of the nec, for both models (dotted
and bold curve) as well as for the Weibull (left thin curve) and the exponential model (right
thin curve).
example hazard model extended standard model
q0 c0 k k† ka q0 c0 cL50 β
1 0.950 1.303 5.143 0.950 0.763 2.045 0.225
2 1.000 0.749 2.510 1.000 0.000 1.858 0.228
3 0.945 1.000 1.407 2.507 0.945 0.981 2.066 4.259
4 1.000 0.654 1.635 1.000 0.000 1.986 0.300
1 2
3 4
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Table 3.1: The chosen concentrations and surviving individuals out of ten.
example 1 & 2 0 1 2 3 4 conc.
example 3 & 4 0 1 2 4 8 conc.
example 1 & 3 9 10 5 1 0 surv.
example 2 & 4 10 9 5 1 0 surv.
Conclusions
Both the extended standard and the hazard model appear to fit the data well. Since
the shape of the concentration response relationship in examples 1 and 2 differs
from that of examples 3 and 4, the goodness of fit is not very sensitive to details
of the shape. The best fitting hazard model proved to be the Weibull model (3.6)
in three examples (see Table 3.1). The examples being typical, we expect that the
tiny differences in goodness of fit cannot be used to choose between the models in
practice. This means that scientific arguments must be used for the choice rather
than statistical ones. The hazard model (with the exponential and Weibull model
as special cases) has a statistical advantage above the standard one because it has
fewer parameters, which generally leads to smaller confidence intervals. This is even
more obvious if several observation times are considered simultaneously, because
then the elimination rate also appears in the extended standard model while no new
parameters show up in the hazard model.
The profile log-likelihood functions are plotted in the same Figure 3.1 to compare
these functions with the concentration response relationships. The profiles can be
used to obtain confidence sets for the no-effect concentration c0. When the large
sample theory for likelihood ratios applies (see Silvey 1975), the likelihood based α-
level confidence set for c0 is given by
{
c0|2 (ln l(cˆ0)− ln l(c0)) ≤ χ21(α)
}
, where ln l(c0)
denotes the profile log-likelihood in c0 and χ
2
1(α) is a number such that for a random
variable z that is χ2-distributed with 1 degree of freedom we have Prob{z ≤ χ21(α)} =
α. Likelihood-based confidence sets seem to be more robust against deviations from
‘large samples’ than the interval {c0|(c0 − cˆ0)2vˆar(cˆ0) ≤ χ21(α)} in models like these
(Kooijman 1983, Carroll et al. 1995). Application of this idea in Figure 3.1 means
that the 90% or 95% confidence set contains the c0-values for which the log-likelihood
is 1.35 or 1.92 lower than the maximum log-likelihood.
Deviations from the large-sample theory can be translated into corrections on the
χ2-values. Figure 3.1 shows that such corrections would hardly affect the confidence
limits of cˆ0 since the profile log-likelihood functions are very steep. Practice has
little interest in a high accuracy at this point. We can conclude that the nec for
the extended standard model is not significantly different from 0, but for the hazard
model it is for all examples. This reflects an important structural difference between
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both models. If the hazard model is acceptable on scientific grounds, it should be
preferred above the extended standard model, not because of tiny differences in
goodness of fit but because of its structural properties.
The bold curves in Figure 3.1 represent the profile log-likelihood functions of
the hazard model. They coincide with the profile log-likelihood functions of the
Weibull model for the lower concentrations and that of the exponential model for
the higher concentrations. The relatively small shift between the profile log-likelihood
functions of the Weibull and the exponential model corresponds with the change of
the elimination rate ka from 0 to ∞. We conclude that a single observation time for
surviving individuals results in poor knowledge about the elimination rate, but this
has little effect on the estimate for the no-effect concentration.
Examples 2 and 4 have no deaths in the control and one in the lowest concen-
tration. The profile log-likelihood functions for these examples have two local maxi-
mums, which correspond with two possible interpretations for the cause of death: is it
control mortality (right local maximum), or toxicant-induced (left local maximum)?
The profiles show that the interpretation in terms of toxicant-induced mortality is
more likely in these two examples. Examples 1 and 3 have one death in the control
and none in the lowest concentration. Here, we have just one possible interpretation
for the cause of death (namely control mortality) and just one local maximum for
the profile log-likelihood function. The profile log-likelihood functions thus quantify
the probabilities for the alternative causes of death.
Acknowledgements
This work was supported by Grant PAD 90-18 from the Alternative to Animal Ex-
periments Platform.
References
Ashton, W.D. 1972. The logit transformation with special reference to its uses in bioassay. Griffin’s
statistical monographs & courses 32. Griffin, pp. 88.
Bedaux, J.J.M. & Kooijman, S.A.L.M. 1994. Statistical analysis of bioassays, based on hazard
modeling. Journal of Environmental Statistics 1: 303-314.
Carroll, R.J., Ruppert, D. & Stefanski, L.A. 1995. Measurement error in nonlinear models. Mono-
graphs on Statistics and Applied Probability 63, London: Chapman & Hall, pp 305.
Cox, C. 1987. Threshold dose-response models in toxicology. Biometrics 43: 511-523.
Kooijman, S.A.L.M. 1981. Parametric analyses of mortality rates in bioassays. Water Research 15:
107-119.
Kooijman, S.A.L.M. 1983. Statistical aspects of the determination of mortality rates in bioassays.
Water Research 17: 749-759.
Kooijman, S.A.L.M. 1993. Dynamic Energy Budgets in Biological Systems. Theory and applications
in ecotoxicology. Cambridge University Press, pp. 350.
McCullagh, P. & Nelder, J.A. 1991. Generalized linear models. Monographs on Statistics and
Applied Probability 37. Chapman & Hall, pp. 511.
Pack, S. 1993. A review of statistical data analysis and experimental design in OECD aquatic
toxicity test guidelines. Shell Research Ltd., Sittingbourne, UK.
Statistics of no-effect concentrations 57
Silvey, S.D. 1975. Statistical inference. Monographs on Statistics and Applied Probability 7. Chap-
man and Hall, pp. 192.
Williams, D.A. 1971. A test for differences between treatment means when several dose levels are
compared with a zero dose control. Biometrics 27: 103-117.
58 Toxicity test on survival
3.2 Statistical Analysis of Bioassays based on hazard
modelling
Abstract A stochastic model is proposed to describe time–dependent lethal effects
of toxic compounds. It is based on simple mechanistic assumptions and provides
a measure of the toxicity of a chemical compound, the so-called killing rate. The
killing rate seems a promising alternative for the lc50. The model also provides the
no–effect level and the lc50, both as a function of exposure time. The model is
applied to real data and to simulated data.
Introduction
The analysis of survival data is important in toxicological studies. In many laborato-
ries, bioassays are carried out routinely to investigate toxicological properties of new
chemical compounds. Determination of lc50-values and no–effect concentrations
(nec) is the main objective. The lc50-value of a compound is the concentration
expected to cause death of 50% of the population within a fixed time. The no–effect
concentration is the maximum concentration which has no lethal effect within the
duration of the experiment. Both lc50 and nec depend on the species chosen, the
exposure time, the temperature at which the experiment is performed, the age of
the experimental animals, etc. In routine experiments, animals are exposed to a
compound in a range of concentrations. After a fixed time chosen on the basis of ex-
perience and intuition and depending on the species used, the numbers of survivors
are counted for every concentration. The resulting lc50- and nec-estimates only
tell something about exposure during that fixed time and as such only have lim-
ited meaning. In more elaborate experiments survivorship is measured after several
exposure times. This enables the study of the time-dependence of lc50 and nec.
For simple experiments, a wide variety of statistical methods is used to esti-
mate lc50 and nec. Nonparametric methods, such as moving average or (trimmed)
Spearman-Ka¨rber, as well as parametric methods, such as probit or logit analysis,
are used to estimate lc50; for a review see Hoekstra (1991). Morgan (1988) reviews
several extensions of the classical logit and probit models. Estimation methods of
necs can be found in Cox (1987). Kooijman (1981) proposed models to estimate
nec and (time-dependent) lc50 in various experimental designs.
In most parametric procedures, distribution functions are chosen ad hoc to de-
scribe the stochastic behaviour of the data. Biological knowledge is rarely incorpo-
rated in the stochastic model. In this paper we develop a stochastic model based
on simple assumptions that are still realistic from a biological point of view. The
key assumption is that the hazard rate is proportional to the concentration of the
compound in the animal. The idea of relating the hazard rate to the dose is not new.
0Published as: J.J.M. Bedaux and S.A.L.M. Kooijman (1994) Statistical Analysis of Bioassays
based on hazard modelling. Environmental and Ecological statistics, 1: 303-314.
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Puri and Senturia (1972; Laurence and Morgan, 1989; Morgan, 1992, Ch. 5) pro-
posed a stochastic model in which the hazard rate is a function of the concentration
of the compound.
A second assumption concerns the kinetics of the compound. We assume a simple
linear one–compartment model. The incorporation of the kinetics of the compound
in the dose-response model is not new either. Puri and Senturia (1972) constructed
a stochastic process underlying the concentration in the animal. Van Ryzin and Rai
(1987) used Michaelis–Menten nonlinear kinetics to describe the internal concentra-
tion as a function of the external concentration. They only considered steady–state
conditions, so their approach cannot be used in the study of time–dependent toxicity.
The usual experimental data sets consist of counts of surviving organisms that
have been exposed to a chemical compound at a range of concentrations during a
fixed time of exposure. Most statistical methods only provide estimates in simple
designs involving a single exposure time. In order to analyze experiments involving
several exposure times, the time-dependence of the parameters must be modelled.
Kooijman (1981) proposed an extension of the log-logistic tolerance distribution. His
model will be compared with the present model. Carter and Hubert (1984) proposed
a growth–curve model approach.
Maximum likelihood methods are used to estimate the parameters of the model.
To study the statistical properties of the estimators, we applied the method to data
obtained by Monte-Carlo simulation. In addition, we applied the method to experi-
mental data.
Modelling survivorship
The key assumption in this paper is that the hazard rate is proportional to the
concentration of the chemical compound in the animal, as far as it exceeds a so-called
no-effect level. To be more precise, we assume the hazard h˙(t) to be proportional
to the (positive) difference between the concentration [Q](t) and the no-effect level
[Q]0. Generally, we do not know the actual concentrations in the animal. We only
know the concentration in the environment c(t). (Note that throughout this section
[Q] is used to denote the concentration in the animal and c for the concentration
in the environment. Symbols used are shown in Table 3.2.) We therefore have to
make assumptions about the uptake dynamics of the compound in the animal. A
simple model, which is still realistic from a biological point of view, is the so-called
one–compartment model (Jacquez, 1985). That is,
d[Q](t)
dt
= k˙uc(t)− k˙a[Q](t) , (3.7)
where k˙a is the elimination rate and k˙u the uptake rate. The solution of (3.7) is
easily found to be
[Q](t) = [Q](0)e−k˙at + k˙u
∫ t
0
e−k˙a(t−τ)c(τ) dτ . (3.8)
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Table 3.2: List of symbols. T, M and L denote the dimensions time, mass and length.
Symbol dimension interpretation
h˙ T−1 hazard rate
t T time
[Q] ML−3 concentration of the compound in the animal
[Q]0 ML
−3 no–effect level in the animal
c ML−3 concentration of the compound in the environment
c0 ML
−3 no–effect level in the environment
k˙u T
−1 uptake rate
k˙a T
−1 elimination rate
c0 ML
−3 no–effect level in the environment
t0 T time at which [Q] exceeds the no-effect level
k˙† L
3M−1T−1 killing rate
λ˙ T−1 control mortality rate
k¨† L
3M−1T−2 killing acceleration
cL50 ML
−3 ultimate lc50 value
β - slope parameter of the logistic distribution
q(t; c) - survivor probability at time t and concentration c
xij - number of surviving animals at time ti and conc. cj
pij - probability of an animal to die between ti−1 and ti, at cj
nij - number of animals died between ti−1 and ti, at cj
Here we consider experimental situations in which c(t) is constant, say c(t) = c. We
also assume that [Q](0) is negligibly small. Then (3.8) reduces to
[Q](t) =
k˙u
k˙a
c(1− e−k˙at) . (3.9)
The ultimate concentration is given by limt→∞[Q](t) = ck˙u/k˙a, the ratio k˙u/k˙a being
known as the bioconcentration factor. If this value is smaller than the no-effect level
[Q]0, i.e. if c < [Q]0k˙a/k˙u, there will be no effect at all, even after long exposure
times. This defines the environmental (ultimate) no-effect level c0 = [Q]0k˙a/k˙u.
If c > c0 there is a point in time t0 at which [Q](t) exceeds [Q]0 (see Figure 3.2).
From (3.9) t0 can be calculated to be
t0 = − 1
k˙a
ln(1− c0
c
) . (3.10)
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[Q](t)
t
c<c
c>c
[Q] 0
0
0
t0
Figure 3.2: Accumulation curves for two values of the environmental concentration c, one
below and one above c0.
The hazard rate is now given by
h˙(t; c) ∝ [Q](t)− [Q]0 = k˙u
k˙a
(c(1− e−k˙at)− c0)+
or
h˙(t; c) ∝ (c(1− e−k˙at)− c0)+ , (3.11)
where (x)+ means the maximum of x and 0. This notation will be used frequently
in the following. The proportionality constant in (3.11), written as k˙†, will be
called the killing rate, as proposed in Kooijman (1993, p. 277). It has dimen-
sion (concentration·time)−1 and can be viewed as a measure of the toxicity of the
compound with respect to survival. The hazard rate can now be written as
h˙(t; c) = k˙†(c(1− e−k˙at)− c0)+ .
The survivor function q(t; c) of the time of dying caused by the chemical com-
pound at concentration c, is then given by
q(t; c) =

 exp
(
k˙†
k˙a
c(e−k˙at0 − e−k˙at)− k˙†(c− c0)(t− t0)
)
if c > c0 and t > t0
1 otherwise
.
(3.12)
Control mortality is readily included in this model formulation. Assuming inde-
pendence of death caused by the chemical compound and death caused by natural
circumstances, we can simply add the corresponding hazard rates. The hazard rate
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Figure 3.3: Survivor functions for various values of c (from top downwards 1, 2, 4, 8, 16, 32
and 64). Parameter values are c0 = 1.5, k˙† = 0.1 and k˙a = 0.5. Left λ˙ = 0, right λ˙ = 0.05.
due to control mortality, λ˙, will be taken constant. This is reasonable because the
duration of the experiments is mostly short compared with the mean lifetime of the
organisms used. The resulting survivor function is the one obtained in (3.12) multi-
plied by exp(−λ˙t). In Figure 3.3 some survival curves are plotted with and without
control mortality, for one choice of parameter values.
An interesting special case concerns extremely small elimination rates, so k˙a → 0.
This occurs for instance with cadmium in some soil arthropods (Janssen et al. 1991).
The accumulation process reduces to ddt [Q] = k˙uc, so that [Q](t) = k˙uct if again
the initial concentration in the tissue is negligibly small. The no–effect level (in the
environment) now equals 0 because a very small concentration in the environment
will ultimately result in a very high concentration in the tissue. A no–effect level
in the tissue, i.e. the upper boundary of the tolerance range, still exists, of course,
and is exceeded at t0 = [Q]0(k˙uc)
−1. The hazard rate amounts to h˙c = k¨†c(t− t0)+.
The relationship between the killing acceleration k¨† and the killing rate k˙† is k¨† =
limk˙a→0 k˙†k˙a. The survival probability is
q(t; c) = exp{−1
2
k¨†c((t− t0)+)2} . (3.13)
This represents a Weibull distribution with shape parameter 2.
For very large values of k˙a, on the other hand, the survivor function becomes an
exponential function
q(t; c) = e−k˙†t(c−c0)+ ,
which can also be seen as a Weibull function, with shape parameter 1. In Figure 3.4
some possible shapes of q(t; c) for varying elimination rates are shown.
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Figure 3.4: Possible shapes of survivor curves with changing elimination rate. Parameter
values (c0 = 0, k˙† = 0.5, λ˙ = 0, k˙a = 0.01 (left) or 100 (right).
As an alternative we will discuss the model proposed by Kooijman (1981), which
is an extension of the standard log-logistic model. The extension involves a no–
effect level and a lc50–time relation consistent with the first–order kinetics (3.7). It
can be summarized as follows. The probability of surviving an exposure time t at
concentration c is given by
q(t; c) =

1 +


(
c(1− e−k˙at)− c0
)
+
cL50 − c0


β


−1
, (3.14)
where cL50 is the ultimate lc50, i.e. the lc50-value after a very long exposure time.
Kooijman (1993, p. 279) compares the models (3.12) and (3.14). An important
difference is the behaviour after long exposure times, if c > c0: in model (3.12) we
have limt→∞ q(t; c) = 0 and in (3.14) limt→∞ q(t; c) > 0.
Estimation of parameters
In experiments which are set up to evaluate the lethal effect of toxic compounds,
the resulting data sets consist of counts xij of surviving organisms on fixed times ti,
i = 0, . . . , r, exposed to a chemical compound at concentration cj , j = 1, . . . , k. An
example of such a data set is given in Table 3.3. To fit the model (3.12) to such a data
set we use the maximum likelihood (ML) method. For this experimental set-up the
likelihood function is not the product of the density function of t† in the data points
(ti, cj), since we do not know the exact times of death of the organisms. We only
know the time intervals at which death has occurred. Before deriving the likelihood
function we have to introduce some new symbols.
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Table 3.3: Number of surviving guppies Poecilia reticulata in natural sea water after ex-
posure to the pesticide dieldrin. Data were kindly provided by Ms T. Adema (IMW-TNO
Laboratories, Delft).
concentration dieldrin (µg l−1)
time (d) 0 3.2 5.6 10 18 32 56 100
0 20 20 20 20 20 20 20 20
1 20 20 20 20 18 18 17 5
2 20 20 19 17 15 9 6 0
3 20 20 19 15 9 2 1 0
4 20 20 19 14 4 1 0 0
5 20 20 18 12 4 0 0 0
6 20 19 18 9 3 0 0 0
7 20 18 18 8 2 0 0 0
The probability pij of an organism, exposed to concentration cj , to die between
ti−1 and ti is given by pij = q(ti−1, cj)−q(ti, cj). The number of organisms nij which
died in that period is given by nij = xi−1,j−xij . The number of organisms surviving
at tr will be denoted by nr+1,j . The probability of surviving at tr is denoted by
pr+1,j and equals q(tr, cj).
The probability of obtaining the counts xij can now be written as a product of
multinomial probabilities:
Prob(xij = xij) = Prob(nij = nij) =
k∏
j=1
x0j !
r+1∏
i=1
p
nij
ij
nij !
. (3.15)
The log-likelihood function is then given by
ℓ(θ; (xij)) =
r+1∑
i=1
k∑
j=1
nij ln(pij) with θ = (c0, k˙†, k˙a, λ˙)
′ , (3.16)
where the constant term has been ignored. Maximum likelihood estimates can be
found by solving the vector equations
G(θ) =
∂ℓ
∂θ
=
r+1∑
i=1
k∑
j=1
nij
pij
∂pij
∂θ
= 0 . (3.17)
The information matrix I(θ), defined as minus the expectation of the matrix of
second derivatives, can be shown to be
I(θ) = −E
(
∂2ℓ
∂θ2
)
=
k∑
j=1
x0j
r+1∑
i=1
1
pij
(
∂pij
∂θ
)(
∂pij
∂θ
)′
. (3.18)
Toxicity test on survival 65
This matrix can be used to estimate the asymptotic variance-covariance matrix. It
can also be used in the so-called method of scoring, an iteration scheme to find the
ML estimates:
θi+1 = θi + I
−1(θi)G(θi) . (3.19)
As a rough measure of goodness-of-fit we use the deviance of the model (Mc-
Cullagh and Nelder, 1989). The deviance is defined as twice the difference between
the maximum achievable log likelihood and that attained under the fitted model.
The maximum achievable log likelihood ℓsup((xij)) is obtained by estimating each
pij without any constraint, i.e., pˆij = nij/x0j . Substituting this in (3.16) we get
ℓsup((xij)) =
∑
i,j
nij ln(
nij
x0j
) ,
where the summand should read 0 if nij = 0. The difference in deviances between
nested models can be used as a test statistic. It is equivalent to the usual likelihood-
ratio test. The approximate distribution of the test statistic is χ2[d], where d is the
difference in the number of parameters between the two nested models. The deviance
should not be used to test the absolute goodness-of-fit. Usually the asymptotic theory
does not apply, because some of the expected numbers E(nij) are too small.
Equations (3.17), (3.18) and (3.19) were implemented in a computer program
written in APL. The numerical procedure appeared to be sensitive to starting values
of the parameters, which cannot be easily found. If λ˙ = 0, relation (3.10) can be
used to guess starting values for c0 and k˙a.
Monte-Carlo Simulation
We studied the performance of ML estimation by Monte Carlo simulation. Data sets
resembling the data of Table 3.3 were generated: 8 concentrations (an exponential
series, 10j/4 for j = 0, . . . , 7), 8 time points (0, 1, . . . , 7) and fixed parameters
(c0 = 2, k˙† = 0.1 and k˙a = 0.5) were chosen. Four different values of x0j (5, 10, 20
and 50) were chosen to study the influence of sample size. For every value of x0j ,
1000 data sets were generated by simulating multinomial distributions according to
(3.15) and (3.12). In every data set we estimated the parameters by solving (3.17)
numerically, where the ’true’ parameters were chosen as starting values. The resulting
1000 vectors of parameter estimates (cˆ0, kˆ†, kˆe)
′ were analyzed by calculating means,
standard deviations and correlation matrices. The latter were compared with the
theoretical asymptotic values.
The results are shown in Table 3.4. The parameter estimates behave quite dif-
ferently with respect to sample size. Estimation of c0 is accurate, even for 5 animals
per concentration, while reliable estimation of k˙† apparently needs large sample sizes.
The estimates of the standard deviations, which can be compared with the theoretical
value after multiplication with
√
x0j , and the estimates of the correlation coefficients
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Table 3.4: Results of ML estimation on simulated data. In the first horizontal block theo-
retical values are shown: asymptotic expectations, standard deviations according to (3.18),
multiplied by
√
x0j , and correlation coefficients. In the following blocks simulation results
are shown: means, standard deviations (×√x0j) and correlation coefficients of parameter
estimates of 1000 simulated data sets.
mean sd sd
√
x0j correlation coefficients
theoretical c0 2 - 1.425 1
values k˙† 0.1 - 0.0875 –0.393 1
k˙a 0.5 - 0.5827 0.755 –0.790 1
x0j = 5 c0 2.095 0.6442 1.441 1
k˙† 0.1453 0.1052 0.2353 –0.377 1
k˙a 0.5262 0.3721 0.8321 0.431 –0.454 1
x0j = 10 c0 2.033 0.4013 1.269 1
k˙† 0.1179 0.0431 0.1364 –0.335 1
k˙a 0.5053 0.1916 0.6057 0.635 –0.703 1
x0j = 20 c0 2.018 0.2970 1.328 1
k˙† 0.1100 0.0251 0.1121 –0.308 1
k˙a 0.4919 0.1286 0.5749 0.655 –0.748 1
x0j = 50 c0 1.995 0.1863 1.318 1
k˙† 0.1042 0.0137 0.0968 –0.354 1
k˙a 0.4927 0.0815 0.5761 0.695 –0.799 1
indicate that asymptotic theory should only be applied at large values of x0j , say
x0j ≥ 20.
Application to experimental data
We have fitted model (3.12)—with and without control mortality—to the data set
of Table 3.3. Solutions were checked by Monte Carlo searches. We also fitted model
(3.14) to the same data. This led to some numerical problems. All parameters but
β grew very small and c0 even became zero. In the limit situation for small k˙a we
can then rewrite model (3.14) to
q(t; c) =
(
1 +
(
ct
A
) 1
β
)−1
where A = lim
k˙a→0
cL50
k˙a
. (3.20)
The results of parameter estimation are given in Table 3.5. Inclusion of control
mortality in model (3.20) did not noticeably affect the results.
The data and estimated survivor curves are plotted in Figure 3.5. The improve-
ment in fit from inclusion of control mortality in (3.12) is apparent for c = 5.6 and
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Table 3.5: Results of ML estimation on empirical data given in Table 3.3. For each para-
meter, point estimates, standard deviations, and correlation coefficients are given.
model par. units estimate s.d. correlation coefficients
λ˙ d−1 0 - -
(3.12) c0 µg l
−1 2.77 0.303 - 1
k˙† l µg
−1d−1 0.0309 0.00549 - –0.233 1
k˙a d
−1 0.727 0.201 - 0.511 –0.790 1
λ˙ d−1 0.00835 0.00490 1
(3.12) c0 µg l
−1 5.20 0.465 0.309 1
k˙† l µg
−1d−1 0.0376 0.00777 0.046 –0.024 1
k˙a d
−1 0.791 0.281 –0.049 0.281 –0.811 1
λ˙ d−1 0 - -
(3.20) c0 µg l
−1 0 - - -
A µg l−1d 62.8 4.05 - - 1
β 2.72 0.263 - - –0.052 1
10 µg l−1. For c = 0 the fit is worse. The deviances are 40.21 and 36.43, respectively.
The difference is 3.78, which means that inclusion of control mortality does not lead
to a significant improvement (α = 0.05). The deviance of model (3.20) equals 43.57,
which is more than the previous values. However, because the models (3.12) and
(3.20) are not nested, we cannot draw strong conclusions from the deviances.
The second data set which we analyzed is given in Table 3.6. As mortality occurs
at c = 0, we are forced to include control mortality in the model.
Fitting model (3.12) we found several (local) maximums of the likelihood. The
deviance at the global maximum equals 35.55. The estimation procedure for model
(3.14) ran into the same numerical problems as encountered with the first data set.
Again c0 became zero. The resulting deviance is 38.38. Results of parameter esti-
mation are given in Table 3.7 and Figure 3.6. The estimates of control mortality
are more or less the same in both models, with relatively large standard deviations.
The other parameters in model (3.12) have small standard deviations. In model
(3.14) only β has a small standard deviation. The extremely high correlation be-
tween cL50 and k˙a and the small value of the latter indicate that the resulting model
approximates model (3.20).
Discussion
In the present paper we introduce a new model for the analysis of survival data. There
are several advantages to our approach. First, our approach provides an alternative
measure of the toxicity of a compound with respect to survival, the killing rate k˙†.
The killing rate can be interpreted as the probability of dying, per unit of time and
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Figure 3.5: Empirical data of Table 3.3 with
estimated survivor curves. Upper left: model
(3.12) without control mortality. Upper right:
model (3.12) including control mortality. Mid-
dle: model (3.20).
Table 3.6: Number of surviving daphnids Daphnia magna in potassium dichromate. Data
were kindly provided by Ms T. Adema (IMW-TNO Laboratories, Delft).
concentration K2Cr2O7 (mg l
−1)
time (d) 0 0.1 0.18 0.32 0.56 1
0 50 50 50 50 50 50
2 50 50 50 50 50 48
5 50 50 50 50 48 36
7 50 50 50 50 48 35
9 49 50 50 50 48 31
12 49 50 50 50 40 15
14 49 50 50 48 32 9
16 49 50 50 47 30 3
19 49 50 50 47 23 0
21 49 50 50 45 16 0
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Table 3.7: Results of ML estimation on empirical data are given in Table 3.6. For every
parameter point estimates, standard deviations and correlation coefficients are given.
model par. units estimate s.d. correlation coefficients
λ˙ d−1 3.08 10−4 2.89 10−4 1
(3.12) c0 mg l
−1 0.272 0.0179 0.058 1
k˙† l mg
−1d−1 0.278 0.0414 0.024 0.016 1
k˙a d
−1 0.214 0.0397 0.029 0.657 –0.501 1
λ˙ d−1 3.94 10−4 3.97 10−4 1
(3.14) cL50 mg l
−1 0.161 0.106 0.136 1
c0 = 0 k˙a d
−1 0.0186 0.0143 0.130 0.998 1
β 3.848 0.412 0.251 0.526 0.539 1
Figure 3.6: Empirical data of Table 3.6 with estimated survivor curves. Left: model (3.12)
including control mortality. Right: model (3.14) including control mortality.
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per unit of (environmental) concentration exceeding the no–effect concentration. It
does not depend on exposure time, as does lc50. In addition, the model also provides
nec as well as lc50 as functions of time, in a single estimation procedure. The nec-
time relation can be found by calculating c from [Q](t) > [Q]0 in (3.9) at a fixed
time t, leading to nec(t) = c0(1 − exp(−k˙at))−1. The lc50–time relation can be
found by (numerically) solving c from q(t; c) = 0.5. Second, we model a survival
function based on simple mechanistic assumptions which may, at least in theory, be
tested in independent experiments. Most other parametric approaches assume some
distribution function without any biological or mechanistic justification.
A key assumption in the model is that the hazard rate is proportional to the con-
centration of the toxicant. This implies that the lethal effects of a toxicant should
disappear as soon as the concentration decreases below the no–effect level, that is,
the animals should instantaneously recover completely. A different approach could be
to assume that the toxicant causes irreparable damage to the animal, again propor-
tional to the concentration. Diggle and Gratton (1984; Morgan, 1992) put forward
a comparable idea in their extension to the model of Puri and Senturia (1972). If, in
our model, the hazard is taken to be proportional to the total damage, this results
in a hazard proportional to the accumulated concentration. In an analogous way
Kooijman models aging processes (Kooijman, 1993, pp. 105–112). For small values
of k˙a, the survivor function approximates a Weibull function with shape parameter
3 instead of 2 as in (3.13).
The model can, of course, be extended by changing the assumptions. For instance,
the assumption about the accumulation process in the animal can be changed in a
two-compartment model if a one-compartment model does not make sense. However,
this will probably cause estimation problems unless the data set is very detailed.
Another extension of our model could be the introduction of stochasticity between
animals. As a matter of fact animals are supposed to be identical in the present
model: they all have the same kinetic parameters. The only stochastic component
is in the process of dying. In the log–logistic model (3.14) stochasticity is located
entirely between animals. There the process of dying is completely deterministic.
As a result, both approaches lack reality. To meet this objection we might con-
sider the elimination parameter k˙a as a random variable. Stochastic parameters in
accumulation models are discussed in Bedaux and Kooijman (1994).
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3.3 Analysis of toxicity tests on fish growth
Abstract We present a statistical analysis of bioassays for fish growth, such as the
routine toxicity test that is described in the OECD guideline 210. The analysis is
based on the Dynamic Energy Budget theory and a one-compartment kinetics for
the toxic compound. It is fully process oriented. We compare a formulation in terms
of direct effects on growth with indirect effects via assimilation and maintenance.
All formulations characterize the effects by a no-effect concentration, a tolerance
concentration and the elimination rate. Simplified formulations are obtained for very
small and very large elimination rates. The accuracy of estimates for the no-effect
concentration is assessed by the profile likelihood function. The method is illustrated
with applications to several data-sets for body size versus concentration of toxicant.
Introduction
This paper is one in a series that aims to analyze the full set of routine aquatic toxicity
experiments (Bedaux & Kooijman 1994; Kooijman & Bedaux 1996a, 1996b; Kooij-
man et al. 1996; Kooijman 1996). The main feature of these analyses is to provide
a method to estimate the no-effect concentration (nec) on the basis of mechanis-
tic models for the effects of chemicals on the various endpoints (survival, growth,
reproduction). It offers an alternative to the frequently used no-observed-effect con-
centration (noec). The use of the latter is under increased pressure due to the statis-
tical problems with this characteristic (Kooijman 1981, 1995a; Pack 1993; Laskowski
1995). The second aim is to provide process-based characterizations of the various
effects of toxic chemicals that are independent of exposure time.
Growth can be affected directly by toxic chemicals, or indirectly via effects on
feeding or maintenance, because these processes are intimately linked. The Dynamic
Energy Budget (deb) theory provides a mechanistic basis for this link that has
been tested against experimental data for many animal species (Kooijman 1993).
Reproduction, as is routinely tested with Daphnia, can be indirectly affected via
growth, feeding or maintenance (Kooijman & Bedaux 1996b). Satisfactory analyses
of toxicity data for growth must be consistent with those of the indirect effects on
reproduction. This is why the analyses of effects on growth and reproduction are
linked.
In this paper, we present and apply a statistical analysis of routine toxicity tests
on fish growth based on insights from the deb theory. The choice for fish conforms
to the OECD guideline 210 (OECD 1992), but the analysis applies equally to the
growth of other animals because the deb theory applies to all heterotrophs. The
application of the deb theory is simple only if the growth conditions are constant
(food density, temperature etc.). We first summarize the relevant details of the test
guideline, then we work out a new analysis of the toxicity test on growth and compare
0Published as: S.A.L.M. Kooijman and J.J.M. Bedaux (1996) Analysis of toxicity tests on fish
growth. Water Research 30: (to appear)
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Table 3.8: List of symbols. The symbols in the dimension-column stand for t time, m
mass, l length (of environment), L length (of organism).
symbol dimension interpretation
c ml−3 concentration in environment
cq ml
−3 ratio of conc. in tissue and Pvd
c0 ml
−3 no-effect conc. for growth
c∗ ml
−3 tolerance conc. for ∗ ≡ M , G or A
[Q] mL−3 concentration in tissue
Cq ml−3t product of conc. in tissue and uptake rate
Pvd l
3L−3 bioconcentration coefficient
L L body length
W m body weight
t t exposure time
k˙a t
−1 elimination rate
γ˙ t−1 von Bertalanffy growth rate
m˙ t−1 maintenance rate coefficient
g - energy investment ratio
s, S - stress function
it with the standard analysis. Since we link effects to concentrations in the fish, we
present our analysis in a brief discussion of growth, uptake kinetics, and effects.
Routine toxicity tests on growth
The routine toxicity test on fish growth according to Guideline 210 of the OECD
(1992) requires that small (young) fish are exposed to a range of concentrations
of test compound during a period of 28 d. The zebrafish Brachydanio rerio and
the rainbow trout Oncorhynchus mykiss (formerly Salmo gairdneri) are frequently
selected for this type of experiment. The zebrafish is a popular small fish for research
purposes (Laale 1977), the rainbow trout is an example of a large fast growing fish
(Weatherley & Gill 1984) which is of commercial interest. Although the test protocol
does not mention the feeding conditions prior to the start of the test, enhanced growth
can be expected after starvation (Quinton & Blake 1990) that is hard to analyse. We
therefore assume that the fish were well-fed prior to the experiment. Rainbow trout
can be triploid, but this does not seem to affect the energetics (Oliva-Teles & Kaushik
1990).
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Five concentrations are suggested. Although the guidelines recommend a housing
of sixteen fish per tank, social interactions in the feeding can easily increase the
variation in growth rates in a way that is hard to analyse. Social interactions in
feeding are well described, both for the zebrafish (Craig & Fletcher 1984; Steele et
al. 1991; Lucas & Priede 1992) and the trout (Brown 1946; Phillips 1989), and affect
uptake kinetics and effects of the toxicant (Arthur & Dixon 1994). We will assume
that housing is such that social effects can be excluded.
The length or the weight is measured at the start of the experiment and at 14 and
28 days. (It will help the analysis if size observations are made during the growth
process as well.) The temperature and concentration of compound in the media are
as constant as possible.
Typical maximum sizes for the zebrafish are 45 mm fork-length (Laale 1977),
760-990 mg wet weight and 215-330 mg dry weight. The males are typically more
slender than the females. The sexes start to deviate after one month of age.
A variant of the growth test starts from eggs to include effects on survival. The
most sensitive period is usually at the initiation of the feeding process. The incuba-
tion period of zebrafish typically lasts 96 h from fertilization at 26◦C. We will assume
that differences in hatching times are small.
Growth according to the deb theory
Although a comprehensive discussion of the deb theory is outside the scope of this
paper, the discussion of some of its basic assumptions will help to clarify the analysis
of effects of compounds.
The feeding rate depends on food density and is proportional to the surface area
of the organism. This holds for the mean feeding rate over a longer time period
(Staple & Nomura 1976). (The amount of food eaten after a period of starvation
is proportional to body weight (Grove et al. 1978), because stomach volume is pro-
portional to body weight.) Although small changes in the relative sizes of various
organs in immature rainbow trout have been observed (Denton & Yousef 1976), they
are remarkably conservative (Weatherley & Gill 1983). The shape of the organism
during growth is taken to be constant in this paper, although the theory for changing
shapes has been worked out. In this case, surface area is proportional to (structural)
biovolume to the power 2/3. The digestion efficiency is taken to be independent of
the size of the organism and the food density (Staples & Nomura 1976).
Material derived from food is added to the reserves, which are rich in fat (Denton
& Yousef 1976; Atherton 1975). The reserve density (i.e. the reserves per structural
biovolume) is utilized at a rate proportional to reserve density and inversely propor-
tional to a length measure. (The latter is because of homeostasis for the reserves
during juvenile growth.) A fixed fraction of energy that is utilized from the reserves
is spent on growth plus maintenance, the rest is spent on development plus reproduc-
tion. The maintenance costs are proportional to the structural biovolume. The costs
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for growth are proportional to the increase in structural biovolume. Endotherms,
such as mammals and birds, also spend energy on thermoregulation. Since the pri-
mary interest in this paper is in fish, heating costs are excluded here. The detailed
motivation and derivation of the various assumptions are given in Kooijman (1993).
Body weight combines contributions from structural biovolume and reserves. If
food is abundant, however, body weight is just proportional to biovolume due to
the assumption of homeostasis. A length measure (such as the snout-fork length)
is proportional to the cubic root of the biovolume, and so of body weight, due to
the assumption that the shape does not change. If food density is not constant, the
relationship between length and weight measures is more complex.
At abundant food, these assumptions specify that growth is given by von Berta-
lanffy growth equation
d
dt
V = 3γ˙(V 2/3V 1/3m − V ) (3.21)
where V is structural biovolume, Vm is the maximum structural biovolume and γ˙
is the von Bertalanffy growth rate (dimension per time). The maximum volumetric
length V
1/3
m is proportional to the ratio of the surface area-specific assimilation rate
and the volume-specific maintenance costs. The (maximum) von Bertalanffy growth
rate is given by
γ˙ =
1
3
m˙g
1 + g
(3.22)
where the maintenance rate coefficient m˙ stands for the ratio of the volume-specific
maintenance and growth costs. The investment ratio g stands for the ratio of the
volume-specific growth costs and the fraction of the maximum reserve density that
is spent on growth plus maintenance. Note that γ˙V
1/3
m is independent of the mainte-
nance costs. Formulation of growth under food limitations shows that the von Berta-
lanffy growth rate correlates negatively with the ultimate size (Kooijman 1993), as
has frequently been observed empirically (Galliucci & Quinn 1979; Xiao 1994).
Since weight is proportional to structural volume at abundant food (Kooijman
1993), (3.21) also applies if we substitute weight for V and maximum weight for Vm.
Alternatively we can substitute cubed length for V and cubed maximum length for
Vm, so
d
dt
W = 3γ˙(W 2/3W 1/3m −W ) (3.23)
d
dt
L = γ˙(Lm − L) (3.24)
The von Bertalanffy growth equation has been fitted frequently to fish data and
usually fits quite well (Chen et al. 1992; Hearn & Leigh 1994). Figure 3.7 gives a
test for model (3.24) against experimental data for zebrafish and rainbow trout. To
simplify the discussion that follows, we only use length measures as in (3.24), but
cubic roots of weights can always be substituted for lengths. Length measurements
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Figure 3.7: Length-at-age for the zebrafish Brachydanio rerio at 25.5◦C (left) and weight-at-
age for the rainbow trout Oncorhynchus mykiss at 12◦C (right). Data from Eaton & Farley
(1974) and Weatherley & Gill (1983). The fitted curves are the von Bertalanffy growth curve
(3.24). The parameter estimates (with standard deviation) for the zebrafish are the initial
length 0.15 (1.33) mm, ultimate length 45.1 (17.6) mm and von Bertalanffy growth rate
0.0109 (0.0063) d−1. For the rainbow trout with initial weight 1.23 g, the estimated von
Bertalanffy growth rate was γ˙ = 2.36 10−3 (3.55 10−5) d−1 = 0.86(0.013) a−1. The ultimate
weight has been set at 3.5 kg (Ruting 1958). The length-at-age is almost proportional to
time and the weight-at-age is almost proportional to cubed time as long as the actual size is
much smaller than the ultimate size.
have the advantage over weight measurements that the fish need less handling, which
allows repeated length measurements during growth of particular individuals. On the
other hand, weight measurements are usually more accurate.
A practical problem in the application of these ideas in the analysis of routine
toxicity data is that only very limited data on size change are available. To reduce
the number of parameters that are to be estimated, we treat the investment ratio
g and the von Bertalanffy growth rate γ˙ as known parameters, while the maximum
size, i.e. Lm or Wm is to be estimated from the concentration-response relationship.
This leaves one free parameter for the response in the control. Translated into the
elementary components of the energy budget, we assume that maximum surface
area-specific assimilation rate can differ from one experiment to another, but the
specific costs for maintenance and growth are fixed. The assimilation rate depends,
among other things, on food quality. At first glance, it might seem an odd choice
to set the von Bertalanffy growth rate in the analysis of a growth experiment. At
second glance, however, we must realize that the von Bertalanffy growth rate is not a
growth rate in the strict sense of the word. It has dimension per time, not length or
weight per time. If the actual length is small with respect to the maximum length,
the growth rate in length per time is about equal to the product γ˙Lm.
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Uptake/elimination kinetics
Exposure is assumed to start from previously unexposed individuals at a constant
environment-concentration c of toxic compound. We choose t = 0 as the start of the
exposure period.
Suppose that absorption of the compound to the food particles is instantaneous
and that the concentration of food particles is constant. Uptake can occur directly
from the water and indirectly via food (Karlsson-Norrgren & Runn 1985), but both
uptake rates are proportional to the surface area of the animal, which is proportional
with V 2/3 of L2 for isomorphs. Most fish grow roughly isomorphically, from an
energetics perspective. The direct elimination is again assumed to be proportional
to the surface area and to the concentration in the (aquatic fraction of the) tissue
[Q]. The partitioning of the compound over the different body fractions (including
the lipid fraction) is again assumed to be instantaneous. The uptake/elimination
kinetics reduces to
d
dt
[Q] = cPvdk˙aLm/L− [Q]
(
k˙aLm/L+
d
dt
ln(L/Lm)
3
)
(3.25)
where c is the concentration in the environment (dissolved plus absorbed to food par-
ticles), Pvd is the bioconcentration coefficient and k˙a the elimination rate. The term
d
dt ln(L/Lm)
3 = 3LmL
d
dt
L
Lm
in (3.25) accounts for the dilution by growth. This cor-
rection has been found to be essential empirically as well as numerically (Borgmann
& Whittle 1992; Hammar et al. 1993).
The tissue-concentration is usually not measured in routine toxicity tests, so that
it plays the role of a hidden variable. It proves to be convenient to introduce the
scaling cq ≡ [Q]/Pvd, which has the dimensions of an environment-concentration,
but is just proportional to the tissue-concentration. The kinetics of the scaled tissue-
concentration reduces to
d
dt
cq = ck˙aLm/L− cq
(
k˙aLm/L+
d
dt
ln(L/Lm)
3
)
(3.26)
= k˙a
(
c− cq − 3cq
k˙aLm
d
dt
L
)
Lm
L
(3.27)
Although this simple first order differential equation with variable coefficients can be
solved, this hardly helps because the solution still has integrals that must be obtained
numerically. The behaviour only depends on the scaled elimination rate k˙a relative
to the von Bertalanffy growth rate γ˙.
Without effects on growth, the concentration cq exceeds level c0 at t for
c0(t) =
c0
k˙a
exp{−3γ˙t+ (3γ˙ + k˙a)
∫ t
0 Γ(t1) dt1}∫ t
0 exp{−3γ˙t1 + (3γ˙ + k˙a)k˙a
∫ t1
0 Γ(t2) dt2}Γ(t1) dt1
t→∞→ c0 (3.28)
where Γ(t) ≡ Lm/L(t). The practical significance of this result is that the no-effect
concentration c0 that will appear in the description of effects has the interpretation
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of the ultimate no-effect concentration, while the apparent no-effect concentration
c0(t) for exposure time t is higher, so c0(t) > c0, because the tissue-concentration
builds up gradually.
Effects
We distinguish three types of effects on growth: direct effects and indirect effects via
maintenance and assimilation. However, we assume that only one of these effects
occurs at the same time, in the lower effect range of the compound. This assumption
relates to the concept of the most sensitive physiological process that is affected.
Direct effects on growth
Direct effects on growth will be described by a change in the parameter for the costs
of growth, which occurs in the numerator of energy investment ratio g and the de-
nominator of the maintenance rate coefficient m˙. We assume that the energy invest-
ment ratio at concentration cg relates to that in the control g0 as gc = g0(1 + s(cq))
with stress function s(cq) = c
−1
G (cq − c0)+, where cG is the tolerance concentra-
tion for growth and c0 the no-effect concentration. The index + is defined as
(x)+ ≡ max{0, x}. So we have s(cq) = 0 and gc = g0 for cq ≤ c0. Similarly we
have that m˙c = m˙0(1 + s(cq))
−1. The product m˙g is thus unaffected by compounds
with a direct effect on growth. The effect size is thus proportional to the tissue-
concentration that exceeds the internal no-effect concentration. Each molecule that
exceeds the handling capacity acts independently. Interactions between the molecules
are likely to occur at higher concentrations. At high concentrations, not only growth
will be affected, but probably several other physiological processes as well. We refrain
from modelling such simultaneous effects because this is not practical in view of the
simplicity of the experimental data. Due to these practical constraints, we simply
accept the possibility that this description is not accurate at high concentrations.
Substitution of the effect on growth into the growth rate (3.24) leads to
d
dt
L = γ˙(Lm − L) 1 + g
1 + g(1 + s(cq))
(3.29)
Indirect effects on growth
Effects on maintenance and assimilation indirectly affect growth by the principle of
conservation of energy: maintenance competes with growth investment for the al-
location of energy that is utilized from the reserves and a decrease of assimilation
translates into a decrease of the amount of energy that is utilized from the reserves.
Maintenance
Many toxic compounds are likely to affect maintenance requirements, which trans-
lates into an increase in the maintenance costs. Because maintenance has priority
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over growth in the deb theory, such an increase leads to a reduction of the growth
rate. Since the feeding rate depends on body size, the feeding rate is affected as well.
In analogy with the direct effect on growth, we now assume that the maintenance
rate coefficient is m˙c = m˙0(1 + s(cq)) with stress function s(cq) = c
−1
M (cq − c0)+,
where cM is the tolerance concentration for maintenance and c0 the no-effect concen-
tration; m˙0 stands for the maintenance rate coefficient in the control. Substitution
of the effect on maintenance into the growth rate (3.24) leads to
d
dt
L = γ˙(Lm − L(1 + s(cq))) (3.30)
where γ˙ is the von Bertalanffy growth rate in the control and Lm is the maximum
length in the control.
Assimilation
If assimilation is affected, i.e. the incoming energy is reduced, growth is affected as
well. The maximum assimilation rate does not occur in the von Bertalanffy growth
rate, only in the maximum length. In analogy with the direct effect on growth, we
now assume that the maximum length is Lm,c = Lm(1− s(cq)) with stress function
s(cq) = c
−1
A (cq − c0)+, where cA is the tolerance concentration for assimilation and
c0 the no-effect concentration. Note that the stress function appears with a negative
rather than a positive sign, to model adverse effects on assimilation. The consequence
is that cg < cA + c0 must hold to avoid death, so also c < cA + c0, for all chosen test
concentrations c. The constraint on the value for cA is in fact somewhat stronger
than this, because the assimilation rate must exceed the maintenance requirements.
The deb theory states that the individual dies by starvation if it is unable to mobilize
enough energy from its reserves for maintenance purposes.
Substitution of the effect on assimilation into the growth rate (3.24) leads to
d
dt
L = γ˙(Lm(1− s(cq))− L) (3.31)
The model for direct effects on growth and the two indirect ones are illustrated
as response surfaces above the exposure time-concentration plane in Figure 3.8. For
L≪ Lm, length is increasing almost linearly in time at rate γ˙Lm. This growth rate
is decreasing hyperbolically as a function of the concentration for a direct effect on
growth and linearly for an effect on assimilation. Increase in length is nonlinear for
effects via maintenance, where both the ultimate size and the von Bertalanffy growth
rate are affected.
Reduced models
Many organic compounds have an elimination rate that is high with respect to the
von Bertalanffy growth rate (Hawker & Connell 1986), so k˙a ≫ γ˙, (3.27) reduces to
80 Fish growth toxicity tests
maint., cM = 0.6 µg l
−1 growth, cG = 0.8 µg l
−1
assim., cA = 10 µg l
−1
Figure 3.8: Direct and indirect effects on
growth. The von Bertalanffy growth rate
is chosen γ˙ = 0.008 d−1, which is typical
for zebrafish at 26◦C. The elimination rate is
k˙a = 0.1 d
−1 and the no-effect concentration is
c0 = 1.5 µg l
−1. The tolerance concentrations
for maintenance, growth and assimilation are
chosen 0.6, 0.8 and 10 µg l−1, respectively, to
produce similar response levels.
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cq = c and (3.24) leads to the explicit growth curve
L(t) = Lm,c − (Lm,c − L0) exp{−γ˙ct} (3.32)
with L0 standing for the initial length, Lm,c for the ultimate length at concentration c
and γ˙c the von Bertalanffy growth rate at concentration c. The latter two parameters
are given by
model no Lm,c γ˙c
growth (3.29) Lm,0 γ˙0
1+g
1+g(1+s(c))
maintenance (3.30) Lm,0(1 + s(c))
−1 γ˙0(1 + s(c))
assimilation (3.31) Lm,0(1− s(c)) γ˙0
(3.33)
where the stress function is s(c) = c−1∗ (c − c0)+ for ∗ ∈ {G,M,A} as before. The
three modes of action of the compound lead to effects on either the ultimate length,
the von Bertalanffy growth rate, or both.
If the elimination rate is small with respect to the von Bertalanffy growth rate,
so k˙a ≪ γ˙, we have to reconsider the scaling from the tissue-concentration [Q] to
the environment-concentration cq via the bioconcentration coefficient Pvd, because
the latter is the ratio between the uptake rate and the elimination rate k˙a. The
limit of interest is k˙a → 0 and Pvd → ∞ such that k˙aPvd is constant. The stress
function is in fact a function of the tissue-concentration, so we define a new stress
function S(Cq) = C−1∗ (Cq − C0)+ for ∗ ∈ {G,M,A}, where Cq ≡ cq/k˙a, C0 ≡ c0/k˙a
and C∗ ≡ c∗/k˙a. The latter equality, for instance, should be read as the limit for
c∗ → 0 and k˙a → 0 such that c∗/k˙a is constant at value C∗. The dimension of the
C’s is concentration times time. We will refer to C0 as the no-effect concentration-
time. Notice that S(Cq) = s(cq). The equations (3.27) and (3.29), (3.30), (3.31) now
become
d
dt
Cq = cLm/L− Cq d
dt
ln(L/Lm)
3 (3.34)
growth
d
dt
L = γ˙(Lm − L) 1 + g
1 + g(1 + S(Cq)) for S(Cq) = C
−1
G (Cq − C0)+(3.35)
maint.
d
dt
L = γ˙(Lm − L(1 + S(Cq))) for S(Cq) = C−1M (Cq − C0)+ (3.36)
assim.
d
dt
L = γ˙(Lm(1− S(Cq))− L) for S(Cq) = C−1A (Cq − C0)+ (3.37)
In practice, it may be difficult to obtain the three toxicant parameters k˙a, c0 and c∗ for
∗ ∈ {G,M,A} from a single length-concentration curve. However, we can sandwich
this full model between two marginal models for very small and very large values for
the elimination rate k˙a. These marginal models have two toxicant parameters only.
Moreover, we may use other information to obtain an estimate for the elimination
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rate, such as a known elimination rate of a related compound, corrected for differences
in the octanol-water partition coefficient, the size of the animal that has been used
and the temperature.
Statistics
Given observation times {t1, t2, · · · , tr} and test concentrations {c1, c2, · · · , ck}, the
mean lengths of individuals in a cohort, Li, are assumed to follow a normal distribu-
tion with a mean value that is described by the model for growth. It can be shown
that simple stochastic models for the fine structure of the feeding process end up in
a variance of a length measure that is proportional to the squared mean (Kooijman
1993, page 121). The variance of the mean length is inversely proportional to the
number of individuals in that cohort. This might be important if mortality occurs.
The easiest way to obtain parameter estimates is by non-linear regression where the
weight coefficients are chosen inversely proportional to the product of squared mean
observed values and the number of values that is used to calculate the mean. If the
model fits well, this method will produce results similar to the maximum likelihood
method (Carroll et al. 1995) but is much easier to implement.
The parameters that have to be estimated are Lm, c0, c∗ and k˙a, where the initial
lengths, the investment ratio g and the von Bertalanffy growth rate are treated as
given. We assume that the length measurements are individual-specific, i.e. the initial
length and the length during growth (or at least at the end of the experiment) is
measured for each individual. In that case, it is no problem that the initial lengths
of the individuals differ. If the initial lengths do not differ too much, the mean value
might be estimated as a parameter or again treated as a known value.
In the next section we will use profile ln likelihood functions (see e.g. McCullagh
& Nelder 1989 or Carroll et al. 1995) for the no-effect concentration to obtain infor-
mation about its confidence interval. These functions are defined as the difference
between maximum ln likelihood and the ln likelihood given the value for a particular
parameter, as a function of this parameter. We here take this difference as posi-
tive for graphical purposes. The profile ln likehood function p(c0) for the no-effect
concentration c0 is in this case of a normally distributed ‘error’ given by
p(c0) = n lnσ(c0)/σmin (3.38)
where n is the number of observations of data points; σ(c0) is the mean residual
deviation
√
n−1
∑
i(Li − µi(c0))2, where µi(c0) is the model expectation for length
Li given the value c0; σmin is the minimum of σ(c0), for all c0 ≥ 0 (thus when c0
equals the maximum likelihood estimate). We assume that the mean residual from a
weighted regression is sufficiently close to the maximum likelihood value that it can
be treated as such. The model expectation µi(c0) is obtained by minimizing the sum
of (weighted) squared deviations for all parameters, except c0, which is kept fixed
at the chosen value. A practical problem arises when the chosen value for c0 is so
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Figure 3.9: Effects of seven days of exposure
of the fathead minnow Pimephales promelas
to sodium pentachlorophenol on growth. Data
from Weber et al. (1989) as given by Bruce &
Versteeg (1992). The curves represent model
expectations for direct effects on growth while
the elimination rate is zero (drawn curve)
or infinitely large (dotted curve). The cubic
root of the initial dry weight has been set at
4 µg1/3, the von Bertalanffy growth rate at
0.008 d−1. The estimated parameter values
are given in Table 3.9.
far from the maximum likelihood value that the corresponding model expectations
deviate strongly from the observed values. In that case, the minimum of the sum of
squared deviations will be hard to identify as a function of the free parameters. We
can avoid this problem by starting from the maximum likelihood estimate for c0 and
then gradually increase or decrease the value for c0 till the profile ln likelihood is too
low to be of further interest.
If the large sample theory of the likelihood ratio statistic would apply, the 95
% confidence set for c0 is approximated by the set of values for which the profile
ln likelihood is less than 1.92 (see e.g. Carroll et al. 1995). Deviations from the
large sample theory can be translated into deviations from this threshold-value. The
examples will illustrate, however, that the profile ln likelihood functions are so steep
that such deviations hardly affect the confidence set for c0.
In an egg-larval test, where eggs rather than young fish are exposed, part of the
variation in incubation period translates into variations in growth at a certain age.
Growth during the embryonal period is at the expense of reserves and still continues
a short period after hatching. Late hatching frequently correlates with big size at
hatching. For the present purpose, the onset of feeding is more important than the
moment of hatching. In view of the simplicity of the data, we do not take these
complexities into account and assume that such variations are minor.
Tests against experimental data
Figure 3.9 illustrates the application of the model for effect on growth in a growth
test with the fathead minnow Pimephales. This is an example where the models for
effects on growth, maintenance and assimilation prove to be very similar, see Table
3.9. The maximum likelihood estimate for the nec is zero in all cases, so that there
is no need to test the hypothesis that differs significantly from zero.
The second example concerns a growth test with zebrafish that have been exposed
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Table 3.9: Parameter estimates (and standard deviations) and mean residual deviations for
the models for the effects on growth, maintenance and assimilation, applied to the minnow
data given in Figure 3.9.
growth maintenance assimilation
parameter k˙a = 0 k˙a =∞ k˙a = 0 k˙a =∞ k˙a = 0 k˙a =∞
C0,c0 (d mg/l,mg/l) 0(1.12) 0(0.035) 0(1.56) 0(0.041) 0(1.46) 0(0.044)
C∗,c∗ (d mg/l,mg/l) 29.9(2.9) 0.900(0.092) 5.94(0.53) 0.159(0.015) 85.4(8.06) 2.46(0.24)
W
1/3
∞ (µg1/3) 92.9(1.35) 93.1(1.34) 92.5(1.42) 92.8(1.36) 92.3(1.45) 92.6(1.39)
σ (µg1/3) 0.0737 0.0732 0.0772 0.0742 0.0793 0.0755
to benzo(k)-fluoranthene for 37 days as larvae. The data points represent means of
up to ten fish. (The last data point involved a single fish only). The model for effects
on assimilation gave the best fit (see Figure 3.10), but the differences in goodness of
fit are small. The limit for small elimination rates fit best for the growth and the
assimilation model. The profile ln likelihood for the growth model changes sharply
when the estimate for the elimination rate becomes infinitely large. This shows that
these data hardly contain any information about the elimination rate. The parameter
estimates are given in Table 3.10. The profile likelihood functions can be used to
test the null-hypothesis c0 = 0. The profile ln likelihood function at c0 = 0 for the
maintenance model is 0.4, which corresponds with a tail probability for the likelihood
ratio statistic under the null hypothesis of 0.37. The profile ln likelihood function at
C0 = 0 for the assimilation model is 0.6, which corresponds with a tail probability of
0.27. The no-effect concentration-time C0 differs significantly from 0 for the growth
model. The applicability of the large sample theory to these examples has not been
tested and can be questioned in view of the small number of data points. Notice
that the curves for the best fitting model parameters show a no-effect-concentration
for 37 days of exposure, while c0 relates to the nec for infinitely long exposures.
The third example gives the results for the effects of phenanthrene on the growth
of zebrafish (see Figure 3.11). The parameter estimates are given in Table 3.11. The
high control value is not included in the estimation. The point estimate for the no-
effect concentration is zero. The model for the effect on assimilation again fits best,
but the differences in goodness of fit are small.
The last example gives the results for the effects of dilutions of a mixture of
polycyclic hydrocarbons on the growth of zebrafish (see Figure 3.12). A litre of
the undiluted mixture contained 3.2 µg phenanthrene, 10 µg fluoranthene, 0.18 µg
benzo(k)fluoranthene, 1.8 µg chrysene, 10 µg benzo(a)pyrene and 0.32 µg benzo(ghi)-
perylene. The parameter estimates are given in Table 3.12. The model for the direct
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Figure 3.10: Effects of 37 days of exposure
of the zebrafish to benzo(k)-fluoranthene on
growth. Data from Hooftman & Evers-de
Ruiter (1992). The curves represent model
expectations for direct effects on growth (up-
per left), maintenance (above) and assimila-
tion (left). The dotted curves represent the
profile ln likelihood functions for no-effect
concentrations c0. The coarsely dotted curve
in the graph for effects on assimilation is the
profile likelihood for C0. The initial length
has been set at 4 mm, the von Bertalanffy
growth rate at 0.01 d−1. The estimated pa-
rameter values are given in Table 3.10.
effect on growth fits best, but the differences in goodness of fit are small again. The
profile ln likelihood functions for c0 = 0 for the growth, maintenance and assimilation
model are 0.498, 1.042 and 0.080 respectively, so that the corresponding upper tail
probabilities are 0.32, 0.15 and 0.69; little reason to reject the null-hypothesis that
c0 = 0.
Discussion and conclusions
The examples indicate that the set of models fit the data well. The number of data
points in the standardized bioassays on fish growth is small, while from a scientific and
application point of view, three parameters are minimally required to describe the
data: the response in the control, a no-effect concentration and a toxicity parameter.
Therefore, present models cannot be simplified meaningfully in terms of numbers of
parameters. This implies that standard deviations that are calculated on the basis
of large sample theory are not reliable (McCullagh & Nelder 1989, p 255); at best
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Table 3.10: Parameter estimates (and standard deviations) and mean residual deviations for
the models for the effects on growth, maintenance and assimilation, applied to the zebrafish
data given in figure 3.10.
parameter growth maintenance assimilation
C0,c0,C0 (dµg/l,µg/l,dµg/l) 19(1.33) 0.07(0.17) 2.49(2.49)
CG,cM ,CA (dµg/l,µg/l,dµg/l) 8.33(1.63) 0.121(0.264) 116.6(5.96)
k˙a (d
−1) 0.0105(0.0357)
L∞ (cm) 4.67(0.098) 4.85(0.118) 4.86(0.071)
σ (cm) 0.0547 0.0509 0.0307
Table 3.11: Parameter estimates (and standard deviations) and the mean residual devia-
tion for the models for the effects on growth, maintenance and assimilation, applied to the
zebrafish data given in figure 3.11.
parameter growth maintenance assimilation
c0,(mg/l) 0(0.0038) 0(0.014) 0.00(0.009)
cG,cM ,cA (mg/l) 0.0385(0.478) 1.58(0.20) 10
−5 0.407(1.34)
k˙a (d
−1) 1.77(65) 10−5 1.84(25) 10−3 0.00595(0.0245)
L∞ (cm) 2.819(0.023) 2.88(0.047) 2.88(0.045)
σ (cm) 0.0159 0.0148 0.0139
they give some indication. The application of profile likelihood functions to obtain
confidence sets is less sensitive to deviations from large sample theory (Carroll et
al 1995), but small sample theory based on computer simulation studies is required
for firm conclusions from small samples. Modifications of the experimental protocol,
such as the inclusion of more observation points in time, will both help the estimation
of parameter values and the identification of the mode of action of the compound.
The standardized bioassay can be used to determine a no-effect concentration. The
present examples, however, did not reveal significant deviations from zero.
The statistical analysis of growth data is less standardized than that of survival
data. Kamakura & Takizawa (1994) discussed multiple comparison methods in lo-
gistic growth models. Bruce & Versteeg (1992) applied a log-probit model, where
the weights at the end of the exposure experiment are taken to be proportional to
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Figure 3.11: Effects of 37 days of exposure
of the zebrafish to phenanthrene on growth.
Data from Hooftman & de Ruiter (1991).
The curves represent model expectations for
direct effects on growth (upper left), main-
tenance (above) and assimilation (left). The
dotted curves represent the profile ln likeli-
hood functions for no-effect concentrations
c0. The initial length has been set at 4 mm,
the von Bertalanffy growth rate at 0.01 d−1.
The estimated parameter values are given in
Table 3.11.
the survivor function of the normal distribution when plotted against the logarithm
of the concentration. A log-logistic model is also used, which is very similar (Finney
1971). These purely descriptive models are also applied to other toxicity data, such as
for invertebrate (Daphnia) reproduction, (algal) population growth and survival. To
circumvent the problems that are inherent to the determination of the No-Observed
Effect Concentration, the ec20 is proposed as a ‘small’-effect concentration. See
Kooijman (1995) for a discussion of the problems with this approach.
Although few effect models exist, several models for toxicokinetics in growing
fish have been proposed in the literature (e.g. Madenjian et al. 1993; Borgmann
& Whittle 1992). Bioenergetic models for fish growth are frequently based on the
assumption that the energy allocation to growth equals ingestion minus egestion
minus respiration and excretion (and specific dynamic action). These mass fluxes
are converted to energy fluxes using fixed conversion coefficients. The deb theory
shows that respiration and excretion themselves relate to assimilation, growth and
dissipating energy fluxes, such as maintenance (Kooijman 1995). This means that we
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growth maintenance
assimilation Figure 3.12: Effects of 37 days of exposure
of the zebrafish to a mixture of polycyclic
aromatic hydrocarbons on growth. Data
from Hooftman et al. (1993). The curves rep-
resent model expectations for direct effects
on growth (upper left), maintenance (above)
and assimilation (left). The dotted curves
represent the profile ln likelihood functions
for no-effect concentrations c0. The initial
length has been set at 4 mm, the von Berta-
lanffy growth rate at 0.01 d−1. The esti-
mated parameter values are given in Table
3.12.
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Table 3.12: Parameter estimates (and standard deviations) and the mean residual devia-
tion for the models for the effects on growth, maintenance and assimilation, applied to the
zebrafish data given in figure 3.12.
parameter growth maintenance assimilation
c0 (%) 8.7(13.1) 7.66(3.30) 2.22(5.45)
cG,cM ,cA (%) 36.3(31.8) 44.6(3.2) 230(17.4)
k˙a (d
−1) 0.0756(0.366) ∞ ∞
L∞ (cm) 3.635(0.034) 3.647(0.044) 3.666(0.067)
σ (cm) 0.0213 0.0236 0.0291
cannot obtain the flux to growth via simple subtraction. Moreover, most models use
allometric functions to describe how basic fluxes, such as ingestion, respiration and
toxicokinetics depend on body size. This technique has serious drawbacks (Kooijman
1993). The deb model avoids these complexities and has relatively few parameters.
The main advantage is that other processes, such as reproduction and aging, fit in
naturally (Kooijman 1993), which allows the evaluation of population consequences.
Kooijman & Bedaux (1996c) and Kooijman (1996) discussed the properties of the
present approach relative to the standard empirical ec50-based approach.
We assumed that the food density is constant, so that the reserve density is also
constant. This, of course, only holds if the animal is ‘in equilibrium’ with this food
availability. If food density does change, or if there is no food at all, we have to
account for the change in lipid content of the animal because the uptake/elimination
behaviour can be rather sensitive to such changes. The details of effects of changes
in lipid content have been worked out (Kooijman & van Haren 1990; Kooijman
1993). Because the present description of effects of compounds is based on the
tissue-concentrations, variations in time can be taken into account. Such variations
include metabolic transformation of the compound.
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3.4 Analysis of toxicity tests on Daphnia survival and
reproduction
Abstract We present a statistical analysis of bioassays for Daphnia survival and
reproduction, such as the routine toxicity test that is described in the OECD
guideline 202. The analysis is based on the Dynamic Energy Budget theory and a
one-compartment kinetics for the toxic compound. It is fully process-oriented. We
compare a formulation in terms of effects on survival during oogenesis to various
direct and indirect effects on the energetics of reproduction. All formulations
characterize the effects by a no-effect concentration, a tolerance concentration and
the elimination rate. We conclude that all options lead to similar no-effect levels.
We compare the analysis to the standard noec/ec50 analysis and conclude that our
analysis is both simpler and more effective.
Introduction
Toxicity tests are of interest for scientific purposes as well as for legislation and
risk assessment purposes. The no-observed-effect concentration (noec) still plays
an important role in the latter purposes, but its use is under increased scrutiny
due to associated statistical problems. Earlier attempts to solve these problems by
the incorporation of the no-effect concentration (nec) as a model parameter suffers
from difficulties that will be discussed later. Small-effect concentrations (ec5, ec10)
recently gained interest, but these characteristics are also far from ideal, as will be
explained later. In this paper, we propose a solution that seems free of statistical
and practical problems but that requires a radical change in the way that we look at
toxic effects: a fully process-based approach.
Reproduction can be affected directly by toxic chemicals, or indirectly via effects
on feeding, growth or maintenance. This is because these processes are intimately
linked. The Dynamic Energy Budget (deb) theory provides a mechanistic basis
that has been tested against many experimental data (Kooijman 1993). Figure 3.13
gives a summary of the energy flows in an organism that the deb theory specifies
quantitatively.
In this paper we present and apply a statistical analysis of routine toxicity tests
on Daphnia reproduction based on insights from the deb theory. Since this test is the
best standardized among all aquatic toxicity tests and applied on a routine basis all
over the world, it is useful to work out an analysis for this particular test. However,
many features apply to other tests as well. We first summarize the relevant details
of the test guideline, then we work out a new analysis of these tests and compare it
with the standard analysis.
0Published as: S.A.L.M. Kooijman and J.J.M. Bedaux (1996) Analysis of toxicity tests on Daph-
nia survival and reproduction. Water Research 30: 1711–1723
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Table 3.13: List of symbols. The symbols in the dimension-column stand for t time, m
mass , l length (of environment), L length (of organism), # number.
symbol dimension interpretation
c ml−3 concentration in environment
cq ml
−3 ratio of conc. in tissue and Pvd
[Q] mL−3 concentration in tissue
Pvd l
3L−3 bioconcentration coefficient
noec ml−3 no-observed effect concentration
c0 ml
−3 no-effect conc. for survival, reprod.
cL50, cL50.∞ ml
−3 50 % effect conc. for surv., ultimate cL50
cE50 ml
−3 50 % effect concentration for reprod.
β, βR - gradient parameter for surv., reprod.
c∗ ml
−3 tolerance conc. for ∗ ≡ H, R, M , G or A
k˙† m
−1l3t−1 killing rate
k˙a t
−1 elimination rate
q - tolerance function for survival
s - stress function for reproduction
t t exposure time
h˙0, h˙c t
−1 hazard rate in control, compound induced
f - ingestion as fraction of its max. given l
l - body length as fraction of its max.
lb, lp - l at birth, puberty
γ˙ t−1 von Bertalanffy growth rate
m˙ t−1 maintenance rate coefficient
v˙ Lt−1 energy conductance
g - energy investment ratio
F - survival probability
R˙, R˙m #t
−1 reprod. rate, max. reprod. rate
N # number of offspring
µ˙ t−1 population growth rate
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Routine toxicity tests
The routine toxicity test on Daphnia magna reproduction according to guideline 202
of the OECD (1994) requires that young females (< 1 d) are individually exposed
to a range of concentrations of test compound during a period of 21 d. Survival and
number of offspring are observed on a daily basis when food (green algae such as
Chlorella or Scenedesmus) is supplied. The media are renewed three times a week.
The temperature and concentration of the compound in the media are as constant a
possible (in the range of 18-22◦C). At least 10 replicates are required for each chosen
test concentration, one of them being the control. The coefficient of variation of the
number of living offspring in the control should be less than 0.3.
The female daphnids typically grow from 0.8 mm to 4 mm at day 21 during
exposure, which means an increase by a factor 5 in length and a factor 125 in weight.
Models
A practical problem for the analysis of reproduction data resulting from a routine
toxicity test is that variables such as feeding, growth and respiration rates are usually
not measured. This makes it hard to select the pathway for the effect on reproduction
that applies to the compound tested. We will see, however, that several parameters
that characterize the toxicity of the compound do not depend sensitively on the
selection of the correct pathway. We first discuss toxicokinetics, then reproduction
and finally effects because we link effects to tissue-concentrations, not environment-
concentrations. The equations directly follow from the deb theory for growth at
constant food density.
Growth
Although body size is usually not measured in routine toxicity tests, growth has to
be considered because toxicokinetics depends on body size and effects on survival and
reproduction depend on the amount of compound in the body. Not being measured,
body length has the role of a hidden variable. It proves to be convenient to work with
Figure 3.13: The powers as specified quantita-
tively by the deb model for an ectotherm with
body size and reserve density as state variables.
Toxic compounds that affect reproduction can do
so directly, or indirectly via assimilation, growth
and maintenance. The rounded boxes indicate
sources or sinks.
food
reserves
mass work eggs
assimilation
reproduction
growth maint.
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scaled length rather than actual length l ≡ (V/Vm)1/3, where V 1/3m is the maximum
volumetric length an adult can reach.
If food density is kept constant, the deb theory states that scaled length behaves
as
d
dt
l = γ˙(f − l) (3.39)
where f is the ingestion rate as a fraction of the maximum ingestion rate for an
individual of that body size and γ˙ is the von Bertalanffy growth rate. This rate
parameter depends on energy parameters as γ˙ = m˙g3(f+g) , where the maintenance
rate coefficient m˙ stands for the ratio of the volume-specific maintenance costs (per
unit of time) and the volume-specific costs for growth, i.e. the amount of energy
required to synthesize a unit volume of biomass. The investment ratio g is the ratio
of the volume-specific costs for growth and the fraction of the reserve density that
is allocated to growth plus maintenance. The maximum volumetric length depends
on energy parameters as V
1/3
m =
v˙
m˙g , where the energy conductance v˙ represents the
ratio of the surface area-specific assimilation rate and the volume-specific costs for
growth. We need the energy interpretations of the von Bertalanffy growth rate and
the maximum volumetric length in the discussion of indirect effects on reproduction.
If food density is kept constant and if the compound does not affect feeding,
growth or maintenance, scaled length as a function of time amounts to the von
Bertalanffy growth curve
l(t) = f − (f − lb) exp{−γ˙t} (3.40)
where lb is the scaled length at birth, i.e. l(0) = lb. Notice that for abundant food,
we have that f = 1 and that it is not important that food density is constant, as
long as food is abundant. For D. magna at 20◦C and abundant food we typically
find lb = 0.18 and γ˙ = 0.1 d
−1. Figure 3.15 gives the typical growth curve for D.
magna during the 21 days of exposure.
Reproduction
Energy allocation to reproduction is a continuous process, while reproduction itself
is event-driven. This means that energy allocated to reproduction first accumulates
in a buffer and that the content of this buffer is instantaneously converted into
(a clutch of) eggs. Daphnia moults at a frequency that depends on temperature.
When a clutch of hatchlings is delivered, the female moults, converts the buffer of
energy allocated to reproduction into eggs and deposits freshly laid eggs into the
broodpouch. So the intermoult period equals the incubation time. These details
are specific to Daphnia. We first discuss toxic effects on reproduction, treated as a
continuous process, because this applies to a wide variety of animals and then discuss
details that relate to the clutches of Daphnia.
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Figure 3.14: The cumulative number of
young per female D. magna, starting from in-
dividuals of age ≤ 1 d with a scaled length of
0.18. The data represent a control from a test
that has been executed under OECD guide-
line 202. The curve is the least squares fit,
assuming that the reproduction rate is linear
in the squared and cubed length, while length
grows with a von Bertalanffy growth rate of
0.1 d−1. The scaled length at puberty is 0.4.
The estimated maximum reproduction rate is
28.9 d−1.
Reproduction depends on body size and energy reserves, so indirectly on food
availability. This means that in a control situation, where an organism such as D.
magna is followed individually from an age less than 1 d up to 21 d at a constant or
high food density, the reproductive effort can be described by a satiating function of
age. According to the deb theory, the reproduction rate at constant food density as
a function of scaled length is
R˙(l) =
R˙m
1− l3p
(
g + l
g + f
fl2 − l3p
)
(3.41)
for lp < l < f , where lp is the scaled length at puberty, which amounts to lp = 0.4 for
D. magna. The value for the energy investment ratio for D. magna is less certain, but
g ≃ 1 is realistic. It might be somewhat smaller, but numerical studies indicate that
this hardly affects toxicity parameters. Substitution of the values for lp and g into
(3.41) gives R˙(l) ≃ 0.53R˙m(l2 + l3 − 0.128). The parameter R˙m can be interpreted
as the maximum reproduction rate, i.e. the reproduction rate of an individual of
maximum size at abundant food. It is proportional to maintenance costs−2, assimi-
lation rate3 and independent of the growth costs. Figure 3.14 illustrates that (3.41),
together with (3.40), fits the data well.
Uptake/elimination kinetics
As is relevant for the OECD toxicity test with D. magna (OECD 1994), exposure is
assumed to start at birth at a constant environment-concentration c of toxic com-
pound. We choose t = 0 as the start of the exposure period and the time at which
l = lp, say tp, as the start of the reproductive effort, so l(tp) = lp.
Suppose that absorption of the compound to the food particles is instantaneous
and that the concentration of food particles is constant. Uptake can occur directly
from the water and indirectly via food, but both uptake rates are proportional to
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the surface area of the animal, which is proportional to V 2/3 for an isomorph such
as Daphnia. The direct elimination is assumed to be proportional to the surface
area again and to the concentration in the aqueous fraction of the tissue [Q]. The
partitioning of the compound over the different body fractions, including the lipid
fraction, is assumed to be instantaneous again. The uptake/elimination kinetics
reduces to
d
dt
[Q] = cPvdk˙af/l − [Q]
(
k˙af/l +
d
dt
ln l3
)
(3.42)
where c is the concentration in the environment (dissolved plus absorbed to food
particles), Pvd is the bioconcentration coefficient and k˙a the elimination rate. The
term ddt ln l
3 = 3l−1 ddt l in (3.42) accounts for the dilution by growth.
The tissue-concentration is usually not measured in routine toxicity tests, so that
it plays the role of a hidden variable, just like body length. It proves to be convenient
to introduce the scaling cq ≡ [Q]/Pvd, which has the dimensions of an environment-
concentration but is just proportional to the tissue-concentration. The kinetics of
the scaled tissue-concentration reduces to
d
dt
cq = ck˙af/l − cq
(
k˙af/l +
d
dt
ln l3
)
(3.43)
Although this simple first order differential equation with variable coefficients can be
solved, this hardly helps because the solution still has integrals that must be obtained
numerically. At abundant food, where f = 1, the behaviour only depends on the
scaled elimination rate k˙a relative to the von Bertalanffy growth rate γ˙. Figure 3.15
illustrates how the shape of the uptake/elimination curve depends on the elimination
rate. It also shows that the process of dilution by growth is important for the kinetics.
Effects on survival
The hazard rate depends linearly on the tissue-concentration, thus also on the scaled
tissue-concentration. The idea behind this linear response function is that each
molecule that exceeds the physiological capacity to handle the compound has an effect
that is independent of that of other molecules. We can relax this strict interpretation
by stating that the actual way in which the hazard rate is affected is complex and
non-linear, but that we approximate the description with two terms of the Taylor
expansion around the no-effect concentration. This approximation is only valid for
small effects, of course, but small effects on the hazard rate (and on energy parameters
that will be discussed later) end up having considerable effects on survival (and
reproduction). The hazard rate and the survival probability are given by
h˙c = k˙†(cq − c0)+ (3.44)
F(c, t) = q(c, t)F(0, t) = exp{−
∫ t
0
h˙c(t1) dt1}F(0, t) (3.45)
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cq/c
tγ˙
k˙a/γ˙
Figure 3.15: The scaled tissue-
concentration for an organism that
grows at constant food density with von
Bertalanffy growth rate γ˙. The uptake
and elimination rate from the water is
proportional to the surface area of the
organism. Uptake and elimination can
be directly from the water as well as
via food. The hatchling originates from
a culture in this example. The finely
dotted curve represents the scaled length,
the coarsely dotted curve is the scaled
reproduction rate, the solid curves the
tissue-concentrations for different choices
of the elimination rate k˙a. The scaling
is such that all curves have asymptote 1.
The parameter values lb = 0.18, lp = 0.5,
g = 1 are typical for D. magna at 20◦C
and tγ˙ = 2 corresponds with 21 d.
where c0 is the no-effect concentration (for survival), k˙† the killing rate and F(0, t) =
exp{−h˙0t} is the control survival probability, with h˙0 being the hazard rate in the
control, which is considered to be constant. The function q(c, t) will be called the
‘tolerance’ function (for survival). Notice that q(0, t) = 1 is the maximum value for
the tolerance function. The index + means: (x)+ ≡ max{0, x}.
Statistics
Given observation times {t1, t2, · · · , tk} and test concentrations {c1, c2, · · · , cr}, the
number of dead (or immobilized) individuals in the time-interval (ti−1, ti) follows a
multinomial distribution with probability parameter q(cj , ti−1)− q(cj , ti). Since the
parameters h˙0, k˙†, k˙a and c0 occur in the probability parameters of all observation
times and test-concentrations, all observations should be considered simultaneously
to extract these four parameters using the maximum likelihood method (see Silvey
1975, McCullagh & Nelder 1989, Carroll et al. 1995).
Direct effects on reproduction
We will discuss two slightly different views on the direct effect on reproduction rate,
one representing an effect on survival during oogenesis and the other an effect on
energetics.
Hazard model
The first view interprets effects on reproduction as a mortality during oogenesis.
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The sensitive period tH is assumed to be short and fixed. The tolerance function for
reproduction qR(c, t) can then be written as
qR(c, t) = exp{−
∫ t+tH
t
h˙cH(t1) dt1} ≃ exp{−tH h˙cH(t)} (3.46)
where h˙cH is the hazard rate for the ovum, which is taken to be a linear function
of the concentration of toxic compound in the female. It proves to be convenient to
introduce the ‘stress function’ s(cq) = tH h˙cH = tH k˙†H(cq − c0)+ = c−1H (cq − c0)+,
where k˙†H is the killing rate during oogenesis (Kooijman 1993, Bedaux & Kooijman
1994, Kooijman & Bedaux 1996). Note that the killing rate relates to the tolerance
concentration as tH k˙†H = c
−1
H .
This effect on survival is consistent with the deb theory for aging, which states
that the hazard rate is proportional to the concentration of accumulated disfunc-
tional proteins in the body. These proteins are produced by dna that is affected
by free radicals inherent to the respiration process. The respiration rate is roughly
proportional to the use of energy from the reserves (Kooijman 1995). See Kooijman
(1993) for a derivation of the relationship between aging and energetics, the relation-
ship with effects of mutagenic compounds and tests against experimental data. The
hazard model for the description of toxic effects on reproduction takes the postulated
short sensitive period during oogenesis as the only difference with effects on survival
of the reproducing female.
Substitution of the hazard rate into the reproduction rate leads to
R˙(c, t) = R˙(0, t) exp{−s(cq)} = R˙(0, t) exp{−c−1H (cq − c0)+} (3.47)
where cq is given in (3.43) and the parameter cH will be called the tolerance concen-
tration (for reproduction).
Costs model
The second view on direct effects on the reproductive output is an increase in the
energy costs per egg; the latter is again taken to be a linear function of the concen-
tration of toxic compound in the animal. Each molecule that exceeds the handling
capacity of the individual has the same effect. This strict view can be relaxed by
stating that the actual way in which the compound affects the energy cost per egg
is complex and non-linear, but that we approximate the description with two terms
of the Taylor expansion around the no-effect concentration. This leads to the stress
function s(cq) = c
−1
R (cq − c0)+, where the parameter cR will be called the tolerance
concentration (for effects on the costs per egg). The resulting reproduction rate is
R˙(c, t) = R˙(0, t) (1 + s(cq))
−1 = R˙(0, t)
(
1 + c−1R (cq − c0)+
)−1
(3.48)
where cq is given in (3.43).
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Both views on the direct effects on reproduction involve the same three param-
eters: the no-effect concentration c0, the tolerance concentration cH , cR and the
elimination rate k˙a. The last parameter also occurs in the description of effects
on survival of the reproducing female. Numerically, the two reproduction functions
behave very similarly.
Indirect effects on reproduction
Effects on maintenance, growth and assimilation indirectly affect reproduction by
the conservation of energy principle. This section evaluates these indirect effects on
reproduction, which will not only result in a decrease of the reproduction rate but
also in a delay of the onset of reproduction. The occurrence of such a delay is the
best indication for indirect effects.
Maintenance
Many toxic compounds are likely to directly affect maintenance requirements rather
than reproduction, which translates into an increase in the maintenance costs. Be-
cause maintenance has priority over growth in the deb theory, such an increase leads
to a reduction of the growth rate. If the animal would compensate this reduction of
growth by increasing the allocation to maintenance plus growth and thus decreasing
the allocation to reproduction, this would be indistinguishable from the costs model
of the direct effect on reproduction which has just been discussed. Therefore, we now
assume that the animal does not compensate the reduction of growth. Since the feed-
ing rate depends on body size, the feeding rate is affected as well. Reproduction also
depends on body size as well as on feeding rate (via the effect on reserve dynamics),
so reproduction is also affected, not only via a reduced allocation to reproduction
but also via a delay in the start of reproduction.
In analogy with the direct effects, we now assume that the maintenance rate
coefficient is m˙c = m˙0(1 + s(cq)) with stress function s(cq) = c
−1
M (cq − c0)+, where
cM is the tolerance concentration for maintenance and c0 the no-effect concentration;
m˙0 stands for the maintenance rate coefficient in the control. The formulation of the
reproduction rate does not account for effects on the energy costs of eggs, only for
the reduced energy allocation to reproduction.
Substitution of the effect on maintenance into the growth rate (3.39) and the
reproduction rate (3.41) leads to
d
dt
l = γ˙(f − l(1 + s(cq))) (3.49)
R˙ = (1 + s(cq))
−2 R˙m
1− l3p
(
g + l
g + f
fl2 − l3p
)
(3.50)
where γ˙ is the von Bertalanffy growth rate in the control and l ≡ (V/Vm)1/3 is
the scaled length. The maximum volume Vm in the scaling refers to the maximum
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hazard, cH = 1.62 µg l
−1 maint., cM = 6.02 µg l
−1
costs, cR = 1.35 µg l
−1 growth, cG = 0.61 µg l
−1
assim., cA = 9.57 µg l
−1
Figure 3.16: Direct (left column) and indi-
rect (right column) effects on reproduction.
The various tolerance concentrations are cho-
sen such that the effect size is similar. The
elimination rate is set equal to the von Berta-
lanffy growth rate, k˙a = γ˙ = 0.1 d
−1 , and the
no-effect concentration is c0 = 1.5 µg l
−1.
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volume in the control. The coupled equations (3.49) and (3.43) together describe
growth and the kinetics of the compound.
Growth
If growth is affected, reproduction will be affected as well because feeding depends on
body size. Since the growth rate does not affect the ultimate size, the effect is a delay
in reproduction. In analogy with the direct effects, we now assume that the energy
investment ratio is gc = g0(1+s(cq)) with stress function s(cq) = c
−1
G (cq−c0)+, where
cG is the tolerance concentration for growth and c0 the no-effect concentration.
Substitution of the effect on growth into the growth rate (3.39) and the repro-
duction rate (3.41) leads to
d
dt
l = γ˙(f − l) f + g
f + g(1 + s(cq))
(3.51)
R˙ =
R˙m
1− l3p
(
(1 + s(cq))g + l
(1 + s(cq))g + f
fl2 − l3p
)
(3.52)
Assimilation
If assimilation is affected, i.e. the incoming energy is reduced, reproduction and
growth are affected as well. In analogy with the direct effects, we now assume
that the energy investment ratio is v˙c = v0(1 − s(cq)) with stress function s(cq) =
c−1A (cq− c0)+, where cA is the tolerance concentration for assimilation and c0 the no-
effect concentration. Note that the stress function appears with a negative, rather
than a positive sign, to model adverse effects on assimilation. The consequence is
that cg < cA + c0 must hold, so also c < cA + c0 for all chosen test concentrations
c. The constraint on the value for cA is in fact a bit stronger than this, because the
assimilation rate must exceed the maintenance requirements. The deb theory states
that the individual dies from starvation if it is unable to mobilize enough energy
from its reserves for maintenance purposes.
Substitution of the effect on assimilation into the growth rate (3.39) and the
reproduction rate (3.41) leads to
d
dt
l = γ˙(f(1− s(cq))− l) (3.53)
R˙ = (1− s(cq))3 R˙m
1− l3p
(
g + l
g + f
fl2 − l3p
)
(3.54)
The two direct models for effects on reproduction and the three indirect ones
are illustrated as response surfaces above the exposure time-concentration plane in
Figure 3.16.
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Statistics
The translation of the reproductive effort into the number of offspring involves the
moulting cycle and details of the experimental protocol. The test media are usually
renewed three times a week and the number of surviving parents and offspring are
counted on a daily basis. The intermoult period is somewhat flexible and the animal
tends to synchronize its moulting cycle with the renewal cycle; soon after the change
of test medium it delivers and moults. When counting daily at 20◦C, moults, and thus
young, will be observed only three times a week. We now focus on those observations
at time points t∗i , where a moult has been present. (If a moult is present, it is likely to
be present for almost a day because moulting occurs just after renewal of the medium
and counting; but we will neglect this detail.) The expected number of offspring of
a particular female at exposure time t∗i in concentration cj equals
N(t∗i , cj) = qR(cj , t
∗
i−1)
∫ t∗
i−1
t∗
i−2
R˙(0, t) dt ≃ qR(cj , t∗i−1)(t∗i−1 − t∗i−2)R˙(0, ti−1) (3.55)
This formulation does justice to the biological fact that the allocation to reproduction
takes place during the intermoult period prior to the one that delivers the hatchlings.
The moults are usually not observed, so that this analysis is perhaps too detailed
for practical purposes. We might try to neglect the moulting cycle and just fit
the number of offspring as if the reproduction process is continuous. The frequent
zeros correct the broods for the right mean, but the variance is large, of course.
This gives problems in the parameter estimation. Alternatively, we might fit the
cumulative reproduction. This reduces the estimation problem, but the counts are
now statistically dependent. Numerical studies indicate that this hardly affects point
estimates.
The observed number of offspring is empirically assumed to follow the normal
distribution approximately, with a fixed coefficient of variation. This coefficient
should be less than 0.25 for the toxicity test to be acceptable according to the OECD
guideline. The estimation of the parameter values using the maximum likelihood
method can be simplified as a first approximation by a least squares method with
weight coefficients inversely proportional to 1 plus the squared number of observed
offspring (McCullagh & Nelder 1989, Carroll et al. 1995). Note that the estimation
of the no-effect concentration c0 and the elimination rate k˙a depend on the type
of effect on reproduction. The scaled lengths, scaled tissue-concentrations and the
cumulative reproductive output has to be obtained numerically, using e.g. Adams
predictor-corrector method (Burden & Faires 1985).
If effects on reproduction and survival occur at the same time, the observations
should be analyzed simultaneously because both descriptions have the same elimi-
nation rate.
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Reduced models
Many organic compounds have an elimination rate that is large with respect to the
von Bertalanffy growth rate (Hawker & Connell 1986), so that for k˙a ≫ γ˙ (3.43)
reduces to cq = c. The survival probability and reproduction rate reduce to
F(c, t) = F(0, t) exp{−tk˙†(c− c0)+} (3.56)
R˙(c, t) = R˙(0, t) exp{−c−1H (c− c0)+} (3.57)
= R˙(0, t)
(
1 + c−1R (c− c0)+
)−1
(3.58)
The stress functions for the indirect effects on reproduction are constants, but the
reproduction rate must still be obtained numerically.
For the chronic Daphnia test we can hardly neglect the change in body size during
exposure, but for a number of other toxicity tests we can. For l = f , the scaled tissue-
concentration (3.43) reduces to cq(t) = c(1−exp{−tk˙a}), and the survival probability
and reproduction rate become for c > c0 and t > t0 ≡ −k˙−1a ln{1− c0/c}
F(c, t) = F(0, t) exp
{
k˙†k˙
−1
a c(exp{−t0k˙a} − exp{−tk˙a})− k˙†(c− c0)(t− t0)
}
k˙a small= F(0, t) exp
{
−(t− t0)2k¨†c
}
(3.59)
R˙(c, t) = R˙(0, t) exp{−c−1H (c(1− exp{−tk˙a})− c0)+} (3.60)
k˙a small= R˙(0, t) exp{−c−1H (ctk˙a − c0)+} (3.61)
R˙(c, t) = R˙(0, t)
(
1 + c−1R (c(1− exp{−tk˙a})− c0)+
)−1
(3.62)
k˙a small= R˙(0, t)
(
1 + c−1R (ctk˙a − c0)+
)−1
(3.63)
The derivation of (3.59) is less straightforward, because our strategy to deal with
environment-concentrations rather than tissue-concentrations works out a bit more
complex here. We have to consider the limit k˙a → 0, while the bioconcentration
coefficient Pvd → ∞, such that the uptake rate [k˙da] ≡ Pvdk˙a remains fixed, and
the killing rate k˙† → ∞, such that the ‘killing acceleration’ k¨† ≡ k˙†k˙a remains
fixed as well. The tissue-concentration amounts to [Q](t) = [k˙da]ct and the hazard
rate to h˙c = k¨†c(t − t0). The time parameter t0 in (3.59) has the interpretation
t=[Q]0([k˙da]c)
−1, where [Q]0 stands for the no-effect-tissue-concentration. This time
parameter is thus inversely proportional to c.
Notice that the description of the effects have only two parameters if the elimi-
nation rate is small, because only k˙a/cH , k˙a/cR and c0/cR, c0/cR can be estimated
in (3.61) and (3.63). It will be hard to identify indirect effects on reproduction if the
exposure time is short relative to the inverse of the von Bertalanffy growth rate.
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Figure 3.17: The mean cumulated number of young per female daphnid as a function of
the exposure time to several concentrations of cadmium. The fitted curves represent least
squares fits of the hazard (left) and the cost (right) model for effects on reproduction. Given
an elimination rate of k˙a = 0.05 d
−1, the estimated parameters (and standard deviations)
are c0 = 0.023(0.004) µg l
−1, cH = 0.166(0.006) µg l
−1, R˙m = 13.1(0.2) d
−1 and c0 =
0.047(0.002) µg l−1, cR = 0.069(0.003) µg l
−1, R˙m = 13.1(0.2) d
−1 respectively.
Tests against experimental data
We give one example of a direct effect and two of indirect effects, all taken from a ring
test that was organized by the OECD. We used the cumulative number of young per
female, to facilitate the estimation of parameters and to improve the presentation of
the results. The standard deviations are meant to be indicative. An analysis based
on moulting cycles was not possible due to lack of observations of the moults.
Figure 3.17 shows the effects of cadmium on the reproduction of D. magna, with
the least squares fit of the hazard and the cost model. Both models fit well, the
hazard model perhaps slightly better. The no-effect concentrations of both models
differ by a factor two, but in view of the fact that they represent just 11 and 23
% of the lowest tested concentration, the accuracy seems quite acceptable. The
elimination rate could not be estimated from these data. Since no cadmium-induced
delay of the onset of reproduction has been observed, we have no indications for
indirect effects of cadmium on reproduction.
The second example (Figure 3.18) shows the effects of phenol on the reproduction
of D. magna, with the least squares fit of the maintenance, growth and assimilation
model. Direct effects can be excluded on the basis of a phenol-induced delay of the
onset of reproduction. The three models fit well; the mean deviation between the
observed number of young and model expectations are 5.7, 5.4 and 5.3 for effects
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Figure 3.18: The mean cumulated number
of young per female daphnid as a function
of the exposure time to several concentra-
tions of phenol. The fitted curves represent
least squares fits of the maintenance (upper
left), the growth (above) and the assimila-
tion (left) models for effects on reproduction.
Given an elimination rate of k˙a = 0.5 d
−1,
the estimated parameters (and standard de-
viations) are
c0,mg l
−1 c∗,mg l
−1 R˙m,d
−1
maint. 0.41 (0.04) 6.23 (0.36) 18.19 (0.30)
growth 0.60 (0.04) 0.73 (0.06) 17.57 (0.22)
assim. 0.37 (0.05) 11.34 (0.58) 18.23 (0.28)
on maintenance, growth and assimilation, respectively. The no-effect concentration
hardly depends on the type of effects. The elimination rate could not be estimated
from these data. The onset of reproduction in the control is slightly later than usual,
which has been taken into account by choosing lp = 0.55.
The third example (Figure 3.19) shows the same for 3,4-dichloroaniline. The delay
of the onset of reproduction points to an indirect effect. The three models fit well;
the mean deviation between the observed number of young and model expectations
are 5.0, 4.6 and 4.7 for effects on maintenance, growth and assimilation, respectively.
Standard statistical analyses
The statistical analysis of survival data is better standardized than that of repro-
duction data. Frequently applied survival and reproduction models are based on the
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Figure 3.19: The mean cumulated num-
ber of young per female daphnid as a func-
tion of the exposure time to several con-
centrations of 3,4-dichloroaniline. The fit-
ted curves represent least squares fits of the
model for effects on reproduction via main-
tenance, growth and assimilation. The esti-
mated parameters are
c0,µg l
−1 c∗,µg l
−1 k˙a,d
−1 R˙m,d
−1
maint. 3.84 (1.24)31.7 (5.6) 0.75 (1.75)9.50 (0.21)
growth3.51 (2.55)3.85 (1.4) 0.90 (3.58)9.56 (0.19)
assim. 3.37 (1.22)65.8 (12.5)0.87 (2.15)9.53 (0.20)
log-logistic function
q(c, t) =
(
1 +
(
c
cL50(t)
)1/β)−1
(3.64)
N(c) = N(0)
(
1 +
(
c
cE50
)1/βR)−1
(3.65)
where cL50 denotes the lc50, i.e. the concentration at which the survival probability
is half that in the control, β is the gradient of the concentration-response function,
N(c) ≡ ∫ 210 R˙(c, t) dt is the expected cumulative number of offspring at 21 d, cE50
is the 50% effect concentration (usually known as ec50) and βR is the gradient
parameter for reproduction. Kooijman (1981) tied the cL50(t) parameter to the
Daphnia reproduction toxicity tests 109
tissue-concentration, which leads for a one-compartment uptake/elimination kinetics
to cL50(t) = cL50.∞(1 − exp{−tk˙a})−1. The survival probability in the control is
described by F(0, t) = exp{−th˙0}. The estimation of lc50 values has been discussed
by Hoekstra (1993).
Independent of and inconsistent with these models, the no-observed-effect con-
centration (noec) for survival and reproduction is estimated, which is the highest
tested concentration that does not differ significantly from the control. Extensions
of the standard log-logistic model to include a no-effect concentration as a parameter
have also been proposed (Kooijman 1981). The motivation was to solve the problem
of making an error of the second kind by not rejecting the null-hypothesis that the
compound in the tested concentration has no effect, while in fact it does have an
effect. The consequence of such an error is that sloppy test procedures lead to high
no-effect concentrations, a most unfortunate coupling of properties.
The parameters to be estimated are h˙0, k˙a, cL50.∞, β and c0 for survival and
N(0), cE50, βR and c0 for reproduction.
These standard models are primarily descriptive rather than mechanistic. Kooij-
man (1993) gives arguments why interpretations of the log-logistic response models
in terms of scatter distributions of threshold values are weak for effects on survival.
The arguments do not seem to apply to effects on reproduction, because we can
easily observe that the reproduction rate is affected for each individual. Effects on
reproduction of a cohort of individuals cannot be understood in terms of affected
and unaffected individuals, which is inherent to the concept of threshold value.
The gradient parameters do not have a useful function. In fact, they complicate
the estimation of the no-effect concentrations considerably, because a free gradi-
ent parameter reduces the information content of an observed effect at a particular
concentration to “the no-effect concentration must be lower than this particular con-
centration”. If the description of effects does not include a free gradient parameter,
such as in the present study, observed effects do contain information about the value
of the no-effect concentration. The use of the gradient parameter to calculate small-
effect concentrations is of limited value, because such values depend sensitively on
the detailed shape of the tail of the sigmoid response function. This is problematic
because a sigmoid response function only has an empirical basis, with hardly any
support for the detailed shape of the tails. It is almost impossible to justify a par-
ticular choice empirically. Practice teaches that it is possible to estimate a positive
no-effect concentration as a parameter built into the log-logistic model in about half
of the results from typical toxicity tests, and in about one out of ten cases it differs
statistically from zero. Consequently, it is of limited practical value.
Discussion and conclusions
We assumed that the food density is constant, so that the reserve density is also
constant. This, of course, only holds if the animal is ‘in equilibrium’ with this food
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availability. If food density changes, or if there is no food at all, we have to account for
the change in lipid content of the animal because the uptake/elimination behaviour
can be rather sensitive to such changes. We also need reserves to model elimination
via reproduction, since freshly produced eggs consist almost exclusively of reserves.
The details of effects of changes in lipid content have been worked out (Kooijman
& van Haren 1990, Kooijman 1993). Because the present description of effects of
compounds is based on the tissue-concentrations, variations in time can be taken
into account. Such variations include metabolic transformation of the compound.
Sometimes a stimulation of reproduction is observed at low concentration of com-
pounds that reduce reproduction at higher concentrations. This poorly understood
phenomenon is called hormesis. Sometimes it is present when food is supplied in
large amounts, but absent when food is supplied in moderate amounts. This indi-
cates that secondary stress is involved, at least in some cases. One source might be
polysaccharides that some green alga (Chlorella) produce when they occur in high
densities and/or bacteria that decompose cells in poor conditions (algae are usually
kept in stock in a concentrated form for some time, which does not do their condi-
tion any good, and test media are less suitable for algal growth). Because of these
uncertainties, hormesis is not incorporated in the model analysis and we believe that
it can be avoided by optimizing test conditions, at least in some cases.
The advantages of the proposed analysis over the standard method are
• The basis is much more mechanistic, which facilitates
◦ the link with physico-chemical properties of the compounds
◦ the comparison with data from other toxicity tests (such as the survival
or growth tests of fish larvae), effects of differences in exposure times, body
size, etc.
◦ the construction of a series of consistent models, ranging from simple
ones for routine applications to advanced ones for research purposes. It is,
for instance, straightforward to deal with compounds that disappear from the
medium, due to degradation. We first have to model the disappearance process,
by a first order process for instance, and insert the result in (3.43). This is all
we have to do to arrive the correct effect-characteristics.
◦ the incorporation of additional information, such as the body length at 21
d. Such extra information helps to identify the mode of action of the compound
(i.e. to choose between the indirect effect models) and to reduce the confidence
intervals for the parameters that have to be estimated.
• The models do not have gradient parameters. This solves the estimation prob-
lems of the no-effect concentrations (see section ‘standard statistical analysis’).
These no-effect concentrations are now integrated in the model as a parame-
ter that can assume values for concentrations that have not been tested (as
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opposed to noec’s). The reduction of the number of parameters that have to
be estimated simplifies the estimation procedure and reduces the confidence
intervals.
• The parameters (no-effect concentration, killing rate and tolerance concentra-
tion) are independent of the exposure time. Notice that the standard para-
meters (noec, lc50, ec50, gradients) do depend on the exposure time, which
reduces the usefulness in risk assessment and the comparison with other toxicity
data.
• The present characterization of the effects on survival and reproduction is fully
process-oriented, which means that
◦ effects are analyzed as a response surface above the exposure time-
concentration plane. This allows the calculation of other characteristics, such
as the ec50 and gradient values.
◦ effects can be translated into effects on the population growth rate. This
is not possible for the standard method because reproduction is not treated
as a process, so that a delay in reproduction cannot be distinguished from a
reduction of the reproduction rate.
Although the various pathways to affect reproduction might be hard to distin-
guish from reproduction data, the consequences for the population level can differ
considerably (Kooijman & Metz 1983). The reason is that effects on maintenance
are strongly felt when the population is at its carrying capacity and almost all of the
energy budget is spent on maintenance, but when the population is in a productive
phase, these effects are hardly felt because maintenance takes only a small part of
the energy budget.
The population growth rate µ˙ can be obtained from the survival probability
F(a) at age a and the reproduction rate R˙(a) in constant environments via the
characteristic equation
1 =
∫ ∞
0
exp{−µ˙t}F(t)R˙(t) dt
The aging process can become important for the survival probability at high ages
(see the section on the hazard model).
If the environment is not constant, we have to fall back to the theory of struc-
tured population dynamics to evaluate the population consequences of the effects
of compounds on survival and reproduction. See Metz & Diekmann (1986) for an
introduction.
The comparison of the toxicity of compounds with different effects on reproduc-
tion is rather complex. One possibility is to compare the population growth rate as
a function of the concentration, as obtained from 1 =
∫∞
0 exp{−µ˙t}R˙(t) dt. This has
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Figure 3.20: The population growth
rate as a function of the environment-
concentration for compounds that have di-
rect and indirect effects on reproduction.
The parameter values are the same as in
Figure 3.16.
the advantage that delays in the onset of reproduction are taken into account and
that it better links up with the translation of observed effects on individual reproduc-
tion into the laboratory to population consequences outdoors. Figure 3.20 illustrates
how the population growth rate depends on the environment-concentration for the
various modes of action of the compound.
The present description requires the application of rather advanced numerical
techniques. This practical handicap can be eliminated by application of software
package DEBtox. The rapid increase of the performance of low-cost personal com-
puters minimizes this problem of application.
The existence of large data bases of lc50/ec50 values will doubtlessly delay
the implementation of any improvement on the standard description of effects. For
compatibility reasons with these data bases, it might be interesting to calculate lc50
and ec50 time curves from the present description. This can be done by numerically
solving the equations q(cL50, t) =
1
2 and R˙(cE50, t) = R˙(0, t)/2. Although the present
description has fewer parameters than the standard one, it is possible to obtain the
standard parameters from the present one, but it is not possible to obtain the new
parameters from the standard ones. The original survival/reproduction data are
required to obtain them.
We conclude that the present models for the analysis of data from reproduction
toxicity tests have substantial advantages over the standard ones and merit imple-
mentation on a routine basis. The choice of the proper model depends on the mode
of action of the compound; a decision that is up to the user. The observation that
the no-effect concentration seems to be insensitive to this choice is encouraging.
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3.5 No-effect concentrations in algal growth inhibition
tests
Abstract We propose three simple models for effects of chemical compounds on
the growth of batch cultures of algae that allow the estimation of the no-effect
concentration. The growth model assumes that the costs for growth is proportional
to the concentration that exceeds the no-effect level. The hazard model assumes that
the hazard rate is proportional to the concentration that exceeds the no-effect level.
The adaptation model is similar to the hazard model, but the effects only occur at
the start. The no-effect concentrations of the three models turn out to be very similar.
Introduction
The effects of chemical compounds on aquatic biological systems are tested routinely
with a set of simple toxicity tests, in which groups of individuals of a single species,
usually originating from a laboratory culture, are exposed to a set of concentrations
of a chemical during some standardized period. The No-Observed Effect Concentra-
tion (noec) is defined as the highest tested concentration that gives no significant
deviation from a control without the chemical (Bartlett et al. 1974, Bringmann &
Ku¨hn 1980). The usefulness of this frequently used statistic suffers from lack of
knowledge about the power of the statistical test that is used. This power also de-
pends, of course, on the probability of an error of the first kind (usually taken to
be 5%), which is rather arbitrary. In addition, the noec is highly dependent on the
test design since it can only assume values of tested concentrations. A compromise
exists between the number of different concentrations that are used in the test and
the number of replicates per concentration. Precision increases with the number of
different concentrations and the power increases with the number of replicas. In the
environmental risk assessment of chemicals, the prediction of environmental no-effect
concentrations relies heavily on laboratory test derived noec values. However, most
standard ecotoxicity tests were originally designed for determining ec50 values.
In an attempt to address the problems inherent to the noec, it is current practice
to derive pnecs (Predicted Environmental No-Effect Concentrations) from ec50 data
using a scheme of fixed application factors. The draft March 1995 version of the EU
technical guidance document for environmental risk assessment of new and existing
substances suggests factors of 10, 50, 100 or 1000, depending on the amount and
quality of the data available. Because dose-response slopes can be very compound-
specific, some workers proposed ec5, ec10 or other “small”-effect values. Such an
approach is difficult to apply to risk assessment due to lack of consensus about the
precise definition of “small”. The smaller the effect size in descriptive models, the
larger the confidence interval and the more the estimate becomes dependent on the
0Published as: S.A.L.M. Kooijman, A.O. Hanstveit, N. Nyholm (1996) No-effect concentrations
in algal growth inhibition tests. Water Research 30: 1625–1632
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specific model that has been used to describe the results. Since the empirical log-
logistic model does not have a scientific basis, this is quite an obstacle. This problem
becomes less important for the larger effect sizes, such as the ec15 or ec20. The
problem then becomes how “small” effects in the laboratory translate into effects
outdoors and how the effects of emissions of various compounds in a certain area
combine when each is allowed to have a “small” effect.
In this paper we discuss the applicability of a No-Effect Concentration (nec)
in algal growth inhibition tests. There are at least four internationally accepted
standard test descriptions, i.e. the nearly identical OECD guideline 201 (OECD
1984), the International Standard ISO 8692 (ISO 1989) and the EU Guideline C3
(EU 1992) covering the freshwater environment, and the International Standard ISO
10253 (ISO 1994) covering the marine environment. The assessment of the noec
value in these methods is, for lack of better methods, only superficially defined,
and it is mostly left to the judgement of the particular scientist whether a standard
statistical test should be applied or not. The weakness of this approach has been
recognized by the working groups developing these methods. The noec value will
depend on the variation among replicate test vessels and the deviations of threated
algal populations from the control. Relatively high noec values may therefore result
from a badly performed test. The nec does not suffer from the statistical problems
of the noec because the null hypothesis is that the nec equals zero. A poor power
results in an inability to reject the null hypothesis and leads to the conclusion that
the tested compound requires further research.
The present paper is one of a series (Bedaux & Kooijman 1994, Kooijman &
Bedaux 1996, 1996a) that deals with similar necs in the other OECD toxicity test
methods. All models behind these analyses assume that the effect size on the various
physiological target processes is proportional to the concentration of compound that
exceeds a no-effect concentration in the organisms. The Dynamic Energy Budgets
(DEB) theory is used to identify the target processes. This theory is described
in Kooijman (1993). The choice of a linear relationship between effect size and
the tissue-concentration relates to the idea of a Taylor-approximation to the ‘real’
effect size. So the actual effect size might be a complex function of the tissue-
concentration, but we use only the first term of its Taylor approximation. For highly
non-linear relationships, this only works for small effect sizes. The inclusion of more
terms of the Taylor-approximation hardly makes sense in the light of the idea that
physiological processes can be ordered with respect to sensitivity for a particular
compound. At low concentrations only the most sensitive process is affected, but
at high concentrations many processes are affected. It will be very difficult to make
reliable models for large effects. Since risk assessment requires knowledge of small
effects, not of large effects, the situation that large effects are possibly not well
captured by model predictions is hardly relevant.
To simplify the reasoning, we assume that the elimination rate is small with re-
spect to the inverse of the interdivision interval, so the intra-cellular concentration
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is almost instantaneously in equilibrium with the environment-concentration, which
makes sense for minute algal cells. As long as the aqueous bioavailable concentration
of the test compound remains approximately constant and is not reduced by sorp-
tion or other elimination mechanisms, the toxic dose can be regarded as constant
throughout the test. So the focus is on population growth at constant environment-
concentrations of test compound. Irrespective of the physiological complexity of the
cell cycle, the fact the daughter cells repeat the physiological behaviour of the mother
cell implies that the population will grow exponentially in cell numbers as long as
the environment is constant.
Models
A summary of the algal growth inhibition test according to the standard test methods
is as follows: Batch cultures of one of the recommended algal species (i.e. the fresh
water green alga Selenastrum capricornutum or Scenedesmus subspicatus, or the ma-
rine diatom Skeletonema costatum or Phaeodactylum tricornutum) are started with
a fixed cell density of 104 cells ml−1 in the prescribed media with different additions
of the test compound, usually below the solubility in water. Although the guideline
prescribes concentrations in terms of effect sizes, these choices are less important
for the analyses that we propose here. Temperature and light intensity are constant
during exposure, but precise temperature and light intensity are not prescribed, only
an allowable range. The test has been designed so that ideally exponential growth
in the control cultures can be sustained for the entire duration of the test, which has
been fixed at 72 hours. It is specified as a validity criterion that the growth rate
must be high enough to allow the biomass in the control cultures to increase by at
least a factor 16, which corresponds to a minimum growth rate of 0.92 d−1. The
growth rates normally obtained for the standard test species S. capricornutum and
S. subspicatus may vary from about 1.2 to 2.0 d−1, increasing with light intensity
and temperature (Hanstveit 1982, 1991). The mean growth rates for S. costatum and
P. tricornutum are 2.40 d−1 and 1.73 d−1, respectively, determined in an interna-
tional ring test (Hanstveit 1991). The corresponding biomass increase during 3 days
amounts to a factor 37 and 400, respectively. In practice a 72 h exponential growth
is only achieved with S. capricornutum and P. tricornutum. The other species grow
approximately logistically, due to the large cell volume of S. subspicatus (resulting
in a large inoculated biomass) or to the high growth rate of S. costatum. The guide-
lines, however, allow for the use of the exponential growth phase for the evaluation
of effects. The biomass is usually measured by electronic particle counting, by spec-
trophotometry (optical density) or by fluorometry (in vivo chlorophyll fluorescence),
which implies that both the living and dead cells contribute (dead cells somewhat
less than living cells with fluorometry). Formally, the biomass (i.e. dry weight or
total cell volume) is the proper measure for the algal growth. The cell density (i.e.
cell numbers per volume) may be used as long as it relates to the biomass (which is
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not the case when cells form chains).
We assume here that the cell number in the control grows exponentially, that is
d
dt
N = µ˙0N
N(t) = N(0) exp{µ˙0t} (3.66)
where µ˙0 is the control population growth rate (dimension time
−1). We consider
three different effects.
Growth model
The costs of growth in terms of nutrients or energy is inversely proportional to the
population growth rate. The linear effect model as mentioned in the introduction
amounts to the assumption that the costs for growth are linear in the intracellular
concentration of test compound. For tiny organisms such as unicellular algae, these
costs are thus linear in the environment-concentration. This leads to
d
dt
N = µ˙cN
N(t, c) = N(0, c) exp{µ˙ct} with µ˙c = µ˙0
(
1 + c−1G (c− c0)+
)−1
(3.67)
where c is the concentration of test compound in the environment, c0 is the nec and
cG is the ‘tolerance concentration’ which just serves as a proportionality constant.
It is called this because the less toxic the compound, the higher its value. Note
that an interpretation of this parameter is cG = ec50− nec, where the ec50 is the
concentration that causes a reduction of the population growth rate by a factor of
two. The concept ec50 is very familiar in the analysis of toxicity tests. Despite the
simple relationship with the tolerance concentration, we will not use the parameter
ec50. The first reason is that the combination ec50 and nec behaves worse than
the combination cG and c0 in a statistical sense, because their estimates have a
higher (negative) correlation coefficient. The second reason is that the relationship
between ec50 and the tolerance concentration is less simple in other models (see
the adaptation model). The notation (c − c0)+ indicates that we replace negative
values of c − c0 by zero. We assume that no death occurs if the compound affects
the energetics of the cells.
Hazard model
The second mechanism of toxic effect is via the hazard rate that is assumed to be
proportional to the intra-cellular concentration that exceeds the no-effect concentra-
tion. The surviving cells grow at the same rate as those in the control. The change
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in the numbers of living and dead cells becomes
d
dt
N1 = µ˙cN1 = (µ˙0 − k˙†(c− c0)+)N1
d
dt
N0 = k˙†(c− c0)+N1
where we have no dead cells at the start of the experiment, so N0(0) = 0. The
parameter k˙† just serves as a proportionality constant and is called the ‘killing rate’.
The total (living plus dead) number of cells amounts to
N(t, c) = N(0, c)
(
µ˙0
µ˙c
exp{µ˙ct}+ 1− µ˙0
µ˙c
)
(3.68)
Ignoring cell lysis during the 3 days of the test, the counted number of cells corre-
sponds with the total number of cells. Note that the total number of cells does not
grow exponentially if effects on the hazard rate occur.
Adaptation model
The third mechanism of toxic effects is via the change from the control situation of
the stock culture to the experimental test condition. The effect is the same as in the
hazard model, but it occurs only during a short (fixed) period of exposure. If the
cells survive this transition, they are not affected by the compound, so the resistant
cells are selected. The survival probability then amounts to F = exp{−c−1H (c−c0)+}
and the total (living plus dead) number of cells to
N(t, c) = N(0, c) (F exp{µ˙0t}+ 1−F) (3.69)
where ‘tolerance concentration’ cH just serves as proportionality constant. It is
inverse to the product of the killing rate and the length of the sensitive period. The
survival probability F can be interpreted as the fraction of resistant cells in the
control culture.
Statistics
The number of cells in any experimental unit is assumed to be normally distributed
with a mean that behaves as explained in the model section and a variance that is
(approximately) proportional to the squared mean. So the coefficient of variation is
assumed to be constant. This depends, however, on the accuracy and the method of
measurement of the biomass. A constant variance, independent of the mean, is an
attractive alternative. The most straightforward estimation criterion is the maximum
likelihood method. To find the parameter estimates, we have to evaluate the matrix
of second derivatives of the cell numbers to the three parameters: µ˙0, c0 and cG,
cH or k˙†. Since the formulae become lengthy, a less elegant but useful alternative
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is to apply weighted non-linear regression, where the weight coefficients are taken
to be inversely proportional to the squared observed cell numbers. This gives the
additional advantage that we can give less weights to cultures that show a large
effect. The applicability of the likelihood method should be tested, however, if the
weight coefficients affect the results substantially. If the (control) cultures grow too
fast (depending of the algal species), the last data point will show a deviation from
exponential growth because the cultures become nutrient limited. This will happen
if the light intensity and temperature are both approaching the upper limits of the
prescribed ranges. The weight of such a deviating data point can also be reduced
for biological reasons. (One should always be extremely careful not to exclude data
points because the model does not fit.)
The profile ln likelihood (cf McCullagh & Nelder 1989) for c0 is
l(c0) =
∑
ij
wij ln σˆ0/σˆ1
where σˆ0 stands for the estimated standard deviation, given the value for c0, and
σˆ1 stands for the estimated standard deviation given the maximum likelihood es-
timation of c0. The estimated variance, i.e. the squared standard deviation, is
σˆ2 =
∑−1
ij wij
∑
ij wij(Nij − N(ti, cj))2. The factor
∑
ij wij stands for the sum of
all weight coefficients, where the summation is over all time points and concentra-
tions, including the control. The confidence set for c0 can be obtained from the profile
ln likelihood, where we use the property that two times the profile ln likelihood at
any given value for c0, under the null hypothesis that this is the correct value, is
asymptotically χ2 distributed with one degree of freedom. The α-level confidence
set for c0 is then given by {c0|l(c0) ≤ χ21(α)/2}, where χ21(α) is a number such that∫ χ21(α)/4
0 (πx)
−1/2 exp{−x} dx = α (cf Silvey 1975, Kooijman 1983).
Examples
Figure 3.21 shows the experimental results of 14 algal growth inhibition tests for
a variety of compounds and algal species. The parameters of the three models are
given in Table 3.14.
The 99% confidence interval for the no-effect concentration c0 is approximately
the point estimate plus and minus 2.56 times the standard deviation. So for the
growth model of the test with TPBS we obtain a confidence interval for c0 of
{6.86, 8.77} mg l−1 (see Table 3.14). A χ2-distributed variable with one degree
of freedom exceeds the value 6.635 with a probability of 1%. The 99% confidence
interval can be read from Figure 3.21 by looking at the values of c0 for which the
profile ln likelihood is below 6.635/2=3.317. This gives a very similar confidence
interval, i.e. {6.75, 8.7} mg l−1. This illustrates the applicability of the large sample
theory for the likelihood ratio test: the shape of the ln likelihood function is in most
cases perfectly parabolic. In two other cases, we see that the profile ln likelihood
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function has two local minimums and, in the test with ethoxylated alcohol, we see
odd behaviour of this function due to the stimulatory effect of the compound at low
concentrations, which is usually referred to as hormesis (Stebbing 1982). This little
understood phenomenon must be left unexplained here.
In many cases the three models all fit well to the same data; they would be hard
to tell apart graphically. The no-effect concentration proves to be very insensitive
to the choice of model. (This is in contrast with ec-small values, see Introduction.)
In a few cases the mean deviation σˆ differs by a factor two between the models;
here we can choose between the different modes of action of the compound on the
basis of goodness of fit. The maximum deviation occurs in the test for potassium
dichromate with Cyclotella. The fact that the c0 differs here by a factor of three is
no problem because we should select the value of the best fitting model. The nec
differs significantly from zero in 10 out of 14 cases. The cases where the nec does not
differ from zero indicate that the experiment should be repeated with an adjusted
concentration series.
Discussion
Our method shows that simple mechanistic models can be used successfully to de-
scribe the results of algae inhibition growth tests. It has fewer parameters than the
standard analysis, which relates the population growth rate to the concentration of
compound according to the log-logistic model (cf Kooijman et al. 1983). Independent
of and consistent with this model, a no-observed effect concentration (noec) is usu-
ally identified for risk assessment purposes. This implies that four rather than three
parameters are usually estimated: the control population growth rate, the ec50, the
gradient parameter, and the noec. The proposed method replaces the ec50 plus
gradient parameter by either the tolerance concentration or the killing rate, and the
noec by the nec. The latter is now a real parameter with a confidence interval, not
just one of the tested concentrations.
Our method avoids the complexities inherent to noec and ec-“small” values.
Table 3.14: Parameter estimates and standard deviations of the examples given in Figure
3.21. The three rows for each compound/species combination correspond with the growth,
hazard and adaptation model, respectively. The units of the parameters are: N0, σˆ: units of
cells density (given for each example); µ˙: d−1; c0, cG, cH : units of compound concentration
(given for each example); k˙†: (units of compound conc. × d)−1 Compounds: 3,5-DCP =
3,5-dichlorophenol, TPBS = Tetrapropylenebenzene sulphonate, PEA = polyethylene amine,
SDE = substituted diphenoxyethane, EA = ethoxylated alcohol, Mix 1,2 = mixture of organic
N,S-compounds, Mix 3 = mixture of nonionic surfactants. Species: Cycl. = Cyclotella
operculata, Phae. = Phaeodactylum tricornutum, Skel. = Skeletonema costatum, Nitz. =
Nitzschia palea, Step. = Stephanodiscus hantzschii, Scen. = Scenedesmus subspicatus, Sele.
= Selenastrum capricornutum.
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comp/spec. N0 s.d. µ˙0 s.d. c0 s.d. cG/k˙†/cH s.d. σˆ
PEA, mg l−1 1.04 0.273 1.93 0.095 0.0191 0.021 1.93 0.222 6.95
Skel., 103 cells ml−1 1.10 0.212 1.91 0.070 0 0.020 0.943 0.062 5.32
1.42 0.449 1.78 0.115 0.146 0.055 0.390 0.070 8.92
3,5-DCP, mg l−1 0.766 0.352 2.88 0.267 0 0.091 3.75 0.880 4.49
Nitz., 103cells ml−1 0.768 0.393 2.86 0.298 0 0.102 0.731 0.137 5.17
0.910 0.496 2.76 0.316 0 0.106 1.05 0.186 5.40
3,5-DCP, mg l−1 0.646 0.312 2.89 0.261 0.167 0.050 5.12 0.798 4.66
Cycl., 103cells ml−1 0.824 0.239 2.76 0.157 0.113 0.043 0.547 0.036 3.29
1.11 0.304 2.60 0.149 0.101 0.043 1.27 0.077 3.23
K2Cr2O7, mg l
−1 1.10 0.238 1.44 0.123 0 0.355 11.7 2.85 1.50
Phae., 102cells ml−1 1.09 0.218 1.44 0.106 0 0.421 0.138 0.026 1.43
1.29 0.232 1.35 0.094 0 0.423 5.45 0.914 1.37
K2Cr2O7, mg l
−1 4.355 0.337 1.26 0.027 3.48 0.237 26.1 1.85 3.68
Phae., cell ml−1 4.30 0.375 1.26 0.030 2.44 0.413 0.0418 2.8 10−3 4.25
5.24 0.548 1.19 0.036 1.80 0.597 12.5 0.930 5.29
K2Cr2O7, mg l
−2 5.66 0.685 2.10 0.063 0.777 0.031 3.46 0.307 7.21
Skel., 103 cells ml−1 5.67 0.573 2.10 0.053 0.710 0.036 0.553 0.0311 6.17
6.59 0.511 2.022 0.040 0.683 0.031 1.33 0.0547 4.90
K2Cr2O7, µg l
−1 0.800 0.372 2.72 0.254 24.8 4.83 59.9 40.2 5.16
Cycl., 103cells ml−1 0.739 0.151 2.78 0.112 10.5 1.17 0.0200 1.6 10−3 2.23
0.851 0.123 2.71 0.079 7.96 0.57 38.1 1.51 1.61
SDE, mg l−1 0.980 0.195 1.43 0.069 0.410 0.055 2.13 0.435 3.21
Sele., 104 cells ml−1 0.962 0.184 1.43 0.067 0.364 0.066 0.637 0.106 3.11
1.057 0.199 1.40 0.065 0.295 0.040 0.823 0.092 3.09
Bioban, µg l−1 0.336 0.087 2.72 0.140 16.1 1.43 203 25.0 1.46
Skel., 103 cells ml−1 0.341 0.093 2.71 0.147 14.8 1.88 0.0132 1.4 10−3 1.55
0.369 0.105 2.67 0.154 14.4 2.03 52.9 5.31 1.61
TPBS, mg l−1 0.655 0.036 0.481 8.6 10−3 7.82 0.365 36.2 3.07 0.412
Step., 104cells ml−1 0.633 0.037 0.487 9.3 10−3 6.78 0.559 0.0123 8.3 10−4 0.447
0.696 0.038 0.472 8.5 10−3 6.08 0.610 20.5 1.11 0.416
EA, mg l−1 2.68 0.581 2.01 0.104 0.923 0.032 3.45 0.413 5.18
Skel., 103 cells ml−1 2.88 0.403 1.97 0.067 0.895 0.029 0.566 0.0334 3.58
3.46 0.427 1.88 0.059 0.886 0.029 1.16 0.0575 3.29
Mix 1, µg l−1 0.494 0.147 2.62 0.157 53.2 0.87 56.7 15.2 2.17
Skel., 103 cells ml−1 0.495 0.148 2.62 0.158 51.5 1.16 0.0346 6.1 10−3 2.21
0.514 0.160 2.60 0.165 51.1 1.25 20.7 3.34 2.28
Mix 2, mg l−1 1.59 0.131 2.07 0.042 0 1.3 10−3 0.363 0.018 1.35
Skel., 103 cells ml−1 1.61 0.229 2.06 0.073 0 2.8 10−3 6.09 0.435 2.39
1.78 0.308 2.01 0.088 0 3.5 10−3 0.115 9.41 2.88
Mix 3, mg l−1 1.39 0.201 2.10 0.070 0.0228 8.0 10−3 1.39 0.101 2.51
Skel., 103 cells ml−1 1.36 0.278 2.11 0.099 0.0075 0.012 1.508 0.109 3.58
1.50 0.351 2.06 0.112 0 0.015 0.435 0.032 4.02
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growth, Skel. growth, Skel.
growth, Skel. growth, Nitz.
growth, Phae. growth, Skel.
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growth, Step. hazard, Skel.
adap., Cycl. adap., Phae.
adap., Skel. adap., Cycl.
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adap., Sele. adap., Skel.
Figure 3.21: The best fitting of the three models (the growth, adaptation or hazard model)
is shown in these examples, together with the profile ln likelihood function for the no-effect
concentration c0. The various curves in each figure correspond with an observation time.
Observations at times at which the control deviates from exponential growth have not been
included. The abbreviations for the compounds and algal species are given in the legends to
Table 1.
The parameter c0 does not suffer from the statistical problems of the noec. It seems
not to be very sensitive to error in the identification of the specific mode of action
of the compound. This is of importance because routine toxicity tests are not very
suitable for this purpose. It would help, for instance, to distinguish the living from
the dead cells, but this requires extra effort. Our method also avoids the complexities
that are inherent to small-effect concentrations. Similar conclusions apply to other
standard routine toxicity tests, such as the chronic reproduction Daphnia test. The
combined evidence supports a rejection of the conventional noec/ec50-based anal-
ysis in favour of the nec-based analysis with specific effects to the various biological
endpoints. The examples presented in this paper have been analyzed earlier with the
method described in Kooijman et al. (1983), supplemented with noec ‘estimates’.
Application of the new method shows that the estimated necs correspond well with
the old noecs. The control population growth rates tend to be slightly lower than
estimated using a logistic growth model. This is partly due to the problem of detect-
ing deviations from exponential growth, but also to the estimation of the carrying
capacity of the logistic growth model.
An additional advantage of our mechanistic approach is that assumptions about
the kinetics of the compounds that prove to be too simple can easily be replaced by
more complex (and hopefully more appropriate) ones for scientific purposes. This
obviously requires a more elaborate experimental set-up. Being process-oriented,
the analysis can be extended to include the effects of degradation and metabolic
transformation. Such an effort is essential to evaluate the consequences of emissions
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in the environment. This consistency between models for risk assessment and for
scientific purposes is essential if we take risk assessment seriously.
The observation that the three different models frequently fit well to the same
data set invites an attempt to convert the three toxicity measures (cG, cH , k˙†) into
each other. We can do so by equating the ec50 for biomass at the moment at which
the control population exceeds n times the inoculated value. The test requires that
n ≥ 15. Simple mathematics reveals the following relationships
k˙†cG = (1− x)µ˙0
(
lnn
ln 2
− 1
)
and
cG
cH
=
(
lnn
ln 2
− 1
)
ln
n− 1
n/2− 1
where x is the solution of x lnn = ln{1 + x(n/2− 1)}. For n = 15 this simplifies to
k˙†cG = 1.233µ˙0 and cG = 2.86cH . This exercise also shows that the ec50 for biomass
itself is totally useless to characterize the effects of compounds because this measure
depends on the length of the test (choice for n) and on growth conditions (value for
µ˙0, which depends on media, light and temperature). For further discussion of these
points, see Nyholm (1985). Nonetheless, it is frequently used and current standard
protocols prescribe that this figure be reported along with an ec50 for the population
growth rate.
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Chapter 4
Software package DEBtox
Abstract DEBtox is a user-friendly software package designed to analyze the results
of the standard set of aquatic toxicity tests: tests on survival, the (37 d) fish growth
test, the (21 d) reproduction test with Daphnia and the (4 d) alga growth inhibition
test. It basically serves six purposes:
- Estimation of parameters, their asymptotic standard deviations and their correlation
coefficients. The different modes of action of the compound are described by different
models: one for the survival experiment, three for body growth, five for reproduction
and three for population growth.
- Measurement of the goodness of fit of the selected model and a graphical presenta-
tion of data together with the model expectations for the time and the concentration
profiles.
- Calculation of the profile ln likelihood function for the no-effect concentration. The
results are presented graphically. DEBtox reads this graph and can produce confi-
dence intervals if the user has selected the confidence level.
- Calculation of ece.t values, ete.c values and erc.t values and their standard devia-
tions if the user has selected the concentration c, the exposure time t and/or the effect
level e. DEBtox can graphically present the effect as a function of concentration and
exposure time, using isoclines.
- Statistical tests on any parameter value or combination of parameter values. The
tests are based on the likelihood ratio test.
- Analysis of the residuals. The residuals, i.e. the differences between observed values
and model expectations, can be plotted as functions of the concentration, the expo-
sure time or the response.
This chapter describes some background, which is meant to complement the extensive
help files of DEBtox.
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4.1 Introduction
DEBtox is a user-friendly software package designed to analyze the results of the
standard set of aquatic toxicity tests: acute and chronic tests on survival, the (37
d) fish growth test, the (21 d) reproduction test with Daphnia and the (4 d) alga
growth inhibition test. DEBtox refers to these toxicity tests as ‘experiments’ (i.e.
bioassays) to avoid confusion with statistical tests on parameter values, or goodness
of fit. The measured biological variable is called ‘response’. The principle aim is to
characterize the effect of the chemical compound on the response.
The occurrence of effects is considered as a function of the exposure time and
the concentration of the toxic compound. So observations in all four experiments
typically comprise a data-matrix, with test concentrations in the first row, exposure
times in the first column and response values in the body of the data-matrix. The
data at exposure time zero specify the initial conditions for each cohort, i.e. the
set of individuals that receive identical treatment. These data are required for the
survival experiment only. The data at concentration zero describe the behaviour
of the control. Although we advice to include one or more controls, DEBtox can
do without. The effect is analyzed as a process, so the data are conceived as a set
of simultaneous time series; not as a series of concentration-response curves for the
different exposure times.
The times in the first column of the data-matrix are interpreted as times since
the start of the experiment; the concentrations in the first row are interpreted as
environment-concentrations, which are supposed to be constant during exposure.
The responses are the number of surviving individuals, the mean body length, the
mean cumulative number of young per female or the population size. The means refer
to the various individuals in a cohort, so individuals that receive the same exposure.
The numbers of individuals in the cohort in the body growth and the reproduction
experiment might change (to some extent); these changes can be compensated by a
proper choice of weight coefficients: the larger the number of individuals in a cohort,
the smaller the deviation from an expected response.
When you try DEBtox for the first time, you might wonder why your computer
is busy so long, especially when you select the body growth or the reproduction
experiment. The amount of time that you have to wait obviously depends on the
performance of your computer; we do not recommend application on machines slower
that an 486DX2; it would stretch your patience beyond reasonable limits. A math-
ematical coprocessor is required. A table of run times for sample files on different
PCs is included in the help files of DEBtox. This gives some idea what run time you
should expect on your PC. The reason why it takes some time is that the program
has a lot to calculate, as will soon become obvious.
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4.2 Parameter estimation
The main task of DEBtox is the estimation of the parameter values. This is done by
maximizing the (ln) likelihood function, which is described by (3.16) for the survival
experiment and by minus a weighted sum of squared deviations between observed
and expected responses for the other three experiments. The latter method is known
as weighted least squares and can be interpreted as a maximum likelihood method
under certain restrictions and assumptions. This interpretation is used in statistical
tests on the parameter values and in the estimation of variances, covariances and
confidence sets.
The likelihood function that is maximized as a function of the model parameters
is non-linear. The numerical procedures that will (hopefully) find the maximum
require an ‘educated’ initial guess for the best fitting parameter values. DEBtox
removes this sometimes difficult task from the user by trying many different initial
guesses. DEBtox chooses the initial guesses strategically in a model-specific way.
For each initial guess, DEBtox will find a maximum of the likelihood function and
will select the maximum of these maximums. Many thousands of these function
evaluations are typically required for one estimation of the parameters.
In the case of the body growth and the reproduction experiment, the likelihood
function is not known explicitly, only as a set of differential equations, together with
initial conditions. This set of differential equations has to be integrated numerically
before the function value can be given for each value of the set of parameters. If
the elimination rate (which is one of the parameters) is large, the set of equations
becomes stiff and requires a very small time increment for the numerical integration
and/or other special treatment. Even if the resulting estimate for the elimination
rate is not large, large values might occur during the estimation procedure. DEBtox
solves this problem by making use of the explicit solution of the equation for the
toxicokinetics, when integrating body length (and reproduction) numerically. This
results in a robust, but time consuming procedure. A fourth order Runge Kutta
method is used for these numerical integrations.
DEBtox uses the ‘amoeba’ algorithm to find the maximum of the likelihood func-
tion (see Press et al. 1994). Actually it finds the minimum of minus the log likelihood.
This downhill simplex method by Nelder and Mead (1965) is very inefficient, but it
is robust. Less robust algorithms require a high degree of education for the initial
guess, and even then they frequently fail to find the proper maximum. We need
robustness because likelihood functions sometimes have a very irregular surface, de-
pending on the responses. If DEBtox has found the maximum of the likelihood
function, it directly continues to calculate the best fitting parameters in the case
that the elimination rate is very small with respect to the inverse of the exposure
time (slow kinetics), or very large (fast kinetics). It does so for any selection of model
and presents only the best fitting of the three results. The models of the population
growth experiment, however, assume that the kinetics is always fast.
130 DEBtox
The elimination rate determines how fast the effect builds up during exposure.
If the observation is only at the end of the experiment, hardly anything is known
about this rate. The problem is that a trace of information about the value of the
elimination rate is still left in the shape of the concentration-response relationship
at any single observation time, so we cannot simply refrain from estimating the
elimination rate. This lack of knowledge becomes visible in a huge standard error
for the elimination rate and gives considerable numerical problems in finding the
proper maximum of the likelihood function. We strongly recommend using several
observation times. This extra information is usually already available and removes
these statistical and numerical problems. A two-day survival experiment usually
requires inspection after one day. Our suggestion is to count the number of survivors
at this inspection and include this in the input for DEBtox. This simple extra
information is already very helpful.
This essay makes clear why DEBtox is busy for some time when you hit the
start-button, especially for the body growth and reproduction experiments. You can
interrupt the calculations at any time, or use your computer for other purposes, while
DEBtox is running in the background. The waiting time is shorter for ‘beautiful’
data where the model fits well than for ‘less beautiful’ data. If there are hardly any
effects, DEBtox will be unable to find parameter estimates. Practice will have to
reveal the extent of gray area between ‘beautiful’ and ‘less beautiful’. We strongly
recommend that the goodness of fit of any model be always inspected graphically
from the concentration and the time profiles for the responses that DEBtox produces.
Nothing is as effective as the human eye in this respect, and no procedure or method
should replace common sense!
Validation
The estimation of the parameters of all models of DEBtox has first been coded in-
dependently in the programming language APL (A Programming Language). The
APL functions use a Newton Raphson procedure to find the maximum likelihood
estimates rather than an amoeba algorithm. We tested many data sets, including all
the sample files that are included in DEBtox. We arrived at results with the APL
functions that were very similar to the results with DEBtox, i.e. the results were iden-
tical in the first four decimal places. We are convinced that the small differences are
due to the rules for stopping the Newton Raphson and amoeba procedure; the longer
we continued the procedures, the smaller the differences became. The asymptotic
standard deviations of all parameter estimates and the profile ln likelihood functions
for the necs were likewise very similar for the APL functions and DEBtox.
DEBtox is coded in C++ and it runs under DOS using Windows 3.1 or Win-
dows95 on a PC. We did not try Windows 3.0. We also included a command line
version that works under Unix SunOS 4.1.3. Current information about DEBtox will
be available on WWW (page http://www.bio.vu.nl/vakgroepen/thb).
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Code Example 2
Experiment Survival
Model hazard
Compound Dieldrin
Species Poecilia reticulata
Time day
Concentration microgram/liter
Response number of survivors
Date 18 January 1996
Note From IMW-TNO
Data
0 1 2 3 4 5 6 7
0 3.2 5.6 10 18 32 56 100
20 20 20 20 20 20 20 20
20 20 20 20 18 18 17 5
20 20 19 17 15 9 6 0
20 20 19 15 9 2 1 0
20 20 19 14 4 1 0 0
20 20 18 12 4 0 0 0
20 19 18 9 3 0 0 0
20 18 18 8 2 0 0 0
Figure 4.1: An example
of a DEBtox input file.
Below we will describe the input and output for DEBtox and discuss some of
its rationale. Button-by-button information is included in the extensive help files
of the Windows version, which is meant to be adequate. The Unix version is not
interactive. The choices have to be set by flags, which are described in the manual
file (type ‘debtox -h’ or debtox.doc under Unix).
4.3 Input
The data input has two segments: documentation and numerical data. The documen-
tation consists of a number of fields, some are required, some are optional. The fields
are identified by their names: ‘Code’, ‘Time’, ‘Concentration’, ‘Response’, ‘Species’,
‘Compound’, ‘Date’, ‘Experiment’, ‘Model’, ‘Date’, ‘Experimentalist’, ‘Notes’, ‘Data’
and ‘Weights’. See Figure 4.1 for an example. The order is not important, as long
as the ‘Weights’ is not before the ‘Data’ field; each field should start on a new line
with its name followed by a at least one space- (or tab-) character. DOS uses two
characters to indicate a new line, Unix uses just one character. DEBtox can handle
both methods in the Windows version as well as in the Unix version. If you do not
have data for the optional fields, there is no need to mention empty fields.
The required fields comprise:
• Code, which is used to identify the data set; it has no effect on the results.
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• Names for the chemical Compound and the Species of test organism; it has
no effect on the results.
• Units for Time, Concentration and Response.
• The measured responses go into the Data field. The numerical data comprise
three series: Observation times, concentrations and responses.
Each of the three series of numbers should start on a new line. This is how
DEBtox recognizes which numbers relate to times, which to concentrations or
which to responses.
The concentrations should be ordered from low to high, starting from zero in
column two. Multiple concentrations are allowed. The exposure times should
also be ordered from low to high; the data for the survival experiment require
that exposure time zero is present in row two. No multiple exposure times
are allowed. The number of responses should be equal to the product of the
number of times and concentrations. If a response has value −1, it will be
ignored during the estimation procedure.
The optional fields comprise:
• Experiment and Model; if these fields are provided, DEBtox automatically
selects the correct settings.
• Weights; 0 (zero; the default) for all weight coefficients equal; 1 (one) for
weight coefficients inversely proportional to the responses; 2 (two) for weight
coefficients inversely proportional to the squared responses (see under weight
coefficients below); Apart from a choice of one of these three numbers, weight
numbers can be specified for the body growth and reproduction experiments
(see below). Each series of weight numbers that belong to a particular exposure
time should start on a new line. The number of weight numbers should be equal
to the number of responses and the weight numbers should always be integers.
• Date of the experiment; it has no effect on the results.
• Name of the Experimentalist; it has no effect on the results.
• Notes; a possibility to add any information; it has no effect on the results.
The weight numbers, together with the selection in the ‘Weights’ field, are used
to calculate the weight coefficients. The way in which this is done depends on the
selection of the type of experiment.
Weight coefficients for the body growth experiment are calculated from the num-
bers of individuals in the cohorts nij , i.e. the weight numbers. The default is that
the numbers of individuals in all cohorts are equal. (The default is selected if the
weight numbers are not included into the ‘Weights’ field.) The weight coefficients
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also depend on the specification that the variance of the response is independent of
the response (the default), proportional to the response (the Poisson-case) or propor-
tional to the squared response (constant variation coefficient). The choice is made in
the field ‘Weights’ by the values 0, 1 or 2, respectively. DEBtox calculates the weight
coefficient wij that belongs to ith time and the jth concentration with response xij
and nij individuals in that cohort as
wij =
nijx
−s
ij∑
k,l nklx
−s
kl
∑
k,l
(nkl 6= 0)
where s = 0 (default), 1, or 2, i.e. the contents of the field ‘Weights’. The sum-
mation is over all exposure times (including zero) and concentrations (including the
control(s)). The expression (nkl 6= 0) is either zero (if false) or one (if true). Multi-
plication of the numbers of individuals in a cohort (or the responses) by an arbitrary
positive factor does not affect the weight coefficients. The sum of all weight coeffi-
cients is equal to the number of responses from cohorts with a positive number of
individuals. The default is nij = 1 and s = 0, so that wij = 1 for all i and j.
If the number of individuals in a cohort is zero, the response of that cohort no
longer contributes to the results. If some response has become lost, you simply
insert the response -1 in that cell of the response-matrix and specify a zero for the
corresponding weight number, i.e. the number of individuals in that cohort.
The weight coefficients in the reproduction experiment are calculated in the same
way as for the body growth experiment, except that xij is not the measured response,
i.e. the cumulative number of young per female, but one plus the reproduction rate,
i.e. the ratio of the differences between subsequent cumulative numbers of young
and observation times. We added the number one to avoid the problem that weight
coefficients can become infinite. This addition is always made to calculate the weight
coefficients for the reproduction experiment, but if s = 0, this has no effect on the
results.
Since DEBtox applies a non-linear regression technique, we assume that the re-
sponses are independently distributed. This assumption is violated if the intervals
between subsequent observation times are too small. This hardly affects the point
estimates for the parameters, but the asymptotic standard deviations are rather
sensitive to this problem. The root of the problem lies in the interpretation of the
stochasticity in terms of measurement error. This point of view is questionable for the
body growth and reproduction experiments, but more realistic approaches are very
complex (Bedaux & Kooijman 1994). These remarks do not apply to the survival
experiment, where DEBtox uses a maximum likelihood method.
Weight numbers are not used in the population growth and survival experiments,
but if the response has value −1, it is ignored.
A practical application of the exclusion of responses in the population growth
experiment is that the population density in the control and in the lower concentra-
tions became too high and started to deviate from exponential growth. This problem
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will probably not occur in the higher concentrations, where the toxicant reduces the
growth rate. Exclusion of the responses in the lower concentrations allows you to
make use of the valuable measurements at the higher concentrations. The selection
in the ‘Weights’ field applies to the population growth experiment in the same way
as to the body growth and reproduction experiments.
The exclusion of responses in the survival experiment makes it possible to handle
data sets with missing observations. The reason for these missing observations might
be accidental or on purpose. Suppose, for instance, that a cohort of nj individuals
is exposed to concentration cj and after observation time ti a number nk of living
individuals is sacrificed for analyzing the tissue-concentration. We should then insert
concentration cj two times in the data matrix. The numbers of surviving individuals,
excluding the sacrificed ones, go into one of these columns, so starting with nj −
nk individuals; the number nk is inserted into all cells of the second column till
observation time ti, and −1 is inserted for all responses after. In this way we still
make use of the knowledge that the sacrificed individuals were still alive at exposure
time ti. We would introduce a bias if we subtracted nk from all cells prior to ti
in that concentration. We insert concentration cj three times if we removed living
individuals for the experiment at two different observation times. If all of the cohort
became lost after time ti, we enter concentration cj just once and insert value −1
for all responses of that cohort after time ti. The number of surviving individuals in
these cells are then ignored.
Although DEBtox allows you to choose any prefix before the units of time, con-
centration and response, you have to choose these prefixes such that most numbers
appear with one digit before the point, if possible. You must be prepared to end up
having numerical problems if you ignore this advice.
You can prepare your input file in Excel, for instance, or any text editor that can
save plain ASCII. A simple spreadsheet for data input from the keyboard is built
into DEBtox. You can also use this spreadsheet to change your data. DEBtox will
save the data before starting to calculate anything. DEBtox checks the consistency
of the data and refuses to calculate anything if the data prove not to be consistent.
Consistency is obviously no guarantee that the data make sense, it is only a minimum
requirement.
Fixed parameters
In addition to data input, and selections for type of experiment and model, DEBtox
requires the setting of some fixed parameters for the description of the response in
the control in the case of the body growth and the reproduction experiment. These
parameters are fixed because the results of routine toxicity experiments do not have
sufficient information to estimate the values from the responses.
The default settings are realistic for experiments with zebra fish (Brachydania
rerio) at 25◦C and daphnids (Daphnia magna) at 20◦C, respectively. The parameter
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values depend on the species (and even strain) and the culture conditions, however,
and need to be checked.
The fixed parameters for the body growth experiment comprise the von Berta-
lanffy growth rate, the initial body length and the energy investment ratio. If you
have measured body lengths at time zero, you should choose the initial body length
close to the mean of these lengths. (The cubic root of the body weight can play
a role that is similar to body length.) There is no strict need for measured body
lengths at time zero, however; if you insert the value of the fixed parameter in the
data-matrix at time zero for each concentration, the point estimates for parameters
are unaffected, but the variances of the parameters are reduced, because DEBtox
counts more measured responses. The data matrix should therefore contain only
real measurements.
The initial body length is replaced by the scaled lengths at birth and puberty in
the reproduction experiment, i.e. the ratio of the lengths at birth and puberty and
the maximum (adult) body length. D. magna typically hatches at 0.8 mm, starts
allocating resources to reproduction at 2.5 mm and grows to a maximum of 6 mm at
abundant food. The scaled lengths at birth and puberty are therefore 0.8/6 = 0.13
and 2.5/6 = 0.42, respectively. Graphical inspection of the time profiles for the
responses will reveal any need to adjust the value of the scaled length at puberty.
The energy investment ratio has the interpretation of the ratio of the volume-
specific costs for growth and the product of the maximum reserve energy density
and the fraction of catabolic energy that is allocated to growth plus maintenance, as
opposed to development plus reproduction. (The maximum reserve energy density
is the reserve energy per volume of structural body mass of an adult that lives at
abundant food for a long time; the catabolic energy is the flux of energy that is
released from the reserves.) This elusive parameter is dimensionless. Our experience
is that the toxicity parameters do not depend sensitively on its value. The default
value is 1, realistic values are in the range 0.1 till 100, depending on the species;
the energy investment ratio is roughly inversely proportional to the volumetric adult
body length of a species.
The von Bertalanffy growth rate can be interpreted as the change in length, as
a fraction of the difference of the ultimate and the actual length in the control. The
DEB theory explains why this growth rate is constant at constant food availability.
The von Bertalanffy growth rate is roughly inversely proportional to the volumetric
adult body length of a species.
4.4 Output
Besides output on the screen, DEBtox can write to printers or to postscript or ASCII
files. Most word processors, such as Word, WordPerfect or LATEX, have facilities to
paste postscript files into the text. (This book has been written in LATEX, and the
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Note From IMW-TNO
Experimentalist
Date 18 January 1996
Species Poecilia reticulata
Compound Dieldrin
Experiment Survival, Hazard
Code Example 2
Time: day, Conc,: microgram/liter
0.0 3.2 5.6 10.0 18.0 32.0 56.0 100.0
0 20 20 20 20 20 20 20 20
1 20 20 20 20 18 18 17  5
2 20 20 19 17 15  9  6  0
3 20 20 19 15  9  2  1  0
4 20 20 19 14  4  1  0  0
5 20 20 18 12  4  0  0  0
6 20 19 18  9  3  0  0  0
7 20 18 18  8  2  0  0  0
Figure 4.2: Example of a DEBtox report for the notes of the data for the sample file
‘survival.dtd’. These files are stored under the names ‘surviva1.eps’ and ‘surviva2.eps’ in the
directory DEBTOX after the proper selection under ‘Save PostScript’ (DOS limits file names
to 8 characters).
figures in this section are output from DEBtox.) The ASCII files are editable. The
selection of the various files can be done in the File Menu. Each output file has an
identification of the data and the model that is used. The files show tabular and/or
graphical information. Public domain gnuplot is used for the graphics on screen in
the Unix environment. This program can also produce postscript files.
Tabular information
Data plus notes
This table just presents your input. Some quality control procedures require that
you present this file with the results in one print. DEBtox can do this, but you can
also include this file separately in your report. See Figure 4.2 for an example.
Parameters
The parameters are given with (asymptotic) standard deviations and correlation co-
efficients, including a deviance or a residual standard deviation. The latter quantifies
the goodness of fit and can be used for comparative purposes. If the sample size is
large enough, the parameter estimates are approximately normally distributed. Fig-
ure 4.3 gives an example of a parameter report as postscript file; the report can also
be exported as ASCII file.
Most reports on model fits do not include correlation coefficients. However, this
is valuable information. You will observe large (asymptotic) standard deviations
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Survival, Hazard, Normal kinetics
Blank mortality rate
No-effect concentration
Killing rate
Elimination rate
Deviance
0.008358
5.206
0.03763
0.7902
36.4281
  d-1 
  µg l -1 
  l µg -1 d-1 
  d-1 
ASD
0.0049
0.4651
0.0078
0.2177
Correlation coefficients
0.3093
0.0457 -0.0244
-0.0488 0.2806 -0.8115
Figure 4.3: Example of a DEBtox report for the parameters that results from the sur-
vival.dtd file. The file is stored under the name ‘surviva3.eps’ in the directory DEBTOX
after the proper selection under ‘Save PostScript’.
if correlation coefficients approach the values −1 or +1. If two parameters have
a correlation coefficient near −1, each of their values are poorly determined by the
data, but their difference or ratio might be well determined; if they have a correlation
coefficient near +1, the same holds for their product or sum. You can reduce the
problem of extreme correlations by using more observation times in the data, thus
changing the experimental protocol.
If the exposure time is short with respect to the inverse of the elimination rate,
DEBtox will probably select the ‘slow kinetics’ case as fitting best. In this case, the
estimate of the elimination rate and no-effect concentration is zero by consequence,
and the ratio of the no-effect concentration and the elimination rate, the no-effect
concentration-time, appears as a free parameter that can be estimated. The same
holds for the tolerance concentration; the ratio of the tolerance concentration and the
elimination rate is called the tolerance concentration-time. The killing rate combines
with the elimination rate as a product, which then becomes the killing acceleration.
It is important to realize that the exposure time should be extended to estimate the
primary toxicity parameters, if the slow kinetics variant fits best.
Parameter table
This table gives parameter estimates and the deviance in each row to allow compar-
isons between different choices for model and/or parameter values. You can specify
one or more parameter values and estimate the remaining parameters given this
specification.
By comparing the deviances (mean residual deviations), you can test the values
of parameters statistically on the basis of the likelihood ratio test. Suppose, for
instance, that we know the killing rate of a reference compound and want to test
whether the estimated killing rate from a particular experiment deviates significantly.
(Laboratories sometimes follow this procedure to check the condition of their cul-
tures of test-animals.) We first estimate all parameters (including the killing rate)
and obtain the deviance. We then set the killing rate at the known value, estimate
the other parameters again and obtain a new deviance. The likelihood ratio theory
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says that, if the known killing rate is the real value, two times the difference between
the deviances that we calculated represents a random trial from the Chi-square dis-
tribution with one degree of freedom. If the calculated difference is too large, we
reject the hypothesis that the killing rate has the known value.
More complex tests on the parameter values are also possible. If we want to test
the values for the nec and the killing rate simultaneously, for example, we first esti-
mate all parameters and obtain the deviance. We then fix the nec and the killing rate
at the given values, estimate the other parameters again and obtain a new deviance.
The likelihood ratio theory tells that, if the known nec and killing rate are the real
values, two times the difference between the deviances that we calculated represents
a random trial from the Chi-square distribution with two degrees of freedom. If the
calculated difference is too large, we reject the hypothesis that the two parameters
have the specified values.
The parameter table facility allows you to produce profile ln likelihood functions
of any parameter (while testing your patience). The Unix version is not interactive
and you can use DEBtox as a subroutine in your own program, where you scan the
parameter of interest and plot the deviance as a function of the parameter value.
When choosing different models to match the same data, it is tempting to use
differences in the deviance to identify the mode of action of the compound. Un-
fortunately, no statistical test can help you to decide that one model fits the data
significantly better than the other. (The reason is rather technical but boils down to
the fact that statistics is about parameter values, not about model structure.) Small
differences between deviances frequently prove not to be reproducible and should be
ignored. You will notice, however, that the necs of different models that fit the data
equally well turn out to differ little.
Confidence set for nec
The confidence set for the no-effect concentration consists of one or more confidence
intervals. These intervals are obtained from the profile likelihood function, which
has to be calculated before. The facility is included under ‘Statistics NEC’ and
interpolates linearly in the table that is produced when the function is calculated.
This is why the confidence sets are calculated so rapidly after a new selection of the
confidence level. The results can be exported as ASCII file.
Effect surface
Values for the effect e, concentration c and/or exposure time t can be obtained
from the effect surface by specifying two of these three variables. The three different
selection options are labelled er, ec and et for the variables effect, concentration and
time, respectively. The parameters determine the whole effect surface, so that these
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calculations do not involve the measurements directly. Here, the effect is defined as
effect(c, t) ≡ 1− response(c, t)/response(0, t)
This facility makes the new method to quantify toxicity compatible with the standard
methods. The ec100e.t and et100e.c values are found by solving the equations
effect(ec100e.t, t) = e and effect(c,et100e.c) = e numerically. DEBtox uses a hybrid
between a Newton Raphson and a bisection method. This hybrid is necessary to
solve the problem that the effect is absent for certain combinations of c and t, which
would lead to an infinite step size in the Newton Raphson procedure. The numerical
method assumes that the ec is less than 100 times the maximum concentration and
that et is less than 10 times the maximum exposure time in the data matrix.
The most frequently used standard toxicity measure is the ec50 at the end of
the exposure time. It is usually called lc50 in the case of the survival experiment.
You obtain this value by specifying effect 0.5 and the proper exposure time in the
row labelled ec. The default choices anticipate these specifications. An interesting
variant is the ec0 at some observation time. It relates to the no-effect concentration
as nec=ec0.∞. Since all models for the population experiment assume that the
elimination rate is large with respect to the inverse exposure time, we have the
ec0.t =nec for all t. All other experiments have ec0.t >nec if the kinetics is not
fast.
We did not implement et for the body growth and the reproduction experiment
because the effect does not always increase monotonically with the exposure time in
these experiments. Not one but several points in time can exist, where an effect of
given size occurs at a given concentration.
The presented estimates for the standard deviations are
sˆd g(θ) =
√
(
d
dθ
g(θˆ)T Σˆ
d
dθ
g(θˆ) (4.1)
where θ denotes the vector of parameters of the selected model, g the function of
parameters that gives ec, et or er, and Σ the variance-covariance matrix of the
parameters. The hats indicate that the estimated values are used. The estimates for
the standard deviations for ec, et or er should be used as approximations to the
real values, which can be crude.
The effect surface directly relates to the response surface, which is the population
size (density of cells) in the case of the population growth experiment. The standard
analyses of the population growth experiment frequently include the ec50 for the
population growth rate rather than the biomass. The ec100x for the population
growth rate relates to the nec, c0, and the tolerance concentration, cG, (or killing
rate, k˙†, and population growth rate in the control, µ˙0) as
growth model
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ˆECx = cˆ0 + cˆG
x
1− x
vˆarECx =
(
1
x
1−x
)T (
vˆar c0 ˆcov c0, cG
ˆcov cG, c0 vˆar cG
)(
1
x
1−x
)
hazard model
ˆECx = cˆ0 + xˆ˙µ0/
ˆ˙
k†
vˆarECx =


x
ˆ˙
k
−1
†
1
xˆ˙µ0
ˆ˙
k
−2
†


T 
 vˆar µ˙0 ˆcov µ˙0, c0 ˆcov µ˙0, k˙†ˆcov c0, µ˙0 vˆar c0 ˆcov c0, k˙†
ˆcov k˙†, µ˙0 ˆcov k˙†, c0 vˆar k˙†




x
ˆ˙
k
−1
†
1
xˆ˙µ0
ˆ˙
k
−2
†


The expressions for the variances directly follow from (4.1). Note that we have
ec50 = c0 + cG for the growth model, which means that the tolerance concentration
cG has the interpretation of the difference between the ec50 for the population growth
rate and the nec.
The adaptation model for effects on population growth only delays rather then
reduces growth, which implies that the ec100x for population growth does not apply
to this model.
The results can be exported as ASCII file. We think that the model parameters
specify effects much better than any set of values for ec, et and/or er. The model
parameters have a direct relationship with the biological process that is affected and
they are independent of the exposure time.
Graphical information
Concentration and time profiles
These graphs show the model fits: they present the measured responses and the
model expectations as functions of exposure time and concentration. See Figure 4.4
for an example. These graphs should always be inspected to judge the goodness
of fit of the model. If a model happens to fit badly, the estimates for the model
parameters and all other results from DEBtox should be ignored. You can try other
model choices, of course. Alternatively, you can repeat the bioassay and judge the
consistency of your measurements.
Note that the models for the results of bioassays for population growth assume
that population growth is exponential, at least in the control. Batch cultures will
usually start to grow exponentially but then deviate for a variety of reasons. This
makes it necessary to delete responses for ”long” exposure times. We recommend
checking the validity of the assumption of exponential growth in the control by
graphical inspection.
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Time profile: Survival Hazard, Example 2
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Concentration profile: Survival Hazard, Example 2
Concentration [microgram/liter]
Figure 4.4: Example of a DEBtox report for the time and concentration profiles that re-
sults from the survival.dtd file. The files are stored under the name ‘surviva4.eps’ and
‘surviva5.eps’ in the directory DEBTOX after the proper selection under ‘Save PostScript’.
Profile likelihood function
The profile likelihood function for the no-effect concentration directly relates to its
confidence set. See Figure 4.5 for an example and under ‘confidence set’ for numerical
values for the nec. Given that the kinetics is slow, the point estimate for the nec
itself is always zero, but this result is rather sensitive to the choice of the (maximum)
exposure time. See also the comments in the section on ‘parameter estimation’. The
confidence interval for the nec still gives some idea what to expect for the nec if
the design of the experiment is adjusted to prevent that slow kinetics fits best.
The function is calculated starting from the maximum likelihood value of the
Profile likelihood
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Survival Hazard, Example 2
Confidence level
ln
 li
ke
lih
oo
d
00.20.40.60.80.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
4.0
4.5
Figure 4.5: Example of
a DEBtox report for the
profile likelihood function
that results from the sur-
vival.dtd file. The file
is stored under the name
‘surviva6.eps’ in the di-
rectory DEBTOX after
the proper selection under
‘Save PostScript’.
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Effect surface, Survival, Hazard model, Normal kinetics, Example 2
Concentration [microgram/liter]
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Figure 4.6: Example of
a DEBtox report for the
effect surface that results
from the survival.dtd file.
The file is stored under the
name ‘surviva7.eps’ in the
directory DEBTOX after
the proper selection under
‘Save PostScript’.
nec. At each incremental increase of the nec, all other parameters are estimated,
and the maximum of the ln likelihood function is obtained, given the value of the
nec. If the difference of this maximum and the maximum for a free nec exceeds
4.1, the process of incremental increase is terminated and the procedure is repeated
for an incremental decrease, starting again for the maximum likelihood value. It is
unlikely that the difference of the deviances becomes less than 4.1 again outside the
evaluated interval, but it is not impossible for data sets that fit badly. In that case,
no results should be trusted.
Effect surface
The effect surface is graphically presented by isoclines: curves of equal effect. The
effect levels are e = 0, 0.05, 0.10, 0.15,· · · The postscript files shade the effect levels
with colours, which black-and-white laser printers convert into grey levels. See figure
4.6 for an example. The ec0 and ec50 curves are plotted with a large linewidth, the
ec5, ec15, ec25, · · · with a small linewidth. The area with no effects is coloured
light green, the area with no ultimate effects is coloured dark green. The maximum
concentration and exposure time for the effect surface can be costumized, the default
values correspond with those in the input data matrix.
The isoclines are calculated, starting from the maximum exposure time and using
the ec routine to find the concentrations for the various effects levels e. The isocline
is then followed (i = 0, 1, · · ·) according to the scheme
c∗i+1 = c
∗
i + g
∗
cd+ g
∗
t f and t
∗
i+1 = t
∗
i + g
∗
t d− g∗cf
where c∗ = c/cmax, t
∗ = t/tmax, g
∗
c = gc/g, gc =
d
dc∗ e(ci, ti), g
∗
t = gt/g, gt =
d
dt∗ e(ci, ti),
g = g2c + g
2
t , d = e− e(ci, ti) and f =
√
h2g − d2, for h being a small step size. This
scheme has the nice property that (c∗i+1 − c∗i )2 + (t∗i+1 − t∗i )2 = h2. The values for gc
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Residuals: Survival, Hazard model, Example 2
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Figure 4.7: Example of
a DEBtox report for the
residuals that results from
the survival.dtd file. The
file is stored under the
name ‘surviva8.eps’ in the
directory DEBTOX after
the proper selection under
‘Save PostScript’.
and gt are obtained numerically. Given that e(c0, t0) = e, the scheme is designed to
keep the error d small for a sufficiently small value for stepsize h.
Residuals
The residuals are given as functions of time, concentration or response, to detect
systematically deviating model expectations. Note that the theory assumes that the
effect on the control parameter is small, so that deviations can be expected for large
effects. Practice indicates that small changes in the control parameter translate into
substantial changes in response, so that adequate fits are frequent.
The residuals for the survival experiment are expected to be small for small and
large response values, and larger in between. More specifically, the mean residual is
approximately
√
nq(1− q), were n denotes the number of individuals of a cohort at
the start of the experiment, and q the survival probability; the expected response is
nq. See Figure 4.7 for an example. The graph of the residuals is difficult to interpret
if the cohorts differ in size at the start.
The residuals as a function of the response are expected to follow the pattern
as specified in the Weights field for the reproduction, body and population growth
experiments. So, if the Weights field has the selection zero (the default), no trends in
residuals should be visible; if it has the selection 1, the residuals should be approxi-
mately proportional to the square root of the response; for selection 2, the residuals
are expected to be proportional to the response. The residuals are more difficult to
interpret for the reproduction experiment, because the weight coefficients relate to
the reproduction rate, rather than to the cumulative number of young.
The role of weight coefficients should not be overestimated. If the model fits
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well, i.e. if the residuals are small, the weight coefficients hardly effect the parameter
estimates. If the model does not fit well, the choice of weight coefficients is important
but the scientific significance of the result is doubtful.
4.5 Final remarks
The primary purpose of DEBtox is to analyze the results of existing standardized
toxicity tests. We hope that frequent application of this package will lead to adjust-
ments of the experimental design to optimize the efficiency of the bioassays. In our
opinion, the details of the design of any bioassay should be based on the analysis
of the results, rather than vice versa. The optimization of the design might aim at
a minimization of the confidence interval for the no-effect concentration and/or the
toxicity measure, given constraints on the total financial costs of the bioassay.
A consequence of our primary purpose is that we did not (yet) include the analysis
of simultaneous sets of measurements. For example, the lengths of the daphnids at
the end of a reproduction experiment would be of great help to identify the mode
of action of the compound. These simple additional measurements hardly increase
the total costs of the experiment and the inclusion of this extra information into the
analysis would considerably reduce the uncertainty in some parameters.
Because the analysis is process-oriented, including deviations from a constant
environment-concentration in the bioassay is rather straightforward. The concentra-
tions must then be measured during exposure. Substantial reductions of the mea-
surement schemes could be realized if the mechanisms are known that cause such
deviations. For instance, if the mechanism is that the compound is accumulating in
the fish, one measurement of the environment-concentration at the end of the bioas-
say in principle defines the whole time-profile. The same holds when the compound
disappears by degradation, absorption or evaporation, according to a first-order or
other known kinetics.
Please read the ‘readme’ file for the latest changes and installation directions.
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Glossary
coefficient of variation The dimensionless ratio of the (sample) standard devia-
tion and the mean. It is a useful measure for the scatter of realizations of a
random variable that has a natural origin. The measure is useless for temper-
atures measured in degrees Celsius, for example.
compound parameter A function of original parameters. It is usually a simple
product and/or ratio.
concentration-time The ratio of a concentration and the elimination rate. The
dimensions are mass per volume per time. This concept results if the observed
exposure time is short which respect to the inverse elimination rate. In that
case, the tolerance or no-effect concentrations cannot be obtained from mea-
sured responses, nor can the elimination rate. However, the responses still
allow the estimation of the concentration-times.
DEB Initials of the Dynamic Energy Budget model or theory. The term ‘dynamic’
refers to the contrast with the frequently used static energy budget models,
where the specifications of the individual do not change explicitly in time.
ectotherm An organism that is not an endotherm.
endotherm An animal that usually keeps its body temperature within a narrow
range by producing heat. Birds and mammals do this for most of the time
that they are active. Some other species (insects, tuna fish) have endothermic
tendencies.
energy investment ratio The ratio of the energy costs of growth per unit of vol-
ume of structural biomass and the product of the (maximum) capacity of energy
reserves per unit of volume and the fraction of catabolic energy that is allocated
to growth plus maintenance, as opposed to development plus reproduction.
estimation The use of measurements to assign values to one or more parameters of
a model. This is usually done in some formalized manner that allows evaluation
of the uncertainty of the result.
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expectation The theoretical mean of a function of a random variable. For a function
g of a random variable x with probability density φx, its formal definition is
Eg(x) ≡ ∫x g(x)φx(x) dx. For g(x) = x, the expectation of x is the theoretical
mean.
exponential distribution The random variable t is exponentially distributed with
parameter r˙ if the probability density is φt(t) = r˙ exp{−r˙t}. The mean of t
equals r˙−1.
first order process A process that can be described by a differential equation
where the change of a quantity is linear in the quantity itself. If the quan-
tity represents the contents of a compartment, the compartment is said to
follow a one-compartment kinetics.
functional response The ingestion rate of an organism as a function of food den-
sity.
growth Increase in structural body mass, measured as an increase in volume in most
organisms. Anabolic processes that are part of maintenance are not included
into growth.
hazard rate The probability per time increment that death strikes at a certain age,
given survival up to that age.
heterotroph An organism that uses organic compounds as a source of energy.
homeostasis The ability of most organisms to keep the chemical composition of
their body constant despite changes in the chemical composition of the envi-
ronment.
isomorph An organism that does not change its shape during growth.
likelihood function A function of the parameters of a model that quantifies the
probability of finding the measurements as observed, if the measurements really
obey that model with the specified parameter values.
maintenance A rather vague term denoting the collection of energy demanding
processes that life seems to require to keep going, excluding all production
processes. Heat production in endotherms is excluded from maintenance for
practical purposes.
mass action law The law that states that the meeting frequency of two types of
particles is proportional to the product of their densities, i.e. number of particles
per unit of volume.
maximum likelihood estimate A value for a parameter that maximizes the like-
lihood function.
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parameter A quantity in a model that describes the behaviour of state variables.
It is usually assumed to be a constant.
partition coefficient The ratio of the equilibrium concentrations of a compound
dissolved in two immiscible solvents, which is taken to be independent of the
actual concentrations. The concentrations are here expressed per unit of weight
of solvent (not per unit of volume or per mole of solvent).
polynomial A polynomial of degree n of argument x is a function of the type∑n
i=0 cix
i, where c0, c0, ., cn are fixed coefficients.
probability density function A non-negative function, here called φ, belonging
to a continuous random variable, x for instance, with the property that∫ x2
x1
φx(x) dx = Prob{x1 < x < x2}
survivor function A rather misleading term which stands for the probability that
a given random variable exceeds a specified value. All random variables have
a survivor function, even those without any connection to life span. It equals
one minus the distribution function. The term is sometimes synonymous with
‘upper tail probability’.
tolerance concentration The ec50 minus the nec for a particular parameter
(such as the specific costs for growth or maintenance). The parameter value of
interest depends on the ratio of the ec50 minus the nec and the tolerance con-
centration. All three concentrations originally refer to internal concentrations,
but they can be translated into external concentrations by multiplication with
the bioconcentration coefficient.
Taylor expansion The approximation of a function by a polynomial of a certain
degree that is thought to be accurate for argument values around a specified
value. The coefficients of the polynomial are obtained by equating the function
value and its first n derivatives at the specified value to that of the n degree
polynomial.
volumetric length The cubic root of the volume of an object. It has dimension
length.
weighted sum The sum of terms that are multiplied with weight coefficients before
addition. If the terms do not have the same dimension, the dimensions of the
different weight coefficients convert the dimensions of weighted terms to the
same dimension.
zero-th order process A process that can be described by a differential equation
where the change of a quantity is constant.
Index
adaptation, 118
aging, 18, 27, 70, 100
Ames test, 16
approximation
Taylor, 24, 98, 115
assimilation, 79, 84, 103
biomass, 116, 125
coefficient
bioconcentration, 20, 38, 60, 77,
98, 105
correlation, 136
maintenance rate, see maintenance
partition, 38
variation, 118
weight, 82, 119, 132
concentration
-time, 81, 137
hazardous, 42
intracellular, 117
lethal, see LC50
no-effect, see NEC,NOEC,PNEC
threshold, 13
tissue, 25, 51, 52, 77, 98
tolerance, 30, 100, 101, 103, 117,
118
confidence set, 55, 119
DEB theory, 17, 74, 115
density
cell, 116
deviance, 65, 67
distribution
binomial, 51
chi-square, 119
log-logistic, 13, 50, 51, 59
log-normal, 13
multinomial, 64, 99
normal, 104, 118
Weibull, 62
EC50, 15, 114, 117, 120, 139
energy
budget, 17
conductance, 96
flow, 93
investment ratio, 75, 96, 97, 103
error
first kind, 114
second kind, 42
feeding, 17
gradient, 13–15, 52, 108, 120
growth
costs, 75, 78, 96, 117
exponential, 34, 116, 117
logistic, 87, 116, 124
von Bertalanffy, 75, 96
guideline, 73, 95, 115
homeostasis, 17, 37
hormesis, 31, 110, 120
hypothesis
null, 15, 85, 119
isocline, 142
killing
acceleration, 62, 105
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Index 149
rate, see rate
kinetics
first order, 51, 63, 98
one-compartment, 59, 70
toxico, 20, 77, 97
two-compartment, 70
LC50, 13, 39, 50, 52, 58, 139
likelihood, 51, 63, 118, 129
estimate, 53, 64
profile, 53, 55, 82, 119, 141
ratio, 55, 65, 83, 119, 137
maintenance
costs, 75, 78, 101
rate coefficient, 75, 96, 101
matrix
covariance, 65
information, 64
mixture
of compounds, 27
of densities, 26
mutation, 16, 27
NEC, 24, 50, 58, 59, 115, 117, 120, 138
NOEC, 12, 50, 72, 109, 114, 120
oogenesis, 99
pH, 37
PNEC, 114
population
dynamics, 19, 31
growth, see rate
prefix, 134
profile, 140
rate
assimilation, 97
control mortality, 25, 62
elimination, 39, 51, 59, 77, 105,
115
hazard, 51, 52, 59, 70, 98, 100, 117
killing, 25, 52, 61, 99, 118
pop. growth, 111, 117
von Bert. growth, 75, 96
references, 7, 43, 56, 71, 90, 113, 125
reproduction, 95, 96
costs, 100
residual, 143
risk assessment, 9, 11, 114
run time, 128
standard deviation, 139
symbols, 60, 73, 94
temperature, 36
tolerance
concentration, see concentration
function, 99, 100
weight, 132
coefficient, see coefficient
number, 132
Standardized bioassays are frequently used to assess the toxicity of chemical com-
pounds. This book presents a new analysis of the results of such bioassays for effects
on survival, body growth (fish), reproduction (daphnia) and population growth (al-
gae). The analysis provides a no-effect concentration and one process-based toxicity
measure that is independent of the exposure time. One parameter, the elimination
rate, describes how fast the effect builds up during exposure. The different modes of
action of the compound are evaluated with respect to the energy budget of the organ-
ism. The biological, toxicological and statistical backgrounds are analyzed in depth.
The book discusses the problems that are inherent to the standard NOEC/EC50
analysis of this type of bioassays and shows how the new analysis solves these prob-
lems.
The application of the analysis is very simple using the software package DEBtox,
which is provided with the book. It runs under Windows on a PC (486 or higher)
and under Unix and is GLP-validated. The data input is easy from packages such as
Excel, or directly from keyboard. The resulting graphs and tables are presented on
screen but they can also be saved in postscript files, which are easy to include in user
reports. The results comprise parameter estimates with standard deviations for the
various selections of mode of action of the compound, a goodness of fit measure for
the model, a residual analysis, confidence intervals for the no-effect concentration for
any choice of confidence level, statistical tests on parameter values as well as a full
analysis of the effect as a function of concentration and exposure time. The latter
includes the standard toxicity measures EC50 and ET50 with standard deviations,
but other choices of effect levels are possible as well. Extensive help files will answer
all likely questions by the user.
After a general introduction, the book presents the scientific background to the
analysis, followed by a series of more technical chapters that explain the mathematical
models and the statistical aspects. The final chapter describes the use of DEBtox
in non-technical terms. This book will be of interest to all people involved in the
assessment of the toxicity of chemical compounds.
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