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Chapter 1 
Introduction 
This chapter includes problem statement, objectives and layout of the thesis.  
1.1. Problem statement 
Wastewater treatment plants (WWTP) are needed to treat municipal and industrial 
wastewater to reduce the impact of pollutants on the natural environment. The discharge 
of treated wastewater and the disposal of sludge from treatment plants treating domestic 
or industrial wastewater are subject to regulations imposed by the authorities. In the 
European Union, the Water Framework Directive (WFD) enforces a good ecological 
and chemical status of all surface waters. River basin management plans are drawn up 
in Europe for the implementation of the WFD. Basic measures within these plans, 
include the control of pollution at their source through the setting of emission limits as 
well as through the setting of environmental quality standards. Many surface waters 
throughout Europe still do not meet the WFD requirements due to discharges of 
combined sewer overflows (CSO) and of WWTP effluent (Commission report, 2009).  
During the wastewater treatment process greenhouse gas emissions are produced. These 
emissions from WWTPs are a matter of growing concern. The global warming potential 
of nitrous oxide (N2O) is 298 times greater than carbon dioxide (IPCC, 2014). 
Therefore, research on N2O emissions has become a point of attention in recent research 
(Ni and Yuan, 2015). 
The increased importance of wastewater treatment has led to development of 
mathematical models for optimization and design of wastewater treatment plants (Belia 
et al., 2009; Gernaey et al., 2004; Glover et al., 2006). The use of these models has 
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increased with the increase in computational power of computers and consequently 
more and more complex models have surfaced. However, in the wastewater treatment 
field, more modelling efforts have been made towards comprehending the underlying 
biological processes rather than the hydrodynamic aspects of the reactor design. 
Currently, hydrodynamic modelling is based on an over-simplified approach of tanks-
in-series (TIS) modelling developed by Levenspiel (1962). The TIS models are 
commonly used along with activated sludge models (ASM) for modelling WWTPs. The 
TIS approach models the mixing behaviour of the whole reactor as a number of 
completely mixed continuous stirred tank reactors considering the flow in only one 
direction. However, complete mixing is unlikely to exist in a full scale WWTP. In most 
current modelling efforts, the TIS approach is used and detailed spatial variations in 
substrate and electron acceptor concentrations in the bioreactors are typically not taken 
into account, even though it is plausible that they have a significant impact on the plant 
performance. Therefore, these models are unsuitable to evaluate the detailed impact of 
different operational conditions on the performance of the biological processes.  
The activated sludge models (ASM) are based on the Monod equation (Monod, 1942), 
which uses half saturation indices (K-values) to describe the dependence of microbial 
growth to substrate availability. In Monod’s equation, growth (and thus substrate 
consumption) largely depends on the local substrate (e.g. ammonium) and electron 
acceptor concentrations (e.g. oxygen and nitrate) (Henze et al., 1987). Changing the 
half saturation indices is typically applied in the regularly required calibration exercise, 
especially in those cases where low contaminant concentrations exist (Coen et al., 
1998). The difficulties arise when considering different operational conditions and 
recalibration is usually needed when moving from dry to wet weather conditions. 
Therefore, there is a need for further investigation to understand the factors influencing 
the process variables and calibration efforts.  
Computational fluid dynamics (CFD) is a method for detailed hydrodynamic 
modelling. The CFD discretises the domain into a three dimensional computational grid 
and Navier-Stokes equations are solved at each grid point to simulate the flow field 
(Batchelor, 1967). The method allows to visualise the impact of design parameters and 
operational strategies on the local hydrodynamic of the system. In addition, the 
inclusion of turbulence and multiphase modelling enables the detailed modelling of the 
aeration system of the WWTP. Currently, the CFD modelling framework is mainly used 
for basic hydraulic design and troubleshooting in WWTP modelling. However, CFD 
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has not extensively been used to evaluate the impact of local mixing conditions on the 
process rates and subsequent process concentrations in a WWTP. 
One of the major bottlenecks in using CFD as a main modelling tool for process design, 
is its high computational requirement. Hence, it is unlikely to become mainstream in 
the first decades to come and there is a need for a methodology that combines the 
improved insight of CFD and the low computational cost of TIS. Previously, CFD 
results have been used to develop a so-called compartmental model (CM) (Alvarado et 
al., 2012; Delafosse et al., 2010; Le Moullec et al., 2010). A CM is a conceptual network 
of spatially localized compartments connected through convective and exchange fluxes 
based on the findings of detailed CFD modelling. Hitherto the compartmental models 
have been solely based on hydrodynamic results of CFD studies. A CFD hydrodynamic 
model can indicate the mixing limitation but is unable to quantify mixing inefficiencies 
in terms of concentration variations which might provide exact knowledge about the 
calibration needs. Hence, a compartmental model which does not only take into account 
hydrodynamics but also consequential concentration variations still needs to be 
developed.  
1.2. Objective 
In the wake of the problem statement, the main objective of the thesis is to improve 
current WWTP modelling practice and point out the limitations of the currently 
employed models. Hence, this thesis aims at providing detailed modelling including 
both hydrodynamics and biokinetics in the first step and quantifying the mixing 
limitations to develop a simplified model in the next step. It also aims at evaluating the 
impact of mixing conditions on model calibration efforts. The stepwise objectives are 
more specifically summarized as: 
a) To determine the detailed hydrodynamics and local mixing heterogeneities in a 
WWTP 
 
b) To evaluate and quantify the impact of local mixing heterogeneities on the 
process variables 
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c) To translate the impact of quantified process variations into simplified modelling 
 
d) To better understand the impact of mixing inefficiencies on model calibration 
efforts 
1.3. Outline 
In order to achieve the abovementioned objectives, a systematic approach is used in the 
thesis. The approach is elaborated in Figure 1.1. It starts with detailed hydrodynamic 
modelling of the WWTP using CFD modelling. It is followed by scenario analysis 
which includes the CFD simulations with varying operational conditions. In the next 
step, biokinetic models are integrated with the CFD model. The biokinetic models 
include both the full ASM1 model to predict carbon and nitrogen removal (Henze et al., 
2000) as well as the ASMG1 to predict nitrous oxide production (Guo and 
Vanrolleghem, 2014). These simulations are also performed at varying process 
conditions. In the next step, model reduction is performed using the process knowledge 
gained from CFD-biokinetic modelling and a compartmental model is derived. It is 
followed by developing a dynamic compartmental model which can be used under 
dynamic process conditions.  
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Figure 1.1 Description of modelling approach applied in the PhD 
 
A structural layout of the thesis is provided in Figure 1.2. Primarily, all the modelling 
is performed for a bioreactor at the WWTP in Eindhoven (The Netherlands). In 
addition, the modelling methodologies are verified on other case studies. Therefore, the 
layout in Figure 1.2 shows different chapters divided into two columns. One column 
represents the Eindhoven WWTP modelling efforts whereas the other compiles the 
other case studies. Henceforth, the PhD thesis is structured into four distinct parts where 
each part addresses the different objectives mentioned in section 1.2.  
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Figure 1.2 The structural layout of the thesis 
The first chapter discusses the problem statement and clarifies the objectives of the 
thesis. The second chapter provides a literature survey and background of WWTP 
modelling. The last chapter addresses the conclusions & perspectives. The details about 
the remaining chapters in the main part of the PhD are provided here.  
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Part I: Detailed hydrodynamic modelling 
Chapter 3: This chapter provides the detailed CFD hydrodynamic modelling for 
the full scale WWTP of Eindhoven (The Netherlands) and evaluates the mixing 
patterns due to changes in process conditions 
Part II: Hydrodynamic-biokinetic integration 
Chapter 4: This chapter provides the method to integrate the biokinetic model 
(ASM1) with the CFD hydrodynamic model. In the next step the nitrous oxide 
model is also included.  
Chapter 5: This chapter provides the application of integrated CFD-ASM1 model 
for an oxidation ditch (La Bisbal d’Empordà, Spain).   
Part III: Model reduction 
Chapter 6: This chapter explains the derivation of the compartmental model from 
CFD-ASM model for both the case studies (Eindhoven and La Bisbal WWTPs).  
Chapter 7: This chapter provides a proof of principle study to evaluate the impact 
of sensor location on the performance of a controller in a lab scale WWTP.  
Part IV: Impact of bulk mixing on calibration 
Chapter 8: This chapter describes the use of the integrated CFD-biokinetic model 
to study the impact of mixing conditions on the calibrated half saturation indices 
in detail using a lab scale respirometric vessel as a case study.   
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Chapter 2 
Literature Review 
This chapter includes a literature survey and background of WWTP modelling.  
2.1. Wastewater treatment 
Municipal wastewater treatment plants (WWTP) can have different configurations 
based on desired output and regional regulations. However, the general treatment 
process can be outlined in three steps: primary, secondary and tertiary treatment 
(Tchobanoglous et al., 2003) (Figure 2.1). Primary treatment includes mechanical 
separation of large particles from wastewater, whereas secondary treatment includes 
biological treatment and secondary settling. Tertiary treatment refers to effluent 
polishing e.g. sand filtering & disinfection. These steps are further divided into several 
sub-processes depending on the influent and desired effluent quality. The research 
presented in this thesis is mainly focused on the biological treatment step.   
 
Figure 2.1 General outline of a wastewater treatment plant 
During the biological treatment, the organic compounds and nutrients (phosphorous and 
nitrogen) in the wastewater are degraded by micro-organisms. This treatment is most 
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commonly based on the Activated Sludge (AS) system which was first used for a 
sequencing batch reactor by Ardern and Lockett (1914). The AS process is the most 
commonly employed method for biological treatment of wastewater (Eckenfelder and 
Grau, 1998; Kolarik and Priestley, 1995). 
2.1.1. Activated sludge process 
An activated sludge process plant conventionally involves aeration of wastewater in a 
bioreactor and is followed by solids-liquid separation in a settler/clarifier in order to 
retain the sludge in the system. In the bioreactor suspended biomass (activated sludge) 
is responsible for the removal of pollutants. It includes the removal of organic carbon 
by heterotrophic bacteria under aerobic conditions, i.e. in the presence of dissolved 
oxygen (DO). The presence of DO also triggers autotrophic nitrifying bacteria to 
convert ammonium into nitrate (nitrification). In WWTPs with N-removal, denitrifying 
bacteria remove organic matter, in absence of DO, with the use of nitrates as electron 
acceptor (i.e. under anoxic conditions) (denitrification). During the denitrification 
process, nitrate is converted into atmospheric nitrogen (Henze et al., 2000, 1987). 
Therefore, an activated sludge process needs both aerobic and anoxic conditions to 
remove organic compounds and nitrogen and hence the availability of DO plays a vital 
role in the AS process. 
The aerobic and anoxic conditions are developed in an activated sludge bioreactor 
WWTP by creating aerated and non-aerated regions either in a single or separate 
bioreactors. However, in either situation (single or separate reactor), mixing is 
important as it impacts the availability of substrate and DO concentrations in all parts 
of the bioreactor (Arnaldos et al., 2015; Gresch et al., 2011b). The mixing in WWTP is 
achieved by propellers and adequate aeration. The propellers keep the biomass 
suspended and maintain a desired flow velocity in the bioreactors, while aeration is a 
source of oxygen and also induces mixing energy by creating turbulence in the system. 
Mixing becomes even more important where simultaneous nitrification and 
denitrification is desired in a single bioreactor because both aerobic and anoxic 
conditions are required (Samstag and Wicklein, 2014; Samstag et al., 2012). 
In such systems strict DO control is needed to achieve the desired process conditions 
and as well as to minimize aeration costs. The major energy expenditure of a WWTP is 
its aeration (up to 65%) and pumping costs (Duchène et al., 2001; Maere et al., 2009; 
Rieger et al., 2006). Therefore, optimization of WWTP performance with reduced 
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aeration costs has been a major driving force for wastewater treatment modelling 
(Pittoors et al., 2014).  
2.2. Wastewater treatment plant modelling 
Process models have been used for decades to assess the performance of a wastewater 
treatment plant. The main goal of WWTP process modelling is usually to improve the 
performance with reduced operational costs. Inherently, modelling of a process which 
contains physical-chemical/bio reactors (such as a WWTP) has two modelling aspects. 
Firstly, the modelling of physical-chemical/biological reactions (biokinetics) and 
secondly, hydrodynamic modelling of a reactor. In a conceptual process design, the 
biokinetic modelling is usually performed to decide upon the processes and aims at 
predicting the biological conversions and corresponding conversion rates. However, in 
technical process design, hydrodynamic modelling is performed to look into the impact 
of reactor design on the process and aims at predicting the flow or mixing regime of a 
bioreactor. However, the hydrodynamics and kinetics have joint impact on the reaction 
yields.  
Hydrodynamic models are needed to model the flow and diagnose the poor flow regions 
in a reactor. Two different types of modelling approaches have been used to determine 
the hydrodynamics of the reactors. A first modelling approach being the most common 
was developed by Levenspiel (Levenspiel, 1999) conventionally termed as “systemic 
modelling”. During the last decade a more advanced second modelling method known 
as computational fluid dynamics (CFD) has been used for modelling chemical reactors. 
However, the potential of CFD for bioreactors has not been fully utilized within 
wastewater treatment plant modelling (Karpinska and Bridgeman, 2016).  
A structural summary of the above discussion can be seen in Figure 2.2. The description 
of activated sludge modelling, systemic modelling and computational fluid dynamics is 
provided in the subsequent sections 2.3, 2.4 & 2.5  respectively. 
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Figure 2.2 Overview of different modelling approaches used for WWTP modelling 
2.3. Biokinetic modelling 
Biokinetic modelling refers to the modelling of biological reactions involved in any 
bioreactor. In WWTP modelling, the activated sludge models (ASM) are widely 
employed as biokinetic models to predict different biological processes and their impact 
on the overall system performance.  
2.3.1. Activated sludge modelling 
The ASM concept has been developed by "The International Association on Water 
Pollution Research and Control" (IAWPRC), refurbished into "The International 
Association on Water Quality" (IAWQ) (Henze et al., 1987) and nowadays known as 
the “International Water Association” (IWA). The ASM concept has been extensively 
tested for describing biological processes. Numerous experiments for testing the ASM 
concepts’ applicability for activated sludge systems in process tanks with both 
alternating and recirculation operation have been performed. Gernaey et al. (2004) gives 
an extensive overview of the application of the ASM models to different wastewater 
treatment plant cases. 
There are a lot of ASM models, however, ASM1, ASM2 and ASM3 form the basis for 
most of them. These models are based on deterministic descriptions of the biological 
turnover of organic matter and nutrients. These models are represented in a matrix form 
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(based on Petersen (1965)) commonly known as a Gujer matrix and constitutes 
stoichiometric and kinetic coefficients of state variables for different processes.  
2.3.1.1. Activated sludge model No. 1 
Among the ASM models, ASM1 is considered the reference model and has been used 
most widely (Roeleveld and van Loosdrecht, 2002). Due to its universal appeal and 
practical verification, it has been chosen as the biokinetic model in the COST 
Simulation Benchmark, a benchmark WWTP model developed to evaluate different 
activated sludge WWTP controlling strategies via simulations (Copp, 2000).  
The ASM1 is developed primarily for municipal activated sludge WWTPs to describe 
the removal of organic carbon compounds and nitrogen, with simultaneous 
consumption of oxygen and nitrate as electron acceptors. It also aims at yielding a good 
description of the sludge production. In the model, the wide variety of organic carbon 
compounds and nitrogenous compounds are subdivided into a limited number of 
fractions (which form the state variables) based on biodegradability and solubility 
considerations. There are in total 13 state variables defined in ASM1 (Table 2.1). The 
model consists of eight processes which are fundamental to the activated sludge 
process. These are aerobic growth of heterotrophs, anoxic growth of heterotrophs, 
decay of heterotrophs, aerobic growth of autotrophs, decay of autotrophs, 
ammonification of soluble organic nitrogen and hydrolysis of entrapped particulate 
organic matter and organic nitrogen. The complete ASM1 matrix is provided in 
Appendix A 1. It can be observed that ASM1 consists of 5 stoichiometric parameters 
and 14 kinetic parameters (Table 2.2). The values of these parameters are the 
characteristics of wastewater and are needed to be measured or estimated to conduct a 
successful modelling. However, few of these parameters show little variation from 
wastewater to wastewater and thus can be considered constants (Henze et al., 1987). It 
is a common practice in WWTP modelling to calibrate these parameters to achieve the 
desired results.  
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Table 2.1 The ASM1 components (Henze et al., 1987)  
Components Description 
SI Soluble inert organic matter 
SS Readily biodegradable substrate 
XI Particulate inert organic matter 
XS Slowly biodegradable substrate 
XB,H Active heterotrophic biomass 
XB,A Active autotrophic biomass 
XP Particulate products arising from biomass decay 
SO Oxygen 
SNO Nitrate and nitrite nitrogen 
SNH NH+4+NH3 nitrogen   
SND Soluble organic biodegradable nitrogen 
XND Particulate biodegradable organic nitrogen 
SALK Alkalinity 
 
 
2.3.1.2. Activated sludge model No. 2 and No. 3 
The other models (ASM2 & ASM3) are extensions of ASM1. The ASM2 forms a basis 
for modelling biological phosphorous (bio-P) removal by extending the ASM1. 
Chemical-P removal via precipitation is also included (Gujer et al., 1995). However, it 
is clearly mentioned that the model does not include all the observed phenomena for 
the description of the bio-P processes. In order to mediate the weaknesses, ASM2d 
extends ASM2 by including denitrifying activity of PAOs (phosphorous accumulating 
organisms) which allows a better description of phosphate and nitrates (Henze et al., 
1999). ASM3 is similar to ASM1 with the objective of modelling organics and N-
removal. However, it corrects a number of defects in ASM1 (Gujer et al., 1999). The 
major difference between the two is that ASM3 recognizes the importance of storage 
polymers in heterotrophic activated sludge conversions. The detailed description of 
these activated sludge models is provided in Henze et al. (2000) for the interested 
reader. 
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Table 2.2 Stoichiometric and kinetic parameters of ASM1 (Henze et al., 1987) 
Symbol Description 
Stoichiometric parameters 
𝑌𝐴 Yield for autotrophic biomass 
𝑌𝐻 Yield for heterotrophic biomass 
𝑓𝑃 Fraction of biomass leading to particulate products 
𝑖𝑋𝐵 Mass of nitrogen per mass of COD in biomass 
𝑖𝑋𝑃 Mass of nitrogen per mass of COD in products from biomass 
Kinetic parameters 
𝑏𝐴 Decay coefficient for autotropic biomass 
𝐾𝑂,𝐻 Oxygen half-saturation coefficient for heterotrophic biomass 
𝐾𝑁𝑂 Nitrate half-saturation coefficient for denitrifying heterotrophic 
biomass 
𝐾𝑂,𝐴 Oxygen half-saturation coefficient for autotrophic biomass 
𝑌𝐻 Yield for heterotrophic biomass 
?̂?A Maximum specific growth rate for autotrophic biomass 
𝐾𝑁𝐻 Ammonia half-saturation coefficient for autotrophic biomass 
𝑏𝐻 Decay coefficient for heterotrophic biomass 
𝜂𝑔 Correction factor for 𝜇𝐻under anoxic conditions 
𝜂ℎ Correction factor for hydrolysis under anoxic conditions  
?̂?H Maximum specific growth rate for heterotrophic biomass 
𝐾𝑆 Half-saturation coefficient for heterotrophic biomass 
𝑘ℎ Maximum specific hydrolysis rate 
𝐾𝑋 Half-saturation coefficient for hydrolysis of slowly biodegradable 
substrate 
𝑘𝑎 Ammonification rate 
 
2.3.1.3. Activated sludge models for nitrous oxide emissions 
Greenhouse gas emissions from wastewater treatment plants (WWTP) are a matter of 
growing concern. The global warming potential of nitrous oxide (N2O) is 298 times 
greater than carbon dioxide ((IPCC) Intergovernmental Panel on Climate Change, 
2014). Therefore, research on N2O emissions has become a point of attention in recent 
years.  
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N2O in a wastewater treatment plant is produced during nitrogen removal processes and 
can be attributed to autotrophic AOB (ammonia oxidizing bacteria) (Chandran et al., 
2011; Kampschreur et al., 2009; Tallec et al., 2006) and heterotrophic denitrifiers 
(Kampschreur et al., 2009; Lu and Chandran, 2010; Pan et al., 2013). N2O might be 
potentially also produced through a chemical pathway (Harper et al., 2015; Schreiber 
et al., 2009) however, there are three microbial pathways (Wunderlin et al., 2013, 2012): 
heterotrophic denitrification (Lu and Chandran, 2010; Schulthess et al., 1994), AOB 
denitrification (Bock et al., 1995; Chandran et al., 2011; Kampschreur et al., 2007; 
Tallec et al., 2006) and from PAOs (phosphorous accumulating organisms) (Ahn et al., 
2001).  
Ni and Yuan (2015) presented a detailed review about current mathematical models 
available for N2O emissions from wastewater treatment. The research on nitrous oxide 
production through different pathways has grown (Ni and Yuan, 2015) and 
subsequently activated sludge models have been updated by adding new processes and 
state variables along with respective kinetic parameters. Several modelling studies have 
been performed to quantify N2O emissions taking different pathways into account 
(Flores-Alsina et al., 2011; Guo and Vanrolleghem, 2014; Hiatt and Grady, 2008; 
Mampaey et al., 2013). Common consensus is found on Hiatt and Grady’s ASMN 
model (Hiatt and Grady, 2008) of four step heterotrophic denitrification which includes 
N2O as an intermediate. Mampaey et al. (2013) on the other hand, also included N2O 
and nitric oxide (NO) production due to AOB. The model combining heterotrophic 
denitrification and AOB denitrification is commonly known as ASMG1. Guo and 
Vanrolleghem (2014) modified the original ASMG1 by modifying the DO kinetic term. 
Research suggests that for N2O production by AOB denitrification, a maximum rate 
occurs at relatively low DO conditions (Ni et al., 2013; Yu et al., 2010). This behaviour 
may be explained by the hypothesis that a low DO stimulates N2O production, while 
high DO inhibits it, meaning that the influence of DO can be expressed by Haldane 
kinetics (Haldane, 1930). This kinetic approach is in accordance with and is a 
simplification of the model proposed by Ni et al.(2013). The overall effect of DO is 
described by the DO kinetic term (similar to a switching function) defined in equation 
2.1. 
 𝐷𝑂𝐻𝑎𝑙𝑑𝑎𝑛𝑒   =
𝑆𝑂
𝐾𝑆𝑂,𝐴𝑂𝐵𝑑𝑒𝑛 + (1 − 2√𝐾𝑂,𝐴𝑂𝐵𝑑𝑒𝑛 𝐾𝐼𝑂,𝐴𝑂𝐵𝑑𝑒𝑛⁄ )𝑆𝑂 + 𝑆𝑂
2 𝐾𝐼𝑂,𝐴𝑂𝐵𝑑𝑒𝑛⁄
 
2.1 
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Here, 𝐾𝑆𝑂,𝐴𝑂𝐵𝑑𝑒𝑛, 𝐾𝑂,𝐴𝑂𝐵𝑑𝑒𝑛 and 𝐾𝐼𝑂,𝐴𝑂𝐵𝑑𝑒𝑛 are the kinetic parameters and SO is the 
dissolved oxygen concentration.  
The new model incorporating DO Haldane kinetics is now referred to as modified 
ASMG1 (Guo and Vanrolleghem, 2014). This model comprises of 18 state variables 
and 15 processes. In this model, autotrophic biomass is subdivided into AOB 
(ammonium oxidizing bacteria) and NOB (nitrate oxidizing bacteria). Nitrates are 
subdivided into nitrate (𝑁𝑂3
−), nitrite (𝑁𝑂2
−), nitric oxide (𝑁𝑂), nitrous oxide (𝑁2𝑂) 
and dinitrogen (𝑁2). The additional processes and variables lead to a tremendous 
increase in stoichiometric and kinetic parameters totalling to 62. The detailed matrix 
for all the processes and default values for the kinetic parameters is provided by Guo 
and Vanrolleghem (2014). It must be noted that DO Haldane is used in the process rate 
terms of AOB denitrification of nitrite to nitric oxide and nitric oxide to nitrous oxide.    
2.4. Systemic modelling 
The systemic modelling approach has been extensively used for modelling the 
hydrodynamics of both chemical and biological reactors (Levenspiel, 1999; Nauman, 
1987). It is a simplified approach in which the non-ideal flow behaviour of a reactor is 
approximated by the help of virtual structures/units. These units can be CSTRs 
(continous stirred tank reactors), plug flow reactors and/or dead volumes. The systemic 
modelling aimed at understanding the hydrodynamics only by knowing inlet and outlet 
of a reactor, thus mainly by tracing and RTD (residence time distribution) studies.  
Systemic modelling can be further classified into axial dispersion and tanks-in-series 
(TIS) modelling. Axial dispersion models are limited to describe the longitudinal 
dispersion of a flow with small deviations from the plug flow. However, in systems 
with large recirculation flows (as is the case in industrial scale plants) the effectiveness 
of axial dispersion models is uncertain (Levenspiel, 1999). Therefore, the TIS models 
are commonly employed for modelling of WWTPs. 
In the TIS approach, the flow behaviour of the whole reactor is modelled as a number 
of completely mixed continuous stirred tank reactors considering the flow in only one 
direction. This approach can account for some recirculation by maintaining the liquid 
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longer in the system by manipulating the recirculation rate (Figure 2.3). The number of 
tanks are usually determined with the help of tracer tests.         
 
Figure 2.3 Tanks-in-series with back recirculation flow (Levenspiel, 1999) 
However, in the TIS approach detailed spatial variations in substrate and electron 
acceptor concentrations in the bioreactors (stemming from design characteristics and 
operational conditions) are typically not taken into account, even though it is plausible 
that they have a significant impact on model predictions. Therefore, these models are 
unsuitable to evaluate the detailed impact of certain design parameters (such as tank 
geometry, number and type of propellers and aerator system design) on the performance 
of the biological process, as well as different operational strategies. Considering an 
optimal number of tanks to some extent can better predict the overall behaviour of a 
reactor by taking into account the longitudinal variation. However, all the tanks are 
considered completely mixed. In this way they average out local variations occurring 
in the other two dimensions and thus lead to inaccurate predictions.  
2.4.1. Systemic modelling in WWTP modelling 
The systemic approach along with ASM models has been used widely to model 
WWTPs. These modelling practices have not only been used to assess and optimize the 
performance of current WWTPs but also to design new treatment plants (Cheng and 
Ribarova, 1999; Hreiz et al., 2015; Maurer and Gujer, 1998; Zhou et al., 2015). Hreiz 
et al. (2015) provided a very detailed overview of previous activated sludge modelling 
efforts in various applications. However, a brief account of relevant WWTP modelling 
practices is provided below. 
Pons et al. (1993) developed a tool for WWTP modelling based on activated sludge and 
tanks-in-series modelling. The underlying model was based on the assumption of 
complete mixing in the tanks and detailed hydrodynamics of the system were not taken 
into account. The article mentioned that the tool would need rigorous calibration of the 
parameters to get successful results. Garcia-Olivares and Becares (1995) performed 
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activated sludge modelling and calibrated the model for a two stage pilot scale WWTP. 
The authors provided a method to dynamically calibrate the model over time instead of 
using constant values. Xu and Hultman (1996) performed activated sludge modelling 
of a full scale WWTP and demonstrated the model calibration procedure using 
experimental data. Maurer and Gujer (1998) performed dynamic modelling for the 
description of enhanced biological phosphorus removal using ASM2. The model 
included two additional processes for the anoxic growth of phosphorus accumulating 
organisms (PAO) and anoxic storage of polyphosphate. The successful modelling 
included estimation of kinetic parameters using batch experimental data. Cheng and 
Ribarova (1999) used ASM1 to model a full scale WWTP for nitrogen removal. The 
authors found a very good correlation between model and measured data and the model 
was calibrated for the characterization of actual wastewater. Samuelsson (2007) used 
the COST simulation benchmark to decide upon the choice of optimal set-points and 
cost minimizing control strategies for the denitrification process in an activated sludge 
process. Ni and Yu (2008) extended the ASM3 by taking oxygen transfer, microbial 
maintenance, and biomass decay into account, in order to describe the heterotrophic 
storage and growth processes in activated sludge. The authors also performed model 
calibrations to match the measurements. Xie et al. (2011) modelled a full-scale 
carrousel oxidation ditch WWTP and optimized through integrating the ASM2d with 
advanced numerical algorithms. The ASM2d model after calibration and validation 
with the operating data was used to simulate the process. However, detailed 
hydrodynamics were not taken into account in this study. Li et al. (2013) performed 
modelling of a full scale oxidation ditch process for treating sewage with the ASM2d 
and optimized for minimal cost with acceptable performance in terms of ammonium 
and phosphorus removal.  
The systemic approach has also been used to develop new control strategies for various 
purposes. Chachuat et al. (2005) and Fikar et al. (2005) developed an aeration control 
strategy to optimize effluent quality of a single basin wastewater treatment plant using 
TIS modelling approach. Ayesa et al. (2006) developed various control strategies to 
optimise the nitrogen removal in pre-denitrifying WWTPs using the TIS approach. 
Valverde-Peres et al. (2016) devised nitrogen to phosphorous ratio control for a novel 
enhanced biological phosphorus removal and recovery process. 
In all these works it can be observed that detailed calibration of kinetic parameters was 
required to match the measurement data. The primary reason behind the need of 
calibration are the uncertainties in the determination of kinetic parameters. While the 
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biokinetic models have uncertainties regarding the kinetic parameters, the systemic 
modelling also has its limitation in terms of its inability to take spatial heterogeneities 
into account. All these aforementioned research lacked detailed hydrodynamic 
modelling (assumed completely mixed tanks using systemic approach) and performed 
calibrations based on the real wastewater treatment plant data where complete mixing 
is hard to realise and is subject to detailed hydrodynamic modelling. Therefore, by using 
the TIS approach, there is always a tendency of over calibration of kinetic parameters 
by correcting the errors which are induced by hydrodynamic limitations. Hence, there 
is a need for detailed hydrodynamic modelling to be included to correctly calibrate and 
partly avoid unnecessary and erroneous calibration efforts.  
2.5. Computational fluid dynamics modelling 
Computational fluid dynamics is a method which can model the flow in all three 
directions and can take into account the impact of geometrical structure on the 
hydrodynamics of the system. The CFD modelling discretises the domain into small 
volumes (grid/mesh) and Navier-Stokes equations along with continuity equations are 
solved at each grid point to simulate the flow field in 2D or 3D. The Navier-Stokes 
equations consist of momentum conservation equations in all directions, whereas, 
continuity equation is a mass conservation equation.   
The general continuity equation for compressible and incompressible flow is given as 
𝜕𝜌
𝜕𝑡
+  ∇. (𝜌?⃗?) = 𝑆𝑚 
2.2 
where 𝜌 is the density, ?⃗? is the velocity and Sm is the mass source. For incompressible 
flows the first term becomes zero and for a 3D incompressible steady state flow the 
continuity equation can be explicitly written as. 
𝜌 (
𝜕𝑢
𝜕𝑥
+
𝜕𝑣
𝜕𝑦
+
𝜕𝑤
𝜕𝑧
) = 𝑆𝑚 
2.3 
where u, v & w are the velocity components in x, y & z directions respectively.  
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A general momentum conservation equation can be written as.   
𝜕𝜌?⃗?
𝜕𝑡
+ ∇. (𝜌?⃗??⃗?) = −∇𝑃 + ∇. (𝜏̿) + 𝜌?⃗? + ?⃗? 
2.4 
where P is the static pressure, 𝜌?⃗? is the gravitational force, F represents the external 
forces and 𝜏̿ is the stress tensor.  
For a steady state flow, the first term on the left side in equation 2.4 vanishes. Therefore, 
the momentum equations for a steady state 3D flow can be explicitly written as. 
𝑢
𝜕𝑢
𝜕𝑥
+ 𝑣
𝜕𝑢
𝜕𝑦
+ 𝑤
𝜕𝑢
𝜕𝑧
= −
1
𝜌
𝜕𝑃
𝜕𝑥
+
𝜇
𝜌
𝜕2𝑢
𝜕𝑥𝜕𝑥
+ 𝑔𝑥 + 𝐹𝑥 
2.5 
  
𝑢
𝜕𝑣
𝜕𝑥
+ 𝑣
𝜕𝑣
𝜕𝑦
+ 𝑤
𝜕𝑣
𝜕𝑧
= −
1
𝜌
𝜕𝑃
𝜕𝑦
+
𝜇
𝜌
𝜕2𝑣
𝜕𝑦𝜕𝑦
+ 𝑔𝑦 + 𝐹𝑦 
2.6 
 
𝑢
𝜕𝑤
𝜕𝑥
+ 𝑣
𝜕𝑤
𝜕𝑦
+ 𝑤
𝜕𝑤
𝜕𝑧
= −
1
𝜌
𝜕𝑃
𝜕𝑧
+
𝜇
𝜌
𝜕2𝑤
𝜕𝑧𝜕𝑧
+ 𝑔𝑧 + 𝐹𝑧 
2.7 
Equations 2.2-2.7 are sufficient to model a simple laminar flow. However, the solution 
of extra equations is required if other phenomenon such as heat/mass transfer and/or 
species transfer needs to be modelled. Moreover, extra transport equations and models 
are needed for complex flows which include turbulent and multiphase flows. Plenty of 
literature is available for the underlying physics and the corresponding equations for 
these models (Andersson et al., 2011; Çengel and Cimbala, 2014; Versteeg and 
Malalasekera, 2007). The development of these models is considered standard (Ishii 
and Hibiki, 2011). In the remainder of this thesis, only if deemed necessary for better 
comprehension, models and selection criteria are described. 
The CFD modelling process can be primarily divided into pre-processing, processing 
and post-processing steps and these are elaborated below 
a. Pre-processing 
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i. Development of the 3D model (geometry) of the bioreactor 
ii. Discretization of the geometry into a grid (meshing) 
iii. Characterization of the boundary conditions 
b. Processing 
i. Selection of the suitable models 
ii. Achieving the convergence (solution) 
c. Post-processing 
i. Comparison with the measurements (validation) 
ii. Extraction of the eloquent results 
The most important steps which include geometry development, meshing, boundary 
conditions and turbulence & multiphase modelling are described further in detail.  
2.5.1. Geometry development 
The pre-processing step basically concerns the setting up of the model for the CFD 
simulations. The first step during pre-processing is to determine the geometrical domain 
of the system under study. It comprises the determination of exact dimensions and 
structural layout of the system.  
A CFD study can be either 2 or 3-dimensional (2D or 3D) based on the configuration 
of the system and the level of accuracy needed. In depth analysis of certain processes 
(such as turbulence, boundary layer separation, interphase interactions and/or interface 
determination) can be performed in 2D because a very fine mesh or a fine time step is 
sometimes needed to resolve all the length and time scales. Hence using a 3D geometry 
might lead to very high computational demands. For large scale studies, 2D can only 
be used when there is a geometrical symmetry in the system configuration and the fluid 
is not expected to flow in third dimension. It must be noted that majority of the fluid 
flow problems are 3D and 2D modelling will always be an approximation. 3D 
modelling is recommended for achieving more accurate and realistic modelling results 
(Andersson et al., 2011).  
The geometry should be kept as simple as possible without neglecting the necessary 
details which can impact the hydrodynamics of the system. The necessary details can 
be the sizes, exact locations and shapes of the different structural components of the 
system such as inlets, outlets, and propellers etc. 
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2.5.2. Meshing 
In the next step meshing is performed in which the geometry is discretized into small 
cell volumes (commonly called cells). The resulting discretized geometry is called a 
mesh or grid. In a mesh, each cell has a certain shape and size and can be characterized 
based on its shape into several types such as hexahedral, tetrahedral, pyramid and wedge 
(Figure 2.4). A mesh can contain different types of cells with different sizes and can be 
classified into structured, unstructured and hybrid/mixed mesh. A structured mesh 
contains similar types of cells whereas an unstructured mesh contains different types of 
cells throughout the domain. A hybrid or mixed mesh is a mesh which contains 
structured mesh in some parts and unstructured in other parts of the domain.  
It is difficult to generalize the impact of different types of meshes on the stability and 
resulting numerical errors in the solution (Andersson et al., 2011). However, a 
structured mesh is recommended because it needs less memory storage compared to an 
unstructured mesh. If a complete structured mesh is not possible (which is the case for 
most 3D problems), a hybrid mesh with maximum possible structured mesh can be 
used.  
Some advances have been made towards mesh free methods in the field of numerical 
analysis (Li and Ren, 2010). These methods use numerical algorithms to define 
interactions between each node instead of mesh elements. However, the method is 
highly computationally intensive and is mostly used for simpler problems.   
 
Figure 2.4 Different cell types for 3D mesh (Andersson et al., 2011) 
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The meshing plays a vital role in the quality of modelling results. Therefore, it is always 
good to have a mesh independent solution and the procedure to achieve this is 
commonly known as grid/mesh independence tests. Generally during a mesh 
independence test, a coarse mesh (with large sized cells) is created in the beginning and 
after a first set of simulations the mesh is further refined. The refinement is normally 
based on velocity and pressure gradients and as well as on gradients of any other 
parameter of interest. For example, in heat transfer studies, the temperature gradient can 
also be used for the mesh refinement. The mesh is refined until a solution is reached 
where the further refinement of the mesh does not significantly impact the solution.   
2.5.3. Boundary conditions 
Every CFD problem needs initial and boundary conditions to be defined. The most 
common boundary conditions are inlet, outlet, wall, constant pressure and symmetry 
boundary conditions. Inlet/outlet boundary conditions are specified when the 
inlet/outlet flow is known and it can be defined simply as a velocity magnitude or flow 
rate with the correct specification of direction (going into or out of the system). A wall 
boundary condition is used to specify the physical bounds of the system and it makes 
sure that no flux goes in or out of the boundary. The wall boundary condition sets the 
velocity zero at the wall. The constant pressure boundary condition is used when 
pressure is known but the exact flow conditions are unknown at the boundary. A 
symmetry boundary condition is used when symmetry is expected across a plane or 
along an axis. The symmetry boundary condition does not allow the flux across the 
boundary and acts as a mirror that reflects all the flow distributions on the other side. 
The symmetry boundary condition is also useful where flux across a boundary is not 
desired but velocity at the boundary is non-zero (for example the top open surface of a 
bubble column). In other words, the symmetry boundary condition acts just like a wall 
but with zero wall friction (ANSYS Inc., 2011). This approach is a safe approximation 
in such cases where the boundary interface is not of interest. Figure 2.5 illustrates 
different boundary conditions where Pin or out & Vin or out are pressure and velocity 
respectively at inlet and outlet.  
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Figure 2.5 Summary of different possible boundary conditions used in CFD 
 
2.5.4. Turbulence modelling 
Turbulence is encountered in most flows in nature and in industrial applications. Natural 
turbulent flows can be found in oceans, in rivers and in the atmosphere, whereas 
industrial turbulent flows can be found in heat exchangers, chemical/biological reactors 
etc. Most flows encountered in industrial applications are turbulent, since turbulence 
significantly enhances heat and mass transfer rates (Borghi and Anselmet, 2013). In 
industry a variety of turbulent multiphase flows can be encountered. Turbulence plays 
an important role in this type of flows since it affects processes such as break-up and 
coalescence of bubbles and drops, thereby controlling the interfacial area between the 
phases. Thus, turbulence modelling becomes one of the key elements in CFD. 
A truly turbulent flow involves a large number of different length scales, velocity scales 
and time scales. Accurate turbulence modelling would involve modelling of the 
smallest length and time scale. However, it is not always desired to model the smallest 
length scale and thus models are needed to make an approximation of turbulence. There 
are several turbulence models available and they can be categorized based on the 
accuracy and number of extra equations needed (Figure 2.6). A higher accuracy requires 
the solution of more equations as well as a higher resolution (i.e. a finer mesh) and thus 
leads to an increase in computational demand. Therefore, a trade-off is needed between 
computational costs and accuracy. For example, for direct numerical simulation (DNS) 
and for large eddy simulation (LES) the computational grid (mesh) and time step has to 
be very small to be able to take into account all the turbulent length and time scales. 
Therefore, it is practically impossible to use DNS for high turbulence problems which 
are encountered usually at industrial scale (Borghi and Anselmet, 2013). The DNS and 
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LES approaches are normally used to better understand the phenomenon at a small 
scale. However, Reynolds Averaged Navier-Stokes (RANS) based models are 
commonly used in industrial applications and provide a reasonable level of accuracy at 
a lower computational cost (Andersson et al., 2011). Among RANS models, the 
Reynolds stress model is the most intricate model which uses six extra equations to 
model the turbulence. However, it is still computationally expensive to be used for a 
full scale industrial problem which may also involve multiphase flow. The two equation 
RANS based models are the most commonly employed models for industrial 
applications. These models are validated for a wide range of applications and flow 
conditions. Among them, the k-ε model is the most widely used for highly turbulent 
conditions. However, it is unstable and gives erroneous predictions where adverse 
pressure and jet flow is expected (Mohammadi and Pironneau, 1993; Wilcox, 1998). 
Realizable k-ε and RNG k-ε model are modified k-ε models which can model such 
instances (jet flows & swirling flows) more realistically. Furthermore, the k-ω model is 
a very useful model where both high and low turbulent flow is expected. The one 
equation and zero equation models are oversimplified models and are normally no 
longer used for complex industrial flows.  
 
Figure 2.6 A schematic overview of turbulence models (Andersson et al., 2011) 
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2.5.4.1. Wall functions 
The flow near the walls is affected by the walls and viscosity plays a vital role in such 
regions. The turbulence models are not valid in the viscosity affected near-wall regions. 
Therefore, wall-functions are employed to avoid wrong boundary values at the walls. 
The wall-functions are empirical rules based on the logarithmic law of the wall and 
apply boundary conditions some distance away from the wall such that the turbulence 
models are not solved close to the wall (Andersson et al., 2011). There are several wall-
functions available in the Fluent solver, but the most common are the ‘Standard wall-
functions’. This wall-function is applicable for highly turbulent flows and for flows 
where boundary layer separations or high impinging flows are not expected (Figure 
2.7). In the case where such flows are expected it is recommended to use advanced wall 
functions such as non-equilibrium wall functions. It is important to note that standard 
wall-functions reduce the computational requirements because they do not require a 
fine mesh near the wall. Moreover, these are considered to be more robust for highly 
turbulent flows. 
 
 
Figure 2.7 Flows with (a) boundary layer separations (b) and impinging flows 
 
2.5.5. Multiphase modelling 
The term ‘phase’ in multiphase refers to the solid, liquid or gas state of matter. 
Therefore, multiphase flows are flows which consist of more than one state of matter 
i.e. liquid-solid, liquid-gas, solid-gas or all three. Typical examples of multiphase flows 
are bubble columns, fluidized bed reactors, dryers and scrubbers.  
There are several multiphase models available to choose from. The choice of the 
multiphase model depends on the types of the phases (liquid, solid & gas) involved and 
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the interaction between the different phases. The multiphase models can be primarily 
divided as follows (Andersson et al., 2011)  
 Euler–Lagrange model 
 Euler–Euler model 
 Mixture or algebraic-slip model 
 Volume-of-fluid (VOF) model 
 Porous-bed models. 
2.5.5.1. Euler–Lagrange modelling 
In Euler–Lagrange modelling the fluid phase is modelled as a continuum by solving the 
Navier–Stokes equations, while for the dispersed phase (can be solid particles, vapours 
or bubbles) a large number of individual particles is modelled. The dispersed phase can 
exchange momentum, mass and energy with the fluid phase. Since the particle or 
droplet trajectories are computed for each particle or for a bundle of particles that are 
assumed to follow the same trajectory, the approach is limited to systems with a low 
volume fraction of dispersed phase as the computational load is significant. 
2.5.5.2. Euler–Euler models 
In Euler–Euler models the different phases are all treated as continuous phases, and 
momentum and continuity equations are solved for each phase. The Euler–Euler model 
can handle very complex flows, but does not always give the best results since empirical 
information is needed in order to close the momentum equations. Typical applications 
are risers and fluidized beds. 
2.5.5.3. Mixture model 
In the mixture model (algebraic-slip model) the flows of two or more phases are 
assumed to interact strongly and it is not necessary to solve the momentum balances for 
the different phases separately. In this model the viscosity is estimated for the mixture. 
The velocities of the different phases are thereafter calculated from buoyancy, drag and 
other forces, giving the relative velocities in comparison with the mean velocity of the 
mixture. Typical applications are bubble columns, fine particle suspensions and stirred-
tank reactors. 
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2.5.5.4. Volume of fluid model 
The volume-of-fluid (VOF) model is an Euler–Euler model whereby the interface 
between the different phases is tracked. The model is suitable for stratified flow, free 
surface flows and movement of large bubbles in liquids. Since the interface between 
the fluids must be resolved, it is not applicable for a system with many small drops or 
bubbles. 
2.5.5.5. Porous bed model 
In the porous-bed model, the pressure drop across a porous bed is modelled. In a bed 
containing many particles, it is not possible to resolve the geometry and solve the 
Navier–Stokes equations. Instead, the pressure drop is calculated from an equation 
similar to the Ergun equation for the pressure drop in fixed beds (Kolev, 2005). 
2.5.6. Governing equations for mixture model 
In the current study, the mixture model is used and thus the governing equations for this 
model are being provided here.  
The mixture model solves the continuity equation for the mixture, the momentum 
equation for the mixture and the volume fraction equation for the secondary phases, as 
well as algebraic expressions for the relative velocities (as the phases are expected to 
move at different velocities). The governing equations are given below. 
The continuity equation for the mixture ‘m’ is 
𝜕
𝜕𝑡
(𝜌𝑚) +  ∇.  (𝜌𝑚 ?⃗?𝑚) = 0 
 
 
2.8 
 
where 𝜌𝑚 is the mixture density and ?⃗?𝑚 is mass averaged velocity for the mixture.  
The mixture density 𝜌𝑚 is calculated as,  
𝜌𝑚 =  ∑ 𝛼𝑘𝜌𝑘
𝑛
𝑘=1
 
2.9 
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where k is any phase, n is the total number of phases (in this case only 2), 𝛼𝑘 is the 
volume fraction and 𝜌𝑘 is the density of a phase k. 
The mass averaged velocity ?⃗?𝑚 is calculated as, 
?⃗?𝑚 =  ∑
𝛼𝑘𝜌𝑘?⃗?𝑘
𝜌𝑚
𝑛
𝑘=1
 
2.10 
where ?⃗?𝑘 is the velocity of phase k.  
The momentum equation for the mixture is given in equation 2.11 and is obtained by 
summing the individual momentum equations for each phase.   
𝜕
𝜕𝑡
 (𝜌𝑚 ?⃗?𝑚) +  ∇.  (𝜌𝑚 ?⃗?𝑚?⃗?𝑚)
=  −∇𝑃 + ∇. [𝜇𝑚 (∇?⃗?𝑚 + ∇?⃗?𝑚
𝑇 )] +  𝜌𝑚?⃗? + ?⃗?
+  ∇. (∑ 𝛼𝑘𝜌𝑘?⃗?𝑑𝑟,𝑘?⃗?𝑑𝑟,𝑘
𝑛
𝑘=1
) 2.11 
 
where P is the static pressure, 𝜌𝑚?⃗? is the gravitational force, ?⃗? is the external body 
force (such forces arise from interaction between the phases), 𝜇𝑚 is the mixture 
viscosity and ?⃗?𝑑𝑟,𝑘 is the drift velocity for the phase k.   
The mixture viscosity 𝜇𝑚 is calculated as 
𝜇𝑚 =  ∑ 𝛼𝑘𝜇𝑘
𝑛
𝑘=1
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where 𝜇𝑘 is the viscosity of the phase k.  
The drift velocity ?⃗?𝑑𝑟,𝑘 of a phase k is defined as, 
?⃗?𝑑𝑟,𝑘 =  ?⃗?𝑘 − ?⃗?𝑚  2.13 
The relative velocity also known as slip velocity (?⃗?𝑞𝑝) is defined as the velocity of a 
secondary phase (q) with respect to the primary phase (p).  
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?⃗?𝑞𝑝 =  ?⃗?𝑞 − ?⃗?𝑝 2.14 
The drift velocity and slip velocity can be correlated as shown in equation 2.15 (ANSYS 
Inc., 2011) 
?⃗?𝑑𝑟,𝑘 =  ?⃗?𝑞𝑝 −  ∑
𝛼𝑘𝜌𝑘?⃗?𝑝𝑘
𝜌𝑚
𝑛
𝑘=1
 
2.15 
The slip velocity is then calculated based on the algebraic correlation given by equation 
2.16 (Manninen et al., 1996) 
 
?⃗?𝑞𝑝 =  
𝑑𝑞
2(𝜌𝑞 − 𝜌𝑚)?⃗?
18𝜇𝑝𝑓𝑑𝑟𝑎𝑔
 
2.16 
where 𝑑𝑞 is the diameter of secondary phase particles (i.e. bubble size in this case), ?⃗? 
is the secondary phase particle acceleration and 𝑓𝑑𝑟𝑎𝑔 is the drag function. In this case, 
the simplest algebraic formulation of slip velocity (i.e. drift flux model) is used in which 
acceleration is due to gravity and/or a centrifugal force. The drag function is calculated 
based on the following correlation (Schiller and Naumann, 1935):  
𝑓𝑑𝑟𝑎𝑔 = {
1 + 0.15𝑅𝑒0.687   𝑅𝑒 ≤ 1000
0.183𝑅𝑒                 𝑅𝑒 ≥ 1000 
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Finally, another equation is solved for the volume fraction of the secondary phase: 
𝜕
𝜕𝑡
 (𝛼𝑞𝜌𝑞) + ∇. (𝛼𝑞𝜌𝑞?⃗?𝑚) =  −∇. (𝛼𝑞𝜌𝑞?⃗?𝑑𝑟,𝑞) +  ∑(?̇?𝑝𝑞 −  ?̇?𝑞𝑝)
𝑛
𝑝=1
 2.18 
 
where, ?̇?𝑞𝑝 & ?̇?𝑝𝑞 are the mass transfer between the phases.  
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2.5.7. Recent advances in CFD modelling of WWT 
CFD models have been commonly used in various engineering fields such as 
automotive engineering, chemical engineering, mechanical engineering and aerospace 
engineering. Recently, the use of CFD modelling in wastewater treatment (WWT) has 
steadily grown. This growth is mainly due to increased importance of drivers (such as 
effluent quality, operational cost and greenhouse gas emissions) for optimization of 
municipal and industrial WWT unit processes. Previously CFD has been used for the 
modelling of primary and secondary settlers, stabilization ponds, membrane bioreactors 
and activated sludge bioreactors. The details of a few of the CFD studies regarding 
WWT are provided below.   
Weiss et al. (2007) performed 3D CFD modelling of a secondary settler equipped with 
a suction-lift removal system. The model included the multiphase modelling of sludge 
rheology and successfully predicted the concentration profiles for two different plant 
loadings. Liu and Garcia (2011) performed 3D CFD modelling of a primary settler and 
successfully modelled the solids removal efficiencies based on the particle size 
distributions. The modelling resulted in establishing the design basis of a new primary 
settler with improved performance and reduced capital costs. Rostami et al. (2011) 
performed 2D CFD studies of a primary settler to evaluate the impact of inlet on the 
prevailing flow patterns. They concluded that the different inlet aperture configurations 
resulted in different flow patterns in the settling basin. Tarpagkou and Pantokratoras 
(2013) performed 3D CFD modelling of a primary sedimentation tank. The authors 
included the detailed modelling of the solid particles using a Lagrangian model (a 
discrete phase model) and evaluated the impact of continuous and discrete phases on 
one another and on the performance of the settler with varying particle sizes. 
Guyonvarch et al. (2015) used statistically designed CFD simulations as numerical 
experiments for the identification of a one-dimensional (1-D) advection-dispersion 
models in secondary settlers and resulted in prediction of solids distribution with high 
accuracy at a reasonable computational cost. Torfs (2015) performed 2D CFD 
modelling of a full scale secondary settler and integrated a flocculation model with the 
CFD model. The author showed that the qualitative analysis of the effect of aggregation 
and breakage on the distribution of the flocs can be made through coupling of a 
flocculation model with a CFD model.  
Wood et al. (1995) performed 2D CFD studies of a stabilization pond. It was a very 
basic modelling effort which included laminar modelling of the flow in the pond. Later, 
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Wood et al. (1998) concluded that 2D modelling is not enough to predict the flows 
realistically in the pond. Alvarado et al. (2013) also performed CFD studies of a 
stabilization pond to evaluate different aerator configurations. The authors concluded 
that a configuration with 4 or 6 aerators can be enough to achieve a uniform mixing 
regime in the pond and thus it would minimize the sediment oxygen demand enhancing 
the oxygen level in the pond.    
Wang et al. (2013) provided a detailed overview of the application of the CFD for 
modelling of membrane bioreactors (MBR). They also provided information about 
different available models which can be useful in modelling single or multiphase 
modelling of MBRs. Liu et al. (2015) performed the CFD modelling of an MBR 
incorporating an empirical rheology model and porous media model. The model was 
validated with velocity measurements. Shirazi et al. (2016) reviewed the application of 
CFD for membrane distillation processes. It concluded that CFD has mostly been used 
for studying the impact of different geometry configurations on the hydrodynamics.   
Furthermore, CFD has been used for modelling mixing and aeration in activated sludge 
reactors. Fayolle et al. (2007) modelled oxygen mass transfer in aeration tanks using 
CFD. They presented a validated numerical model which successfully predicted mass 
transfer coefficient within +/- 5% of experimental results. However, the author did not 
include the biokinetic model and hence was unable to explain the impact of local 
oxygen concentrations on the process performance. Le Moullec (2010a) performed 
CFD modelling of a lab scale bioreactor and successfully modelled mixing limitations 
of the bioreactor. In another study (Le Moullec et al., 2011), it is shown that by 
considering mixing inefficiencies, CFD predictions were much better than the 
conventional TIS approach. However, both studies were limited to lab scale under 
controlled conditions. Gresch et al. (2011a, 2011b) performed tracer tests and CFD 
modelling of aeration system in a full scale wastewater treatment plant. It was observed 
that aeration has a major impact on mixing patterns and CFD is a useful tool to model 
the mixing variations. More recently (Karpinska and Bridgeman, 2016) presented a 
detailed review of CFD applications in activated sludge systems. This review discussed 
the rationale behind the use of CFD to model aeration, facilitating enhancement of 
treatment efficiency and reduction of energy input. However, the full potential of CFD 
has not been utilized in WWTP modelling but its capability to improve biokinetics 
model predictions has been preliminarily shown in some of these previous studies 
(Gresch et al., 2011b, 2009; Le Moullec et al., 2010a). 
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An International Water Association (IWA) working group has been formed to 
investigate a variety of issues and challenges related to CFD modelling in water and 
WWT (Nopens, 2013). Nopens et al., (2012) stressed upon the need for good modelling 
practices for CFD modelling in WWT for the practitioners and researchers. As a result 
Wicklein et al., (2016) summarized the recommendations for good modelling practices 
of the IWA working group on CFD. It provided a detailed principle overview of the 
modelling practices which should be adopted to conduct the CFD studies and hence 
improve the quality of research. A complete overview of a CFD modelling practice is 
provided in Figure 2.8. It provides a structural layout which should be followed to 
conduct a successful CFD study.    
2.6. General conclusions 
Most of the current modelling approaches in WWTP assume complete mixing and thus 
ignore spatial heterogeneities arising due to different operational conditions or the 
geometrical structure of the reactors. However, it is very unlikely to have a completely 
mixed full scale reactor (Gresch et al., 2011a, 2011b). Therefore, the resulting models 
might have inherent errors and thus always need calibration. The calibration is 
performed by changing half saturation indices (K-values) in ASM models to match the 
measurement data and might correct errors induced due to certain mixing conditions. 
As a consequence, with changes in process conditions, new mixing conditions might 
develop and recalibration is needed to correct for the new errors. Hence, these models 
do not possess a good predictive power. Therefore, instead of calibrating and 
recalibrating, detailed process models need to be developed which can better account 
for inherent mixing inefficiencies.  
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Figure 2.8 Complete flow of a CFD modelling practice (Wicklein et al., 2016) 
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PART I 
Detailed hydrodynamic modelling 
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Chapter 3 
CFD hydrodynamic modelling of a full-scale WWTP 
This chapter includes the detailed CFD hydrodynamic modelling of a full-scale 
WWTP.  
3.1. Introduction 
The current process models for WWTPs use a tanks-in-series (TIS) modelling approach 
and, hence, are based on the assumption of complete mixing within each tank and thus 
ignore the spatial heterogeneities. These process models at best can model the flow in 
one direction and ignore the flows in other directions. However, complete mixing is 
hard to achieve in large bioreactors, thus current models are unable to model the mixing 
inefficiencies. The computational fluid dynamics modelling is a method which models 
the flow in all three dimensions and thus can model the mixing in a better way. 
Previously, CFD studies have been performed to show that the CFD is a useful tool to 
model the hydrodynamics accurately in WWT systems (Alvarado et al., 2013; Fayolle 
et al., 2007; Gresch et al., 2011a; Le Moullec et al., 2010a). Therefore, detailed CFD 
modelling is used to model the hydrodynamics of a full-scale WWTP in this chapter.  
The main objective of this chapter is to demonstrate that a full-scale bioreactor is not 
homogeneous due to its complex configuration and multiphase system. The current 
TIS-based models exhibit quite some deviation from reality and hence a more detailed 
hydrodynamic modelling is needed. In order to achieve the objective put forward, 
detailed CFD modelling including turbulence and multiphase (gas and liquid) 
modelling of a full scale wastewater treatment plant is performed. The model includes 
ample detail of the aeration system full-scale and is validated with experimental 
measurements. The impact of reactor configuration and the multiphase interactions on 
the prevailing flow patterns and gas holdup distributions is presented. Finally, the 
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impact of different operational conditions such as liquid and air flow rate on the 
reactor’s hydrodynamics is evaluated and analysed.  
3.2. Materials & methods 
3.2.1. Eindhoven WWTP configuration 
The full-scale plant modelled in this study is the Eindhoven WWTP in The Netherlands. 
This plant treats the wastewater of 750,000 population equivalents (PE) with a design 
load of 136 g COD day-1 PE-1. The incoming wastewater is treated in three parallel 
lines, each containing a primary settler, a biological tank and four secondary settlers. 
The plant is a modified UCT (University Cape Town) configuration (biological COD, 
N and P removal) (Figure 3.1). It is a carrousel type reactor in which the circular inner 
ring (an anaerobic tank) is intended to perform like a plug flow reactor, consisting of 
four compartments in series, with no aeration and minimal recycled nitrate (the purpose 
of recycle is to bring back activated sludge). The middle ring is anoxic from where the 
mixed liquor enters the outer ring, which is a facultative aerobic/anoxic carrousel ring. 
It contains membrane plate aerators installed at the bottom in certain locations. Two 
zones of aerators can be distinguished: the “summer package”, which is always active 
and its airflow is controlled by a NH4-DO cascade controller accounting for the load, 
and the “winter package”, which can be switched on during winter time or rain events 
for additional nitrification capacity. Finally, three recycles are active: one to recycle 
sludge from the anoxic middle to the anaerobic inner ring, a second one to recycle 
nitrate from the outer ring to the anoxic middle ring, and a third one recycling settled 
secondary sludge to the anoxic tank (Amerlinck, 2015).  
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Figure 3.1 Configuration of the bioreactor at the Eindhoven WWTP 
In this study, the outer ring of one of the three biological reactors (ATII) of the 
Eindhoven WWTP has been modelled. The outer ring of the bioreactor consists of one 
inlet (flow coming from the middle ring) and four outlets (1 outflow and 3 recycle 
pumps). There are three pairs of propellers installed along the length of the bioreactor 
to keep the flow in one direction and provide extra energy for better mixing. The two 
aeration packages (summer & winter package) installed at the bottom of the bioreactor 
comprise of total 196 plate diffusers (168 in summer and 28 in winter package). These 
plate diffusers are spread uniformly along the width and length of the reactor (Figure 
3.1). An inside view of the reactor is shown in Figure 3.2.  
 
Figure 3.2 Inside view of the reactor at the Eindhoven WWTP 
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3.2.2. Experimental Setup 
In order to validate hydrodynamics, velocity measurements with the help of a non-
invasive Acoustic Doppler Current Profiler (ADCP) Workhorse Rio Grande (Teledyne 
RD instruments - Figure 3.3a) were performed.  
 
Figure 3.3 (a) The Acoustic Doppler Current Profiler (ADCP) and (b) its working principle 
(Torfs, 2015)  
The working principle of the ADCP is based on the Doppler effect (Ballot, 1845). The 
device has four transducers which transmit sound signals at a constant frequency into 
the water. These sound waves travel through the water column and partially scatter back 
by particles suspended in the moving water. The ADCP records these echoes at precise 
time intervals corresponding to fixed depths in the water column which can be 
determined based on the traveling time of the signals. The water column is thus divided 
in successive vertical elements (called bins) along the axis of the beams (Figure 3.3b). 
The ADCP measures the change in wavelength between the emitted signal and the 
received signal coming from successive bins (Doppler frequency shift). This allows the 
determination of the particle velocity over a range of depths (Cobb, 1993; Kinnear and 
Deines, 2001; Mullison et al., 2011). The software package WinRiver II R (Teledyne 
RD Instruments) is used for data collection and processing. Measurements in this work 
were performed with the Rio Grande High Resolution Mode (Mode 12) which is 
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characterised by an acoustic frequency of 1200 kHz, a sampling interval of 1 s, a 
velocity resolution of 1 mm/s and which allows measurements down to 25 m depth. 
The four transducers are positioned around a horizontal circle every 90 degrees and 
directed outwards at a certain angle to the vertical. This configuration allows to estimate 
the 3-dimensional velocity components: a tangential, radial and vertical component 
(Mullison et al., 2011). However, only three beams are required to determine these three 
velocity components. The fourth beam allows to calculate two separate vertical 
velocities and hence the difference can be considered as an estimate of the measurement 
error in order to check the homogeneity of the flow field (Kinnear and Deines, 2001; 
Mullison et al., 2011). The larger the beam angle with the vertical, the more sensitive 
the ADCP becomes to horizontal velocity measurements. However, simultaneously the 
capacity of the ADCP to measure particle velocities at larger depth decreases. This can 
be explained by the occurrence of side lobes when an acoustic signal is transmitted by 
the transducers. If these side lobes reach the bottom or any other internal structures 
(baffles or the scraper mechanism) before the main signal the transducers will first 
receive the reflected side lobe signals (typically stronger than the signals reflected from 
particles). This may blur the particle return signals and hamper the measurements 
(Cobb, 1993). Consequently, the ADCP is not able to measure velocities near the wall 
or other internal structures (for example close to the walls of the reactor) nor can it 
record velocity measurements at the bottom region of the tank due to acoustic reflection 
of the bottom wall. In addition, the ADCP cannot conduct measurements within 0.5 m 
of its head due to the time needed to convert the equipment head from transmitter to 
receiver (the blanking period). 
The measurements in the current study were performed at two bridges (B1 & B2) 
(Figure 3.1). Measurements at the third bridge were too disturbed by aeration and thus 
could not be implemented. At each bridge, time-averaged radial, vertical and tangential 
velocity components at different depths were measured at three radial locations (A, B 
& C). These locations were chosen, based on the fact that the ADCP needs to be away 
from the possible hindrances such as walls and propellers. At each location for every 
measurement, 15 minutes of data was collected and each measurement was repeated 
three times to reduce the variations induced by the dynamic inflow.  
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3.2.3. Computational fluid dynamics modelling 
The CFD modelling discretises the domain into small volumes (grid/mesh) and the 
Navier-Stokes equations are solved at each grid point to simulate the flow field. It is a 
stepwise method and is divided into pre-processing, processing and post-processing 
steps. The CFD methodology is explained in detail in section 2.4 in chapter 2. 
Therefore, following the methodology, the first step is to develop a 3D geometrical 
model of the reactor. Next step is the meshing followed by defining appropriate 
boundary conditions. Turbulence and multiphase models along with suitable numerical 
algorithms are then chosen before running the simulations. Suitable convergence 
criteria are needed to achieve the solution. Finally, the post-processing which includes 
evaluation of the modelling results is performed.  
3.2.3.1. Geometry Development 
Based on full-scale dimensions, the 3-dimensional (3D) model of the bioreactor is 
developed with the help of a commercial tool (AutoCAD Siemens NX 9.0 (“NX: 
Siemens PLM Software,” 2016)) (Figure 3.4a). All the necessary details that may 
impact the hydrodynamics are included such as exact locations and sizes of propellers, 
inlets, outlets and recycle pumps. These are important details because potentially they 
can have a significant impact on the hydrodynamics of the reactor.  
The minor details such as pores in the aerator plates are not modelled. However, one of 
the most significant improvements to the model was the detailed modelling of the 
aerators. Aerators are designed by calculating the total flow area of air on the basis of 
pore sizes (provided by the manufacturers). It was foreseen that a mixture model (CFD 
model for modelling dense bubbly flows) would be used, where individual bubbles are 
not modelled and tracked, but rather the fluid domain is simulated as a mixture of both 
phases. Therefore, instead of designing individual pores, an aerator equal to the area of 
pores is modelled, keeping the geometrical symmetry with the real diffusers (Figure 
3.4b). This makes sure that the superficial velocity of the gas phase remains realistic.  
The propellers are also simplified and individual propeller blades are not modelled as 
modelling of their motion was not intended (due to high computational requirements 
for modelling of moving parts). Instead, propellers are modelled as thin cylindrical 
vessels equal to the size of real propellers and are modelled as merely a momentum 
source. Furthermore, it is a good modelling practice to model the flow boundaries (inlets 
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& outlets) away from their actual locations to achieve a developed flow and avoid 
backflow due to boundary layer separations at these boundaries (Versteeg and 
Malalasekera, 2007). Therefore, inlet, outlet and recycle pumps are extended in this 
case. 
 
Figure 3.4 (a) The 3D model (geometry) of the bioreactor and (b) the plate diffuser 
simplification 
 
3.2.3.2. Meshing 
In the next step, meshing using a commercial mesh/grid generator tool (ICEM CFD, 
ANSYS) is performed. Different meshes (coarse, fine & very fine) are generated to 
check for grid independence. The coarse mesh comprises of 0.7 million cells, the fine 
mesh 1.5 million cells and the finest mesh 2.5 million cells. The fine and very fine mesh 
provide the best match with the experimental values (velocity measurements) but the 
fine mesh is used for all the simulations due to its lower computational needs. It must 
be noted that the very fine mesh did not change the results compared to the fine mesh. 
The mesh includes different sizes and shapes of cells but is kept structured as much as 
possible. 90% of the cells are hexahedral cells which will eventually lead to less 
numerical instabilities (Andersson et al., 2011) (Figure 3.5). The mesh is kept very fine 
in regions near the diffusers (i.e. smaller than the size of diffusers) and coarser in 
regions where small velocity gradients are expected (i.e. regions of bulk flow). These 
refinements are made during the grid independence check. The different views of the 
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resulting mesh (fine mesh with 1.5 million cells mesh) are shown in Figure 3.6 and 
Figure 3.7. 
The bioreactor is divided into several zones to apply different conditions in different 
zones. Mainly, the reactor’s top is separated from the main reactor to implement a 
degassing boundary condition and is termed as degassing zone. The reactor’s height is 
6.7m and an additional layer of 0.2m height is added on top of it (this layer is visible in 
Figure 3.6a). The height of 0.2 is chosen so that the mesh inside this region is neither 
too coarse nor too fine with an average size equal to the rest of the reactor’s mesh. 
Moreover, the propellers are also modelled as separate zones to apply the momentum 
source to mimic the real propellers.    
 
Figure 3.5 The distribution of the fine mesh cell types 
 
 
Figure 3.6 (a) An inside view and (b) bottom view of the fine mesh 
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Figure 3.7 (a) A top and (b) side view of the fine mesh 
3.2.3.3. Boundary conditions  
In the next step, the boundaries of the system are characterized. It includes naming of 
the boundaries, choosing a suitable type for the boundaries and determination of the 
boundary condition values at these boundaries.  
First, there are two types of inlet boundaries, one for the liquid inflow and another for 
the gas inflow (diffusers). The inlet for liquid is simply named as ‘Inlet’, whereas, inlet 
for gas is further characterized as ‘Summer’ and ‘Winter’ to distinguish between the 
two aeration packages. All the diffusers in each package are grouped as one boundary 
condition (i.e. uniform flow through each diffuser is assumed). Next, there are four 
outlets of the reactor, one for the main liquid outflow and three for the recycle pumps. 
The liquid outflow is simply named as ‘Outlet’ and the rest of the three are named as 
‘P1, P2 & P3’ for the recycle pumps. It must be noted that all the recycle pumps are 
separately characterized so that if needed different flowrates can be evaluated and the 
contents being recycled can be examined separately. The top of the reactor is a free 
surface (not covered) and is just named as ‘Top’. The rest of the boundaries are physical 
46 
 
bounds of the reactor and are thus named as ‘Walls’. Hence, there are 9 boundaries of 
the reactor in total which need to be either defined or calculated. 
Boundary conditions are set based on the given knowledge of the system. As the flow 
coming into bioreactor, aeration rate and recycle ratios are known, these boundaries can 
be calculated. The ‘velocity inlet’ boundary condition is used for inlet, summer and 
winter boundaries. The recycle pumps P1, P2 & P3 are also set with ‘velocity inlet’ but 
with direction vector pointing out of the system (negative velocity inlet). It is done to 
mimic the recycle pumps because pumps have a certain capacity and flow through them 
which do not depend on the flow in reactor. The outlet is set with the boundary condition 
of ‘outflow’ and is calculated with the help of CFD mass and momentum conservation 
equations. It must be noted that outlet does not have a pump, therefore flow entirely 
depends upon the hydrostatic pressure and inertial forces in the reactor. The top 
boundary is slightly more delicate because it is a free surface that allows the gas to leave 
the top surface but liquid remains within the reactor. A straightforward approach would 
be to set separate boundary conditions for both the phases i.e. outlet boundary condition 
for the gas phase and wall for the liquid phase. However, it was foreseen to use a 
mixture model for multiphase modelling and it does not allow separate boundary 
conditions for each phase. The other way around which is commonly used and is also 
suggested by the commercial tool users is to set up a symmetry boundary condition for 
free surfaces (Witt et al., 2012). It is a similar to wall boundary condition but with zero 
wall friction. Therefore, the ‘symmetry’ boundary condition is used for the top. The 
‘wall’ boundary condition is used for the walls with no slip condition. It means no flux 
goes in or out through walls and velocity is zero at the wall. 
In the next step, boundary conditions are calculated based on the plant data. The flow 
coming into the bioreactor is dynamic. However, only steady state simulations are 
performed at varying flow conditions to capture the impact of dynamics of the system. 
The flow into the outer ring is calculated based on the average daily inflow and the 
respective recycle ratios. Similarly, the aeration rate is averaged as well. The average 
lower bound of the liquid flowrate into the outer ring is 1867 m3/h (L) and average 
higher bound is approximately double, i.e. 3734 m3/h (2L). Similarly, the average lower 
bound of aeration rate is 2000 Nm3/h (G) and the higher bound is approximately triple, 
i.e. 6000 Nm3/h (3G). The winter package is kept turned off because it is turned on only 
when summer package reaches its full capacity which is not the case under these 
conditions. The outlet flowrate will be calculated from the CFD solution. The 
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corresponding boundary conditions for the base case defined for CFD modelling are 
given in Table 3.1.   
Table 3.1 The boundary conditions for the base case CFD modelling 
No. Boundary condition Type Value/Description 
1 Inlet Velocity inlet 1867 m3/h 
2 Summer package Velocity inlet 2000 Nm3/h 
3 Winter package Velocity inlet  0 
4 P1, P2, P3 Negative velocity 
inlet 
332 m3/h 
5 Outlet Outflow To be calculated from the 
CFD 
6 Walls Wall No slip condition 
7 Top Symmetry  
In the degassing zone (top layer of the reactor) a user defined function (UDF) is 
implemented which acts as a sink term for the secondary phase (air). It acts such that 
the secondary phase disappears whenever it enters this zone. This is applied to mimic 
the air bubbles leaving the top surface of the water.   
The propeller zones are provided with a momentum source to mimic the propeller 
behaviour. The momentum source is the thrust provided by the mechanical motion of 
the propeller in the direction of flow and can be correlated to the power of the propeller 
as in equation 3.1 (Huang and Li, 2013; Jiang et al., 2010; Yang et al., 2010). 
𝑃 =  2𝜋𝑁𝑟 ∫ 𝐹𝜃 𝑑𝑉 
 
3.1
  
where P is the power of the impeller, Nr is the rotational speed, Fθ is the tangential 
momentum source and V is the volume is each cell in the propeller zone. Power of a 
propeller can be calculated from the power number correlation as in equation 3.2 
𝑃 =  𝑁𝑝𝜌𝑁𝑟
3𝐷5 
 
3.2
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where Np is the power number, ρ is the fluid density and D is the diameter of the 
impeller. It must be noted that this is an approximated method and does not model the 
exact motion of the propellers. However, it provides an educated guess about the 
propellers thrust transmitted to the fluid.  
3.2.3.4. Selection of suitable models   
The flow inside the reactor under study is turbulent due to the high flow rates and 
aeration. Therefore, a suitable turbulence model is needed to capture all the important 
features of the fluid flow. Moreover, due to aeration, it is also important to model both 
phases (i.e. liquid & gas), thus a multiphase model is needed to accurately capture the 
gas dispersion in the system. All the CFD simulations are performed in Fluent (v14.5) 
(ANSYS). It is one of the most commonly used CFD solver and is chosen for its ease 
of use. In this solver, several validated turbulence and multiphase models are available 
to choose from (ANSYS Inc., 2011). 
3.2.3.4.1 Turbulence modelling 
For the initial simulations, the k-ε turbulence model was tested, however, the k-ε model 
is unstable and gives erroneous predictions where adverse pressure and jet flow is 
expected. The reactor under study has diffusers installed at the bottom and injection of 
air into the liquid can result into jet flow, therefore, the k-ε model is not an appropriate 
choice for turbulence modelling in this case. The realizable k-ε model, which is a 
modified k-ε model, is able to model such instances (jet flows & swirling flows) more 
realistically and is therefore applied in this study to model turbulence.  
The flow near the walls is affected by the walls and viscosity plays a vital role in such 
regions. The turbulence models are not valid in the viscosity affected near-wall regions. 
Therefore, standard wall functions are employed for the bioreactor under study to model 
the near wall regions. These wall-functions are applicable for highly turbulent flows 
(not limited to) and for flows where boundary layer separations or high impinging flows 
are not expected. In the current bioreactor, there is no possibility of have impinging 
flows but boundary layer separation can be expected at the inlet or outlets of the liquid 
flow. However, these boundary layer separations are not expected to be huge or having 
an impact on the overall flow behaviour of the reactor, therefore, standard wall-
functions can safely be employed. It is important to note that standard wall-functions 
reduce the computational requirements because they do not require a fine mesh near the 
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wall. The Fluent solver also adjusts the standard wall-functions according to the mesh, 
therefore, these are considered to be more robust. 
 
3.2.3.4.2 Multiphase Modelling 
There are several multiphase models available in the Fluent solver to choose from. The 
choice of the multiphase model depends on the types of the phases (liquid, solid & gas) 
involved and the interaction between the different phases. In the current study, primarily 
all three phases are present in the bioreactor i.e. wastewater being the liquid phase, 
biomass and particulates being the solid phase and air bubbles (due to aeration) being 
the gas phase. Although solids are important to model the rheology of the system the 
added computational demand for modelling all three phases is overwhelming. 
Therefore, only liquid and gas phases are modelled for the current study to be able to 
model the impact of aeration on the flow patterns. The solid particles will have even 
less impact on the rheology in the aerated regions. Later, after the integration with 
biokinetics model the impact of solids is taken into account by calculating the sludge 
density as a function of total suspended solids (TSS) concentration (see Chapter 4). The 
sludge density cannot be modelled as a function of TSS unless the biokinetic models 
are integrated.     
Hence, the current case is a bubbly flow system, where liquid is considered as the 
primary (continuous) phase and air as the secondary (dispersed) phase. The mixture 
model is the most suitable and recommended model for such systems where individual 
dispersed phase particles (bubbles) tracking is not needed (Andersson et al., 2011). This 
model provides a good level of accuracy with lower computational requirements. It 
solves one momentum equation for the mixture and estimates the viscosity of the 
mixture. This model also calculates the relative velocities of the different phases using 
buoyancy, drag and other external forces. Therefore, in this study, the mixture model is 
employed and it will provide the gas dispersion in terms of volume fraction of the 
secondary phase (gas hold-up). The details of the model equations can be found in 
Chapter 2.  
3.2.3.5. Additional model considerations and convergence 
There are two flow solvers available in ANSYS Fluent, i.e. a density based solver and 
a pressure based solver. The density based solver is traditionally used for compressible 
high speed flows whereas the pressure based solver is employed for incompressible low 
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speed flows. In the current study the continuous phase is an incompressible liquid flow, 
therefore the pressure based solver is used.  
The CFD solver stores values at the cell centres of the grid and, hence, an algorithm is 
required to interpolate these values to the cell faces to calculate the convective flux 
through each cell face. There are various numerical algorithms/schemes available in 
Fluent for such spatial discretization. These schemes are commonly called upwind 
schemes, as they interpolate the face values from the downstream cell centre. It is good 
modelling practice to use the higher order schemes to solve the momentum and 
turbulence equations (Andersson et al., 2011). Therefore, in this study, a second order 
upwind scheme is used which will eventually boost the convergence speed and reduce 
the numerical errors.  
After deciding the models and numerical algorithms, next step is to set a criterion for 
convergence. As solving the partial differential equations requires an iterative method, 
the solution needs to be initialized with initial values (guessed from the boundary 
conditions). During each iteration each cell computes a new value for each variable (for 
example the x-coordinate of velocity i.e. vx). After each iteration the difference between 
the old and the new value is computed and is commonly called a residual. Next, as a 
convergence criterion an acceptable residual value is set, such that when the calculated 
residual is less than the set residual value, the iteration stops. If the convergence 
criterion is not met, a new value is assumed and the iterative procedure is repeated until 
the residuals fall below the set values. The residual criterion for all variables is set 
separately according to their magnitudes. The residual values for the different variables 
in the current study are given in Table 3.2. Another way of checking the convergence 
and making sure that the solution is correct is to check the mass imbalance of the 
solution. It computes the difference between the flux coming in and leaving a cell. 
Ideally it should be zero.  
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Table 3.2 The residual values for the convergence criteria 
Variable Residuals 
Continuity 10-5 
x-coordinate of velocity 10-5 
y-coordinate of velocity 10-5 
z-coordinate of velocity 10-5 
Volume fraction (secondary phase) 10-4 
Turbulent kinetic energy 10-5 
Turbulent dissipation energy 10-5 
3.3. Results & discussion 
3.3.1. Comparison between measurements and CFD simulations 
The absolute velocity magnitudes derived from the ADCP-measured tangential and 
axial fluid velocity components along with the corresponding CFD predictions at the 
B1 & B2 location are shown in Figure 3.8. At bridge B1, the CFD velocity profiles at 
locations B & C are close to the measured values. However, at location A the CFD 
values are over-predicted. At bridge B2, velocity profiles at locations B & C are over-
predicted and at location A the CFD values are close to the measured values.  
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Figure 3.8 Comparison between the CFD and measured velocities at locations B1 & B2 (A: 
Near the inner wall, B: In the middle and C: Near the outer wall) (Average measurement 
error is ±0.0315 m/s) 
The underlying causes for these over-predictions could be several. It is particularly 
important to note that the velocity data were collected under dynamic hydraulic 
conditions, whereas the model was run at steady-state conditions using the average 
inflow rate. Moreover, an approximation (momentum source method) was made for the 
propellers, whereas in reality these propellers cause swirling flows which is not taken 
into account. The standard water density was used for modelling liquid flow instead of 
sludge density. It can be expected that by using the sludge density the velocity profiles 
will come closer to the measured values (the sludge density is eventually used later in 
chapter 4). Whether these are the only causes for model-experiment divergence would 
require further investigation. Preliminary investigation showed that the over-prediction 
was reduced by 10-15% when using the bulk density function instead of the standard 
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water density indicating the importance of using the correct density (results of using a 
bulk density function are provided in Chapter 4). 
3.3.2. Base case results 
In Figure 3.9, liquid velocities and air volume fractions (gas hold up) are shown for 
horizontal cross sections of the reactor (3.45 m of depth), respectively. In these Figures, 
flow variations and non-ideal mixing in the reactor can be observed even in areas close 
to the propellers (indicated in Figure 3.9a) and the aeration system (summer aeration 
package). In Figure 3.9a the impact of propellers on the flow is evident and the regions 
of lower velocities near the outer wall in the aerated region can be observed. The impact 
of aeration on the flow patterns is also evident as the aeration causes more fluctuations 
and turbulence. Figure 3.9b shows the non-uniform distribution of gas holdup (volume 
fraction of the gas phase) in the aerated region as well as in the rest of the reactor. It can 
be seen that the gas holdup decreases, expectedly, moving downstream from the aerated 
region. In the aerated region, the gas holdup is higher near the inner wall and lower near 
the outer wall. This could be due to the fact that the aeration plume is pushed towards 
the inner wall due to the bulk flow. This can be further investigated by looking at the 
gas hold up distribution at different depths in the reactor (Figure 3.10). Here, it can be 
observed that the distribution changes moving from top to bottom. As the gas moves 
towards the top of the reactor it distributes more evenly compared to the bottom region. 
It can also be stated that the aeration plume expands towards the top. These results show 
that the air from each diffuser does not rise perpendicularly instead it is pushed towards 
the wall which hints at the possible recirculating flow pattern. These findings are 
important because these patterns will eventually impact the mass transfer between the 
phases and will be decisive from a mixing point of view.  
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Figure 3.9 (a) Velocity contour plot (blue arrow shows the direction of flow) and (b) gas 
hold up (volume fraction of the gas phase) contour plot at 3.45m depth in the reactor 
 
 
Figure 3.10 Contour plots of gas hold up at horizontal cross-sections at different depths in 
the reactor (1m is near the top and 6m is near the bottom) 
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In order to further investigate the flow patterns in the reactor, velocity streamlines are 
plotted in Figure 3.11. It shows that the flow is not streamlined, instead it is a swirling 
flow throughout the reactor. The swirling flow originates mainly due to the aeration and 
the reactor’s circular design. It is similar to the flow through a pipe elbow where the 
flow becomes swirling due to the pipe’s bend. It is useful information for understanding 
the mixing in the reactor. 
 
 
Figure 3.11 Illustration of the velocity streamlines in the reactor 
In order to further investigate the flow patterns, the velocity vectors are plotted in a 
vertical cross-section of the reactor at different locations. The locations for these plots 
are shown in Figure 3.12 and Figure 3.13 shows the vector plots at these locations. It 
should be noted that in each vertical cross-section plot left side is the inner wall and 
right side is the outer wall denoted by ‘i’ & ‘o’ respectively. In the aerated region 
velocity vectors are plotted at three different locations i.e. at the beginning, middle and 
end. Furthermore, locations are plotted for each of the inlets, the outlet and the non-
aerated regions. It can be observed that throughout the reactor a recirculating/swirling 
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flow prevails which is also visible in Figure 3.11 (swirling flow). In the beginning of 
the aerated region a major recirculating flow can be seen but the magnitude of arrows 
suggests that the intensity of the recirculation is small. However, in the middle of the 
aerated region the magnitude of recirculation increases and two recirculation zones with 
unequal sizes are developed. At the end of the aerated region these two recirculation 
zones become almost equal in size. At the outlet region (moving downstream from the 
aerated region), these recirculation zones merge into one big recirculation zone again. 
This recirculation zone then prevails in the inlet and non-aerated regions.  
 
Figure 3.12 Plot locations for the vertical cross-sections in the reactor 
The vertical plots in Figure 3.13 can be used to explain the gas holdup distributions 
along the depth in Figure 3.10, which shows that the gas holdup is squeezed 
(concentrated red region) at depths of 6m and 5m. This is because of the formation of 
the plume at the bottom which can be observed in the vertical plot of the middle section 
of the aerated region in Figure 3.13. However, this plume expands towards the top and 
this explains the wide distribution of the gas holdup in Figure 3.10 at 1m and 2m. The 
flow is recirculating (rising towards the top & falling back towards the bottom) but the 
gas phase leaves the top surface and does not completely recirculate back to the bottom. 
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Figure 3.13 Velocity vector plots in the vertical cross-section at different locations in the 
reactor (plot locations shown in the Figure 3.12) 
The impact of the recirculation zones on the vertical distribution of gas holdup is shown 
in Figure 3.14. The vertical plot for the beginning of the aeration zone shows that the 
gas plume does not completely reach the top. This is because the bulk flow is pushing 
the gas plume in the direction of the bulk flow. For better understanding, these graphs 
can be looked at in combination with Figure 3.10, where the plot at 6m depth shows gas 
hold up near the bottom. Here in the beginning of the aerated region, the gas holdup 
pattern suggests that it is pushed in the direction of the bulk flow. This explains the 
resulting gas holdup in the Figure 3.14 for the beginning of the aeration region. 
Therefore, it is always important to bear in mind that these graphs are a result of 3 
dimensional (3D) modelling and should not be conceived only as a result of 1D gas 
dispersion when interpreting them. Similarly, the remainder of the gas holdup plots are 
also the result of 3D gas dispersion and show that bulk flow combined with aeration 
has a major impact on the prevailing mixing patterns.  
58 
 
 
Figure 3.14 Gas holdup in the vertical cross-section at different locations in the reactor 
(plot locations shown in Figure 3.12) 
3.3.2.1. Scenario analysis 
Dynamic conditions are encountered in a WWTP and, therefore, it should be evaluated 
how different combinations of aeration and liquid flow rates impact the mixing patterns 
shown in the previous section. Therefore, 8 more different scenarios have been 
modelled combining different liquid and air flowrates (Figure 3.15). The flowrates for 
these scenarios are provided in Table 3.3.  
 
Figure 3.15 Scenario analysis layout 
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Table 3.3 Flow rates for different scenarios 
Scenario Liquid Flow (m3/h) Gas flow (Nm3/h) 
LG (Base case) 1867 2000 
1.5LG 2800 2000 
2LG 3734 2000 
L2G 1867 4000 
1.5L2G 2800 4000 
2L2G 3734 4000 
L3G 1867 6000 
1.5L3G 2800 6000 
2L3G 3734 6000 
3.3.2.2. Impact of the different scenarios on the flow patterns 
All scenarios are simulated and investigated and serve as the basis to choose relevant 
scenarios to be investigated in combination with the biokinetic model (see chapter 4). 
Figure 3.16 shows the velocity vector plots in the middle of aerated region for all the 
scenarios (see Figure 3.12 for the plot location). It can be seen that the change in either 
aeration or bulk flowrate leads to significant different flow patterns. For the base case 
(LG) two unequal sized recirculation zones were observed, i.e. one minor and one major 
recirculation zone. When the aeration rate is increased from G to 2G (keeping the liquid 
flow unchanged), the size of the minor recirculation zone reduces. Further increase in 
aeration rate leads to the vanishing of the minor zone (L3G). However, at a higher liquid 
flow rate, change in aeration rate does not bring about the same results. It can be seen 
that moving from 1.5LG to 1.5L2G reduces the recirculation zone but further increase 
in aeration to 1.5L3G makes the recirculation zone even more pronounced. Similarly, 
case 2LG exhibits two recirculation zones (one minor & one major). Increase in aeration 
to 2L2G enlarges the recirculation but further increase to 2L3G leads to the vanishing 
60 
 
of the recirculation zone. Similarly, these plots can be analysed by keeping the gas flow 
rate constant e.g. moving from LG to 1.5LG and then to 2LG. Firstly, it shows the 
enlargement of the minor recirculation zone (1.5LG) and then further increase in liquid 
flow rate causes the significant reduction of the minor zone. Therefore, it is hard to 
predict the outcome solely based on the flowrates, as different combinations of 
flowrates result in distinct mixing patterns with no clear logic.  
Another way of looking at these graphs is to look only at LG, 1.5L2G and 2L3G cases. 
These cases show a simultaneous increase in both liquid and aeration rate which is 
normally expected at a WWTP i.e. a higher inflow triggers a control action increasing 
the aeration flow rate. It can be seen that moving from LG to 1.5L2G, the minor 
recirculation zone reduces in size. Further increase to 2L3G almost completely leads to 
the vanishing of the minor recirculation zone, leaving just one major recirculation zone. 
This shows an important trend in mixing patterns when both liquid and gas flowrates 
are increased simultaneously. Moreover, it brings our attention towards the fact that the 
mixing patterns change with the change in flow conditions and hence can impact the 
process performance.  
 
Figure 3.16 Vector plots in the vertical cross-section in the middle of the aerated region 
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3.3.2.3. Impact of different scenarios on gas holdup distribution 
The impact of varying flowrates on the gas holdup is provided in Figure 3.17. It can be 
observed that variation in aeration and liquid flowrates results in different gas 
dispersion. Figure 3.16 & Figure 3.17 should be investigated simultaneously to 
understand the gas dispersion. It is observed that gas dispersion is not only dependent 
on the aeration rate but also on the bulk flow. It was observed earlier as well (in section 
3.3.2) that the bulk flow has a significant impact on the gas dispersion. This impact is 
visible in both low and high gas flowrates. In the LG case, the gas plume is near the 
inner wall, however, a change in bulk flow to 1.5LG pushes the gas plume away from 
the inner wall. Further increase in bulk flow to 2LG does not let the gas plume reach 
the top. In the L3G case the plume is near the inner wall and with increase in liquid 
flowrate to 1.5L3G the plume is pushed away from the inner wall. However, further 
increase in bulk liquid flowrate to 2L3G pushes the plume back towards the inner wall. 
Moreover, the LG, 1.5L2G and 2L3G cases show the impact of simultaneous increase 
in liquid and aeration rates on the gas holdup distributions. It can be observed that with 
the simultaneous increase in liquid and aeration rate, the gas holdup distribution 
changes indicating that changes in operational condition results in significantly 
different mixing conditions.  
It is important to note that there are regions with strongly reduced gas holdup (dark blue 
regions) in the LG, L3G & 2LG cases. This indicates the bad mixing zones originating 
from the mixing patterns observed earlier in Figure 3.16. The aerated regions are 
commonly considered to be well mixed whereas the findings here show that the areas 
commonly assumed to be well mixed also exhibit regions of insufficient mixing. These 
findings will impact the mass transfer between the phases and hence the dissolved 
oxygen concentrations as well as the related aerobic biochemical reactions. 
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Figure 3.17 Gas holdup plots in the vertical cross-section in the middle of the aerated 
region 
3.4. Conclusions 
A hydrodynamic model with the detailed modelling of the aeration system of a full-
scale wastewater treatment plant is presented in this chapter. The model takes into 
account all the important operational aspects of the reactor such as aeration packages, 
propellers and recycle pumps. The model demonstrates the ability of CFD modelling to 
model the complex local mixing phenomena.  
The model includes the modelling of gas dispersion and prevailing mixing patterns due 
to aeration and turbulence. It is observed that not only aeration but also liquid flow rate 
impacts the gas dispersion. The results show that there are regions of insufficient mixing 
even in the aerated regions. These regions can have a significant impact on the mass 
transfer between the phases. Consequently, mass transfer between the phases will 
impact dissolved oxygen concentrations. As biological activity in the reactor is mainly 
driven by oxygen availability or unavailability, therefore, it can be stated that the 
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regions with insufficient mixing will impact the biological activity and thus the process 
performance.  
Finally, a detailed scenario analysis is performed. It is observed that changes in flow 
rate conditions leads to significant changes in mixing patterns. Therefore, it is hard to 
predict a single mixing pattern for all the process conditions. The process performance 
will also be different with the change in mixing conditions as the gas dispersion varies 
with the flow conditions. In order to confirm the hypothesis, a biokinetic model is 
integrated with a CFD hydrodynamic model in the Chapter 4.  
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PART II 
Hydrodynamic - biokinetic integration 
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Chapter 4 
Hydrodynamic-biokinetic model integration applied to 
a full-scale WWTP 
This chapter extends the model of chapter 3 by integrating a biokinetic model into the 
CFD model of the WWTP of Eindhoven (The Netherlands).  
4.1. Introduction 
Wastewater treatment plant (WWTP) modelling, and activated sludge modelling in 
particular, has been increasingly applied in the last couple of decades. Activated sludge 
models (ASM) have proven to be a useful tool for process evaluation, design and 
optimization (Fenu et al., 2010; Hauduc et al., 2013). However, most current modelling 
efforts use the traditionally introduced tanks-in-series (TIS) modelling approach that 
can only model the flow in one direction (i.e. the direction of bulk flow) and, hence, 
ignore the detailed spatial variations in substrate and electron acceptor concentrations 
in the other two directions. In contrast, CFD is a method which can model the flow in 
all three dimensions (as demonstrated in Chapter 3) and can take into account most of 
the spatial variations stemming from either geometrical configuration or operational 
dynamics. Currently, this modelling framework is mainly used for troubleshooting and 
basic hydraulic design. However, when integrated with biokinetic models, it becomes 
a powerful tool to gain insight into the impact of local mixing conditions in the reactor 
on the overall process performance and thus to be used for developing the next 
generation of flow sheet models (Laurent et al., 2014). 
The potential of CFD to improve biokinetic model predictions has already been shown 
in a few earlier studies. The application potential of combined CFD and ASM models 
in both pilot and full scale systems was evaluated by Glover et al. (2006), concluding 
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that it can provide a more accurate description of system oxygenation capacity. Le 
Moullec et al. (2010a) performed detailed CFD modelling of a lab scale channel 
bioreactor showing better results than the conventional systemic approach (i.e. tanks in 
series - TIS). Detailed aeration modelling has been performed in terms of oxygen mass 
transfer at full scale to show the impact of different operational conditions on mixing 
by Fayolle et al. (2007). However, it is important to note that none of the previous 
efforts considered complete ASM-CFD integration at full scale along with detailed 
modelling of the aeration system, but were either limited to lab-scale or to only aeration 
modelling without complete ASM integration. 
The ASM models are based on the Monod equation (Monod, 1942), which has been 
extensively used for modelling biological processes in wastewater treatment. In 
Monod’s equation, microbial growth (and thus substrate consumption) largely depends 
on the local substrate and electron acceptor concentrations (dissolved oxygen, 
ammonium, etc.) and these dependencies are described by half saturation indices or K-
values (Arnaldos et al., 2015; Henze et al., 1987). To compensate for the inaccuracies 
introduced by using TIS models (e.g. misrepresentation of dead or recirculation zones), 
often these K-values are calibrated, especially in those cases where low contaminant 
concentrations prevail given their sensitivity in those conditions (Arnaldos et al., 2015). 
However, one should be careful that this calibration does not result in a mere fitting 
exercise, which would be the case if mixing inhomogeneity would be at the basis of this 
need for calibration. In this case, difficulties will arise when considering different 
operational conditions and recalibration would usually be needed when for instance 
moving from dry to wet weather conditions. These difficulties could be overcome 
through the detailed analysis and better modelling of the impact of mixing conditions 
on the state variables.  
There are several ASM models available for different objectives. These objectives 
include prediction of carbon and nitrogen removal (ASM1) and phosphorous removal 
(ASM2). These models are then extended to include various pathways to correctly 
model the important steps in biological conversions. In this chapter, first, the ASM1 
model is used to predict carbon and nitrogen removal and subsequently a model 
(modified ASMG1) to predict nitrous oxide production is introduced.  
The main objective of this chapter is therefore (1) to provide evidence that incomplete 
mixing leads to local heterogeneities in species concentrations and (2) to demonstrate 
the applicability of integrated CFD-ASM models for process analysis and evaluation 
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for full scale systems (i.e. knowledge buildup). In order to achieve these principal 
objectives, the CFD model is integrated with an ASM model to describe the impact of 
local mixing conditions on biological process performance. The complete model is then 
used to analyze the consequences at the process level of changing influent and aeration 
flowrates. In addition, the concept of concentration distribution plots (CDP) is 
introduced in order to quantify the heterogeneity of species concentrations. In addition, 
to demonstrate the added value of the CFD-ASM models over conventional methods, a 
simple TIS model is developed and the impact of K-values on concentrations and 
process rates is briefly discussed. Finally, the usefulness of employing this integrated 
CFD-ASM approach in terms of determining sensor location, control system design and 
process evaluation is briefly addressed. 
The integration of biokinetic models into the CFD is divided into two parts. First, the 
integration of a model to predict carbon and nitrogen is provided with detailed 
description of methods and evaluation of the results. Second, a model to predict the 
nitrous oxide production is integrated and important findings are presented.    
4.2. CFD-ASM1 integration 
4.2.1. Materials & methods 
The integration of the biokinetic models with the CFD hydrodynamic model is applied 
to the biological reactor of the WWTP facility of Eindhoven as presented in chapter 3 
and the details of the reactor configuration are provided there (section 3.2) and not 
repeated here.  
Given the objective to predict aerobic carbon and nitrogen removal, the hydrodynamic 
model is extended with a biokinetic model, i.e. the well-established Activated Sludge 
Model No. 1 (ASM1 (Henze et al., 2000, 1987). The Gujer matrix for the ASM1 is 
provided in the Appendix A 1. This integration is performed by adding 13 user defined 
scalars (UDS) representing each of the 13 components in the ASM1 model (Table 2.1). 
Fluent solves 13 transport additional equations for these UDS. Each transport equation 
for a scalar ∅ can generally be written as  
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𝜕𝛼𝑙𝜌𝑙∅𝑙
𝑘
𝜕𝑡
+ ∇. (𝛼𝑙𝜌𝑙 ?⃗⃗?𝑙∅𝑙
𝑘 − 𝛼𝑙Γ𝑙
𝑘∇∅𝑙
𝑘) = 𝑆𝑙
𝑘    𝑘 = 1, … , 𝑁 
4.1 
where 𝛼𝑙, 𝜌𝑙 and ?⃗⃗?𝑙 are the volume fraction, density and relative velocity of the liquid 
phase, respectively. Γ and 𝑆 are the diffusion coefficient and the source term for scalar 
∅. 𝑘 is the corresponding scalar and N is the total number of scalars (in this case 13). 
The first term in the equation is the unsteady term, which in this case is zero as only 
steady-state simulations are performed. The source terms are introduced by means of 
user defined functions (UDFs) based on the mass balance equations for each of the 
ASM1 components. The recommended standard values for all the stoichiometric and 
kinetic parameters are used (Henze et al., 1987). Note that this might not be correct as 
these values were determined by using TIS-based models. However, it is the best 
assumption at this point. The results and discussion in this chapter are limited to only 
dissolved oxygen and ammonium for improved clarity in conveying the message and 
reasoning. 
In addition to all the standard processes of ASM1, an extra term for the oxygen mass 
balance is included describing the mass transfer from the gas to the liquid phase. The 
local oxygen mass transfer is modelled as 
𝐽 = 𝑘𝐿𝑎 (𝐶𝑆 − 𝐶𝑂) 
4.2 
where J is the local mass flux, kL the mass transfer coefficient, a the interfacial area, CS 
the saturation concentration of oxygen in water and CO is the local concentration of 
oxygen in the water. kL is calculated using the classical penetration theory (Higbie, 
1935) based on the diffusion coefficient of oxygen in water:  
𝑘𝐿 = 2√
𝐷𝐿𝑉𝑟
𝜋𝑑𝑏
 
4.3 
where DL is the diffusion coefficient of oxygen in water at 20 oC, db is the bubble 
diameter and Vr is the relative velocity between the phases.  
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The interfacial area a is based on bubble size and local volume fractions (equation 4.4) 
(Fayolle et al., 2007). 
𝑎 =
1
𝑑𝑏
𝛼𝑔
1 − 𝛼𝑔
 
4.4 
Here αg  is the local gas hold up (volume fraction of gas phase in each cell).  
The coalescence and breakage phenomenon of the bubbles is not considered and thus a 
constant bubble size is assumed; an assumption that can and should probably be relaxed 
in the future. The membrane aerators are designed to provide a bubble size of about 
3mm and this value is used to calculate the interfacial area and the mass transfer 
coefficient.  
For species transport it is important to provide a good estimate of turbulent diffusivity. 
In the current study it is calculated based on a Schmidt number of 0.7 which is a safe 
assumption for such systems and have been used previously by Le Moullec et al., 
(2010).   
Given the importance of density in reactive flows (Samstag and Wicklein, 2014; 
Samstag et al., 2012), bulk density is defined as a function of local suspended solids 
concentration (De Clercq, 2003) (equation 4.5). 
𝜌𝑏 =  
𝜌𝑙
1 − Φ𝑠 (1 −
𝜌𝑙
𝜌𝑠
)
 
4.5 
where Φ𝑠 is the local mass fraction of suspended solids, 𝜌b the bulk density and 𝜌𝑙  & 𝜌𝑠 
the liquid and solids density, respectively. Solids density has been reported to range 
between 1250 and 1450 kg/m3 (Lyn et al., 1992; Stamou et al., 2000). In this study, 
1450 kg/m3 was used to consider the maximum impact of solids. In this study, water 
viscosity is used because in highly turbulent flows (high Reynolds number) the impact 
of change in molecular viscosity is expected to be negligible (Wilcox, 1998). However, 
the impact of sludge viscosity is subject to more investigations, though debate on the 
correct measuring method and modelling is still ongoing (Ratkovich et al., 2013).    
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The simulations for biokinetic equations are performed on top of the “frozen” 
converged steady state hydrodynamic solution (at selected liquid and gas flowrates) to 
maintain a reasonable convergence time. Computational requirements to achieve 
convergence increased significantly from a 3-4 hours to 8-10 hours after including all 
the biokinetic equations for the steady-state solution using 8 parallel processors. It is 
important to mention that convergence time for the next simulation is significantly 
reduced to 4-6 hours when the solution is initialized from a previous converged steady 
state solution. It is recommended to initialize the solution with non-zero soluble 
substrate (SS), oxygen (SO) and ammonium (SNH) concentrations. It will thus not lead 
to negative values in the beginning of the solution and hence smooth convergence can 
be achieved. The influent flowrate and composition is collected from the available plant 
historical data to use as inlet boundary condition and is provided in the form of ASM1 
components in Table 4.1. Not all the data was available and the missing values which 
included XI, SI, XND, XS and XP. were borrowed from the Eindhoven WWTP model 
developed by Amerlinck (2015).   
Table 4.1 Overview of the biokinetic boundary conditions 
 ASM1 components Values (mg/L) 
1 SI 42.70 
2 SS 41.00 
3 XI 1955.85 
4 XS 37.78 
5 XB,H 500.00 
6 XB,A 98.90 
7 XP 0 
8 SO 0.10 
9 SNO 15.20 
10 SNH 4.00 
11 SND 0.44 
12 XND 40.63 
13 SALK 30.00 
4.2.1.1. Simulation setup 
Several simulations using the CFD-ASM model were carried out to investigate the 
impact of different realistic combinations of liquid and air flowrates on the local 
distribution of substrates and thus process performance. The combination of two 
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influent liquid flowrates and two air flowrates have been simulated to produce a total 
of 4 scenarios. The low inflow rate was selected to be Eindhoven’s WWTP average dry 
weather flow (1,876 m3/h referred to as scenario “L”), while the high inflow rate was 
double that (scenario “2L”). Similarly, the low gas flowrate was chosen to be the 
process base case (2,000 Nm3/h referred to “G”) and the high gas flowrate was three 
times that (“3G”) representing the aeration rate at high peak load conditions. These 
scenarios were selected based on investigation of long term flow dynamics in the plant.  
As traditional half-saturation indices in ASM models merge several processes 
(Arnaldos et al., 2015), and given the fact that the advection portion of this is explicitly 
modelled in CFD, it can be expected that K-values used in a combined ASM-CFD 
model would need to be lower. This is further investigated in the Chapter 8. To 
demonstrate this impact at this stage, the half saturation index of dissolved oxygen for 
autotrophic growth (KO,A) is reduced by 15% to study its impact on local concentrations 
and process rates. The expression for the autotrophic growth rate (Henze et al., 1987) 
is given by: 
𝐴𝑢𝑡𝑜𝑡𝑟𝑜𝑝ℎ𝑖𝑐 𝑔𝑟𝑜𝑤𝑡ℎ 𝑟𝑎𝑡𝑒 = 𝜇𝐴 (
𝑆𝑁𝐻
𝐾𝑁𝐻 + 𝑆𝑁𝐻
) (
𝑆𝑂
𝐾𝑂,𝐴 + 𝑆𝑂
) 𝑋𝐵𝐴 
4.6 
where 𝜇𝐴 is the maximum specific growth rate for autotrophic biomass, SNH the 
concentration of ammonium, SO the concentration of dissolved oxygen, XBA the 
concentration of autotrophic biomass, KNH the half saturation index of ammonium and 
KO,A the half saturation index of dissolved oxygen for autotrophic biomass.  
4.2.1.2. Tanks-in-series modelling 
A simple tanks-in-series (TIS) model (using ASM1 model) was developed in order to 
draw a comparison between TIS and CFD modelling. The reactor was divided into six 
tanks based on the reactor configuration and is shown in Figure 4.1a. Each of the tanks 
is named with reference to the reactor configuration. In Figure 4.1, Tin is the section 
receiving the inlet flow, Tan1 is the anoxic section before the winter package, TW is the 
winter aeration package section, Tan2 is the anoxic section between summer and winter 
aeration packages, TS is the summer aeration package and Tout is the section having the 
outlet & recycle pumps. Steady state simulations were then performed in the modelling 
and simulation platform WEST (“MIKE Powered by DHI,” 2016) with the default K-
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values and same influent composition and flowrates as the CFD simulations. The 
respective plant layout in WEST is shown in Figure 4.1b. Moreover, the volume of each 
tank is also provided in Table 4.2. 
 
Figure 4.1 (a) The reactor division for the TIS modelling and (b) the plant layout in WEST 
Table 4.2 The volumes of each tank shown in Figure 4.1 
Tank Volume (m3) 
Tin 1821 
Tan1 3402.5 
TW 862.6 
Tan2 3594.3 
TS 2060.7 
Tout 17252.4 
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4.2.2. Results & discussion 
4.2.2.1. Comparison between the CFD and velocity measurements 
The use of the sludge density correlation (equation 4.5) resulted in different predictions 
of velocities as compared to the use of standard water density. The comparison between 
the CFD velocities and measured velocities is provided in Figure 4.2. It can be observed 
that the trend of velocities is similar to the water density based velocities (Figure 3.8), 
however, the difference between the CFD and measured velocities has been reduced by 
almost 10-15%. Therefore, the density correlation partially corrects the deviations from 
the measured data set. It can be observed for the location B1, the CFD velocities are 
similar to the measured velocities near the top and higher near the bottom. It can be due 
to the fact that the potential sedimentation impact is high near the bottom. More accurate 
predictions can be achieved by modelling the solids transport and taking into account 
possible sedimentation impacts. Bulk density should therefore always be included when 
simulating activated sludge systems. 
The results from the integrated CFD-biokinetic model are provided and discussed 
below. The concentration distributions stem from the CFD hydrodynamic model;  
where necessary hydrodynamic results are provided as well for the sake of better 
understanding.  
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Figure 4.2 Comparison between the CFD (sludge density based) and measured velocities at 
the location B1 & B2 (A: Near the inner wall, B: In the middle and C: Near the outer wall) 
(Average measurement error is ±0.0315 m/s) 
4.2.2.2. Local concentrations in the reactor 
Results of the local concentrations of dissolved oxygen and ammonium from the ASM-
CFD model are given for the base case (L-G) in Figure 4.3 for the horizontal cross 
section (at the middle of reactor’s depth i.e. 3.45m deep). It must be noted that these 
concentration patterns are very similar to the gas holdup patterns observed in Figure 
3.10. The dissolved oxygen and ammonium concentrations vary between 0.2-1.96 mg/L 
and 0.4-2.2 mg/L, respectively. These results clearly show the non–uniformity in both 
the dissolved oxygen and ammonium concentrations throughout the biological reactor. 
This non-uniformity also occurs in the part of the reactor corresponding to the aeration 
system, where uniform mixing and substrate concentrations are typically assumed. It 
must be noted that the concentration variations are not only in the direction of flow but 
also in the directions lateral to the bulk flow (i.e. along the width of the reactor). It 
eventually leads to differences between concentrations near the walls and in the bulk 
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flow. The outlet of the reactor is located near a wall and this heterogeneity would 
ultimately cause significant differences in ammonium and dissolved oxygen 
concentrations between the reactor outlet and the bulk flow. In terms of dissolved 
oxygen, a sensor used as input for the DO controller can lead to significantly different 
controller behaviour depending on its location (exactly at the outlet or in the bulk flow). 
Figure 4.3 shows the actual sensor location at the bioreactor near the wall next to outlet.  
 
Figure 4.3 (a) Dissolved oxygen and (b) ammonium concentrations at 3.45m depth in the 
bioreactor for the L-G case 
Figure 4.5 shows, for a vertical cross section of the reactor in the middle of the aeration 
zone (Figure 3.12), the impact of the flow patterns (Figure 4.4) on the local 
concentrations of dissolved oxygen and ammonium for the base case (L-G). These 
regions are traditionally considered to be well-mixed, whereas Figure 4.5 clearly shows 
the heterogeneity of dissolved oxygen and ammonium concentrations. The variations 
in dissolved oxygen concentration originate from the fact that aeration is causing a 
specific flow pattern, which creates significant recirculation. The latter creates a region 
within its core (dead zone) that becomes isolated from the bulk flow and thus leads to 
local mass transfer limitations (from the gas to liquid phase). This is causing a non-
uniform distribution of the dissolved oxygen concentration and consequently it results 
in local variations in ammonium concentration since it is subject to an aerobic 
conversion process. Similarly, these variations impact other process variables, such as 
nitrate and organic carbon concentrations, as well. 
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Figure 4.4 Velocity vector plot at a vertical cross section in the middle of the aerated region 
(plot location indicated in the Figure 3.12) for the L-G case 
 
 
 
Figure 4.5 Dissolved oxygen (a) and ammonium (b) concentrations at a vertical cross-
section in the middle of aerated region (plot location indicated in Figure 3.12 for the L-G 
case 
Equation 4.6 shows the dependence of the autotrophic growth rate on dissolved oxygen 
and ammonia concentrations. In this equation the concentrations SNH and SO represent 
the concentration to which the microorganisms are exposed to, i.e. the local 
concentrations. As such, obviously, the varying local concentration impact the process 
rate locally. Figure 4.6 shows the impact of concentrations shown in Figure 4.5 on local 
autotrophic growth rate in the same vertical slice of the reactor in the aerated zone. As 
can be seen, there are major areas with significantly reduced dissolved oxygen 
concentrations (Figure 4.5a) leading to anoxic conditions and hence limiting aerobic 
growth of autotrophic biomass. Therefore, it is evident that local mixing is limiting the 
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process rate locally due to mass transfer limitations. However, as these details are 
typically ignored in the TIS model, reduced/enhanced process rates need to be achieved 
by altering either half saturation indices or maximum specific growth rates in order to 
match the experimental data.  
 
Figure 4.6 Autotrophic growth rate at a vertical cross-section in the aerated region (plot 
location indicated in Figure 3.12) for L-G case 
4.2.2.3. Average concentrations in the reactor 
Figure 4.7 shows the averaged substrate concentrations. These averages provide the 
information about the performance of different sections of the reactor. Here, ammonium 
and dissolved oxygen concentrations have been averaged for every section of the 
reactor and also the corresponding complete range bars (minimum and maximum 
values) are shown. Before evaluating these plots, the physical significance of these 
sections must be understood. Sections T1 & T2 are the first two sections sharing the 
inlet and T3 to T7 are the sections downstream from the inlet. Sections T8 to T11 are 
the aerated sections and T12 is the section having the outlet & recycle streams. As 
expected, the average dissolved oxygen concentration decreases from 0.65 mg/L in 
section T1 to 0.1 mg/L in section T8 (start of aerated region). Thereafter, thanks to 
aeration, the concentration increases to 0.76 mg/L in section T12. However, the trend 
in ammonium concentrations is quite different. The only source of ammonium is at the 
inlet (i.e. ammonium load coming into the system) and as a result there is an increase 
in its concentration from 1.3 mg/L in section T1 to 2.0 mg/L in section T2. Thereafter, 
the average ammonium concentration decreases almost linearly to 0.9 mg/L up to 
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section T12. The range bars in the plots provide an indication about the magnitude of 
the variation in a section. The larger range bars indicate higher variations and vice versa. 
Figure 4.7 shows that these range bars differ in size moving from one section to the 
next. For example, the range bar of dissolved oxygen concentration in section T10 is 
the largest (0.1 to 1.4 mg/L) and smallest for section T7 (0 to 0.5 mg/L). Hence, the 
heterogeneity in dissolved oxygen concentrations in section T7 is substantially lower 
than in section T10. It can be concluded that different sections of the reactor have 
different levels of heterogeneity which is currently not reflected in the modelling of 
such systems. 
 
Figure 4.7 Averaged ammonium & dissolved oxygen concentrations in the different 
sections of the reactor 
4.2.2.4. Results of the scenario analysis 
Figure 4.8 and Figure 4.9 show the impact of different liquid and gas flowrates, 
respectively on the dissolved oxygen and ammonium concentrations, in a vertical cross 
section (same location as in Figure 4.5) of the aerated region. The impact of flow 
patterns observed in Figure 3.16 are also visible here. As can be seen, the doubling of 
liquid flowrate while keeping a constant air flowrate of 2,000 Nm3/h does not cause 
improved mixing conditions. Nevertheless, significant changes are visible in terms of 
ammonium elimination originating from the limited availability of air at the doubled 
influent flowrate. Triplicating the gas flowrate brings about significant increases in the 
dissolved oxygen concentrations (with consequent decreases in ammonium 
concentrations). Additionally, at this high gas flowrate, the interaction in terms of 
mixing between the air and liquid flows becomes evident. At higher liquid flowrates, 
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an increased mixing non-uniformity prevails which would not be easy to predict without 
the application of CFD. These results are important to understand what will happen at 
the process level with dynamic influent flows, and the impact of varying gas flowrates 
in response to these dynamics. This information would be difficult to attain without the 
use of an integrated hydrodynamic-biokinetic model like the one developed in the 
present study. The dynamics of mixing with varying liquid and air flowrates is currently 
completely ignored in conventional tanks-in-series modelling. 
 
Figure 4.8 Dissolved oxygen concentrations in the middle cross section (plot location 
indicated in Figure 3.12 of the aerated region at different air and liquid flowrates (sensor 
locations shown here are virtual locations for discussion) 
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Figure 4.9 Ammonium concentrations in the middle cross section (plot location indicated in 
Figure 3.12) of the aerated region at different air and liquid flowrates 
4.2.2.5. Concentration distribution plots 
In order to quantify the heterogeneity of species, the concept of concentration 
distribution plots (CDP) is proposed. These are volume based cumulative frequency 
distributions for a species. Figure 4.10 illustrates how the CDP is calculated from the 
CFD model. The CFD-biokinetic model provides local concentrations for each cell of 
the grid (mesh). In a certain section of the reactor with volume ‘V1’, for each cell ‘i’, 
the local concentrations ‘Ci’ and the corresponding size ‘Vi’ of the cell is calculated 
(available from the CFD-biokinetic model). Therefore, the total volume of the cells 
having a concentration ‘Ci’ equals ∑Vi and the corresponding volumetric fraction 
Σ𝑉𝑖
𝑉1⁄ . Similarly, such volumetric fractions can be calculated based on concentration 
ranges such as ‘Ci to Ci+∆C’ and ‘Ci+∆C to Ci+2∆C’ instead of absolute 
concentrations. Finally, with the knowledge of minimum and maximum concentrations 
and by choosing a small step change (∆C) (bin size), the CDP can be plotted for each 
species in any user-selected volume ‘V1’. Hence, for each volumetric region selected 
by the user, a CDP can be constructed and this for every species computed by the 
integrated CFD-ASM model. 
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Figure 4.10 Illustration of volume based frequency distribution calculation 
The CDPs for the DO concentrations in two different sections of the reactor and under 
different conditions are shown in Figure 4.11. A step change (bin size) of 0.1 mg/L is 
used for all these plots. Figure 4.11a shows the CDP for DO in the aerated and non-
aerated sections of the reactor. It should be noted that the curves are merely extrapolated 
by joining the points which correspond to mid-points of each bin. For example, the first 
point in Figure 4.11a (for non-aerated CDP) represents the step change 0 - 0.1mg/L, 
thus it is plotted at 0.05mg/L and its y-axis value reads 0.37 (volume fraction). Hence, 
it can be said that 37% of the non-aerated region has a concentration between 0 and 0.1 
mg/L. Figure 4.11(a) shows that in the non-aerated section the DO concentration ranges 
between 0 to 0.6 mg/L. However, the aerated section has a dissolved oxygen 
concentration range between 0 to 1.4 mg/L and does not exceed 1.4 mg/L. The CDPs 
clearly show more heterogeneity in the aerated section as compared to the non-aerated 
ones, which was already visually observed, but is now being quantified. This 
quantification is needed in chapter 6 to derive the compartmental model from the 
integrated CFD-biokinetic model solution. 
Figure 4.11b shows CDPs for dissolved oxygen in the aerated section for the two other 
flow scenarios (i.e. L-G & 2L-3G). The variation in dissolved oxygen distributions due 
to changes in operational conditions is evident. For the 2L-3G scenario, the CDP is 
widely spread and thus the use of a completely mixed assumption will not be a good 
estimate of the entire tank behaviour under such conditions. Indeed, several reactions 
depend on local concentrations and the average of the distribution will potentially mask 
reactions that do take place or underestimate process rates of reactions that do occur. 
Depending on the final objective of the modelling study this loss of detail could be 
acceptable or, on the contrary, could bring about incomplete and/or incorrect process 
conclusions or lead to significant calibration efforts to make up for these flaws.    
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Figure 4.11 (a) Dissolved oxygen CDPs in different sections of the bioreactor for the L-G 
case and (b) comparison of dissolved oxygen CDPs in the aerated section for the L-G and 
2L-3G scenarios 
In order to investigate the actual impact of heterogeneous concentrations on the process 
rates, Figure 4.12 shows distributions of the autotrophic growth process rate. A step 
change (bin size) of 0.005 (x10-4 kg/m3.s) is used for these distributions. It can be seen 
that the distribution of autotrophic growth rate is more non-uniform for the aerated 
section as compared to the non-aerated section. For the aerated section, the growth rate 
CDP spreads between 0.018 to 0.07 (x10-4 kg/m3.s), whereas, in the non-aerated section 
it is between 0 to 0.02 (x10-4 kg/m3.s). Similar observations are made for the different 
scenarios in Figure 4.12b. The CDPs in the case of 2L-3G show that growth rate 
distribution is more non-uniform as compared to the L-G case. These findings are 
similar to the findings in Figure 4.11 with respect to non-uniformity among the different 
sections of the reactor as well as among the different operational conditions.  
 
Figure 4.12 (a) Autotrophic growth rate distributions in different sections of the bioreactor 
for the L-G case and (b) comparison of autotrophic growth rate distributions in the aerated 
section for the L-G and 2L-3G scenarios 
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4.2.2.6. Comparison between the TIS and the CFD-biokinetic model 
In order to compare the CFD results with those of the conventional TIS modelling, the 
CFD concentrations are averaged (similarly as in section 4.2.2.3) over different 
volumetric sections of the reactor as shown in Figure 4.1. The comparison between the 
TIS and CFD is performed for two cases i.e. L-G and 2L-3G because these two cases 
are closest to reality. Higher liquid flowrate likely gives higher loads and thus increased 
oxygen demand resulting in higher air flowrates. The dissolved oxygen and ammonium 
concentrations for both the modelling approaches under the two different operational 
conditions is shown in Figure 4.13. It must be noted that the TIS model assumes 
complete mixing in each of these sections. In contrast, the CFD average values are 
based on the local concentrations taking into account the mixing limitations and, hence, 
can be considered as the better representation of the average behaviour of the tanks. 
Notice that these average values are similar to the values plotted in the Figure 4.7 but 
with different number of sections. Moreover, the maximum and minimum bars are not 
shown here to not overwhelm the graph. For better understanding, the results for both 
the cases are discussed separately.  
 
Figure 4.13 (a) Comparison between the TIS and CFD modelling for dissolved oxygen and 
(b) ammonium concentrations 
In the L-G case, it can be seen that the TIS model predicted lower DO concentrations 
(except for the aerated tank TS) as compared to the CFD model. This is due to the fact 
that the TIS model assumes complete mixing in each tank and thus overestimated the 
oxygen consumption resulting in lower DO concentrations. However, the CFD model 
took into account the mixing limitations resulting into higher DO concentrations. This 
can be explained by the fact that the dissolved oxygen concentrations are a result of two 
phenomena: 1) oxygen mass transfer from the gas phase and 2) oxygen uptake by the 
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substrate. Both phenomena are affected by mixing limitations. In the non-aerated 
regions there is no oxygen mass transfer occurring from the gas phase and hence mixing 
limitation is only hampering the oxygen uptake. This leads to higher average DO 
concentrations in the CFD model compared to the TIS model in the non-aerated regions. 
However, in the aerated regions, the mixing limitations impact both phenomena such 
that the dead zones cause less oxygen mass transfer and also cause less consumption of 
the substrates. Therefore, the difference between the CFD average DO concentrations 
and the DO values predicted by the TIS model reduces in the aerated region (TS).  
The trend in DO concentrations (from one tank to the next) is similar in both the models 
until the aerated tank (TS). Further downstream in the outlet region (Tout), the DO 
concentrations decrease to 0.25mg/L for the TIS model but increase to 0.75 mg/L in the 
CFD model. This can be understood by considering the underlying flow patterns and 
mixing limitations inside the reactor shown in the Figure 3.10 and Figure 4.3. Figure 
3.10 showed that the gas holdup is pushed in the direction of bulk flow and hence a 
high DO concentration is observed in the outlet region (Figure 4.3). This results in a 
higher average DO concentration in Tout in the CFD model (Figure 4.13). However, the 
TIS model is unable to take into account the impact of local hydrodynamics and thus 
predicts a low DO concentration. Similarly, the ammonium concentrations are lower 
for the TIS model due to the assumption of complete mixing and not taking mixing 
limitations into account. In short, the TIS model overrates the ammonium removal and 
may need to adapt the process rate through calibration to match experimental 
measurements. 
In the 2L-3G case, the difference between the TIS and the CFD average values is even 
larger than in the L-G case. The TIS model ignores the impact of operational conditions 
on the detailed hydrodynamics (only dilution rate will be affected) but the CDP 
distributions (Figure 4.11b) for the 2L-3G case displayed a wider distribution of the DO 
concentrations compared to the L-G case and, hence, an even greater degree of 
heterogeneity. Therefore, it confirms the obvious that larger heterogeneity leads to 
larger deviation from the complete mixing assumption. Again the TIS model predicted 
lower DO concentrations compared to the CFD model except for the aerated region. In 
the aerated region (TS), again it is a result of two phenomena (mass transfer from gas 
phase and uptake by the substrate) affected by the mixing limitations. However, the 
impact of the mass transfer limitation from gas to liquid phase in this case is larger 
resulting in lower DO concentrations compared to the TIS. Moreover, it can be noticed 
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that in the CFD model the DO concentration in the outlet and inlet regions is quite high 
as compared to the other regions due to the bulk flow impact on the gas dispersion. 
These results show that the heterogeneities observed in the CFD-biokinetics model are 
not correctly captured by the TIS model leading to wrong conclusions. For example, in 
the L-G case the TIS model predicted 0.37 mg/L of DO in the aerated region, however, 
Figure 4.11 showed that the DO concentration in the aerated region ranges between 0 
to 1.4 mg/L. Similarly, for the 2L3G case the TIS model predicted 1.5mg/L in the 
aerated region but Figure 4.11b showed that DO concentration ranges between 0 to 2.1 
mg/L. The TIS model values are also not a good representative of the average tank 
behaviour as seen in Figure 4.13 and therefore, would lead to a calibration of the half 
saturation indices merely to fit the measurements.   
In addition to the comparison between the concentrations, the autotrophic growth rates 
are calculated for both the models under different operational conditions (L-G & 2L-
3G). The results are shown in the Table 4.3. It should be noted that the process rates for 
the CFD model are volume weighted average process rates calculated from the local 
concentrations. The process rates predicted by the TIS model are less than the CFD 
based process rates which is in correspondence with the oxygen concentrations. Figure 
4.12 showed that the growth rate is not uniform and has a distribution similar to the 
concentration distributions. For example, in the aerated tank (TS) the TIS predicted the 
process rate to be 0.013 (x10-4 kg/m3.s), whereas Figure 4.12a showed that it varies 
between 0.018 and 0.07 (x10-4 kg/m3.s). The difference between the TIS and the volume 
averaged process rates can help in providing an insight about how much calibration will 
be needed for the TIS model. It can also provide a basis to devise a protocol for 
calibration procedures taking spatial variations and flow dynamics into consideration.  
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Table 4.3 Autotrophic growth rate (x10-4 kg/m3.s) for the CFD model and the TIS model 
under different operational conditions 
Cases L-G 2L-3G 
Tanks TIS CFD TIS CFD 
Tin 0.0076 0.0320 0.0193 0.0732 
Tan1 0.0033 0.0277 0.0148 0.0907 
TW 0.0023 0.0189 0.0136 0.0688 
Tan2 0.0008 0.0120 0.0084 0.0530 
TS 0.0130 0.0256 0.0163 0.0583 
Tout 0.0100 0.0275 0.0148 0.0625 
4.2.2.7.  Sensor measurement/reading and calibration 
The comparison between the TIS and CFD models displayed the imminent need for 
calibration for the TIS model to correct for the errors induced due to the assumption of 
complete mixing.  
In the TIS modelling techniques, the KO,A (half saturation index of oxygen for aerobic 
growth of autotrophs) values are calibrated based on a measured dataset, collected at a 
specific (easily accessible) location in the reactor. The model should be able to take the 
sensor location into account for a robust calibration effort. The TIS model can take into 
account the location of sensor to a certain extent but is unable to distinguish between 
lateral locations of the sensors. However, Figure 4.5 showed that the measured dataset 
would be highly dependent on the sensor location (due to spatial variations across the 
cross section). Therefore, resulting calibrated KO,A values would potentially be different 
for different physical sensor locations in the bioreactor. 
Moreover, the hydrodynamic results showed changes in flow patterns with the change 
in operational conditions (Figure 3.16) and their impact on the concentrations (Figure 
4.8 & Figure 4.9). This can potentially impact the sensor measurements and hence the 
control and calibration. It can be investigated by assuming a fixed sensor location to be 
close to the inner wall (Figure 4.8) in the aerated section. For the L-G case, the measured 
DO concentration would be 0.22 mg/L (Figure 4.8), whereas, the TIS model predicts 
0.4 mg/L for the aerated tank (TS) (Figure 4.13). Therefore, for the L-G case, measured 
DO is lower than DO predicted by the TIS model. However, for the same sensor 
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location in the 2L-3G case, measured DO (1.82 mg/L) is higher than the DO (1.5 mg/L) 
predicted by the TIS model (Figure 4.13). Therefore, in order to calibrate the TIS model, 
for the L-G case, the KO,A value will have to be reduced whereas for 2L-3G case it needs 
to be increased to fit dynamically measured data (meaning that no single calibrated K-
value can be found). Similarly, calibration of other half saturation indices will also 
depend on local mixing conditions.  
In addition, Figure 4.11b provides the information about the sensor 
measurement/placement with respect to the CDPs under the different operational 
conditions. As the CDPs were drawn for a range of concentrations (step change) 
therefore it is important to indicate the step change where the measured value belongs. 
The sensor measurement for the L-G case is 0.22 mg/L, thus it corresponds to the 0.2-
0.3 range. Hence, it can be said that the measured value represents at maximum 23% of 
the aerated region. Similarly, the sensor measurement for the 2L-3G case at maximum 
represents only 4% of the aerated region. Therefore, relatively the sensor measurements 
for the L-G case would be more reliable (in terms of representative of tank behaviour) 
as compared to the 2L-3G case. This information can certainly be useful while deciding 
the sensor location, accounting for this in control actions and for potential calibration 
efforts. The impact of the sensor location and the need of recalibration while 
extrapolating model results to different operational conditions such as from dry to wet 
weather conditions are often ignored. This clearly illustrates what this leads to and 
shows why dynamic calibration with a fixed mixing model will not work, i.e. never 
result in a single parameter set describing the system under both dry and wet weather 
conditions. 
4.2.2.8. Impact of half saturation index on the concentrations 
One major reason behind the calibration of k-values is the inability of TIS based ASM 
models to account for local hydrodynamics. Thus it is quite probable that these 
limitations are lumped into the k-values and hence the default k-values being used are 
potentially overestimated since they were derived in a TIS context. However, as is 
shown, the CFD takes local mixing limitations into account thus true k-values would 
be lower than the currently employed default values. Therefore, Figure 4.14 shows the 
impact of reducing the half-saturation index of dissolved oxygen (KO,A) for autotrophic 
organisms by 15% on both the local dissolved oxygen concentration and autotrophic 
growth rate. This can be regarded as a reduction in “resistance” that a molecule senses 
when moving from the bulk to the cell internal (Arnaldos et al., 2015). The reduction 
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in KO,A value increases the growth rate (Figure 4.14b) and thus in turn increases the 
dissolved oxygen uptake resulting in lower dissolved oxygen concentrations. These 
results are useful to see how the reduced KO,A values locally impact the process rate and 
concentrations. In order to correctly capture these values, local concentrations of 
different species should be measured. This was, however, beyond the scope of this 
work. 
 
 
Figure 4.14 (a) Concentration of dissolved oxygen and (b) Autotrophic growth rate in the 
middle cross-section in aerated region (plot location indicated in the Figure 3.12 for L-G 
case 
4.3. CFD-ASMGI integration 
Nitrous oxide (N2O) emissions are considered the most potent greenhouse gas 
emissions due to their high global warming potential which is 298 times greater than 
the carbon dioxide (IPCC, 2014). The N2O emissions from wastewater treatment plants 
are also a growing concern and hence research has grown accordingly. However, the 
N2O emission data collected from WWTPs show a huge variation in the N2O emission 
factor (the fraction of influent nitrogen load emitted as N2O), ranging between 0.01% 
and 1.8%, and in some cases even higher than 10% (Ahn et al., 2010a, 2010b; Foley et 
al., 2010; Kampschreur et al., 2009; Wang et al., 2011). A high degree of temporal 
variability in N2O emission has also been observed within a WWTP (Ahn et al., 2010a; 
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Guo et al., 2013; Ye et al., 2014). The observed variability is in clear contrast with the 
fixed emission factors currently applied to estimating N2O emissions from wastewater 
treatment (IPCC, 2014). A major problem with the use of fixed emission factors is that 
the link between emissions and process configurations and operating characteristics is 
not considered. The estimates do not account for the variable process conditions in 
different plants and thus do not encourage mitigation efforts (Ni et al., 2013; Ye et al., 
2014).  
Moreover, N2O mathematical models (Guo and Vanrolleghem, 2014; Hiatt and Grady, 
2008; Mampaey et al., 2013) show that the dissolved oxygen concentration (DO) plays 
a key role in quantifying N2O production and, hence, emissions. Therefore, it is 
important to predict dissolved oxygen concentrations accurately to evaluate its impact 
on nitrous oxide production within a WWTP. However, as discussed earlier (chapter 2), 
current models (i.e. TIS based models) do not take spatial variations into account and 
thus resulting nitrous oxide predictions are based on the assumption of complete 
mixing. As illustrated in section 4.2.2, DO concentrations vary locally depending on 
the mixing conditions and, therefore, it is important to take spatial heterogeneities into 
account for an accurate prediction of nitrous oxide emissions. In this section, the CFD-
biokinetic model presented in section 4.2 is extended by including equations needed to 
predict nitrous oxide concentrations.  
4.3.1. Materials and methods 
In order to model nitrous oxide production, the ASM1 needs to be extended with nitrous 
oxide models from the literature, i.e. including heterotrophic denitrification (Hiatt and 
Grady, 2008), AOB denitrification (Mampaey et al., 2013) and DO Haldane kinetics 
(Guo and Vanrolleghem, 2014). The combination of these models is referred to as the 
modified ASMG1 model. It comprises of 18 state variables and 15 processes. In this 
model, autotrophic biomass is subdivided into AOB (ammonium oxidizing bacteria) 
and NOB (nitrate oxidizing bacteria). Nitrates are subdivided into nitrate (𝑁𝑂3
−), nitrite 
(𝑁𝑂2
−), nitric oxide (𝑁𝑂), nitrous oxide (𝑁2𝑂) and dinitrogen (𝑁2). The additional 
processes and variables lead to a tremendous increase in stoichiometric and kinetic 
parameters totalling 62. The detailed matrix for all the processes and default values for 
the kinetic parameters is provided by Guo and Vanrolleghem (2014).    
Similar to the ASM1 integration (section 4.2), all state variables of the modified 
ASMG1 model are introduced as user defined scalars in the CFD hydrodynamic model. 
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This results in the solution of 18 additional equations. Default values for all kinetic and 
stoichiometric parameters are used. The same influent composition is used as for 
ASM1. However, nitrates are subdivided equally into NO3, NO2 and NO fractions (as 
these are not measured and not known). It is assumed that no nitrous oxide or dinitrogen 
is present in the influent. The autotrophic biomass is subdivided equally into AOB and 
NOB. Furthermore, the biokinetic modelling is performed on top of the converged 
hydrodynamic model. The biokinetic modelling in this case took 10-12 hours using 8 
parallel processors. Four flow scenarios (L-G, 2L-G, L-3G & 2L-3G) similar to the 
CFD-ASM1 are simulated as well.  
4.3.2. Results and discussion 
The concentrations of nitrous oxide along with the DO concentrations at a horizontal 
cross section of the reactor at half depth (3.45m) are shown in Figure 4.15. It can be 
observed that the nitrous oxide concentrations vary along the length and width of the 
reactor. Higher nitrous oxide concentrations are observed where DO concentration is 
low and vice versa. The nitrous oxide concentrations in the middle of the reactor are 
higher compared to near the walls and a higher gradient exists where DO concentration 
is low. These details can be useful in determining the impact of local conditions on the 
production of nitrous oxide.  
 
Figure 4.15 (a) The dissolved oxygen and (b) nitrous oxide concentrations at a horizontal 
cross section at half depth of the reactor 
Nitrous oxide and DO concentrations at a vertical cross section in the reactor (at middle 
of the aerated region, Figure 3.14) are shown in Figure 4.16. The variations in nitrous 
oxide concentrations originating from variations in dissolved oxygen concentrations 
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can be observed. The flow patterns (dead zone and recirculating flow) impact the DO 
concentrations and thus the local nitrous oxide concentrations.  
 
Figure 4.16 (a) The dissolved oxygen and (b) nitrous oxide concentrations at a vertical cross 
section in the middle of aerated region pf the reactor 
Figure 4.15 and Figure 4.16 provide the local variation in the concentrations but in order 
to get an overall view of the reactor behaviour, concentrations are averaged over 
different sections in Figure 4.17 (similar to Figure 4.7). The minimum and maximum 
range bars are shown as well. There is a gradual increase in the N2O concentrations 
from inlet (T1) to section T8 followed by a sudden decease in sections T9 and T10. This 
can be explained by the fact that the formation of the N2O during heterotrophic 
denitrification results from reduction of nitric oxide under anoxic conditions using 
organic substrate as an electron donor. If the organic substrate is in abundance, N2O 
under anoxic conditions is reduced into dinitrogen. However, there is a potential for 
accumulation of N2O under limiting substrate conditions. Furthermore, in the aerated 
region there is a decrease in the N2O concentration for the first part but then there is an 
increase towards the end part of the aerated region. These findings are similar to the 
findings by Guo and Vanrolleghem (2014) who performed N2O off-gas measurements 
at the Eindhoven WWTP facility.  
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Figure 4.17 Average nitrous oxide concentration in different sections of the reactor for the 
L-G case 
The results from the scenario analysis are provided in Figure 4.18. It shows N2O 
concentrations at the vertical cross section in the middle of the aerated region of the 
reactor (plot location shown in Figure 3.14). It can be seen that with the change in 
operational conditions, flow patterns change and hence the nitrous oxide concentration 
as well. It can again be observed that nitrous oxide concentrations are higher where 
there is a low DO concentration (see Figure 4.8 for the DO).   
 
Figure 4.18 Nitrous oxide concentrations in the middle cross section (plot location indicated 
in Figure 3.12) of the aerated region at different air and liquid flowrates 
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4.4. General discussion 
The impact of these findings on the way systems are currently modelled could be 
significant depending on the final objective of the modelling study. In general, this 
study has shown that detailed process design, evaluation and optimization will have to 
consider the effect of local mixing patterns and their effect on process performance. For 
instance, aerator design and placement for optimal process performance would benefit 
from a CFD-ASM model similar to the one developed in this study; conventional 
process engineering does not address the heterogeneities in the dissolved oxygen and 
contaminant concentrations caused by different aerator configurations and operational 
regimes. This potentially leads to suboptimal reactor design. It is therefore 
recommended to use such models in the design phase instead of using them for 
troubleshooting after construction. 
Similarly, knowledge of local substrate conditions is required in order to make 
appropriate decisions in terms of sensor location for both process monitoring and 
control. Aerated zones are commonly perceived as homogeneously mixed; sensor 
location is thus normally decided upon depending on maintenance and operation 
convenience. Even though this should still be considered when deciding sensor location, 
it has been clearly shown that different locations along the width and depth of the 
reactor will bring about significantly different concentration measurements. Therefore, 
and depending on how conservative the monitoring and control strategy needs to be, 
the information shown will be necessary to carry out appropriate sensor placement 
decisions or account for the impact of location decision on controller performance by 
accounting for this in the control algorithm. A detailed account of sensor location 
impact on a controller performance is provided in Chapter 7.  
Additionally, the results presented have far-reaching consequences in terms of process 
evaluation. For instance, phosphorus removal has been widely documented in systems 
with no anaerobic sections, such as aerobic membrane bioreactors (Rosenberger et al., 
2002; Verrecht et al., 2010). The modelling results presented here provide evidence that 
this could be most probably due to the existence of anaerobic zones in the reactor, even 
in places supposedly aerated and well mixed. Another example where heterogeneous 
mixing could be of importance is in simultaneous nitrification-denitrification (SND) 
processes (and the nitrogen conversion processes taking place at low dissolved oxygen 
concentrations leading to N2O production). Even though SND has been largely 
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attributed to diffusion limitation in flocs (Münch et al., 1996), from the results presented 
here, it is evident that non-uniform mixing will definitely also play a significant (and 
maybe even a leading) role.  
In general, the previous discussion underlines the fact that an integrated CFD-ASM 
model approach provides extremely useful and detailed information about system 
behaviour which can be adopted in process understanding, improved design, 
optimisation and process evaluation. It is therefore recommended to use this 
information to revise certain conclusions taken with models that ignore mixing 
heterogeneity or start using models that better describe the reactor’s mixing behaviour 
by means of e.g. compartmental models which are based on this increased 
understanding and will be derived for the present full-scale case in Chapter 6. 
4.5. Conclusions 
In the present study integrated hydrodynamic-biokinetic models (ASM1 and ASMG1) 
have been developed to describe the aerated compartment of a full-scale wastewater 
treatment plant. The model incorporates the detailed oxygen mass transfer using 
constant bubble size and local gas holdup. The model also takes into account local 
density variations as a function of local suspended solids concentrations. It was found 
that density has a significant impact (10-15% improvement in velocity predictions) on 
the hydrodynamics of the bioreactor. Furthermore: 
- Regions of bad mixing resulting in non-uniform substrate (e.g. ammonium) and 
electron acceptor (e.g. dissolved oxygen) concentrations were shown to exist in 
areas commonly assumed to be aerated and well-mixed. 
- The effects of changing influent and air flowrates on the substrate and electron 
acceptor distributions have been investigated. It was observed that a single tanks-
in-series mixing model would not suffice for dynamic operational conditions and 
there would be a potential need for recalibration of e.g. half-saturation indices 
for TIS-based biokinetic models when moving from dry to wet weather 
conditions. 
- The impact of sensor location on the corresponding measurements was evaluated 
and quantified; it was observed that the reliability of sensor measurement 
changed with the variation in the operational conditions.  
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- The CFD-ASMG1 modelling depicted the spatial variation in N2O production 
due to variations in the local DO concentrations and also showed the impact of 
change in operational conditions leading to variations in N2O production.  
Therefore, the presented findings can have far-reaching consequences in the terms of 
optimal sensor location, control system design and process evaluation. 
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Chapter 5 
Hydrodynamic-biokinetic model integration applied to 
an oxidation ditch WWTP 
This chapter describes the CFD-biokinetic modelling of a full scale oxidation ditch 
located in La Bisbal d’Empordà (Spain). 
5.1. Introduction 
The oxidation ditch process is a widely used wastewater treatment technology. An 
oxidation ditch is a kind of artificial closed-loop channel, in which the wastewater is 
driven by the impellers of mechanical aerators. The impellers are intended to keep the 
wastewater mixed with activated sludge and introduce dissolved oxygen for the 
biological treatment. However, with the presence of the channel bend, the flow patterns 
in an oxidation ditch are complex and the distribution of the velocity is inhomogeneous 
(Yang et al., 2010). Thus, areas with a low velocity may exist and cause the activated 
sludge to settle in these regions, which will deteriorate the performance of the oxidation 
ditch process. The aerators are operating at the surface and there is a possibility of low 
dissolved oxygen regions (especially near the bottom of the tank) not only due to 
hydrodynamics but also due to operational limitations of the surface aerators. As a 
result, it is very important to understand the flow patterns and hydrodynamic 
characteristics and their impact on the system performance in terms of substrate 
concentrations in the operation and optimisation of oxidation ditches. 
Current WWTP models, following the TIS approach, are unable to model these 
operational limitations and hence are unable to estimate their impact on the system 
performance (as discussed in chapter 2). In contrast, Computational fluid dynamics 
(CFD) is a tool which can be useful to investigate the complex flow in such bioreactors 
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(Glover et al., 2006). Previously, few CFD studies of oxidation ditches have been 
performed. Littleton et al. (2007) applied a three-dimensional fluid dynamic model for 
a rotor disc test tank and a full-scale oxidation ditch to investigate fluid flow features 
using momentum source calculated from the measured flow velocity in the oxidation 
ditch. Luo et al. (2005) used a 3D standard k - ε turbulence model and the moving mesh 
approach to simulate the motion of the brush aerators and their interaction with the fluid 
in a small-scale ditch. Fan et al. (2010) simulated the 3D solid–liquid two-phase flow 
field in a laboratory-scale oxidation ditch aerated with surface aerators using the 
multiple rotating reference frame approach (MRF) and the standard k-ε turbulence 
model. Yang et al. (2010) predicted the flow field in a full-scale carrousel oxidation 
ditch with the 3D standard k-ε turbulence model and a modified moving mesh approach. 
Jiang et al. (2010) proposed a momentum source term approach, only based on 
dimensions and the rotational velocity of aerators, to calculate the flow field in a full 
scale carrousel oxidation ditch. Even though these previous studies provide an account 
for the application of CFD modelling in oxidation ditches, still it will take some time 
for CFD to be used as a mainstream modelling tool.  
All these previous studies have been stressing upon the need of detailed hydrodynamic 
modelling. However, biokinetic modelling along with the detailed CFD modelling has 
not been performed until now. Therefore, in the current study CFD-biokinetic 
modelling is performed on a full scale oxidation ditch WWTP to extend on the current 
state of the art in the open literature. As explained earlier in chapter 4, a two-step 
procedure is followed. First, the hydrodynamic modelling is performed and then on top 
of it a biokinetic model is integrated. The objective is to successfully model the local 
hydrodynamics and evaluate its impact on the biological process performance of the 
reactor under different operational conditions.  
5.2. Material and methods 
5.2.1. Configuration of the La Bisbal d’Empordà WWTP 
The WWTP in La Bisbal d’Empordà (Spain) is used as a case study. The WWTP treats 
wastewater from the villages of La Bisbal d’Empordà, Corçà, Cruïlles, Monells, Sant 
Sadurní d’Heura, Forallac (Vulpellac) and Casavells. It has an average influent flow 
rate of 3,225 m3/day. The WWTP consists of primary and secondary treatment steps 
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and a plant overview is given in Figure 5.1. The primary treatment consists of a coarse 
screen, a fine screen, a grit chamber-oil trap, a homogenisation tank with prolonged 
aeration and a sieve. The secondary treatment includes a biological reactor, an MBR 
(membrane bioreactor) and a secondary settler.   
This plant is considered a hybrid or dual configuration plant, due to the use of a 
biological treatment with MBR technology and a secondary settler. In the secondary 
treatment, the biological reactor (carrousel type) pumps the water flow to the membrane 
tank. When the influent is more than 3225 m3/day, the exceeding flow (bypassing the 
biological reactor) is treated with the secondary settler which can treat 3000 m3/d.  
 
Figure 5.1 La Bisbal d'Empordà WWTP overview 
 
In the present study, only the biological reactor of the WWTP is modelled. The reactor 
under study is a carrousel type oxidation ditch installed with surface aerators (rotors). 
The layout of the reactor is shown in Figure 5.2. It is 70m long, 14m wide and 4m deep. 
It has three inlet streams, i.e. one for the influent and two for the recycle streams from 
the MBR and secondary settler, respectively. It has an outgoing stream going to the 
MBR. There is a wall in the middle along the length of the reactor and two curved walls 
on either ends of the reactor to direct the flow in the carrousel. It must be noted that the 
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direction of the flow is clockwise as indicated in Figure 5.2 with the help of arrows. 
There are four submerged surface aerators (R1, R2, R3 & R4) installed in the reactor 
and their locations are shown in Figure 5.2. The aerators are brush type aerators which 
are each 6m long with a diameter of 1.2m. The surface aerators are the source of oxygen 
and also provide mechanical energy to maintain the sludge flow and avoid potential 
sludge settling. Therefore, the function of the surface aerators is very important for the 
performance of the bioreactor. However, operating all the aerators at all times results in 
high operational costs. Currently, only two aerators are used during the day (when 
electricity cost is high) and all four are only used at night (when electricity cost is low). 
This strategy reduces the operational costs, but the performance of the bioreactor is 
somehow compromised. Hence it is important to evaluate the performance of the reactor 
under both conditions.  
 
Figure 5.2 Configuration of the oxidation ditch bioreactor (La Bisbal, Spain) 
101 
 
5.2.2. Measurements 
Flow measurements were performed for the validation of the hydrodynamic model of 
the reactor. It must be noted that all the measurements were performed during day time, 
thus when only two rotors were in operation. These measurements were performed 
using a simple flow measuring device (MC20, PCE inst., USA). Velocities were 
measured at a location 2 meters downstream of the rotor R2 (indicated in Figure 5.3). 
This location is chosen due to the ease of access. The measurements were performed at 
7 points across the width and at 3 points along the depth (i.e. at the surface, 1m deep 
and 2m deep) of the reactor, totalling 21 measurement points. Each measurement was 
performed for 2-3 minutes and was repeated 3 times. The average standard deviation in 
the measurements was ± 0.01m/s. The results of these measurements are provided in 
section 5.3.1. 
Dissolved oxygen measurements were also performed using a DO probe (497ADO, 
Emerson, USA) at two different locations i.e. 2m downstream from R2 (same as 
velocity measurements) and R4 (Figure 5.3). These measurements were performed 
primarily to calibrate the oxygen flux coming into the reactor due to surface aerators. 
These measurements were performed at three points across the width but only at 1m 
depth due to practical limitations. Again, the measurements were time averaged and 
repeated 3 times.  
5.2.3. Simulation scenarios 
Two scenarios i.e. with two and four operational rotors are simulated. It is assumed that 
the plant is operating at average influent rate and hence the recycle from the settler is 
turned off.  
5.2.4. Computational fluid dynamic modelling 
The stepwise approach provided in chapter 2 is followed to perform the CFD modelling 
of the reactor.  
5.2.4.1. Geometry development 
In the first step a 3-dimensional geometrical model of the reactor is developed taking 
into account all the necessary details. The developed 3D model is shown in Figure 5.3. 
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The size and location of the inlets, outlets and surface aerators are based on the exact 
dimensions of the reactor and can be seen in Figure 5.3. The outlet is divided into three 
because effluent is pumped to the MBR using three separate pumps. The surface 
aerators (rotors) are named individually R1, R2, R3 and R4 for reference. Moreover, 
CW1 and CW2 are the two curved walls at either end of the reactor and shall be used 
for reference during the discussion. Similarly, the wall in the middle will also be used 
in the discussion and hence will be referred as middle wall. Additionally, the red arrows 
show the direction of flow in the reactor.  
 
Figure 5.3 The 3-dimensional geometrical model of the oxidation ditch reactor (blue 
coloured text introduces terminology to be used in the results & discussion section) 
The four surface aerators are simply modelled as long thin cylinders with a hollow core 
mimicking the shaft of the rotors. The modelling of rotors is illustrated in Figure 5.4. 
The inner diameter is the size of the shaft and the outer diameter is the size of the blades. 
The individual rotor blades are not modelled but it is assumed that the rotor acts merely 
as a source of extra momentum. Hence, the rotor is divided equally into four segments 
(across the cross-section) to implement a tangential momentum source in each segment 
of the rotor to mimic the real rotor behaviour.    
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Figure 5.4 Illustration of the rotor modelling 
5.2.4.2. Meshing 
In the next step detailed meshing of the reactor is performed. Two separate meshes are 
generated for the two operating conditions i.e. 2-rotors and 4-rotors. In the 2-rotors case, 
the rotors R2 and R4 are operating. The 4-rotor mesh consists of 0.8 million cells, 
whereas, the 2-rotor mesh consists of 0.61 million cells. The mesh is kept fine in specific 
areas (such as near the rotors and inlet and outlet boundaries) where high gradients of 
pressure and velocity are expected. The resulting meshes for both the cases can be seen 
in Figure 5.5 and Figure 5.6. The only difference between both meshes is that in the 2-
rotor mesh, two non-functioning rotors (R1 & R3) are not modelled and only their half 
immersed shaft is modelled (which acts as a wall).  
 
Figure 5.5 The 2-rotor mesh of the oxidation ditch 
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Figure 5.6 The 4-rotor mesh of the oxidation ditch 
5.2.4.3. Boundary conditions 
In the next step the boundary conditions are characterized and calculated for the system. 
As mentioned earlier, there are three inlets (i.e. influent, MBR recycle & settler recycle) 
and three outlets all going to the MBR. The top of the reactor is a free surface (i.e. not 
covered). The remainder of the surfaces are the physical bounds of the reactor.  
The flow coming through influent and the MBR recycle stream is known therefore, it 
is set with the ‘velocity inlet’ boundary condition. The settler recycle is turned off 
therefore it is set with the ‘wall’ boundary condition type. The flow going out of the 
system through effluent streams is set with the ‘outflow’ boundary condition type. The 
top surface of the reactor is set with the ‘symmetry’ boundary condition to mimic a 
physical bound but with no wall friction. However, the tops of all the rotors are set with 
the ‘wall’ boundary condition to be able to define the oxygen flux through it. This 
assumption is safe as top surface of the rotors does not impact the hydrodynamics of 
the system. The remaining boundaries are defined as ‘wall’ boundary condition type.  
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The two inlet boundary conditions for the influent and the MBR recycle stream are 
calculated based on the average flow rate data. The average influent flow rate is chosen 
to be 3225 m3/d and the MBR recycle flow rate to be 2995 m3/d.  
5.2.4.4. Flow modelling and other considerations 
In this study only steady state simulations are performed bearing in mind that the 
biokinetic model will subsequently be integrated and, hence, in that case transient 
modelling would be highly computationally intensive. The flow inside the reactor is 
multiphase due to the presence of solids (biomass) in the liquid. However, in this study 
single phase (only liquid) modelling is performed to keep the computational demands 
as low as possible. The impact of solids concentrations on the flow is taken into account 
using a similar approach used in the chapter 4 (equation 4.5) by modelling density as a 
function of total suspended solids fraction. However, the detailed modelling of solids 
is not performed here.  
Due to the presence of surface aerators, the flow inside the reactor is turbulent. 
Therefore, there is a need of a suitable turbulence model to model the flow as 
realistically as possible. In this case, the standard k-ε model is used which is a suitable 
model for high turbulent flows. It solves two extra transport equations (i.e. for turbulent 
kinetic energy and turbulent dissipation) in addition to continuity and momentum 
conservation equations (Versteeg and Malalasekera, 2007). The standard wall functions 
are used to model the near-wall regions and the second order upwind scheme is used 
for spatial discretization. The convergence criterion is set to be of the order of 10-4 for 
all the flow variables (i.e. continuity, momentum, turbulent kinetic energy and turbulent 
dissipation). The solution time for the hydrodynamic modelling of the 4-rotor case was 
approximately 4-5 hours using 4 parallel processers. However, the solution time 
reduced to 3-4 hours for the 2-rotor case (due to less number of cells in the mesh).   
5.2.5. Biokinetic modelling 
Given the objective to predict aerobic carbon and nitrogen removal, the hydrodynamic 
model is extended with a biokinetic model, i.e. the well-established Activated Sludge 
Model No. 1 (ASM1) (Henze et al., 2000, 1987). This integration is performed by 
adding 13 user defined scalars (UDS) representing each of the 13 components in the 
ASM1 model (similar to chapter 4). FLUENT solves 13 transport equations for these 
UDS. Each transport equation for a scalar ∅ can generally be written as 
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𝜕𝛼𝑙𝜌𝑙∅𝑙
𝑘
𝜕𝑡
+ ∇. (𝛼𝑙𝜌𝑙 ?⃗⃗?𝑙∅𝑙
𝑘 − 𝛼𝑙Γ𝑙
𝑘∇∅𝑙
𝑘) = 𝑆𝑙
𝑘    𝑘 = 1, … , 𝑁 
5.1 
The composition of the influent and the MBR recycle stream is taken from the plant 
data and is tabulated in Table 5.1 in ASM1 component form. However, the complete 
composition for the MBR recycle stream was unavailable. Only ammonium and nitrate 
concentrations were known and, therefore, the rest of the components are assumed 
based on the expert judgement, such that, the soluble and particulate substrates (SS and 
XS) are almost depleted and the biomass (XB,H and XB,A) grow after passing through the 
MBR.   
Table 5.1 The influent and MBR recycle stream composition 
 ASM1 components Influent (mg/L) MBR recycle (mg/L) 
1 SI 30.8 30.8 
2 SS 75.01 1 
3 XI 684.9 1000 
4 XS 119.3 40 
5 XB,H 23.8 900 
6 XB,A 10.1 95 
7 XP 0 0 
8 SO 0 0 
9 SNO 2.7 3.6 
10 SNH 18.4 4.5 
11 SND 0.4 0.4 
12 XND 4 4 
The oxygen intake due to surface aeration is modelled by defining a boundary flux of 
the oxygen scalar at the top surface of the rotors (as shown in the Figure 5.4). The flux 
of oxygen taken up by the rotors is difficult to measure therefore it is calibrated based 
on the downstream dissolved oxygen concentration measurements as mentioned in 
section 5.2.2. In order to implement the oxygen flux boundary condition, it is assumed 
that all the rotors are providing the same amount of oxygen and oxygen flux is 
uniformly distributed at the top surface of the rotors (i.e. oxygen intake is uniformly 
distributed). Therefore, instead of calibrating point to point (3 measurements) of the 
downstream oxygen with the measured DO, the average DO value is used. The results 
for this calibration are provided in Table 5.2. Initially, a “guess” of 1kg/s of oxygen 
flux was used to start comparing the simulated DO values with the measured DO values. 
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It resulted in very high DO concentrations (almost saturated) after which the flux was 
reduced gradually until the simulated DO values reached a magnitude in the order of 
the measured DO values (less than 1 mg/L). The results for different oxygen fluxes 
around the final calibrated value are presented in Table 5.2. It can be observed that the 
oxygen flux of 0.035 kg/s yields the best result with the minimum average difference 
(6.06%) between the measurements and the CFD dissolved oxygen values. Therefore, 
for all the simulations the oxygen flux of 0.035 kg/s is used as a boundary value for all 
the rotors.   
Table 5.2 The oxygen flux calibration for the rotors 
Oxygen 
Flux 
(kg/s) 
Avg. DO 
measurement 
at R2 (mg/L) 
Avg. DO 
CFD value at 
R2 (mg/L) 
Avg. DO 
measurement 
at R4 (mg/L) 
Avg. DO 
CFD value at 
R4 (mg/L) 
Percent 
Difference 
0.02 0.7 0.42 0.62 0.37 40.15 
0.025 0.7 0.54 0.62 0.45 25 
0.03 0.7 0.58 0.62 0.50 18.18 
0.035 0.7 0.67 0.62 0.57 6.06 
0.04 0.7 0.75 0.62 0.68 -8.33 
0.045 0.7 0.86 0.62 0.77 -22.48 
5.3. Results and discussion 
5.3.1. Comparison between the velocity measurements and the CFD 
In Figure 5.7 the comparison between measured velocities and the velocities predicted 
by the CFD modelling is presented. It can be seen that the velocities predicted by the 
CFD near the surface are in good agreement with the measured velocities. However, 
the velocities at 1m and 2m depths are predicted lower than the measured velocities. 
This difference could be due to the approximation method used for modelling the rotors 
and thus can be improved by more detailed modelling of the rotors. Moreover, impact 
of the solids concentration was taken into account by modelling density as a function 
of total suspended solids. However, detailed modelling of solids transport is needed to 
accurately model the potential sludge settling behaviour and hence it will improve the 
hydrodynamic predictions.  
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Figure 5.7 Comparison between the velocity measurements and the velocities predicted by 
the CFD (average standard deviation is ± 0.01m/s) 
5.3.2. Hydrodynamic results 
The hydrodynamic results for both the cases (i.e. 2-rotor and 4-rotor) are presented 
below separately.  
5.3.2.1. The 2-rotor case 
The velocity contour plots for the 2-rotor case in horizontal cross-sections at different 
depths (near the top, middle & bottom) in the reactor are shown in Figure 5.8. It must 
be noted that the flow is in clockwise direction in the carrousel. The impact of the rotors 
on the flow behaviour of the reactor is clearly visible in these plots. As expected, in 
Figure 5.8a higher velocities are observed in the vicinity of the rotors. However, regions 
of low velocity are also visible near the middle wall and in the corners of the reactor 
behind the curved walls (CW1 & CW2). This can be explained by looking at the 
velocity vector plots at these locations in Figure 5.9. The latter shows velocity vector 
plots in the horizontal cross-section near the top surface in the vicinity of the curved 
wall (CW1). It can be seen that two swirls are formed, one along the middle wall and 
one behind the curved wall in the corner. Both of these swirls are formed due to 
boundary layer detachment phenomena. These swirls are causing the low velocity 
regions observed in Figure 5.8.  
Figure 5.8b & c show that the velocity profile changes along the depth of the reactor. It 
can be observed that the regions next to the rotors which have high velocity near the 
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top (Figure 5.8a), have low velocity near the bottom of the reactor (Figure 5.8c). This 
can be explained by looking at the velocity vector plots in the vertical sidewise cross 
section of the reactor in Figure 5.10. Here, it can be observed that a swirl is formed near 
the bottom which is causing the low velocities in Figure 5.8. It is the fluid moving at a 
higher velocity near the top surface that causes a region of low pressure and, hence, 
draws the fluid at bottom upwards leading to the formation of a swirl.   
  
 
Figure 5.8 Velocity contour plot near (a) the top, (b) middle and (c) bottom of the reactor 
for the 2-rotor case 
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Figure 5.9 Velocity vector plots near the top surface of the reactor for the 2-rotor case 
 
 
Figure 5.10 Velocity vector plot in the sidewise vertical cross-section of the reactor near the 
R4 rotor (plot location is shown in Figure 5.3) 
5.3.2.2. The 4-rotor case 
Similarly, the velocity plots for the 4-rotor case at different depths are shown in Figure 
5.11. The impact of operating four rotors on the flow behaviour can be observed. The 
velocities in the reactor are higher in comparison to the 2-rotor case. However, the 
regions with low velocities can still be seen in Figure 5.11 due to the swirls being 
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formed near the middle wall and in the corners of the reactor. The velocity profile 
changing along the depth can also be observed.  
 
 
Figure 5.11 Velocity contour plot near (a) the top, (b) middle and (c) bottom of the reactor 
for the 4-rotor case 
The impact of operating two or four rotors on the average velocities at different depths 
is summarized in Figure 5.12. In this figure, the velocities at different depths shown in 
Figure 5.8 & Figure 5.11 are averaged. It shows that the average velocities for the four 
rotor case are almost twice as high compared to the two rotor case. These are important 
operational differences that are usually not taken into account while modelling such 
systems using a TIS modelling approach.  
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Figure 5.12 Comparison of average velocities at different depths for 2-rotor and 4-rotor 
cases 
 
The hydrodynamic CFD model showed the local flow variations and poor mixing 
regions in the reactor. It is observed that there are regions of low velocity in the corners 
and bends of the reactor. Due to the fact that the aerators are operating at the surface, 
low velocities are observed near the bottom of the reactor. The impact on the flow of 
operating four rotors is also observed as higher velocities exist compared to the two 
rotor strategy. However, the four rotor strategy does not entirely overcome the poor 
mixing zones, i.e. flow near the bends and in the corners. The liquid near the bottom 
still flows at a lower velocity compared to the top surface which 4-rotors strategy was 
intended to overcome. These flow variations are important to take into account while 
modelling such systems. 
5.3.3. CFD-biokinetic modelling results 
5.3.3.1. The 2-rotor case 
Dissolved oxygen (DO) concentration plots at different depths of the reactor are 
presented in Figure 5.13. It can be observed that the DO levels vary across the reactor 
between 0.05 and 1.08 mg/L. Higher DO levels are observed in the regions next to the 
rotors in Figure 5.13a. However, the DO level decreases in the regions away from the 
rotors. Figure 5.13a shows that the DO level is higher near the top surface of the reactor. 
However, Figure 5.13b & c clearly demonstrate the decrease in DO level in the middle 
and near the bottom of the reactor as expected, but now quantified.  
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Figure 5.13 Dissolved oxygen concentration plots near (a) the top, (b) middle and (c) 
bottom of the reactor for the 2-rotor case 
The ammonium concentrations at different depths are presented in Figure 5.14. The 
ammonium concentrations vary between 5.21 and 9.17 mg/L and it must be noted that 
blue colour does not really show good conversions as it is still high i.e. 5.21 mg/L.  
These variations are due to the hydrodynamics of the reactor and the local 
(un)availability of dissolved oxygen. In Figure 5.14a, it can be observed that the 
ammonium concentrations are higher (almost 9.1 mg/L) near the middle wall and lower 
in the rest of the reactor (almost 5.2 mg/L). This is because the influent flow is 
introduced from the top, near the middle wall (see Figure 5.3 for exact location of the 
influent) and then it flows in the direction of the flow. It can be observed that it is pushed 
towards the middle wall due to the bulk flow and does not flow behind the curved wall 
(CW2). However, after the bend it spreads due to the swirl behind the middle wall (see 
Figure 5.9 for the swirl formation). Similarly, in Figure 5.14b & c, the ammonium is 
higher near the middle wall before the bend and then it spreads after the bend. 
Moreover, it can be observed that ammonium after the bend spreads more uniformly 
near the bottom as compared to the top surface.  
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Figure 5.14 Ammonium concentration plots near the top (a), middle (b) and bottom (c) of 
the reactor for the 2-rotor case 
Figure 5.15 shows the DO and ammonium concentrations at a vertical sidewise cross 
section of the reactor (plot location is shown in the Figure 5.3). The empty spaces in the 
plots are due to the presence of curved walls on either sides of the reactor. As observed 
in Figure 5.13 and here in Figure 5.15a as well, the DO concentration is low behind 
both the curved walls due to the formation of swirls. The impact of the rotor is also 
clearly visible as the DO concentration is higher near the top (almost 1.08 mg/L) and 
lower near the bottom (0.05 mg/L) in the vicinity of the rotor. Figure 5.15b shows the 
ammonium concentration being higher at the bottom which can be explained by the 
presence of low DO concentration at the bottom. The ammonium concentrations behind 
the curved wall (CW2) is lower compared to bulk because ammonium does not flow 
directly behind the curved wall (as seen in Figure 5.14). These results show that there 
is a non-uniformity in the concentrations of both dissolved oxygen and ammonium. 
These variations are higher in the vicinity of the rotors. The impact of the geometrical 
configuration (corners and bends) and operational limitations of the surface aerators in 
the reactor is also visible on the concentrations.  
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Figure 5.15 (a) The dissolved oxygen and (b) ammonium concentrations at a vertical 
sidewise cross section of the reactor for the 2-rotor case (plot location is shown in Figure 
5.3) 
5.3.3.2. The 4-rotor case 
The DO and ammonium concentrations for the 4-rotor case in the horizontal cross 
section at different depths are shown in Figure 5.16 and Figure 5.17 respectively. The 
impact of operating all the rotors on the DO concentrations is visible, as the higher DO 
levels can be observed compared to the 2-rotor case in Figure 5.16. However, still there 
are areas with low DO concentrations due to the swirls near the bends. Similar to the 2-
rotor case the DO concentrations are higher near the top surface and lower near the 
bottom. Figure 5.17 shows the ammonium concentrations indicating that the 
ammonium concentration patterns are similar to the patterns observed in the 2-rotor 
case. However, the ammonium concentrations are overall lower and vary between 2.16 
and 5.9 mg/L which are still high (effluent ammonium concentration should be below 
2-3 mg/L).  
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Figure 5.16 Dissolved oxygen concentration plots near (a) the top, (b) middle and (c) 
bottom of the reactor for the 4-rotor case 
 
 
Figure 5.17 Ammonium concentration plots near (a) the top, (b) middle and (c) bottom of 
the reactor for the 4-rotor case 
Similar to Figure 5.15, the dissolved oxygen and ammonium concentrations plots are 
presented in a vertical sidewise cross section of the reactor in Figure 5.18. As observed 
earlier in Figure 5.16, the DO is higher at the surface and lower near the bottom. Due 
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to the 4-rotor operation, higher DO can be observed in the region in between the rotors 
in the Figure 5.18a. As a consequence, the ammonium at the surface is lower and higher 
near the bottom in Figure 5.18b. This points out the impact of operational limitations 
of the surface aerators due to inadequate dissolved oxygen concentrations near the 
bottom and indicates that most of the bottom section is (near) anoxic. 
 
Figure 5.18 (a) The dissolved oxygen and (b) ammonium concentrations at a vertical 
sidewise cross section of the reactor for the 4-rotor case (plot location is shown in Figure 
5.3) 
The impact of the hydrodynamic results is also visible on the biokinetic results in terms 
of oxygen and ammonium concentrations. It is observed that there are regions of low 
oxygen concentrations near the bends and corners of the reactor. The low oxygen 
concentrations are observed near the bottom which impacts the ammonium 
concentrations. The bottom regions of the oxidation ditch are near anoxic even close to 
the rotors and this will be quantified in the chapter 6.  
If the TIS modelling approach is implemented, it would not be able to consider these 
limitations. Hence, the TIS model will predict higher ammonium removal and thus 
modellers may need to calibrate the K-values to represent the reactors actual behaviour.  
5.4. Conclusions 
A detailed hydrodynamic model of an oxidation ditch is presented in this chapter. The 
poor mixing regions and operational limitation of surface aerators is observed. The 
ASM1 model is then integrated on top of the hydrodynamic model. It is observed that 
the poor mixing regions and operational limitations lead to non-uniform distribution of 
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substrates and, hence, negatively impact the system performance. Furthermore, the 
implications of using two and four rotor strategies are also presented. The 4-rotor 
strategy provides mechanical energy, which keeps the liquid moving at a higher speed. 
It also provides extra oxygen and thus results in overall better conversion of ammonium. 
However, bad mixing regions and operational limitation due to the surface aeration still 
persist in the 4-rotor strategy as well. It can be concluded that the CFD-ASM model 
provides useful information about local concentrations and enables the evaluation of 
different operational strategies in terms of biological performance of the reactor. It 
points out the need of more robust models than conventional TIS which are able to take 
into account the concentration variations stemming from the flow variations.  
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PART III 
Model reduction using CFD-biokinetic model 
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Chapter 6 
Compartmental modelling of full scale WWTPs 
This chapter describes the development of a reduced model using the CFD-ASM1 model 
results for two case studies: the Eindhoven WWTP & La bisbal d’Empordà WWTP. 
6.1. Introduction 
Current wastewater treatment (WWT) modelling practices typically use a tanks-in-
series approach (TIS), which only takes into account spatial heterogeneities of the 
system in a very limited way. The TIS approach only considers the flow and dispersion 
in one direction and thus ignores the flows in the other two dimensions. The true mixing 
behaviour is, however, more complex in nature (e.g. the presence of dead or 
recirculation zones) and will result in significant deviations of predicted process 
variables from the monitored ones. Since the TIS structure is typically kept fixed, this 
leads to the requirement of calibration of biokinetic model parameters (most often 
affinity indices) as these are the only degrees of freedom available to do so (Arnaldos 
et al., 2015). Difficulties arise when considering dynamic operational conditions and 
further recalibration is usually needed when moving from dry to wet weather 
conditions. Except for a few articles, the contribution of dynamic mixing conditions is 
usually ignored (Le Moullec et al., 2008; Potier et al., 2005). Previous studies 
emphasized the importance of bulk mixing in calibration procedures and showed the 
inability of TIS models to incorporate certain important mixing conditions (Guha et al., 
2006) and even Levenspiel (1999) alluded to this shortcoming in the introduction of his 
milestone textbook. Next to reduced predictive power of the model, due to calibration 
for the wrong reasons (phenomena are lumped), using the models for developing 
process control might lead to non-optimal controller operation and associated costs 
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given that sensor readings provided to the controller are not representative. This is 
investigated in chapter 7 in detail.  
The previous chapters have provided the evidence that computational fluid dynamics 
(CFD) is a powerful tool that can provide detailed process information at a local scale. 
Currently, it is being used mostly for troubleshooting. However, when integrated with 
biokinetic models, it provides very detailed insight into the impact of local reactor 
conditions on overall process performance. One of the major bottlenecks in using CFD 
as a main modelling tool, however, is its high computational requirement. Hence, it will 
not become mainstream in the first decades to come and there is a need for a 
methodology that combines the improved insight of CFD and the low computational 
cost of TIS. Le Moullec et al. (2011, 2010b) and Alvarado et al. (2012) have previously 
used CFD results to develop a so-called compartmental model (CM). Le Moullec and 
co-workers showed that the CM gives similar results to those of CFD models (for a lab 
scale reactor) but with lower calculation time with the advantage of remaining almost 
as simple to manipulate as the TIS approach.  
In this chapter, the integrated CFD-ASM1 model presented in Chapter 4 is used as basis 
for the development of a compartmental model for the Eindhoven WWTP and similarly 
the model presented in Chapter 5 is used for the compartmental modelling of the La 
bisbal d’Empordà WWTP. In first instance, the proposed general procedure for 
developing the CM, as it is the same for both cases, is explained before the detailed 
description of each case. In addition, a new idea of cumulative species distributions is 
introduced to quantify the degree of inhomogeneity using CFD-ASM results. These 
distributions are subsequently used as a decision support tool for deriving 
compartmental models. The impact of dynamic operational conditions on the process 
performance in terms of dissolved oxygen concentrations is also discussed. A proposal 
for a dynamic compartmental model, which can take into account a range of operational 
conditions, is provided.  
6.1.1. Cumulative species distribution 
The CFD-ASM model provides the knowledge of local concentrations. In order to 
quantify the variations observed in this vast amount of concentration data (over 1 
million data points in some cases), ‘cumulative species distributions (CSD)’ are 
introduced here. A CSD summarises the range of observed values as well as their 
frequency of occurrence for a certain species present in the bioreactor.  
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The CFD-biokinetic model provides local concentrations for each cell of the grid 
(mesh). Figure 6.1 shows how the CSD is calculated from the CFD model. In a certain 
section of the reactor with volume ‘V1’, for each cell ‘i’, the local concentrations ‘Ci’ 
and the corresponding size ‘Vi’ of the cell is retrieved from the CFD-biokinetic model. 
Therefore, the total volume of cells having a concentration in the range ‘Ci to Ci+∆C’ 
‘Ci’ would be ∑Vi and the corresponding volumetric fraction would be Σ𝑉𝑖 𝑉1⁄ . Finally, 
with the knowledge of minimum and maximum concentrations and by choosing a small 
step change (∆C), the CSD can be plotted for a user-selected volume ‘V1’. Hence, for 
each volumetric region selected by the user, a CSD can be constructed and this for every 
species computed by the integrated CFD-ASM model. The vertical axis of a CSD 
represents the cumulative fraction of the respective volume each concentration in the 
horizontal axis represents. Without going into exact numbers, the steepness/slope of a 
CSD provides an immediate indication of the degree of variability of any concentration 
in different sections. The steeper the curve, the more uniform distribution of the 
concentration and vice versa. 
 
Figure 6.1 Illustration of cumulative species distribution 
Practically, a CSD can be plotted for the whole reactor or any user selected section of 
the reactor. A single CSD for the whole reactor would provide an overview of the 
overall inhomogeneity of the reactor. Moreover, CSDs for different sections would 
enable quantifying and comparing variations occurring in different sections of the 
reactor. This is useful to determine which sections require more detailed modelling and 
which ones do not. 
6.1.2. Compartmental modelling 
A compartmental model describes the reactor as a conceptual network of spatially 
localized compartments connected through convective and exchange fluxes. The 
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convective flux mainly occurs in the direction of the bulk flow whereas exchange fluxes 
typically allow to conceptually mimic the occurrence of recirculation flows and dead 
zones in 3 dimensions as they occur in the actual reactor. In addition, the exchange 
fluxes are also used to include the turbulent characteristics of the flow and apparent 
hydrodynamics of the compartmental structure. For example, in Figure 6.2, a CM 
consists of a number of compartments Ci configured in more than one dimension and 
in which a recirculation flow Qri between compartments Ci+1 & Ci occurs, along with 
the forward (convective) flow Qi.  
 
Figure 6.2 Illustration of compartmental model 
The configuration of these compartments is typically based on the delimitation of 
homogeneous regions based on physical-chemical properties (in this case, derived from 
the CFD-ASM model). Shape, number and connectivity of these compartments can be 
determined based on various factors but will most likely be driven by the modelling 
objective.  
The compartments of a reactor have traditionally been determined based on the flow 
distributions only. In the current study, however, it is found that the local mixing 
conditions impact the concentrations and thus the local process rates. Given the fact that 
the modeller is interested in these distributions, it makes more sense to base the 
compartmentalisation on species distributions rather than only hydrodynamics 
(although these are inherently embedded too as the concentration distributions are 
governed by the hydrodynamics). As the availability of DO determines the extent of 
both nitrification and, hence, indirectly the denitrification processes, DO is adopted as 
species of which the heterogeneity was used to derive the CM. Note that for other 
purposes, the user could select another species. Likely, this will be quite similar as many 
of the species in ASM are closely linked and will lead to similar-shaped CSDs. 
Moreover, the DO occurs in the fast reactions and hence by considering this, the time 
scales for slower reactions are automatically taken into account.  
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6.1.3. General compartmental modelling procedure 
The development of a compartmental model is a laborious and iterative procedure. In 
this section, a general stepwise procedure is formulated (Figure 6.3). This procedure is 
followed in development of the compartmental models for both the case studies, 
however, improvisations are made where deemed necessary. 
 
Figure 6.3 Compartmental modelling procedure 
 
A compartmental model being the spatially localized network of several reactors can 
be developed based on the determination of the following parameters.   
1. Number and size of compartments in the longitudinal and/or lateral direction 
(longitudinal compartmentalisation) 
2. Number and size of compartments in the vertical cross-section of any of the 
longitudinal compartments (vertical compartmentalisation) 
3. Convective and exchange flux between all compartments decided on in steps 
1&2 (flux calculations) 
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These parameters are determined by means of the derived CSDs and the concentrations 
plots derived from the CFD-ASM model as described in more detail in the following 
sections (6.1.3.1-6.1.3.3).    
6.1.3.1. Longitudinal compartmentalisation 
First, the longitudinal compartmentalisation is performed which can be divided into the 
following steps. 
Step I. Configuration based compartmentalisation  
The configuration based compartmentalisation of the reactor is a postulation taking into 
account the operational significance of different regions and components of the reactor. 
The regions can be aerated/non-aerated or anoxic/aerobic/anaerobic depending on the 
system under study. The components of a reactor can be aerators, propellers, recycle 
pumps, inlets and outlets etc. At this stage it is unknown if a component plays a 
significant role in the non-uniformity of the reactor or not. Hence it is not a strict 
division of the reactor and must be amended if needed, based on the CSDs and/or 
concentration plots.  
Step II. Cumulative species distributions 
In the next step, the CSDs are plotted. Firstly, the CSD of the whole reactor is plotted 
to get an overview of the overall non-uniformity of the bioreactor. This provides a good 
measure of system heterogeneity and also serves as a reference to a worst case scenario 
(i.e. assuming one completely mixed tank). Next, the CSDs are plotted for the 
configuration based compartments of the reactor decided on in Step I. Additional CSDs 
might be plotted for different regions of the reactor to build up the knowledge of the 
system. The CSDs provide a comparison of the degree of variations between different 
zones in the reactor. Based on a threshold, the compartments with higher variations are 
then identified for further compartmentalisation. A threshold can be a measure of 
variation in concentrations or an absolute concentration. The determination of a 
threshold variation is driven by the objective of the study. Generally, the compartmental 
modelling aims at separating badly mixed regions from the rest of the regions and hence 
initially threshold can be an absolute concentration. Once regions are separated based 
on a concentration, the threshold can be a concentration range or a gradient of the CSD 
curve based on which further compartmentalisation can be done. The threshold values 
can also be different for different regions. However, it must be noted that CSDs are a 
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volumetric representation of the concentrations and do not include any spatial 
information on the occurrence of a specific concentration within a user selected volume. 
Therefore, compartmentalisation in itself cannot be performed solely based on the 
CSDs. Instead, concentration contour plots are needed to determine the exact location 
of occurrence of a certain concentration.  
Step III. Concentration based compartmentalisation  
In this step, the compartments are examined and further divisions are proposed based 
on the horizontal DO concentration profiles. The DO concentration profiles provide a 
good indication of variations and regions of bad mixing can be distinguished from the 
rest. However, at this stage it is important to examine the origin of these variations. The 
variations observed in a horizontal cross-section of a reactor can be either due to lateral 
or vertical hydrodynamics. The variations due to lateral hydrodynamics (such as due to 
bends and corners) are taken into account in the longitudinal compartmentalisation. In 
contrast, the variations due to vertical hydrodynamics (such as due to submerged 
aeration diffusers) are left for the vertical compartmentalisation. It must be noted that 
this procedure is based on the detailed knowledge of the system gained during the CFD 
hydrodynamic modelling of the system and hence certain decisions shall be taken based 
on the expert judgement of the practitioner. 
6.1.3.2. Vertical compartmentalisation 
In the next step vertical compartmentalisation is performed. The general procedure for 
vertical compartmentalisation is similar to the longitudinal compartmentalisation, with 
the exception of the first step (configuration based compartmentalisation).  
Step I. Cumulative species distributions  
First, CSDs are plotted for all longitudinal compartments decided in the previous step. 
The compartments with high variations (again based on a threshold) are identified and 
selected for further compartmentalisation. Again, additional CSDs can potentially be 
plotted to assess specific variations in different sections.  
Step II. Concentration based compartmentalisation  
The concentration plots along with hydrodynamic patterns in the vertical cross-section 
of the selected compartments are examined. Based on the observed concentration 
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patterns further compartmentalisation is proposed in the vertical cross-section. The size 
and shape of the proposed compartments is determined based on the homogeneous 
concentration profiles with a certain level of tolerance.  
6.1.3.3. Flux calculations 
The final step is to calculate the convective and exchange fluxes between the 
compartments. The convective flux is the volumetric flow rate of the liquid from one 
longitudinal compartment to the next longitudinal compartment. The exchange flux 
generally refers to a recirculating flow between any two compartments. It can be a flow 
rate between neighbouring sub-compartments within a longitudinal compartment or a 
counter current flow between two longitudinal compartments.  
The compartments are multifaceted structures and, hence, fluxes need to be calculated 
separately through each facet. The flux through a facet (the interface between two 
adjacent compartments) is calculated as a product of the liquid velocity through a facet 
and area of the facet. The CFD hydrodynamic model provides the local velocities at 
each interface between two compartments. However, these velocities are provided in 
global coordinates of the system, thus local coordinates are created at the centre of each 
interface to calculate the velocity heading into and out of a certain compartment. 
6.2. Case study of the Eindhoven WWTP 
A complete integrated hydrodynamic and biokinetic model (CFD-ASM1), presented in 
chapter 4, is used to derive a compartmental model for the outer ring (Figure 6.4) of the 
full scale wastewater treatment plant (WWTP) of Eindhoven (The Netherlands). In 
order to achieve this principal objective, firstly the relevant CFD-ASM biokinetic 
results are briefly discussed and then the compartmental model is developed following 
the procedure described in section 6.1.3.  
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Figure 6.4 The configuration of the bioreactor of Eindhoven WWTP 
 
6.2.1. CFD-biokinetic results 
Several steady state simulations were performed at varying operational conditions 
ranging between dry and wet weather conditions. However, results of only three 
scenarios i.e. the L-G case being the base case, 2L-3G being the high flow rate case and 
a case in between 1.5L- 2G, are presented here.  
Figure 6.5 shows the distribution of DO concentration at half the depth of the reactor in 
the horizontal cross-section for three scenarios i.e. L-G, 1.5L-2G and 2L-3G. These 
distributions are useful to determine the longitudinal discretization of the reactor. Given 
the fact that the aerators cover the entire bottom surface, it seems that the bubble plume 
that is created is “compressed” (Figure 6.5, left) leading to quite variable DO 
concentrations in a cross-section, especially at the start of the summer package. 
Increasing the gas flow rate seems to counteract this phenomenon (Figure 6.5, right). 
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Figure 6.5 DO concentration at the horizontal cross-section of the Eindhoven WWTP 
bioreactor for different scenarios 
Figure 6.6 presents the flow patterns and respective DO concentrations at a vertical 
cross-section in the middle of the aerated region (plot locations shown in Figure 6.4). 
Similarly, flow patterns and DO concentration distribution near the outlet and recycle 
region are shown in Figure 6.7. It can be observed that (1) dead and recirculation zones 
prevail and (2) there is a clear impact of (gas) flow conditions on the patterns 
developing. 
 
Figure 6.6 Flow pattern and DO concentration at a vertical cross-section in the middle of 
aerated region 
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Figure 6.7 Flow pattern and DO concentration at a vertical cross-section in the middle of 
outlet region 
 
6.2.2. Compartmental modelling of the Eindhoven WWTP 
First, the stepwise procedure provided in section 6.1.2 is followed to derive the 
compartmental model for the L-G case. Next, the compartmental modelling for other 
cases (1.5L-2G & 2L-3G) is discussed and at the end, a dynamic compartmental 
modelling approach is proposed.  
6.2.2.1. Longitudinal compartmentalisation for the L-G case 
Step I. Configuration based compartmentalisation of the reactor 
The reactor under study can be divided into two major regions i.e. an aerated and a non-
aerated region. There are two separate aerated regions in the reactor i.e. winter package 
and summer package (Figure 6.4). However, for the current study, the winter package 
has not been used and therefore, the aerated region only refers to the summer package 
here. In addition to these regions, the reactor consists of different operational 
components which include an inlet, an outlet, three recycle pumps, and three pairs of 
propellers. Therefore, at first, the reactor was divided into 9 longitudinal compartments 
based on the reactor configuration (including separate compartments for each 
propeller). Later, during the concentration based compartmentalization it was found that 
the propellers do not cause significant variations and, therefore, three propeller 
132 
 
compartments were merged into neighbouring compartments to reduce the 
computational requirements. Now, primarily the reactor is divided into 6 zones named 
with reference to the reactor’s configuration as Inlet (Inlet zone), PW (Pre Winter 
package zone), W (Winter package zone), PS (Pre summer package zone), S (Summer 
package zone) and Outlet (Outlet & recycle zone) (see Figure 6.4). The resulting initial 
guess for the compartmental network is shown in Figure 6.8. 
 
Figure 6.8 Configuration based longitudinal compartmentalisation 
Step II. Cumulative species distributions 
In the first instance a CSD is set up for the whole reactor for the base case, i.e. L-G 
case, (Figure 6.9) based on the dissolved oxygen concentration (with an ordinate 
resolution of 0.1 mg/L). The vertical axis represents the cumulative fraction of the 
respective volume each concentration represents. For example, this curve shows that 
almost 50% of the reactor volume has a dissolved oxygen concentration less than 0.5 
mg/L and the rest of the reactor has a concentration between 0.5 and 2.4 mg/L. Overall 
the oxygen varies between 0 and 2.4 mg/L in the reactor. Therefore, modelling such a 
system based on the assumption of one completely mixed tank would definitely result 
in erroneous predictions.  
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Figure 6.9 The CSD of dissolved oxygen for the whole reactor for the L-G case 
In order to investigate further, CSDs for the aerated region and the remaining sections 
are plotted separately in Figure 6.10. Although it provides more information regarding 
the variations as compared to Figure 6.9, it can be observed that the variations in both 
the curves is still ranging between 0 and 2.4 mg/L. Hence, it is still hard to assume 
complete mixing in these separate regions and there is a need of further zooming into 
smaller sections of the reactor.  
 
Figure 6.10 The cumulative species distribution of dissolved oxygen for the aerated and 
non-aerated sections of the reactor for the L-G case 
Furthermore, the CSDs are plotted for the compartments decided in Step I as shown in 
the Figure 6.8. The resulting CSDs are provided in Figure 6.11. Now, these curves 
clearly show a difference in variations among different compartments. It can be 
observed that the PS and PW curves vary from 0 to 0.25 mg/L and 0.1 to 0.3 mg/L 
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respectively. In contrast, the outlet and inlet curves vary from 0.4 to 2.4 mg/L and 0.4 
to 1.5 mg/L respectively. The aerated curve varies from 0 to 2.4 mg/L. The 
steepness/slope of the curves provide an immediate comparison of variability among 
these compartments. The curves for PW and PS are the steepest and hence, it can be 
said that the PW & PS regions have least variability. The aerated region has the least 
steep curve and thus highest variations in the DO concentrations. The inlet and outlet 
regions, as their slope indicates, have an intermediate variability i.e. more than PW and 
PS but less than the aerated region. It can also be confirmed from the CFD results 
(Figure 6.5) that the aerated region has the highest variation as compared to the rest of 
the reactor and the inlet and outlet regions have a higher variation compared to the other 
non-aerated regions.  
 
Figure 6.11 The cumulative species distribution of dissolved oxygen for the aerated, non-
aerated, inlet and outlet sections of the reactor for the L-G case 
It can be concluded that as the PW and PS compartments showed little variations (0 to 
0.25 mg/L), these compartments need no further compartmentalisation. However, the 
inlet, outlet and S compartments still showed significant variations and thus need further 
compartmentalisation based on the DO concentration profiles in the next step.   
Step III. Concentration based compartmentalisation of the reactor  
Further compartmentalisation of the selected compartments (S, inlet & outlet) is based 
on the horizontal DO concentration contour plots. Figure 6.12 shows the DO 
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concentration for the L-G case in a horizontal cross-section of the reactor. It clearly 
illustrates DO concentration variations along the length of the reactor.  
In the aerated region, the oxygen distribution varies along the reactor length such that 
in the beginning it is higher near the centre; in the middle it is higher near the inner wall 
and at the end it is again higher near the centre (Figure 6.5a). Therefore, considering 
these concentration patterns, the aerated region can be further split into three 
longitudinal sub-compartments namely S1, S2 & S3. It may seem that these regions can 
be compartmentalised differently as for example the S1 region can be split into two 
compartments. However, it should be recalled from the discussion in chapter 3 (section 
3.3.4) that the gas plume does not rise perpendicularly towards the top, but instead the 
bulk flow pushes the gas plume in its direction. Therefore, at this stage, the S1 
compartment is not further split longitudinally instead it will be accounted for in the 
vertical compartmentalisation. Even after dividing the aerated region into three (or even 
more), the variations across the width still persist. These variations are mainly due to 
vertical hydrodynamic behaviour caused by aeration. Hence, further longitudinal 
compartmentalisation cannot improve the non-uniformity.  
 
Figure 6.12 The DO concentration in the horizontal cross-section at 3.45m depth in the 
reactor for the L-G case 
 
The DO concentrations pattern in the outlet and inlet regions (Figure 6.12), however, 
do not show significant variations along the length but show the DO variation across 
the width. These variations stem from the major recirculation zone (shown in Figure 
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6.7) and hence it is a vertical hydrodynamic behaviour which will be addressed in the 
vertical compartmentalisation. Therefore, at this stage, the outlet and inlet regions are 
not further compartmentalized.  
The total number of compartments at the end of the longitudinal compartmentalisation 
now equals 8 and the overall intermediate compartmental network is shown in Figure 
6.13. 
 
Figure 6.13 Overall longitudinal compartmentalisation 
6.2.2.2. Vertical compartmentalisation for the L-G case 
Step I. Cumulative species distributions 
In this step, the CSDs are plotted for the longitudinal compartments (shown in Figure 
6.13) to evaluate and quantify the variations. The resulting CSDs are provided in Figure 
6.14.  
There is no difference in previously plotted inlet and outlet CSDs (Figure 6.11) as 
further compartmentalisation was not done. However, it can be observed that now three 
curves (S1, S2 & S3) are plotted for three sub-compartment of the aerated region. It can 
be seen that the S1 curve has a concentration variation between 0 and almost 2 mg/L 
whereas, S2 & S3 vary between 0.2-2 mg/L and 0.25-2.2 mg/L. Even though the overall 
concentration ranges in these curves (S1, S2 & S3) are still high, the steepness of these 
individual curves has increased compared to the single CSD for the aerated region in 
Figure 6.11. The steeper parts of a curve indicate the presence of homogeneous regions 
inside a compartment. Therefore, it can be observed that most part of the S1 curve is 
quite steep as 82% of the S1 compartment has a DO concentration less than 0.2 mg/L 
and for the remaining 18% the DO concentration varies between 0.2-1.5 mg/L. 
Similarly, the S2 curve shows that 38% of the compartment has a DO concentration 
less than 0.2 mg/L. This can be explained by looking at Figure 6.6, showing the vertical 
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cross-section of the S2 compartment, which reveals a dead zone in the aerated region 
which has less variability within its core and, hence, causes an increase in steepness of 
the respective CSD. The increase in the DO concentration is mainly happening in the 
region between the two dead zones and, hence, overall the DO concentration variation 
in this region remains high. The S1 compartment, being located in the beginning of the 
aerated region, understandably has lower DO concentrations compared to the S2 & S3 
compartments. Whereas, S3 being at the end of the aerated region has the higher DO 
concentrations compared to S1 & S2. The S2 compartment being in the middle has 
higher DO concentrations than S1 but lower than S3. This can be quantified given that 
the S1 curve shows that 90% of the region has a DO concentration below 0.5 mg/L, the 
S2 curve shows that 75% of the region has a DO concentration below 0.5 mg/L and S3 
shows that only 35% of the region has a DO concentration below 0.5 mg/L.  
From this discussion it can be concluded that further compartmentalisation is required 
for the S1, S2 & S3 compartments as the overall concentration variations are high. As 
discussed in section 6.2.2.1, the inlet and outlet also need further compartmentalisation 
due to high variations observed in their CSDs. 
 
Figure 6.14 The cumulative species distribution of dissolved oxygen for the compartments 
shown in the Figure 6.13 for the L-G case 
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Step II. Concentration based compartmentalisation 
Figure 6.15 shows the compartmentalisation process of the aerated region based on the 
hydrodynamics and the CFD-biokinetic results. The flow patterns in Figure 6.15a show 
that there are two recirculation zones i.e. one minor and one major recirculation zone 
which lead to DO variations in the cross-section. If the compartmentalisation is 
performed based only on the hydrodynamics, then this region can be divided into three 
respective compartments (C1, C2 & C3) as shown in Figure 6.15a. The minor 
recirculation is named C1, the major is named as C2 and the rest of the region is named 
as C3. These regions are not completely isolated and thus share exchange fluxes (Q13 
and Q23) between them. Q13 is the exchange flux between the C1 and C3 
compartments, similarly, Q23 is the exchange flux between C2 and C3 compartments. 
However, when the respective DO concentration plot is analysed in Figure 6.15b, it can 
be observed that the DO concentration is similar in both the recirculation zones i.e. C1 
and C2. Therefore, these compartments can actually be considered as one compartment 
C1+C2 with their combined exchange flux being Q12+Q23. This approach reduces the 
overall number of compartments and, hence, the computational demands. It must be 
noted that the combined compartment C1+C2 is based on the DO concentration 
similarities and the configurational symmetry among C1 and C2 compartments (i.e. 
both share boundaries with the C3 compartment and hence exchange flux can simply 
be combined). This approach cannot be applied to those compartments where 
configurational symmetry is absent, even if they have the same DO concentrations.  
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Figure 6.15 The compartmentalisation of the aerated region based on (a) the hydrodynamic 
and (b) the CFD-biokinetic results 
The compartmentalisation process for the outlet region is shown in Figure 6.16. It can 
be seen that there is a major recirculation zone which is responsible for the DO 
variations in the cross-section. Therefore, the region having uniform DO concentrations 
can be considered as a separate compartment C1 and the rest of the region can be 
considered as the C2 compartment. In this region the compartmentalisation based on 
hydrodynamics and CFD-biokinetic both result into the same compartmental model, i.e. 
two compartments. Similarly, the inlet region is also divided into two compartments 
which is not shown here to avoid repetition.  
Overall, applying the same process, the vertical compartmentalisation results in two 
compartments for the inlet, outlet and in each of the longitudinal compartments of the 
aerated regions (S1, S2 & S3). Therefore, the final compartmental network of the 
reactor consists of 13 compartments and is shown in Figure 6.17. The sub-
compartments in each of the longitudinal compartments are denoted by ‘a’ and ‘b’. The 
black arrow between the compartments refers to the convective flux, whereas, a red 
double arrow refers to the exchange flux between two neighbouring compartments.   
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Figure 6.16 The compartmentalisation of the outlet region of the reactor 
 
 
 
Figure 6.17 Overall compartmental network of the reactor for the L-G case 
 
Figure 6.18 shows the resulting CSD plots for the compartments shown in the Figure 
6.17. It can be observed that the variability has significantly reduced in these 
compartments. However, the S2b and S3b curves still show high variation range of 0.8 
mg/L to 2.5mg/L and 1mg/L to 2.5mg/L respectively. These variations are due to the 
presence of high air availability near the diffusers and can be further reduced by more 
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compartmentalisation. However, these regions are negligible compared to the overall 
volumes and hence it is deemed unnecessary to further compartmentalise at this stage. 
 
Figure 6.18 The cumulative species distribution of dissolved oxygen for the compartments 
shown in the Figure 6.17 
6.2.2.3. Flux calculations 
The final step is to calculate the convective and exchange flux (flow rates) between the 
compartments. For example, the flow rate from the PW to the W compartment indicated 
in Figure 6.17 is a convective flux and the flow rate between ‘Outlet a’ and the ‘Outlet 
b’ is the exchange flux. With the knowledge of exact locations of the interfaces between 
the compartments, one can compute the velocities at these interfaces from the CFD 
model. Figure 6.19 shows the shape of an actual compartment (S2a) in the aerated 
region and indicates the two types of fluxes.  
As the velocities are in global coordinates, therefore, as shown in Figure 6.19, local 
coordinates are created at the centre of each interface to calculate the velocity heading 
into and out of a certain compartment.  
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Figure 6.19 The S2a compartment in the aerated region indicating convective and exchange 
fluxes 
6.2.2.4. Compartmental model for the other cases 
Figure 6.5, Figure 6.6 & Figure 6.7 also show the flow patterns and oxygen distributions 
for the other two cases (1.5L-2G & 2L-3G). As seen in the L-G case, Figure 6.5 shows 
that the DO concentration is also non-uniform in the aerated region for these cases as 
well. Due to the change in aeration rates and thus the flow patterns, the only difference 
compared to the L-G case is the higher DO concentration near the wall. Similarly, 
Figure 6.6 & Figure 6.7 show the change in DO concentration across the vertical cross-
section due to the changes in aeration rates.  
In Figure 6.20, CSD curves are plotted for the 2L-3G case. Here as well, PS & PW are 
the steepest, however, the steepness of these curves decreased compared to the L-G 
case, thus pointing to an increased variability. Similarly, other curves for this case are 
less steep than the respective curves in the L-G case, thus indicating higher variability 
in 2L-3G case. 
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Figure 6.20 The cumulative species distribution of dissolved oxygen for the compartments 
shown in the Figure 6.13 for the 2L-3G case 
The CSD curves show increase in the DO concentrations in the case of 2L-3G due to a 
change in conditions. Given the similarity in behaviour, the number of compartments 
is kept the same but the size of the compartments is adapted to account for the changed 
flow patterns. For example, the recirculation zone in the case of 1.5L-2G is smaller than 
in the other two cases (Figure 6.6), thus the resulting compartment is also smaller in 
size. Next to the changes in compartment sizes also the respective exchange fluxes to 
and from the compartment are different. However, a same compartmental network is 
employed as it simplifies the exercise of making the CM dynamic in nature.  
6.2.2.5. Dynamic compartmental model 
The above findings lead to the fact that a single CM with compartments having fixed 
volumes and fluxes is not sufficient under dynamic conditions and will lead to wrong 
predictions (although already more accurate compared to TIS). Therefore, 
compartments that have different volumes under different conditions (e.g. sub-
compartments of the S1, S2, S3, Inlet & Outlet regions) need to be modelled as ‘variable 
volume’ tanks, where the volume is a function of the flow rate coming into the 
compartment (which equals the influent flow). In addition, the exchange fluxes need to 
be dynamic as function of the inflow rate. The development of the dynamic CM as well 
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as the comparison with the plain TIS model is currently on-going and outside the scope 
of this work.  
Development of such a complex dynamic CM enables the model to operate under 
dynamic conditions within the flow rate ranges mentioned earlier (L-G & 2L-3G). It 
takes into account mixing limitations as well as resulting DO concentration 
distributions. Subsequently, the calibration efforts are reduced (by taking into account 
mixing limitations) and additionally the calibration should be more robust.  
6.3. Case study of the La bisbal d’Empordà WWTP 
The CFD-biokinetic model (CFD-ASM1) presented in chapter 5 for La bisbal WWTP 
is used to derive a compartmental model for the oxidation ditch. In order to achieve this 
principal objective, first the relevant CFD-ASM biokinetic results are briefly discussed 
and subsequently the compartmental model is derived. 
The detailed configuration of the oxidation ditch is provided in chapter 5, however, a 
simple configuration is provided in Figure 6.21. It includes different divisions of the 
oxidation ditch, which are used for the CSDs and the compartmentalisation in the 
following sections.  
 
Figure 6.21 Simple configuration and different divisions of the oxidation ditch (red lines 
show the division and blue lines show the plot locations) 
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6.3.1. CFD-biokinetic results 
The dissolved oxygen concentrations for the 2-rotor and 4-rotor cases are provided in 
Figure 6.22. In Figure 6.22a, it can be observed that the DO concentrations vary along 
the length and the depth of the reactor. The variations originate from the hydrodynamics 
of the reactor which are governed by the surface aerators and the configuration of the 
oxidation ditch. The surface aerators are installed at the top and, hence, cause low DO 
concentrations near the bottom of the reactor. The bends and corners in the oxidation 
ditch cause the formation of dead zones which consequently lead to variations in the 
DO concentrations in these regions. Similarly, variations are also visible in Figure 6.22b 
for the 4-rotor case. However, the regions next to R1 and R3 rotors now have higher 
DO concentrations because all rotors are in operation. In both cases, the influent stream 
flows close to the centre wall before the bend. However, after the bend the impact of 
the influent stream disappears, first due to the R2 rotor and second due to the dead zone 
behind the centre wall on the other side. However, the ammonium concentration 
distribution provided in Figure 5.14 and Figure 5.17 showed that even after the bend 
the influent stream flows close to the centre wall near the top surface and distributes 
evenly towards the bottom. These are important findings and are needed to be taken 
into account for the compartmentalisation of the reactor.    
 
Figure 6.22 The DO concentrations in the horizontal cross-section of the oxidation ditch at 
different depths for (a) the 2-rotor and (b) 4-rotor cases  
Figure 6.23 provides the DO concentrations at two vertical cross-sections at either side 
of the centre wall in the reactor (arrows show direction of the flow) for the 2-rotor case. 
146 
 
The plot locations are shown in Figure 6.21b. It can be observed that in the vicinity of 
the rotors the DO concentrations near the top are higher than the bottom. The bends at 
either end of the reactor are causing the dead zones being formed and in the process the 
top layer tends to mix with the bottom layer leading to less variation across the depth 
in the regions after the bend. 
 
Figure 6.23 The DO concentration in the two vertical sidewise cross-sections of the reactor 
(plot location shown in Figure 6.21b) for the 2-rotor case 
Similar to Figure 6.23, the DO concentrations for the 4-rotor case are provided in Figure 
6.24. Similar patterns can be observed in the regions of the bends. However, due to the 
functioning of the extra rotors R1 and R3, the concentration variations along the depth 
in the subsequent regions is higher as compared to the 2-rotor case.  
 
Figure 6.24 The DO concentration in the two vertical sidewise cross-sections of the reactor 
(plot location shown in Figure 6.21b) for the 4-rotor case 
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6.3.2. Compartmental modelling of La bisbal d’Empordà WWTP 
First, the stepwise development of the compartmental model of the oxidation ditch for 
the 2-rotor case is presented. Next, a compartmental model is anticipated for the 4-rotor 
case and subsequently a dynamic compartmental model is proposed for both cases.  
6.3.2.1. Longitudinal compartmentalisation for the 2-rotor case 
Step I. Configuration based compartmentalisation  
Based on the configuration, the oxidation ditch is firstly divided into four compartments 
such that each compartment consists of one rotor (as shown in Figure 6.21a) and is 
named conveniently with reference to the respective rotor as R1, R2, R3 & R4. It is 
done keeping in mind that a similar compartmental model is needed for the 4-rotor case. 
It must be noted that each inlet (influent, MBR recycle and settler recycle streams) and 
outlet are not separately compartmentalised here but will be taken into account in the 
next steps.  
Step II. Cumulative species distributions 
First, the dissolved oxygen CSD for the entire reactor volume is plotted in order derive 
some insight into the overall heterogeneity of the system. The resulting CSD is shown 
in Figure 6.25. It shows that 58% of the whole reactor volume has DO concentrations 
less than 0.2 mg/L and overall it does not exceed 1.2 mg/L. Therefore, considering such 
a system to be completely mixed is a flawed approach.  
 
Figure 6.25 The dissolved oxygen CSD for the whole oxidation ditch bioreactor 
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Next, CSDs are plotted for the four compartments (R1, R2, R3 & R4) defined in the 
previous step (Figure 6.26). It can be observed that the CSDs for the R1 and R3 
compartments show the steepest curves and, hence, exhibit the least variability. The 
overall variation however, ranges between 0-0.5 mg/L for these compartments. This 
variation is mainly due to the influent stream present in the R1 compartment (Figure 
6.22). However, the CSDs for R2 and R4 regions show more variability in the DO 
concentrations due to the presence of surface aerators in these regions. The overall 
variation in the R2 and R4 ranges between 0-1.2 mg/L. Even though these regions are 
aerated, their respective CSDs show significant volumes of these regions having low 
DO concentrations. For example, 55% of the R2 region and 45% of the R4 region have 
DO concentrations less than 0.2 mg/L. These low DO concentrations are firstly due to 
the functional limitation of the rotors (rotors are at the surface) and secondly due to the 
presence of dead zones caused by the curved walls and the corners of the reactor in 
these regions.   
 
Figure 6.26 The dissolved oxygen CSDs for the R1, R2, R3 and R4 compartments 
Henceforth, it can be concluded that the R2 and R4 compartments due to the high 
variations need further compartmentalisation. However, before going into the next step, 
additional CSDs are plotted to further investigate the R2 and R4 regions. Two CSDs 
are plotted for each of the R2 (R2A and R2B) and R4 (R4A and R4B) compartments 
such that the R2A and R4A constitute the regions before the bends and similarly R2B 
and R4B form the region after the bends (Figure 6.21b). The resulting CSDs are shown 
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in Figure 6.27. It can be observed that separating the regions before and after the bends 
has significantly changed the overall DO variations in these regions. The overall DO 
ranges from 0 to 0.9 mg/L for R2B and R4B regions, whereas, for the R2A and R4A 
the DO ranges from 0 to 1.3 mg/L. However, the origin of the variations in these regions 
can now be attributed differently. The DO variations in the R2A and R4A can be 
attributed to the presence of the rotors at the top resulting into higher DO concentration 
near the top and inadequate DO concentrations at the bottom. In contrast, the variations 
in R2B and R4B regions are mainly due to the presence of dead zones caused by the 
bends and the DO seeping through the inner side of the curved wall (as shown in Figure 
6.22a). The CSDs for R2B & R4B regions are steeper as compared to the R2A & R4A 
regions because the DO concentrations are delimited (cannot be less than zero) in these 
regions due to their low values.  
 
Figure 6.27 The dissolved oxygen CSDs for different sections of the oxidation ditch shown 
in the Figure 6.21b for the 2-rotor case 
Step III. Concentration based compartmentalisation 
In the next step, compartmentalisation further fine-tuned on DO concentrations and 
underlying hydrodynamics in the individual compartments R1, R2, R3 & R4.  
The description for the compartmentalisation of the R4 region firstly based only on the 
hydrodynamics and then on the CFD-biokinetic model is provided in Figure 6.28a & b 
respectively. Considering only hydrodynamics leads to the formation of four 
compartments R4a*, R4b, R4c and R4d (it must be noted that small letters are being 
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used here for the compartments and are different than the capital letters used earlier for 
the CSDs). The R4a* represents the region next to the rotor, R4b represents the dead 
zone behind the curved wall, R4d represents the dead zone behind the middle wall and 
R4c represents the rest of the compartment. However, the DO concentrations in Figure 
6.28b show that the MBR recycle stream does not mix with the R4a compartment, 
instead it is short circuited to the next compartment. Therefore, taking this into account, 
an additional compartment R4e is considered.  
Considering the complexity of the system, it must be noted that a certain level of 
tolerance is used to form these compartments to avoid small facets and sharp angles 
between the compartments that can eventually lead to difficulties in the flux 
calculations. Moreover, the sub-compartments are connected with two types of flows 
i.e. convective and exchange flux. The convective flux is the bulk flow whereas, the 
exchange flux is the flow due to recirculating and counter current flows between the 
adjacent compartments.  
The R2 and R4 regions showed similarity among them in terms of configuration, 
hydrodynamics and their CSDs. However, the R2 compartment does not have an MBR 
recycle stream and it does not need an additional compartment. Therefore, the R2 region 
is compartmentalized likewise and results into similar compartments namely R2a, R2b, 
R2c & R2d. 
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Figure 6.28 The compartmentalisation of the R4 region (a) using hydrodynamics and (b) 
CFD-biokinetic results (black and red arrows are the convective and exchange fluxes 
respectively) (R4a*=R4a+R4e) 
Even though the CSDs for R1 and R3 do not show significant variations, but 
considering the underlying hydrodynamics, the influent stream in the R1 compartment 
flows close to the middle wall and does not mix with the bulk flow. The DO variations 
are low because the values are delimited here as well, however, the impact of this 
hydrodynamic behaviour can be concluded from the ammonium concentrations 
provided in the Figure 5.14 in Chapter 5. Therefore, seeing the R1 region as one 
completely mixed tank is hard to assume and hence it is further compartmentalised into 
three compartments R1a, R1b and R1c (Figure 6.29). The R1b & R1c incorporate the 
DO variations along the width due to the influent stream. Whereas, the R1a 
compartment is formed to take into account the variations along the length. Similarly, 
in the R3 region as well, the influent stream keeps on flowing close to the wall. 
Although, the variations in the DO concentrations are not substantial in this region as 
the DO values are delimited but the impact of influent flow is visible. Therefore, the R3 
region is initially further divided into four compartments R3a, R3b, R3c & R3d such 
that the R3a & R3b and R3c & R3d divisions take into account variations along the 
width and the R3a & R3c and R3b & R3d divisions take into account the variations 
along the length in the R3 region. The R3 compartment is a little different from the R1 
compartment as the influent stream flows through its entire length. However, in the R1 
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compartment the inlet is near the middle of the region and does not impact the upstream 
region and, hence, there is no need of compartmentalisation along the width in the 
region before the inlet.  
As result of the longitudinal compartmentalisation, a total of 16 compartments are 
proposed. Figure 6.30 shows the overall longitudinal compartmental distribution in the 
reactor.   
 
Figure 6.29 The compartmentalisation of (a) the R1 and (b) the R3 regions of the reactor 
using (c) the CFD-biokinetic results 
 
Figure 6.30 The longitudinal/lateral compartmentalisation of the reactor  
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6.3.2.2. Vertical compartmentalisation for the 2-rotor case 
As observed in Figure 6.23, the DO variations along the depth are more pronounced in 
the R2 and R4 regions where the rotors are operating. Therefore, only these regions are 
compartmentalized along the depth into two compartments (top and bottom) as shown 
in Figure 6.31 for the R4 region. For the convenience, the top and bottom compartments 
are named R4a_T and R4a_B respectively. The compartments are connected by the 
respective convective and exchange flux. The exchange flux exists due to the formation 
of a dead zone at the bottom that leads to recirculation between both compartments.  
 
Figure 6.31 (a) Vertical compartmentalisation of the R4 region using (b) the CFD-
biokinetic results 
As a result of the two extra compartments along the depth, the total number of 
compartments is now 18. The overall compartmental network including all the sub-
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compartments is provided in Figure 6.32. The complexity of the network is evident, as 
several sub-compartments have multiple incoming and outgoing fluxes. 
 
 
Figure 6.32 The overall compartmental network of the oxidation ditch for the 2-rotor case 
6.3.2.3. Flux calculations 
As discussed earlier in the section 6.2.2.3, the convective and exchange fluxes are 
calculated from the CFD hydrodynamic model as a product of velocity and the area of 
the compartmental facet. Here as well, the local coordinates are created at the centre of 
interfaces between two adjacent compartments to compute the local velocities going 
into and out of a compartment.  
6.3.2.4. Compartmental model for the 4-rotor case 
The CSDs for the 4-rotor case are presented in Figure 6.33. The overall variation in the 
4-rotor case ranges from 0 to 1.7 mg/L in comparison to 0 to 1.3 mg/L for the 2-rotor 
case. The oxygen concentrations have increased generally in the reactor, for example, 
only 15% of the reactor had DO concentrations more than 0.6 mg/L in the 2-rotor case 
(Figure 6.25) whereas, in the 4-rotor case 30% of the reactors volume has a DO 
concentration of more than 0.6 mg/L. Similar to the 2-rotor case, the CSDs for the 
regions R1 & R3 are steeper than the R2 & R4 regions for the 4-rotor case. However, 
in comparison to the 2-rotor case the R1 and R3 CSDs show more variation. The 
increased variations are due to the extra rotors functioning in the 4-rotor case and, 
hence, increasing the concentration differences between the top and bottom of the 
reactors. The CSDs for the R2 & R4 regions have similar steepness for both the cases 
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with the only difference being the overall concentration range has increased for the 4-
rotor case. The impact of dead zones and the inadequate oxygen concentrations at the 
bottom still persist in the 4-rotor case as observed in Figure 6.22b. 
 
Figure 6.33 The oxygen CSD for different sections of the oxidation ditch shown in Figure 
6.21b for the 4-rotor case 
The DO variations (as observed in Figure 6.22, Figure 6.24 & Figure 6.33) in the R1 
and R3 regions increase when all four rotors are operating. These variations exist 
mainly along the depth of the reactor. The variations in other parts of the reactor are 
similar to the 2-rotor case. Therefore, for the 4-rotor case, the R1 and R3 regions are 
further compartmentalized along the depth. This results in 7 additional compartments 
(four for the R3 region and three for the R1 region) along with additional convective 
and exchange fluxes. In total there are now 25 compartments for the 4-rotor case. In 
addition, the fluxes between the existing compartments are different as compared to the 
2-rotor case due to extra momentum induced by the additional rotors.   
6.3.2.5. Dynamic compartmental model  
The above findings lead to the fact that under different operating conditions a single 
CM with a fixed number of compartments and fluxes is not sufficient. However, the 
number of compartments can be kept to 25 for both the cases because increasing the 
number of compartments from 18 to 25 for the 2-rotor case would not negatively impact 
the results. However, fluxes would be different and, hence, there is a need of a dynamic 
compartmental model which can account for the changes in the operational conditions. 
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This can be achieved by making the fluxes dynamic as a function of operating rotors. 
In order to make it more robust, the fluxes can be correlated to the speed of the rotors 
and, hence, the dynamic CM is able to take into account the variations in the speed of 
the rotors. However, extra CFD simulations with varying rotor speeds would be needed 
to achieve this. This is not covered in this study but it can be a future refinement to 
make the CM more robust and applicable to a broader range of operational conditions. 
6.4. General conclusions 
A comprehensive method and approach for deriving compartmental models from CFD-
biokinetic results is presented and applied for two case studies. In addition, the concept 
of cumulative species distributions is defined and applied to quantify the DO variations 
in the reactors. The CSDs provided an easy way to compare DO variations occurring in 
different sections of the reactors. It proved to be an important method to evaluate the 
system heterogeneities in detail and can be used as decision support for deciding on the 
compartmentalisation of the system. 
The compartmental model significantly reduces the computational demands as 
compared to the CFD-biokinetic model. For example, the CFD-biokinetic model for the 
Eindhoven case is based on 1.5 Million cells, whereas, the compartmental model 
consists of only 13 compartments capturing the majority of the important macroscale 
flow patterns. The development of such a simple and reduced model definitely needs 
laborious calculations of fluxes, nevertheless, compared to the TIS it is more robust and 
incorporates the detailed knowledge of the system. Such models will further reduce the 
need for calibration and reduce model uncertainty. They allow the possibility of 
modelling the specific processes that require low DO predictions (e.g. anammox, 
N/DN,…). Furthermore, they pave the way to devise robust control strategies and 
choose better sensor location and controller setpoints.  
The compartmental modelling also enables the development of a dynamic CM which 
can ultimately take into account the impact of varying operational conditions on the 
system performance. 
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Chapter 7 
Impact of sensor location on the performance of 
wastewater treatment plant control 
This chapter is redrafted from “Rehman, U., Vesvikar, M., Maere, T., Guo, L., 
Vanrolleghem, P.A., Nopens, I., 2015. Effect of sensor location on controller 
performance in a wastewater treatment plant. Water Sci Technol 71, 700–708. 
doi:10.2166/wst.2014.525”. 
Abstract 
Complete mixing is hard to achieve in large bioreactors in wastewater treatment plants. 
This often leads to a non-uniform distribution of components such as dissolved oxygen 
and, hence, the process rates depending on them. Furthermore, when these components 
are used as input for a controller, the location of the sensor can potentially affect the 
control action. In this contribution, the effect of sensor location and the choice of 
setpoint on the controller performance were examined for a non-homogeneously mixed 
pilot bioreactor described by a compartmental model. The impact on effluent quality 
and aeration cost were evaluated. It was shown that a dissolved oxygen controller with 
a fixed setpoint performs differently as function of the location of the sensor. When 
placed in a poorly mixed location, the controller increases the aeration intensity to its 
maximum capacity leading to higher aeration costs. When placed just above the aerated 
zone, the controller decreases the aeration rate resulting in lower dissolved oxygen 
concentrations in the remainder of the system, compromising effluent quality. In 
addition to the location of the sensor, the selection of an appropriate setpoint also 
impacts controller behaviour. This suggests that mixing behaviour of bioreactors should 
be better quantified for proper sensor location and controller design.  
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7.1. Introduction 
The discharge of treated wastewater and the disposal of sludge from treatment plants 
treating domestic or industrial wastewater are subject to regulations imposed by the 
authorities. The main focus of wastewater treatment plants (WWTPs) is to reduce the 
BOD (biochemical oxygen demand), COD (chemical oxygen demand) and nutrients in 
the effluent discharged to natural waters, meeting the discharge regulations. WWTPs 
are designed to function as "microbiology farms", where bacteria and other 
microorganisms (activated sludge) are fed wastewater containing organic waste. 
Aeration plays a vital role in a wastewater treatment process and its purpose is twofold. 
First, oxygen must be dissolved in wastewater, in sufficient quantities, to support the 
biological activities associated with BOD reduction and nitrification. Second, the 
contents of the tank must be sufficiently mixed to keep the wastewater solids in 
suspension and uniformly mixed during the treatment. Wastewater treatment plants are 
typically operated at at least 1-2 mg/L dissolved oxygen (DO) to ensure enough aerobic 
process conditions. This is required for effective BOD removal, maximal rates of 
nitrification, and a reduction in the volume of sludge remaining after wastewater 
treatment.  
Like any other process, wastewater treatment systems need to be operationally and cost-
effectively optimized and aeration is one of the most energy intensive operations 
associated with the treatment process. Up to 60-65% of the total energy consumption is 
used for the activated sludge part of the treatment plant, i.e. for the stirring and aeration 
systems and pumping recycles (Duchène et al., 2001; Rieger et al., 2006). This shows 
the importance of proper design and operation of such systems and it thus indicates the 
need for an optimized control strategy.  
The increasing demands on effluent quality at lower operational costs have promoted 
the development of new technologies and the implementation of control concepts to 
improve the overall performance of WWTPs (Fikar et al., 2005; Olsson, 2012; Olsson 
et al., 2015). Here, on-line sensors are used to gather process information and action is 
undertaken depending on the system’s state (feedback control). Full-scale applications 
have shown the feasibility of automatic control in aeration systems, chemical dosage 
and recycle flows (Devisscher et al., 2002; Ingildsen et al., 2002; Olsson et al., 2015; 
Onnerth et al., 1996). Dynamic simulation studies have also been used to compare the 
performance of different control strategies (Corominas et al., 2006; Flores-Alsina et al., 
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2008; Machado et al., 2009; Spanjers et al., 1998; Stare et al., 2007; Zhao et al., 1995) 
or to evaluate them before full-scale implementation (Ayesa et al., 2006). Plant-wide 
operation has also been introduced to take into account the interactions between the 
processes (Gujer, 2006; Jeppsson et al., 2007; Lessard and Beck, 1993; Nopens et al., 
2010). In this regard, the location of sensors has also been discussed (Waldraff et al., 
1998), but these studies often has to do with the development of observers whose results 
are used as input to controllers. 
Controllers for WWTPs are typically designed based on process models that 
approximate the mixing by a tanks-in-series (TIS) approach. In the TIS approach, the 
mixing behaviour of the whole reactor is modelled as a number of completely mixed 
continuous stirred tank reactors considering the flow in only one direction. This 
approach can only account for some back-mixing by maintaining the liquid longer in 
the system by adjusting the back-mixing rate (Le Moullec et al., 2010b). Hence, at most, 
sensor locations in the advective flow direction (1D) can be considered, whereas in 
reality these might not represent the overall reactor behaviour. Therefore, sensors 
should be placed in those regions that are a good approximation of the reactor 
behaviour. An optimal number of tanks (to some extent) can better predict the overall 
behaviour of the reactor. However, all the tanks are considered completely mixed. In 
this way they average out local variations occurring in the other two dimensions. In 
reality perfect mixing never occurs because only a portion of the reactor is directly 
aerated and oxygen is transferred to the rest of the reactor through advective transport 
(air bubble flow along with the liquid flow). The effectiveness of this advective 
transport mainly depends on reactor design and induced hydrodynamics of the system 
(Jin et al., 2006). Mass transfer between air and water occurs depending on the local 
concentration gradient and inter-phase resistance. Therefore, inefficiently mixed 
reactors possess less mixed regions or even completely dead zones resulting in a non-
uniform environment. Thus, in conclusion, the TIS approach is unable to take into 
account the reactor inhomogeneity. This drawback of TIS modelling implies its 
limitation for evaluating the effect of sensor location on the controller performance. 
Computational Fluid Dynamics (CFD) has emerged as a useful tool which allows more 
accurate evaluation of local phenomena such as mixing (Brannock et al., 2010; Cockx 
et al., 2001; Glover et al., 2006; Laborde-Boutet et al., 2009; Le Moullec et al., 2010a; 
Wang et al., 2010). Furthermore, biokinetics and CFD have been integrated to 
understand the system in more detail (Le Moullec et al., 2011, 2010b). However, CFD 
is computationally very intensive for a complex system such as a WWTP. Therefore, 
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an intermediate solution between TIS approaches and CFD modelling, called 
Compartmental Modeling (CM) has been used in previous studies (Alvarado et al., 
2012; Gresch et al., 2009; Le Moullec et al., 2010b). A CM consists of a number of 
compartments Ci of volume Vi configured in more than one dimension and in which a 
recirculation flow Qri from compartment Ci+1 to Ci occurs, along with the forward flow. 
It has been concluded that this approach reduces the computational requirements (with 
respect to the CFD) and improves the hydrodynamic predictions (with respect to the 
TIS) by taking recirculation flows into account and by modelling the flow in all three 
dimensions.   
The main driver, today, for choosing the location of on-line sensors is easy accessibility 
for maintenance and installation. The fact whether the sensor is located in a place that 
severely deviates from the average behaviour in the monitored process is usually not 
considered. However, since this local value provides the input to the controller, it 
directly impacts its behaviour and success. This contribution illustrates the impact of 
sensor location in an aerated bioreactor of a WWTP on the process performance by 
using a compartmental model derived from CFD predictions.  
7.2. Materials & methods 
The compartmental model used in this study is borrowed from the study of (Le Moullec 
et al., 2010b) who developed it for a pilot plant reactor based on a CFD model. The 
reactor was a pilot gas/liquid channel reactor with a very long length compared to its 
height and width (Le Moullec et al., 2010a, 2010b) and thus leading to water flow along 
the length of the reactor (Figure 7.1). The total length of the reactor was 3.6m with a 
rectangular cross-section of 0.18m width and 0.2m height. One side of the walls was 
fitted at the bottom with stainless-steel tubes in which 1mm holes were present every 
centimetre for air sparging. The mixed liquor was recycled at the inlet keeping a recycle 
ratio of 4. A 0.88m3 settler was used to clarify the mixed liquor and to produce sludge 
which was also recycled at the reactor inlet keeping a recycle ratio of 1. As the 
biological kinetics involved in the reactor are well represented by Monod equations 
with apparent reaction orders higher than zero, thus the pollution removal efficiency 
depends on the hydrodynamics (Levin et al., 1993). 
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Figure 7.1 Channel reactor configuration (Le Moullec et al., 2010b) 
7.2.1. Compartmental modelling  
Compartmental modelling describes the reactor as a network of spatially localized 
compartments. Compartments are chosen on the basis of process knowledge and CFD 
results. The configuration of the compartments is based on the determination of 
homogeneous physical-chemical properties within a given tolerance. Shape, number 
and connectivity of these compartments are determined on the basis of the following 
parameters: 
 The distribution of gas fraction i.e. extent of mixing 
 The liquid velocity field to compute flow rates 
 Liquid turbulence characteristics (k & ε), A previous study (Le Moullec et al., 
2010a) has shown that the dispersion coefficient along the reactor is mainly 
dependent on these characteristics 
As the studied system was a channel reactor, flow remains invariant along the length. 
Thus, the reactor could be split into just six slices of equal size along the length. It was 
obvious from the design of the reactor and also observed from the velocity and 
turbulence profiles of the CFD studies that air rises along the side of the wall and causes 
recirculation in the reactor. This recirculation creates dead zones in the middle and in 
the corners of the reactor. Hence, the reactor cross-section was divided into 4 different 
zones on the basis of flow dynamics. For clarity, each zone is labelled as GR (gas rich 
162 
 
zone), RL (recirculating liquid zone), CR (corner zone) and CN (centre zone) (Figure 
7.2).  
 
Figure 7.2: Cross-sectional compartments (Le Moullec et al., 2010b)  
 
Figure 7.3 The compartmental layout of the reactor (Le Moullec et al., 2010b) 
These labels are accompanied by the numbers 1 to 6 where 1 represents the first slice 
at the reactor entrance and 6 is the last zone near the outlet. This eventually resulted in 
a total of 24 compartments, i.e. 4 zones in each of the 6 slices (Figure 7.3). All 
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compartments are coupled through bidirectional fluxes. The model was implemented in 
the modelling and simulation platform WEST (http://www.mikebydhi.com) and used 
the BSM1 dry weather influent with dynamic diurnal effects (Jeppsson, 2014). In order 
to study the effect of sensor location, controller performance was evaluated in terms of 
both aeration cost and effluent quality. 
7.2.1.1. Model configuration in WEST 
The compartmental layout in the WEST simulation platform is shown in Appendix A 
3. It consists of a network of 24 reactors, where each reactor represents one 
compartment in which reaction conditions are created. Each compartment has also 
inter-compartmental connections for respective convective and exchange fluxes. 
Convective fluxes in principle are the flow rates due to the main flow patterns 
(determined by velocity profiles through CFD) of fluid in the reactor. Exchange fluxes 
are calculated based on the turbulent characteristics of the flow along with the main 
flow. The reactors in this layout are distributed in a network of 4 rows which represent 
each of the 4 zones in a slice i.e. GR, RL, CR and CN. The top row represents GR 
reactors which account for 30% of the total reactor volume. These compartments are 
directly aerated as air is being pumped in these regions. All remaining compartments 
do not have direct aeration. Though, oxygen can be transferred to these reactors by 
convective or recirculation flows (i.e. through liquid transport terms). The 2nd row from 
the top represents RL compartments which account for 50% of the total reactor volume. 
The inlet and outlet of the reactor are present in RL1 & RL6 compartments respectively. 
The 3rd and 4th rows respectively represent the corner and central dead zone 
compartments. Connections coming out of a reactor are accompanied with flow splitters 
to divide the flow between forward flow & recirculation fluxes. It can be seen that flow 
out of each GR (except GR6) reactor is partially sent back to the respective RL zones 
i.e. from GR1 to RL1 and partially forwarded to GR2. Similarly, in RL compartments, 
part of the flow is sent back as an exchange flow to the respective GR compartment i.e. 
from RL2 to GR2. CR & CN being dead zones do not exchange flow with other 
compartments through convective transport. For the GR6, CR6 and CN6 compartments 
all flows are directed towards the RL6 compartment and finally out of the reactor. 
Effluent from the reactor is carried to the secondary clarifier before discharge. Two 
recycle streams, one from reactor effluent and the other from the underflow of the 
secondary clarifier, are sent back to combine with the inflow to RL1.  
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The biological kinetics model chosen for this study is the ASM1 model (Henze et al., 
2000, 1987) for the biological modelling of all reactors. This model is frequently 
adopted to simulate or predict performances of biological reactors. It is suitable to 
simulate carbon oxidation, nitrification and denitrification in the aerobic and anoxic 
zones of activated sludge reactors. It considers 12 different components and eight 
kinetic processes. The default values were used for all stoichiometric and kinetics 
parameters. 
7.2.1.2. Simulations setup: 
The PI controllers for maintaining the DO at a certain level were implemented in the 
WEST simulation platform. Two sets of simulations were performed: first the controller 
configurations were fixed and the sensor location was changed; second, the controller 
settings were varied, i.e. DO setpoint, at two different locations. All other parameters 
and influent composition remained the same for all simulations. Steady state conditions 
were achieved by running the simulation for 100 days. Subsequently, the controller was 
implemented for dynamic inflow conditions during 28 days.  
7.3. Results & discussion 
7.3.1. Simulations with varying sensor location: 
For the first set of simulations, a PI controller was implemented and fed with the signal 
of a DO sensor placed in different compartments i.e. GR1, GR3, GR6, RL6 and CR6. 
These locations were selected based on the fact that usually DO is measured near the 
bioreactor outlet and at the water surface (easy access for maintenance). Controller 
settings (controller gain 200 & reset time 0.1hours) were kept fixed for each sensor 
location in order to only evaluate the impact of the location. The setpoint for DO 
concentration was chosen as 1.5 mg/l according to common industrial practices (Olsson, 
2012). The effluent regulations in BSM1 impose constraints for effluent BOD, 
ammonium-nitrogen (NH4-N) and total nitrogen, respectively at 10 mg/L, 4 mg/L and 
18 mgN/L (Jeppsson, 2014). Effluent quality in terms of BOD, ammonia and DO in the 
effluent was sampled in the final compartment named RL6 as this is the actual outflow 
of the reactor.  
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The effect of sensor location on average effluent quality and aeration cost per day is 
shown in Figure 7.4. The aeration cost only includes the energy requirements for 
aeration. It is evident from the figure that when the sensor is placed in the GR 
compartments where aeration is actually taking place, BOD and ammonia 
concentrations in the effluent are quite high. Indeed, the aerated GR compartments have 
higher DO concentrations as compared to other compartments to which oxygen is 
transferred only by advection. The DO setpoint is easily reached and leads to local 
higher values of DO in the GR compartments. As a result, the controller reduces the 
aeration rate to bring the DO level back to 1.5 mg/L, which leads to much lower DO 
levels in the other, not directly aerated compartments. It can be seen in Figure 7.4 that 
the DO level in the effluent is as low as 0.03 mg/L in the cases where the sensor was 
located in GR1, GR3 & GR6. This of course explains the higher BOD and NH4 levels 
in the effluent for these cases because lower reaction rates occur due to the low DO 
levels. Changing the location of sensor between GR1, 3 and 6 did not result in 
significantly different behaviour due to similar aeration conditions in these 
compartments. For this particular reactor, this behaviour indicates that there is no 
significant effect of inlet & outlet location as long as the sensor is placed in the aeration 
zone. 
 
Figure 7.4: Average effluent quality & aeration cost per day with a fixed DO setpoint of 
1.5mg/L 
When the sensor was placed in the recirculating liquid and corner zones with relatively 
low DO values, the controller kept on increasing aeration (within the blower specs) to 
achieve the setpoint. In these poorly mixed zones the setpoint was hard to reach and the 
maximum capacity of aeration had to be imposed in order to reach the setpoint. The DO 
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concentration in the effluent was 1.1 mg/L resulting in good effluent quality in terms of 
ammonia removal but at very high aeration costs. The DO concentration in GR zones 
was found to be as high as 7 mg/L.    
7.3.2. Simulations with varying setpoint: 
The first analysis led to a 2nd set of simulations for obvious control optimization by 
changing the setpoint to higher values when the sensor is placed in GR zones or 
lowering it when placed in RL zones. A higher setpoint for GR zones will eventually 
result in increased aeration and better oxygen transfer to other zones, whereas a lower 
setpoint in the RL zone will cause a decrease in aeration and thus lower costs. 
Three different setpoints were applied in both the GR6 and RL6 compartments. In the 
GR6 compartment, the setpoint was increased from 1.5 mg/L to 2 and 2.5 mg/L. In 
contrast, the DO setpoint in RL6 compartment was reduced from 1.5 mg/L to 1 and 0.5 
mg/L. The results in terms of average effluent quality and cost of these six simulations 
are summarised in Figure 7.5 (RL6-1.5 corresponds to the sensor being placed in the 
RL6 compartment with a DO setpoint of 1.5 mg/L).  
 
Figure 7.5: Effluent quality & aeration cost per day with varying DO setpoints 
It can be observed that increasing the DO setpoint in the GR zones causes an increase 
in aeration and better oxygen transfer to the other compartments resulting in lower BOD 
and ammonia concentrations in the effluent, however at higher aeration cost. The gain 
from 1.5 to 2 mg/L is larger than from 2 to 2.5 mg/L (Figure 7.5). This observation 
leads to the conclusion that increasing the setpoint in aerated zones (e.g. GR 
compartments) will not linearly increase the effluent quality. Decreasing the DO 
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setpoint to 1mg/L in RL zones resulted in lower aeration costs while maintaining good 
effluent quality. It can be seen that further reducing the setpoint to 0.5 mg/L caused 
significant decrease in aeration costs but effluent quality significantly decreased as well. 
It is to be noted that the aeration cost in the case of RL6-0.5 is still two and a half times 
higher compared to GR6-2.5. The increase in cost relative to DO in the effluent can be 
seen in Figure 7.6.  
 
Figure 7.6: DO in effluent vs Cost for different setpoints in GR & RL zones 
Figure 7.6 shows the level of DO in the effluent and the corresponding cost for aeration 
for all different setpoints in RL & GR compartments. The figure shows that only the 
cases RL-0.5 and RL-1 result in actual effluent DO levels equal to the controller’s 
setpoint. In all other cases effluent DO failed to reach the actual setpoint in the effluent 
either due to bad mixing or physical limitations of the aerators (i.e. in RL-1.5). 
7.3.3. Simulations with NH4-DO control: 
In addition to the above mentioned set of simulations, an NH4-DO cascade control 
strategy was also applied to investigate its impact on the effluent quality. In this control 
strategy an NH4 controller selects the setpoint of a DO controller which directly 
controls the aeration rate (Zhang et al., 2008). A fixed setpoint of 2 mg/L was used for 
ammonia, while the DO controller gets its setpoint as an input from the ammonia 
controller. Both ammonia and DO probes were placed in the GR6 compartment. In 
order to achieve the desired setpoint of ammonia, a higher DO level is required which 
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leads to higher aeration in GR compartments. Thus, it resulted in lower BOD and higher 
DO concentrations in the effluent. A comparison in terms of DO, BOD and ammonia 
dynamics between DO control and NH4-DO cascade control can be seen in Figure 7.7. 
It should be noted that in both cases, a steady state solution was achieved before 
applying the controllers. Therefore, starting points for both DO & NH4-DO simulations 
were the same. It can be inferred that the cascade control partially corrects the bad 
sensor location resulting in improved effluent quality and DO concentration.  
 
Figure 7.7: DO, BOD & NH dynamics for DO control and NH4-DO cascade control 
7.4. Conclusions and outlook 
Due to the complex mixing behaviour of full-scale reactors, tanks-in-series models 
usually used to develop controllers, are not very realistic because they are severely 
oversimplifying real mixing behaviour. It is shown that knowledge of process 
hydrodynamics can be useful in deciding the appropriate location of sensors. A 
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compartmental model that refines the mixing behaviour of a pilot reactor illustrated 
clearly that in order to achieve cost-effective DO control the sensor location and 
setpoint are of importance. Hence, this should be embedded in a control design protocol. 
Another path forward is to redesign reactors and embedded aerators to better achieve 
completely mixed conditions. However, it must be ensured that such new design does 
not lead to reduced process efficiency or increased construction costs. 
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PART IV 
Impact of bulk mixing on calibration 
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Chapter 8 
Impact of bulk mixing conditions on the half 
saturation indices 
This chapter is redrafted from “Arnaldos, M., Rehman, U., Naessens, W., Amerlinck, Y 
and Nopens, I., 2016. Understanding the Effects of Bulk Mixing on the Determination 
of the Affinity Index: Consequences on Process Operation and Design. (submitted to 
Water Research)”. (It was joint first authorship and I did all the simulation work) 
Abstract 
The main objective of this study is to demonstrate the importance of mixing limitations 
as a source of inconsistencies between half-saturation indices in similar/identical 
systems when operated at different conditions. An exemplary system consisting of the 
second vessel of a hybrid respirometer has been studied. This system has been modelled 
both using a computational fluid dynamics (CFD)-biokinetic model (representing the 
physical system) and a tanks-in-series, completely stirred tank reactor (TIS-CSTR)-
biokinetic model (representing the applied model). The results show that different 
mixing conditions cause deviations in the half-saturation indices calculated when 
matching the applied model to physical system performance. Additionally, sensor 
placement is shown to impact the calculation of half-saturation indices in the 
respirometric system. Thus, mixing conditions clearly affect operation and design of 
wastewater treatment systems with low substrate concentrations. Both operation and 
design can be improved with the development and application of integrated CFD-
biokinetic or compartmental models. 
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8.1. Introduction 
The Monod equation (Monod, 1942) has been used extensively for modelling the 
majority of biological treatment processes in the wastewater treatment field (Henze et 
al., 2000). Essentially, the Monod equation describes microbial growth through two 
kinetic parameters; the maximum specific growth rate and the so-called “affinity 
constant” (often termed the “half-saturation constant” and represented by KS). Given 
that the “affinity constant” will affect the description of the treatment performance at 
low substrate conditions and the predominance of high-rate activated sludge processes 
(with high substrate concentrations), hitherto its importance on process evaluation and 
design has been relatively low. However, as effluent regulations are becoming more 
stringent and emerging wastewater treatment processes that operate with low substrate 
concentrations (e.g. simultaneous nitrification-denitrification, partial nitrification, 
anammox processes) are increasingly implemented at full-scale, there is a growing 
interest in determining the values of “affinity constants” for different substrates, 
biological reactions and organisms. Given the high variability in the values reported for 
“affinity constants” in different studies for similar processes (Arnaldos et al., 2015), 
research on this area has only partially improved the understanding of wastewater 
treatment systems. The reported variability has been pointed out to be due to the 
inherent limitations of the “affinity constant” concept. In order to reflect the real nature 
of this concept, the more appropriate terminology of “half-saturation index” has been 
adopted (Arnaldos et al., 2015). The novel terminology reflects the fact that the “affinity 
constant” is in fact not a constant, but rather an index influenced by numerous and 
heterogeneous phenomena. In fact, three distinct categories of phenomena influencing 
half-saturation indices have been identified: advectional, diffusional and biological. 
Arnaldos et al. (2015) concluded that the variety of factors influencing the half-
saturation indices has caused the –seemingly- conflicting evidence when determining 
their values for different treatment systems. A factor that was pointed out to potentially 
hold more importance than it is accredited for when determining half-saturation indices 
in certain systems is bulk mixing conditions (pertaining to advectional phenomena). 
This factor and its impact on the half-saturation indices has not been systematically 
addressed, unlike other diffusional and biological factors, that have been granted 
significantly more attention by the wastewater process research community. However, 
it could be argued that, from a logical perspective, macroscopic factors should be 
analysed in the first place before descending to microscopic phenomena.  
173 
 
Furthermore, direct and indirect evidence that mixing conditions are important when 
determining half-saturation indices can be found in the published literature. For 
instance, Munch et al. (1996) studied a simultaneous nitrification-denitrification (SND) 
system and found that the half-saturation index for oxygen (KO,A) in ammonia-oxidizing 
bacteria (AOB) of 4.5 mg O2/L represented the behaviour of the system appropriately. 
This high value has been suggested to result from limitations in oxygen diffusion 
through the activated sludge flocs (Daigger et al., 2007). In biofilm systems, however, 
maximum KO,A values for AOB of 2 mg O2/L are commonly considered (Lackner and 
Smets, 2012); it is therefore logical to assume that values significantly higher than 2 mg 
O2/L are not due to diffusional limitations only but include other effects as well. One 
of these effects could be hypothesized to be mixing conditions (advectional limitations) 
in the bulk liquid. This is consistent with SND being reported in many oxidation ditches, 
systems known to suffer from mixing limitations (Liu et al., 2010; Zhang and Qi, 2007). 
Likewise, in membrane bioreactors (MBR) half-saturation index determination can be 
affected by mixing limitations. For instance, biological phosphorus removal has been 
demonstrated in fully aerobic MBR systems (Rosenberger et al., 2002; Verrecht et al., 
2010); this phenomenon is consistent with mixing limitations causing some fractions of 
the reactor to become anaerobic and as such to stimulate biological phosphorus 
removal. It is important to note that high liquid density and viscosity stemming from 
high solids concentrations in MBR systems can augment the effects of mixing 
limitations. Another recent study has shown that the observed process rates for organic 
matter removal changed in a moving bed biofilm bioreactor (MBBR) by an order of 
magnitude depending on the mixing energy imposed on the system (Nogueira et al., 
2015). Furthermore, in the same study, the observed process rates for ammonium 
consumption were shown to also change significantly despite the fact that AOB were 
located deep in the biofilm (where they could be thought of not being affected by mixing 
conditions) (Nogueira et al., 2015). These observations could impact the calculated 
values of the half-saturation indices, especially when dealing with low substrate 
concentrations.   
Beyond mixing deficiencies in full-scale and pilot systems, advection limitations have 
also been detected in more simple and downsized systems such as respirometers. 
Mixing limitations are not a common assumption in respirometric systems, but the 
consequences could be significant. For instance, Stenstrom and Song (1991) have 
reported different nitrification rates at different mixing speeds in respirometric assays. 
This observation was also made by Chu et al. (2003), who reported decreasing half-
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saturation indices for dissolved oxygen at increasing mixing energies. This could be 
due to initial mixing limitations in the respirometer, enhanced oxygen dissolution in 
water, as well as to floc breakup due to excessive mixing. Additionally, Esquivel et al. 
(2014) reported very high half-saturation indices for different substrates as compared 
to values reported in the literature when using microrespirometers. This was linked by 
the authors to insufficient mixing in the respirometric vessels.  
The main objective of the present study is to evaluate the importance of mixing 
limitations as a source of inconsistencies between half-saturation indices in similar or 
even identical systems when operated at different conditions. In order to accomplish 
this, an exemplary system consisting of the second vessel of a hybrid respirometer 
(Vanrolleghem and Spanjers, 1998) has been studied. This system has been modelled 
both using a computational fluid dynamics (CFD)-biokinetic model (same as chapter 4) 
and a biokinetic model using a very simple tank-in-series, completely stirred tank 
reactor (TIS-CSTR)-biokinetic model. Given the simplicity of the system, the hybrid 
CFD-biokinetic model is assumed to be the best feasible representation of the real 
physical system, while the TIS-CSTR-biokinetic model represents the applied model. 
Different mixing conditions are imposed on the CFD-biokinetic model and the 
associated process performance has been obtained; this has been considered to reflect 
the actual performance of a real respirometer. Then, this process performance has been 
compared to that obtained by the TIS-CSTR-biokinetic model; this would represent the 
results obtained when using an applied model. Subsequently, the half-saturation indices 
have been adjusted in the TIS-CSTR-biokinetic model in order to represent effluent 
quality for each mixing condition in the real system, mimicking one of the current 
process model calibration practices. The results for the calibrated half-saturation indices 
and their relative deviation from the real values have been presented and discussed. The 
importance of mixing conditions in half-saturation index determination has been further 
illustrated by calculating the resulting index as a function of sensor placement in the 
respirometer. Finally, the potential consequences of not taking into account mixing 
conditions in half-saturation indices in process operation and system design have been 
discussed. 
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8.2. Materials and methods 
8.2.1. Description of the exemplary respirometric system 
The system investigated for the effects of mixing conditions on half-saturation indices 
is the second vessel of a hypothetical hybrid respirometer. This system has been chosen 
to have a cylindrical shape, with a volume of 2 L (12 cm diameter and 20 cm height) 
(Figure 8.1a); these dimensions are representative of actual hybrid respirometers. An 
agitation device was not included in this hypothetical system because the mixing 
associated with the incoming flow is commonly assumed to be sufficient for complete 
mixing. This system has been chosen for its simplicity, which allows modeling it fairly 
easily using a CFD-biokinetic approach in a representative manner of actual process 
conditions. As stated in section 8.1 the governing assumption is that the CFD-biokinetic 
model represents the physical system, while the TIS-CSTR-biokinetic model represents 
the applied model. 
The influent composition has been chosen to mimic a typical mixed liquor coming from 
the first vessel of a hybrid respirometer. As such, it contains readily biodegradable 
organic carbon and soluble nitrogen species (in concentrations typical of wastewater 
treatment plants) as substrates for heterotrophic and autotrophic biomass, respectively, 
as well as a high concentration of dissolved oxygen due to the fact that aeration is 
happening in the first vessel. The detailed influent composition has been shown in Table 
8.1 and was collected from the wastewater treatment plant of Eindhoven (The 
Netherlands), except for the concentration of soluble ammonium, which was set to be 
present in abundance.  
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Table 8.1 Wastewater composition used in both the CFD-biokinetic and TIS-CSTR-
biokinetic models. 
Component 
Concentration 
(mg/L) 
Readily Biodegradable Carbon 41.00 
Heterotrophic Biomass 500.00 
Autotrophic Biomass 98.91 
Dissolved Oxygen 9.00 
Soluble Nitrites and Nitrates 15.21 
Soluble Ammonium (Expressed as N) 40.00 
Soluble Alkalinity 30.00 
 
8.2.2. Description of the CFD-biokinetic model 
First, the geometry of the respirometer was created in the design module of the 
commercial tool ANSYS (version R14.5, USA) taking into account all the details which 
can influence reactor hydrodynamics (such as accurate location, size and shape of inlet 
and outlet). Next, meshing using a commercial mesh generator tool (ICEM CFD, 
ANSYS, Pennsylvania, US) was performed. The mesh was kept very fine (67,000 cells, 
i.e. 3e-8 m3 average cell size) in order to achieve a mesh-independent solution. 
Subsequently, steady state CFD simulations were performed in FLUENT (v14.5) 
(ANSYS, Pennsylvania, US) by solving the Navier-Stokes equations using a finite 
volume method for a single phase. Turbulence was modelled with a Reynolds Averaged 
Navier-Stokes (RANS) model and the realizable k-ε model (Ishii and Hibiki, 2011). In 
addition, the effect of gravity over the flow patterns was incorporated in the solution of 
the Navier-Stokes equations. It is important to take gravity into account for realistic 
hydrodynamic modelling of the system. The sludge density was calculated applying a 
correlation with the suspended solids concentration (De Clercq, 2003). At the inlet, 
velocity calculated from the volumetric flow rate was used as a boundary condition. 
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However, the outlet velocity was not known and thus a boundary condition of ‘outflow’ 
was used, so that the CFD model can calculate it itself using the continuity (mass 
balance) of the system. The details on the flow rates and the associated hydraulic 
retention times for the different mixing conditions scenarios in this study can be found 
in Table 8.2. 
The approach used in chapter 4 (i.e. integrated CFD-biokinetic model) has been used in 
the present study. Specifically, the kinetic equations included in the CFD model are 
those describing carbon and nitrogen removal through aerobic and anoxic reactions in 
the ASM1 model (Henze et al., 2000). The kinetic parameter values (including the half-
saturation indices) are the default values of the ASM1 model. Hence, in this study it is 
assumed that the half-saturation indices from the ASM1 model are the “real” values of 
the physical system, since the CFD-biokinetic model is more close to reality (note that 
this might not be true, but does not affect the qualitative outcome of the work).  
 
Table 8.2 Simulated scenarios in terms of flow rates and hydraulic retention times 
Simulation 
Scenario 
Flow Rate 
(L/h) 
HRT (min) 
Base Case (X) 16 7.5 
2X 32 3.75 
0.75X 12 10 
0.5X 8 15 
0.25X 4 30 
 
8.2.3. Description of the TIS-CSTR-biokinetic model 
The TIS-CSTR-biokinetic model has been set up in WEST (MikebyDHI, Denmark). 
Virtual tracer tests were performed with this model and compared with a virtual CFD 
tracer test to determine the number of tanks required for the TIS-CSTR-biokinetic 
model. It was found that a single tank configuration would best represent the physical 
system; this would be a reasonable approach from a modelling perspective, given the 
scale and simplicity of the system. The biokinetic model chosen within the WEST 
platform has been ASM1, similar to the CFD-biokinetic model case. The influent flow 
rates and composition used in the TIS-CSTR-biokinetic model were chosen equal to 
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that used in the CFD-biokinetic model (Table 8.1 and Table 8.2, respectively), and the 
simulations were carried out under steady-state conditions. 
8.2.4. Investigation of the effect of mixing conditions on half-
saturation indices determination 
A step-wise procedure has been followed to investigate the effects of mixing conditions 
on the determination of half-saturation indices. First, the mixing limitations in the real 
system have been studied by using the CFD model (without the integrated biokinetic 
model) for the base case mixing conditions. mixing patterns and the existence of dead 
zones have been described. Then, the effect of different mixing conditions on process 
performance in the real system has been studied by calculating the distribution of 
substrate concentrations and substrate consumption rates with the CFD-biokinetic 
model. Subsequently, the deviations in process performance between the modelled and 
physical systems at different mixing conditions have been investigated by fixing the 
kinetic parameters in the TIS-CSTR-biokinetic model to be equal to the ones used in 
the CFD-biokinetic simulations; the effluent quality at different flow rates has been 
compared. In a further step, the effects of mixing limitations on half-saturation index 
calibration have been studied; for each flow rate used in the CFD-biokinetic model, the 
half-saturation index for oxygen in autotrophic organisms (KO,A) has been estimated in 
order to fit the physical system behaviour, thus mimicking one of the methods followed 
in modelling practices. It is important to note that the KO,A value of autotrophic 
organisms was the sole half-saturation index modified during calibration since oxygen 
was present in concentrations close to its half-saturation index in many of the scenarios; 
this was not the case for the rest of substrates/electron acceptors which were abundantly 
available (in the saturated zone of the Monod curve). The importance of mixing 
conditions in half-saturation index determination has been further illustrated by 
calculating the different indices obtained when locating a sensor in different parts of the 
respirometer. 
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8.3. Results and discussion 
8.3.1. Mixing limitations in the physical System  
First, mixing limitations in the physical system have been investigated by simulating it 
for the base case conditions using the CFD model without including the biokinetic 
equations. Figure 8.1 shows the velocity vector plots for the base case in both horizontal 
cross sections and a vertical cross section. As can be seen, the flow follows a very 
distinctive pattern, moving in a circular motion along the horizontal sections (Figure 
8.1b). Furthermore, the flow proceeds from the inlet to the outlet and then part of it 
swirls back to the bottom of the tank where it swirls again to finally exit the system 
(Figure 8.1c). The consequence is the existence of two areas in the tank where flow 
slows down and thus the resulting mixing is deficient (centre of the previously described 
swirls); as can be observed, the major dead zone is located in the centre of the 
respirometer base (middle swirl). A minor dead zone can be found towards the top of 
the reactor (top swirl); both these dead zones have been pointed out in Figure 8.1b and 
c. These mixing limitations could result in a heterogeneous distribution of substrate 
concentration thus causing different effluent quality as compared to a fully-mixed 
system. It is noteworthy that this conclusion is intimately related to the reactor design 
(e.g. location of inlets and outlets). The latter is usually not accounted for in detail when 
studying mixing limitations by means of CFD studies. Hence, some sort of mixing 
limitations -that could be avoided with minor design adaptations- are likely to be present 
in most currently used reactors, which underlines the relevance of the present work. 
180 
 
 
Figure 8.1 (a) Geometry of the respirometer and velocity vector plots in the base case in (b) 
horizontal cross sections and (c) a vertical cross section of the system (note the difference in 
scales used). 
8.3.2. Effect of mixing conditions on process performance in the 
physical System 
Figure 8.2 shows the steady state distribution of dissolved oxygen, ammonium and 
nitrate concentrations in the base case when using the CFD-biokinetic model. As can 
be seen, the distributions of oxygen and ammonium follow a similar pattern that is 
consistent with the velocity vector plots shown in Figure 8.1 (b and c). Substrate 
concentrations are lower in the area where the major dead zone is, indicating that the 
higher retention times promote high conversion efficiencies, but also advective mass 
transfer limitations. It is important to note that ammonium concentrations are well 
above the reported ammonium half-saturation index of 1.0 mg N/L for autotrophic 
organisms at 20ºC (Rittmann and McCarty, 2012) throughout the reactor. This means 
that there is no substrate limitation and thus, half-saturation indices are not playing a 
significant role in the description of the ammonium oxidation kinetics. The reported 
oxygen half-saturation index for autotrophic organisms at 20ºC is 0.4 mg O2/L 
(Rittmann and McCarty, 2012). Given that the low range of oxygen concentrations is 
close to the half-saturation index (0.7 mg O2/L, Figure 8.2), this index will probably 
play a significant role in the description of process kinetics (i.e. it will be sensitive). 
From a practical perspective, this means that it could be modified through a typical 
calibration process in order to fit model results with observed process performance. 
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Nitrate follows a trend that is also consistent with the flow patterns shown in Figure 8.1 
(b and c). However, nitrate is different to ammonium and oxygen in the sense that it is 
both formed and consumed in the reactor, instead of solely being consumed (as is the 
case for the two former components). As can be deduced, the concentration of nitrates 
is maximal where ammonium and oxygen are minimal (major dead zone), which is 
consistent with an efficient aerobic transformation of ammonium to nitrate in this area 
(related to the higher HRT for the substrates in it); this process dominates the nitrate 
balance over the anoxic denitrification process. This can be verified by looking at in 
Appendix A 2a, where the simulation results excluding oxygen in the wastewater 
composition (thus only allowing denitrification) indeed show denitrifying activity. On 
the other hand, excluding the carbon source leads to a process where only aerobic 
nitrification is promoted (Appendix A 2b), and results show a similar but more 
pronounced nitrate distribution as in Figure 8.2 (nitrate concentrations are higher in the 
second dead zone near the top of the reactor).  
 
Figure 8.2 Spatial distribution of (a) dissolved oxygen, (b) ammonium and (c) nitrate in the 
base case 
Figure 8.3 shows the distribution of organic carbon in the respirometer (a), together 
with the distribution of the substrate consumption rate in the system (b). As can be 
observed, the substrate consumption rates are lowest in the major dead zone due to the 
lower oxygen concentrations in this area (26% lower as compared to the maximum 
consumption rate achieved). This is consistent with the previous observations carried 
out for oxygen, ammonium and nitrate. 
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Figure 8.3 Spatial distribution of (a) organic carbon concentrations and (b) organic carbon 
consumption rates 
Figure 8.4 shows the distribution of organic carbon consumption rates throughout the 
respirometer under different mixing conditions. Higher hydraulic retention times cause 
lower steady-state consumption rates due to the lower substrate concentrations that 
prevail under these conditions. For all mixing conditions, the substrate consumption 
rates are lower in the two reactor dead zones, similarly as was observed for the base 
case (Table 8.3, showing the decrease in organic carbon consumption rate as compared 
to the base case). It is important to note that at high flow rates (low HRTs), the 
differences in substrate consumption rates throughout the tank are significantly smaller 
than in the low flow rate cases (high HRTs) (Figure 8.5; Table 8.3). This is due to the 
fact that high HRT values have simultaneously better conversion efficiencies (due to 
the fact that there is more time available to degrade the substrates) and worse mixing 
conditions. From a practical perspective, this entails that the substrate concentration 
heterogeneity is higher in the high HRT cases, potentially causing significant departures 
between predicted and observed process performance. 
Table 8.3 Decrease in organic carbon consumption rates at different mixing conditions. 
Mixing Condition Decrease in Organic Carbon 
Consumption Rate (%) 
0.25X 34.25 
0.5X 17.57 
0.75X 8.45 
X 0 
2X -7.73 
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Figure 8.4 Spatial distribution of organic carbon consumption rates for different mixing 
scenarios in the system. 
  
 
Figure 8.5 Range of maximum to minimum organic carbon consumption rates for the 
different mixing scenarios (the point shows the mean value). 
Figure 8.6a shows the concentration of organic carbon for the different mixing scenarios 
considered. As can be seen, the organic carbon concentration is slightly lower in the 
dead zones for all cases; this was also observed for the base case. As can be seen, 
organic carbon concentrations in the majority of the reactor space vary between 20 and 
184 
 
30 mg/L throughout all mixing conditions. Given that the half-saturation index reported 
for aerobic and anoxic heterotrophs is 20 mg O2/L (Rittman and McCarty, 2001), this 
entails that this half-saturation index will not affect the description of organic matter 
consumption rates between the different mixing scenarios. Thus, it will not be modified 
through a common calibration exercise (as a sensitivity analysis will report it to be 
insensitive). Figure 8.6b shows the distribution of oxygen concentrations in the 
different mixing scenarios. For all mixing conditions, the oxygen concentrations are 
lower in the two reactor dead zones, as was observed for the base case; this is coherent 
with the patterns observed in Figure 8.4. The existence of a wider range of 
concentrations at higher HRTs can also be observed for the oxygen concentrations in 
general. However, it is important to note that the heterogeneity in concentrations 
throughout the tank decreases at increasing HRTs given that most of the oxygen is 
consumed under these conditions. Ammonium follows a very similar trend as the one 
seen for oxygen concentrations (Figure 8.6), whereas nitrate does not (Figure 8.6d). As 
HRT values increase, there is a maximum nitrate concentration achieved around the 
two dead zones (found in the 0.75X case); however, nitrate concentration drops for the 
highest HRT case. This complexity is due to the fact that nitrate is again, besides being 
transported and converted by denitrification, being formed by nitrification. Moving 
from the highest HRT case towards lower HRTs increases nitrification rates, since 
ammonium concentrations as well as oxygen concentration are higher. This in turn leads 
to higher nitrate values in the (still nitrification dominated) nitrate balance. However, 
further decreasing HRT reduces the dead zones that are present allowing nitrate build-
up. The consequence is that nitrate concentrations drop in both the tank and effluent as 
the formed nitrate is being washed out. 
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Figure 8.6 Distribution of (a) organic carbon, (b) oxygen, (c) ammonium and (d) nitrates 
concentrations for the different mixing scenarios. 
8.3.3. Deviation in process performance between the physical and 
modelled systems at different mixing conditions 
Figure 8.7 shows the difference between the effluent quality parameters (organic 
carbon, dissolved oxygen, ammonium and nitrate concentrations) for the CFD-
biokinetic and TIS-CSTR-biokinetic models. As a general trend, the differences 
between models become more evident as HRT values become higher. This is consistent 
with the previous observation that there are wider concentration ranges with decreasing 
flow rates. This can be attributed to the combination of worse mixing conditions (i.e. 
worse advective transport) at lower flow rates together with higher times to degrade 
substrates through biological conversions at higher HRTs. As can be observed, the 
difference between predicted organic matter concentrations diminishes fast with 
decreasing HRT values (Figure 8.7a). This is in contrast to ammonium and nitrate, 
which only become equal at the lowest HRT level. This is due to the fact that oxygen 
only becomes limiting for heterotrophic aerobic reactions in the highest HRT case, 
affecting process rates in several areas of the tank and thus rendering effluent levels 
significantly dissimilar to the TIS-CSTR-biokinetic model results (Figure 8.7b). 
Aerobic autotrophic reactions, on the other hand, become oxygen limited at 
concentrations higher than the heterotrophic ones, given that nitrifying organisms are 
generally more intolerant to low oxygen concentrations as compared to heterotrophic 
organisms (i.e., they present higher half-saturation indices for oxygen). This causes a 
larger difference between predicted ammonium and nitrate concentrations between the 
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CFD-biokinetic model (physical system behaviour) and the TIS-CSTR-biokinetic 
model (Figure 8.7c). Recall that all concentrations are well above or approximately 
similar to their respective half-saturation indices, except for the oxygen values reached 
in the highest HRT case. It is also important to note that the TIS-CSTR-biokinetic model 
is not able to capture the change of ammonium oxidation and nitrate formation and 
reduction very accurately for the different mixing conditions (and particularly so for the 
nitrate case). As can be observed in Figure 8.7d, there exists a maximum nitrate 
concentration at intermediate HRT levels that is not at all captured by the TIS-CSTR-
biokinetic model, due to the fact that it assumes perfect mixing. 
 
Figure 8.7 Difference between CFD-biokinetic and TIS-CSTR-biokinetic predicted 
concentrations for (a) organic matter, (b) oxygen, (c) ammonium and (d) and nitrates 
8.3.4. Study of the effect of mixing conditions on half-saturation 
indices calibration 
Based on expert knowledge (exposed in the previous sections), the KO,A index for 
autotrophic bacteria was the most sensitive of the calibration parameters given the fact 
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that oxygen was close to its value in several of the simulated scenarios and it varies 
significantly throughout the different mixing scenarios. Therefore, this system provides 
an opportunity to illustrate the effects of mixing conditions on the calculation of half-
saturation indices when following commonly implemented methods for model 
calibration. Figure 8.8 shows the results for the calibrated KO,A for autotrophs for the 
TIS-CSTR-biokinetic model so the effluent predictions fit those of the CFD-biokinetic 
model; this is equivalent to closing the gap between both predictions in Figure 8.7. The 
calibrated KO,A values will be sensitive to the effluent concentrations when oxygen 
concentrations are of the order of KO,A values. As seen in Figure 8.7, the oxygen 
concentration for the 200% case is almost 3 mg/L, much higher than the default KO,A 
values (i.e. 0.4 mgO2/L). Therefore, calibrated KO,A values are not sensitive to the 
effluent concentration in this case. As can be seen in Figure 8.8, the calibrated KO,A 
values are only shown for the 25-100% cases. In these cases, the half-saturation index 
would be calibrated to a value that is below the real one (results from 25 to 100%) and 
would change an order of magnitude with the change in mixing conditions. Commonly, 
respirometric systems are considered to present no mixing limitations and thus 
constitute an ideal system to measure the diffusional and biological contributions to 
half-saturation indices. Under the assumption of no mixing limitations, researchers 
neglect or postulate different explanations for the need for calibration of the KO,A index. 
An explanation that could be provided is that there has been a selection of organisms 
with improved substrate transport characteristics (Arnaldos et al., 2015) in the case of 
the half-saturation index values that fall well below the default (assumed real). 
Alternatively, another biology-related explanation that could be put forward is that 
either alternative enzymatic pathways have been activated in the organisms, or that the 
expression of transport enzymes has taken place (Arnaldos et al., 2015). Furthermore, 
a commonly provided diffusional-related explanation is the fact that high mixing energy 
has caused floc breakage in the full-scale system, bringing about lower half-saturation 
indices than expected. All of these explanations, that are based on basic biology and 
diffusional characteristics of the system, would theoretically match the obtained results 
and yet are not reflecting what is actually happening in the process. In this study, the 
respirometer presents mixing limitations that bring about an additional contribution 
(either by increasing or decreasing its value) to the half-saturation index when it is 
calculated as a result of the calibration of a TIS-CSTR-biokinetic model. As a result of 
incorrect KO,A calculation, suboptimal and even counter-productive process operational 
and design decisions could be taken. Additionally, opportunities for improved reactor 
design by modifying the advectional characteristics of the full-scale process will be lost. 
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In fact, in the present study, the respirometric analysis could indicate that advection 
limitations could be advantageous –in some occasions- for improved substrate removal 
by creating areas of relatively high retention times that still preserve adequate substrate 
and electron acceptor concentrations (i.e. complete mix might not be the best 
operational mode). It is important to note that this conclusion would have to be verified 
carrying out a similar study as the one presented here on a full-scale system.  
In the case that the half-saturation index values fall above the real one, commonly 
provided explanations would refer to the diffusional conditions of the system, with the 
formation of flocs of large sizes and/or biofilm occurrence. This explanation also 
matches the results obtained from the respirometry, but would not reflect the actual 
behaviour of the full-scale process. As an example of the potential consequences of 
drawing this conclusion from the results obtained, a plausible operational decision 
would be to increase the mixing of the full-scale system in order to reduce the size of 
the flocs and improve process performance.  This would increase energy consumption 
with no actual performance improvement (or at least, no guaranteed performance 
improvement with the information available). 
 
Figure 8.8 Calibrated values of KO,A for autotrophic organisms for 25-100% flow scenarios 
(default value for KO,A is 0.4 mgO2/L) 
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8.3.5. Consequences of sensor placement on half-saturation indices 
calibration 
In order to further illustrate the importance of mixing conditions, the effect of sensor 
placement in the respirometer on the calculated half-saturation indices has been 
quantified. A previous study using a combined CFD-biokinetic modelling framework 
has shown that bulk mixing can impact the performance of the control systems in full-
scale plants, given that the sensors will provide inputs that are not representative of the 
entire treatment basin (Chapter 7 and Rehman et al., 2015). In this previous study, it 
was clearly demonstrated that a dissolved oxygen controller with a fixed set-point 
performs differently as a function of the location of the sensor. In the present study, it 
has been shown that these heterogeneities can also happen in downsized and simple 
bioreactors such as respirometers, commonly assumed to exhibit ideal completely 
mixed behaviour. This implies that sensor placement has the potential to also 
significantly affect the calibration of half-saturation indices through measurements that 
are not representative of a significant fraction of the reactor volume. This is very 
significant, given that an incorrect calculation of half-saturation indices can again lead 
to inappropriate design and/or operational decisions in processes where substrate 
concentrations are low or where effluent requirements are very stringent. 
Figure 8.9 shows the distribution of calibrated KO,A values for autotrophic organisms 
for the base case if the ammonium sensor used was placed in specific locations (A: in 
the outlet of the reactor; B: middle of the reactor near the surface; C: near the wall and 
near the surface & D: near the wall at half depth of the reactor). As can be observed, 
these vary significantly, from 0.02 mg O2/L in location B to 0.24 mg O2/L in location 
D. This clearly confirms the hypothesis that sensor placement plays an important role 
in half-saturation index calibration and that mixing heterogeneities can affect the 
calculation of half-saturation indices not only in pilot and full-scale systems but also in 
simpler systems such as respirometers. 
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Figure 8.9 Calibrated KO,A values for autotrophic organisms based on the different sensor 
locations for the base case. 
8.3.6. Implications at the process design and operational levels 
This study provides important information that should be taken into account from an 
operational perspective. When trying to use half-saturation indices information for 
process evaluation or optimization, mixing conditions and sensor placement should be 
carefully considered. A possible approach to accomplish this would be to calculate half-
saturation indices with well-characterized and standardized respirometers. This would 
allow the isolation of the biological and diffusional contributions from the advectional 
one in a calibration exercise. Afterwards, fine tuning of the calculated indices could be 
carried out with data taken from the full-scale system at different locations. In this case, 
the mixing characteristics of the full-scale plant should be well understood in order to 
select the appropriate sampling locations. This could be carried out through CFD studies 
that would lead to strong compartmental models and/or integrated CFD-biokinetic 
models that can be used to appropriately characterize the performance of the system.  
From a design perspective, the added benefit of performing detailed CFD studies 
leading to robust CFD-biokinetic or compartmental models is that systems can be 
designed purposefully to create mixing limitations in certain sections. This could enable 
simultaneous oxic/anoxic/aerobic reactions to take place in different sections of the 
bioreactor. It could also be useful to create conditions to outcompete certain organisms 
(e.g. AOB vs. NOB in mainstream de-ammonification). Careful hydraulic process 
design that takes into account typical influent flow variations would ensure that this 
happens in a directed manner and in a way that operational and capital expenditures are 
minimized. As has been shown in the present study, varying influent flow rates can 
affect mixing patterns and subsequently impact process performance; this could be 
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accounted for in system design through advanced hydraulic analysis. However, 
bringing this in practice requires further studies to get a thorough understanding of the 
impact of reactor design on process performance. This study has laid out the basics for 
this. 
8.4. Conclusions 
The following conclusions can be drawn: 
- The present study has demonstrated the importance of mixing conditions as a 
source of inconsistencies between calculated half-saturation indices values in an 
exemplary system consisting of the second vessel of a hybrid respirometer. These 
inconsistencies have been found to take place despite the simplicity and scale of 
the system. At larger scales, these effects can be expected to be even larger. 
- The results have shown that the half-saturation index calculated from 
respirometric information might not reflect the actual half-saturation index of the 
full-scale plant. A possible solution to this issue is to calculate half-saturation 
indices from standardized and well-characterized respirometers. Afterwards, 
some fine tuning could be carried out on a case-to-case basis from full-scale plant 
data.  
- Sensor placement has been shown to significantly impact the estimation of half-
saturation indices in the respirometric system considered. This conclusion can be 
extended to full-scale systems, where half-saturation indices could be different 
depending on the measurement/sampling location chosen. This entails that 
mixing limitations could significantly affect decisions at the process monitoring 
and optimization levels. 
- When designing a WWTP, the estimation/choice of a half-saturation index has 
to be considered carefully and in combination with CFD studies of the system 
that allow proper understanding of mixing conditions and the construction of 
robust CFD-biokinetic and/or compartmental models. This use of these models 
(beyond their current use as troubleshooting tools) could create opportunities at 
the design level by promoting certain biological reactions in different parts of the 
tank in a directed manner. 
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Chapter 9 
Conclusions and perspectives 
This chapter concludes the thesis and provides perspectives for future work. 
Wastewater treatment plant (WWTP) modelling entails the modelling of the biological 
reactions (biokinetics) and underlying flow physics of the bioreactors (hydrodynamics). 
Currently, to model the hydrodynamics of a bioreactor, the tanks-in-series (TIS) 
modelling approach, which at best can model the flow variations in one direction, is 
widely used. These models assume a bioreactor as a series of completely mixed tanks 
and, hence, ignore any variation in the concentrations stemming from the design of a 
bioreactor or operational conditions. Therefore, these models eventually need rigorous 
calibration efforts to match measurements. This calibration is generally performed by 
manipulating kinetic parameters such as half saturation indices (K-values). The 
calibrated models are then used to assess or formulate different control strategies which 
includes the determination of an appropriate sensor location and a well-chosen setpoint 
for the controllers. In addition, the calibrated models are then extrapolated to predict 
the WWTP performance under different dynamic conditions (diurnal and dry/wet 
weather conditions) assuming that the flow patterns remain unchanged.   
In this thesis, it was hypothesised and confirmed that the bioreactors are not at all 
completely mixed and, hence, current models wrongfully calibrate the kinetic 
parameters by correcting for the errors induced by the over-simplified modelling of 
mixing. The need for re-calibration arises at different operational conditions due to the 
limitation of the current models to incorporate changes in operational conditions.  
This work contributes towards improving the currently employed models by performing 
detailed CFD hydrodynamic modelling of two full-scale bioreactors. The biokinetic 
models are then integrated with the CFD models to understand the impact of 
hydrodynamics on the process performance. Detailed scenario analysis with varying 
flow rates is performed to show the impact of changing operational conditions on the 
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process performance. The far reaching consequences on sensor location and calibration 
of half saturation indices are then demonstrated using this detailed modelling approach. 
A model reduction method is proposed which incorporates the knowledge gained from 
the integrated CFD-biokinetic models. The conclusions drawn from these studies are 
summarized and future work and perspectives are provided in the following sections.  
9.1. Conclusions 
9.1.1. Hydrodynamic modelling of WWTPs 
Detailed 3D CFD hydrodynamic modelling was performed for two full-scale case 
studies, i.e. the Eindhoven WWTP (Chapter 3) and the La Bisbal d’Empordà WWTP 
(Chapter 5). Both cases were differently configured bioreactors and, hence, presented 
different challenges for the CFD modelling. However, similar conclusions can be drawn 
from both cases.  
Chapter 3 confirmed the impact of reactor configuration and aeration on the mixing 
pattern in the reactor. The aeration system was modelled in detail by modelling each 
diffuser plate separately. The results showed areas of limited mixing and non-uniform 
gas dispersion along the length and across the cross-section of the bioreactor. These bad 
mixing zones were also found in the aerated regions, which are commonly assumed 
completely mixed. In order to grasp the effect of the changing and dynamic conditions 
occurring at the WWTP, multiple steady state simulations were performed, hereby 
varying gas and liquid flowrates. It was observed that the change in conditions leads to 
changes in flow patterns and, hence, the resulting gas dispersion. These are important 
findings, as the currently employed WWTP models (based on the TIS approach) are 
unable to capture these significant details and cannot translate the impact of dynamic 
conditions on the process performance.  
Similarly, Chapter 5 demonstrated the impact of reactor configuration and the operating 
scheme of the surface aerators (rotors) on the flow patterns in an oxidation ditch. Two 
different operating conditions were modelled i.e. a 2-rotor strategy and a 4-rotor 
strategy. These rotors operate at the surface and, hence, only propel the liquid at the 
surface leading to low velocities at the bottom and therefore less mixing. It was shown 
that the bends and corners of the reactor induce the formation of swirls and poorly 
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mixed zones. It was found that using the 4-rotor strategy does not significantly improve 
the hydrodynamics. Again, these mixing patterns can only be discovered if detailed 
hydrodynamic modelling is performed as it is done in the current study. TIS based 
models over-simplify the mixing and, therefore introduce errors in the predictions.  
An important finding was the impact of sludge density on the flow predictions. The 
sludge density was modelled as a function of total suspended solids and it was found 
that it improved the velocity predictions. Therefore, it is recommended to always use 
the sludge density instead of standard water density for modelling of wastewater flows.  
9.1.2. Impact of hydrodynamics on the process performance of 
WWTPs 
Biokinetic models were integrated with the CFD hydrodynamic model to assess the 
impact of hydrodynamics on the process performance for two case studies (Eindhoven 
and La Bisbal). 
Two different biokinetic models were implemented. The first, ASM1, was integrated to 
predict the carbon and nitrogen removal. The second, ASMG1, was integrated to predict 
the nitrous oxide production in the bioreactors. The bioreactor at the Eindhoven WWTP 
is equipped with submerged diffusers for aeration. Therefore, the oxygen mass transfer 
from air to liquid phase was modelled in detail based on a constant bubble size, local 
gas holdup and relative velocities between the two phases (Chapter 4).  
As a result of the CFD-biokinetic modelling, it was observed that the DO and 
ammonium concentrations vary not only along the length but also along the cross-
section of the bioreactor (which is not taken into account at all by the TIS models). The 
impact of hydrodynamics was clearly observed on the DO and ammonium 
concentrations. The regions of limited mixing (dead zones) led to mass transfer 
limitations and, hence, depletion of dissolved oxygen. Moreover, reduced ammonium 
removal was observed due to the poor mixing conditions.  
Concentration distribution plots (CDP) were used for the evaluation of the variability 
in concentrations. CDPs of the DO concentrations were generated for different sections 
of the reactor to analyse the overall variability. It was observed that variations are 
different in different sections of the reactor. Steady state simulations at varying liquid 
and gas flowrates demonstrated the change in concentration variations with the change 
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in operating conditions. It was observed that at increased gas flowrates the non-
uniformity in the DO values increased despite the fact that the DO concentrations were 
higher. The impact of the DO variations was also observed on the nitrous oxide 
production. It proved that more nitrous oxide is produced where the DO concentrations 
are lower. Furthermore, the nitrous oxide production was also spatially non-uniform 
indicating that detailed modelling is needed to quantify and predict the emissions 
accurately.  
A similar CFD-biokinetic integration (only ASM1) was performed for the oxidation 
ditch at La Bisbal d’Empordà WWTP. The impact of the operational limitation of the 
rotors on the process performance was revealed in terms of the DO and ammonium 
concentrations. The significant finding was the unavailability of the dissolved oxygen 
at the bottom of the reactor and thus creating a huge anoxic region in the oxidation 
ditch. Moreover, the 4-rotor strategy did not significantly improve the inadequate DO 
concentrations at the bottom.  
9.1.3. Impact of mixing on the TIS model calibration 
Impact of mixing on the TIS model calibration was partially discussed in chapter 4 and 
was further evaluated in detail in chapter 8 using a TIS-CSTR model.  
In Chapter 4, the impact of mixing is demonstrated for the concentrations of oxygen 
and ammonium as well as the autotrophic growth rate. A clear impact on the process 
rate was observed as it decreased due to the unavailability of DO in the dead zones. It 
sheds light on the fact that the dead zones limit the process rates. However, for TIS 
models, common practice is to calibrate the process rates by changing the half saturation 
indices or maximum growth rates, therefore correcting for the errors which are actually 
induced by the mixing model’s deviation from reality. Therefore, under different 
mixing conditions the TIS models will be calibrated differently. This was confirmed in 
chapter 8 through the detailed modelling of a lab-scale respirometer and evaluating the 
TIS modelling approach.  
In Chapter 8, it was also shown that applying the TIS model resulted in the estimation 
of different KO,A (half saturation index of oxygen for autotrophic biomass) values for 
different mixing conditions and this even in a small, usually considered as completely 
mixed, respirometric reactor system. It shows that the TIS models tend to lump the 
advectional resistances (arising from mixing limitations) into the K-values which 
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should be modelled separately. It is mainly because the mixing conditions were not 
taken into account separately. This is one of the reasons for the wide ranges of K-values, 
e.g. KO,A, reported in literature. These inconsistencies will be even more augmented in 
large bioreactors where mixing is more non-uniform as demonstrated in Chapter 4 & 5.  
9.1.4. Impact of sensor location on calibration and controller 
performance 
Sensor location is important for the calibration of a model as well as for the performance 
of a controller.  
Chapters 4 and 8 described the impact of different sensor locations on the calibrated K-
values. As the CFD-biokinetic model showed spatial heterogeneities in the reactor 
(chapters 4, 5 & 8), sensor readings become a function of the location. Normally, the 
TIS based models are calibrated on a measurement dataset measured at a certain 
location. The TIS models are too simple to take into account the exact location 
(especially lateral and along the depth locations) of a sensor and, hence, the model is 
calibrated assuming complete mixing in all three dimensions. However, if the location 
of the sensor in the real system is changed, the measured values will be different and, 
hence, the TIS model will result in different calibrated values. This is proved in chapter 
8, where the KO,A values were calibrated based on different sensor locations inside the 
respirometer. It showed clearly the dependence of KO,A values on the sensor location. 
The dependence was more pronounced (sensitive) when the DO values were in the order 
of the magnitude of the KO,A default value. This indicates that at low substrate 
conditions the calibration procedure is highly dependent on sensor location and it must 
be considered while extrapolating the results.   
In addition, the CDPs developed in chapter 4 provided a method for quantifying the 
sensor location’s proximity to the average tank behaviour. Along with other benefits, 
this is an important feature of the CFD-biokinetic model which can be useful at a 
process level.  
Chapter 7 showed the impact of a DO sensor location on the performance of the aeration 
control. The process models used for such a control are based on TIS models and, hence, 
consider variations only in one direction. Nonetheless, a more robust compartmental 
model (which incorporates the spatial heterogeneities) was used to evaluate the sensor 
placement in this study. It was observed that the DO controller performs differently at 
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different sensor locations. The results were presented in the form of effluent quality and 
aeration costs. It was observed that if a sensor was placed in a dead zone, the aeration 
costs will be too high. However, if it was placed just next to the aerators, the effluent 
quality will not be met. Normally, these issues are handled by changing the setpoint of 
the controller. Therefore, different DO setpoint values were examined at two different 
locations (i.e. in a dead zone and next to aerators). It improved the results to a certain 
extent and showed that the setpoint also should be a function of the sensor placement. 
Therefore, detailed hydrodynamic modelling is needed to better understand where to 
place a sensor and determine its optimal setpoint which leads to cost-effective control, 
i.e. minimising costs and maximising effluent quality.  
9.1.5. Next Generation wastewater treatment models 
The thesis stressed upon the need for more detailed and robust models for wastewater 
treatment plants. However, to date, even CFD hydrodynamic modelling is not fully 
endorsed by the practitioners due to the high computational demand, let alone CFD-
biokinetic modelling. Henceforth, it will take some more time, probably decades, to 
fully utilize the benefits of CFD modelling. Therefore, a more suitable modelling 
approach, i.e. compartmental modelling was developed in this thesis (chapter 6). This 
modelling method combined the best of both worlds i.e. TIS and CFD. The general 
approach is summarized in Figure 9.1. It shows that detailed knowledge can be gathered 
from plain CFD models as well as CFD-biokinetic models. This detailed knowledge 
can be used to develop a network of spatially localized tanks-in-series in multiple 
dimensions, i.e. a so-called compartmental model.  
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Figure 9.1 Illustration of Next Generation flowsheet WWT models (compartmental models) 
The compartmental modelling of the two case studies was performed and presented in 
chapter 6. A general procedure for compartmental modelling was described in detail. In 
this thesis, a novel approach was used to develop the compartmental model (CM) which 
based the compartments on the DO concentrations and cumulative species distribution 
plots (CSDs) rather than only hydrodynamic characteristics. This approach proved to 
be modelling goal driven and in some cases (Eindhoven WWTP) can potentially reduce 
the number of compartments. The current approach does bring more realism in the 
modelling and, hence, more accurate predictions of the systems where oxygen plays a 
vital role (which is the case in most WWT bioreactors).  
Moreover, the idea of cumulative species distribution (CSDs) is a novel way of 
quantifying species variations in the bioreactor. It brings a vast amount of information 
into a simple curve. The CSDs were used to compare the variations in different sections 
of the reactor as well as under different operational conditions. The CSDs provided a 
good measure of variations and are strongly recommended to be used as a decision 
support tool for compartmental modelling.  
The CM was developed for different operational conditions, however, as the mixing 
patterns change, the compartmental model also changes. Therefore, a dynamic CM was 
suggested which can take into account all the possible mixing patterns and, hence, is 
more robust.   
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9.2. Perspectives 
In this thesis, the benefits of detailed CFD modelling and development of 
compartmental models has been demonstrated. However, a lot of research work still 
needs to be done to validate their predictive power. A summary of perspectives and 
future work is provided below.   
- The CFD-biokinetic models have not been fully validated due to lack of available 
data. In order to fully validate these models, detailed spatial data is required 
which is not straightforward to collect at a full scale WWTP and requires 
simultaneous measurements at multiple locations. Therefore, collection of data 
and validation of these models should be the utmost priority.  
 
- The hydrodynamic model can be improved by more detailed modelling of 
aeration. Currently, it was done with a constant bubble size, however, in reality 
the bubbles are subject to breakage and coalescence. Therefore, the modelling of 
bubble size distributions and non-spherical bubbles are foreseen as a potential 
research that would definitely improve the oxygen mass transfer predictions and, 
hence, the biological reactions.  
 
- The rheology of the sludge can be better predicted by modelling the solids 
transport. In the current study, it was shown that sludge density has a significant 
impact on the flow. Therefore, a lot of research potential lies there. The viscosity 
of wastewater is still a subject of research and improved viscosity models would 
also help modelling the sludge flows better.  
 
- The propellers modelled in both case studies were approximated. A detailed 
modelling of propeller motion can result in better prediction of sludge velocity 
and hence overall hydrodynamics. Normally, the propeller motion in CFD can 
be either modelled with the help of the sliding mesh method or the multiple 
reference frame method. However, the sliding mesh method (at a higher 
computational cost) is more accurate and is recommended to be used.   
 
- The ASMG1 modelling of nitrous oxide modelled the nitrous oxide production 
and did not include the modelling of stripping due to aeration. Therefore, it can 
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be very useful to actually model the stripping behaviour and hence be able to 
quantify the emissions accurately.   
 
- The dynamic compartmental model is the solution to avoid recalibration efforts 
when moving from dry to wet weather conditions. The development of a dynamic 
CM can be rather complex, as there is a probability of ending up with two (or 
more) different CMs for different conditions. The difference between two CMs 
can be either the number of compartments or the respective fluxes (or both). 
However, more work needs to be done to develop a robust dynamic 
compartmental model. One way forward is to develop such a dynamic 
compartmental model which has the same number of compartments for different 
conditions with only differences in the fluxes. Therefore, the fluxes can be 
defined as a function of operating conditions (flow rates, operating rotors etc.). 
It can lead to an increase in the number of compartments, however, it will be 
more robust and applicable to a larger range of flow rates. 
 
- The compartmental model provided in the thesis was based on the DO 
concentrations. It is assumed that it would not be too much different from a CM 
based on other species because most of the biological processes are driven by the 
availability and unavailability of the dissolved oxygen (e.g. nitrification and 
denitrification). However, this still needs to be evaluated and, therefore, it is a 
potential research area which can lead WWTP modelling in the right direction.  
 
- The impact of sensor location on a controller performance was evaluated with a 
fixed compartmental model. However, as observed in this study, a fixed 
compartmental model might not be suitable under all the operational conditions. 
Therefore, it is suggested to broaden the research by evaluating impact of sensor 
location using a dynamic compartmental model.  
 
- It is understood through this study that CFD can be really useful to evaluate and 
optimise the performance of existing bioreactors. However, optimisation is 
constrained to only altering process conditions (such as flowrates, recycle ratios 
and propeller speed etc.) in most cases. Whereas, it is plausible that the poor 
performance of a reactor is originating from the poor design (as it was observed 
in the chapter 5 for the oxidation ditch). Therefore, it would be more useful if 
detailed CFD modelling is included in the standard design protocol of the reactor 
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design to reduce the design related limitations as much as possible. A detailed 
CFD modelling at a design stage will also lead to overall better process design 
and control. 
 
- Mixing is an important aspect of bioreactor operation and, hence, bioreactors are 
designed to achieve good mixing. However, it can be argued whether complete 
mixing is always to be pursued. This question becomes even more important 
when two different conditions are desired in a single bioreactor such as for 
nitrification and denitrification. In such instances, large gradients in the DO 
concentrations between different regions in a bioreactor might be suitable for the 
overall process. However, the problem arises when a certain region is expected 
to have a certain condition and it deviates due to mixing limitations (for example 
having denitrification conditions in the nitrification regions). Therefore, it 
becomes important to quantify those deviations and their impact on the process 
performance. The CFD-biokinetic modelling has shown its ability to quantify 
and understand the variations originating due to mixing. Therefore, when used 
at a design stage, the CFD-biokinetic model can help in designing bioreactors 
deliberately to exploit non-ideal mixing to maximise the process performance. It 
will certainly improve the process control and provide the opportunity to 
optimise the energy consumptions. Therefore, there is a lot of research potential 
and these ideas should be investigated thoroughly.  
 
- The thesis has shown the potential of CFD-biokinetic modelling to evaluate the 
performance of a bioreactor. It might seem like that it will require a same amount 
of effort to perform this study for another case. However, the thesis can serve as 
a general guide to perform similar studies in less time as each modelling step has 
been explained in detail. Moreover, there is a need to build up on this knowledge 
by implementing similar approach on other cases to make it applicable to a wide 
range of WWTP technologies.  
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Appendix A 2 Layout in WEST for the compartmental model in chapter 8 
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Appendix A 3 Distribution of the nitrate concentration in the absence of inflowing DO (a) 
and in absence of inflowing organic carbon (b). 
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Summary 
Wastewater treatment plants (WWTP) are needed to treat municipal wastewater to 
reduce the impact of pollutants on the environment and the ambient nature. The 
discharge of treated wastewater and the disposal of sludge from treatment plants 
treating domestic or industrial wastewater are subject to regulations imposed by the 
authorities. Moreover, during the wastewater treatment process greenhouse gas 
emissions are produced. These emissions from WWTPs are a matter of growing 
concern. 
The increased importance of wastewater treatment has led to development of 
mathematical models for optimization and design of wastewater treatment plants. 
WWTP modelling entails the modelling of the biological reactions (biokinetics) and 
underlying flow physics of the bioreactors (hydrodynamics). Currently, to model the 
hydrodynamics of a bioreactor, the tanks-in-series (TIS) modelling approach, which at 
best can model the flow variations in one direction, is widely used. These models 
assume a bioreactor as a series of completely mixed tanks and, hence, ignore any 
variation in the concentrations stemming from the design of a bioreactor or 
operational conditions. Therefore, these models eventually need rigorous calibration 
efforts to match measurements. This calibration is generally performed by 
manipulating kinetic parameters such as half saturation indices (K-values). The 
calibrated models are then used to assess or formulate different control strategies 
which includes the determination of an appropriate sensor location and a well-chosen 
setpoint for the controllers. In addition, the calibrated models are then extrapolated to 
predict the WWTP performance under different dynamic conditions (diurnal and 
dry/wet weather conditions) assuming that the flow patterns remain unchanged.   
In this thesis, it is hypothesised and confirmed that the bioreactors are not at all 
completely mixed and, hence, current models wrongfully calibrate the kinetic 
parameters by correcting for the errors induced by the over-simplified modelling of 
mixing. Consequently, the need for re-calibration arises at different operational 
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conditions due to the limitation of the current models to incorporate changes in 
operational conditions.  
The thesis comprises of four parts. The first part provides the detailed account of CFD 
(computational fluid dynamics) modelling of WWTPs. Second part is about 
integration of CFD hydrodynamic models with the biokinetic models to evaluate the 
impact of mixing on the process performance. Third part is about model reduction, 
where detailed knowledge gained from the CFD-biokinetic modelling is used to 
develop simple but spatially localized compartmental model. The fourth part provides 
the insight about impact of mixing on the TIS model calibrations.  
In the first part, detailed CFD hydrodynamic modelling of a bioreactor of Eindhoven 
WWTP is performed. The impact of reactor configuration and process conditions on 
gas dispersion is observed. Potential regions of poor mixing are identified. The 
different flow patterns are discussed in detail. Similarly, hydrodynamic modelling of 
an oxidation ditch (OD) of La Bisbal d’Empordà WWTP is performed. The OD is 
equipped with four surface aerators (rotors). The impact of 2-rotor and 4-rotor 
strategy on the flow patterns is observed and discussed in detail. 
In the second part, the CFD hydrodynamic model of Eindhoven WWTP is extended 
by integrating it with bio-kinetic models, firstly with ASM1 and secondly with 
ASMG1. The impact of local mixing conditions on the dissolved oxygen (DO) and 
ammonium concentrations is observed and described. Regions of poor mixing are 
observed and hence their impact on overall process heterogeneity is discussed. The 
impact of DO variations on the nitrous oxide concentrations is also observed and it is 
shown that low DO concentrations tend to increase the nitrous oxide production. 
Similarly, the OD is also extended with a bio-kinetic model i.e. the ASM1 model. It is 
observed that the surface aerators have an inherent operational limitation and the DO 
concentrations at the bottom are very low (nearly anoxic).  
In the third part, the compartmental modelling (CM) was setup based on the DO 
concentrations using CFD-biokinetic model. A novel idea of cumulative species 
distribution (CSDs) to quantify the variations is introduced here as well. The CSDs 
serve as a decision support tool for the CM. A detailed stepwise procedure for the 
compartmentalisation is provided. Based on the procedure, the CMs are developed for 
both case studies. The CMs are also developed for different conditions and it is found 
that the CM network is different under varying conditions. Therefore, an idea of 
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dynamic compartmental model is suggested at the end. Furthermore, this part also 
illustrates the impact of sensor location on the controller performance using a 
compartmental model. It is found that the controller’s performance highly depends on 
the sensor location and setpoint. An optimal sensor location can improve the effluent 
quality at reduced cost.  
In the last part, the impact of mixing on a CSTR based model calibration is shown. It 
is shown that the TIS models predict different estimated values under different mixing 
conditions. Therefore, it is important to take into account the mixing conditions before 
performing calibrations. The impact of sensor locations on the TIS model calibrations 
is also shown. The TIS model calibrations vary significantly if the sensor location for 
data collection are changed.  
It is concluded that this thesis has demonstrated the ability of CFD-biokinetic modelling 
to evaluate the process more accurately. Tthe derivation of a compartmental model has 
also provided the solution of high computational demands, commonly attributed to CFD 
modelling. 
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Samenvatting 
Waterzuiveringsinstallaties (WZI) behandelen het huishoudelijk afvalwater om de 
impact van de vervuiling op het milieu en de ons omringende natuur te beperken. Het 
lozen van het behandelde afvalwater en het afvoeren van slib zijn onderworpen aan 
een strikte wetgeving. Daarnaast worden tijdens het waterzuiveringsproces 
broeikasgassen uitgestoten waarover een toenemende bezorgdheid bestaat. 
Het toegenomen belang van waterzuivering heeft geleid tot de ontwikkeling van 
wiskundige modellen die gebruikt worden voor de optimalisatie en het ontwerp van 
waterzuiveringsinstallaties. De modellering van WZI’s omvat de modellering van 
zowel de biologische reacties (bio-kinetiek) en de onderliggende stromingspatronen 
van de bioreactoren (hydrodynamica). Tegenwoordig wordt veelvuldig gebruik 
gemaakt van de tanks-in-serie (TIS) benadering. Modellen opgesteld volgens deze 
benadering stellen de bioreactor voor als een serie van aaneengeschakelde volledig 
gemengde tanks. Deze modellen kunnen echter enkel veranderingen in één richting 
beschrijven. Deze voorstelling negeert dan ook elke variatie in concentraties 
afkomstig van het ontwerp of het operationeel beheer van de bioreactor. Om de data te 
kunnen beschrijven moeten deze modellen daardoor soms gecorrigeerd worden tijdens 
een kalibratie. Deze kalibratie wordt vaak verwezenlijkt door de kinetische 
parameters, zoals de half-saturatie indices (K-waarden) te manipuleren. Deze 
gekalibreerde modellen worden dan gebruikt voor het evalueren of formuleren van 
verschillende controlestrategieën. Daarbij hoort onder andere het bepalen van een 
geschikte sensorlocatie en een goed gekozen regelwaarde. Bovendien worden deze 
gekalibreerde modellen geëxtrapoleerd om voorspellingen te maken van de prestatie 
van de WZI onder gewijzigde dynamische omstandigheden (zowel dagelijkse 
schommelingen als de impact van droog en regen weer) in de veronderstelling dat de 
stromingspatronen niet wijzigen. 
De TIS-benadering gaat ervan uit dat de bioreactors volledig gemengd zijn. Door deze 
vereenvoudiging van de mengingspatronen worden mogelijks fouten geïntroduceerd 
in de kalibratie van de opgestelde modellen. De hypothese dat de bioreactors helemaal 
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niet volledig gemengd zijn wordt in deze thesis naar voor geschoven en bevestigd. 
Daarbij komt dan ook de nood om het model opnieuw te kalibreren voor verschillende 
operationele omstandigheden die door de beperkingen van het model niet beschreven 
kunnen worden. 
Deze thesis bevat 4 delen. Het eerste deel geeft een gedetailleerd verslag over het 
gebruik van CFD (computational fluid dynamics) modellering voor de beschrijving 
(van de hydrodynamica) van WZI’s. Het tweede deel behandelt de integratie van de 
CFD modellen en bio-kinetische modellen om de impact van menging op de prestaties 
van de installatie te evalueren. Het derde deel behandelt modelvereenvoudiging, 
waarbij gebruik gemaakt wordt van de kennis opgedaan bij de geïntegreerde 
modellering van CFD en bio-kinetiek om een eenvoudiger ruimtelijk 
‘compartimenteel model (CM)’ op te stellen. Het vierde deel ten slotte verschaft 
inzicht over de invloed van menging op de kalibratie van TIS gebaseerde modellen. 
In het eerste deel werd een gedetailleerd CFD model voor de hydrodynamisch 
modellering van een bioreactor op de WZI van Eindhoven ontwikkeld. De invloed 
van de reactorconfiguratie en de procesomstandigheden op dispersie werd vastgesteld. 
Daarbij werden mogelijke regio’s met slechte menging geïdentificeerd. Verschillende 
stromingspatronen werden in detail besproken. Een gelijkaardige studie werd ook 
uitgevoerd op een oxidatiesloot (OS) van de WZI La Bisbal d’Empordà. De OS is 
uitgerust met vier oppervlaktebeluchters (rotors). De invloed van een regeling 
gebruikmakend van ofwel twee of vier beluchters op de stromingspatronen werd 
bestudeerd en besproken. 
In het tweede deel wordt het CFD hydrodynamisch model van de WZI Eindhoven 
uitgebreid door het te integreren met bio-kinetisch modellen, ten eerste het ASM1 
model en ten tweede met het ASMG1 model. De impact van de lokale condities voor 
menging op opgeloste zuurstof (OZ) en ammonium werd berekend en beschreven. 
Regio’s met slechte menging werden vastgesteld en hun impact op de algemene 
procesheterogeniteit werd besproken. Verder werd de invloed van variaties in OZ op 
het voorkomen van lachgas bestudeerd. Lage OZ concentraties lijken namelijk een 
verhoging in de aanmaak van lachgas te stimuleren. Ook voor de WZI La Bisbal 
d’Empordà, werd het CFD model van de OS uitgebreid met een bio-kinetisch model, 
namelijk ASM1. Het kon worden vastgesteld dat de oppervlaktebeluchters een 
inherente operationele beperking hebben die leidt tot heel lage OZ concentraties (bijna 
anoxische omstandigheden) bij de bodem. 
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In het derde deel, werd het ‘compartimenteel model’ opgesteld op basis van de OZ  
concentraties berekend met het geïntegreerde CFD-bio-kinetiek model. Een nieuw 
concept werd ontwikkeld om het CM op te stellen door cumulatieve species 
distributies (CSD), die de concentratievariaties in de reactor kwantificeren, als 
beslissingsondersteunend instrument te gebruiken. Een gedetailleerde, stapsgewijze 
procedure voor het compartimenteren werd opgesteld en toegepast voor de twee 
WZI’s. Deze procedure werd herhaaldelijk toegepast onder verschillende operationele 
omstandigheden en het werd zodoende aangetoond dat het CM daarbij wijzigt. Op 
basis van dit resultaat werd een voorstel gedaan om een dynamisch compartimenteel 
model te ontwikkelen. Verder werd in dit deel, met behulp van het CM, ook de impact 
van de sensorlocatie en regelwaarde op de prestatie van een regelaar geïllustreerd. Een 
optimale sensorlocatie is belangrijk omdat het leidt tot een verbeterde 
effluentkwaliteit aan een verlaagde kost. 
In het vierde en laatste deel, werd de invloed van menging op de kalibratie van een 
TIS gebaseerd model aangetoond. Daarbij werd het duidelijk dat een TIS gebaseerd 
model leidt tot andere geschatte parameter waarden voor verschillende 
mengingscondities. Het is daarom belangrijk om de menging in rekening te brengen 
voor het uitvoeren van een kalibratie. Ook hier werd de invloed van de sensorlocatie 
aangetoond, deze wijzigt namelijk de kalibratie in hoge mate. 
Als conclusie kan men stellen dat deze thesis heeft aangetoond dat geïntegreerde 
CFD-bio-kinetische modellering een nauwkeurigere evaluatie van het proces toelaat. 
Verder heeft de ontwikkeling van een compartimenteel model tot een oplossing geleid 
voor de hoge computationele belasting typisch voor een CFD model. 
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