Size distributions of fragments of crushed rock in conveyor belts and of blasted rock in a muckpile obtained by sieving are compared with the size distributions obtained by digital image analysis of photographs of the same materials taken on-site. Several calculation methods are tested, based on the raw distribution of fragment areas and on the volume-transformed ones. The influence of the calibration of the system on the results and the performance of the system in a non-calibrated mode are evaluated. The capacity of some distributions (Rosin-Rammler, Swebrec and lognormal) to fit the data in the coarse region (where particles can be delineated, i.e. discriminated individually) and to extrapolate to the non-delineated fines (where particles cannot be outlined and their contour delineated) is assessed. The error between the sizes measured and the sizes of the reference distributions (determined by sieving) increases from the coarse to the fines region. The maximum error at a given size depends primarily on its value relative to the fines cut-off (FCO) of the image analysis. In general, at sizes greater than the FCO, where the system is able to delineate fragments reliably, both volume and surface-based, calibrated, calculations can determine the sizes with maximum error expectancy of about 30%. Below the FCO, only the calibrated, volume calculation maintains a maximum error of 30%, down to sizes of about one fourth the FCO, rapidly increasing for smaller sizes. Where the calibration is done based on data above the FCO, errors can be large below this point, in excess of 80% at sizes half the FCO. In the fines range (sizes smaller than 0.2 times the FCO) the maximum errors can be close to or greater than 100% for most of the calculations and function fittings. Of the distributions tested, all of them are acceptable at sizes above the FCO; below that, the Swebrec function seems to adapt better towards the fines than the Rosin-Rammler and lognormal.
Introduction
Digital image analysis is a powerful means for assessing the size distribution of rock fragmented by blasting. For obvious reasons, sieving is generally unfeasible in a production scenario. Belt scale readings at different locations of the processing plant and production data of the various size fractions can provide relevant data on the overall output of the operation (blasting and processing), but their relation with blasting is limited. Other indicators, such as energy consumption or throughput in the primary crusher serve as indirect estimators of fragmentation, e.g. the 80% passing size. Where the aim is to assess the size distribution, or at least some characteristic size of the blasted rock for blasting control purposes, digital image analysis is at present the only practical tool. However, despite of being used in mines and quarries worldwide, the image analysis methods have a variety of problems, namely:
(i) Proper delineation of particles. The delineation algorithms of the fragments incur certain errors -mainly disintegration of large fragments in the image and fusion of small ones -that must be corrected manually to have reliable fragmentation results, especially if the amount of fines is of interest. The manual editing of the images, in turn, causes errors due to the subjectivity of the task. These are generally large at small particles sizes, but limited at sizes greater than the optical resolution of the system (Sanchidrián et al., 2006) . (ii) Use of unfolding solutions to transform surface measurements of particles into volume values. Volume calculations involve assumptions about particle shape, overlap between fragments and estimation of non-photographed particles at depth (Cunningham, 1996; Split Engineering, 2001; Ouchterlony, 2003a ). The latter is crucial when there is segregation, as occurs in images of low uniformity material on trucks. Correction factors are applied to the original fragment sizes (Girdner et al., 1996) , number of particles (Maerz, 1996) , amount of fines (Kemeny et al., 1999; Split Engineering, 2001 ), or to the parameters of a distribution function fitting the measured values (Maerz and Zhou, 2000) . The correction factors, however, may not apply to situations other than those from which they were derived. The ''excessive'' treatment of data could be reduced by leaving aside the volume extrapolations, as Cunningham (1996) advises and the Powersieve TM system does (Chung and Noy, 1996) . Surface-based size distributions are borne on the premise that the errors in the third dimension are constant at least for the same rock type sampled in the same way. (iii) The resolution of the image systems is limited to 1-1.5 orders of magnitude in size, or even smaller, while normal muckpile and crushed fragment size distributions cover 2 or 3 orders of magnitude for a percentage of material of 90-95%. The resolution problem is solved assuming a specific size distribution for the fines after their amount has been assessed from their surface area in the image (Kemeny et al., 1999; Split Engineering, 2001 ). In principle, by fines it is meant the particles smaller than the resolution of the camera and=or the delineation system, though the exact definition of the term may vary from one system to another. The distribution functions used for the fines are the Weibull-Rosin-Rammler (RR): 
