This paper presents a new mathematical model of AIMD (Additive Increase Multiplicative Decrease) TCP for general networks that we believe is better than those previously used when it is driven by bottleneck capacities. Extending the paper by Edmonds, Datta, and Dymond that solves the single bottleneck case, we view AIMD as a distributed scheduling algorithm and prove that with extra resources, it is competitive against the optimal global algorithm in minimizing the average flow time of the jobs.
Introduction
AIMD (Additive Increase Multiplicative Decrease) is the core algorithmic component of TCP (Transport Control Protocol) for allocating bandwidth or transmission rate to the different jobs. In this algorithm, each job J i increases his bandwidth linearly at a rate of δb i,t /δt = α (typically α = 1) until he detects that one of the bottlenecks that his transmission passes through has reached capacity, at which point, he cuts his bandwidth by a multiplicative factor of β (typically β = 1 2 ). This simple algorithm is understood quite well when the network is restricted to a single bottleneck. [7] proves that even though each sender has no global knowledge of the state of the network, the allocation converges quite quickly to EQUI, which partitions the bandwidth equally between the active jobs. Though this is fair to all users, it does not perform well at minimizing the average flow/response/waiting time of the jobs, which is the standard measure both in the systems and the scheduling communities. In fact, [32] proves the competitive ratio of this online, non-clairvoyant scheduler can be as bad as O( n log n ) when measured against the optimal all-powerful, all knowing, off-line scheduler, which in this case is Shortest Remaining Work First. When there is such a negative result, a typical way to prove that the scheduler does perform well is to give it some extra resources before comparing it to the optimal scheduler, [23] . (See Section 4 for additional motivation.) [9] does this proving that EQUI is (2 + ǫ)-speed O(1 + 1 ǫ )-competitive, meaning that when EQUI is given 2 + ǫ times as much bandwidth, it performs within a constant as well as the optimal. AIMD, however, is different from EQUI. Its allocations continually increase and decrease and it takes some time for it to reconverge after jobs arrive or depart. [11] proves that if AIMD is given a constant number of adjustment periods per job to converge than it is also O(1)-speed O(1)-competitive.
The main purpose of this paper is to extend these results to the multi-bottleneck case. Surprisingly there has not previously been a model of how AIMD changes or to what it converges. Kelly in [27, 25] does a good job, but the algorithm they consider is different. In their AIMD, the frequency at which a bottleneck drop packets, instructing its jobs to decrease their bandwidth changes as fixed function that depends only on the current total traffic through the bottleneck in question. In contrast, in the standard AIMD algorithm for TCP, a bottleneck instructs its jobs to back off only when it reaches its capacity. The frequency at which this occurs is a much more complex function of what the other bottlenecks are doing. In Section 2, we define a new continuous model of how AIMD evolves on a general network within this setting and also define the scheduler, AIMDEQUI, to be that to which it converges.
Because different jobs pass through different bottlenecks with different capacities, the notion of the fairness of bandwidth allocation is not clearly define. The standard definition of fairness is referred to as max-min fairness [12, 13, 17, 19, 20] . We call this the socialist view of fairness because it attempts to give each job the same bandwidth. In Section 3, we consider two other notions of fairness as well. Local fair is similar but considers only local information. free market fair penalizes jobs that use many bottlenecks that are in high demand.
According to a socialist view of fairness, [14] prove that AIMD can be unfair by a factor of m, where m is a bound on the number of bottlenecks that a job goes through. Whether this is tight is open. We do, however, show that according to a local view of fairness, it is never more than a factor of m unfair and that according to a free market view, it is perfectly fair.
Finally, Section 4 proves that AIMDEQUI is O(m 3 )-speed O(m)-competitive, meaning that with O(m 3 ) times the bandwidth, the flow time under AIMDEQUI is within a factor of O(m) of that of the optimal all knowing scheduler. We believe that it is not unreasonable to assume that m is a constant because within the actual internet no transmission hops more than a half dozen times. We are also able to prove that AIMDEQUI is O(1)-speed O(1)-competitive independent of m. However, this result requires the assumption that the adjustment frequencies of the bottlenecks do not change much within the life of an individual job. This we believe is a reasonable assumption because the adjustment frequencies are a global property that should not be greatly effected by the arrival and the completion of individual jobs. We believe that the result is true without this assumption or minimally when given speed s = O(m), however, as of yet this has been unattainable.
There has been a lot of work in understanding bandwidth scheduling algorithms within multibottleneck networks, but not for AIMD. Hahne [17, 18] proves that if each bottleneck/router relays the packets of the jobs in a round-robin way, then the bandwidths converge to max-min fairness between the jobs. However, they do not consider the worst case packet arrival or jobs arriving and leaving, but assume either Bernoulli packet arrivals or the case in which there are always packets waiting to enter the system. Fatourou etal. [2, 4, 5, 6, 12, 13, 21, 22, 31] prove that another class of algorithms converge to max-min fairness. These, however, have a global scheduler dictate an order in which the jobs "update," where such an update requires the job to tell any other job that shares a bottleneck with it to decrease its bandwidth.
The Continuous AIMD Model for General Networks
In this section, we propose two new models of AIMD through a general network. The first model is a set of differential equations similar to those given by Kelly in [27, 25] . We argue, however, that ours is a better model of AIMD when it is driven by bottleneck capacities. Unlike Kelly, however, we are unable to prove that the system converges, though we have strong arguments that it does. To avoid this problem, we will simply define another model, denoted AIMDEQUI, which is the previous model at its steady state. It is this second model that we prove is competitive against the optimal bandwidth scheduling algorithm. We use the following notation:
• B is set of routers that act as bottlenecks, the k th of which has maximum bandwidth B k .
When the scheduler has "speed" s, this maximum bandwidth is increased to s · B k .
• J = {J i } is the set of jobs (or sessions). Each job J i is defined by its arrival time a i , its file length l i , and as done in [27, 25] , the subset of the bottlenecks B(i) that it passes through. Conversely let J t (k) denote the set of jobs J i that pass through the k th bottleneck and are active at time t. Note that as a simplifying assumption, we are ignoring the path that a job takes through these bottlenecks and any delays caused by transmission times. In particular, we are ignoring the fact that different jobs may have different transmission times.
• We denote by b i,t the bandwidth or transmission rate used by job J i at time t. The restriction for the k th bottleneck is that i∈Jt(k) b i,t ≤ sB k .
• We denote by c i the time that the transmission of job J i is completed. To accomplish this, the algorithm must allocate enough bandwidth so that t∈[a i ,c i ] b i,t = l i .
• We measure the quality of a scheduling algorithm using the average flow/response/waiting time of the jobs, i.e. Avg i∈J [c i − a i ].
• α is the additive increase and β the multiplicative decrease parameter set by the AIMD algorithm. Namely, each user increases his transmission rate linearly at a constant rate of δb i,t /δt = α (typically α = 1) until he detects that one of the bottlenecks that his transmission passes through has reached capacity. At this point, the sender cuts his own rate b i,t by a multiplicative factor of β (typically β = 1 2 ).
• f k,t , the adjustment frequency, will denote the instantaneous frequency at time t at which the event occurs in which the k th bottleneck reaches capacity and instructs its users to back off.
The equations relating these values are as follows.
Equation 1 states that the total bandwidth i∈Jt(k) b i,t through the k th bottleneck is bounded by its capacity sB k . More over, this bottleneck instructs its users to back off if and only if it is at capacity. Equation 2 states that each job J i continually increases his bandwidth linearly at a rate of δb i,t /δt = α and approximates the effect of the multiplicative deceases. When any one of the bottlenecks that J i passes through reaches capacity, its bandwidth b i,t decreases by a multiplicative factor of β, i.e. from b i,t to βb i,t , which is a decrease of (1 − β)b i,t . The number of times that this occurs during a time period of length δt is k∈B(i) f k,t δt for a total decrease of
is only a differential approximation of the decreases that occur at discrete points in time. This same approximation was made in [27, 25] . The main difference between this model and Kelly's in [27, 25] is that Kelly has a single equation
defining a bottleneck's adjustment frequency f k,t as a function of the total flow i∈Jt(k) b i,t through the bottleneck. Though Kelly defines µ k instead to be "the proportion of marked packets", it is used in the same way in Equation 2 as we do and we assume that this quantity reflects the proportion of the jobs passing through the bottleneck that will adjust and hence is related to our frequency f k,t . Moreover, Kelly does not speak of the bottlenecks having a capacity, but presumably this fixed non-negative, continuous, strictly increasing function p k can be such that as this total flow increases towards the bottleneck's "capacity", a sufficiently strong message is given to the jobs to back off that this capacity is never exceeded.
In contrast, our model does not have a single equation defining a bottleneck's adjustment frequency f k,t . We feel that this is a better model for AIMD when it is driven by bottleneck capacities, because when an individual bottleneck adjusts in practice does depend in an intricate way on when the other bottlenecks adjust. For example, having a job pass through a long line of m bottlenecks with the same capacities, should be equivalent to passing through only one. In Kelly's model, each of these bottlenecks will send the same message as if it were the only bottleneck and hence the job will back off m times more often. On the other hand, in our model, it is irrelevant and undefined which one of bottlenecks will adjust. We can only make claims about k f k,t .
Not knowing which bottlenecks are at capacity adds extra complications. One way to ensures that each bottleneck is at capacity is to assume that each bottleneck k, has a local job i(k) that goes only through the k th bottleneck. This job will be free to increase its bandwidth filling any remaining space in the bottleneck. This change allows us to ignore the second half of Equation 1.
Given the current bandwidth allocations b i,t , the next values are determined by first solving a system of equation for the adjusting frequencies f k,t and then using these to compute δb i,t /δt. The following matrix notation is useful. Let M denote the 0/1 matrix such that M k,i = 1 iff the i th job is in the k th bottleneck. Similarly, define the vectors B = B k , f = f k,t , b ′ = δb i,t /δt , 0 K = 0, . . . , 0 , and 1 n = 1, . . . , 1 . In contrast, represent the bandwidths b i,t as an n × n matrix with diagonals b i,t and the rest zero. Equations 1 and 2 translate into M b1 n = sB and
Note there is one equation and one unknown b ′ i and f k,t for each job and for each bottleneck. We can solve these as follows. Differentiating the first gives M b ′ = 0 K . Substituting the second into this gives
(This can't easily be represented as a matrix because b is square and b ′ is a vector.) 1 The steady state of this system occurs when δb i,t /δt = 0. Equation 2, then gives
It is our strong belief, that this system quickly converges to this state. If the dynamic system allocates job J i an amount that is different from this then Equation 2 automatically moves it closer. Assume, for example that job J i just arrived and hence, b i,t 0 = 0. If we assume that the total frequency f i,t = k∈B(i) f k,t remains relatively constant for a few adjustment periods, then the single differential equation δb i,t /δt = α − (1 − β)b i,t f i,t can be solved in isolation 1 If M were square and invertible then b from the others, giving
The time until the AIMD allocation to the job is within a factor 1 − e −(1−β)q ≈ 1 − β −q of the steady state allocation is
. In the single bottleneck case, this equals q adjustment periods, which corresponds exactly to the results given in [11] .
To avoid the problem of whether the system quickly converges, we will simply define another model, denoted AIMDEQUI, which is the previous model at its steady state. Replacing Equation 2 with Equation 4 gives the equations defining AIMDEQUI to be:
In the matrix notation, these translate into M b1 n = B and bM T f = α (1−β) 1 n .
Socialistic, Local, and Free Market Views of Fairness
It is clear what a fair distribution is of a single resource like the bandwidth of a bottleneck. However, when different jobs are restricted by different bottlenecks with different capacities, it is not clear what is "fair". This section defines three views of fairness: socialistic, local, and a Free Market, with corresponding "Equal Partition" schedulers: S-EQUI, L-EQUI, and F-EQUI. AIMDEQUI will be evaluated with respect to each. We refer to the standard definition of fairness, max-min fairness [12, 13, 17, 19, 20] as the socialist view of fairness because it attempts to give each job the same bandwidth. It allocates the bandwidths in the unique way so that no job could be allocated more bandwidth without decreasing that of some other job who has the same or less. S-EQUI achieves such a distribution of bandwidth as follows. Starting with zero bandwidth to each job, increase the bandwidth of each job equally, except fixing that to any job passing through a bottleneck that is at capacity. According to this view, [14] proves that AIMD can be unfair by a factor of m to jobs that pass through m bottlenecks. An open problem is to prove that this is the worst case.
In the local view, a bottleneck never gives a job more bandwidth than is fair from its local information. In the scheduler L-EQUI, the k th bottleneck tries to allocate a fair share sB k n k,t of its bandwidth to each of the n k,t = |J t (k)| jobs that pass through it. A job, however, may not be able to receive this high of a bandwidth because of the constraints of its other bottlenecks. Therefore, L-EQUI allocates to job J i the minimum allocated by each of the bottlenecks though which it passes, i.e. b i,t = min k∈B(i)
. This locality of the fairness is used to reduce a schedule on the general network G to one separate single bottleneck network for each of G's bottlenecks. Using this, Theorem 3 proves that though L-EQUI sometimes allocates less bandwidth than it could, it is O(m 2 )-speed O(m)-competitive. The same result automatically applies for S-EQUI because it never allocates less bandwidth to any job. Lemma 
The free market view of fair argues that it is not fair to allocate the same bandwidth to every job when the jobs pass through different numbers of bottlenecks with different demands on their bandwidth. Instead, in this view each job is charged by each bottleneck it passes through for the bandwidth that it uses at a cost which decreases proportional to the supply, namely its capacity sB k , and increases proportional to the demand, namely the number of jobs n k,t = |J t (k)| passing through it or perhaps on the number n max k,t that are most constrained by it. Then each job is allocated the same cost of bandwidth. AIMDEQUI itself is a scheduler that once the costs are rigged slightly is completely fair in this sense. The adjustment frequency f k,t of a bottleneck is a reasonable cost for its bandwidth because Lemma 2 proves that it is bounded within
Lemma 1 proves equality of this relationship on average, i.e. n t =
Being charged for its bandwidth by each bottleneck it passes through, Job J i is charged a total of ( k∈B(i) f k,t )b i,t . Equation 4 then enforces that the allocations of bandwidth are such that this charge is the same for all jobs. The global aspect of this view of fairness is used to reduce AIMDEQUI on the entire network G to a single network with a single bottleneck. This is used to prove Theorem 4, which states that AIMDEQUI is O(1)-speed O(1)-competitive when these adjustment frequencies f k,t do not change much within the life of an individual job.
The Competitiveness of AIMDEQUI
To understand the worst-case analysis results in the literature, we need to introduce and motivate resource augmentation analysis [23] . A scheduling algorithm A is said to be s-speed c-competitive if
where A s (J) denotes the average flow time for the schedule given by A with a speed s on input J, and similarly OPT 1 (J) denotes the flow time of the adversarial schedule for J with a unit speed. Our analysis philosophy is to put first priority on minimizing the speed, while keeping the competitive ratio reasonable. The reason for this is average QoS curves such as those in figure 2(a) are ubiquitous in server systems [28] . That is, the average QoS at loads below capacity is negligible, and the average QoS above capacity is intolerable. The concept of load is not so easy to formally define, but generally reflects the number of users of the system. So in some sense, one can specify the performance of such a system by simply giving the value of the capacity of the system. In this setting, A s (J) is at most c times optimal average flow time with s times higher load, since slowing down the speed by a factor of s is the same as increasing the load by a factor of s. But since the optimal flow time is almost always negligible or intolerable, a modest c times either negligible and intolerable, still gives you negligible or intolerable. So an s-speed c-competitive algorithm should perform reasonably well up to load 1/s of the capacity of the system as long as c is of modest size.
Thus usually the goal is to find a server scheduling algorithm that is (1+ǫ)-speed O(1)-competitive;
We call such an algorithm almost fully scalable since it should perform well up to almost peak load. Though most scheduling papers consider the allocation of a fixed number of processors between the active jobs, the results hold for our setting of allocating the fixed bandwidth of a single bottleneck network. It is shown in [9] that the algorithm, EQUI, which devotes an equal amount of processing power to each job, is a (2 + ǫ)-speed O(1 + 1/ǫ)-competitive algorithm for scheduling of jobs with "natural" speed-up curves. The result in the original paper [9] stated
. This was improved in [10] for the purpose of proving Theorem 2 to 1 + O( √ s s−2 ), which does not change the result O( 1 ǫ ) when the speed s is 2 + ǫ, but when the speed s is large, the improvement is from 2 + O(
). It is likely that the competitive ratio should be 1 + O( 1 s ), but as of yet that is unattainable.
To be more complete, all the results allows arbitrary "natural" speed-up curves. For example, fully parallelizable work is the usual in which the rate at which the work gets completed is in proportion to the amount of bandwidth/processors allocated. In contrast, sequential work gets completed at a fixed rate independent of the amount of resources allocated. Given that any non-clairvoyant algorithm (limited knowledge about jobs) is bound to waist lots of resources on sequential jobs, it is surprising that the algorithm is competitive against an all knowing adversary when given only a little extra resources. In fact, more general speedup curves are also allowed. One might not think that such a result would have any direct application to the problem of transmitting files. However, it does. Each sender may have a different upper bound on the rate at which it can transmit data. This can be modeled by representing the transmission with a job whose speedup function is fully parallelizable up to the senders capacity and then becomes sequential for any additional bandwidth allocated to it, namely β . It is not needed, but to make the proofs simpler, Lemma 1 in [9] proves that the worst cast set of jobs is such that every phase of every job is either fully parallelizable or is sequential. Hence, we will restrict our attention to these. Another improvement needed to prove Theorem 2 that [10] provides over [9] is that it allows the optimal scheduler to complete the fully parallelizable work and the sequential work independently. The formal statement needed is as follows. ≤ O(m).
Proof of Theorem 3:
This proof uses the fact that L-EQUI is locally fair at each bottleneck.
It is a reduction to many instances of Theorem 1. For each bottleneck within the general network G, the proof reduces what occurs in that bottleneck to a separate single bottleneck network with capacity B k on a job set denoted J k . We will use G, J and B k , J k to differentiate between these networks. The steps of the proof, each of which will be describe below, are as follows.
Given G and J modify them so that each job appears in exactly m bottlenecks by putting jobs though new "fake" bottlenecks.
] to be total flow/response/waiting time of the jobs, instead of the average. This change does not change the competitive ratio. For the k th bottleneck in G, define L-EQUI
] to the same but only for those jobs J t (k) that pass through the k th bottleneck. Because each job appears in exactly m bottlenecks, the first equality in the above calculations follows easily.
For each bottleneck k, we define a set of jobs J k that is a mirror of the set of jobs J (k) that pass through the bottleneck. In this way, each job appears in m of these sets of jobs. However, at each point in time only one of these copies is a true copy with fully parallelizable work. The remaining m − 1 copies are replaced by sequential work that act more as place holders. The motivation is as follows. Recall that the k th bottleneck in L-EQUI attempts to allocates a fair share (sB k )/n L k,t of its bandwidth to each of the n L k,t = |J t (k)| jobs that pass through it. However, those jobs that are constrained by other bottlenecks are unable to utilize all of this bandwidth and are allocated only
Hence, it is reasonable for the unconstrained bottlenecks to view such a phases of such jobs as being sequential. Recall that sequential jobs complete at a fixed rate even when allocated more resources. More formally, for each job J i and time t, let k(i, t) denote be the index of the bottleneck that constrains the job, i.e.
Break ties arbitrarily. Let J min t (k) ⊆ J t (k) denote those jobs J i passing through the k th bottleneck for which k = k(i, t). For jobs J i in J min t (k), the work completed at time t by L-EQUI O(m 2 ) (G, J ) will be copied without change to the job J k i ∈ J k . For the other jobs J i in J t (k) \ J min t (k), a sequential phase is inserted into the job J k i so that it completes in the same time that the work completed at time t by L-EQUI O(m 2 ) (G, J ) completes. The next step is to prove that L-EQUI
. By way of induction on t suppose that at time t L-EQUI O(m 2 ) (G, J ) has completed at least as much work on each job in
which is the bandwidth b
We can conclude that L-EQUI O(m 2 ) (G, J ) completes at least as much work on the jobs currently in J min t (k). For the other jobs in J t (k), L-EQUI O(m 2 ) (G, J ) may allocate less bandwidth than this because of another bottleneck. EQUI O(m 2 B k ) (B k , J k ), however, will take just as much time on this phase of this job because it is working on a sequential job which takes this same fixed amount of time independent of the bandwidth allocated to it. This completes the proof by induction.
The next inequality
The
to be the single bottleneck scheduler that allocates each job in J k the exact bandwidth that OPT 1 (G, J par ) allocates its counter part in J . Because these jobs all pass through the k th bottleneck, the total amount allocated to these jobs by OPT 1 (G, J par ) is at most B k . Hence, OPT
par ) too does not exceed the capacity of its single bottleneck and hence is a valid scheduler. It will follow that the optimal scheduler for J k can only be better, i.e.
Because job J k i in J k par has no more fully parallelizable work than its counter part in J par , and because the schedulers allocate the same bandwidth to these jobs, it follows that the first completes no later, i.e. c
Greater understanding, however, can be gained by seeing when this extra factor of m is needed and when not. Recall that for each point in time t under L-EQUI O(m 2 ) (G, J )) only one of the m copies of job J i actually has fully parallelizable work. If the bottleneck k = k(i, t) that constrains job J i does not change throughout its life, then only one copy of J i contributes to the sum and k∈B(i) (c
− a i ). However, when k = k(i, t) changes over time, the fully parallelizable work from J i is partitioned between the m copies. If these optimal schedulers allocated some fixed bandwidth during the life of the job, then the same equality, k∈B(i) (c
− a i ), would hold. However, suppose that OPT 1 (G, J par )) delays job J i for a long time after it arrives. Then if the job has a little fully parallelizable work in J k par for each of its m bottlenecks, then this delay will contribute m times to the sum and this factor of m is needed.
The next inequality is
). There are two types of sequential work in a set of jobs J k . The first type was originally in J i ∈ J and was copied as is to J
and once in OPT 1 (G, J seq ). The other type of sequential work arises because, for each piece of work in L-EQUI O(m 2 ) (G, J )), whether fully parallelizable or sequential, a piece of sequential work lasting the same time is added to J k i for the m − 1 values of k other than k(i, t). The equality follows.
The final inequalities OPT 1 (G, J par ) ≤ OPT 1 (G, J ) and OPT 1 (G, J seq ) ≤ OPT 1 (G, J ) are true because OPT has strictly less work to do in each case.
The above steps result in an expression that can be rearranged to give the last line, which in turn gives the result.
The previous result can be completely tightened giving that AIMDEQUI is (2 + ǫ)-speed O(1)-competitive if we assume that the adjustment frequencies of the bottlenecks do not to change much within the life of an individual job. This we believe is a reasonable assumption because the adjustment frequencies are a global property that should not be greatly effected by the arrival and the completion of individual jobs.
Theorem 4 Let G be any general network. Let J be any set of jobs in which each phase of each job can have an arbitrary sublinear-nondecreasing speedup function. Suppose for each job J i , the ratio ( k∈B(i) f k,t )/( k f k,t B k ) between adjustment frequencies does not change by more than a factor of r through out the life of a job, where r ≥ 1 is some constant. It follows that
Proof of Theorem 4:
This proof uses the fact that AIMDEQUI is Free Market Fair. It is a simple reduction to Theorem 1 by reducing everything that is occurring within the general network G to a single network with a single bottleneck with capacity B = 1, namely
The last step is a direct application of Theorem 1. Define F i,t = ( k∈B(i) f k,t )/( k f k,t B k ) to be a needed comparison between the adjusting frequency of job J i at time t and that of the overall network. By the statement of the theorem, this does not change by more than r through out the life of the job and hence F i ≤ F i,t ≤ rF i for some F i . We construct another set of jobs J f by scaling the fully parallel work in job J i ∈ J by this constant F i .
The first step is to prove that AIMDEQUI r(2+ǫ) (G, J ) ≤ EQUI (2+ǫ) (1, J f )). By induction on t, assume that at time t AIMDEQUI r(2+ǫ) (G, J ) has completed at least as much work on each job as EQUI (2+ǫ) (1, J f ). We prove as follows that the first algorithm allocates at least 
Because OPT 1 (G, J ) cant exceed the capacity of the k th bottleneck, this is at most ( k f k,t (B k ))/( k f k,t B k ) = 1. This completes all the required steps of the proof.
Lemma 1
The number n t of jobs active at time t under AIMDEQUI s is n t = For each job J i , let k(i, t) denote be the index of the bottleneck with the highest adjusting frequency that the job passes through, i.e. k(i, t) is the k maximizing max k∈B(i) f k,t . Let J max t (k) ⊆ J t (k) denote those jobs J i ∈ J t (k) passing through the k th bottleneck for which k = k(i, t). 
