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Building ensembles of classifiers is an active area of research for machine
learning, with the fundamental goal of combining the predictions of multiple
classifiers to improve prediction accuracy over an individual classifier. In
theory, combining classifiers in an ensemble can improve the prediction
results by compensating for individual classifier weaknesses in certain areas
by benefiting from better accuracy of the other individuals in the same
area. Typical ensemble learning approaches require extensive amounts of
computation to train and combine multiple models into a single solution.
A key question in ensemble learning is: given the total computational effort
roughly equivalent to a single monolithic solution, can an ensemble learner
achieve comparable or better performance?
In this thesis, a comparison is made between a single complex monolithic
agent and an ensemble of many simpler agents that is evolved using equiv-
alent computational effort. To do this, a framework is constructed that
enables the comparison of a monolithic approach using complex agents,
and an ensemble approach made up of simple agents. This is then applied
to the application of buying and selling stocks on a simulated stock mar-
ket and comparing the results of the two approaches to classify stock data
on when to buy and sell. The framework involves creating a population
of agents. These are “decision making agents” (DMAs), which evaluate a
data source and decide at each time step whether to trade or hold a stock.
In many learning problems, such as the stock trading example used in
this thesis, the suitability of a model is measured at a macroscopic level
aggregated over multiple decision actions. These problems are not well-
suited to traditional learning methods, so evolutionary computation (EC)
1
is frequently used to build machine learning models in these situations.
Historically, most EC approaches use a single population to evolve a single
solution. A more recent branch of EC research emphasises the use of coop-
erative coevolution, where the required solution is decomposed into several
sub-components, and multiple populations are used in parallel to simulta-
neously evolve these. There are strong analogies between the divide and
conquer strategies of cooperative co-evolution and the building of ensembles
in traditional machine learning.
In this thesis, a cooperative co-evolution approach using genetic program-
ming to evolve individual populations and combined them as an ensemble
is used to evolve a solution. The agents in the individual populations are
evolved with a standard genetic programming approach, where our DMAs
are decision trees made up of logic operators (function primitives) and stock
indicators (terminal primitives). DMAs are used for both monolithic and
ensemble algorithms, but the size of the DMAs varies and the way they
are evaluated is different. With the monolithic approach only a single pop-
ulation is used, but the agents in the population evolve to have increased
complexity compared to the agents in the ensemble approach. With the
cooperative co-evolution ensemble approach, n populations are created and
evolved independently, but they are evaluated together using majority vot-
ing. The agents used in the ensemble approach are only allowed 1/n of the
nodes that the monolithic agent can have, reducing the ensemble’s total
complexity to a similar level to that of the monolithic approach.
With this framework, this thesis suggests that an ensemble of simple agents
using variance reduction performs as well, and in most cases better than,
a complex monolithic agent. The variance reduction process is like that
of bagging, with majority voting within the ensemble damping down the
behaviour of over-active, risky models to reduce the error component at-
tributable to these risky actions. This variance reduction behaviour was
not by design, but was an emergent property. The robustness of these find-
ings is examined under multiple conditions, which include key parameters
pertaining to ensemble learning. These include population size and ensem-
ble size, which are examined in this work to gain insights into an optimal
set of parameter values.
2
To ensure that the insights into ensemble learning generalise beyond that
of the examined stock trading problem, an alternative unrelated problem,
suitable for a cooperative approach is then tested in a similar way. This
is the Tartarus problem, in which agents use finite state machines (FSM)
for internal states. Previous work in using cooperative co-evolutionary
methods on the Tartarus problem focused on decomposition of a single
FSM and met with limited success. The co-evolutionary approach used
here builds an ensemble of smaller FSMs, each voting on the best action to
take. This configuration reduces the computational effort in the mutation
operator, therefore allowing an ensemble with more total states to be used
for the same overall computational effort. In this context, this approach
improves on previous cooperative research and shows that some findings
are transferable between applications when using the ensemble approach
shown in this research.
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Over the last decade evolutionary algorithms have become more capable, solving com-
plex problems that previously only humans could solve. In applications like stock
trading, with the available processing power and with historic and real time data, al-
gorithms can sort through massive amounts of data and come up with predictions on
what markets will do in real time, reacting to changes in milliseconds. Given the gains
algorithms have made over the years, they can outperform humans in some domains.
Many unique approaches are being researched to improve on current techniques
in order to provide extra performance over existing methods. Evolutionary compu-
tation (EC) is one area that is being researched to improve outcomes. Evolutionary
algorithms (EAs) are a subset of EC (Vikhar, 2016) that use components inspired by
biological evolution like recombination, mutation, selection and reproduction to cre-
ate population-based metaheuristic optimisation methods. Popular EAs approaches
include genetic algorithms (GA) (Holland, 1992), which seek the solution of a problem
in the form of strings of numbers by applying operators such as recombination and
mutation; and Genetic Programming (GP) (Turing, 1950), in which the solutions are
in the form of computer programs, and their fitness is determined by their ability to
solve a computational problem.
Supervised learning is the machine learning task of learning a function that maps
an input to an output based on known input-output pairs (Russell and Norvig, 2010).
Early attempts at supervised learning focused on the development of a single model
to provide all predictions on all instances. In contrast to this monolithic approach to
learning, ensemble learning (Krogh and Vedelsby, 1994) is a way of combining several
models’ predictions to give an improved prediction accuracy.
Ensemble methods are meta-algorithms that combine several machine learning tech-
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niques into one predictive model in order to decrease variance, bias, or improve predic-
tions. This approach allows the production of better predictive performance as com-
pared to a single model, where a group of average models can outperform single expert
models. This uses a cooperative co-evolution (CC) approach, which is an evolutionary
computation method that divides a large problem into sub components and solves them
independently in order to solve the large problem (Potter and De Jong, 1994). This
CC approach is used in the models that make up the ensemble, whereas evolutionary
computation is a method that divides a large problem into sub-components and solves
them independently in order to solve the larger problem.
Reviewing previous work and having an understanding of CC approaches moti-
vated my choice of research and led me to the main goal of this thesis, which is to
explore reinforcement learning type problems. Of particular interest are reinforcement
learning problems with delayed reward, which are characterised as for a given action,
the outcome of whether it was correct or not will not be known for some period of
time (Minsky, 1961; Sutton and Barto, 2018). There are many effective approaches to
reinforcement learning when an immediate reward, or small delay in reward, is pro-
vided (Sutton and Barto, 2018). However, these methods become less effective as the
chain of actions leading to a reward becomes longer. Therefore, we need to approach
problems with highly delayed rewards using different techniques.
Evolutionary computation (EC) has a long history as a search mechanism that is
weakly informed by gradient information. Most importantly, EC methods typically do
not exploit domain specific information, and so are amenable to search in problems
where strong signals of search direction are not available (Fogel et al., 1998). Indeed,
early variants of EC such as genetic algorithms (GAs) were originally introduced to
solve the delayed rewards problems encountered in reinforcement learning (Holland,
1975). However, EC is typically characterised as requiring large computational re-
sources (large populations of solutions evolved over many generations) to effectively
search for a good solution. Therefore, a large component of EC research is aimed at
discovering new techniques that reduce the computational burden.
One such technique that is designed at reducing computational burden in EC is
cooperative coevolution (Potter and De Jong, 2000). Here, the parameter space of a
given problem is decomposed into several smaller sets, each of which is then evolved
independently. To create a solution, representatives from each problem are selected,
and the parameters that they represent are combined into a single solution. Previous
work has demonstrated the effectiveness of cooperative coevolution in solving large scale
6
problems (Yang et al., 2008). However, research into using cooperative coevolution to
decompose reinforcement learning problems with delayed reward has not yielded great
success (Dick and Yao, 2014).
Rather than taking a large representation and using cooperative coevolution to
decompose its parameter set, an alternative approach could be to use cooperative
coevolution to evolve an ensemble of simpler solutions and use the ensemble effect
to reduce bias or variance in search (Kanevskiy and Vorontsov, 2007; Garcia-Pedrajas
et al., 2005). These techniques have been successfully applied in pattern recognition and
supervised learning problems, but their application to delayed reward reinforcement
learning is an open question.
So, our approach in this thesis is to look at using a standard EA with complex
agents and compare it with a cooperative co-evolution approach using an ensemble of
EAs (CCEAs) made up of simple agents to look at answering three hypothesise stated
in Section 1.2. Tasks of stock trading and the Tartarus problem (Teller, 1994), will be
used to compare the approaches.
1.1 Motivation
Either implicitly or explicitly, humans frequently adopt ensemble methods in their day
to day decision making. For instance, every time we consider a major purchase, most
of us carry out research into what others think we should do and go with the group
consensus (Larson, 2010). This was first shown to be a superior approach in 1906, at a
farmers’ fair in Plymouth, where Francis Galton made his discovery of what is known
as the wisdom of crowds (Galton, 1907). Galton demonstrated this when estimating
the weight of an Ox. He confirmed that the average of the estimates from the 787
people that guessed the weight was more accurate than any individual guess, including
those from experts in the group. Our research examines this idea, but instead of asking
different people for advice, the decisions in this research will be made by combining
recommendations from algorithms.
Research into enabling machines to make these types of decisions is being done in
many fields, including artificial intelligence (Opitz and Maclin, 1999), machine learn-
ing (Kuncheva and Whitaker, 2003), data mining (Freitas, 2003), pattern recogni-
tion (Mu et al., 2009) and data science (Fern and Lin, 2008). Each field is trying to
solve the same problem of making accurate predictions while using unique approaches.
Making accurate predictions is the process of developing a mathematical model, using
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a learning algorithm, to approximate the relationship between the input and expected
output. One such area is evolutionary computation (EC), which is a sub-field of Ar-
tificial Intelligence. EC uses an iterative process, such as growth or development in a
population of agents. This population is then selected in a guided random search using
parallel processing to achieve the desired end. Such processes are often inspired by
biological mechanisms of evolution. The area of interest in this research is EAs, which
are a subset of EC. EAs use mechanisms such as reproduction, mutation, recombina-
tion, and selection. EAs function through the selection process in which the least fit
members of the population set are eliminated, leaving the fit members to survive and
continue until better solutions are determined.
Standard EAs, in their most basic form, operate on a single population working
upon a single objective, and require each agent to represent and encode all the necessary
parameters for a given problem. As problems become larger and more complex, the
burden of encoding all parameters into a single solution becomes significant. Ideally,
we would like the solution to be discovered by teams of agents each working to identify
subsets of the required parameters. Cooperative co-evolution is one such way that
EAs achieve this (Potter and De Jong, 2000). Potter and Jong developed effective
techniques for evolving solutions in the form of interacting co-adapted sub-components.
They investigated finding and enabling sub-components to “emerge” from the problem,
instead of the sub-components being defined by hand before the algorithm runs. These
sub-components could be evolved independently but evaluated together when solving
the larger problem using a co-evolutionary approach via ensemble learning.
The goal of ensemble learning is to take multiple models and train them to solve
the same problem. Since each model will have a unique solution to the problem, the
hope is that when they are combined they will perform better than they would have
individually. The models are often called “weak learners” as they would perform poorly
by themselves. Ensemble systems have been successfully applied in many fields such as:
Bioinformatics (Tan et al., 2003), Cheminformatics (Merkwirth et al., 2004), Finance
(Leigh et al., 2002), Geography (Bruzzone et al., 2004), image retrieval (Lin et al.,
2006), information security (Menahem et al., 2009), information retrieval (Auerbuch
et al., 2004), manufacturing (Maimon and Rokach, 2001), medicine (Mangiameli et al.,
2004).
This thesis investigates the performance difference between the standard EA ap-
proach, where a large agent contains a complete solution, and compares this with the
approach of combining multiple EAs that generate simple agents, which between the
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ensemble of agents forms a complete solution. Since the dominant thinking in CCEAs
is the idea of specialisation to reduce bias (Nitschke et al., 2012), we also want to
understand if variance reduction plays a part in the solutions created in this research.
How weak learners are combined is critical to the performance of the ensemble.
There are three common combinations: Bagging, Boosting and Stacking. Bagging is a
method used to generate additional data for training by creating new data subsets from
the original dataset. This is done by randomly selecting data from the original dataset
with replacement, so the subsets will be the same length of the original dataset. How-
ever, because of sampling with replacement, some observations will be repeated and so
have greater influence in the simulation. Boosting is used to try and train new models
that perform well with data that the previous models have misclassified. Stacking is a
meta-learning approach in which an ensemble is constructed by combining the predic-
tions of multiple independent models through a learned aggregation function. All three
methods are trying to reduce the primary causes of error in learning models. These are
noise, bias and variance (Hastie et al., 2009). Each method of combination performs
better in a different area, Bagging decreases the variance, boosting decreases bias,
and stacking improves the predictive force. These are covered in Chapter 2.3.4.
Normal ensemble approaches need increased computation effort, but limited re-
search has been done into the performance of ensemble learning compared to a mono-
lithic approach using similar computational effort. In our comparison, the ensemble
approach uses the same number of total parameters as the monolithic approach, but
the way in which the search for the solution is structured is different, which leads to
a more efficient search of the problem space. Further, for ensemble solutions, limited
research has been done on how agents in an ensemble cooperate and make decisions.
This research attempts to fill these gaps as follows. First, this thesis proposes a
framework for comparing the performance of complex monolithic agents and an en-
semble of simple agents. Then, this framework is used to compare evolving a “complex
monolithic agent” against evolving “ensembles of simple agents” for the application
of predicting stock markets by combining stock indicators. Each problem is given the
same equivalent modelling capacity and computational effort to evolve its best solution.
Second, an understanding of how the ensemble makes decisions is explored and anal-
ysed, to try and find strategies that may be suitable in other applications. Finally, this
thesis validates the findings by applying lessons learnt to the Tartarus problem (Teller,
1994), to test if the lessons learnt are transferable to other problems when using a
similar ensemble approach.
9
1.2 Research Objectives and Methodology
The goal of this research is to study how well an ensemble of simple agents performs
compared to a complex monolithic agent, when using equivalent modelling capacity and
computational effort, and to understand how an ensemble of simple agents interacts
with each other1. To focus our research, we have formed three hypothesis:
1.2.1 Hypothesis One
With an ensemble of simple rule learners and a monolithic agent composed of complex
rules evolved using the same modelling capacity and computational effort, the ensemble
agent will be able to compete with the monolithic agent.
1.2.2 Hypothesis Two
The ensemble will be made up of specialised agents, where some agents will accurately
predict the outcome in certain areas and will rely on other agents to specialise in areas
that it performs weakly in.
1.2.3 Hypothesis Three
With an ensemble of simple rule learners and a complex monolithic agent, evolved
using the same modelling capacity and computational effort, the ensemble composed
of simple rule learners will perform better than a complex monolithic agent when faced
with irregular events.
1.3 Contributions
The contributions of this thesis to research are as follows. First, it proposes a frame-
work that allows an investigation and comparison of two approaches to solving a given
problem, either using a population of complex monolithic agents, or a cooperative
co-evolution approach using an ensemble of multiple populations made up of simple
agents. This is first applied in the application of predicting stock markets using equiva-
lent modelling capacity and computational effort. Second, an understanding of how an
1Differences between an “monolithic agent” and a “complex monolithic agent” are given in Sec-
tion 3.4.
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ensemble makes decisions is explored and analysed, and for the application of predict-
ing stock markets, an understanding is found and explained. Third, strategies for other
applications are provided, to help in research that uses similar ensemble approaches.
Finally, an alternative problem - the Tartarus problem, has our recommended strategies
applied to it and is used to validate our findings.
1.4 Thesis Structure
This thesis is organised as follows. Chapter 2 provides a comprehensive background to
evolutionary algorithms, stock market trading, the Tartarus problem and reviews pre-
vious research. The proposed framework for monolithic and ensemble predictive mod-
elling is introduced in Chapter 3. To validate its effectiveness, the proposed framework
is applied to stock market trading with a simulated share market, and these results
are presented in Chapter 4. Chapter 5 investigates in detail the results from Chapter
4 and starts addressing the hypothesis stated in Section 1.2. Lessons learnt are then
applied to the Tartarus problem in Chapter 6, to test if they are transferable to other
problems when using a similar ensemble approach. Finally, the conclusion and future





In order to explore the outlined hypothesis in Section 1.2, a discussion of evolutionary
algorithms, stock market trading, and prior research is undertaken in this chapter.
2.1 Classification
Classification is the process of predicting the categories1 of given data points (x).
Classification involves mapping a function (f), from input variables (x), to discrete
output variables (y), as shown in Equation 2.1.
y = f(x) (2.1)
An example would be an email client, that must use the algorithms (f) to categorise
incoming emails as spam (S) or legitimate (L). When a new email has turned up in
your account, an algorithm will attempt to work out if its “spam” or not, so the
classification algorithms will place the email into one of the two categories S or L.
Machine learning is a process that evolves to be able to categories data points ap-
propriately. Over-fitting and under-fitting are the two biggest causes for poor perfor-
mance of machine learning algorithms where the classifiers perform poorly in practice
due to either learning too much from the training data and performing poorly in prac-
tice (over-fitting), or learning too little from the training data (under-fitting). This is
covered in more detail in Section 2.3.1.
Numerous papers have been published looking into classifiers, with Learning to
classify patterns without a teacher (Fralick, 1967) being one of the earliest, which
looked at using computers to classify signals in the areas of communications, radar, and
1Categories are sometimes called targets, labels or classes in other research.
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electromagnetic reconnaissance fields. Each type of problem needs a certain classifier
since no one classifier will work for every problem. This was first explained for machine
learning in the “No free lunch theorems for optimization” (Wolpert and Macready,
1997). This was because the algorithm developed for a given problem A, will have
used knowledge about the data and the context from this problem. Given another
problem B with alternative data and context, the solution for A is unlikely to be an
optimal one.
One of the more well-known classifiers is the decision tree, where Swain and Hauska
(1977) devised a process that would classify incoming data that could be broken into
a series of “if-then-else” statements. A simple example is “if it’s not raining and the
temperature is greater than 12 degrees, then go outside.” So, the first “if-then-else” is it
not raining? If it is, then stay inside; or else looks at the next “if-then-else” statement:
if the temperature is greater than 12 degrees then go outside; if not, stay inside. In
some applications a decision tree can represent the task; however, if there is too much
noise in the training data, the decision tree may become over-fitted, generating too
many branches which will lead to poor performance.
Another well-known classifier is Naive Bayes classifiers (Friedman et al., 1997),
which are “probabilistic classifiers” based on applying Bayes’ theorem with naive in-
dependence assumptions2 between the features. Bayes’ theorem uses prior knowledge
to describe the probability of an event. Naive Bayes classifiers are commonly used to
detect email spam. A simple example of how this may work is from previous emails
that have been classified, it may turn out that any email with the key words “cheap”
and “buy” are spam; therefore, if a newly received email has the key words “cheap”
and “buy”, it has a very high probability of being spam and so will be classified as
such.
Another technique is k-Nearest Neighbour (KNN), introduced by Cover and Hart
(1967). This classifier would classify new data points by looking at the training data
and the k nearest points, where the nearest points are most commonly established via
Euclidean distance (Ball, 1960). Since the training data is made up of classified known
data points, and if “k” is 3, then given a new data point and its nearest three known
data points, if two or more of the three known data points belong to one group, then
we can classify the new data point to that group.
Neural networks have also been used to classify data. Neural networks (Ripley
2Naive Bayes is “naive” because it makes the assumption that features of a measurement are
independent of each other. This is naive because it is almost never true.
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and Hjort, 1996) are made up of units (roughly equivalent to neurons in humans)
arranged in layers, which convert an input vector into an output. Each unit receives an
input, applies a function to it, then passes the output onto the next layer. Weightings
are applied to the signals that are passing from one unit to another, and it is these
weightings which are tuned with training data. Neural networks are universal function
approximators3 and given a new sample from the testing data set, the neural network
will be able to classify it based on the training data. There are many other classifier
methods, and a useful summary of them can be found in (Ghods and Cook, 2019).
2.2 Delayed Reward Reinforcement Learning Deci-
sion Problems
Reinforcement learning (RL) (Kaelbling et al., 1996), is based on the idea of learning
through trial and error and encouraging desired behaviour through the idea of rewards.
In reinforcement learning an agent will make decisions at each time step based on the
classified inputs and the rewards that it receives. It learns through trial and error,
with the overall goal of selecting actions that will maximise the total reward in the
long run. In the general case of the reinforcement learning problem, the agents actions
determine not only its immediate reward, but also the next state of the environment.
So, an agent must consider the next state as well as the immediate reward when it
decides which action to take.
There is also another group of applications that use reinforcement learning that
have delayed rewards, where for a given action, the outcome of whether it was correct
or not will not be known for some period of time. Examples of problems with delayed
rewards are: self-driving cars that should only be rewarded if it safely completes an
action like overtaking another vehicle (You et al., 2019); the game Go, in which a
reward can only be given at the end of the game depending on whether the agent won
or lost (Silver et al., 2007); or a robotic task that requires multiple steps in the correct
order to achieve its task such as cooking (Gupta et al., 2019). Often, long-delayed
rewards make it difficult to untangle information and trace back what sequence of
actions contributed to the rewards. The resulting long update chains contains very little
gradient information, which complicates the use of traditional optimisation techniques.
3Neural network universal function approximates, using a feed forward network with a single layer
is sufficient to represent any function, but the layer may be in-feasibly large and may fail to learn and
generalise correctly (Goodfellow et al., 2016)
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Given the stock trading task that is investigated in this thesis, traditional machine
learning methods cannot be used, as the performance of agents is not measured after
each action is taken, but rather as an aggregate at the end of the evaluation. Therefore,
there is no way to measure the fitness of individual steps taken by the agent and a
reward or penalty cannot be given to a single action - only to the complete evaluation.
Instead, classifiers are used to evaluate what actions to take at each step, and the
reward is given at the end. The fitness can then be used to evolve the individual to
improve the combinations of classifiers. The solution created by this approach results
in one that can be optimised using an evolutionary algorithm.
2.3 Ensemble Learning Methods
Ensemble learning is where multiple models are combined in a beneficial way to solve
a set problem. It is a technique that combines the predictions from multiple machine
learning algorithms together to make more accurate predictions than any individual
model. Ensemble learning can combine weak, average and expert “learners” to perform
better than a single learning algorithm which would, by constructing a set of hypothesis
and combining them (Zhou, 2009). Dasarathy and Sheela (1979) present some of the
earliest work done on using an ensemble system to divide and conquer by partitioning
the feature space using classifiers.
Theoretical research conducted in 1989 by Schapire introduced Boosting (Hansen
and Salamon, 1990): given a “weak” classifier that performs only slightly better than
random guessing (Freund et al., 1999), future classifiers could be trained using only data
miss-classified by previous classifiers. After creating n number of classifiers, they were
combined through the use of voting (for classification) or averaging (for regression),
thus creating a final model.
Another method of combining classifiers is often referred to in literature as commit-
tees of learners, mixtures of experts, classifier ensembles, multiple classifier systems, or
consensus theory (Kuncheva and Whitaker, 2003). The goal of an ensemble method
is to use numerous weak and average “learners”, and to combine the predictions from
multiple machine learning algorithms to make more accurate predictions than any in-
dividual learner. Ensemble learning evaluates all the learners, and each will vote on
what action to take next; then the combination of all the votes will be added together,
and if the total is greater than the ensemble threshold, the action is taken. Often, a
threshold of 50% or greater is used, but it can vary depending on the problem being
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evaluated. Ditterrich (1997), gives three reason why ensemble learning can produce
improved result over single learner.
• Limited training data: For complex problems, the data may provide insufficient
information for all the possible characteristics of data the learner may come
across, so a single unique hypothesis for a limited data set is unlikely to work
for another data set due to the insufficient information in the training data. By
combining learners/multiple hypotheses, there is a greater chance that ensemble
learners will successfully handle data with unknown characteristics.
• Compensate for such imperfect search processes: The learning algorithms search
processes may be imperfect, and even if a unique optimal hypothesis exists, it
may never be found. Ensembles can help compensate for such imperfect search
processes.
• No unique optimal hypothesis exists: The space being searched for a given data
set might not contain a single optimal hypothesis; ensembles can give good ap-
proximations by combining multiple hypothesis.
So, an alternative to creating a single monolithic model is to produce an ensemble of
several simpler models (classifiers) and aggregate their decisions in some way via voting.
This approach is used by humans in everyday life. Every time we ask more than one
expert about a decision that needs to be taken, we listen to all information from all the
experts, and then decide. Often one expert’s advice will be wrong and inconsistent with
advice from other experts, and little weight will be given to that expert when making
the final decision. If we had only asked the one expert that gave the bad advice, then
the wrong decision would have been made. This highlights a limitation of traditional
learning approaches: that they produce a single monolithic model for prediction. This
single model must encompass all facets of decision making, including specialisation
into niche behaviours and environments. An important part of ensemble development
is producing a diverse range of models with different behaviours. The hope is that
diversity between the models will lead to each model specialising in specific areas, and
this will lead to greater overall performance compared to a monolithic solution.
2.3.1 Errors in Ensemble Learning
The performance of a learning algorithm is considered to be based on its predictions
and how well it performs on an independent test dataset. The error in an algorithm
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can be established by comparing the differences of the predicted outputs versus the
actual outputs. This error can be broken down into three parts: Bias, Variance and
Irreducible Error, as shown in Equation 2.24. In understanding the different sources of
error that lead to bias and variance, we can improve the data fitting process, resulting




(yi − f̂(xi))2 (2.2a)
Error = Bias2 + Variance + Irreducible Error (2.2b)
A mathematical definition for the error from Bias and Variance from Hastie et al.,
2009 is given in Equation 2.3, where y denotes the variable we are trying to predict,
x is our covariates, and that it’s assumed there is a relationship between the two such
that y = f(x) + e, where e is the error term and it has a normal distribution with a



































When we have an input x, and we apply a function f on the input x to predict an
output y, the difference between the actual output and predicted output is the error.
Bias error, shown in Equation 2.3a, quantifies how much on average the predicted
values differ from the actual value. A high bias error shows we have an under-
performing model that pays very little attention to the training data and creates an
oversimplified model, which leads to high error on both training and test data. Bias
occurs when an algorithm has insufficient flexibility to learn the true signal from a data
set. Bias is how far the average of predicted values are from the actual values. The
4Mean squared error is typical of a regression.
5In Machine learning, models are homogeneous functions that will predict some output for a
particular given input.
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A). Low Bias, Low Variance B). High Bias, Low Variance
C). High Bias, High Variance D). Low Bias, High Variance
Figure 2.1: Bias and variance errors in ensemble learning
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greater the difference, the higher the bias error. High bias can cause under-fitting by
missing the relevant relations between features and target outputs.
Variance error, shown in Equation 2.3b, quantifies the variation in the accuracy of
individual predictions made by the algorithm. A high variance method will result in
over-fitting on a training data set and poor performance on any observation beyond
training. The optimal method should maintain a balance between these two types
of errors, known as the “trade-off management” of bias-variance errors (Kohavi and
Wolpert, 1996). Variance refers to an algorithms sensitivity to specific sets of training
data and shows how scattered the predicted values are. If the spread of predicted
values is low, then the variance is low. If the spread of predicted values is symmetrical
about the actual value, then the bias is low. High variance can cause over-fitting by
modelling random noise in the training data, rather than the intended outputs. Often,
high variances occur when models perform well on the training datasets but perform
poorly on test data (James et al., 2013; Geman et al., 1992).
A visual representation of Bias and Variance is shown in Figure 2.1, where the
centre location is the model result we want to achieve that perfectly predicts all the
values correctly (A). As we move away from the bullseye, models start to make more
and more incorrect predictions. A method with high bias and low variance (B) is far
away from the bullseye, but since the variance is low, the predicted points are grouped
closer to each other. A model with high variance and low bias predicts points that are
around the centre generally, but far away from each other (C).
Irreducible errors are errors that cannot be reduced no matter the algorithm applied;
these are commonly caused by unknown variables that have an influence on the output
variable (Brown et al., 2005).
2.3.2 Diversity and Agreement
Ensemble methods work because the learners that makeup the ensemble are diverse,
and they make mistakes6, but as a group they can make the correct prediction more
often than a single learner alone.
The Condorcet Jury Theorem states that: “If each voter has a probability p of being
correct and the probability of a majority of voters being correct is M , then p > 0.5
implies M > p. In the limit, M approaches 1, for all p > 0.5, as the number of voters
approaches infinity.” This theorem was proposed by de Caritat and De Condorcet
6As long as learners are correct more than 50% of the time, they can contribute to the ensemble.
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(1785).
Zenobi and Cunningham (2001), show that greater accuracy was achieved when
voting between the committee of experts was narrow, e.g. 5 for and 4 against compared
to 8 “for” and 1 “against”. Inspired by this knowledge, a process was developed for
emphasising diversity in the ensemble members. Results suggest that diverse learners
each with high error produced ensembles that had lower irreducible error, but showed
that there is a trade-off that needs to be managed: consensus between the experts does
not provide the best outcome, and if there is consensus between all the experts a single
classifier may be preferred.
2.3.3 Ensemble Voting
How votes are combined to obtain a final prediction is an important aspect of ensemble
learning. One of the most common voting methods is majority voting, where each
classifier makes a prediction (votes) for each instance, and the final output prediction
is the one that receives the most votes. If no class label receives more than half of
the total votes, the ensemble method was not able to make a stable prediction in any
particular instance.
Weighted Voting (Dietterich, 2000) is another popular voting method, where the
importance of individual models can be increased by weighting their vote. Often,
weights can be assigned depending on how well a learner is performing. If a learner is
providing more accurate models, its influence could be increased; on the other hand, if
the learner is often performing poorly then its influence can be adjusted by reducing its
weights. The majority is calculated by combining the weighted votes of each learner.
2.3.4 Common Types of Ensembles
There are many ensemble techniques for combining several machine learners into one
predictive model. The most common techniques are bagging to decrease the variance,
boosting to decrease bias and stacking to improve the predictive force.
Bootstrap Aggregation (Bagging) is a simple but powerful ensemble method. Bag-
ging is the application of the bootstrap procedure to a low bias high-variance machine
learning algorithm - typically decision trees. This is achieved by randomly selecting
data from the original dataset with replacement, so the subsets will be the same length
of the original data set, but because of sampling with replacement, some observations
will be repeated and so have greater influence in the simulation. Like the wisdom of
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the crowds, the errors in the models learnt on these samples will be uncorrelated and
will cancel each other out when combined. This will lead to a decrease in variance,
thus improving their predictive performance. An example is Random Forest (Breiman,
2001)7.
Boosting’s works by incrementally adding new models that perform well where
previous models misclassified data points from the data set. A common boosting
approach is Adaboost (Adaptive Boosting) (Freund et al., 1999), which is used to
locate and target incorrectly classified data from the training set by increasing the votes
by weighting incorrectly classified training data. Initially, all data points have equal
weights, but when a prediction is incorrect, the weighting is increased, so classifiers that
correctly classify data that was previously miscalculated will have greater influence in
the final combined solution. Zhou (2009) gives an example of Adaboost being used
with an ensemble algorithm for financial distress prediction. The algorithm runs a
learner with a dataset, then data from this dataset, which was misclassified with the
first learner, is given higher priority when creating the next dataset for the following
learner. This is repeated for the n number of learners that will make up the final
solution.
Stacking (Super Learning or Stacked Regression) is a meta-learning approach in
which you combine models instead of picking one or picking the best one to extract
features that can be used by another layer of ensemble. The combined models can have
N-layers of ensembles, so you can have multiple ensembles at each level feeding into
the ensembles above it. Further comparison information on these types of ensembles
can be found at (Graczyk et al., 2010).
2.4 Ensemble Characteristics
Ensemble learners have been shown to solve complex problems with both high accuracy
and tolerance to noise in data. The final solution produced by the ensemble algorithm
is accurate, but understanding how it works and why it makes its decisions is not
comprehensible to a human user. Many applications require transparency around how
they make decisions. A lack of transparency in the final solution makes it difficult
to trust and deploy the evolved ensemble solution, and the risk component cannot be
factored in or known. There are two common ways of understanding the output - either
7Based of Random decision forests (Ho, 1995), was developed to correct for over fitting training
data sets.
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“case by case” or “rule extraction”. Case by case works through examining just the
final solution and understanding how it works. Rule extraction is where the ensemble
is treated as a black box, and rules are created from observing the input signal and the
output signal.
An example of examining only the final solution is provided by Wall et al. (2003),
where they had an understanding of the output of the ensembles of neural networks
on a case-by-case basis. They created an ensemble of models to decide on what action
should be taken; e.g. should a bronchiolitis patient be kept in overnight. They then
trained their ensembles models on a training set, to find the optimal model. Then,
they asked the question: “The model suggests that a bronchiolitis patient should be
kept in overnight; why?” In this example, the input was 22 features to predict a single
binary response. They examined the ensemble model to determine what features where
used, and how many times a feature was used. They could then extract them as a list
of 50 rules, e.g. IF Age in Months < 4 AND Dehydration == Moderate THEN Admit.
In doing this, they were able to understand why an ensemble had provided the given
prediction. Improving the transparency of methods would enable high accuracy of
ensemble methods to be available for such tasks.
The other approach for understanding how ensembles work is “rule extraction”. For
rule extraction, given an input of (x1y1), ..., (xnyn), where x is the input to the ensemble
and y was the output, the goal is to generate a comprehensible function F (x) → y that
is approximately close to the original ensemble.
There have been a few approaches to rule extraction, some examples of which are
summarised below.
• Bologna (2004) outlines two rule extraction techniques: decompositional and ped-
agogical extraction, and introduces framework DIMLP (Discretised Interpretable
Multi-Layer Perceptron) for generating rules. These techniques showed that the
rule sets generated from ensembles of neural networks were more accurate than
rule sets generated from ensembles of decision trees.
• Heh et al. (2008) developed decompositional algorithms to analyse and extract
rules from neural networks. It extracts the rules and looks for redundancy in the
code, to generate a clear set of rules that can be understood and examined.
• Thrun (1995) took the approach to view the ensemble as a black box. So, the
focus is to find rules that map the known inputs into the known outputs. This
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approach was used in Validity Interval Analysis, where if-then rules are extracted
from artificial neural networks.
• The approach used by Iqbal (2012), is one of the few methods that has been
developed to extract rules from ensemble methods. This research takes the input
to the ensemble methods and looks at the output of each learner and produces a
function mapping, which is comprehensible to humans.
2.4.1 Ensemble Applications
With the growing computational power available today, training large ensembles in
reasonable time is now possible (Woźniak et al., 2014). Ensembles are used by many
applications; a sample of applications are listed below.
• For sensor data quality assessment, ensemble classification has been used to indi-
cate the level of uncertainty associated with a sensor reading. A majority voting
approach was used which created results which agreed with other state-of-the-art
approaches (Rahman et al., 2013).
• Ensemble algorithms have been used in shellfish farms to detect contamination in
real time. They needed to monitor a range of environmental variables to detect
if there was contamination and their results showed that ensemble approach
performs better than a single individual (D’Este et al., 2012).
• Handwriting recognition is another area where Ensemble algorithms have been
used (Rahman and Verma, 2013). Here, four ensembles with different classifiers
(homogeneous base classifiers, heterogeneous base classifiers, Hierarchical Fusion
of Decisions and homogeneous base classifiers with different learning parameters)
were used, and then their performance was reviewed to determine recognition
accuracy. It was found that homogeneous base classifiers with different learning
parameters were better than the other approaches.
A broad review of the application of ensemble methods is presented by Rahman and
Tasnim (2014).
2.5 Evolutionary Computation
Charles Darwin and Alfred Russel Wallace proposed the scientific theory of evolution
by natural selection (Darwin, 1859). In this, individuals have different inheritable traits
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that they can pass on to the next generations offspring. Traits that perform well in
the individual current environment will spread in a population, but traits which dis-
advantage individuals will slowly disappear from the population. A simple example is
where beetles can have the traits of being green or brown. If being green enables the
beetles to be better camouflaged from predators, over time only green beetles will ex-
ist (Goldberg and Deb, 1991). Ideas from Darwin’s work have been used and expanded
in the research of search and optimisation (Fogel, 2000). Evolutionary Computation
(EC) originated in the 1950s, but was developed in three different places around the
same time, resulting in three different approaches. These were: evolutionary program-
ming (EP) (Fogel et al., 1966), genetic algorithm (GA) (Holland, 1992) and evolution
Strategies (ES) (Beyer and Schwefel, 2002). EP was developed with the goal to evolve
intelligent behaviour. Individuals were a finite state machine which would improve by
creating offspring via mutation of the finite state machine. GA were developed by Hol-
land, and his goal was to develop a robust and adaptive system to solve problems using
populations of individuals that have a fixed number of parameters that are adjusted
to optimise the outcome when applied to a problem. GA have a fixed program with
several parameters which do not change, but the values of the parameters evolve. In
Section 2.6.3.1, more detail is given on GA structures and parameters. A solution or
individual could be a binary string of length 6, so it could be represented by a string
“xxxxxx”, where x is either true(1) or false(0), so a valid individual would be “011011”,
and the GA will have a population of individuals. In GA, the fitness function is de-
fined to test how well the individual does in the given environment. The population
improves through repetitive application of the mutation, crossover, inversion and se-
lection operators on the parent individuals, to create new individuals. This is repeated
over a number of generations. ES were developed to focus on real-valued parameters
optimisation. Like a GA, ES has a population of individuals, but the individuals are a
vector of real-valued parameters, which between generations were optimised via Gaus-
sian mutation. De Jong (2006) unified these approaches by looking at all the common
key features of ES, EP and GA and seeing that they all used Darwinian like evolu-
tionary process’ to solve computational problems, he named them the unified approach
“Evolutionary Computation”. Key features that they all shared were: using a popula-
tion of “individuals”, a fitness function to evaluate the performance of each individual,
birth and death cycles depending on fitness, and that each generation inherits from the
previous.
The general outline of how EC works is shown in Figure 2.2. The evaluation process
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is also common between all EC algorithms, starting with a randomly generated pop-
ulation of individuals. Then, performing a set number of generations, which involved
selecting individuals to be parents of the next generation and performing some oper-
ations to produce offspring. This would then be evaluated. The form of the genetic
representation is the major difference between the different approaches that make up
EC. GA normal use a bit string to represent individuals, EP uses real-valued vectors,
while other methods, such as genetic programming (GP), use program-like structures.
Further details can be found in Section 2.5.2
2.5.1 Selection
According to Darwin’s theory of evolution (Darwin, 1859), the best individuals survive
to participate in creating the next generation. All evolutionary computation techniques
need a method for selecting individuals from the current population to be used to make
up the next generation. The “selection operator” performs this task. The selection
operator is intended to create selection pressure to improve the average quality of the
population by giving individuals of higher quality a higher probability of being copied
into the next generation (Blickle and Thiele, 1995).
Selection pressure is an external factor that affects an individual’s ability to survive
in each environment. The classic example often given for “selective pressure” is of
the long neck and legs of giraffes. With limited food sources available, the giraffe’s
with longer necks and legs could reach food higher up, therefore surviving; whereas
shorter giraffe’s would not survive. In this environment, selection pressures favoured
the specimens in the population with longer legs and necks. How the selection pressure
is applied depends on the environment. During a drought when there was limited food,
selection pressure would be high, and quickly only the giraffe’s with longest necks and
legs would exist. If there was plenty of food, then the selection pressure would be
weak, since the long necks and legs would not give an advantage. In evolutionary
computation techniques, the fitness of an individual defines how well an individual
does in its environment.
The way selection is performed will greatly affect the performance of future gen-
erations and guide the algorithm to focus its search on promising areas of the search
space (Blickle and Thiele, 1996). If the selection pressure is too high the population
will converge faster, which means less time searching, and may result in only a local
maximum being found. This is known as premature convergence (Koza, 1992). At the
other extreme, if too many poor performing individuals are selected, the overall fitness
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Figure 2.2: Evolutionary computation process
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of the population may reduce over time, and the algorithm may never converge to a
satisfactory result.
To prevent premature convergence, there have been many techniques created to
measure performance, with one the earliest methods being “takeover time” (Goldberg
and Deb, 1991). This is where a selection method is chosen, and used to pick the indi-
viduals for each new generation, but no crossover or mutation is used. New generations
continue to be created until the complete population consists of copies of a single top
individual. The performance of the selection method is measured by the number of
required generations until the population consists entirely of instances of the top indi-
vidual. Another technique is selection intensity (Mühlenbein and Schlierkamp-Voosen,
1993). This measures the progress of the population due to selection. The selection
intensity describes the change in the average fitness of the population due to the se-
lection made. There are many other ways to measure the performance of the selection
algorithm, further information can be found in Blickle and Thiele (1996). There are
three main selection techniques used in EC: Fitness Proportional, Ordinal Based and
Threshold Based.
2.5.1.1 Fitness Proportional Selection Methods
In fitness-proportional selection, individuals can become a parent with a probability
which is proportional to its fitness. So, the higher an individual’s fitness, the higher
chance of reproduction and propagating their features to the next generation (Holland,
1992). In this method, a selection pressure is applied to the fitter individuals in the pop-
ulation, with the goal of evolving more fit individuals over repeated iterations. There
are two common implementations of fitness-proportional selection: roulette wheel se-
lection and stochastic universal sampling.
Roulette wheel selection is where the total fitness of all individuals is summed,
and then each individual is given a subset of the total “wheel” in proportion to its
fitness as compared to the summed fitness scores. When an individual is needed, it is
picked at random, but the higher the fitness of an individual, the greater the chances
that it will be selected. In the case of four individuals with fitness of [10, 6, 3, 1], the
total of the fitness scores is 20. To pick an individual, a random number between 1
and 20 is selected. If the random number is 9, the first individual is selected; if the
random number is 17, the third individual is selected. Stochastic universal sampling is
where individuals are mapped to a contiguous segment of a line, where each individuals
segment is equal in size to its fitness. Then, the total length of the line is divided by
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the number of individuals that need to be selected, and this length is used to pick
individuals at equally spaced points. Consider picking three individuals from a set
of four individuals with fitness [A, B, C, D] = [10, 6, 4, 1]. The total fitness is 21 and
individuals will be selected at intervals of 21/3 = 7. The individuals selected are at
positions 7, 14, and 21, so the three individuals selected are A, B, and D.
2.5.1.2 Ordinal Based Selection Methods
In ordinal selection, fitness is used to “order” the individuals and to select individuals.
Ranking selection (Spears et al., 1993) is when all individuals in a population are sorted
by fitness, from highest to lowest. Then, the order that an individual has in the list
will determine what chance an individual has of been selected. Ranking individuals
creates a uniform scaling across the population, and provides a simple way of controlling
selective pressures. Since it does not matter how much “fitter” the top individual is to
the other individuals, the chance of being selected is only based on rank.
Consider four individuals with fitness [A, B, C, D] = [12, 6, 4, 1] and that the selec-
tion probabilities were [first, second, third, fourth] = [4, 3, 2, 1]. So, A would have a
4/10 chance of being picked and B would have a 3/10 chance of being picked. Even
though A has twice the fitness of B, with uniform scaling A does not get allocated
any more selection probabilities if it is just a little bit better or lot better than B.
The selection probabilities used with ranking can be linear or non-linear. Linear
ranking assigns a selection probability for each individual which is proportional to the
individuals rank. Non-linear ranking uses a non-linear distribution, where individuals
are assigned selection probabilities that are based on each individual’s rank but are
not directly proportional to the rank.
Another popular ordinal-based method is tournament selection (Goldberg and Deb,
1991). Tournament selection involves picking n individuals from a population at ran-
dom. From the individuals picked, the one with the highest fitness will be selected. If
n = 3, three individuals would be picked, and the one with the best fitness would be
selected.
2.5.1.3 Threshold Based Selection Methods
With threshold-based methods, only a subset of the top individuals is eligible to be
selected for the next generation. The sub-population of individuals that are eligible
are then selected by a method explained in the previous Section 2.5.1.
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1 1 0 1 1 0 1 0 1 1 0 1 1 0 0 1 1 0 0 0 1 0 0 0 1
Figure 2.3: Binary individual representation often used in a genetic algorithm
The best known method is “Truncation Selection”, where a threshold “Trunc” is
used only when the individuals above the threshold “Trunc” are considered for selection.
The threshold can be based on a minimum fitness or minimum rank. If “Trunc” was
50% and rank was being used, then only top half of the population would be eligible
for selection.
2.5.1.4 Elitism
In the selection methods described previously, all individuals are randomly picked, so
there is a chance that the fittest individual will not be selected and so will not take part
in creating future populations. Elitism (Poli et al., 2008) is an optimisation technique
that always copies the best n number of individuals from the current population into
the next population. In the case n = 2, the top two individuals will be copied into
to future generations. Using elitism ensures that the best individual in the current
generation survives until the next generation, but at the cost of reduced diversity,
since it is highly likely that the best individual would have been selected without the
use of elitism. Elitism is only used to select a small number of individuals for the next
generation, other selection methods are used to select the majority of the individuals.
2.5.2 Overview of Genetic Representation
In EC, a candidate solution is called an individual, which for a given problem encodes
a possible solution to the problem you want to solve. Sometimes the terms “program”,
“agent” or “chromosome” is used instead of individual. The problem, and the type of
algorithm being used, will determine how the individual is constructed. Getting the
correct representation for a given problem is often the hardest part (De Jong, 2006).
In a GA, “genes” are parameters that are encoded into a specified fixed length
representation. Often this is a string of binary digits as shown in Figure 2.3, or a list of
integers. Depending on the problem, genes can represent appearance, behaviour, or the
physical qualities of individuals. When the individual is evaluated, the representation
used to set states in the environment, is evaluated and provides a result/fitness of how
well it did, and this can be used to compare against other individuals.







Figure 2.4: Tree-like individual representations often used in genetic programming
represented as tree structures (Cramer, 1985; Koza, 1992). An example is shown in
Figure 2.4. The GP individual is made up from specified terminal and function sets,
where a terminal is only found at leaf nodes. The terminal set normal consists of sev-
eral feature terminals, which correspond to various features in the task. The terminal
set usually also includes several random value numeric terminals, which allows the GP
system to construct numeric constants that may be required for making a solution to
the given task. Common terminal set are made up of variables (x, y, z), constant values
(π, κ, α, β) or functions (0-arity functions). The function set provides functions which
are used to manipulate the terminal node values and build up the output for the GP
program. The arithmetic operators (+, −, ×, ÷) combined with an (IF ) operator are
frequently used functions in GP. Other common operators include Boolean operators
(OR, AND, NOT and XOR), mathematical operators (sin, cos, exp), conditional, and
looping operators. When a tree structured individual is evaluated, the individual is
evaluated like a program, recursively calling the nodes of the tree, until a result is re-
turned. Every tree node has a function operator (add(+) and multiple(*) in Figure 2.4)
and every terminal node has an operand (1, 2, 3 in the terminal nodes in Figure 2.4),
so the evaluate would be 6 = (1 + 2) + (1 ∗ 3).
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2.6 Overview of Genetic Operators
In this section, an overview of how agents are evaluated and genetic operators such as
reproduction, mutation, and crossover are applied to search for improved solutions in
future populations.
2.6.1 Evaluation
Evaluation of each individual in the population is done so a fitness score can be assigned
to each individual.This enables comparison of how well each individual did relative to
other individuals in the current populations and in previous populations.
The word “fitness” is taken from evolutionary theory. It is used here because
the fitness function tests quantify how ‘fit’ each potential solution is for the given
environment (Mitchell, 1995). This process of fitness evaluation is typically the most
computationally expensive task (Giacobini et al., 2002) of evolutionary computation,
but all individuals need to be evaluated for most selection methods to compare how
“fit” an individual is relative to another.
A simple example of this is with giraffe’s with short or long legs and short or long
necks. This problem can be encoded into a binary string of length 2. Where the first
bit (gene) can encode the length of legs and the second bit can encode the length of
the neck, the possible combinations are shown in Table 2.1. Encoding of “00” is an
Table 2.1: Binary encoding of giraffe’s legs and neck
X0 (Short Neck) X1 (Long Neck)
0X (Short Legs) 00 01
1X (Long Legs) 10 11
individual with sort legs and a short neck. In this example, the fitness function might
be how much weight a giraffe gains in a year in a given environment. In this example
there is a strong selection pressure - where there is limited food, the long legs and
neck will be beneficial. So, with four individuals [A, B, C, D] = [00, 01, 10, 11], they
are evaluated in an environment, and present the following change in weight over a
year [A, B, C, D] = [−25%, 5%, 7%, 20%]. These could be represented as fitness score
of [A, B, C, D] = [0.75, 1.05, 1.07, 1.20]. From these results, it is clear that having long
legs and a longer neck would help giraffes survive in the given environment.
In genetic algorithms, each solution is normally represented as a string of binary
numbers which is a fixed length. These numbers encode the structure of the individuals
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to be tested. So, the function that is evaluated is static, but the variables in the function
change depending on the values in the individual. Since most individuals will have a
different set of values, the results from evaluating the function will vary, and some
individuals’ states will perform better that others.
In genetic programming, each individual is a solution to the given problem, made
up of function operator and terminal nodes. Computational cost to evaluate GP can be
very high depending on constraints since they have no fixed length. Phenomena such
as individual bloating (where GP rapidly grow without corresponding improvement
in fitness) can quickly exhaust available memory, resources, or just slow down the
evolutionary process (Wong, 2008). The evaluation of GP is done through evaluating
the individual as a program, and then assigning it a fitness depending on how “fit” it
is for the given problem.
2.6.2 Inheritance
In Evolutionary Computation, inheritance is the ability of individuals to propagate
their problem-solving genes into the next generation, in order to create an evolved
solution to the particular problem (Russell and Norvig, 1995). The traits of individuals
are defined by a series of genes, like chromosomes in biological reproduction. How
they are represented is covered in Sections 2.5.2. The propagation of traits from one
generation to the next in EC is similar to how traits are inherited between biological
organisms, with the organisms with the most successful traits contributing more to
the next generation. The properties of the problem being solved and the type of
evolutionary algorithms that are selected determine what inheritance operations are
used. There are two commonly used genetic operators - mutation and crossover. Other
less used operators exist, such as regrouping and extinction-colonisation. More details
can be found in Akbari and Ziarati (2011).
2.6.3 Crossover
Crossover is normally performed by randomly determining either a 1-point crossover (Hol-
land, 1992) or an n-point crossover (De Jong and Sarma, 1995) in two binary strings,
and exchanging the intervening pieces. Koza (1992) considers crossover, along with
reproduction, to be the two most important genetic operations. Crossover is mainly
responsible for the search in the population for GA and GP but is not used in EP.
Determining what kind of crossover is suitable depends on the individual’s representa-
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1 1 0 1 1 0 1 0 1 1 0 1 1 0 0 1 1 0 0 0
1 0 0 0 0 1 1 1 0 0 1 0 0 1 0 1 0 1 1 0
(a) Individual A and Individual B
1 1 0 1 1 0 1 0 1 1 0 1 1 0 0 1 1 0 0 0
1 0 0 0 0 1 1 1 0 0 1 0 0 1 0 1 0 1 1 0
(b) Points selected for crossover between individual A and individual B
1 1 0 1 1 0 1 0 1 0 0 1 1 0 0 1 1 0 0 0
1 0 0 0 0 1 1 1 1 1 0 1 0 1 0 1 0 1 1 0
(c) Result of crossover between individual A and individual B
Figure 2.5: Multi point crossover between individual A and individual B
tion.
2.6.3.1 Fixed Length Representation
In genetic algorithms, individuals are variables encoded in fixed length list as discussed
in Section 2.5.2. We present an example of how multi point crossover (Larranaga et al.,
1996) is performed using binary representation, where each gene is either 0 or 1. In
Figure 2.5(a), two individuals that have been selected for crossover are shown. In (b)
the points are selected for crossover - the 9th bit to the 12th bit. In (c), new individuals
have been created, with the first individual having been made up from parent A, bits
1 to 8, and bits 13 to 20, and parent B, bits 9 to 12.
Other population crossover methods exist (Larranaga et al., 1996), such as single-
point crossover, where two individuals are selected and the beginning of the first indi-
vidual to the crossover point is copied, and the rest is copied from the second individual,
and uniform crossover (De Jong and Spears, 1990), where bits are chosen from either
parent with equal probability, so each bit is randomly selected from either parent A or
parent B to create a new individual.
2.6.3.2 Tree Representation
With a tree representation, crossover normally involves two random nodes being se-
lected from within each individual and then the resulting “sub-trees” are swapped,
generating two new individuals (Koza, 1992). This new individual becomes part of
the next generation of programs to be evaluated. An example of this process is given


































(c). Newly created individuals
Figure 2.6: Two new individuals have been formed as the result of crossover between
two existing individuals
lected (b). “Sub-trees” are taken from the selection point and placed on the alternative
individual to create new individuals (c), which will form part of the next population.
2.6.4 Mutation
Mutation is where genes of the individual are randomly modified (Koza, 1992). This
can restore lost or never present information and promote diversity. Mutation normally
involves selecting only one parent from the population using a selection method, then
changing a part of it before adding it to the next population. Normally only a small
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1 1 0 1 1 0 1 0 1 1 0 1 1 0 0 1 1 0 0 0
(a) Binary representation on a single individual
1 1 0 1 1 0 1 0 1 1 0 1 1 0 0 0 1 0 0 0
(b) A single point Mutation is applied to the 16th bit of the individual (a)
Figure 2.7: Binary individual with a single mutation
percentage of the population is selected for mutation, if a high mutation rate is used,
the algorithm in Figure 2.2 becomes a random search.
2.6.4.1 Fixed Length Mutation
Fixed Length mutation involves changing the state of one or more of the bits that make
up the individual. This is commonly used in genetic algorithms (Holland, 1975). Many
different techniques have been developed for use in different applications. A common
representation is a binary list, and mutation on a binary list is where a single bit of
the individual is flipped at random positions; this is called bit string mutation. An
example of bit string mutation is shown in Figure 2.7. In this example, an individual
is shown(a), and a mutation is applied to the 16th bit resulting in the state of the bit
changing from 1 to 0, as shown in Figure 2.7(b). More details can be found at (Hasan
and Saleh, 2011).
2.6.4.2 Mutations in Tree Structures
Mutation in GP trees is different to that of GA individuals. There are many differ-
ent forms of mutation operators for tree structure individuals. Commonly used ones
include:
• Point mutation (Page et al., 1999), where a randomly chosen single node in an
individual is exchanged with a random node of the same length and size to ensure
the new individual is syntactically valid;
• Shrink mutation (Vanneschi et al., 2003), replaces a randomly chosen sub-tree
in an individual with a randomly selected terminal, so that the size of the new
program is smaller than its parent;
• Promotion mutation (Xie et al., 2008), takes randomly chosen sub-tree from
individuals and creates a new individual.
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An example of sub-tree mutation is given in Figure 2.8, where an individual is selected
from the current population (a), then one of the nodes from the individual is selected
(b), and replaces the nodes sub-tree with a newly created sub-tree (c). This new



















(c) Newly created individual, which will be part of the next generation
Figure 2.8: Tree based individual point mutation
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2.7 Coevolutionary Algorithms
Evolutionary algorithms are a biologically-inspired generic population-based meta-
heuristic optimisation algorithm. In some applications, EAs have an advantage over
traditional local search heuristic methods when search spaces are highly modal, discon-
tinuous, or highly constrained, since there are fewer assumptions about the underlying
fitness landscape. In most real applications of EAs, computational complexity is de-
termined by the Cartesian product of two or more interacting large sub-spaces which
create a prohibiting computational cost (Cohoon et al., 2003). To overcome these
issues, researchers have turned to using coevolutionary algorithms.
What constitutes a coevolutionary algorithm is still a matter of discussion, but they
mainly fall into two groups: Competitive Coevolutionary Algorithms and Cooperative
Coevolutionary Algorithms. Competitive coevolutionary algorithms work by rewarding
one group of algorithms and penalising the other group. One of the first examples of
this can be seen in Hillis (1990). This example evolves sorting networks by using an
opposing population of co-evolving data sets. One population’s goal was to sort a list
and it was rewarded on how well the data was sorted. The other populations goal was
to supply the data and it was rewarded when the other population performed poorly
with the data supplied.
In Evolutionary Computation, populations are made up of individuals, and these in-
dividuals are often referred to as agents (Panait and Luke, 2005) or species (De Jong,
2006). In this research, the terms individuals and multi-individuals are taken from
Panait and Luke (2005); an individual “is a computational mechanism that exhibits
a high degree of autonomy, performing actions in its environment based on infor-
mation(sensors, feedback) received from the environment”. Multi-individuals “envi-
ronment is one in which there is more than one agent, where they interact with one
another, and further, where there are constraints on that environment such that agents
may not at any given time know everything about the world that other agents know
(including the internal states of the other agents)” (Panait and Luke, 2005).
An example of a multi-agent is a group of foraging robots looking for rocks, where
each robot is able to communicate bits of information to each other. A key point is
made that the robots cannot share everything they know, or else you would end up
with “multiple slave nodes” approach. The problem could also be solved by a single
robot or multiple robots that work independently, but ideally cooperative robots will
perform the task more efficiently and in reduced time.
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With Cooperative Coevolutionary (CC) Algorithms, different individuals interact
in a mutually beneficial relationship. Individuals are rewarded when as a group they
perform well, and are punished when they perform poorly as a group. An example is
ensemble learning with majority, where if the majority vote and are correct, all con-
tributing algorithms are rewarded, or else contributing algorithms are penalised (Potter
and De Jong, 2000). CC is an evolutionary computation method that divides a large
problem into sub-components and solves them independently in order to solve the large
problem. Using this approach, the goal for coevolutionary algorithms is to optimise
problems with very large problem spaces that single algorithms take an unacceptable
amount of time or resources to solve, with individuals in the CC specialising and co-
operating to solve the problem at hand. An example where this has been achieved
can be seen in work done by Yang et al. (2008), where they created a cooperative
framework that could optimise 1000-dimension non separable problems. Theoretical
analysis from their paper shows that instead of needing to divide a large problem into
sub-components, a grouping strategy could be used.
CC decomposes the original problem into a set of lower-dimensional and tractable
sub-problems, where each sub-problem can be solved independently of all other sub-
problems, then combined at the end to complete the solution(s). CC has advantages
when compared with traditional EA, in that the problem is broken into multiple inde-
pendent problems. Four main advantages are:
• Decomposition allows the sub-problems to be solved in parallel, increasing the
speed the problem can be solved.
• Decomposition maintains diversity, since each sub-population is independent and
evolves to solve a different problem.
• Each sub-module is easier to reuse and more robust since it has been optimised
to solve only a single sub-problem.
• The search space is reduced, since the number of variables is smaller.
These advantages only exist if the problem can be broken into multiple independent
problems, otherwise CC is not suitable. How a problem can be decomposes is still an
active area of research Osaba et al. (2020), with a up-today summary of research that
has grown from Potter and De Jong (1994) summarised in Ma et al. (2019).
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In the following sections, key aspects of learning will be explored, on how individuals
learn, how they are rewarded and different approaches to dividing up the task to enable
Cooperative Coevolution.
2.7.1 Individuals Learning
One of the most important things in EC is how individuals learn. There are three main
approaches to learning:
1. Supervised: The correct answers are known, so feedback can be proved on how
well an algorithm is doing.
2. Unsupervised: There is no known correct answers, so no feedback is provided.
3. Reward based: The individual is rewarded based on their performance completing
the given task.
In Cooperative Coevolution, supervised learning is not possible, since the correct
behaviour is often unknown. Unsupervised learning is also not used due to EC needing
feedback of how they performed in their environment. The most common type of
learning is reward based, which is broken into two subsets:
1. Reinforcement learning (RL): Q-Learning and Temporal-Difference are the most
common types of RL, which evaluates the reward from functions (Panait and
Luke, 2005).
2. Stochastic search (SS): The most common is EC, which learns without appealing
to value functions (Panait and Luke, 2005).
2.7.2 Team Learning
In team learning, a single learner is used to learn a set of behaviours for a team of
agents. This has some interesting properties, since it is evolved as a single learner
but applied to a team of agents that can interact with each other, sometimes creating
unexpected behaviour. Since all the agents are the same, the performance of the entire
team is normally used. Team learning can be divided into two categories (Panait and
Luke, 2004):
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1. Homogeneous team learning develops a single agent behaviour which is used by
every agent. Foraging tasks have been shown to be suitable for homogeneous
approaches. Since all agents are the same, the search space is smaller than
Heterogeneous learning.
2. Heterogeneous team learning creates a unique behaviour for each agent. This
creates larger search space but allows specialisation. Heterogeneous is used when
task specialisation is needed, like in robotic soccer.
3. Hybrid, breaking the group into teams, where each group is heterogeneous, but
inside the group they are homogeneous.
2.7.3 The Dynamics of Learning
Different environments need different strategies to evolve. In environments that are
stationary, evolving agents keep changing behaviours until finding the globally optimal
configuration. In dynamic environments, the agents must also adapt to the chang-
ing environment while trying to find an optimal solution. With multi-agent systems
(MAS), each agent must deal with other agents evolving over time (Tuyls et al., 2006).
There have been limited methods developed to model and analyse the dynamics
of concurrent learners. Evolutionary game theory is the main tool used to study the
properties of cooperative co evolution and see if the Nash equilibria is met. A group of
agents are considered to be in Nash equilibrium if each one is making the best decision
possible, considering the decisions of the other agents in the game and when all agents
have stopped evolving (Panait and Luke, 2004). One of the issues is once in Nash
equilibrium, no single agent is motivated to change its behaviours. This can create
problems when the current equilibrium point is sub-optimal.
Vidal and Durfee (1998) developed a way to monitor the rate that parameters
change in each agent, and at what rate agents are learning. With these parameters,
we need to allow for the calculations of the error in the agents’ decision function
while learning. Since agents do not have control over each other’s behaviours, creating
alliances to escape this equilibrium is not easy, as they have no incentive to give up
some reward to another agent, and will converge to Nash equilibria. With a global
reward, if an agent helps another agent, it is also rewarded, and so creating alliances
will be in each agent’s best interest (globally optimal Nash equilibrium).
CC was proposed to automatically decompose problems (De Jong, 2006), and to
search for a solution to each sub-problem, they are used to find solutions to repeated
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and stochastic games. The issues with CC are the tuning of the parameter of the system
to increase performance of the algorithm; many papers have investigated this. Some
research has found that some conditions lead to the coevolutionary system working
towards a Nash equilibrium, instead of a global optimal solution (Panait, 2010).
2.7.4 Concurrent Learning
The other major area of team learning in cooperative multi-agent systems (MAS) is
concurrent learning. Concurrent learning is where multiple learning processes work to
improve parts of the overall problem that the team is trying to solve (Panait and Luke,
2005). The way improvements are made depends on the problem, but normally each
agent will have its own unique learning process. If a problem can be decomposed into
many small problems, concurrent learning appears to have the upper advantage, since
each of its agents can adapt to the sub-task they are given, independent of the rest of the
population. One of the key challenges of concurrent learning is that while each learner is
adapting its behaviours, it is doing so in the context of other co-adapting learners which
it has no control over. This can have the effect that where a learner that was doing
well can be made obsolete by improvements made by another learner (Sandholm and
Crites, 1995). Research by Bull and Fogarty (1994) gave an example where concurrent
learning would outperform both homogeneous and heterogeneous team learning, but
other research has suggested that this is only for certain problems (Miconi, 2003).
2.7.5 Credit Assignment
To provide feedback to an agent on how it performed, a reward is needed as an indicator.
Working out which individual gets what can be difficult, especially when there is a
cooperation aspect to the individuals. Giving all the individuals a share of the fitness
is one option (global reward), and this works in some cases in team learning, but in the
case where all the individuals are different and contribute differently to the problem,
it does not help guide individuals to improve. An individual could be evaluated one
by one and assigned the fitness it achieved (local reward), but it does not create an
environment that encourages co-evolution, but rather a greedy behaviour. An example
of playing soccer is given, where if a local reward is used, no cooperation is likely to
happen and the individual and overall performance will be poor, but in case where a
learner can specialise, local reward may help the learner develop niches. Many different
theories exist on how this may be achieved, including:
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• Mataric (1994), suggests that social reinforcement, where individuals that do
well get the majority of the reward, but also share some of it with the other
individuals to help the search for the global optimum. This is to try and avoid
having a single individual finding the local optimum and all the other individuals
dying out.
• Chang et al. (2003), takes a different approach to the credit assignment problem,
and suggests that the individual should be rewarded based on how the team
would have done without the agents help.
• Tangamchit et al. (2002) examined the issues where two robots working together,
and the first robot gives items to the second robot, which then places them at
the final location, and is given a reward. Normal reward methods would give the
entire reward to the second robot at the end and nothing to the first robot. By
averaging rewards over sequences of tasks, the reward can be shared evenly and
promote cooperation.
2.7.6 Related Pathologies from Competitive Learning
Competitive learning environments do well with applications like Tic-Tac-toe, and
checkers, but like all learning environments, if the parameters are not correct, the
result will be poor. The goal of competitive learning environments is to have an “arms
race” between the agents, each agent pushing the other agent to improve, but if the
parameters are not correct, and one agent becomes superior to the other agents, the
other agents will always lose, and will not learn, and the superior agent will always
win, but also not improve, so ideally the parameters are set that all agents gradually
learn at a similar rate.
An effect to be aware of is Red-Queen effect (Van and Van, 1973), this is where one
or both agents competing decreases its ability. In the case of two agents competing,
if agent one was winning games over agent 2, if both their ability decreases at the
same rate, agent one will continue to win. The Red Queen effect is used to describe
the phenomenon that some sub-populations individuals perform poorly due to the
collaborators used to create a complete solution and by changing the collaborators, the
individual performance would improve.
Another behaviour that can lead to non-optimal outcome is Cyclic behaviour, where
agent one adapts to agent two, and agent two adapts to agent one. In the case of a
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game like rock-paper-scissors, a non-transitive relationship can occur (De Weerd et al.,
2014).
2.7.7 Learning and Communication
The necessary degree of communication between cooperating agents depends on the
problem that needs to be solved. In some applications, communication necessary might
not be necessity. While another problem could be that the search space is so large that
the task could never be solved in a reasonable time frame without breaking the task
down, so agents can solve small parts of the puzzle and share their results in their own
practical way.
The definition given for communication is to “altering the state of the environment
such that other agents can perceive the modification and decode information from
it” (Hoen et al., 2005), which also states that the key reasons that a agent might want
to communicate is distribute models of the environment and to learn sub task solutions
from other agents.
Stone and Veloso (1997), believe that unrestricted communication results in a MAS
becoming a single agent system, where a “central agent” commands everything all
agents do. Even without a true central agent, if all agents know what all other agents
know and what they will do next, it is in essence working like a single agent, and so
complex problems would need to send large amounts of information between agents. A
true multi-agent system, requires restrictions on communication between agents, and
this also reduces the overhead communications, since keeping all individuals updated
becomes very expensive as complexity increases.
2.7.7.1 Direct Communication
Direct communication is where agents directly communicate with other agents using
methods such as shared blackboards, signalling, and message passing. These all come
at a cost, such as throughput limitations, latency and locality to other agents. How
agents share information can be via a pre-defined vocabulary (hard-coded and known
to all), or via no defined vocabulary, where agents send signals that other agents learn
to associate meanings with (Wagner, 2000).
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2.7.7.2 Indirect Communication
Indirect communication methods involve the implicit transfer of information from agent
to agent, via modification of the world environment. Most of the indirect communi-
cation literature has looked to social insects’ use of pheromones to mark trails or to
recruit other agents for tasks. Werger and Matarić (2000), present an example of this,
where one set of agents would use their bodies to mark the path for another agent to
follow.
2.7.8 Dividing Task into Sub-Components
There have been many evolutionary models written with support for co-adapted sub-
components, from the Holland and Reitman (1977) classifier system, which used a single
population but allowed subsets of individuals (individual rules) to work together, re-
warding or penalising all the individuals that were selected for the evaluation (bucket
brigade credit assignment), to the multiple-species models (Hillis, 1990) with geneti-
cally isolated populations, where one populations’ goal is to optimise a sort algorithm
to sort a list, and the other population provides the data to be sorted by the first
population, but gets rewarded when the sorting algorithm population does poorly.
One of the key motivations for the belief that a single population EA is not ade-
quate for solving complex problems, like in the domain of robotics, is because a typical
EA will only preserve the strongest individual for the test case that it has been evolved
against. This reduces diversity in the population that could have helped against un-
seen test. Traditional EAs are developed such that each individual is a solution and
evaluated in isolation, so no evolutionary pressure for co-adaptation to occur exists in
current commonly used frameworks. Not all problems can use CC, as it requires that
the problem can somehow be broken down into sub-components and that individuals
can diversify. Potter and De Jong (2000), outline how one might break a problem into
parts, and suggest that this may be the only way to solve the increasingly complex
problem to which EAs are applied. Potter and De Jong give a generalised Cooperative
Coevolution Architecture guide: where there are multiple populations and where each
population only mates within its own population, they are genetically isolated. But,
when an individual is evaluated, it is evaluated with one representative from each of
the other populations. They suggest that the top individuals from each population be
the representative, but this depends on the application and how the fitness is evalu-
ated. Examples were given on how to decompose a problem into populations, to work
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out the total number of populations needed. Sometimes this can be human-engineered
and manually broken up into a known number of populations, and other times it is
an unknown until the simulation is running. An approach was given that starts with
a limited number of populations, and then monitor for stagnation. If stagnation was
detected, then a new population is randomly generated and added. Key points of
the architecture are to isolate species in separate populations so to maintain diversity
between the co-adapted sub-components (Darwen and Xin Yao, 1997) - this avoids de-
structive cross-species mating. When evaluating an individual, only the individual that
is being evaluated receives credit, none of the representatives from other populations
share any of the credit. In the case where the application has a dynamic number of
populations, the evaluation can be carried out in two parts, first an evaluation with all
individuals is carried out, and then a second evaluation excluding the individual being
evaluated is performed, this way the contribution of an individual can be calculated
and a decision can be made if it should be removed or not.
To convert a given problem from using traditional EAs to a having coadapted sub-
components, the following key issues must be solved:
• Decomposition: How to determine the correct number of sub-components and
what role they will play?
• Inter-dependencies between sub-components: How do the sub-components chang-
ing affect the performance of the other sub-components? The effect of changing
sub-components has on the other sub-components is sometimes referred to as
“deforming” or “warping”.
• Credit assignment: How do we know who to reward or blame for a given result
and how should the reward be shared?
• Maintenance of diversity: How do we maintain diversity between the populations
and in each population? We do not want different populations coming up with the
same solution as each other, and we also want diversity within each population
so they can continue to improve.
If all these issues cannot be resolved, like in the case where the problem cannot be
decomposed at all, a traditional EAs must be used.
2.7.9 Cooperative Coevolution Performance
Potter and De Jong (2000) showed example problems and how to measure different
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aspects of the algorithm. Outlined in their paper were four studies that looked at
different areas of decomposition with the following questions:
• Will species locate and cover multiple environmental niches?
• Will species evolve to an appropriate level of generality?
• Will adaptation occur as the number and role of species change?
• Will an appropriate number of species emerge?
To answer the questions above, a binary string covering problem was selected, that
had been previously used in related studies (Forrest et al., 1993). The outline of the
problem was to find a set of N binary vectors (match set) that matched another set of
K binary vectors (target set) where K > N. So, if N = 2, and K had a length of four,
k could be (1100), and N binary set could be ({11}, {00}), combined would match k.
Since K was greater than N, some binary vectors in the match set would have to match
multiple binary vectors in the target set. This means that binary vectors in the match
set(individuals) need to specialise to optimise for a subset of the target set, and other
individuals will need to target other subsets if the population is to perform well. A
GA was used to evolve populations of 50 individuals.
The first experiment was done to answer the first question: “Will species locate
and cover multiple environmental niches?”. A “niche” is where individuals are able
to achieve their self-defined goals while serving the needs of the social group - in this
case for their subset of K. To perform the experiment, the target set was created with
known niches and the same number of match sets and target set were used, so each
“match set” can optimise for each niches, and if they collaborate, only one “match set”
will target each niche. The results showed that each “match set” did focus on one or
two niches and relied on the other individuals to cover the remaining niches.
The second experiment was “Will species evolve to an appropriate level of general-
ity?”. This experiment had a target set of three 32-bit binary vectors, and the “match
set” ranged from 1 to 4 binary vectors. This was picked so the “match set” with 1
binary vector would be expected to be a general fit, since it needs to do its best with 3
different targets. The “match set” with 3 binary vectors would be expected to have one
match set match up with each of the “target sets”, so should find niches and have a low
level of generality. From their results, what they expected to happen was shown, with
only 1 “match set”, the final result performed about the same with each of the “Target
sets”, matching about 65% in each of the “target sets”. As the number of target sets
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was increased, the performance increased, and at 3 “match sets”, all “target sets” bits
were being matched.
The third experiments was “Will adaptation occur as the number and role of species
change?”. Once again, the “target set” was three 32 bit binary vectors, the “match set”
started with 1 binary vector, then at generation 100, added another binary vector, and
again at generation 200 added another binary vector (So 3 in total at the end). The
results showed that as the match sets increased, the role changed from generalised
cooperative to niche cooperative, so the roles of species did change with an increased
number of “match sets”.
The fourth experiment was “Will an appropriate number of species emerge?”. They
looked at having the algorithm dynamically find the correct number of individuals to
solve the task but limited the number to only those which contributed to the overall
fitness, since each extra individual needed extra computational resources. The ex-
periment was run to detect evolutionary stagnation, and when it was detected a new
individual would be added. If an individual did not contribute to the overall fitness by
a set threshold, it was removed. As the algorithm ran, it added and removed individ-
uals - it tried to add individuals that found new a niche and remove individuals that
did not add any real contribution. The result was that the algorithm found that three
“match sets” was the optimal number, which has also been shown to be the case in the
earlier experiments.
These experiments performed by Potter and De Jong show that their approach
exhibited some aspects of CC algorithms, and by performing the same testing to a
given problem they could determine if the problem is suitable for CC and what it’s
optimal parameters might be.
2.7.9.1 Problem Decomposition
The state space of a large multi-agent task can be difficult to try and solve in a single
problem. Breaking the problem into smaller problems can help, by having groups of
agents solve each problem set can result in optimal results. Another approach is called
layered learning (Stone and Veloso, 2000), where primitive behaviours are first learnt
and once mastered, made part of known knowledge to develop complex behaviours, e.g.,
learn to walk before learning to run. A shaping approach is like layered learning, where
the fitness function favours simple behaviours, and as the agent improves, the fitness
function changes to favour more complex behaviours (Grześ and Kudenko, 2008).
Robot soccer is given as a good example where some problems cannot be decom-
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posed. In the case of the robot kicking the ball, the robot has to learn how to acquire
the ball from another agent and kick the ball, since if agents cannot kick, then they
cannot learn to acquire from other agents - if they cannot acquire the ball, they cannot
kick it (Kobayashi et al., 2006).
This is an active area of active research, with recent work from Song et al. (2020),
which looked at problem decomposition in variable-size cooperative co-evolutionary
particle swarm algorithms and compared their approach with six existing approaches,
concluding that there is still more work do be done, due to the existing approaches
being very computation-intensive.
2.7.10 Emergent Properties
Emergent properties manifest themselves from the result of various system components
working together, rather than as a property of any individual component. Individually,
each component property is simple, but when combined they exhibit unexpected com-
plex behaviour. Examples of this are ant colonies, where a single ant by itself is only
able to accomplish very little, but a colony as a whole, builds complex nests and can
transfer large amounts of food from one area to another (Tofts and Franks, 1992). The
emergent property in this case is being able to organise as a collective. Another exam-
ple is in the case of the human brain, which is made up of millions of neurons. A single
neuron by itself cannot do much, but millions of neurons placed together produces an
emergent property of consciousness (Sperry, 1969).
In algorithms, emergent properties are unexpected characteristics exhibited when
multiple algorithms are combined, and where these characteristics are not explicitly
coded as part of the algorithm (Brunner, 2002).
2.8 Algorithmic Decision Making in Stock Markets
Since the creation of stock markets, many have attempted to predict the direction
markets would take for academic and financial reasons. Being able to predict markets
and individual stocks would be extremely valuable, and would lead to financial benefits,
economic insight, and better understanding of what is driving the markets. Whether
an stock market can be predicted is still an unknown, with some research arguing that
prediction is possible (Lo and MacKinlay, 1988), and others believing in the “efficient
market hypothesis”, where stock prices follow a random walk pattern and thus should
not be able to be predicted more than about 50% of the time (Fama, 1995).
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2.8.1 Stock Markets
A stock exchange, securities exchange, or bourse is a facility where securities can be
bought and sold by brokers and traders. Securities can be debt securities, derivatives,
or equity securities. Equity securities are the common stocks, where a stock of a
corporation is an equity stake or ownership share in a corporation. Shares are often
traded in exchanges - in New Zealand, the most common exchange is the NZX, and in
the USA the most valuable exchange is the New York Stock Exchange.
2.8.2 Buying, Selling and Profit
A stock exchange enables buyers and sellers to be able to trade at an agreed value.
A stock market is an adversarial system of trading, with the stock market being a
collection of millions of competing investors with opposing views. Either investors
believe that a stock in the stock market will go up or go down. If the owner of the
stock believes that the stock price will fall, they will try and sell to another investor
that believes that the stock will increase. Since only one can be correct, one will profit
and the other will lose from this transaction.
2.8.3 Efficient Market Hypothesis
According to the Efficient Market Hypothesis (EMH), stocks always trade at their
fair value on stock exchanges, making it impossible for investors to either purchase
undervalued stocks or sell stocks for inflated prices (Timmermann and Granger, 2004).
If this is correct, then trying to predict trends in the market via either fundamental or
technical analysis would not provide greater results than passively managed funds.
2.8.4 Algorithmic Technical Trading
“A machine is making a decision based on the fact that we reached a level to buy or
sell. The problem with this is that everyone’s algorithms are very similar - they key
on the same trigger points. This causes rapid momentum swings” (Isidore, 2018).
Algorithmic technical trading (sometimes called automated trading or black-box
trading), is a practice that utilizes computer programs that follow a set of defined
instructions to place trades. Algorithms process and react to events in a fraction
of a second, so can operate at speeds impossible for human traders. In some cases,
stock values have crashed and recovered before human traders could react (Braun
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et al., 2018; Hendershott and Riordan, 2009). The algorithms used are defined by
sets of instructions that look at timing, price, quantity, or any mathematical model
based on quantifiable information8. Apart from generating profit opportunities for the
trader, they have the benefit of trading only based on the numbers and not on human
emotions (Keef and Roush, 2002). They also render markets more liquid by increasing
the number of trades placed (Gsell and Gomber, 2009)
2.8.5 Market Generators
“The effects of noise on the world, and on our view of the world, are profound… Noise in
the form of expectations that need not follow rational rules causes inflation to be what
it is… Most generally, noise makes it very difficult to test either practical or academic
theories about the way that financial or economic markets work. We are forced to act
largely in the dark.” (Black, 1986)
Real market data contains an unknown quantity of “noise”, this was first pub-
lished in Noise (Black, 1986). Without “noise”, the share market could be modelled
using technical analysis alone, and trends could be detected and predicted. But share
markets are affected by a range of factors from politics, business cycles and even the
weather (Akhtari, 2011), so data from the share market contains an unknown amount
of noise which makes results unreliable. To solve this, simple limit order-driven mar-
ket simulators have been developed. One of the first limit-order book generators was
created by Maslov (2000), where a simple model of a limit order-driven market was
created, which simulated the actions of a simple stock market, including buying and
selling, producing real market-type data. Actions taken by the limit-order book gener-
ator are purely random, so the data that is generated is free from bias. An extension
of Maslov’s work was proposed by Whigham et al. (2010), that outlined how to easily
construct and generate data which has real stock market characteristics. This approach
is used in experiments that are performed in this research. Looking into research done
to extend Whigham et al. (2010), it was found that the only research that worked on
changing the parameters where in studies like Withanawasam (2013), where the goal
was to simulating trader manipulation in a limit-order driven market, so to create a
certain market characteristics. Other research such as Brabazon (2018) and Brabazon
et al. (2020) use the existing parameters, since the parameters create characteristics of
real limit-order markets.
8Often market indicators are used.
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2.8.6 Previous Trading Research
There have been a large number of papers published on how algorithms and classi-
fiers can work to maximise wealth by forecasting the market behaviour (Pelusi et al.,
2013) (Lee et al., 2012) (Fernandez-Rodrıguez et al., 2000). Most research is based
on either technical analysis or fundamental analysis. “The fundamentalist studies the
cause of market movement, while the technician studies the effect” (Murphy, 1999).
Analysis is a financial market technique of forecasting the “market movement”,
by looking at previous trends in the price and volume. “The technical approach to
investment is essentially a reflection of the idea that prices move in trends that are
determined by the changing attitudes of investors toward a variety of economic, mon-
etary, political, and psychological forces. The art of technical analysis, for it is an art,
is to identify a trend reversal at a relatively early stage and ride on that trend until
the weight of the evidence shows or proves that the trend has reversed.” (Pring, 2002).
Fundamental analysis is based on information regarding supply and demand. It
attempts to determine the value of a company by analysing a company’s financial data
and by looking at the environment in which it operates (Contreras et al., 2012).
A sample of research previously done in the area of using algorithms for trading is
given below:
• Rajabioun and Rahimi-Kian (2008) used genetic programming to evolve optimal
buy/sell signals for four competing or cooperating companies’ stock prices to
maximise their wealth on the 30th day, when run on a virtual market using
genetic programming.
• Garcia-Almanza and Tsang (2006) trained a genetic program in order to create
a classifier that discovers classification rules for predicting future movements in
stock prices. The rules were created with indicators from financial technical
analysis and were combined to predict the outcome of a stock value.
• Kearns and Nevmyvaka (2013) looked at three main areas: optimised trade ex-
ecution via reinforcement learning, predicting price movement from order book
state and optimised execution in dark pools via censored exploration. The results
of the work were that machine learning in high frequency trading will always need
a human “in the loop” and will not offer an easy path to making money.
• Chen et al. (2007) used flexible neural tree ensemble techniques to represent the
behaviour of the stock market. To optimise the structure and parameters, indi-
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viduals were represented by a tree based structure that were optimised using ge-
netic programming. Their goal was to predict the share price for a selected stock
for the following trade day based on the stocks opening, closing and maximum
values from the previous day. Experimental results show that making predictions
is possible even with chaotic random fluctuations of the share-market.
• Potvin et al. (2004) used genetic programming to automatically generate short-
term trading rules from technical analysis to trade on stock markets. Their ex-
periments were based on data from the Toronto Stock Exchange and compared
their results to buy-and-hold (see Section 3.5). Their results showed an aver-
age improvement of 22.93% over buy-and-hold for the 14 Canadian companies
selected.
• Contreras et al. (2012) showed that increased performance can be made when
taking into account technical and fundamental analysis instead of just either
technical analysis or fundamental analysis when compared to a “Buy and Hold”
strategy.
• Weng et al. (2018) used not only historical stock with technical indicators but
also looked online for published news articles counts, trends in Google searches
for the given stock and monitored the number of unique visitors for the companies
Wikipedia pages to try and forecast the stock future value. They showed that
online data could supplement but not replace traditional financial metrics.
• Nti et al. (2020) did a comprehensive evaluation of ensemble learning for stock‑mar-
ket prediction, looking at different ensemble techniques (Weighted averaging,
Max voting , Averaging) and combination techniques (Blending, Bagging, Boost-
ing). They showed that stacking and blending offered the highest accuracy, but
that is approach was computationally expensive compared with boosting and
bagging.
2.9 Tartarus Problem
Predicting stock markets is a type of problem where the reward is not known until
the end, and an agent has incomplete information, a different problem with similar
characteristics is the Tartarus Problem (Teller, 1994), where the reward is unknown
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Figure 2.9: Tartarus world possible initial configuration
until the end and the only information about its environment is from eight input
sensors, detecting its neighbouring location states.
In the Tartarus Problem, an agent is placed in the centre of a grid “world” as
shown in Figure 2.9, with six boxes randomly placed in the grid. The agent’s task is to
produce an algorithm that can move all the boxes to the edge in 80 steps. At the end
of the 80 steps, a fitness is calculated depending on how many boxes are at the edge. If
a box is only touching one wall, then one point is awarded. If the box is in the corner,
then two points are awarded. In the case of Figure 2.10, three boxes are touching one
wall and one box is in the corner, so the total fitness would be 1 ∗ 3 + 2 ∗ 1 = 5.
The agent moves within a 6x6 grid pushing boxes into adjacent squares as it moves.
The agent only sees the squares around it, as shown in Figure 2.12, where the agent
gets input from eight sensors that detect an “empty square”, a “square with a box in
it” or a “wall”. These are the inputs that the agent can choose to use to make decisions
on what the agent command is to be, either “move forward”, “turn left” or “turn right”
as its output.
There have been many different approaches to solving the Tartarus problem, the
first approach was using genetic programming to evolve the agent’s state (Teller, 1994)
which delivered sub-optimal results due to the representation used, notably the top
solutions evolve did not use any sensory input. Future genetic programming work
followed (Trenaman, 1999), but it also had the same issue. Alternative representations
have been researched, which included “If-Statement-Action” (ISAc) lists, which are
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Figure 2.10: Tartarus world possible final configuration
lists of actions to perform, and depending on the input, determine what action is
taken (Ashlock and Joenks, 1998), finite state machines (Ashlock and Freeman, 2000),
neural networks (Cuccu and Gomez, 2011) and gene regulatory networks (Zahadat and
Katebi, 2008).
The work in this thesis uses a Mealy style finite state machine (FSM) (Mealy,
1955) where output values are determined by both current inputs and the current
state. Mealy FSM have shown promise in previous work (Dick, 2013). In Figure 2.11,
a simple Mealy machine is shown. At each transition edge, two numbers are shown:
the first is the input, and the second is the output. For example, if the machine is in
state S1 and receives an input of 0, the machine moves to state S0 and emits the output
1. However, if the input is 1 then it stays in state S1 and output 0. These states can
be represented in a state table, such as that in Table 2.2. This simple state machine
works like an exclusive-or gate, and only changes states when the last two inputs are
different.
Table 2.2: Mealy state machine transition table for an exclusive-or machine
Current State Input Output
0 1 0 1
S0 S0 S1 0 1
S1 S1 S0 1 0










Figure 2.11: Example mealy machine with one input and one output
space having three possible states from the sensors, so state “empty” = 0, “box” = 1 and
“wall” = 2. The possible inputs are labelled with a number as shown in Figure 2.12
and fed into Equation 2.4 to calculate the “Sensor Input”. The agent in previous
research (Dick, 2013; Dick and Yao, 2014) was made up of twelve internal states,





When moving, if a box is directly in front of the agent, and they “move forward”, it
will move the box forward by one square unless the box being moved is between the
agent and the wall, or between the agent and another box which is directly behind it;
in this case the agent will end up not moving. If the agent fails to move forward, the
only hint to this, is that the input from the eight sensors has not changed, since the
agent is unaware of where in the grid it is and whether a move forward was successful10.
An example of a possible state table for a single internal state is shown in Fig-
ure 2.13, where our representation combines each state with a transition table defining
9Each sensor can have three different inputs, and there are eight sensors.
10This is noisy information, as it is also plausible that a successful move will result in the same
input sensor configuration. The agent must use its own internal states to form a memory to allow it
to estimate the like hood of a failed movement.
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Figure 2.12: Tartarus agent sensor arrangement
Figure 2.13: Outputs and state transitions for a single state
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the transition for each combination of sensor signals. The first column of the transition
table is “Sensor lookup” where the corresponding index from the sensor input selects
the current row, as calculated in Equation 2.4. This will give a number between 0
and 6560. The “Action” column is what action the agent should take next, and the
“Next State” is which “internal state” the agent will change for the next time step.
Looking at Figure 2.13, if the agent’s sensors reported that all the squares around it
were empty apart from “Upper Left”, then the “Sensor input” would be 1, so the action
would be to turn right, and the next internal state to be used would be “number 6”.
State transitions will be repeated after n number of times, most prior applications use
n = 80. At the end, the fitness is calculated on how well the agent performed with
the current state machine after the n steps. Like stock market trading, there is a long
delay between actions taken by the agent and the reward it receives for taking these
actions.
2.10 Major Open Topics
Above we have summarised key areas of research that will be used to conduct our
research. Each area above is a strong foundation for us to work from, but missing
research in the following areas have been found:
• Investigating how ensembles of simple agents compares against a complex mono-
lithic agent, and whether ensembles methods perform worse, the same or provide
an improvement. This will be address in hypothesis one from Section 1.2.1
• In explaining ensembles method results, limited research has been done into
explain what role each learner plays. This will be part of our research address in
hypothesis two from Section 1.2.2
• Investigating stock trading with ensembles, and looking at how a group of simple
learners will compare against complex monolithic agents when market conditions





In this chapter we will explore the required tools, measurements, and experiments that
will allow us to answer the three research questions that were raised in Section 1.2.
This chapter will build on ideas introduced in Chapter 2, where a summary of related
research was presented along with the current state of the art.
The primary application that is being used to compare performance between the
monolithic and ensemble approaches in learning is the problem of how to trade stocks
and make a profit. To perform fair experiments, a data source is introduced in Sec-
tion 3.1, then the agents used in experiments are explained in Section 3.2, along with
how agents are evaluated in Section 3.3. In Section 3.4, the basic common structures
of the evolutionary algorithm used in all experiments are outlined, then details are
given on how the monolithic agent is designed in Section 3.4.1, followed up with the
ensemble agent design in Section 3.4.2. Finally, we introduce some benchmarks that
have been used by previous research in this domain in Section 3.5.
3.1 Limit Order Book Data Sources
In this section we introduce the limit-order book generator that will provide the trading
data for our experiments and provide some examples of the data generated.
In Section 2.8.5, the issue from using data collected from previous trades that had
occurred on the stock exchanges to develop and test with were explained. So, to
control the data source, a limit-order book generator, based on Whigham et al. (2010)
is used, and this in turn is based on the earlier Maslov model (Maslov, 2000). This
model has been shown to have many of the characteristics of real limit-order markets,
which include price fluctuations and bid-ask spreads. Figure 3.1 is an example of data
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generated from the limit-order book. It shows a starting price of $100, and that trading
occurs over 250-time steps, where the end price is $96, with a high of $104 and a low
of $94. In this case, if one stock was bought for $100 and sold at the end for $96, then
the outcome would have been a loss of four dollars. A transaction cost is also applied
per-transaction, so if the transaction cost was $1, two transactions took place (Buy and
Sell). The total loss would have been six dollars (96 − 100 − 2 = 6). The limit order
simulator being used has a starting value ($100 in this example) and two parameters to
control trading. One parameter is limit order probability, which controls how often a
new order is added to the order book instead of an order being removed from the order
book as a transaction. If the “limit order probability” is 50 percent, then half the time
it should add to the order book and half the time remove an order as a transaction.
The second parameter is the “tick size”, which controls the range of orders being placed
when adding a “Buy” or “Sell” order to the order book. At each time step t, there is
a 50 percent chance that it will be a buy or sell order. Equation 3.1a, shows how the
next “Sell” order would be generated. So, if the tick size was 4, and no existing sell
orders had been placed with the current price being 100, then the next sell order would
be $100 plus a random value between 1 and the tick size. If the tick size is 4, then the
next sell order to be added to the order book would be between $101 and $104.
Sell Price =

Last trade price + Random(1, tick size) if no sell orders




Last trade price − Random(1, tick size) if no buy orders
Highest buy order − Random(1, tick size) otherwise
(3.1b)
Table 3.1: Limit-order book generator settings
Starting Value 100
Tick Size 4
Limit Order Probability 50 %
Parameters used in our experiments are given in Table 3.1, which are taken from
Whigham et al. (2010).
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Figure 3.1: Example of data generated from the Limit-order Book
3.1.1 Training and Validation Data
The evolution of a solution is normally carried out in two stages: the training stage
and then the verification stage. The training stage is when the individuals are being
evolved: during the training stage, each individual is evaluated against multiple gen-
erated limit order books, and the same data is used to evaluate every individual in the
population. Once the simulation has finished, generalisation is measured by evaluating
the best trained individual against several unseen limit order books. The evolutionary
parameters and number of order books used in our experiments are given in Section 4.1.
3.1.2 Verification Data for Irregular Events
Every market has its ups and downs. Most trading days, stock prices will vary by 2-
3%, but occasionally a market correction or a “Black Monday” (Waldrop, 1987) comes
along: these can be large increases or decreases to a stock’s value, and in some cases
to the whole markets value. These events are where substantial amounts of capital
can be gained or lost. To test our top DMAs, four data sources with irregular events
were created to see how complex monolithic DMAs and ensembles made up of simple
DMAs, all which had been produced with the same overall computational effort and
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trained with typical trading data, handled these events. Three levels of irregular data
were used - a 10%, 20% and a 50% change in value. In stock markets, a correction is
a 10% decline in stocks from a recent high; a bear market is when stocks decline 20%
from their recent highs, and other events such as the Global Financial Crisis(GFC)
in 2008, have cause stocks to fall by up to 50% of their value in a very short period
of time. In contrast, stocks can rapidly increase in response to positive news. Four
scenarios were picked to test the best monolithic and ensemble individuals when an
irregular event occurred, and each scenario has three irregular levels.
The Scenario are Crash and Recover (Figure 3.4), Crash and Stable (Figure 3.6).
Rally and Stable (Figure 3.8), and Rally and Crash (Figure 3.10),
A standard limit order book was applied to each scenario, which is shown in Fig-
ure 3.2, so in the case of the Crash and Recover scenario, the Crash and Recover data
from Figure 3.3 are combined with a standard limit order book to produce the verifi-
cation data in Figure 3.4. Crash and Stable data from Figure 3.5 are combined with
a standard limit order book to produce the verification data in Figure 3.6. Rally and
Stable data from Figure 3.7 are combined with a standard limit order book to produce
the verification data in Figure 3.8. Rally and Stable data from Figure 3.9 are combined
with a standard limit order book to produce the verification data in Figure 3.10.
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Figure 3.2: Base Limit order book which was irregular data was applied
Figure 3.3: Crash and recovery scenario data
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Figure 3.4: Crash and recovery verification data
Figure 3.5: Crash and stable scenario data
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Figure 3.6: Crash and stable verification data
Figure 3.7: Rally and stable scenario data
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Figure 3.8: Rally and stable verification data
Figure 3.9: Rally and crash scenario data
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Figure 3.10: Rally and crash verification data
3.2 Initialisation, Inheritance and Variation Oper-
ators of an Agent
As with most genetic programming approaches, our individuals are made up of terminal
and function primitives. In this research we define the agents as decision making agents
(DMAs) that evaluate the current data source and decide at each time step on whether
to trade or hold a stock.
DMAs are decision trees, where the branches of the trees are made up of logic op-
erators (function primitives) and indicators (terminal primitives), where the indicators
are found at the nodes ends and the logic operators make up the body of the structure.
This approach is similar to that used by Lohpetch and Corne (2009). An example of
an agent is shown in Figure 3.11. DMAs are used to create individuals for both mono-
lithic and ensemble algorithms, but the size of the DMAs varies and the way they are
evaluated is different. Details of the unique features of single monolithic individuals













Figure 3.11: Example of a decision making agent (DMA)
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3.2.1 Individuals Primitives
The DMA can be in one of two states - “looking to buy” or “looking to sell”. A buy
transaction converts all available capital into stock, and a sell transaction converts all
stocks being held back into capital at the current stock price. So, when primitives are
evaluated, they take into consideration what the current state is and will return one
of two possible states - “Action” (True) or “Hold” (False). Each individual can only
hold capital or stock, so when looking to buy, it will convert all capital into stock.
From there it will be looking for the best opportunity to sell, and convert all stock
into capital, and so on. So, if the DMA is in the state “looking to buy”, then “Action”
means buy stock, “Hold” means do not trade. If the DMA is in the state “looking to
sell”, then “Action” means sell all stock, “Hold”means do not trade.
Primitives are given all the available data up to time and depending on the next
trade that is being evaluated (Buy or Sell), will return either a “Hold” or “Action”
State. The logic operators are made up of AND, OR, NOT and NAND, and these
will combine the results from the indicators for an overall result at time t on whether
to Hold or perform an Action at this time. The DMA is given a fitness once all data
points have been evaluated and depending on how much its net worth has increased
will determine its fitness.
3.2.2 Logic Operators
The following logic operators are used, AND, NAND, OR and NOT .
AND(2 inputs) =
















Action, if input state is “Hold”
Hold, otherwise
(3.2d)
An input is either from a terminal primitive or the result of a logic operator.
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3.2.3 Terminal Primitives
Technical indicators are performed on the last N number of data points - this is
called window length (Shynkevich et al., 2017). For the following technical indi-
cators, N = Window length and S is the price of a stock at a set time, where
St = Current value of a stock at time t.
3.2.3.1 Advance-Decline Indicator
Advance-Decline Indicator monitors the slope between the current stock price and the
previous stock price. A positive slope indicates a buy, and a negative slope indicates a
sell (Zakon and Pennypacker, 1968).
slope(t) =

1, if (pricet − pricet−1) > 0
0, otherwise
(3.3a)
When looking to buy:
f(t) =

Action, if slope(t) == 1
Hold, otherwise
(3.3b)
When looking to sell:
f(t) =

Action, if slope(t) < 1
Hold, otherwise
(3.3c)
3.2.3.2 Bollinger Bands Indicator
Bollinger Bands characterise the prices and volatility over time of a stock (Bollinger,
2002). It is often used by traders to make trading decisions, control automated trading

















(Si − µ)2 (3.4c)
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Middle Band = N-day SMA (3.4d)
Upper Band = N-day SMA + (N-day σ x 2) (3.4e)
Lower Band = 20-day SMA – (N-day σ x 2) (3.4f)
When looking to buy:
Buy(t) =

Action, if Upper Band > current stock value
Hold, otherwise
(3.4g)
When looking to sell:
Sell(t) =

Action, if Lower Band > current stock value
Hold, otherwise
(3.4h)
3.2.3.3 Chande Momentum Oscillator Indicator
Chande Momentum Oscillator (CMO) is a modified indicator of the RSI Indicator (Chande
and Kroll, 1994). The CMO divides the total movement by the net movement (see
Equation 3.5e). Normally, when the CMO crosses above a moving average of the
CMO, it generates a buy signal; when it is crossing down below the moving average it
generates a sell signal.
up(t) =

up = St − St−1, St > St−1




down = St−1 − St, St < St−1















When looking to buy:
Buy(t) =

Action, if CMOt > 0
Hold, otherwise
(3.5f)
When looking to sell:
Sell(t) =

Action, if CMOt < 0
Hold, otherwise
(3.5g)
3.2.3.4 Double Exponential Moving Average Indicator
The Double Exponential Moving Average (DEMA) indicator aims to remove the inher-
ent lag associated to moving averages by placing more weight on recent values (Mulloy,
1994). DEMA can help with spotting price reversals when the slope between DEMAt
and DEMAt−1 changes.
DEMA(t) = 2 ∗ EMAt − EMA(EMAt) (3.6a)
When looking to buy:
Buy(t) =

Action, if DEMAt > DEMAt−1
Hold, otherwise
(3.6b)
When looking to sell:
Sell(t) =

Action, if DEMAt < DEMAt−1
Hold, otherwise
(3.6c)
3.2.3.5 Detrended Price Oscillator Indicator
The detrended price oscillator (DPO) is an indicator that tries to eliminate the long-
term trends in prices by using a displaced moving average, so it does not react to
the most current price action (Chande, 1992). The goal of the indicator is to show






DPOt = St − (SMAt ∗ ((n/2) + 1)) (3.7b)
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When looking to buy:
Buy(t) =

Action, if DPOt > DPOt−1
Hold, otherwise
(3.7c)
When looking to sell:
Sell(t) =

Action, if DPOt < DPOt−1
Hold, otherwise
(3.7d)
3.2.3.6 Relative Strength Index Indicator
The relative strength index (RSI) was developed by J. Welles Wilder (Wilder, 1978).
RSI is a technical indicator used in the analysis of financial markets and is intended to
indicate the current and historical strength or weakness of a stock based on the closing
prices of a recent trading period.
RSI = 100 − 1001 + RS (3.8a)
RS = average gain
average lost
(3.8b)
average gain = total of gains during past n periods
n
(3.8c)
average lost = total of losses during past n periods
n
(3.8d)
When looking to buy:
Buy(t) =

Action, if RSt < 30
Hold, otherwise
(3.8e)
When looking to sell:
Sell(t) =





3.2.3.7 Simple Moving Average Indicator
Simple Moving Average (SMA) indicator is widely used in technical analysis, since it
helps smooth out price action by filtering out the “noise” from random short-term
price fluctuations (Johnston et al., 1999). The window size change varies, and in our
experiments a (SMA) indicator with a window of N = 7 (SMA7) and another with a






When looking to buy:
Buy(t) =

Action, if MAI < current stock value
Hold, otherwise
(3.9b)
When looking to sell:
Sell(t) =

Action, if MAI > current stock value
Hold, otherwise
(3.9c)
3.2.3.8 Exponential Moving Average Indicator
The Exponential Moving Average Indicator (Chande, 1992) has less lag than SMA and
is more sensitive to recent prices changes, adapting to volatility markets. The initial
EMA Value is simple moving average).
k = multiplier for weighting the EMA
k = 2(N + 1) (3.10a)
EMA(t) = pricet ∗ k + EMAt−1 ∗ (1 − k) (3.10b)
When looking to buy:
Buy(t) =

Action, if EMAt > EMAt−1
Hold, otherwise
(3.10c)
When looking to sell:
Sell(t) =






The MACD indicator is a collection of three time series’ calculated from historical
price data of a stock, such as the closing value. These three series’ are: the MACD
series proper, the “signal” series, and the “divergence” series (which is the difference
between the two). The MACD series is the difference between a “fast” (short period)
exponential moving average, and a “slow” (longer period) EMA of the price series. The
average series is an EMA of the MACD series itself. MACD (moving average conver-
gence/divergence) is designed to reveal changes in the strength, direction, momentum,
and duration of a trend in a stock’s price (Appel, 2005),. MACD is made up of two
EMA:
EMA(t) = St ∗ k + EMAt−1 ∗ (1 − k) (3.11a)
MACD = FastEMA − SlowEMA (3.11b)
When looking to buy:
Buy(t) =

Action, if MACDt > MACDt−1
Hold, otherwise
(3.11c)
When looking to sell:
Sell(t) =





Both monolithic and ensemble DMAs are evaluated in the same way. At a given
time(t), a DMA is evaluated by providing the current stock data up to time(t) and
evaluating the DMA as an expression. In Figure 3.11, an example of a DMA is shown,
and its expression is given in Equation 3.12.
r(t) = AND(NAND(MAI,RSI),OR(AND(BBI,MACD),AND(ROC,AI))) (3.12)
Evaluation of Equation 3.12 would be done by applying the data generated by the
order book to the terminal primitives, which in this case is Moving Average Indicator
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(MAI), Relative Strength Indicator (RSI), Bollinger Band Indicator (BBI), Rate of
Change (ROC), Advance Indicator(AI) and MACD. These would all be evaluated as
described in Section 3.2.3 and will return either true or false. Then, the function
primitives would be evaluated with the results from the terminal primitives and an
overall decision on whether to perform an action or not would be calculated. Depending
if the agent was in a buying state or a selling state, this decision would lead to the
corresponding action - see Equation 3.13.
DMA wanting to buy:
f(x) =

Buy, if x = Action (True)
Hold, otherwise
(3.13a)
DMA wanting to sell:
f(x) =

Sell, if x = Action (True)
Hold, otherwise
(3.13b)
The result of the DMA would be used differently depending on if it was being
used as a monolithic agent (see Section 3.4.1), or as part of an ensemble solution (see
Section 3.4.2).
This step is done for each time step in the data source until the last time step,
when all stock is sold.
3.3.1 Trading Fitness
As the DMA is evaluated between t = 0 and the length of the limit order book(T), the
fitness is defined as Equation 3.14.
fitness = Current Capitalt
Starting Capital
(3.14)
If the DMA is in a state where it is holding stock and no capital, then amount of capital
used to buy the current stock is used to calculate the fitness at t until the stock is sold.
3.3.2 Final Fitness
To calculate the final fitness, first the “buy and hold”1 profitability is calculated, as
shown in Equation 3.15a. This is so the fitness can be normalised between different
1Buy and Hold is described in more detail in Section 3.5
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runs using different order books. Then, the individual’s profitability is calculated - as
shown in Equation 3.15b, by dividing the end capital by the starting capital, to give a
profitability percentage. If the individual made no trades then a fitness of 0 is assigned
to it; otherwise the individuals return is divided by the Buy and Hold return, as shown
in Equation 3.15c. By using “buy and hold” to normalise the fitness, this enables the
comparisons of fitness’s between different simulations with different order books, since
all order books will vary. This approach has been used in previous research (Potvin
et al., 2004).












Buy and Hold Return , if Total Trades > 0
0, otherwise
(3.15c)
3.4 Evolutionary Algorithm Process
Our evolutionary algorithm is outlined in this section. First, we will look at the as-
pects that are common to both ensemble and monolithic approaches. Specific details
to the monolithic algorithm are discussed in Section 3.4.1, and specific ensemble details
are discussed in Section 3.4.2. The evolutionary process was based on a genetic pro-
gramming framework, where a population was created, and subsequently evolved via
selection and breading to create the strongest individual. The individuals created were
composed of DMAs, which were evaluated at each generation with data from the limit
order book, as described in Section 3.1. Each DMA evaluation was evaluated against n
number of order books, and the median value was used for the fitness of the individual.
This process is shown in Algorithm 3.1. Then, a fitness-proportional selection method
was used to select individuals for crossover and mutation to create the next population.
Elitism was also used so the top individual was always copied directly into the next
generation. The process was carried out over g generations, where at the end the top
individual was selected for verification and evaluated against n unseen order books to
get a final fitness. By evaluating against order books not seen while training, we can be
sure that the top individual is a good general solution, rather than one that was only
optimised for a single training set. For both the monolithic and ensemble approaches
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during evaluation, each action that takes place incurs a trade cost. This means that
if the solution were to trade at every time step, it would quickly make a loss. So,
each time a buy and sell occurs, the price of the stock needs to have gone up enough
to cover the cost of the trade before any profit can be made. An example is given
in Chapter 5. The parameters used in this research are covered in Chapter 4. This
gives an outline of the evolutionary algorithm process common to both ensemble and
monolithic approaches. The following sections cover details that are different between
the two approaches.
3.4.1 Monolithic Agent Design and Evolution
Monolithic agents are made up from a single DMA. Each DMA can grow to the same
total complexity as the ensemble solution, which is described in Section 3.4.2. So, if
the limit for number of tree nodes is n, then the monolithic agents DMA can grow to
n nodes without being penalised, whereas the ensemble can only have n nodes over all
of its agents without incurring a penalty. This allows a DMA to become complex. An
example of a monolithic DMA generated in a simulation is shown in Figure 3.12. The
agent also has two other properties - current state, which is either “looking to buy” or
“looking to sell” (this is covered in Section 3.1), and the number of stocks currently
being held that will be converted back into capital (these are shown in the evaluation
of the DMA in Equation 3.1).
3.4.2 Ensemble Agent Design and Evolution
To enable cooperation between DMAs and allow them to specialise, an ensemble ap-
proach was developed. The ensemble approach uses a number of sub-populations (Mauša
and Grbac, 2017), where each sub-population is a collection of DMAs. In other research
“populations” and “sub-populations” are often referred to as “collection of cooperating
species” and “sub-components” (Potter and De Jong, 2000). Each sub-population is
isolated from the other sub-populations to ensure gene pools never mix. Ensembles
are constructed by selecting representative DMAs from each sub-population. So, if the
number of sub-populations is three, then an ensemble would select one DMA from each
sub-population to contribute to a decision as shown in Figure 3.13. In this research,
an individual is defined as a single DMA when talking about the monolithic approach,
and all the DMAs that form the ensemble when talking about the ensemble approach.
An ensemble individual would be made up from one DMA from each sub-population.
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Figure 3.12: Example of a complex monolithic individual
The collaborating agents from other populations are always the top agents from the
corresponding populations.
Since the computational effort of the ensemble and monolithic agent need to be
the same, the DMAs used in the ensemble solution need to have a shorter depth limit
placed on the size to which the decision tree may grow. Details on the limits used
can be found in Section 4.1. To encourage specialisation, each population has access
to all the function primitives but only a subset of terminal primitives. An example
of an individual is shown in Figure 3.14: each subset is picked from the pool of ten
terminal primitives without replacement. Once the pool is exhausted, the process is
repeated until all populations have three function primitives. Shown in this figure is the
subset of indicator/terminal primitives above each DMA of the population form which
it was created. At each time t, all the DMAs are evaluated the same way as described in
Section 3.3. Each agent will decide at t what it recommends the action should be. Then,
the individuals are evaluated. This is done by evaluating one population at a time. So,
if population one is being evaluated, then the top agents from the other populations
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Figure 3.13: Evaluate an individual with collaborators
are found and evaluated with each agent in population one. If each population has
twenty agents, then each of the twenty agents is evaluated with the top agents from
the other populations, see Figure 3.15, where all agents will vote on whether or not
to perform an action, and if the majority are in favour, the action will be taken. The
fitness determined by the evaluations is only given to the agent being evaluated. This
process is shown in Algorithm 3.2. The full process being run over t steps is shown
in Algorithm 3.3. Once all the agents in the first sub-population have been evaluated,
they are evolved using crossover and mutation. The top agent is also copied unmodified
to the new generation, and this agent will be used when collaborating to evaluate other
populations. The next sub-population is then evaluated in the same way, and so on
for each sub-population. This is done for a fixed number of generations.
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Figure 3.14: Agents from each population used to create an individual using ensemble
approach
Figure 3.15: Example of an ensemble evaluation, where all agents vote on whether or
not to perform an action, and if the majority are in favour, the action will be taken.
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Data: Limit order generator(seed), L(s)
Result: Fitness of individual
Fitness Array = []1
for Limit order books l ∈ L do2
state = Buy3
capital = 10004
transaction cost = $85
stock = 06
for limit order(l) t ∈ T do7
if state == Buy then8
buy = evaluate individual at t9
if buy then10





action = evaluate individual at t16
if action then17
state = Buy18





if state == Sell then24
capital = (stock * stock price at t)25
end26
Fitness Array.add(capital / Starting Capital)27
end28
fitness = Fitness Array.Median()29
Algorithm 3.1: Fitness evaluation of a DMA
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Data: Limit order generator(seed), L(s)
Result: Fitness of individual
Fitness Array = []1





for limit order(l) t ∈ T do7
if state == Buy then8
buy = evaluate individual at t9
for Other Populations top individuals otheri ∈ I do10
buy += evaluate individual at t11
end12
if buy ≥ 50% then13





sell = evaluate individual at t19
for Other Populations top individuals otheri ∈ I do20
sell += evaluate individual at t21
end22
if sell ≥ 50% then23
state = Buy24





if state = Sell then30
capital = stock * stock price at t31
end32
fitness Array.add(capital / Starting Capital)33
end34
fitness = fitness Array.Median()35
Algorithm 3.2: Evaluate of an ensemble at a single time step
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Data: Limit order generator(seed), L(s)
Result: optimised trading individual
initialisation1
for population p ∈P, all populations do2
initialise population p3
end4




for generations g ∈G do9
for population p ∈P, all populations do10
Select parents from population p s11
Generate offspring from parents12
Select collaborators from P13
for limit order l s ∈ L do14
limit order uses set seeds for each run15
FitnessSum += Evaluate offspring with collaborators16
end17
fitness = FitnessSum / L18
Select survivors for new population P s19
end20
t := t + 121
end22
Algorithm 3.3: Abstract ensemble cooperative coevolutionary algorithm
86
3.5 Benchmarks
To understand and compare performances between different individuals, a benchmark
can be used to normalise results. For stock market problems, three common bench-
marks exist: random walk following the market, pure random walk, and buy and hold.
Random walk by following data source events (Rodriguez and Rodriguez, 2004)
reacts to events in the market - at each time step, a buy signal is created if the last
trading day has an up-movement, and a sell signal is created if the last trading day
has a down-movement. The signal is only applied if it is not currently in that state;
for example if at t = 0, a buy signal is created, then all capital is converted into stock,
if at t = 1 another buy signal is created, there is no capital to convert to stock so we
just hold until a sell signal is created.
A pure random walk simulation (Chen et al., 2009), works by randomly generating
a “action” or “hold” signal at each time interval. If the algorithm has capital and an
action signal is picked, all the capital is converted into stock. If it is holding stock and
an action signal is picked, all the stock is converted into capital. If a hold signal is
created, no action is taken at that time step.
Buy and Hold rule (Potvin et al., 2004), which is used in this thesis, is a passive
investment strategy that has been used in many studies as a benchmark to test the per-
formance of evolved algorithms. The implementation used is from Lohpetch and Corne
(2009). “Buy-and-hold” aligns with the efficient market hypothesis (see Section 2.8),
since “buy and hold” is not concerned about the short-term price movements. Further,
historical data has shown that it can be quite effective at returning a gain. The buy
and hold works by at t = 0, converting all the capital to stock, then waiting till the
last time step, then converting the stock back into capital at the stock price at the
last time step. The Buy and Hold return percentage is calculated by simply dividing
the last stock price value in the test run by the first stock price value, as shown in
Equation 3.16.
f(n) = Sn=N−1/Sn=0 (3.16)
Buy and Hold is used to normalise the fitness of individuals. This enables the
comparisons of fitness between simulations run with different order books, since order
books will vary. This approach has been used in previous research (Potvin et al., 2004).
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3.6 Validation Techniques
Three techniques are used for performance characterisation and compassion in Chap-
ter 4 and 5: Pearson’s chi-squared test, Pearson Correlations and Student’s t-test.
3.6.1 Pearson’s Chi-Squared Test (χ2)
Pearson’s chi-squared test (χ2) is a statistical test that evaluates how likely it is that
any observed difference between the two data sets arose by chance (Pearson, 1900). “It
tests a null hypothesis (H0) stating that the frequency distribution of certain events
observed in a sample is consistent with a particular theoretical distribution. The events
considered must be mutually exclusive and have total probability 1” (Pearson, 1900).
Pearson’s chi-squared test can be used to perform three types of comparison: in-
dependence, homogeneity, and goodness of fit. An independence test looks at whether
observations done by measures on two variables are independent of each other. A ho-
mogeneity test compares the distribution of counts for two or more groups using the
same categorical variable (eg used to compare against graduation class of different years
and what career path they took), and this is used in this research. A goodness of fit








All three tests involve calculating the chi-squared test statistic, (χ2), which is shown
in Equation 3.17, where
• Oi = the number of observations of type i.
• N = total number of observations
• Ei = the expected count of type i
• n = the number of cells in the table.
Then determine the degrees of freedom, df , of (χ2), this is done differently for each
of the three tests:
• Independence test, df = (Rows − 1)×(Cols − 1), where Rows is the number of
categories in one variable and the Cols corresponds to number of categories in
the second.
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• Homogeneity test, df = (Rows − 1)×(Cols − 1), where Rows correspond to the
corresponds the number of independent groups
• Goodness of fit test, df = Observation Categories − Parms, where the Parms is
the number of parameters in the model adjusted to make the model best fit the
observations
A desired level of confidence; (95% is used in this research) is used to compare
against the calculated χ2 value, to accept or reject the null hypothesis. In our ex-
periments, “Goodness of fit test” is used to compare different simulations,to see if the
outcome of the simulations is the same or if there is significant difference between them.
3.6.2 Pearson Correlation
The Pearson correlation coefficient (Pearson, 1895), measures the strength of the linear
relationship between two variables. Pearson’s correlation coefficient ρ, is commonly
represented as Equation 3.18, when applied to two data sets µx and µy, then σx and
σy represents the standard deviation of the data set X and Y respectively.
ρ = cov(X, Y )
σxσy
(3.18)
The correlation coefficient ranges from −1 to 1, where a value of 1 implies that a
linear equation describes the relationship between the random variables perfectly, with
all data points lying on a line for which X increases as Y increases. A correlation
coefficient of −1 implies that all data points lie on a line for which X decreases as Y
increases. A value of 0 implies that there is no linear correlation between the variables.
This technique will be used to measure the strength of the linear relationship between
evaluations.
3.6.3 Student’s t-test
The “Student’s t-test” (Student, 1908), is one of the most used techniques for testing
a hypothesis on the basis of a difference between sample means. It is commonly used
for testing normally distributed data where the mean of a small sample is known, but
the population standard deviation is unknown.
The minimum sample size for using a parametric statistical test varies among texts.
For example, Salkind (2004) noted that most researchers suggest at least 30 samples.
Warner (2008) encouraged considering 20 samples as a minimum and at least 10 per
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group as an absolute minimum (Richardson, 2010). In this research, a sample size of
30 has been used.
The t-test has three main variations:
• One-Sample t-test, is where we compare the average of one group against the set
average, where the set average can be any theoretical value.
• Independent Two-Sample t-test is used to compare the means of two different
samples.
• Paired Sample t-test is used to compare two small sets of quantitative data when
data in each sample set are related in a special way.
In our research, the Independent Two-Sample t-test will be used, which is shown












• sp = the pooled standard deviation
• n = n1 = n2 = sample sizes
• s2 is an estimator of the common variance of two samples
• X1 is the mean of group one
• X2 is the mean of group two
Once the statistic has been calculated, along with the degrees of freedom (the
number of independent observations in each sample minus one (n1 + n2 − 2)), and
the “Significance Level” being used, a known look-up table can be used to find the
p-value (Piegorsch, 2002). This p-value is used to determine if the null hypothesis is




In this Chapter, three experiments have been designed to investigate the three hypoth-
esis raised in Section 1.2:
• The first experiment involves comparing two approaches using similar computa-
tional effort to solve the same problem of trading stock and making a profit as
outlined in Chapter 3. The first approach uses a complex monolithic DMA and
the second an ensemble composed of multiple smaller DMAs. To help answer
hypothesis one, for each approach thirty experiments will be performed, and the
results will be examined for any statistical differences. If the ensemble approach
results in a higher performing solution, hypothesis one will be correct.
• The second experiment examines representative ensemble solutions from exper-
iment one, to determine how each DMA contributed to the overall ensemble
behaviour and also if specialisation is present. These results will be used to an-
swer hypothesis two, and if agents in the ensemble are found to perform only a
single task, like correctly classifying the correct time to buy, but not voting on
when to sell, hypothesis two will be correct.
• The third experiment, a comparison of the top individuals from the ensemble
and monolithic solutions from experiment one will examine how they handle
irregular events. The results will be investigated to see if many simple DMAs can
perform better than a large complex monolithic DMA when classifying irregular
data. This will be used to help answer hypothesis three, which if the ensemble
solutions outperform the monolithic solutions when classifying irregular data,
this hypothesis will be correct.
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The problem that will be used in these experiments is using DMAs to classify data
from a limit order book on when best to trade, identifying the best places to buy and
sell to maximise profit. Details of how the algorithm works is outlined for a monolithic
DMA in Section 3.4.1 and for ensemble DMAs in Section 3.4.2. The data sets are
generated from a limit-order book generator, and details can be found in Section 3.1.
In Section 5.1, details of the evolution process with data from a simulation is explained.
4.1 Ensemble vs Monolithic
The first experiment was performed to test Hypothesis 1: “With an ensemble of simple
rule learners and a monolithic agent composed of complex rules evolved using the
same modelling capacity and computational effort, the ensemble agent will be able to
compete with the monolithic agent”.
In this experiment, the “agents” are decision making agents (DMAs) that, using a
given data source, decide on what action to take at each time step. DMAs are explained
more in Section 3.2. What makes a DMA simple or complex is the constraints placed
on how large the DMA can grow. For DMAs that are part of an ensemble, these can
grow to a maximum of 15 nodes in total, whereas the monolithic DMAs can grow up
to 75 nodes. The nodes are the total number of indicators and logic operators that
make up the DMA, see Section 3.2. Since the ensemble DMAs are composed of five
DMAs, the overall complexity of either solution is similar - 75 nodes. Any additional
nodes beyond these limits results in the agent’s fitness being penalised. The fitness
is penalised by a reduction in fitness by 0.1 for each additional node, as shown in
Equation 4.1; Only individuals that are above the node limit are penalised.
Penalised Fitness(i) = Fitnessi −(DMA Node Count−Max Node Count)/10.0 (4.1)
The goal of these experiments is to optimise a solution for trading data generated
from a limit-order book to make a profit. To avoid crediting a solution only optimised
for a single data source, each time a DMA is evaluated, it is measured against ten limit
order books and the median fitness over all of these books is used to determine the
fitness of a DMA. Using ten limit order books instead of one is to dissuade memorisation
and promote generalisation. How the fitness is calculated is explained in Section 3.3.2.
Once the number of generations to evolve a solution has completed, the fitness of
the top solution is recorded, and this is the training fitness. These top individuals
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are then run against another ten previously unseen limit-order books, and the median
fitness is taken: this is the validation fitness.
4.1.1 Experimental Setup
To compare the performance between the two approaches, the same task was evolved
using monolithic DMAs and an ensemble composed of DMAs. The parameters used in
the experiments are outlined in Table 4.1
With the genetic operators, mutation, elitism and crossover, the percentages in the
table represent how much each operator contributes to the next generation. From the
values in the table, 5% of the next generation will be via mutation, 94% will be from
crossover and 1% will be from using elitism.
The ensemble is composed of five sub-populations and the monolithic is a single
population. To keep the approaches using the same computational resources, each of
the ensemble sub-populations are one fifth the size of the monolithic population. The
number of nodes that an individual can have without being penalised is also one fifth.
So, both approaches will use similar computational resources to evolve a population
over 50 generations. With the ensemble approach, there is a small computation over-
head of the voting process, which is a simple test to compare if the threshold has been
met or not (total votes >= 50%), in Section 5.2, we show that neither monolithic or
ensemble approach reaches the node thresholds, so the monolithic approach was not
disadvantaged by this. In this research, for each approach thirty experiments will be
performed, taking about ninety minutes and 250MB Ram to run on an AMD Ryzen 7
1700 3 Ghz 8-core processor with 32 GB of Ram.
When comparing between monolithic and ensemble solutions, we want to be able to
understand if any observable difference is statistically significant and that the difference
is unlikely to be simply due to chance or noise in the data. The approach used to do this
is using the t-test as the statistical test to compare the results from the two experiments,
with the H0 hypothesis that is used stating that “a difference does not exist between
the distribution of the two samples”, and this will be used to look at the results
between the monolithic and ensemble simulations. The samples in our experiments are
from a normal distribution and both monolithic and ensemble solutions are evolved
against the same fitness function using the same genetic programming parameters,
but generate different solutions that are evaluated, so they are unpaired observations.
Since the problem we are looking at is normally distributed and the data is unpaired, an
independent t-test (Student, 1908) will be used to prove or disprove the H0 hypothesis.
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Table 4.1: Experiment parameters for monolithic and ensemble simulations
Monolithic Ensemble
Environment Settings
Total Sub-Populations 1 5
Number of Generations 50
Individuals Per Sub-Populations 250 50
Data Sources for Training 10
Data Sources for Evaluation 10
Time steps for Experiments One and Two 500




Cross Over 94 %
Starting Funds $1000
Trade Cost Per Traction $8
Max Node Count 75 15
Voting Threshold N/A 50%
The training results and validation results for the first experiment are shown in
Table 4.2, where the fitness median (µ̃) and standard deviation (σ) are given. From
these results, we can see that in the majority of cases the ensemble produces improved
results, with a higher overall mean and lower variance with the training data and the
validation data. The t-test was calculated, shown in Table 4.3 for training results and
Table 4.4 for validation results. Looking at our H0 hypothesis, “a difference does not
exist between the distribution of the two samples”, and the results from the t-test from
validations, with a result of 0.0225, it suggests that there is a significant difference
between the two data sets, and so the H0 hypothesis should be rejected.
Looking at hypothesis 1:“With an ensemble of simple rule learners and a mono-
lithic agent composed of complex rules evolved using the same modelling capacity and
computational effort, the ensemble agent will be able to compete with the monolithic
agent”, the evidence considered suggests that an ensemble of simple rule learners can
compete and perform significantly better than a complex monolithic DMA. Why this
is the case will be explored later in Section 5.2, when the solutions will be investigated
to see if the “Logic Operators” or “Indicators” selected contributed to the performance
of the solution.
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Table 4.2: Monolithic and ensemble training and validation experiment results
Training Validation
Monolithic Ensemble Monolithic Ensemble
Run µ̃ σ µ̃ σ µ̃ σ µ̃ σ
1 1.9670 0.4214 2.0007 0.4398 2.3562 0.6017 2.3187 0.4601
2 2.0243 0.4796 2.1116 0.5659 2.2319 0.4747 2.2528 0.5333
3 2.2783 0.3383 2.3045 0.2476 2.1171 0.3516 2.0267 0.3113
4 2.2627 0.6154 2.5796 0.5602 2.0068 0.4020 2.3260 0.3866
5 2.5697 0.4017 2.8480 0.3877 2.1664 0.6287 2.3585 0.4525
6 2.2661 0.4899 2.5057 0.5334 2.4171 0.5822 2.4947 0.5874
7 2.5943 0.6253 2.7239 0.6282 2.1881 0.6124 2.2009 0.5571
8 2.5698 0.9046 2.7803 0.9698 2.1727 0.6430 2.2198 0.5587
9 1.8712 0.5891 2.1797 0.7071 2.2877 0.3567 2.7295 0.4215
10 2.2489 0.8214 2.4320 0.7941 2.1733 0.4998 2.2409 0.4126
11 2.2793 0.6506 2.4600 0.6485 2.4067 0.7106 2.4499 0.5445
12 1.7450 0.3272 2.1753 0.2819 2.2333 0.5660 2.6380 0.4678
13 2.2699 0.5966 2.4638 0.5468 2.1558 0.6441 2.0389 0.4184
14 2.4529 0.7516 2.5699 0.7972 2.2172 0.4022 2.1707 0.4066
15 2.0449 0.3005 2.2028 0.2100 2.1112 0.4863 2.2019 0.4302
16 2.3067 0.3836 2.5802 0.2881 2.2828 0.4428 2.6441 0.5468
17 2.2175 0.6141 2.1763 0.7692 1.8912 0.4149 1.9809 0.4211
18 2.2461 0.4803 2.3351 0.4164 1.7780 0.3916 1.9054 0.3857
19 2.1186 0.4965 2.3852 0.3442 1.9107 0.5785 2.0457 0.5724
20 2.3174 0.3849 2.2949 0.5096 2.1364 0.3185 2.1655 0.3739
21 2.0850 0.6865 2.4482 0.6830 2.0100 0.3172 2.2011 0.1925
22 1.8906 0.4852 2.1729 0.3786 2.1318 0.7454 2.2761 0.6937
23 2.1431 0.4510 2.5304 0.4637 2.1572 0.4012 2.2528 0.5075
24 2.3286 0.8060 2.5397 0.6825 2.1733 0.4772 2.2521 0.5865
25 2.2296 0.4210 2.0610 0.3429 2.3887 0.6339 2.2586 0.4744
26 1.8313 0.4302 2.1908 0.3703 2.4159 0.7406 2.5630 0.6921
27 2.1132 0.5239 2.2398 0.3937 2.3856 0.2986 2.3858 0.3058
28 2.3677 0.6584 2.4523 0.5211 2.2455 0.4753 2.2823 0.5081
29 2.3284 0.6540 2.6398 0.5664 2.1021 0.6151 2.5288 0.6173
30 2.3762 0.8756 2.6850 0.9077 2.2863 0.5682 2.4127 0.5594
Mean 2.2115 0.5555 2.4023 0.5318 2.1846 0.5127 2.2941 0.4795
Table 4.3: T-Test results from the monolithic and ensemble training experiment
Monolithic Ensemble
Mean (µ) 2.21 2.40
Stand Deviation (σ) 0.56 0.53
t-value 3.3889
Level of Confidence 95%




Table 4.4: T-Test results from the monolithic and ensemble validation experiment
Monolithic Ensemble
Mean (µ) 2.18 2.29
Stand Deviation (σ) 0.51 0.48
t-value 2.349
Level of Confidence 95%
t30 (from t-Distribution) 2.048
p-value 0.0225
Decision Reject H0
4.2 Specialisation in Ensemble DMAs
The second experiment performed examines Hypothesis 2: “The ensemble will be made
up of specialised agents, where some agents will accurately predict the outcome in
certain areas and will rely on other agents to specialise in areas that it performs weakly
in”.
To understand how the ensembles cooperate and whether agents specialised, two
methods were used. The first method was to remove a single DMA from the ensemble
and then re-evaluate to see how the ensemble performed. Since the ensembles are
made up of five DMAs, this would involve removing one at a time and evaluating the
ensembles with four DMAs instead of five. The experiment results from removing a
DMA, and of evaluating the DMA on its own are shown in Table 4.5. The DMAs are
represented as a binary string, where “11111” represents all DMAs being used in the
ensemble, and “01111” represents all but the first DMA being used in the ensemble. The
second method was to evaluate each DMA individually, where “10000” represents only
the first DMA being evaluated. Using the ensembles from experiment one (Section 4.1),
the first five ensemble solutions were selected from Table 4.2. The same validation limit
order books were used to re-evaluate each ensemble with reduced DMAs.
4.2.1 Ensemble Decompose Findings
From the experiment results shown in Table 4.5, the removal of any of the DMAs
generally results in a decreased fitness compared to the complete ensemble with five
DMAs. The Fitness used is defined in Section 3.3.2, and as described a fitness of 0
means that no trading took place. The one exception to this was shown in ensemble
five, where the removal of one DMA gave a small performance increase (01111), but
the outcome was that the ensemble solutions still outperformed any one DMA acting
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Table 4.5: Decomposition of ensemble from the first five runs, using validation limit
order-book
Ensemble One Ensemble Two Ensemble Three Ensemble Four Ensemble Five
µ̃ σ µ̃ σ µ̃ σ µ̃ σ µ̃ σ
Full Ensemble
11111 2.3187 0.4601 2.2528 0.5333 2.0267 0.3113 2.3260 0.3866 2.3585 0.4525
Partial Ensemble
01111 0.0981 0.0042 0.6057 0.3565 1.8450 0.2519 2.2167 0.3600 2.3790 0.5417
10111 2.1889 0.3538 2.1705 0.5386 0.1348 0.1082 1.8839 0.4847 0.0957 0.0028
11011 0.0981 0.0042 0.4691 0.3406 0.1582 0.1233 2.0731 0.4913 0.0955 0.0044
11101 2.2120 0.5034 0.5626 0.3669 0.2398 0.1512 1.7091 0.4906 0.0944 0.0071
11110 0.0962 0.0051 2.1909 0.5049 1.6572 0.3564 0.9921 0.0510 1.6048 0.7191
Single DMA
10000 0.0000 0.0000 1.8926 0.5154 0.0943 0.0016 1.7539 0.4399 0.0952 0.0047
01000 0.0966 0.1052 0.0949 0.0071 1.8015 0.3298 0.9253 0.0414 1.8972 0.6795
00100 0.0000 0.0000 0.7868 0.3942 0.9579 0.0580 0.8813 0.3779 0.8914 0.0355
00010 0.0962 0.1041 0.9987 0.0397 1.8100 0.3578 0.0000 0.0000 2.1095 0.6120
00001 2.0465 2.6029 0.2501 0.2513 0.0961 0.0052 1.8639 0.4003 0.0944 0.0047
alone.
Looking at the results, an interesting feature is shown in ensemble one and ensemble
four from Table 4.5, where some DMAs did not vote at all, but their inclusion in the
ensemble improved the overall ensemble fitness. Looking at our “Hypothesis 2: The
ensemble will be made up of specialised agents, where some agents will accurately
predict the outcome in certain areas and will rely on other agents to specialise in
areas that it performs weakly in”, from the results collected in this section it cannot
be determined if this is correct or not, so in Section 5.3, more investigation will be
undertaken to understand what is happening.
4.3 Irregular Trading Events
The third experiment is performed with the goal of examining Hypothesis 3: “With
an ensemble of simple rule learners and a complex monolithic agent, evolved using the
same modelling capacity and computational effort, the ensemble composed of simple
rule learners will perform better than a complex monolithic agent when faced with
irregular events”. To answer this hypothesis, the solutions from the first five runs in
Sections 4.1 for monolithic and ensemble solutions have been evaluated against irregular
data to look at four scenarios. These are described in Section 3.1.2. Each scenario has
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three ranges of the irregular data, either 10%, 20% or 50%, where this is the range
that the price will change from its starting price of $100. By running these solutions
against irregular data that was evolved with a typical data source, a study of how they
perform against irregular events will be undertaken, and in the process, we will try to
answer Hypothesis 3.
4.3.1 Crash and Recovery
The first scenario is where the stock suffers a crash and then recovers back to similar
values before the crash. The order book is shown in Figure 3.3, and results are shown
in Table 4.6.




Monolithic 1 2 3 4 5 Mean
10% Variation 0.0954 0.1007 0.0975 0.0874 0.1044 0.0971
20% Variation 0.0974 0.1029 0.0958 0.0878 0.0867 0.0941
50% Variation 0.1018 0.1007 0.1039 0.0906 0.0949 0.0984
Ensemble 1 2 3 4 5 Mean
10% Variation 0.1448 0.2453 0.1220 0.1495 0.0953 0.1514
20% Variation 0.1295 0.2154 0.1029 0.1324 0.1020 0.1364
50% Variation 0.1081 0.1602 0.1060 0.1093 0.0976 0.1163
4.3.2 Crash and Stable
The second scenario are where the stock suffers a crash, losing a large percentage of
its original value, then stays flat. The order book is shown in Figure 3.5, and results
are shown in Table 4.7.
4.3.3 Rally and Stable
The third scenario are where the stock values increase quickly and then stay flat,
holding the value gained. The order book is shown in Figure 3.7, and results are shown
in Table 4.8.
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Monolithic 1 2 3 4 5 Mean
10% Variation 0.0908 0.0894 0.0918 0.1001 0.0939 0.0932
20% Variation 0.0886 0.0886 0.1028 0.0901 0.0915 0.0923
50% Variation 0.0861 0.1003 0.0876 0.0903 0.0849 0.0899
Ensemble 1 2 3 4 5 Mean
10% Variation 0.1242 0.2144 0.0982 0.1282 0.1048 0.1339
20% Variation 0.0991 0.1590 0.1068 0.1052 0.1062 0.1153
50% Variation 0.0864 0.0884 0.0980 0.0943 0.0983 0.0931




Monolithic 1 2 3 4 5 Mean
10% Variation 0.1017 0.0922 0.1037 0.0911 0.0940 0.0965
20% Variation 0.1042 0.0947 0.1041 0.1010 0.0986 0.1005
50% Variation 0.1420 0.0982 0.1664 0.0983 0.0996 0.1209
Ensemble 1 2 3 4 5 Mean
10% Variation 0.1128 0.2012 0.1453 0.1372 0.1044 0.1402
20% Variation 0.1722 0.2527 0.1780 0.1843 0.1217 0.1818
50% Variation 0.2408 0.2914 0.2051 0.2435 0.2089 0.2380
4.3.4 Rally and Crash
The fourth and last scenario is where the market value increases rapidly and then
rapidly loses the gains. The order book is shown in Figure 3.9, results are shown in
Table 4.9.
4.3.5 Discussion
From the data collected, ensemble solutions outperform monolithic solutions in all
scenarios, but both return poor results. In all cases a “Buy and Hold” approach gave
better returns. None of the individuals had been trained on irregular data, so they may
have performed better if they had been exposed to training data sets with irregular
data. However, the stock market is an unpredictable system, so it is not possible to
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Monolithic 1 2 3 4 5 Mean
10% Variation 0.1031 0.0990 0.1050 0.0983 0.0928 0.0996
20% Variation 0.1714 0.1049 0.1755 0.0912 0.1056 0.1297
50% Variation 0.4696 0.4255 0.4707 0.3000 0.3963 0.4124
Ensemble 1 2 3 4 5 Mean
10% Variation 0.1429 0.2537 0.1074 0.1559 0.0974 0.1514
20% Variation 0.2991 0.4033 0.2464 0.3000 0.2539 0.3005
50% Variation 0.4894 0.4917 0.4716 0.4894 0.4792 0.4843
create training data sets for all possible events that may occur in the market. This
experiment also shows the limitations of our solutions created in this research. There
would be great risk in using these solutions to trade on the real stock exchange with
real money. Why an ensemble performs better than the monolithic approach will be




In Chapter 4, initial experiments to help us investigate the hypothesis raised in Section
1.2 were carried out. In this chapter, we will build on and explore these results in more
detail to get a better understanding of the results from the simulations and help us
answer the hypothesis raised.
5.1 The Evolution of Optimal Solutions
In this section, details of the evolution process will be explained and the difference
between the monolithic and ensemble evolution will be shown.
First, we will look at the evaluation process. An example of the evaluation of a
monolithic agent is shown in Figure 5.1, where we have recorded different aspects of the
agent being evaluated over 500-time steps (t). The first graph “Transactions Taken”,
shows when the monolithic agent decided to take part in a trade, where a value of “0”
means that no trade took part at that time, and a value of “1” means that a trade
did take place. The second graph shows the fitness of the agent where the fitness is
calculated from the differences between the starting value and the value at t as shown
in Equation 3.14. The fourth graph shows the data generated by the limit order book.
This is the data that is being used by the indicators that make up the agents, which
decide on whether to trade or hold. The monolithic agent is made up of a single large
DMA, so there is no voting involved.
Details of the evaluation of the ensemble individual are shown in Figure 5.2, where
we have recorded different aspects of the DMAs that make up the ensemble being
evaluated over 500-time steps. The first “Transactions Taken” graph shows when the
ensemble of agents decided to take part in a trade, this is the same as the monolithic
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agent, apart from the decision is made by an ensemble of DMAs. The second graph
shows the fitness of the ensemble solution, which is calculated the same way as the
monolithic agent. The third graph shows the stock price generated from the limit
order book, which is the data fed to the indicators of each of the DMAs that make
up the ensemble solution. The fourth graph shows the voting of the DMAs in the
ensemble, where at each time step all the DMAs will vote on whether to perform an
action. When more than 0.5 (50%) of the DMAs vote to perform an action, in this
case three or more DMAs agree, then an action occurs, which can be seen taking place
in the “Action” graph.
For both monolithic and ensemble approaches, each time an action takes place, it
comes with a transaction cost, so if the solution were to trade every time step, it would
quickly make a loss. All the parameters for these graphs including cost per trade can
be found in Table 4.1. So, each time a buy and sell occurs, the price of the stock needed
to have gone up enough to cover the cost of the trade before any profit can be made.
For example, if we have a simulation where the starting capital(C) is $1000, the
cost per trade(T) is $8 the current stock price(S) is $100 and we perform a “buy”, then
$8 has been spent on the trade, this is shown in Equation 5.1. For simplicity, partial
amounts of a stock can be bought and sold.
Continuing the example, if at time t = 10, the solution has determined that it is
time to “sell”, and the stock is trading at $102, the current stock held will be converted
back into capital as shown in Equation 5.2.
Stock(t) = (Ct − T )/St (5.1a)
9.92 = ($1000 − $8)/100 (5.1b)
capital(t) = (Stockt ∗ S) − T (5.2a)
$1003.84 = 9.92 ∗ $102 − $8 (5.2b)
Profit(t) = capitalt − capitalt−10 (5.3a)
102
$3.84 = $1003.84 − $1000 (5.3b)
The final profit is calculated in Equation 5.3. So, the fitness of an individual will
only increase if the price that it sells for is more than the price it paid plus trade costs.
Looking at the generational process, the algorithm run is repeated until a termina-
tion condition has been reached. In most of these experiments this is 50 generations, as
shown in Table 4.1. At each generation, all DMAs are evaluated in the sub-populations
for the ensemble approach and in the single population for monolithic approach. The
results of the evaluation are used for selecting the DMAs to form the next generation,
with the goal of finding an improved solution using genetic operators (see Section 2.6).
Figure 5.3 shows the top fitness and average fitness over 50 generations, where the
top fitness improves rapidly over the first 10 generations and then slowly finds small
improvements in the later generations.
Since elitism is used, the top fitness is always the same or greater than the previous
generation, but for the population average, 94% of the population is created from cross-
over and 5% from mutation, so the majority of the population is exploring the search
space, looking for a better solution, so should slowly increase, but will not always be
greater than previous generations, and may be worse.
This is a summary of the evolution process used in this research and the data that






























































5.2 Logic Operators and Indicators Contributions
In this section, we explore possible patterns that form in the DMAs. We are looking to
see if any characteristics unique to either monolithic or ensemble solutions are formed,
and if they could give either solution a competitive edge. The area that will be focused
on is looking at the usage of logic operators and stock indicators in the DMA solutions.
To achieve this, a summary of the logic operators used by the top solutions from the
thirty simulations are shown in Table 5.1 for the monolithic solutions, and in Table 5.2
for the ensemble solutions. Stock indicators from these top 30 simulations are shown
in Table 5.4 for the monolithic solutions and in Table 5.5 for the ensemble solutions.
Table 5.1: Monolithic logic operators used by the top DMAs in the thirty simulation
runs from Section 4.1
Total AND OR NOT Indicator
Total 1418 238 296 320 564
Percentage 100 16.8 20.9 22.6 39.8
Average 47.3 7.9 9.86 10.7 18.8
Table 5.2: Ensemble logic operators used by the top ensembles in the thirty simulation
runs from Section 4.1
Total AND OR NOT Indicator
Total 1367 229 231 297 610
Percentage 100 16.7 18.9 21.7 44.62
Ensemble Average 45.6 7.6 7.7 9.9 20.3
DMA Average 9.1 1.5 1.5 1.98 4.1
Table 5.3: Chi-squared results from the monolithic and ensemble logic operators






From the data collected, the results suggest that the size of the monolithic solu-
tions are about the same size (47.3 nodes per monolithic) as the complete ensemble
solutions(45.6 nodes per ensemble), where the ensemble is made up of five DMAs with
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an average size of 9.1 nodes per DMA. This shows that the improvements have not
been because of either solution having more complexity than the other solution. The
monolithic solutions could have grown to 75 nodes without penalty, and each DMA in
the ensemble could grow to 15 nodes, thus proving that neither have been limited by
these constraints.
With the logic operators, the results suggest that the monolithic DMAs use the
“OR” logic operator more often (On average 9.86 “OR” nodes per DMA) than the
ensemble solutions (On average 7.7 “OR” nodes per ensemble). This indicates that
the monolithic solutions rely on branching more than the ensemble solutions, since the
whole solution needs to be encoded in the single DMA, whereas the ensemble can have
DMAs that can decide whether or not to take part in a decision. From the results, it
is shown that the ensemble uses a large percentage of indicators, with 44.62% of nodes
being indicators, compared to 39.8% for monolithic. The usage of the “AND” operator
was almost the same for the monolithic and ensemble solutions.
To statistically check if there was any significant difference between the choice of
logic operator used by ensemble or monolithic solutions, a Chi-squared test will be
performed. Details about how this is performed is covered in Section 3.6.1. Our
Null hypothesis H0, is that there is no difference between the logic operator usage
by ensemble or monolithic solutions. The data used is from Table 5.1 and Table 5.2,
excluding the Totals.
After performing the Chi-squared test and choosing a significance threshold of 0.05
or 5%, results from Table 5.3 show that there is clearly a significant difference between
the solutions, so the Null hypothesis H0 is rejected. Looking at the use of logic oper-
ators, it appears that the ensemble does not need as many “OR” logic operator since
this function can be handled by ensemble voting, and can allow for more of the nodes
to be indicators. This would allow the ensemble to have more access to information
about the current state of the system and may explain its better performance.
Table 5.4: Monolithic stock indicators by the top DMAs in the thirty simulation runs
from Section 4.1
BB CMO DEMA DPO EMA MACD RSI ROC SMA7 SMA28 WMA
Total 53 47 51 80 94 34 31 35 31 31 77
% 9.40 8.33 9.04 14.18 16.67 6.03 5.50 6.21 5.50 5.50 13.65
Average 1.8 1.6 2.7 3.1 1.1 3.0 1.0 1.2 1.0 2.0 2.6
Next, we looked at the use of stock indicators to see if there was any difference
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Table 5.5: Ensemble stock indicators by the top ensemble in the thirty simulation runs
from Section 4.1
BB CMO DEMA DPO EMA MACD RSI ROC SMA7 SMA28 WMA
Total 35 68 64 62 78 30 23 71 69 46 64
% 5.74 11.15 10.49 10.16 12.79 4.92 3.77 11.64 11.31 7.54 10.49
Average 1.2 2.3 2.1 2.1 2.6 1 0.8 2.4 2.3 1.5 2.1
DMA 0.2 0.5 0.4 0.4 0.52 0.2 0.2 0.5 0.5 0.3 0.4






Decision Not rejected H0
between ensemble or monolithic solutions and if there were any unique patterns that
could explain a performance difference. The usage of indicators is shown in Table 5.4
for the monolithic solutions and in Table 5.5 for the ensemble solutions, for the 30
simulations from Section 4.1. Looking at the usage of stock indicators, there is no
standout difference on how they are used between the monolithic and ensemble solu-
tions. To check this, our Null hypothesis H0 is that there is no difference between
the stock indicators usage by ensemble or monolithic solutions. A Chi-squared test
is applied to the data from Table 5.4 and Table 5.5, to see if there is any difference
between the two data sets.
Table 5.6 shows the results from the Chi-squared test for homogeneity of the results
in Tables 5.4 and 5.5. The results suggest that is no significant difference between the
solutions, and the Null hypothesis H0 should not be rejected. This suggests that the
manner in which the indicators are used by the ensemble approach is no different to that
of the monolithic approach. Given that each sup-population used a different (albeit
overlapping) set of indicators, some degree of specialisation was anticipated, but this
does not appear to be the case. This will be investigated more in Section 5.3.
In summary, by looking at the usage of the nodes that make up DMAs, it appears
that the ensemble approach gets the performance edge by needing to use fewer “OR”
nodes due to ensemble voting and so being able to use more indicator nodes in the
DMAs that make up the ensemble for a similar computational effort.
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5.3 Characteristics of the Ensembles Solutions
In the previous chapter, it was found that an ensemble of simple agents performed
better than a large monolithic approach. In this section an understanding of how
the DMAs in the ensemble work together is explored to find out why. To do this,
the results from Section 4.2 will be examined in more detail in three parts. First,
in Section 5.3.1, we will look at characteristics of the ensemble solutions that were
evolved in the previous chapter, then in Section 5.3.2, an investigation into ensemble
thresholds is performed to examine the level of agreement between agents. Finally, in
Section 5.3.3 we look to see if there is DMA specialisation in agents, so we can answer
hypothesis two from Section 1.2.2.
5.3.1 Ensemble Characteristics
“Ensemble classification uses multiple learning algorithms to obtain better predic-
tive performance than could be obtained from any of the constituent learning algo-
rithms.” (Peddakam et al., 2015). When DMAs vote in an ensemble, it is considered
ideal to have DMAs that are strong in certain areas and rely on other DMAs to compen-
sate for areas where they are weak. Therefore, diversity between DMAs is important.
Without diversity, all DMAs could end up voting in the same way, and this would end
up being equivalent to a monolithic solution, so some disagreement is needed.
To look at disagreement in our results, with the goal of getting an understanding
of what ensemble relationships exist between the DMAs, some of our evolved solutions
from Chapter 4.1 will be examined. We start by looking at two ensemble solutions and
try to understand how they are working as an ensemble. To do this, graphs have been
created showing the agents interactions in the ensemble. For Figures 5.4 and 5.5, the
first subplot “DMA Voting”, shows when the individual DMAs are voting, with a black
square indicating that the DMA wants to buy, and the grey square indicating that the
DMA wants to sell, otherwise a white square is when the DMA did not vote for an
action to take place. The second subplot shows the total votes at each time step. In
this case, with five DMAs, when there is a total of three or more votes, the action is
carried out since a majority has been reached. The last subplot shows the stock price
that was given at each time step, which helped the DMA decide on whether to take an
action.
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5.3.1.1 Ensemble Solution One
Looking at the Figures 5.4 in more detail, it can be seen that the first and third
DMAs never vote to perform an action, and since an action needs three or more DMAs
to agree, all the other DMAs are required to agree for an action to take place. In
Section 4.2, simulations were performed to look at how individual DMAs performed
when evaluated alone, and how the ensemble performed when one DMA was removed.
The initial results could be found in Table 4.5. In this section, the results have been
expanded to include the total trades that took place during the evaluation. This is
shown in Table 5.7. Looking at Table 5.7, and the results suggest that the simulation
with the lowest number of trades performed the best, excluding the simulation that
performed zero trades. The full ensemble has a fitness of 2.3187, but removing one of
the DMAs that participated in zero trades resulted in the ensemble performing poorly
with a fitness of 0.0981. Looking at the number of trades that occurs with a full
ensemble is 168, and by removing a non-voting DMA, the number of trades increase to
271. By removing a non-voting DMA, the ensemble only contains four DMAs, so the
threshold to perform a trade being 50%, means that only two DMAs need to agree for
an action to be performed.
Table 5.7: Decomposition of ensemble from evaluation simulation one with validation
limit order-book
Selected DMAs µ̃ σ Total Trades
Full Ensemble Evaluation
11111 (Ensemble) 2.3187 0.4601 168
Partial Ensemble Evaluation
01111 (Exclude DMA 1) 0.0981 0.0042 271
10111 (Exclude DMA 2) 2.1889 0.3538 174
11011 (Exclude DMA 3) 0.0981 0.0042 271
11101 (Exclude DMA 4) 2.2120 0.5034 175
11110 (Exclude DMA 5) 0.0962 0.0051 300
Individual Agent Evaluation
10001 (DMA 1) 0.0000 0.0000 0
01000 (DMA 2) 0.0966 0.1052 355
00100 (DMA 3) 0.0000 0.0000 0
00010 (DMA 4) 0.0962 0.1041 200
00001 (DMA 5) 2.0465 2.6029 181
Looking at the three active DMAs in more detail, how do they perform as an
ensemble of three with different agreement thresholds? The three active DMAs are
re-evaluated as an ensemble of three, with the results being shown in Table 5.8. The
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Table 5.8: Ensemble of three from the active DMAs from evaluation of simulation one
Selected Agents Threshold µ̃ Total Trades
11111 (Full Ensemble) 50% 2.3187 168
01011 (Exclude DMA 1 and 3) 33% 0.0953 439
01011 (Exclude DMA 1 and 3) 66% 0.0981 271
01011 (Exclude DMA 1 and 3) 100% 2.3187 168
Figure 5.4: Ensemble simulation one, agreement between DMAs
results show that the two non-voting nodes improved the fitness via variance reduction,
by only allowing an action to be performed when all active DMAs agreed. This can be
seen in the ensemble of three with a threshold of 100%. An ensemble of three may be
the optimal size for a problem like this, which will be explored later in Section 5.3.2.
5.3.1.2 Ensemble Solution Three
Next, looking at the third ensemble solution from Chapter 4.2, where all DMAs are
active throughout the evaluation as shown in Figure 5.5 for the first 100-time steps.
This is for the top solution for the third evaluation, which was first explored in Table 4.5,
and the results have been expanded in Table 5.9 to include the number of trades that
has taken place.
This solution is different to the one in Section 5.3.1.1, since all DMAs are active
(some more than others), but the ensemble performs better than any one DMA indi-
vidually or with a single DMA missing. When one DMA is removed from the ensemble,
the number of trades made increases and the fitness decreases. This contributes to the
finding of the previous section that the ensemble works by variance reduction and not
112
Table 5.9: Decomposition of ensemble from evaluation simulation three, using valida-
tion limit order-book
Selected DMAs µ̃ σ Total Trades
Full Ensemble Evaluation
11111 (Ensemble) 2.0267 0.3113 168
Partial Ensemble Evaluation
01111 (Exclude DMA 1) 1.8450 0.2519 194
10111 (Exclude DMA 2) 0.1348 0.1082 240
11011 (Exclude DMA 3) 0.1582 0.1233 253
11101 (Exclude DMA 4) 0.2398 0.1512 230
11110 (Exclude DMA 5) 1.6572 0.3564 208
Individual Agent Evaluation
10000 (DMA 1) 0.0943 0.0016 242
01000 (DMA 2) 1.8015 0.3298 164
00100 (DMA 3) 0.9579 0.0580 14
00010 (DMA 4) 1.8100 0.3578 203
00001 (DMA 5) 0.0961 0.0052 147
by specialisation. This can be seen with DMA three from the ensemble, where it per-
forms poorly by itself (00100), with a fitness of 0.9579. The ensemble when evaluated
without it, also performs very poorly, with a fitness of 0.1582 and 253 trades as shown
in Table 5.9; that is about one trade every second time interval. When they are all
evaluated together, the number of trades drops to almost one trade every fourth time
interval and the fitness increases to 2.0267.
5.3.1.3 Variance Reduction in an Ensemble
From the ensemble solutions created, it has been observed that there is diversity be-
tween the DMAs. Individually they have a high variance, but when combined into an
ensemble using majority voting, the process of having to get multiple DMAs to agree
for an action to take place results in variance reduction.
The majority voting process appears to act as a filter, causing a reduction in the
number of incorrectly classified observations, resulting in fewer incorrect transactions
taking place. From the ensembles solutions created in this research, there was no
evidence of DMA specialisation, where one DMA would specialise in a single task like
deciding when to buy and leaving the decision of when to sell to other specialised
DMAs, so the results suggest that Hypothesis two from Section 1.2.2 is false. The
variance reduction caused by ensemble voting appears similar to bagging, but there is
no explicit attempt to perform variance reduction, so this behaviour was unexpected,
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Figure 5.5: Ensemble simulation three, agreement between DMAs
exhibiting signs of an emergent property. Details of emergent properties are covered in
Section 2.7.10.
5.3.2 Ensemble Thresholds
The results in Section 5.3.1.1, suggest that an ensemble of five might not be optimal,
so in this section different ensemble sizes and ensemble thresholds are explored. More
simulations have been run with the same parameters from Table 4.1 for the ensemble,
changing just the ensemble size, ranging from one (monolithic) to thirteen and the
thresholds being used varied. Results from these simulations are shown for training
data in Table 5.10 and Table 5.11 for validation data, where “µ” is the mean, “σ” is the
standard deviation, “Active DMAs” is the average number of DMAs that were active
over the 30 simulations, where an “Active DMA” is a DMA that votes at least once
over the simulation, and “Agreement” was how many of the simulations had at least
one time when the majority voted for a trade to take place.
By examining a range of parameters, the results suggest that optimal solutions can
be obtained by using an ensemble of either three DMAs with a threshold of 100% or
five DMAs with threshold of 80%. When using seven DMAs and a threshold of 100%, it
was observed that many of the simulations runs failed to find seven DMAs that would
agree at the same time, and the simulations often produced a fitness of zero since there
was never any agreement to take an “action” so no trades took place.
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Table 5.10: Ensemble with different thresholds averages over 30 simulations from
training data
Ensembles Threshold µ σ Total Trades Active DMAs Agreement
Ensemble Base Evaluation
Ensemble of Five 3/5 2.40 0.53 171.70 4.19 30/30
Alternative Settings
Ensemble of One 1/1 2.23 0.52 175.77 1.00 30/30
Ensemble of Three 1/3 2.12 0.48 168.57 1.36 30/30
Ensemble of Three 2/3 2.40 0.53 175.63 2.80 30/30
Ensemble of Three 3/3 2.42 0.52 171.40 3.00 30/30
Ensemble of Five 2/5 2.23 0.54 177.87 3.34 30/30
Ensemble of Five 4/5 2.45 0.55 174.20 4.90 30/30
Ensemble of Five 5/5 2.41 0.53 164.83 5.00 30/30
Ensemble of Seven 3/7 2.42 0.53 169.50 5.01 30/30
Ensemble of Seven 4/7 2.44 0.55 173.97 6.07 30/30
Ensemble of Seven 5/7 2.43 0.54 168.50 6.82 26/30
Ensemble of Seven 7/7 1.98 0.39 127.03 6.96 26/30
Ensemble of Nine 9/9 1.96 0.38 114.43 9.00 27/30
Ensemble of Eleven 11/11 1.22 0.24 60.73 10.87 20/30
Ensemble of Thirteen 13/13 1.216 0.191 57.200 12.867 21/30
Table 5.11: Ensemble with different thresholds averages over 30 simulations from
validation data
Ensembles Threshold µ σ Total Trades Active DMAs Agreement
Ensemble Base Evaluation
Ensemble of Five 3/5 2.29 0.48 170.07 4.19 30/30
Alternative Settings
Ensemble of One 1/1 2.09 0.46 172.97 1.00 30/30
Ensemble of Three 1/3 2.06 0.49 167.17 1.36 30/30
Ensemble of Three 2/3 2.30 0.48 174.13 2.81 30/30
Ensemble of Three 3/3 2.31 0.49 170.10 3.00 30/30
Ensemble of Five 2/5 2.12 0.48 175.80 3.35 30/30
Ensemble of Five 4/5 2.31 0.49 172.23 4.90 30/30
Ensemble of Five 5/5 2.26 0.46 163.33 5.00 30/30
Ensemble of Seven 3/7 2.29 0.48 167.23 5.03 30/30
Ensemble of Seven 4/7 2.30 0.48 171.90 6.07 30/30
Ensemble of Seven 5/7 2.29 0.49 166.47 6.83 30/30
Ensemble of Seven 7/7 1.87 0.37 126.43 6.96 26/30
Ensemble of Nine 9/9 1.89 0.34 112.90 9.00 27/30
Ensemble of Eleven 11/11 1.17 0.20 61.67 11.00 20/30
Ensemble of Thirteen 13/13 1.176 0.186 55.800 12.867 21/30
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5.3.2.1 Ensemble Agreement
The results from the third ensemble simulation, which is shown in Figure 5.5 was the
standard behaviour seen in most solutions, with all DMAs voting during the simulation.
Looking into more detail on what occurred, Table 5.12 shows how often DMAs come
to the same conclusion as other DMAs, in the case of DMA 2 and DMA 4, 89.62% of
the time they voted the same way. Table 5.13 shows how often they agree to perform
an action, so for DMA 1 by itself, only 44.31% of the time when it voted to perform
an action, did a majority get reached. With DMA 1 and DMA 2, only 5.19% of the
time when they both voted for an action did it get performed.
A Pearson correlation test was also calculated, where the results are shown in
Table 5.14 and Figure 5.6. The results from Table 5.14 suggest that there is no common
relationship between all individuals in the ensemble. Where we have a correlation
between “DMA 1” and “DMA 4” of −0.671, which is a strong negative relationship,
“DMA 2” and “DMA 4” have a correlation coefficient of 0.7881, suggesting a strong
positive relationship, “DMA 1” and “DMA 3” that have a correlation coefficient of
−0.144, which is a weak negative relationship and “DMA 3” and “DMA 4” that have
a correlation coefficient of 0.111, which is a weak positive relationship. Disagreement
and agreement between different DMAs are expected to be seen if the ensembles are
working correctly, and since majority voting is being used, findings suggest the voting
process is acting as a filter, limiting an action being taken to only when there is a
majority in agreement.
Table 5.12: Percentage of agreements between DMAs over 500 time steps of ensemble
simulation three
DMA 1 DMA 2 DMA 3 DMA 4 DMA 5
DMA 1 24.35% 50.70% 19.56% 33.13%
DMA 2 24.35% 58.88% 89.62% 74.05%
DMA 3 50.70% 58.88% 64.47% 37.72%
DMA 4 19.56% 89.62% 64.47% 68.46%
DMA 5 33.13% 74.05% 37.72% 68.46%
In summary of this section, from the results of Pearson Correlations between DMAs,
the results suggest that DMA 2, 4 and 5 are in a high degree of agreement, and the
other DMAs, DMA 1 and 3 are not in agreement. Therefore, the majority of trades will
only take place when there is agreement between three of the DMAs, and given that
two DMAs will regularly disagree with the other three, an action will only be taken
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Table 5.13: Percentage of agreements for an action to take place between DMAs over
500 time steps of ensemble simulation three
DMA 1 DMA 2 DMA 3 DMA 4 DMA 5
DMA 1 44.31% 5.19% 1.80% 0.00% 15.57%
DMA 2 5.19% 41.72% 4.59% 33.73% 34.73%
DMA 3 1.80% 4.59% 8.58% 4.59% 0.00%
DMA 4 0.00% 33.73% 4.59% 36.13% 29.14%
DMA 5 15.57% 34.73% 0.00% 29.14% 53.69%
Table 5.14: Pearson correlations between DMAs of ensemble simulation three
DMA 1 DMA 2 DMA 3 DMA 4 DMA 5
DMA 1 -0.543 -0.144 -0.671 -0.332
DMA 2 -0.543 0.073 0.788 0.502
DMA 3 -0.144 0.073 0.111 -0.330
DMA 4 -0.671 0.788 0.111 0.407
DMA 5 -0.332 0.502 -0.330 0.407
when there is high consistency within DMAs 2, 4 and 5, this builds on the findings
from the previous section, suggesting that a form of variance reduction is being used.
5.3.3 Effects of Individual DMA on the Ensemble
The results from Section 4.2, suggest that ensembles perform best when all DMAs are
part of the ensemble, as the complete ensemble solutions generally give the best fitness.
From the top ensembles from our experiments, in each of the top ensemble solutions
there have been one or two DMAs that have been strong performers in the ensemble
and the rest of the DMAs have been weak or have had an average performance. This
is demonstrated in Table 5.15, where “DMA 5” has an individual fitness of 1.8926,
which is a superior result compared to all the other DMAs in the ensemble, but still
below the performance of the ensemble when it acts together (2.2528). The results
from Table 5.15 show a damping/risk reduction effect of the weak DMAs on the strong
DMA when working as an ensemble, where in these results the top DMA traded 242
times when evaluated by itself, but as an ensemble only traded 168 times. These results
show the effect of the ensemble variance reduction, where “DMA 5” needs a majority
agreement between all the DMAs, and so the number of actions undertaken by the
ensemble is reduced by 45% of what “DMA 5” had wanted to perform.
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Figure 5.6: Heatmap of Pearson correlations between DMAs of ensemble simulation
three
Table 5.15: Decomposition of ensemble from evaluation simulation two, using valida-
tion limit order-book
Selected Agents Fitness Standard Deviation Total Trades
Full Ensemble Evaluation
11111 (Ensemble) 2.2528 0.5333 168
Partial Ensemble Evaluation
01111 (Exclude DMA 1) 2.1909 0.5049 208
10111 (Exclude DMA 2) 0.5626 0.3669 230
11011 (Exclude DMA 3) 0.4691 0.3406 253
11101 (Exclude DMA 4) 2.1705 0.5386 240
11110 (Exclude DMA 5) 0.6057 0.3565 192
Individual Agent Evaluation
10000 (DMA 1) 0.2501 0.2513 147
01000 (DMA 2) 0.9987 0.0397 203
00100 (DMA 3) 0.7868 0.3942 14
00010 (DMA 4) 0.0949 0.0071 164
00001 (DMA 5) 1.8926 0.5154 242
118
5.4 Understanding DMAs Evaluating Irregular Events
This section further examines the results from Section 4.3, to understand why the en-
semble outperformed the monolithic approach. From the results collected, Hypothesis
three was shown to be correct in that the ensemble solution did perform better than
the monolithic solution that had been created as part of Section 4.1. The ensemble
solution did perform better, but both approaches lost most of the capital they started
with, and neither would provide a practical solution.
Building on the knowledge learnt from Section 5.3, that ensemble approach performs
better because of variance reduction, this section will focus on “Crash and Recovery”
results from Table 4.6, where the stock prices lost value quickly and then recovered to
a similar level before the fall to see if once again the ensemble performed better due to
variance reduction.
In Table 5.16, details on the number of trades that take place for each of the five
solutions are given for each of the irregular data sets. The total number of trades
made by the monolithic solutions was far higher than the ensemble approach. When a
10% variation was applied, the monolithic approach had an average of 220 trades and
the ensemble approach an average of 117 trades. This was a common property across
all the variations applied. The ensemble solutions conservative approach lead to less
losses, supporting findings in Section 5.3 that the ensemble solutions do use variance
reduction.
Table 5.16: Monolithic and Ensemble total trades during crash and recovery
Crash and Recovery
Monolithic 1 2 3 4 5 Average Trades Average Fitness
10% Variation 189 218 178 283 232 220 0.0971
20% Variation 146 189 135 245 205 184 0.0941
50% Variation 92 117 91 173 138 122 0.0984
Ensemble 1 2 3 4 5 Average Trades Average Fitness
10% Variation 104 112 118 104 151 117 0.1514
20% Variation 86 92 111 86 108 96 0.1364
50% Variation 64 68 76 64 80 70 0.1163
Looking into more detail as to what happens over the simulations, graphs recording
the fitness, trading actions and stock prices over the simulations are shown for solution
three at a variation of 20% and 50% of the stock price. For the monolithic approach,
Figure 5.7 shows with irregular data of 20% and Figure 5.9 shows with irregular data of
119
50% for solution three. In these graphs, three sub-graphs are shown: first is “Trading
Actions”, which is when a trade took place. The second sub-graph shows “Monolithic
DMA Fitness”, showing the DMAs fitness over the simulation. The last sub-graph
“Limit Order Generated Stock Price”,is the stock data feed to the DMA. The ensemble
approaches are shown in Figure 5.8 for solution three with irregular data of 20% and
Figure 5.10 for solution three with irregular data of 50%. In these graphs, five sub-
graphs are shown. The first one is “DMA Voting” which shows which agents are voting
for an action to take place and what type of action it is voting for - black is for wanting
to buy stock, and grey is for wanting to sell stock. The second graph shows the total
votes for an action, which can also be seen on the first graph, and the third graph
shows when a trade took place. The fourth graph shows the fitness of the ensemble
solution, and the last graph shows the “Limit Order Generated Stock Price” which is
the stock data feed to the DMAs.
From these graphs it can be seen that both ensemble and monolithic approaches lost
capital when prices fell and neither was able to take advantage of the subsequent price
recovery, and instead continued to lose. Another interesting feature is that with the
20% crash and recovery variation, both approaches lost fitness over the 1000 time-steps
at a constant rate, but with the 50% variation, both approaches lose large amounts
just as the market was starting to recover (precisely the worst possible time to sell).
Table 5.17: DMA voting over 1000 time point for crash and recovery, simulation
three, 20% variation
Crash and Recover with 20% Variation
DMA 1 2 3 4 5
Buy Trades 118 48 51 83 342
Sell Trades 103 35 95 70 473
Table 5.18: DMA voting over 1000 time point for crash and recovery, simulation
three, 50% variation
Crash and Recover with 50% Variation
DMA 1 2 3 4 5
Buy Trades 67 37 81 54 379
Sell Trades 78 29 99 50 484
Looking more closely at how the ensemble made decisions, the breakdown for DMA
buying and selling decisions are shown in Table 5.17 for the variation of 20% and
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Table 5.18 for variation of 50%. It appears that each DMA votes at similar rates
for both buying and selling conditions, suggesting that no specialisation was taking
place. Also, it can be seen that, for the ensemble approach, DMA five is very active
and always wants to trade. However, being part of an ensemble means it requires two
other DMAs to agree with it to produce an action: the other ensemble DMAs are less
active serve to dampen the overall buying and selling activity. This plausibly creates
a variance reduction strategy, and provides a possible suggestion to why the ensemble
approach outperformed the monolithic approach.
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Figure 5.7: Monolithic solution three decision making with crash and recovery of 20%
Variation
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Figure 5.8: Ensemble solution three decision making with crash and recovery, of 20%
Variation
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Figure 5.9: Monolithic solution three decision making with crash and recovery of 50%
Variation
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Figure 5.10: Ensemble solution three decision making with crash and recovery, of
50% Variation
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5.5 Ensemble DMA Optimisation
The configuration that has been used so far to create solutions has focused on ensembles
of five DMAs and a population of 250 as shown in Table 4.1. To test whether this is
optimal, we first increased the number of populations in the Ensemble to 10, still with
a total population of 250. The results of the 30 simulations are shown in Table 5.19,
and the results of a t-test between these results and the original results are shown in
Table 5.20. This suggests that there was no significant difference between using five
DMAs or ten DMAs with a population of 250.
Table 5.19: Ensemble with 10 DMAs with a population of 250
Training Validation
Evaluation Run µ̃ σ µ̃ σ
1 2.1224 0.4679 2.3000 0.5626
2 2.3594 0.7056 2.2696 0.5113
3 2.3298 0.3015 1.9417 0.3208
4 2.5976 0.5267 2.3254 0.4292
5 2.8634 0.3434 2.4630 0.5339
6 2.5320 0.4360 2.2968 0.4611
7 2.7319 0.6120 2.2065 0.5607
8 2.7937 0.8960 2.2137 0.5882
9 2.1783 0.6884 2.8200 0.3811
10 2.5064 0.9132 2.2271 0.3287
11 2.4689 0.6397 2.4320 0.5258
12 2.2074 0.2647 2.3657 0.4426
13 2.4442 0.6365 2.1139 0.4150
14 2.5659 0.7949 2.1849 0.4013
15 2.2531 0.4265 2.1302 0.4406
16 2.5838 0.2564 2.5635 0.5098
17 2.3714 0.6642 2.2027 0.4442
18 2.6125 0.5077 1.9697 0.3531
19 2.5259 0.4382 2.0917 0.6030
20 2.4576 0.5325 2.2299 0.3450
21 2.4809 0.7211 2.2367 0.2927
22 2.1728 0.4442 2.2967 0.7533
23 2.5266 0.4771 2.2208 0.4772
24 2.4893 0.7385 2.1982 0.4080
25 2.3386 0.3581 2.5727 0.6401
26 2.2923 0.3669 2.4917 0.4484
27 2.3339 0.4990 2.4789 0.3499
28 2.4426 0.6447 2.2479 0.4748
29 2.5375 0.4848 2.4347 0.5599
30 2.7616 0.9162 2.2483 0.5229
Mean 2.4627 0.5568 2.2925 0.4695
Next the population was increased to 500 while still using an Ensemble with 10
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Table 5.20: T-Test results from origin ensemble validation results and ensemble vali-
dation experiment with ten DMAs
Validation Ordinal Ensemble Ensemble with 10 DMAs
Mean 2.29 2.29
Standard Deviation 0.20 0.18
t-value 0.032
Level of Confidence 95%
t30 (from t-Distribution) 2.048
p-value 0.974
Decision Not Rejected H0
DMAs. The results of the 30 simulations were shown in Table 5.21, and the results of
a t-test between these results and the original results are shown in Table 5.22. There
is no significant difference between using a population of 250 with an ensemble size
of five and a population of 500 and an ensemble of ten DMAs. Therefore, increasing
the population resulted in no additional gain to the mean fitness so the results suggest
that a population of 250 is optimal for this application.
5.5.1 Coverage Tests
To check a greater range of parameters for optimal configurations, the simulation was
run over a range of parameters, to see if there were improvements that could be made.
The parameters from Table 4.1 were used, except the total population size and gener-
ation length was varied. Monolithic simulation parameters were also evaluated, with
a range of populations and generations with the results shown in Table 5.23. With
the Ensemble simulation, a range of populations and generations were also explored,
as was Ensemble population size, and the results are shown in Table 5.24. From these
results, a population of 250 and ensemble size of five DMAs is a reasonable choice.
A final coverage test was run in simulations over 50 generations, with a range of dif-
ferent ensemble sizes and population sizes to try and identify an optimal combination.
The results can be shown in Figure 5.11. Each simulation is the average fitness of 30
simulations per graph. These results suggest that the parameters used in this research
of a population of 250 and an ensemble size of five is close to optimal parameters for
this problem.
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Table 5.21: Ensemble with ten DMA and a population of 500
Training Validation
Evaluation Run µ̃ σ µ̃ σ
1 2.0691 0.4033 2.3640 0.4632
2 2.3736 0.7130 2.1847 0.4676
3 2.2738 0.3442 2.0569 0.3553
4 2.5967 0.5240 2.2842 0.3986
5 2.8894 0.3806 2.3657 0.4686
6 2.5181 0.4290 2.3336 0.3795
7 2.7453 0.7222 2.2912 0.5868
8 2.8012 1.0031 2.1718 0.5844
9 2.1961 0.6733 2.7412 0.4231
10 2.5259 0.8879 2.2211 0.4496
11 2.4561 0.7078 2.4297 0.5877
12 2.1965 0.2560 2.3867 0.4578
13 2.4840 0.5409 2.0634 0.3615
14 2.5836 0.8329 2.1588 0.3917
15 2.2192 0.3846 2.1615 0.4159
16 2.6049 0.2116 2.5469 0.5067
17 2.4112 0.6318 2.1759 0.4520
18 2.5519 0.5392 1.9530 0.3672
19 2.5001 0.3556 2.1587 0.5942
20 2.4234 0.5724 2.3340 0.4414
21 2.4522 0.6596 2.2092 0.2601
22 2.1992 0.5498 2.3829 0.8427
23 2.4208 0.4844 2.0692 0.4303
24 2.5768 0.6235 2.0631 0.2791
25 2.3490 0.3786 2.4060 0.5098
26 2.3151 0.4744 2.5915 0.5058
27 2.3127 0.4416 2.5203 0.4123
28 2.4917 0.6224 2.2744 0.5164
29 2.7039 0.5979 2.3781 0.4505
30 2.7540 0.8756 2.2088 0.4895
Mean 2.4665 0.5607 2.2829 0.4617
Table 5.22: T-Test results from origin ensemble validation results and ensemble vali-
dation experiment with a population of 500
Validation Standard Ensemble Ensemble with a population of 500
Mean 2.29 2.28
Standard Deviation 0.20 0.18
t-value 0.229
Level of Confidence 95%
t30 (from t-Distribution) 2.048
p-value 0.819
Decision Not rejected H0
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Table 5.23: Results from monolithic simulations with a range of parameter’s
Generations Population Size
10 25 150 250 500 750
50 1.52 1.99 2.09 2.00 2.03 2.16
100 1.96 2.00 2.28 2.27 2.02 2.17
Table 5.24: Results from ensemble simulations with a range of parameter’s
Ensemble Size Generations Population Size
50 100 250 500 750
3 50 2.15 2.16 2.16 2.18 2.20
3 100 2.23 2.18 2.21 2.23 2.24
5 50 2.09 2.16 2.17 2.16 2.24
5 100 2.15 2.18 2.39 2.29 2.30
10 50 1.40 2.08 2.19 2.17 2.25
10 100 1.65 2.19 2.36 2.28 2.28
15 50 1.03 2.18 2.26 2.20 2.29
15 100 1.43 2.28 2.34 2.27 2.33
Figure 5.11: Coverage test of monolithic DMAs and ensembles with up to fifteen
DMAs, with populations between 50 and 750 agents
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5.6 Conclusion
In this chapter, research into the three hypothesis has been completed, and we have
been able to resolve the questions proposed in this thesis.
Hypothesis One “With an ensemble of simple rule learners and a monolithic agent
composed of complex rules evolved using the same modelling capacity and computa-
tional effort, the ensemble agent will be able to compete with the monolithic agent”
was shown to be not rejected from the initial results collected in Section 4.1, and it was
demonstrated in Section 5.3.1.3 as emergent property of our ensemble approach, which
was an apparent improvement in performance through variance reduction, where the
majority of agents needed to agree before an action could be undertaken.
Hypothesis Two “The ensemble will be made up of specialised agents, where some
agents will accurately predict the outcome in certain areas and will rely on other agents
to specialise in areas that it performs weakly in” was rejected in Section 5.3 as it was
seen that agents did not specialise to perform one task well, such as becoming an expert
on a single task like only “vote to buy” or only “vote to sell”, but an agent would either
perform all tasks or not take part at all.
Hypothesis Three “With an ensemble of simple rule learners and a complex mono-
lithic agent, evolved using the same modelling capacity and computational effort, the
ensemble composed of simple rule learners will perform better than a complex mono-
lithic agent when faced with irregular events” was shown to be not rejected. It was
shown in Section 4.3 that the ensemble approach performed better than the monolithic
approach when the data source contained irregular events. With further investigation
in Section 5.4, it was found that this was due to the ensemble approach making fewer
trades than the monolithic approach. This further suggests that the ensemble approach
was using variance reduction through fewer trades taking place during irregular events
due to a majority needed to agree for a trade to take place, so during the irregular
event, the majority of the agents in the ensemble agreed for a trade to take place less
often than the monolithic agent, so lost less.
In the final Section 5.5, we looked for improvements to the parameters selected,
looking at different combinations of populations, generations and ensemble sizes, for
future research to build from. From our experiments, the results suggest that the
parameters used in this research of a population of 250 and an ensemble size of five is
close to the optimal parameters for this problem.
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Chapter 6
Cooperative Coevolution and the
Tartarus Problem
In Chapters 4 and 5, it was found that an ensemble of simple learners could compete and
perform better than a large monolithic approach when deciding on when to “Buy” and
“Sell” stock, based on the input from market indicators. This was achieved through
variance reduction, where majority voting was used so that no one agent could act
alone. In this chapter, we look at what was learnt previously to see if it can be applied
to another problem, to determine if the lessons learnt are transferable. To do this, the
“Tartarus Problem” (Teller, 1994) is selected, to see if similar parameters can lead to
an improved solution for the Tartarus problem over the current published monolithic
and cooperative approaches. An introduction to the Tartarus problem is given in
Section 2.9.
6.1 Cooperative Suitability
Given the large number of internal states each monolithic individual has, the Tartarus
problem looked like a suitable problem where an ensemble approach could be taken
to represent the monolithic individual as a group of simpler individuals that vote on
the next action to take. This approach was used in the problem of stock trading
in Chapter 3, and using the same approach, understandings gained from the results
shown in Chapter 5 will be applied here to see if the skills learnt can be applied to
other problems.
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Figure 6.1: Tartarus cooperative approach where three individual’s subsets from dif-
ferent populations are combined to complete the internal states
6.2 Existing Tartarus Cooperative Approach
A previous approach to solving the Tartarus problem using cooperative co-evolution
has been presented by Dick and Yao (2014), where a divide-and-conquer approach
was used. Their approach was to create multiple populations that would coexist, each
population evolving a subset of the solution. When an individual was selected to
be evaluated, representatives from the other populations were selected and combined
to form a complete solution to the problem, as shown in Figure 6.1. Mealy finite
state machines (Mealy, 1955), Moore finite state machines (Moore, 1956) and neural
networks (Hansen and Salamon, 1990) were compared using a cooperative co-evolution
approach. Our approach in this research will focused on Mealy finite state machines.
From the results of cooperative co-evolution using Mealy finite state machines,
where solutions were created from selected and combined individuals, it was shown
that an average fitness of about 5.5 was achieved with a population of 200 individ-
uals, run over 1000 generations. The monolithic approach with a Mealy finite state
machine resulted in a fitness of about 7.4, as shown in Figure 6.2. This suggested that
a divide-and-conquer cooperative approach was not able to compete with the mono-
lithic approach. Thus, in the next section, a different cooperative mechanism is used
against the same problem to determine if an alternative cooperative technique might
demonstrate higher performance.
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Figure 6.2: Results from Dick and Yao (2014), where a co-evolution approach of
combining twelve simple individuals to form a complete solution vs large monolithic
approach is shown
6.3 Genetic Algorithm
Genetic algorithms are used in the Tartarus problem to try and optimise a solution that
in any given “world” can place as many boxes in corners and against a wall, resulting
in a high fitness. The genetic algorithm consists of a population of individuals that
have a state machine with a fixed number n of states. The algorithm runs for a set
number of generations, where during each generation the population is evolved. Each
evaluation is against 100 different worlds, and in each generation a new set of worlds is
created to evaluate against. Evolving the population involves randomly selecting four
individuals from the current population without replacement and copying the fittest
two individuals into the next population. These top two individuals are then used for
crossover to create another two individuals for the next population. The bottom two
individuals are discarded. Crossover involves looking at each row in a state’s transition
table, and randomly choosing to swap the rows between the two individuals or leave
them as they are. This is done for each state’s transition table. Figure 6.3 shows
two states selected and the arrows show the three rows that have been selected for
crossover. In Figure 6.4, the rows have been switched and two new states have been
created. This process is repeated for all existing individuals in the previous population
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Figure 6.3: Two States transitions from different Individuals selected for crossover
Figure 6.4: New states transitions formed from crossover
to form the new population for the next generation. Mutation is also used: there is a
0.1% chance that each row could be selected for mutation and if selected, the row is
replaced by a new randomly created row. This process is done for g generations; in
these experiments g = 1000. In each generation, the top individual is recorded over the
1000 generations, then this experiment is run another 99 times (100 in total). The top
individual’s fitness is recorded, and at the end of the 100 runs an average is calculated,
which is used to calculate a final fitness and create the graphs shown in the results
section.
6.4 Tartarus Ensemble Approach
The model that was used in previous chapters and explained in Chapter 3 showed some
beneficial properties on the stock trading problem that was explored, so it is plausible
that by breaking down the Tartarus problem in a similar way, beneficial properties
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(a) Monolithic Individual (b) Ensemble of three Indi-
viduals
Figure 6.5: Representation of the twelve states in a monolithic individual and in the
ensemble composted of three smaller individuals
that were learnt may transfer over to this problem. Therefore, we can use the Tartarus
problem to test the generalisation of the discoveries of the previous chapter. This is a
different cooperative co-evolution approach than was taken by Dick and Yao (2014).
In the approach used here, multiple sub-populations each evolve a smaller complete
solution, and then an individual selected from each sub-population will vote on the
action to take. When breaking the problem down into smaller tasks so an ensemble
approach can be used, the number of internal states is divided equally among the
members of the ensemble. So, if the total number of internal states in a monolithic
agent is 12, and an ensemble of three was used, then each of the members would have
four states, as shown in Figure 6.5.
In the ensemble determining approach, what action the agent should perform at
each of the 80 steps is decided via voting. The voting process takes place every time
an individual is evaluated, and at each time step all individuals vote on what action
should take place. In Figure 6.6, three individuals are shown voting on what action







Forward, SumF orward >= SumRight and SumF orward >= SumLeft




Figure 6.6: Ensemble voting to decide on the next action to take
Since there are three possible actions, and in many cases there may be equal num-
bers of votes for each action (as in Figure 6.6), the result may be one vote for each
action Move Forward, Turn Left and Turn Right. In this case the preference will be
given to Move Forward, then Turn Left1. This is shown in Equation 6.1, where Equa-
tion 6.1a at time (t) sums the total number of votes for turning right, turning left and
moving forward from the ensemble individuals(E), where there are N individuals in
the ensemble. Equation 6.1b shows what action (A) is taken depending on the number
of votes made for the different actions.
At the end of the 80 steps the agent is given a fitness, as explained in Section 2.9.
Each population is evolved independently, and when an individual is evaluated, the top
individual from the other populations are selected to form the ensemble. The algorithm
used in the Tartarus ensemble approach is similar to what is shown in Equation 3.15,
but has different approach around what action to take. The Tartarus ensemble ap-
proach is shown in Equation 6.1, where unlike the share trading application, which it
only had to decide on whether to trade or to hold, in the case of the Tartarus problem,
there are three possible outcomes.
1Randomly selecting an action when there was a tie was initially used, but it did not perform well,
since the action taken due to a tie was not consistent.
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Figure 6.7: Tartarus comparison with 12 internal states
6.4.1 Tartarus Ensemble Approach Results
The first experiment used the standard configuration from previous research (Dick,
2013), with 12 internal states with a population of 200 individuals, run over 1000
generations. Each configuration was run one hundred times and the average was taken.
With the ensemble approaches, during each generation, each individual in the en-
semble was evaluated, so the total number of generations was less, but the number of
sub-populations evaluations (epoch) were the same. The number of generations were
reduced to match the standard way of comparing experiments, so that each approach
was doing the same total number of evaluations. So, with an ensemble of four individ-
uals, as each individual would be evaluated at each generation, in order to keep the
number of evaluations the same between experiments, only 250 generations would be
run.
From the results in Figure 6.72 and Table 6.1, it can be seen that the monolithic
approach still outperforms the ensemble approach, but the ensemble approaches have
been shown to perform better than when compared to the ensemble approach of pre-
vious work. So, an ensemble approach of two (7.11), three (7.08) or four (6.75) gives
improved results compared to a divide-and-conquer cooperative approach (5.5), from
Dick and Yao (2014).
2An ensemble with a size of one is a monolithic individual
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Data: Sensor inputs, L(s)
Result: Fitness of an individual in the ensemble
FitnessSum= 01
for Worlds w ∈ W do2
for steps t ∈ T do3
SumF orward = 04
SumLeft = 05
SumRight = 06
for Individuals in Ensemble i ∈ I do7
recommendation = evaluate i at t8
if recommendation is move forward then9
SumF orward = SumF orward + 110
else if recommendation is turn right then11
SumRight = SumRight + 112
else13
SumLeft = SumLeft + 114
end15
end16
if SumF orward ≥ SumRight and SumF orward ≥ SumLeft then17
Action: Agent Move Forward18







for box’s in World b ∈ B do26
if b is in a corner then27
fitness = fitness + 228
else if b is against wall then29





individual fitness = FitnessSum/W35
Algorithm 6.1: Evaluation of an individual from an ensemble for the Tartarus
problem
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Table 6.1: Experiment configuration and results when using 12 internal state in a
solution
Ensemble Size Internal States Generations Epochs Final Fitness SD
One 12 1000 1000 7.36 0.20
Two 6 500 1000 7.11 0.21
Three 4 333 1000 7.08 0.22
Four 3 250 1000 6.75 0.20
Six 2 166 1000 3.99 0.23
Twelve 1 88 1000 3.20 0.25
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Figure 6.8: Tartarus monolithic with varying internal states sizes
6.5 Monolithic Internal States Size Variation
So far, 12 internal states have been used to represent the FSMs. To see if that were the
optimal configuration and how the performance would change with a different number
of internal states, an experiment was conducted that used a range of internal state sizes,
from six to forty-eight. The run time parameters and results are shown in Table 6.2.
Table 6.2: Experiment configuration and results from varying the internal state size
in a solution
Internal States Generations Final Fitness SD
6 1000 7.25 0.23
12 1000 7.3 0.22
18 1000 7.10 0.21
24 1000 6.9 0.23
48 1000 6.3 0.23
From the results shown in Figure 6.8 and in the Table 6.2, a monolithic approach
of 12 internal states is optimal over 1000 generations with a population of 200, and no
extra gains are made for increased complexity. It appears that increasing the number
of states gives worse performance due to the sheer size of the monolithic representation
being too large to be searched by a single population in the given time frame. Using a
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cooperative approach may make it possible to exploit the increased capacity to learn,
due to there being more internal FSM states as compared to the monolithic approach.
6.6 Monolithic vs Ensemble with 48 Internal States
The experiment was rerun with 48 internal states. This was done to see if the ensem-
ble cooperative co-evolution approach would perform better with a larger number of
internal states. Increasing the total number of internal states to 48 should give the
individual greater capacity to learn. As shown in the previous section, an increase in
state count led to a decrease in performance in the monolithic approach. An ensemble
approach was used to see if it could take advantage of the increased number of internal
states, with the search capacity being divided among the individuals that made up the
ensemble. The same configuration was applied to the simulation as in Section 6.4.1,
but with 48 states used.
Table 6.3: Experiment configuration when varying the internal state size in an en-
semble solution
Size Total Internal states Internal states Generations Epochs Final Fitness SD
One 48 48 1000 1000 6.32 0.21
Two 48 24 500 1000 6.07 0.22
Three 48 18 266 1000 5.86 0.18
Four 48 42 200 1000 5.77 0.17
Six 48 8 166 1000 5.36 0.18
Twelve 48 4 83 1000 4.24 0.20
Rerunning the experiment from Section 6.4.1, with 48 states with the configuration
shown in Table 6.3 and the result shown in Figure 6.9. This showed that the ensemble
approach was better in the early generations, but overall, the monolithic approach
performed the best, and demonstrated that the larger number of states also resulted
in poorer performance than when run with 12 states.
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Figure 6.9: Tartarus comparison with 48 internal states
6.7 Ensemble Behaviour under Equivalent Compu-
tational Effort
In the previous section, the number of evaluations for each experiment were the same,
but the computational cost was not equal. The computational cost for a monolithic
simulation was about twice that of an ensemble of two, and an ensemble of two was
more expensive than an ensemble of three. This was because in the Tartarus problem,
the majority of the time is spent evolving the population, not the evaluation, since the
evaluation uses few resources to evaluate the agent over 80 steps. Crossover involves
randomly selecting two individuals, and then for each of the 6561 sensor inputs, ran-
domly choosing to perform crossover. For each sensor input, this involved deciding if a
crossover should take place by calling the random number generator, and fifty percent
of the time carrying out the crossover3.
In a crossover of two monolithic individuals with 48 states, the number of calls to
the random number generator is 6561∗48 = 314928, and this results in 50 percent of the
time performing a crossover, which is explained in Section 6.3. Mutation is also applied
0.1% of the time, but reuses the random number generated for crossover. In the case of
an ensemble of six, each individual will only have eight internal states, so the number
3Uniform crossover is the most effective operator for this problem (not shown here), but places
extra computational effort over the crossover types such as 1-point.
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Figure 6.10: Tartarus comparison with 48 internal states over 1000 generations
of times the random number generator is called is 6561 ∗ 8 = 52488 times. To perform
crossover on all six individuals of the ensemble, there will be 52488∗6 = 314928 possible
crossovers, which is equivalent computation as in the monolithic approach. Thus,
instead of using an equal number of evaluations to compare different configurations, this
experiment uses equivalent computation effort to compare the different configurations,
as well as the same number of crossover operations between experiments.
Table 6.4: Experiment configuration varying the internal state size in a solution
Ensemble Size Total Internal states Ensemble Internal states Generations Final Fitness SD
One 48 48 1000 6.32 0.21
Two 48 24 1000 6.88 0.18
Three 48 16 1000 7.298 0.13
Four 48 12 1000 7.69 0.12
Six 48 8 1000 8.03 0.11
Twelve 48 4 1000 8.34 0.11
Rerunning the experiment from Section 6.4.1 but over 1000 generations for all
configurations, with 48 internal states as shown in Table 6.4, produced the results shown
in Figure 6.10. The results were that when comparing with the same computational
cost, the ensemble of twelve agents performed the best (Fitness of 8.34), it appears from
the results that this is because it has more generations to optimise the individuals.
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6.8 Conclusion
Improvements have been made in the cooperative co-evolution approach for solving the
Tartarus Problem. Through using an ensemble of simple agents, it has been shown to
be an improvement when compared to previous cooperative co-evolution work, which
used a divide-and-conquer approach where each agent was part of the solution. The
ensemble approach of each agent being a complete solution and using majority vot-
ing to decide what action to take has shown to give improved performance. So, the
approach taken from stock trading has led to improvements, but unlike with stock trad-
ing, the monolithic approach still outperforms current cooperative approaches. When
comparing the experiments by equivalent computational effort instead of evaluations,
our ensemble approach was shown to find an improved solution compared to the mono-
lithic approach, by allowing the ensemble approach to evolve over more generations but
using the equivalent computational effort, it was able to evolve fitter solutions.
This experiment was very different to the previous problem of optimising for buying
and selling of stock on the share market, but both showed that it is a promising area of
research to break an existing monolithic problem down into multiple simple individuals
that can be evolved separately and evaluated as an ensemble to perform just as well,
and in some cases better than the existing monolithic approach when dealing with




Summary and Concluding Remarks
The primary research aim of this thesis was to examine the predictive performance of
a single complex model contrasted against an ensemble of simple models using equiv-
alent computational effort, and to understand how the ensemble models came to an
agreement.
To do this, we first defined our three hypothesis:
• With an ensemble of simple rule learners and a monolithic agent composed of
complex rules evolved using the same modelling capacity and computational ef-
fort, the ensemble agent will be able to compete with the monolithic agent.
• The ensemble will be made up of specialised agents, where some agents will
accurately predict the outcome in certain areas and will rely on other agents to
specialise in areas that it performs weakly in.
• With an ensemble of simple rule learners and a complex monolithic agent, evolved
using the same modelling capacity and computational effort, the ensemble com-
posed of simple rule learners will perform better than a complex monolithic agent
when faced with irregular events.
Next, in Chapter 2 of this thesis we outlined the foundations that were needed for
this research. The first concept covered was “Classifiers” and an understanding on how
classifiers are used to map inputs to categories, then how different classifiers work, plus
a brief history. We then introduced ensemble learning, which is used to take multiple
weak and average learners and collaboratively solve a given problem more effectively
than a single learning method. Errors in ensemble learning were then explained, where
the common errors are bias, variance and irreducible. Different ensemble techniques
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combining several machine learning techniques into one predictive model were then
shown, each targeting different error sources. The most common techniques are bag-
ging to decrease the variance, boosting to decrease bias and stacking to improve the
predictive force. To make decisions as an ensemble, voting techniques were explored,
then existing research on understanding how the ensemble makes decisions was sum-
marised and some existing applications already using ensembles were highlighted. To
understand how algorithms evolve, evolutionary computation was introduced. Impor-
tant concepts such as selection and genetic representations were explained, followed by
genetic operators like crossover and mutation. We then explored possible agent repre-
sentations that may be used. How agents are evaluated was explained, using different
types of EAs to get a fitness value, which can be used to rank agents, followed by a re-
view of coevolutionary algorithms. Lastly in this section, an application that could be
used to compare complex monolithic agent against an ensemble of many simpler agents’
approach was reviewed, which was algorithmic decision making. A review into existing
research for algorithmic decision making in the application of trading was undertaken
to understand how stock markets operate. We then identified the limitations of using
real market data when trying to make a profit due to the amount of Noise (Black, 1986)
in real market data and why technical analysis alone may not create a profit in real
markets. To address these issues and have a suitable data source for our experiments,
market generators were introduced and the “Limit-order Book Generator” (Whigham
et al., 2010) was identified as the data generation mechanism for experiments in this
research. A brief outline of previous trading research was then given.
In Chapter 3, our experimental methodology was explained. First, we explained
how the limit order book was used to create data for training and validation of a typical
stock market, and then for an irregular stock market event. Next, we introduced the
“decision making agent” (DMA), and explained how it was constructed, and what com-
ponents made up the terminal and function primitives. The function primitives that
were used were AND, NAND, OR and NOT. The terminal primitives were technical
stock indicators, which given a data source, would return a result on whether to trade
or not. Then details were given on how DMAs were evaluated and how their fitness
was calculated. The evolutionary algorithm process was then explained, showing how
the populations were evolved. The large monolithic agents are then outlined, with
details on how they were created and evolved as part of a genetic program. Then, the
simple agents that were used in the ensemble were explained, along with how multiple
populations are created and how agents from each population are selected to form the
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ensemble to make a complete solution. A benchmark of buy and sell was introduced,
where the fitness is calculated based on the returns of the agents, which is then divided
by the returns on buying and holding a stock. Finally, in this chapter, our validation
techniques were explained.
In Chapter 4, three sets of experiments were run, to start the process of answer-
ing our hypothesis that we had outlined in Section 1.2. To help us examine our first
hypothesis, an experiment was run so the performance between a population of mono-
lithic DMAs and an ensemble made up of multiple populations containing simple DMAs
using the same computational effort could be compared. Using a limit-order book gen-
erator, 30 experiments were run for both monolithic and ensemble approaches using
30 different data sets for training, plus an additional 30 datasets were used for valida-
tion. Results suggested that the ensemble of simple DMAs could compete and perform
significantly better than a complex monolithic DMA. To examine our second hypoth-
esis and better understand how the ensemble cooperates, two methods were used to
investigate. The first method was to remove a DMA from the ensemble and then re-
evaluate it to see how the ensemble performed without one agent. Since the ensembles
were made up of five DMAs, this involved removing one at a time and evaluating the
ensembles with four DMAs instead of five. The second part was to evaluate each DMA
individually and see how they performed alone, without the rest of the ensemble. From
these results, it was not clear if hypothesis two was correct or not, so further investi-
gations were performed in the next chapter. The final section of this chapter looked at
examining our third hypothesis by taking the top individuals from the first experiment
and running them against irregular datasets which had been defined in Chapter 3.
Initial results showed that the ensemble approach performed slightly better, but both
approaches performed poorly against a buy and hold strategy. This chapter reported
results from the experiments and we did some initial investigations where the answers
to Hypothesis One and Hypothesis Three were found.
In Chapter 5, results from the previous chapter were explored in greater depth.
First, we explored what was happening over the generations of a simulation, when and
how agents were voting, and when trades were taking place. Then, a detailed analysis
was done to look at what roles logic operators and indicators contributed to the final
solution. From the results, it appeared that one of the reasons the ensemble approach
fitness was higher was due to its more liberal use of indicators, as the monolithic
approach needed to use more “OR” logic operators since the whole solution needed to
be encoded in a single agent.
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Then, the characteristics of ensemble results were analysed. It was often seen in
an ensemble that one or two agents would never vote, but without them the ensemble
would perform poorly, so it was discovered that variance reduction was being used.
By having some agents never vote, an action could only take place when the agents
that were voting all agreed. So, if five agents made up an ensemble solution, and two
did not vote, then all the remaining agents would need to agree for an action to take
place. This suggests that no specialisation was found to occur. Next, a search for
optimal parameters was investigated: it was found that an ensemble of five, with a
population of 250 agents run over 100 generations, was the optimal parameter for this
given problem.
Finally, in Chapter 6, lessons and approaches learnt from previous chapters were
applied to an alternative unrelated problem, but suitable for a cooperative approach.
We analysed the Tartarus problem, in which agents use finite state machines (FSM)
for decision making. This was then tested in a similar way as the stock trading applica-
tion. The complex agent was made-up of a larger FSM, where the ensemble approach
uses n number of agents, each with 1/n the number of internal states. This approach
improved on previous research and showed that some of the findings were transfer-
able between applications when using the ensemble approach, as demonstrated in this
research. The transferable properties were the cooperative approach used, having mul-
tiple populations contributing to an ensemble, where each agent votes on what action
to take place. This was shown to perform better than previous cooperative approaches
of divide-and-conquer.
Reviewing our hypothesis, “Hypothesis One: With an ensemble of simple rule learn-
ers and a monolithic agent composed of complex rules evolved using the same modelling
capacity and computational effort, the ensemble agent will be able to compete with the
monolithic agent”, it was shown in Chapter 4.1, that this hypothesis was not rejected.
The ensemble of simple rule learners did compete and perform better than a monolithic
agent composed of complex rules when evolved using the same modelling capacity and
computational effort.
Regarding Hypothesis Two: “The ensemble will be made up of specialised agents,
where some agents will accurately predict the outcome in certain areas and will rely on
other agents to specialise in areas that it performs weakly in”, from the work initially
done in Chapter 4.2 and then looked at in detail in Chapter 5.3.1, it was shown that
this hypothesis was rejected. There was no specialisation, but instead the solution used
variance reduction. The variance reduction process is like that of bagging: majority
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voting within the ensemble damps down the behaviour of over-active, risky models and
reduces the error component attributable to these risky actions.
Regarding Hypothesis Three: “With an ensemble of simple rule learners and a
complex monolithic agent, evolved using the same modelling capacity and computa-
tional effort, the ensemble composed of simple rule learners will perform better than a
complex monolithic agent when faced with irregular events”, work done in Chapter 4.3
showed that this hypothesis was not rejected. The ensemble approach did perform bet-
ter than the monolithic approach. As further investigated in Chapter 5.4, it was found
that this was due to the ensemble approach making fewer trades than the monolithic
approach. The ensemble approach was using variance reduction, so fewer trades took
place during irregular events due to a majority needed to agree for a trade to take
place. Therefore, during the irregular event, the majority of the agents in the ensemble
agreed for a trade to take place less often than the monolithic agent, meaning it lost
less money.
7.1 Contributions of this Dissertation
In this research, a framework for comparing monolithic and ensemble approaches was
created. A population of monolithic DMAs and an ensemble made up of multiple pop-
ulations containing simple DMAs using the same computational effort was compared
and investigated. This enabled us to answer the three hypothesis raised in Chapter 1,
proving two of the hypothesis and rejecting one hypothesis. Answering the first hy-
pothesis showed that in the application selected, trading using a limit-order book and
splitting up the task between simpler DMAs did perform better than a complex DMA
with similar computational effort. In our understanding, this had not been shown
before for the given approach.
Our second hypothesis, which turned out to be incorrect, gave insight into how en-
sembles work together to form a solution, and how they decided what actions should be
taken. Our techniques developed in this thesis to analyse solutions created by our en-
semble approach not only helped us get an understanding of ensemble cooperation, but
could aid future research in alternative areas to understand how their ensembles work
together, since limited existing research exists in this area, and it normally involves
rule extraction instead of understanding interactions of agents in the ensemble.
The third hypothesis built on understandings gained from the answers from the
second hypothesis. Top solutions from experiments from the first hypothesis were
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tested against irregular events. Once again, the ensemble approach performed better
than the monolithic approach, but the interesting part of this was why. Knowing that
variance reduction was used, the study of the interactions between the agents and how
each agent voted could be reviewed and understood, and then compared to how the
single monolithic acted.
While answering the hypothesis, we also found key parameters pertaining to en-
semble learning in the given application. These included population size and ensemble
size, in which future work could build on. Also, it was shown that lessons that had
been learnt in ensemble learning could be applied beyond that of the examined stock
trading problem to alternative unrelated problems. To demonstrate this, the Tartarus
problem was used to show that applying the lessons that had been learnt for improved
results in a trading application were transferable between applications when using the
ensemble approach demonstrated in this research. It also showed an improvement on
coevolutionary approaches previously used.
7.2 Reflecting on Ensemble Learning
What was observed from our experiments was not in line with results from previous
work, and the agents did not evolve as expected. With the application of share trading,
DMAs did not specialise as was expected. They were either very active, taking part in
all decisions on when to buy and sell independently, or they were inactive, and left the
decision making up to other DMAs. The ensemble of DMAs performed stronger than
the monolithic solution, but generally the DMAs that made up the ensemble would
perform worse individually than the complete ensemble or the monolithic solution due
to the DMAs being overactive and trading too often or not trading at all. The ensem-
ble voting created a variance reduction process, where an agreement was required by
the majority of the DMAs to carry out an action. Many individuals of the ensemble
had a high variance, the voting process worked as a variance reduction technique in
the final model. This variance reduction was not by design, but rather as an emergent
property with similar attributes or other techniques such as Random Forests. However,
in our approach, it was not explicitly implemented as part of the genetic algorithm.
The emergent property was entirely unexpected and disproved our Hypothesis Two:
“The ensemble will be made up of specialised agents, where some agents will accurately
predict the outcome in certain areas and will rely on other agents to specialise in areas
that it performs weakly in”. Future work to build on this could compare the ensemble
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solutions created in this research, which performed variance reduction as an emergent
property, to solutions from techniques like random forests, where variance reduction is
part of the algorithm. With the current emergent property from our algorithm being
variance reduction, another research area could be into future performance improve-
ments from bias reduction: could the algorithm be optimised so it could perform bias
reduction and successfully optimise the bias-variance trade off?
7.3 Future Research
There are several interesting research paths that exist if we build on the work presented
in this thesis. Below, the top four ideas are outlined in order of priority for use in future
research.
1. Simpler problem: both the stock trading and Tartarus problems have large search
spaces. To fully explore the difference between the ensemble and monolithic ap-
proaches, a simple problem with a small search space could be explored in the
future that could exhaust all possible combinations. A possible problem could
be a binary string covering target problem, as it has a simple environment and
has been used in other related studies (Forrest, 1993). By doing this, more char-
acteristics of the algorithm could be described by testing all possible parameters,
which would give a better understanding of how to optimise the algorithm, and a
better picture of the differences between the monolithic and ensemble approaches.
2. Node Growth: the solutions evolved in this research did not typically grow to
their allowed limit. On average the ensembles top DMA contained 9.1 nodes,
but could have grown to 15 nodes, and the monolithic DMAs average size were
47.3 nodes, but could have grown to 75 nodes - this was shown in Section 5.2.
Most solutions will try and maximise complexity, but this was not the case in
these solutions. Future work could explore why the ensembles and monolithic
solutions did not create more complex solutions, which is a common problem in
genetic programming (Trujillo et al., 2013; Luke and Panait, 2006). This may
lead to achieving a higher fitness or it may find that the larger complex solutions
contained a high level of redundancy and that the current size is optimal.
3. Bias Reduction: in Section 5.3.1.3, we demonstrated an emergent property of our
ensemble approach was an apparent improvement in performance through vari-
ance reduction. Essentially, the ensemble approach is incorporating techniques
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similar to that of a bagging operator seen in machine learning techniques such
as random forests. By optimising the variance component of error, the result-
ing ensemble approach is plausibly bias limited. The thesis focused explicitly
on ensemble design and in contrast to monolithic approaches, and compared the
two approaches through a simple tree-based representation as the basis for learn-
ing and decision making. No alternative representations were considered, so it
is plausible that the representation itself is the source of this bias limitation.
Therefore, future work could enhance the ensemble approach by exploring repre-
sentations and operators specifically designed to lower bias. For example, future
work could examine semantic methods in crossover and mutation, where the op-
erators are designed to specifically incorporate error information and “desired
semantics” into the search (Uy et al., 2011). Encouraging the exploitation of
such information directly in the representation and its accompanying operators
would likely lower bias through properties similar to that of boosting observed
in traditional machine learning methods (Schapire, 1990). The resulting combi-
nation of bagging at the ensemble level, coupled with boosting-like behaviour at
the base learner level, would permit a more thorough exploration of a bias and
variance trade-off.
4. Specialised Agents: in our research, we wanted to find agents that became spe-
cialised to take on a specialised role in the ensemble, but this was shown not
to be the case as shown in Section 5.3.1.3. The way the ensemble improves its
outcome was through variance reduction. Research into creating an environment
where agents do show these characteristics of specialising may lead to improved
performance over the research shown here. This may be achieved by investigating
a simpler problem, since the problems used in this research may have been too
complex to achieve specialisation with only five agents.
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