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Abstract
Projects are usually performed in relatively unstable environments. As such, changes to the baseline schedules
of projects are inevitable. Therefore, project progress needs to be monitored and controlled. The control
process can be assumed as a continuum in which one side is continuous control and the other side is no-
control. Continuous control and no-control strategies are cost-wise prohibited. Hence, project progress should
be controlled at some discrete points in time during the project’s duration. The optimal number and timing
of control points are the main issues that should be addressed. In this paper, taking a dynamic view to the
project control, for the first time we use an adapted version of the facility location model (FLM) to find the
optimal timing of project control points. Initially, the adapted FLM determines the optimum timing of the
control points in the project’s duration. A simulation model is then used to predict the possible disruptions
in the time period between the beginning of the project and the first control point (monitoring phase). If no
disruptions are observed, the project’s progress is monitored in the second control point, otherwise possible
corrective actions are taken using an activity compression model. Whenever due to disruptions, the baseline
schedule is to be updated, the FLM is run again to determine the new timing of the control points for the rest
of the project’s duration. In an iterative manner, this process continues until the timing of the last control
point is determined.
Keywords: Project control, Facility location model, Simulation.
1. Introduction
Project success is measured as the ability to com-
plete the project according to the desired specifica-
tions, within the specified budget and according to
the specified time schedule. However, rarely does
a project finish with the same project plan as es-
tablished in the final stage of the planning phase.
Changes to the baseline schedule of projects seem to
be inevitable. To complete projects successfully both
planning and execution need to be properly imple-
mented. In the absence of a formal process for review-
ing and evaluating baseline schedule diversions, the
resulting impact will be uncontrolled scope variance.
The dynamic environment in which the majority of
the projects are performed calls for dynamic control
processes. In dynamic approaches, adjustments to the
baseline schedule are taken as and when required. As
a result, the baseline schedule may change and may
require some rescheduling. One objective of the con-
trol process may be to minimize the deviations from
the baseline schedule. The control process can be
assumed as a continuum in which one side is continu-
ous control and the other side is no-control. Continu-
ous control may be the most effective type of project
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control. However, it is cost-wise prohibitive. Imple-
menting a no-control strategy may also be costly due
to the possible penalties imposed on late delivery of
the project and other losses due to not being able
to deliver the project within the specified criterion.
Therefore, a project’s progress needs to be controlled
at some discrete points in time during the project’s
duration. The timing of these discrete points (control
points) can be specified and fixed prior to the start
of the project (static view). However, in a dynamic
view to control, the timing of control points can be
changed during the execution of the project according
to the state of the schedule.
In general, there are two approaches to deal with the
uncertainty that stems from the dynamism inherent
in the scheduling environment, namely proactive and
reactive scheduling [6]. Proactive scheduling relies on
the statistical knowledge of uncertainty and builds
schedules that are less sensitive to project disruptions.
Reactive scheduling involves revising a baseline sched-
ule when an unexpected event occurs. In reactive
scheduling one may reschedule when schedule diver-
sions occur, either by completely regenerating a new
schedule or by repairing an existing baseline schedule.
In the current study, the latter view is taken.
In this paper and in the context of reactive schedul-
ing with a repair strategy, for the first time we adapt
a facility location model (FLM) to our purpose of
finding the timing of control points. Our solution
procedure consists of a computer simulation model
combined with an adapted FLM as well as a project
crashing model. After determining the first control
point using the adapted FLM, the advancement of
the project is simulated to predict the types and the
magnitudes of deviations from the baseline schedule.
In the next phase, using the project crashing model,
the necessary adjustment steps are taken (repairing
the schedule) to bring the project in line with the
baseline schedule as much as possible. In so doing,
our objective is to adjust the deviated schedule as
soon as possible and also to increase the possibility
of meeting the project’s due date. The next control
points are determined in an iterative manner.
The outline of the paper is as follows. In Section
2, some of the research articles that have dealt with
the subject of project control are discussed and where
appropriate the commonalities and differences to the
current article are mentioned. The proposed method
for project control is detailed in Section 3. The results
regarding the validity of the method and its perfor-
mance are given in Section 4. Section 5 concludes by
presenting a summary of our study and also provides
directions for future research.
2. Literature review
The development of a suitable control system is
an important part of the project management effort.
Furthermore, it is widely recognized that planning
and monitoring play a major role as the cause of
project failures. There have been a number of articles,
e.g. [1, 3, 5, 7, 13, 14], published to support the im-
portance of control in the achievement of project ob-
jectives. It has been shown that project performance
can be improved if appropriate project control sys-
tems are in place. Some study by independent project
analysis (IPA) identified that an optimal project con-
trol approach can reduce the execution schedule slip
by as much as 15% [20].
In the following, we briefly discuss some of the re-
search articles that deal with the subject of project
control. We categorize our reviews as those articles
that deal somehow with the determination of the op-
timal timing of control points and those articles that
deal with more general aspects of project control.
Note that, because the novel part of the current study
(determining the timing of control points) falls in the
first category, where appropriate, we elaborate on the
commonalities and differences to our present research.
The first category includes the following articles.
Partovi and Burton [13] carry out a computer simula-
tion to compare the effectiveness of five control timing
policies. The policies considered are no monitoring
and control, monitoring and control at equal intervals,
end-loaded (which advocates less intensive reviews in
the early stages and more frequent reviews towards
the completion of the project), front-loaded (which
assumes more frequent reviews in the early stages and
less reviews towards the completion of the project)
and completely random monitoring. The comparison
is made with respect to the amount of overrun time
and also the amount of crashing effort they require in
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controlling the project. The results indicate that al-
though there are no significant differences among the
policies in the amount of crashing effort spent, the
end-loaded policy performs best in preventing time
overruns. Note that, in contrast to Partovi et al. who
are more concerned with the timing of control points
under their five pre-defined control policies, we deter-
mine the timing of control points dynamically using
a weight function that can be easily utilized to define
any types of control policies including those studied
by Partovi et al.
Tareghian et al. [16] use simulation-optimization to
find the optimal number of control points as well as
their timing. They use an evolutionary approach to
determine the optimal number of control points and
implement the so-called electro-magnetism in order
to expedite the simulation process and to minimize
the running cost. Based on a small sample of only 5
randomly generated projects with complexity indices
ranging from 5 to 9, they conclude that the number
of control points has an upper bound. In addition,
in contrast to the results of Partovi et al., Tareghian
et al. show that in the context of their studies, it is
more beneficial to place the control points in the early
stages of the project’s duration. This may be due to
the differences in the topology of the networks used
in their study.
De Falco and Macchiaroli [3] propose a model for the
quantitative determination of the timing of control
points. Their approach is based on an effort function
which is defined as a non-linear function of the total
number of activities that are active at each time in-
terval as well as the total slack time. By quantitative
analysis of the effort function, they allocate appropri-
ate control activities throughout the project’s dura-
tion.
Raz and Erel [14] determine the optimal timing of
project control points based on maximizing the amount
of information generated by the control points. They
describe the amount of information as a function of
the intensity of the activities carried out since the last
control point. The intensity of the activities being ex-
ecuted at any instant of time during the project’s life
cycle is determined using typical progress s-curves.
They develop an optimal solution procedure based
on dynamic programming and for a given number of
control points, determine the timing of each control
point. In contrast to Raz and Erel, in the current
research a dynamic view to the project control is em-
ployed. However, similar to the reporting delay used
by Raz and Erel to refer to the amount of time elapsed
since the moment the activity took place, we utilize
weighted distances in our method to force the timing
of control points nearer to the heavily weighted po-
tential control points (see Section 3).
Golenko-Ginzburg and Laslo [5] deal with the prob-
lem of production control in a semi-automated pro-
duction system. They determine the next control
point via simulation utilizing a constant time step.
Referring to [5], a somewhat dynamic view to the de-
termination of control points is taken. That is, with
the objective of minimizing the number of control
points (maximizing the time span between two ad-
jacent control points), at any routine control point,
given planned amount of production, planning hori-
zon, actual accumulated amount of production ob-
served at that control point and a chance constraint,
the timing of the next control point is determined.
Our approach differs in at least two fundamental as-
pects with the study of Golenko-Ginzburg and Laslo.
Firstly, for the sake of convergence, they consider a
minimal pre-given time span between two consecu-
tive routine control points. We determine the con-
trol points (in our study, we call them potential con-
trol points) according to the structure of the project
network which better reflects the high risk sections
of the project that need more attention. Secondly,
when some disruptions occur at a control point and
the volume of production observed at that point is
below the planned trajectory, they simply adjust the
plan by connecting a straight line between the current
position and the target position. In our approach, we
utilize a crashing model to select the most appropri-
ate combination of activities to be compressed so that
the observed delays are possibly adjusted. In addi-
tion, every time the baseline schedule is modified to
adjust the disruptions, the FLM determines the new
timing of control points for the rest of the project, in
the light of the current modifications.
The following articles may be classified in the second
category. Kogan et al. [7] develop and solve a basic
model for determining the optimal amount of control
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effort that should be invested throughout the life cy-
cle of homogenous projects in a deterministic environ-
ment. Homogenous projects are defined as projects
having a large number of relatively similar activities.
The model accounts for changing levels of project ac-
tivity and includes two parameters to represent the
effectiveness of the work management and control ef-
forts. The objective is to trace project execution as
closely to the planned intensity as possible while min-
imizing the cost of the control effort and also the cost
of losses due to deviations from the plan.
Zhu et al. [19] study the problem of how to react when
an ongoing project is disrupted. They propose a clas-
sification scheme for various types of disruptions and
then define a recovery plan. The objective of their
recovery plan is to bring the project on track with
minimum cost. Their cost function comprises various
costs related to the amount of deviation from the orig-
inal plan. The problem is then formulated as an in-
teger linear programming and is solved with a hybrid
mixed-integer programming/constraint programming
procedure which exploits a number of special features
in the constraints.
Borrowing ideas from the statistical control process,
Bowman [1] determines an upper control limit for
each activity’s duration. If during the execution of
the project, the duration of an activity is considered
to fall above the specified limit, a penalty is imposed
and the point is considered within the limit. The
objective of Bowman’s approach is to determine the
optimum upper limit for each activity’s duration such
that the control cost and penalties imposed are min-
imized while the probability of delivering the project
on time is maximized. Using simulation, in an iter-
ative method the optimum specification limits of the
activity durations are obtained.
Van de Vonder et al. [17] evaluate the performance
of various predictive-reactive project scheduling pro-
cedures with the objective of maximizing the sched-
ule stability as well as the timely project completion
probability. By predictive scheduling they mean a
workable baseline schedule generated under the as-
sumption that the environment in which the project is
going to be executed is both deterministic and static.
By reactive scheduling they mean the use of a set
of procedures that are implemented when a sched-
ule breakage occurs during project execution. They
propose a proactive heuristic that aims at generating
stable baseline schedules.
The well-known resource-constrained project schedul-
ing problem (RCPSP) is used by Kuster et al. [9]
as a conceptual framework to deal with the sched-
ule disruptions in the context of an airport ground
processes. Based on real examples taken from the do-
main of aircraft turnaround management, it is demon-
strated that in order to optimally recover from a dis-
rupted schedule, it is not enough to resort solely to
the standard rescheduling techniques, but it is also
necessary to consider alternative process execution
paths. Considering that in many situations disrup-
tions need to be dealt with in near-real-time, a ge-
netic algorithm (GA) is developed and proposed for
incremental schedule optimization. Appropriate ini-
tialization, crossover and mutation operators are also
devised for the proposed GA.
Vanhoucke [18] proposes two different project track-
ing methods, namely top-down tracking and bottom-
up tracking and compares their efficiencies. The top-
down project tracking method is based on the pa-
rameters of the earned value management technique.
The project performance data such as SV(t) and/or
SPI(t) are used as early warning signals and trigger
the need for corrective actions. The bottom-up track-
ing method relies mainly on schedule risk analysis.
Schedule risk analysis yields sensitivity information
with regards to each and every activity of the project
and assumes that the focus should lie on only the
highly sensitive parts of the project. The integration
of his results in the new software tool (ProTrack) has
led to the creation of a so-called ”ProTrack’s Assis-
tant” which guides the user towards the best project
control approach.
Deblaere et al. [2] formulates a reactive scheduling
problem for the multi-mode RCPSP. Given a baseline
schedule and a disruption with regards to resources or
activities that occur during the execution of the base-
line schedule, and with the objective of minimizing
the rescheduling costs comprising of mode switching
costs and costs incurred due to activity start time de-
viations, a reactive schedule is generated.
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3. Methodology
Progress monitoring and control is vital for the
success of projects. However, the controlling process
itself is costly. Therefore, to optimize project con-
trol costs and at the same time ensure the project’s
success, one fundamental question needs to be con-
sidered, i.e. ”how to determine the optimal timing
of control points for a project in dynamic environ-
ments?” The purpose of this paper is to address this
question. It seems logical to position control points
as near as possible to the highly sensitive parts of
the project and also at critical times throughout the
project’s duration. In some of the studies that were
reviewed in Section 2, some criteria were proposed
to distinguish these critical time points; for instance,
De Falco and Macchiaroli [3] proposed a methodology
to determine the timing of control points for projects
based on an effort function, defined as a non-linear
function of the total number of active operations and
the total slack time. In the current study, we asso-
ciate a weight with each project activity based on the
degree of its importance and criticality and then we
apply the adapted FLM to determine the timing of
control points dynamically. A simulation model car-
ries the advancement of the project and also predicts
possible disruptions. A crashing model is used to pos-
sibly adjust the schedule whenever some diversions
from the baseline schedule are observed. The adap-
tation process of the FLM to our purpose together
with the structure of the adapted model is presented
in the next subsection. In the second subsection, two
methods (all point control and simulated annealing)
are introduced which are primarily used as a means
to demonstrate the validity of the proposed method.
Moreover, we use 48 instances from each of the well-
known J30, J60, J90 and J120 sets of PSPLIB [8] to
show the effectiveness of our method in dynamically
controlling the progress of these standard project in-
stances. These projects are subjected to some disrup-
tions and the objective of the control is to complete
them as close as possible to their original due dates
(see Section 4).
3.1. Proposed approach
3.1.1. Facility location model (FLM)
Facility location is related to locating or position-
ing at least one new facility among several existing
facilities in order to optimize (minimize or maximize)
at least one objective function (i.e. cost, profit, rev-
enue, travel distance, service waiting time, coverage
or market shares).
In an ideal project control process, a project’s progress
is monitored continuously and reactive actions are
taken immediately upon the occurrences of disrup-
tions. However, in real-world projects this might not
be practical and may also be cost-wise prohibitive.
Instead, an effective project control process focuses
on critical aspects of the project along its life cy-
cle and if required, takes appropriate adjustments as
soon as possible. Practically, this may lead to consid-
ering some discrete points (potential control points).
These points are being chosen along the life cycle of
a project based on their anticipated importance and
criticality. Then the aim is to select a subset of poten-
tial control points from them such that the weighted
distance between the selected points (actual control
points) and the potential control points is minimized.
In other words, the time locations of the actual con-
trol points are as close as possible to the potential
control points. Paying closer attention, it becomes
clear that this situation can be adapted to the min-
sum facility location model. Potential control points
of the adapted FLM play the role of the existing fa-
cilities of the original FLM. It is possible to consider
different options for the definition of potential control
points. For instance, one can set the potential control
points at the end of every week or at the end of every
month. However, when potential control points are
set at prefixed intervals (weekly, etc.), at those time
instances some project activities may have completed
only a small fraction of their durations. Therefore,
a meaningful control may not be achieved. In other
words, the information gathered at the completion of
the activities (scheduled completion times) that are
being monitored, provide more accurate information
concerning the deviation in the durations and puts
the project manager in a better position to evaluate
the progress of the project and make better decisions
with respect to the possible adjustment scenarios, etc.
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Hence, we have considered the time instances at which
one or more activities of the project end their execu-
tions according to the baseline schedule, as the po-
tential control points (existing facilities).
In the original FLM, a weight is associated with each
of the facilities and in min-sum location models the
goal is to minimize the sum of the weighted distances
from the new facilities. One can think of many dif-
ferent ways for associating a weight to each potential
control point that indicates the degree of its suitabil-
ity or importance to be selected as a control point.
For example, one can consider the volume of the work
being finished at each control point or the total num-
ber of successors of the finished activities or the activ-
ities’ intensity distribution [14] or even the criticality
index [4] as a measure of weight associated with that
point. In this paper, we initially assign a weight ωi to
each activity i ∈ A of the project, where A is the set
of project activities. As it can be seen from Equation
(3.1), the activity weights are considered to be a func-
tion of ci and fi, i ∈ A, where ci is the number of the
critical paths that contain activity i and fi is the total
float of non-critical activity i. The weight of critical
activity i has a direct relation to the number of crit-
ical paths of the project network; in other words, as
Elmaghraby [4] states, if there are 10 critical paths in
the network and activity a lies on all of them while
activity b lies on only 4, then activity a is pronounced
of ’higher criticality’ than activity b. For non-critical
activities the amount of their total float is used to in-
dicate the degree of their importance (control-wise);
i.e., if the total float of activity a is more than the
total float of activity b, then the weight of b should
be more than the weight of a, because delays in activ-
ity b have probably more effect on the project’s due
date. So the relationship between the total float and
the weight is an inverse relationship. Therefore, the
weight ωi is defined as follows:
ωi =
{
2ci if i is critical
2−fi if i is non-critical
(3.1)
The relation implies that the weight ωi is directly de-
pendent upon the number of critical paths that con-
tain activity i and inversely related to the total float
of non-critical activity i (note that an activity i ∈ A
is either critical or non-critical). We use an exponent
of 2 to strengthen the role of the critical activities on
the critical paths and also to weaken the role of the
activities that have larger values of total float. To
illustrate, consider an activity that lies on only 1 crit-
ical path and compare it with another activity that
lies on 2 critical paths. Using (3.1), the associated
weights would be 2 and 4, highlighting the role of the
critical activities that lie on more critical paths. In
contrast, as expected the weights assigned to the non-
critical activities that have larger values of total floats
by (3.1), are closer to zero. Therefore, a non-critical
activity with a total float of 10 would have a much
smaller weight than an activity with a total float of
5. Note that Equation (3.1) gives one possible way
to compute the weight ωi. Obviously, one could also
have used a different relationship, provided that ωi is
directly related to ci, and inversely related to fi.
Next, we determine Wj , the weight associated with
potential control point j, as follows:
Wj = aj
∑
i∈EAj
ωi (3.2)
in which EAj (Effective Activities) is the set of all
activities finishing at control point j as well as their
immediate successors. Indeed, the associated weight
for existing points (potential control points) is de-
termined according to the effect of the deviations of
these points on the project duration. These possible
deviations are the result of delays that have occurred
either during the performance of the activities that
end at that point or prior to it. We do not have
complete information about the deviations of the ac-
tivities that are still in progress at these points and
if there are some deviations from their scheduled fin-
ish times, it will be considered at the existing point
corresponding to their scheduled finish time. Param-
eter aj is the possible amount that the remaining part
of the project (from time instant j to the end of the
project) can be compressed. Noting that the network
paths that are currently non-critical may become crit-
ical after critical paths are compressed (crashed), aj
is determined by summing up the amount of dura-
tions that critical paths can be possibly crashed. Let
Π = {pip, p = 1, 2, ..., P} be the set of all network
paths. Suppose pi1, pi2, ..., pil are the critical paths
with lengths lcp and pil+1, pil+2, ..., piP are the non-
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critical paths with lengths l(pip), (p = l+1, l+2, ..., P ).
Then the maximum amount of project compression
that is possible from point j on is calculated as fol-
lows:
pctj = min
Π
{{
∑
k∈pip & st(k)≥j
(dk − cdk)
, p = 1, 2, ..., l},
{
∑
k∈pip & st(k)≥j
(dk − cdk)+
(lcp− l(pip)), p = l + 1, ..., P}}.
(3.3)
In (3.3), dk and cdk are the expected and crashed du-
ration of activity k respectively and st(k) is the start
time of activity k. To balance the scale of the coef-
ficients, we normalize pctj by dividing it by pctmax
(pctmax = maxj=1,...,m(pctj), where m is the number
of potential control points). Now, we calculate aj as
follows:
aj = pctj/pctmax (3.4)
To clarify how pctj is determined, we present the fol-
lowing small example.
Example 3.1. Suppose that 10 units of time have
elapsed since the start of a project. This project’s net-
work contains three paths, one of which is currently
critical. The lengths of the network’s paths and also
the amount by which we can reduce them are given in
Table 1. Now pct10 is calculated as:
pct10 = min(4, 1 + (7− 5), 2 + (7− 3)) = 3
It is clear that it is no use crashing the critical path
with 4 units of time as path 2 can only be crashed to
a length of 5− 1 = 4 time units.
Table 1: Example for computing pct10
Path Current Length Possible Compression
1 7 4
2 5 1
3 3 2
The weight function as defined in (3.2) assigns higher
weights to potential control points where the degree of
dependency of the rest of the project on activities that
finish at that point is high, and at the same time the
opportunity to adjust for any possible deviations that
may occur in the baseline schedule is high as well. Un-
like other studies, e.g. Partovi and Burton’s work [13],
in our proposed approach, the weight function plays
a crucial role in selecting the control points based on
the project’s parameters such as the precedence re-
lations between activities, the non-critical activities’
total floats, etc. In Appendix A, a small example is
given to illustrate how the locations of control points
are changed as the weight function changes.
To formulate the FLM, we consider yj and xij as de-
cision variables. These are defined as follows:
yj =

1 if the jth potential control point is
actually selected to be a control point
0 otherwise
xij =

1 if the ith potential control point
is to be controlled at the jth
control point
0 otherwise
By controlling the ith potential control point at the
jth control point, we mean monitoring the progress
of the project and adjusting for any possible devia-
tions that have occurred up to the ith potential con-
trol point at the jth control point. These possible
deviations are the result of delays that have occurred
either during the performance of the activities that
end at that point or prior to it. We control project’s
progress from the last control point up to point i at
potential control point j, only if j is selected to be a
control point, that is,
xij ≤ yj for all i and j (3.5)
Also, we add another constraint to ensure that every
potential point is controlled only by one of the con-
trol points. It is obvious that we cannot adjust the
schedule for the deviations of the activities that fin-
ish at the ith potential control point before this point,
therefore we have,∑
j≥i
xij = 1 for all i (3.6)
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As mentioned previously, it is advisable to monitor
the project progress at a limited number of points
during its duration. The number of actual control
points in a project, n, can be specified according to
e.g. the number of milestones, the amount of control
budget or as a management decision. Assuming that
there are m potential control points, then we have
m∑
j=1
yj ≤ n (3.7)
In the adapted FLM, the objective function is∑m
i=1
∑m
j=iWidijxij which minimizes the sum of the
weighted distances. Note that, dij is the time dis-
tance between the ith and the jth potential control
points. Therefore, the proposed adapted FLM for de-
termining the timing of control points is as follows:
(FLM) min
m∑
i=1
m∑
j=i
Widijxij
s.t.
xij ≤ yj i = 1, ...,m,
j = 1, ...,m,
m∑
j=i
xij = 1 i = 1, ...,m,
m∑
j=1
yj ≤ n,
xij ∈ {0, 1} i = 1, ...,m,
j = 1, ...,m,
yj ∈ {0, 1} j = 1, ...,m.
This model is a special case of min-sum models, namely
the n-median problem [11]. There are some approaches
for solving this model. In this paper, we use a linear
programming relaxation by relaxing the constraint
yj ∈ {0, 1} to
yj ≥ 0. (3.8)
It can be shown that the LP relaxation always gives
an optimal solution for the class of simple networks
like line networks (a line network consists of a sin-
gle simple path) [11, 12]. Because the network that
we will have in project control problems is a line net-
work (a single path consisting of the potential control
points), we can use the LP relaxation to obtain the
optimal solution of the adapted model.
3.1.2. Simulation model (SM)
After solving the FLM, we will have n control
points cp1, cp2, ..., cpn. In the next stage, a simu-
lation model is used to predict possible deviations
from the baseline schedule. The simulation is carried
out between the corresponding control points, namely
[0, cp1], [cp1, cp2], ..., [cpn−1, cpn]. The possible devia-
tions are dealt with at each control point using ac-
tivity compression. If no deviation is observed in an
interval, the next control point is considered and the
time interval is simulated. In this paper, we imple-
ment a system world-view, called the discrete-event
simulation paradigm [10]. After adjusting the devia-
tions and updating the project network, we will con-
tinue with new points and new weights. Algorithm
1 explains the steps taken by the simulation model
(we refer the reader to [10] regarding some basic sub-
jects such as random sampling from distributions, etc.
that we have referred to in Algorithm 1). This al-
gorithm presents steps necessary to simulate the ad-
vancement of the project at [cpi−1, cpi], i = 1, 2, ..., n,
where cp0 = 0 (the start point of the project).
3.1.3. Crashing model (CM)
Deviations from the baseline schedule can be dealt
with in various ways using disruption management
methods. In this paper, at each control point when
some deviations from the baseline schedule are ob-
served, an activity compression model is used to pos-
sibly expedite the remainder of the project (from the
current control point to the end of the project) and to
bring back the deviated schedule as close as possible
to the baseline schedule. Of course, the amount of ad-
justments (repairing the diverted schedule such that
it becomes as close as possible to the baseline sched-
ule) depends on the possibility of expediting the set
of activities that have not started their execution yet.
The objective of the crashing model used in this pa-
per is different from the classical time/cost trade-off
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Algorithm 1 Simulation Model
Input:
Simulation interval [cpi−1, cpi];
the activities’ duration distribution;
the activities’ scheduled start and finish time sst and
sft and the number of activities q;
Output:
new planned start and finish times after updating the
project network;
begin
1: T ← cpi−1 (T : simulation time).
2: for j = 1 to q do
3: statusj ← 0 (status is a variable that is 1 when
the activity has started).
4: end for
5: determine the actual finish time (aft) of each ac-
tivity after randomly sampling from its duration
distribution [10].
6: while there are some activities whose sft is be-
tween cpi−1 and cpi and T ≤ cpi do
7: for all activities whose sst is less than or equal
to T and whose status = 0 do
8: statusj = 1.
9: if aftj ≤ cpi then
10: sftj ← aftj ;
11: else
12: sftj ← cpi + 1.
13: end if
14: update the network.
15: end for
16: T ← T + 1.
17: end while
end
problem. Every time that crashing model is employed
to compensate for the project’s delays, initially a set
of critical activities that can be compressed is estab-
lished. Then the model selects an activity from this
set that has a start time which is as near as possible to
the time of the current control point. In this way, in
addition to trying to repair a disrupted schedule, the
opportunity for crashing activities (should the need
arise) later on in the duration of the project is not
taken away. The activity compression model is pre-
sented in Algorithm 2. First, let us introduce some
notations that we use in the description of Algorithm
2:
cpath(i): ith critical path,
ncpath(k): kth non-critical path,
lcp: the length of the critical path,
l(p): the length of path p,
ca(i,j): jth activity on cpath(i),
pa(i): the activity that is chosen on cpath(i) for crash-
ing,
d(j): expected duration for activity j,
cd(j): crashed duration for activity j,
sft(j): scheduled finish time for activity j (dummy end
activity is denoted by q),
u(i): the amount of crashing that is possible for cpath(i):
u(i) = min{ min
{k:pa(i)/∈ncpath(k)}
{lcp− l(ncpath(k))},
d(pa(i))− cd(pa(i)), sft(q)− duedate}.
(3.9)
maxc: current maximum possible crashing (maxc =
min(u(i) : ∀i)
The compression of the critical path(s) length should
Algorithm 2 Crashing Algorithm
Input:
the activities’ scheduled finish time sft;
the critical and non-critical paths (cpath and ncpath)
and their corresponding lengths (lcp and l(ncpath));
the project due date (duedate);
Output:
new planned start and finish times after updating the
project network and the project finish time (Cmax)
that is as close as possible to duedate;
begin
1: while sft(q) > duedate do
2: for all critical paths cpath(i) do
3: find pa(i) and compute u(i).
4: end for
5: maxc = min(u).
6: Reduce the duration of all selected pa(i) (do
crashing) (d(pa(i)) = d(pa(i))−maxc).
7: Update the network.
8: Recompute the critical paths.
9: end while
end
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always be done in the light of the length of the non-
critical path(s) (see the first part of Equation (3.9)).
In each step, after updating the paths’ length, we re-
compute the critical paths and continue to reach the
due date.
3.1.4. Integrated algorithm
Now, integrating the FLM, the SM and the CM,
we present a methodology for dynamically control-
ling a project. To do this, initially we employ the
FLM to determine the current control points. Note
that, before applying the FLM, we should determine
the potential control points x1, x2, ..., xm and com-
pute their associated weights (W1, ...,Wm). We then
simulate the advancement of the project for the in-
terval [0, cp1] in order to predict the deviations. If
no deviations are observed, we go to the next inter-
val and simulate the advancement of the project for
[cp1, cp2], otherwise we apply the CM to adjust the
deviations. Hence the project network is updated.
Now, the FLM is applied to the updated network and
the whole process is repeated. An overview of this
methodology is illustrated in Algorithm 3.
To demonstrate the validity of the proposed integrated
algorithm, we compare its performance to the perfor-
mances of two alternative methods that we have de-
veloped specifically for this purpose. These two meth-
ods that are called all point control (APC) and sim-
ulated annealing (SA) [15] are described in the next
section. The only difference in these three methods is
the way of determining the control points. In the rest
of the paper we refer to them briefly as FLM, APC
and SA. By the FLM, we mean the whole process
containing: determining the control points, simula-
tion (SM) and compression (CM).
3.2. Alternative approaches
3.2.1. All point control (APC)
By all point control we mean controlling the project
progress at each and every potential control point.
Therefore, we initially determine the potential con-
trol points x1, x2, ..., xm. Remember that these are
time points during the project’s duration at which at
least one activity ends its execution according to the
baseline schedule. Now there are m control points
cp1 = x1, cp2 = x2, ..., cpm = xm. Next we use the
SM and the CM to predict the possible deviations
and to bring the project back on track, respectively.
Algorithm 3 Integrated Algorithm
Input:
the existing points x1, x2, ..., xm;
the weights Wi for i = 1, 2, ...,m ;
the number of control points (n);
the baseline schedule.
Output:
the project finish time that is as close as possible to
duedate;
begin
1: cp0 ← 0, startpoint← 1.
2: changelabel = 0 (this is a binary variable which
is used in the algorithm as follows:
if changelabel = 0 no need to recompute the tim-
ing of control points,
if changelabel = 1 the timing of control points
need updating).
3: while startpoint < m do
4: p← 1.
5: construct the FLM and solve it to obtain con-
trol points cp1, ..., cpn.
6: while p ≤ n & changelabel = 0 do
7: SM[cpp−1, cpp].
8: adjust the deviations as best as possible (us-
ing the CM).
9: update the network.
10: if the weights or existing points or their num-
ber are changed then
11: startpoint ← argp(cpp) (argp(cpp) is the
value of p for which cpp is the p
th control
point).
12: changelabel = 1.
13: n = n− 1.
14: else
15: p← p+ 1
16: end if
17: end while
18: end while
end
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3.2.2. Simulated annealing (SA)
Annealing is a thermal process in which a melt,
initially at high temperature and disordered, is slowly
cooled to make it reach a state of low energy. Simu-
lated annealing is an analogous method for optimiza-
tion. It is one of the local neighborhood search meth-
ods that allow ’uphill moves’ [15]. In other words, at
high temperature, search is more likely to be random,
thereby allowing worsening steps. However, there has
to be some restriction on accepting such moves, oth-
erwise the procedure would tend to search the whole
solution space. Note that, as the process approaches
zero temperature, the search takes the form of a pure
greedy descent. The randomness helps the process to
jump out of local minima. In this paper, we use a
simple form of annealing to determine the timing of
the project control points. The solution space of the
simulated annealing consists of every n points among
all the potential control points. To represent solution
S, let X = {x1, x2, ..., xm} be the set of potential con-
trol points. Assuming that there are n control points,
then S is a subset ofX such that |S| = n. To build the
initial solution, we use the nearly equal interval (NEI)
strategy, i.e. we select the control points from among
the potential control points such that the distance
between any two control points is as close as possi-
ble to [xm/n] (where xm is the last potential control
point and n is the number of control points). For in-
stance, if the number of control points is 5 and there
are 11 potential control points at time instances 2, 5,
6, 8, 13, 15, 16, 20, 24, 31 and 32, then the control
points are set at 6, 13, 20, 24 and 32. The objec-
tive function here is the project’s finish time after
executing the control process in the selected control
points (i.e. making necessary adjustments at control
points, the objective is to obtain a completion time
for the project that is as near as possible to the base-
line schedules completion time).
To create a neighborhood s′ of a solution s, we gen-
erate a random number r in [1, n]; then we substi-
tute the rth element of s by the right or the left
point. Algorithm 4 explains this method in more de-
tail. Inferior solutions are accepted with the proba-
bility exp(−δ/T ) (δ is the increase in the objective
function and T is a non-negative real-valued temper-
ature parameter of the SA). In the SA, if the final
solution is to be independent of the starting solution,
the initial temperature T must be ’hot’ enough to al-
low an almost free exchange of neighbouring solutions
[15]. To set the SA parameters for the acceptance of
50% uphill moves, we initially solved all the instances
of our experimental data set (see Section 4) with SA.
The maximum variance observed in the SA solutions
is around 7. Hence, the initial temperature is calcu-
lated as follows:
exp(−7/T ) = 0.5→ T = −7/ ln(0.5) = 10.098.
So we start with T = 10 as the initial temperature.
For the annealing schedule, we use a geometric cool-
ing function, α(T ) = aT , where a < 1. Experience
shows that relatively high values of a perform best
and most reported successes in the literature use val-
ues between 0.8 and 0.99 [15]. Here, we use a = 0.85
and we reduce the temperature after every 5 iterations
(k2 = 5). The stopping condition is dependent on the
number of solutions that are generated. Using this
stopping condition, we studied the effect of param-
eters a and k2 on the quality of the solutions. Our
analysis showed a negligible effect. The only factor
that seems to have some effects on the final solution
is the number of generated solutions (k1). We ana-
lyzed the effect of the number of generated solutions
k1 on the quality of the solutions in more detail. Our
analysis is given in Subsection 4.2.1.
4. Computational experiments
In this section, we elaborate on the validation and
performance of the FLM.
4.1. Validation of the FLM
To show the validity of the FLM and to evalu-
ate its performance we compare its results with the
results of the APC and the SA procedures. The con-
sistency of the FLM results with those of the APC
and the SA demonstrates that the FLM is an accept-
able and valid control procedure. Moreover, due to
the flexibility of the FLM in such aspects as the defi-
nition of the potential control points and the weights
assigned to the activities as well as the potential con-
trol points makes it suitable for different projects with
any type of workloads (front-loaded, end-loaded, etc).
11
Algorithm 4 Simulated Annealing Algorithm
Input:
the existing points (potential control points)
x1, x2, ..., xm;
the initial solution s0 = equal intervals =
{cp1, ..., cpn};
the number of control points (n);
Output:
project finish time;
begin
1: cp0 ← 0, T ← 10, k1 = k2 = 0
2: sbest = s0
3: p← 1
4: while p ≤ n do
5: SM[cpp−1, cpp]
6: adjust the deviations as best as possible (using
the CM)
7: update the network
8: p← p+ 1
9: end while
10: f0 = Cmax (Cmax is the project finish time after
executing loop 4-9).
11: fbest = f0
12: while k1 <= 100 do
13: k1 ← k1 + 1
14: k2 ← k2 + 1
15: s1 ← a new neighbourhood of s0
16: p← 1
17: while p ≤ n do
18: SM[cpp−1, cpp]
19: adjust the deviations as best as possible (us-
ing the CM)
20: update the network
21: p← p+ 1
22: end while
23: f1 = Cmax (Cmax is the project finish time after
executing loop 17-22).
24: if f1 < f0 then
25: s0 = s1
26: f0 = f1
27: else
28: if exp((f0 − f1)/T ) > rand() then
29: s0 = s1
30: f0 = f1
31: end if
32: end if
33: if f1 < fbest then
34: fbest = f1
35: sbest = s1
36: end if
37: if k2 >= 5 then
38: T = 0.85 ∗ T
39: k2 = 0
40: end if
41: end while
end
The benchmarks that are used for computational ex-
periments are 48 instances from each of the well-known
J30, J60, J90 and J120 sets of PSPLIB (J301 5, J302 5,
..., J3048 5, J601 5, J602 5, ..., J6048 5, J901 5, J902 5,
..., J9048 5, J1201 5, J1202 5, ..., J12048 5) [8].
The FLM, the APC and the SA have been coded in
Matlab 2012 and the results have been obtained on
a personal computer equipped with an Intel r Core
(TM) Duo CPU T2450 2.00 GHZ processor. Within
the FLM, we utilize Cplex 12.3. All the statistical
analysis has been performed using SPSS.
In this work, to obtain the activities’ actual dura-
tions, we generate a symmetric triangular distribution
in which the expected duration is equal to the deter-
ministic PSPLIB activity duration and the left/right
extensions are equal to 50% or 25% of the expected
duration. In this way the possible late or early com-
pletion of activities occurs fairly equally. We name
these two cases as Case 1 (left/right extension=50%
of the expected duration) and Case 2 (left/right ex-
tension=25% of the expected duration). These two
cases are used to have different possibilities for delays
in the activities’ durations. We set the shortest possi-
ble duration of each activity equal to the lowest value
of its distribution.
Since at present we do not consider any limitation on
the availability of resources, we use the earliest start
time schedule as the baseline schedule.
Using a Student’s t-distribution, we determine the ap-
propriate number of simulation replications. For more
details see Appendix B. After determining the appro-
priate number of simulation replications, we run the
FLM and compute the relative delays in the projects’
completions. Figures 1 and 2 display the mean rela-
tive delays in the projects’ completions with respect
to the number of control points used. With reference
to Figure 1 and Figure 2, the appropriate numbers of
control points (n) for our data sets are evident (re-
garding each data set, the corresponding curve stead-
ies after a particular number of control points, i.e.
no more improvement in the relative delays is ob-
served when the number of controls are continued
to be increased). For instance, for data set J60 no
more improvement in the relative delays is observed
by increasing the number of control points beyond 10
control points. Therefore, 10 is selected as the num-
12
ber of control points for the data set J60. Regarding
the SA, we use the same number of control points
for each instance of each data set. These values are
shown in Table 2.
To compare the results obtained by the NEI (the
Figure 1: Effect of the number of control points on the relative
delay for the FLM (Case 1)
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The FLM, the APC and the SA are coded in Matlab
2012 and the results have been obtained on a personal
computer equipped with an Intel r Core (TM) Duo
CPU T2450 2.00 GHZ processor. Within the FLM,
we utilize Cplex 12.3.
In this work, to obtain the activities’ actual dura-
tions, we generate a symmetric triangular distribution
in which the expected duration is equal to the deter-
ministic PSPLIB activity duration and the left/right
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distribution.
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the availability of resources, we use the earliest start
time schedule as the baseline schedule.
Using a Student’s t-test, we determine the appropri-
ate number of simulation replications. For more de-
tails see Appendix B. After determining the appro-
priate number of simulation replications, we run the
FLM and compute the relative delays in the projects’
completions. Figures 1 and 2 display the mean rela-
tive delays in the projects’ completions with respect
to the number of control points used. With reference
to Figure 1 and Figure 2, the appropriate numbers of
control points (n) for our data sets are evident (re-
garding each data set, the corresponding curve stead-
ies after a particular number of control points, i.e.
no more improvement in the relative delays is ob-
served when the number of controls are continued
to be increased). For instance, for data set J60 no
more improvement in the relative delays is observed
by increasing the number of control points beyond 10
control points. Therefore, 10 is selected as the num-
ber of control points for the data set J60. Regarding
the SA, we use the same number of control points
for each instance of each data set. These values are
shown in Table 2.
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Table 2: Appropriate number of control points for different sets
Number of control points (n)
Data set Case 1 Case 2
J30 7 7
J60 10 10
J90 10 12
J120 15 15
To compare the results obtained by the NEI (the
initial solution for the SA), the SA, the FLM and
the APC we compute the mean of the relative delay
percentage of 48 instances from each data set. By rel-
ative delay we mean:
(actual project finish time-due date)/due date*100.
Actually, we use the percentage of relative delays as
a quality metric to reflect the relation between the
magnitude of the delay and the project’s duration. It
is obvious that 1 unit delay for a project with a du-
ration of 100 time units is not as important as the
same delay for a project that has a duration of 5 time
units.
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Table 2: Appropriate number of control points for different sets
Set
Number of control points (n)
Case 1 Case 2
J30 7 7
J60 10 10
J90 10 12
J120 15 15
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The results for the sets J30, J60, J90 and J120
Figure 2: Effect of the number of control points on the relative
delay for the FLM (Case 2)
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These results for the sets J30, J60, J90 and J120 are
shown in Tables 3 and 4. We compare the results ob-
tained by the FLM with the results of the SA and the
APC to demonstrate the validity of the FLM. As the
SA searches a much larger number of solutions and
the APC controls the project’s progress at each and
every existing control point, provided that the FLM
results are not considerably different from those of
the SA and the APC, it is indeed a demonstration
of the validity of the FLM. For instance, with refer-
ence to Table 3, the performance of the FLM (when
it determines the timing of control points and after
adjusting the possible deviations) is compared to the
performances of the SA and the APC. As it can be
seen, the means of the relative delay percentages with
respect to the FLM, the SA and the APC are not
meaningfully different (consider the means of the rel-
ative delay percentages obtained for the data set J120
using the FLM, the SA and the APC which are 0.25,
0.26 and 0.24, respectively).
Looking at the results in Tables 3 and 4, it can be
seen that the relative delay in case 2 is less than the
relative delay in case 1 for all instances. This is in
line with the expectation, as the probability disrup-
tions (delays) in case 1 is higher than in case 2. By
choosing some instances from all of the four sets J30,
J60, J90 and J120, we try to show the validity of
Table 3: The percentage of relative delay (Case 1)
J30 J60 J90 J120
NEI 1.06 0.74 0.89 0.43
SA 0.64 0.54 0.50 0.26
FLM 0.52 0.44 0.40 0.25
APC 0.46 0.37 0.38 0.24
Table 4: The percentage of relative delay (Case 2)
J30 J60 J90 J120
NEI 0.52 0.31 0.44 0.18
SA 0.37 0.24 0.35 0.15
FLM 0.31 0.21 0.31 0.13
APC 0.31 0.20 0.27 0.13
FLM in different types of projects with different num-
bers of activities. For the sake of brevity, we do not
present the complete corresponding results in this pa-
per. However, the complete results are available on
line [21].
In the next two subsections, we elaborate on the com-
putational performance of the SA, the FLM and the
CM.
4.2. Computational performance of the SA and the
FLM
In Algorithm 4, the stopping condition is based
on the number of neighbors that are generated. We
changed the number of generated solutions (k1) and
considered the effect of this on the quality of the SA
solutions. Figure 3 shows the results for case 1.
Almost all the successful applications of the SA re-
ported in the literature, state that the best parame-
ters are determined after much experimentation [15].
A detailed exposition of this aspect of the SA is be-
yond the scope of this paper. However, as expected,
with reference to Figure 3, it can be observed that the
relative delays decreases (albeit with different rates of
improvement) as the numbers of iterations increases.
The FLM has less computational burden than the SA,
because the number of vectors of solutions that the
SA generates is much higher than the FLM. The CPU
times with respect to the results of Figure 3 are pre-
sented in Figure 4. The rate of increase in the CPU
times is considerably higher than the rate of improve-
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Table 3: The percentage of relative delay (Case 1)
Approach J30 J60 J90 J120
NEI 1.06 0.74 0.89 0.43
SA 0.64 0.54 0.50 0.26
FLM 0.52 0.44 0.40 0.25
APC 0.46 0.37 0.38 0.24
are shown in Tables 3 and 4. We compare the re-
sults obtained by the FLM with the results of the
SA and the APC to demonstrate the validity of the
FLM. The independent sample t-test with α = 0.05
is used to compare the obtained means and to inves-
tigate what is the difference between the FLM and
alternative approaches. The p-values of these com-
parisons are shown in Table 5. As the SA searches a
much larger number of solutions and the APC con-
trols the project’s progress at each and every existing
control point, provided that the FLM results are not
Table 4: The percentage of relative delay (Case 2)
Approach J30 J60 J90 J120
NEI 0.52 0.31 0.44 0.18
SA 0.37 0.24 0.35 0.15
FLM 0.31 0.21 0.31 0.13
APC 0.31 0.20 0.27 0.13
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significantly different from those of the SA and the
APC, it is indeed a demonstration of the validity of
the FLM. For instance, with reference to Table 5, the
performance of the FLM (when it determines the tim-
ing of control points and after adjusting the possible
deviations) is compared to the performances of the
SA and the APC. As it can be seen, the means of the
relative delay percentages with respect to the FLM,
the SA and the APC are not significantly different
(for example, consider the p-values for the data set
J30 in Case 1, when the FLM is compared with the
SA (p-value=0.125) and when it is compared with the
APC (p-value=0.436)).
Looking at the results in Tables 3 and 4, it can be
seen that the relative delay in Case 2 is less than
the relative delay in Case 1 for all instances. This is
in line with the expectation, as the probability dis-
ruptions (delays) in Case 1 is higher than in Case 2.
Random instances from the data sets J30, J60, J90
and J120 are tested to demonstrate the effectiveness
of the FLM in controlling different types of projects
having various number of activities. For the sake of
brevity, we do not present the complete corresponding
results in this paper. However, the complete results
are available on line [21].
4.2. Performance of the FLM
4.2.1. The FLM versus the SA
In the SA (Algorithm 4), the stopping condition
is based on the number of neighbors that are gener-
ated. In almost all the successful applications of the
SA, reported in the literature, the best parameters
are determined after much experimentation [15]. Ac-
cordingly, the number of generated solutions (k1) are
varied in order to study its effect on the quality of the
SA solutions. Figure 3 shows the results for Case 1.
A detailed exposition of this aspect of the SA is be-
yond the scope of this paper. However, as expected,
with reference to Figure 3, it can be observed that the
relative delays decrease (albeit with different rates of
improvement) as the numbers of iterations increases.
The FLM has less computational burden than the SA,
because the number of vectors of solutions that the
SA generates is much higher than the FLM. The CPU
Table 6: The computational times for the FLM and the SA
Set
Computational time (sec)
Case 1 Case 2
FLM SA FLM SA
J30 31.85 1705.30 29.16 2169.3
J60 128.69 6956.10 69.26 4614.3
J90 300.00 16126.5 265.69 11071.7
J120 566.18 12235.8 534.37 17556
times with respect to the results of Figure 3 are pre-
sented in Figure 4. The rate of increase in the CPU
times is considerably higher than the rate of improve-
ment in the quality of solutions as a function of the
number of generated solutions. Moreover, as is ev-
ident from Tables 3 and 4, the quality of the FLM
solutions is very close to the results obtained by the
APC. However, this is achieved with less computa-
tional time.
Table 6 displays the computational times for the FLM
and the SA. The SA consumes more CPU time than
the FLM. For instance, for Case 1 and with respect
to the J120 data set, the SA needs nearly 22 times
more CPU time than the FLM. However, for Case 2,
the SA needs nearly 33 times more CPU time than
the FLM.
Figure 3: Effect of the number of SA iterations on the relative
delay (Case 1)
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4.3. CM performance
In the FLM, the SA and the APC, and at each
control point, Algorithm 2 is used to adjust the sched-
ule, should the need arise. To demonstrate the effec-
Figure 4: Computational times for the results of Figure 3
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tive role of the CM in our proposed methodology, all
the test instances of Section 4.1 are run again, this
time without the use of the CM. The corresponding
results are reported in Table 7. With reference to Ta-
ble 7 and comparing its results with those of Tables 3
and 4, as expected, using the CM reduces the relative
delay dramatically. For example, the average of the
relative delay for instances in J30 in Table 3 after ap-
plying Algorithm 2 for reacting about the simulated
delays is 0.52 and the corresponding value in Table
7 is 4.12, i.e., we could reduce the relative delay by
87.38%.
5. Conclusions and suggestions for future re-
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Table 5: SPSS results for comparison of the FLM with the SA and the APC
Approach
p-value
Case 1 Case 2
J30 J60 J90 J120 J30 J60 J90 J120
SA 0.125 0.200 0.339 0.887 0.399 0.567 0.693 0.494
APC 0.436 0.414 0.842 0.879 0.952 0.856 0.714 0.964
Figure 4: Computational times for the results of Figure 3
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tive role of the CM in our proposed methodology, all
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time without the use of the CM. The corresponding
results are reported in Table 7. With reference to Ta-
ble 7 and comparing its results with those of Tables 3
and 4, as expected, using the CM reduces the relative
delay dramatically. For example, the average of the
relative delay for instances in J30 in Table 3 after ap-
plying Algorithm 2 for reacting about the simulated
delays is 0.52 and the corresponding value in Table
7 is 4.12, i.e., we could reduce the relative delay by
87.38%.
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4.2.2. The FLM versus the APC
No e that in the FLM, the project is controlled at
only a fraction of th potential control p ints, whereas
in the APC the project is controlled at each po ential
control point. Table 7 hows the frac i n of the poten-
tial control points that are used as control poin s in
each data se . Conside ing that the process of c ntrol-
ling a project is co ly, the results of Table 7 d mon-
strate the superiority of the FLM when compared to
the APC results.
Table 7: Number of potential control points (pc points) con-
sidered by the FLM under Case 1 and Case 2
Set
No. of Considered no. Considered %
pc points of pc points of pc points
Case 1 Case 2 Case 1 Case 2
J30 24 7 7 29 29
J60 41 10 10 24.5 24.5
J90 56 10 12 17.9 21.4
J120 64 15 15 23.4 23.4
4.2.3. The FLM versus the Raz and Erel approach
To the best of our knowledge, among those articles
that are concerned with the determination of the tim-
ing of control points, Raz and ERel [14] utilize an an-
alytical approach, namely dynamic programming to
determine the timing of project control points under
a static view (see Section 2). Their approach is based
on maximizing the amount of information generated
by the control points, which depends on the inten-
sity of the activities, carried out since the last control
point and on the time elapsed since their execution.
The optimization problem is solved with a dynamic
programming approach. They introduce two aspects
that determine the amount of information generated
by a control point: the activity intensity and the re-
porting delay [14]. In our approach, we use a different
analytical model, namely a facility location model, to
determine the timing of control points. It is interest-
ing to compare the quality of the timing of control
points obtained by these methods on the basis of rel-
ative delays. For so doing, we consider the reporting
delay parameter (p) equal to 0.25, because according
to the presented results in their paper, they obtained
the best results when p=0.25. Raz and Erel explain
in their paper that ”the activity intensity can be any
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measure that is used to define the project plan and
in most cases changes according to time”, so, to im-
plement their method, we consider the activity inten-
sity function a(t) as follows (the idea is taken from
De Falco and Macchiaroli [3]): Recall that m is the
number of existing points (potential control points
according to our definition); let NAt (t = 1, 2, ...,m)
denote the number of activities that finish at point t
according to the baseline schedule. To compute NAt
let:
atj =
{
1 if t− 1 < sft(j) <= t
0 otherwise
where sft(j) is the scheduled finish time of activity
j. Now we define:
NAt =
N∑
j=1
atj (4.1)
and
TF t =
N∑
j=1
atj .fj (4.2)
where fj is the total float of activity j and N is the
number of project activities. Now we consider a(t) as
follows:
a(t) = k
NAt
(
√
TF t + 1)
(4.3)
Constant k is defined such that:
m∑
t=1
k
NAt
(
√
TF t + 1)
= 100 (4.4)
so,
a(t) = 100(
m∑
h=1
NAh
(
√
TFh + 1)
)
−1
.
NAt
(
√
TF t + 1)
(4.5)
Now having determined the intensity function a(t),
we can proceed to implement Raz and Erel’s method,
i.e. finding the timing of the n control points by dy-
namic programming. Note that, in the FLM, we take
a(t) to be the weight assigned to point t. Given the
Table 8: Comparison of the Raz and Erel’s method with the
FLM (Case 1)
Approach J30 J60 J90 J120
Raz and Erel 0.83 0.75 0.81 0.50
FLM 0.48 0.41 0.45 0.24
p-value 0.000 0.000 0.004 0.006
two sets of the timings of control points obtained by
the Raz and Erel’s method and also by our method,
and projecting possible disturbances via simulation
and utilizing the CM for the possible adjustment of
deviations, which set of timing leads to the project
completion with the smallest percentage of relative
delays? One more point to notice is that since Raz
and Erel’s method is static (the n control points are
determined prior to the execution of the project) we
ran the FLM in a static mode. We applied Raz and
Erel’s method on our data sets (48 instances from
each of the J30, J60, J90 and J120 sets). The num-
ber of control points for each set is the same as in
section 4.1. The results of this comparison for Case
1 are shown in Table 8. The second row of this table
contains the mean of the percentage of relative de-
lays in all data sets J30, J60, J90 and J120 when the
control process is done in the control points that are
obtained by Raz and Erel’s method. The third row
contains these results when the control process is done
in the control points that are obtained by the FLM.
The results for each data set have been compared by
SPSS and the p-values are reported in the fourth row
of Table 8. It shows that the FLM performs signifi-
cantly better than Raz and Erel’s method.
4.3. The CM performance
In the FLM, the SA, the APC and the Raz and
Erel’s method, and at each control point, Algorithm 2
is used to adjust the schedule, should the need arise.
To demonstrate the effective role of the CM in our
proposed methodology, all the test instances of Sec-
tion 4.1 are run again, this time without the use of
the CM. The corresponding results are reported in
Table 9. With reference to Table 9 and comparing its
results with those of Tables 3, 4 and 8, as expected,
using the CM reduces the relative delay dramatically.
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Table 10: Comparison of the presented CM and the classical crashing model (case 1)
Set
Percentage of the relative delay
J30 J60 J90 J120
FLM1 0.52 0.44 0.40 0.25
FLM2 0.87 0.71 0.84 0.46
Raz1 0.83 0.75 0.81 0.50
Raz2 1.08 1.01 1.10 0.66
p-value (FLM1 & FLM2) 0.000 0.004 0.000 0.003
p-value (Raz1 & Raz2) 0.004 0.025 0.031 0.125
p-value (FLM2 & Raz2) 0.030 0.011 0.050 0.031
For example, the average of the relative delay for in-
stances in J30 in Table 3 after applying Algorithm 2
for reacting about the simulated delays is 0.52 and
the corresponding value in Table 9 is 4.12, i.e., we
could reduce the relative delay by 87.38%.
Another issue deserving further analysis is the strat-
Table 9: The percentage of the relative delay without using the
CM
Set
Percentage of the relative delay
Case 1 Case 2
J30 4.12 2.05
J60 4.06 1.85
J90 3.67 1.84
J120 3.49 1.67
egy used in our implementation of the crashing model
in selecting activities for crashing. In contrast to
the classical time/cost trade-off problem, which se-
lects activities for crashing based on their cost slopes,
our proposed model selects activities based on their
time distance to the current control point. In fact, an
activity that: (1) has a scheduled start time greater
than or equal to the current control point; (2) can still
be crashed and (3) has a start time as near as possi-
ble to the present control point is selected (see Sec-
tion 3.1.3). To compare our proposed CM with the
classical crashing models, we have implemented the
control process with a crashing model that is based
on the activities’ cost slope. The experimental results
regarding the effectiveness of this strategy are listed
in Table 10. We used the same benchmarks as in
Section 4.1 for the experiments. However, the addi-
tional required data items, such as the activity normal
and crashing costs, are generated randomly using uni-
form distributions. Four approaches are tested, the
FLM where its CM is based on the proposed strategy
(FLM1) (the same as in Table 3), the FLM where its
CM is based on the cost slopes of the activities (a
classical crashing model/FLM2), the Raz and Erel’s
method where its CM is based on the proposed strat-
egy (Raz1) (the same as in Table 8) and finally the
Raz and Erel method where its CM is based on the
cost slopes of the activities (Raz2). In addition, we
focused our attention on Case 1, where the probabil-
ity of disruption is higher.
As we expected, the proposed CM produces less rel-
ative delay when applied as an adjusting tool to re-
pair the disrupted schedule. For instance, for the J30,
the FLM1 yields approximately 40%, 37% and 52%
less relative delay when compared to the FLM2, Raz1
and Raz2 methods, respectively. Considering the p-
values, the significant difference between the methods
performance is evident. To control projects with lim-
ited control budgets, one may be motivated to apply
the crashing model where the criterion for selecting
activities for crashing is their cost slopes. Table 10
shows that under this crashing strategy,the FLM per-
forms better than the Raz and Erel’s method. How-
ever, under limited control budget, a trade-off be-
tween the two crashing strategies should be made
within the context of each project. This is investi-
gated in the future work.
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5. Conclusions and suggestions for future re-
search
In this paper, we presented a dynamic control ap-
proach in which we used an adapted facility loca-
tion model coupled with a computer simulation model
and a project crashing model to dynamically deter-
mine the timing of control points in a project life cy-
cle. We demonstrated the validity of our proposed
method by comparing its results with the results ob-
tained by two other algorithms that we designed for
this purpose, namely all point control and simulated
annealing. The analysis of the results regarding the
performance of the FLM revealed its effectiveness for
controlling the progress of different projects. It was
shown that the FLM can dynamically control the
standard PSPLIB instances when they are subjected
to some random disruptions, and can complete them
as near as possible to their original completion times.
It was also shown that the FLM is flexible enough to
determine the timing of control points using weight
functions that define the important sections of any
project. We also compared the performance of our
method with that of another approach that utilizes
an analytical method to determine the timing of the
control points. The analysis of the results showed
that our method yields a better timing of the control
points which eventually leads to the disrupted project
being completed with less delays.
Research on dynamic project control can take a num-
ber of directions in the future. For instance, scarce
resources can be considered in the generation of the
baseline schedule as well as its adjustments during
the control process. In addition, as it is possible that
at times the compression of activities is not sufficient
to compensate for the projects delays, the implemen-
tation of proactive scheduling strategies such as the
employment of different buffers can also be studied.
Finally the trade-off between the projects delay penal-
ties and the project control can also be studied.
Appendix A. Effect of the weight function on
the timing of the control points
Consider the project that is shown in Figure 5.
This is an activity on node network and the num-
bers in each node, from left to right, represent the
activity’s I.D. and its expected duration, respectively.
Each activity duration is sampled from a symmetric
triangular distribution in which the mean is equal to
the expected duration and the left/right extensions
are equal to 50% of the expected duration. The ac-
tivity weights (ωi) are shown above each node. Af-
ter forward pass computations, the potential control
points for this project are time points 1, 6, 7, 14,
20, 21, 22 and the corresponding ajs ((3.4)) are 1, 1,
0.5333, 0.5333, 0, 0, 0. If we use the weight function
(3.2), the associated weights are 4.0156, 4.25, 4.2667,
6.6667, 0, 0, 0. After solving the FLM for 3 control
points, the actual control points would be the time
points 7, 14 and 22, resulting in a relative delay of
0.0193. As explained in section 3.1.1, the considered
factors for determining the point weights in (3.2) are
the activity weights as defined in (3.1) and the pos-
sible amount of compression from time instance j to
the end of the project. Now suppose that we con-
sider the latter one (possible amount of compression)
as the only factor for defining the point weights, i.e.
the weight function is changed and (3.3) is used to
determine the weights of the potential control points.
In this case, the associated weights are 3.75, 3.75, 2,
2, 0, 0, 0 and the actual control points in the first step
would be the time points 1, 7 and 22, resulting in a
relative delay of 0.0251. Note that 23.11% improve-
ment is achieved when weight function (3.2) is used
instead of weight function (3.3).
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Figure 5: Project example
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Appendix B. Determining the number of sim-
ulation replications
In order to determine the number of simulation
replications, we used a Student’s t-distribution. We
initially ran an experiment with nrep0 = 30 repli-
cations and determined tnrep0−1,1−α/2 and observed
S2j (nrep0) for each problem j in each set (J30, J60,
J90, J120) and then determined
S2(nrep0) = maxjS
2
j (nrep0)
Setting the target halfwidth h = 0.5 (suppose that we
want our estimate of µ (mean) to be within 0.5 units
of the true value), we obtain:
halfwidth h ' tnrep0−1,1−α/2
√
S2(nrep0)
nrep
By solving it for nrep, we will have:
nrep = t2nrep0−1,1−α/2
S2(nrep0)
h2
so, for the data set J30, when there are 5 control
points and α = 0.05, 115 replications are required
in Case 1. Similarly, with respect to the other sets,
namely J60, J90 and J120, and for n=2, 3, 5, 7, 10, 12,
15 the number of required replications are obtained.
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