Abstract PLS (Partial Least Squares regression) is introduced into an automatic estimation of fundamental stellar spectral parameters. It extracts the most correlative spectral component to the parameters (T eff , log g and [Fe/H]), and sets up a linear regression function from spectra to the corresponding parameters. Considering the properties of stellar spectra and the PLS algorithm, we present a piecewise PLS regression method for estimation of stellar parameters, which is composed of one PLS model for T eff , and seven PLS models for log g and [Fe/H] estimation. Its performance is investigated by large experiments on flux calibrated spectra and continuum normalized spectra at different signal-to-noise ratios (SNRs) and resolutions. The results show that the piecewise PLS method is robust for spectra at the medium resolution of 0.23 nm. For low resolution 0.5 nm and 1 nm spectra, it achieves competitive results at higher SNR. Experiments using ELODIE spectra of 0.23 nm resolution illustrate that our piecewise PLS models trained with MILES spectra are efficient for O ∼ G stars: for flux calibrated spectra, the systematic offsets are 3.8%, 0.14 dex, and -0.09 dex for T eff , log g and [Fe/H], with error scatters of 5.2%, 0.44 dex and 0.38 dex, respectively; for continuum normalized spectra, the systematic offsets are 3.8%, 0.12 dex, and -0.13 dex for T eff , log g and [Fe/H], with error scatters of 5.2%, 0.49 dex and 0.41 dex, respectively. The PLS method is rapid, easy to use and does not rely as strongly on the tightness of a parameter grid of templates to reach high precision as Artificial Neural Networks or minimum distance methods do.
INTRODUCTION
The development of modern telescopes, such as SDSS, LAMOST, etc. gives researchers the opportunity to study large scale kinematic and chemical structure of the Galaxy by using great amounts of stellar spectra. Using these spectra, researchers can derive fundamental physical parameters: the effective temperature (T eff ), gravity (log g) and metallicity ([Fe/H]), which are some of the most interesting properties of a star. For medium and low resolution spectra obtained by modern telescopic surveys, it is necessary to develop automatic spectral analysis technologies to obtain the parameters of stellar spectra from the data. At present, researchers have applied PCA (Principal Component Analysis), ANNs (Artificial Neural Networks), and other data analysis technologies to stellar spectral analysis.
The existing automated stellar spectral parameter measurement methods could be grouped into two kinds: MDM (minimum distance methods) and ANN methods. MDM firstly constructs a spectral template library in which their parameters have been identified accurately by traditional physical measurements. A spectrum to be estimated is then compared with each of the templates while a function is defined to describe the similarity between the estimated spectrum and the templates. Parameters of the template with the highest similarity are then assigned to the estimated spectrum. The k-nearest neighbor algorithm, weighted average algorithm, χ 2 technique and template matching method are variations of the MDM algorithm. The representative research is the ELODIE online stellar parameters estimation system by Katz et al. (1998) and . They constructed a stellar spectral template library composed of 211 F -K type stellar spectral templates with a resolution of 0.1Å. With SNR = 100 data, the precision reached values of: T eff : 86 K, log g: 0.28 dex, [Fe/H]: 0.16 dex; and with SNR = 10 data, T eff : 102 K, log g: 0.29 dex, [Fe/H]: 0.17 dex. Fuentes & Gulati (2001) presented a distance-weightednearest-neighbor algorithm, and the input data included spectra and spectral indices. Recio-Blanco et al. (2006) designed the MATISSE algorithm to automatically derive the parameters and chemical abundances for the Gaia/RVS survey, with a library of synthetic spectra as the templates. An object's spectral parameters are linear combinations of the parameters of the most correlated template spectra. This algorithm is essentially a locally weighted average algorithm. Prieto (2003) performed MDM to determine stellar atmospheric parameters on R 5000 resolution spectra of A -K stars. To find the best fit with a template spectrum, he used a genetic algorithm when implementing MDM. Bonifacio & Caffau (2003) applied the χ 2 method to automatically determine the [Fe/H] of R = 15 000 spectra for the giants in the Sagittarius dwarf spheroidal galaxy.
The other popularly applied algorithm is ANNs. It is a non-linear regression algorithm. We have little knowledge of the mapping process performed by ANNs between a spectrum and its estimated parameters, because an ANN is a black-box which cannot provide any information about the mapping relationship. ANNs for estimating stellar parameters has a shortcoming: the structure of an ANN (the number of layers, the parameters of mapping function, etc.) is often variable and is determined by experience and convention. Usually, the more sophisticated the ANN structure, the longer the training time for the ANN. Many researchers designed different ANNs to estimate stellar spectral parameters. Snider et al. (2001) explored a back-propagation ANN for the estimation of atmospheric parameters for Galactic F-and G-type stars. The ANN is fed with medium-resolution spectra (∆λ = 1 -2Å) and the accuracy of σ(T eff ) = 135 -150 K over the range 4250 ≤ T eff ≤ 6500 K, σ(log g) = 0.25 -0.30 dex over the range 1.0 ≤ log g ≤ 5.0 dex, and σ( [Fe/H] ) = 0.15 -0.20 dex over the range −4.0 ≤ [Fe/H] ≤ 0.3 dex. Bailer-Jones (2000) developed a parameterization system based on a feedforward multilayer perceptron ANN with two hidden layers. It was shown to provide accurate three-dimensional physical parameterization of synthetic Kurucz model stellar spectra. Willemsen et al. (2005) employed a feedforward ANN, trained on synthetic spectra in a 1800Å region around 4700Å (R 1500 − 2400), to determine metallicities of main-sequence turn-off, subgiant and red giant stars in two globular clusters.
In this paper, PLS is introduced to the problem of estimating stellar parameters. PLS regression extracts the components from spectra that correlate with the parameters and builds up a linear regression between the spectral components and the corresponding parameters. This special property explores a new method of parameter estimation for a stellar spectrum. Considering the properties of stellar spectra, we designed a piecewise PLS method for parameterization of a stellar spectrum in this paper. Once the linear regression model is set up by PLS, for a spectrum in which the parameters need to be determined, it is only necessary to multiply it by the regression model's coefficients. We investigated the piecewise PLS with low resolution optical spectra. Section 2 introduces PLS and the framework of piecewise PLS for estimating stellar parameters; Section 3 describes the experiments and results on low resolution spectra at different SNR; Based on the experiments in Section 3, the paper gives discussion and conclusions in Section 4.
PLS REGRESSION AND PIECEWISE PLS METHOD
PLS regression is also called regression by means of projections to latent structures (PLS). It was developed between 1975 and 1982 by Herman Wold and co-workers, under the name 'partial least squares modeling in latent variables' Wang 1999) . PLS regression generalizes and combines features from principal component analysis and multiple regression. Its goal is to predict a set of dependent variables from a set of explanatory variables. This prediction is achieved by extracting a set of latent variables (correlative component) from the explanatory variables which have the best predictive power. In this way, PLS sets up the linear regression from explanatory variables to dependent variables. PLS regression is particularly useful when we need to predict a set of dependent variables from a large set of explanatory variables. A number of important papers have discussed the objective function and statistical properties of PLS. Today, it is widely used in chemometrics (i.e. computational chemistry), economic analysis and other areas of data analysis, especially in the spectral analysis domain of chemometrics. Estimation of parameters from stellar spectra is similar to many solutions of PLS application in chemometrics. In this paper, we use the PLS method to set up the linear regression function from stellar spectra to stellar fundamental parameters (T eff , log g, [Fe/H] ). Once the regression function is set up, an object's spectral parameters are estimated by just inputting the spectrum into the regression model.
Regression Model for Estimating Stellar Fundamental Parameters from the Spectrum
Consider the linear regression model:
where
, n p-dimensional explanatory variables are collected in an n × p matrix (a p-dimensional spectrum data is denoted as x, which is a column variable). The kth column of X is expressed as X .k with k = 1, · · · , p, and the ith row of X is expressed as X i.
T ∈ R n×m , n m-dimensional dependent variables are collected in an n × m matrix (the parameters of a stellar spectrum are denoted as a 3-dimensional
p×m , are the coefficients to be estimated. The kth row of β is expressed as β k.
Given samples of stellar spectra as X with the parameters as Y , the linear regression coefficients are determined by the PLS regression method. For a spectrum x, its parameters are estimated through the regression function: y * = xβ. PLS principle: PLS regression finds components from X that are also relevant for Y . Specifically, PLS regression searches for a set of components (called latent vectors) that performs a simultaneous decomposition of X and Y with the constraint that these components explain as much of the covariance between X and Y as possible. This step generalizes PCA. It is followed by a regression step where the decomposition of X is used to predict Y . For the mathematical principles of PLS regression, see Appendix. There are many algorithms for PLS regression. In our work, the NIPALS algorithm of Wold et al. is used for the estimation of stellar spectral parameters, which is given in the Appendix.
Piecewise PLS for Stellar Parameter Estimation
A stellar spectrum is composed of two components: continuum and lines. For the flux calibrated and flat field corrected spectrum, the shape of the continuum is determined by T eff , and the lines are mainly determined by the combination of T eff , log g and metallicity. Compared with T eff , it is difficult to derive precise values of log g and metallicity from low resolution spectra. In order to better separate the influence of each parameter on the spectra, we designed the piecewise PLS method to improve the log g and [Fe/H] estimation. The piecewise PLS framework is illustrated in Figure 1 : one PLS regression model for T eff , and seven PLS regression models for log g and [Fe/H] estimation, each for one of the seven types of stars. The seven types of stars cover a temperature range: O, > 25 000 K; B, 11 000-25 000 K; A, 7500-11 000 K; F, 6000-7500 K; G, 5000-6000 K; K, 3500 -5000 K; M, < 3500 K. First, the T eff is estimated, then according to the T eff , the spectrum is input into the corresponding regression model to estimate log g and [Fe/H]. In this way, PLS extracts the most variation of spectra which correlates with the variation in T eff . For each type of spectra where T eff is limited to a finite range, the resulting variation in T eff is greatly minimized because PLS extracts the components of spectra with the largest variation which correlate to the components of log g and [Fe/H]. In order to illustrate the performance of the PLS method, the next section describes its applications to the estimation of stellar atmospheric parameters (T eff , log g, [Fe/H]) on flux calibrated spectra, continuum normalized spectra and different source spectra.
APPLICATION OF PLS REGRESSION FOR STELLAR PARAMETER ESTIMATION

Application to Flux Calibrated Spectra
The piecewise PLS method was investigated using stellar spectra from the MILES library (Sánchez-Blázquez 2006) . The MILES stellar library consists of 945 spectra: wavelength: λ = 350 nm ∼ 743 nm; resolution: ∆λ = 0.23 nm. The spectra were randomly split into two groups, one set (472 spectra) for PLS model training, and the other set (473 spectra) for testing.
Parameter coverage: T eff from 3400 K to 36 000 K, log g from 0.2 to 5.86 dex and [Fe/H] from -2.8 to +0.7 dex. Data pre-processing: each spectrum was normalized to have unit standard deviation before training and testing. log 10 T eff (rather than T eff ) was used in the regression model to reduce the dynamic range of this parameter. 2 . The error of T eff is expressed as the ratio of difference to the true T eff , the error of log g is the difference between the estimated log g and the true log g, and the error of metallicity is the difference between the estimated [Fe/H] To check the stability of the piecewise PLS method, all the spectra were convolved with a Gaussian function to low resolution: from ∆λ = 0.23 nm to ∆λ = 0.5 nm and ∆λ = 1 nm, respectively. The result of the analysis is listed in Table 1 with full SNR. To test the robustness of the PLS method, additive Gaussian noise was introduced into the set of test spectra with SNR of 100, 50, and 20, respectively. We computed the parameters of the noised test set and analyzed them. Table 1 presents the error statistic data for each test set spectra, µ is the bias (mean, error mean): µ = Figure 3 presents the mean maximum errors (equal to |µ| + σ) vs. SNR.
As Figure 3 and Table 1 illustrate, the accuracy and robustness of piecewise PLS tend to be affected by resolution. The parameterization of medium resolution spectra, such as ∆λ = 0.23 nm, is almost unaffected by noise. When the resolution degrades from 0.23 nm to 0.5 nm and 1 nm, the accuracy and robustness degrade. For T eff estimation, 0.5 nm resolution spectra have a mean maximum error curve close to those of the 0.23 nm resolution spectra when SNR is more than 50, while the 1 nm resolution spectra have larger mean maximum errors than those of 0.5 nm and 0.23 nm resolution spectra. For log g, the mean maximum error curves of the three spectra set at different resolutions tend to blend together when SNR is higher than 100. Metallicity estimation has a similar performance with log g estimation: the medium resolution of ∆λ = 0.23 nm spectra are the most robust. Fig. 3 Mean maximum error curves with SNR of 20, 50, 100 and full for flux calibrated spectra. We take |µ| + σ as the mean maximum error. The different symbols mean different resolution test data: line with circle for 1 nm resolution spectra, line with square for 0.5 nm resolution data, and the asterisk for 0.23 nm resolution data. Top left: T eff ; Top right: log g; Bottom: metallicity.
Application to Continuum Normalized Spectra
In this section, the piecewise PLS method is tested on continuum normalized spectra with different SNR levels of noise. The pseudo-continuum of the MILES spectra is first extracted through a 7th degree polynomial fitting, then the pseudo-continuum is removed from the original spectra. This continuum normalization is preprocessed automatically by computer. Because M and late-K type stars are difficult to fit the continuum, the M and K stars were picked out from the training set and testing set. The remain- Table 1 Error analysis for the PLS method estimating MILES spectral parameters (µ is the mean value of errors and σ is the standard deviation of errors). Table 2 Error analysis for the PLS method of estimating the parameters of MILES spectra with continuum normalization that was preprocessed. The others are the same as Table 1 . ing 273 spectra in the test set and the 285 spectra in the training set were smoothed to low resolution of 0.5 nm and 1 nm by Gaussian convolution. The results are presented in Figure 4 , and the error analysis is listed in Table 2 . To test the robustness of the method for continuum normalized spectra, Gaussian noise of SNR=100, SNR=50, and SNR=20 were added to the test spectra. The noised spectra were parameterized with the piecewise PLS models, and the results are listed in Table 2 . Figure 5 shows the mean maximum error curves as a function of SNR. From Figure 4 , we conclude that the regression models of continuum normalized spectra derived by piecewise PLS are feasible for the parameterization with small bias and error scatter. Resolution still influences the accuracy and robustness: medium resolution spectra of 0.23 nm have better performance than low resolution spectra of 0.5 nm and 1 nm. Owing to the normalization of the continuum, the accuracy of T eff from medium resolution spectra is not as robust as that of flux calibrated spectra. Metallicity and log g estimation have a similar performance. We found that medium resolution spectra were more robust than the low resolution 0.5 nm and 1 nm spectra. 
Test of ELODIE Stellar Library Spectra
In this section, spectra from the ELODIE release 3 (Moultaka et al. 2004; Prugniel 2001 ) library were selected for checking the piecewise PLS regression models which had been trained by the MILES spectra. In galaxy survey projects, researchers should construct stellar templates to measure parameters of stars. The best templates are produced from the project itself, but usually before the survey starts and many spectra with parameters have been calibrated, the templates have to be constructed by other stellar spec- tra libraries, which are the observed spectra or synthesized spectra of a stellar atmospheric model, such as the Kurucz model, the MARCS model etc. This will influence the results of the measurements. To determine the system offset, we checked piecewise PLS models with spectra coming from the ELODIE library, where the models were trained by MILES spectra. The ELODIE library contains 1969 spectra of some 1390 stars with a resolving power of R = 10 000. Each stellar spectrum provides the atmospheric parameters with a quality flag: quality flag for T eff is on a −1 ∼ 4 scale, log g is on a −1 ∼ 1 scale, and [Fe/H] is on a −1 ∼ 4 scale. We used 700 spectra with 5000 < T eff < 15 000 K and each parameter had a quality flag of at least 1. The spectra were smoothed to the resolution of 0.23 nm by convolution. We checked the PLS method with two kinds of spectra: flux calibrated and continuum normalized spectra. The error analysis is listed in Table 3 . Figures 6 and 7 present the comparisons between the parameters from ELODIE and those estimated by the piecewise PLS method. 
DISCUSSION AND CONCLUSIONS
Before evaluating the performance of the piecewise PLS method, we should stress that the accuracy of the results in the above experiments are limited by the nonuniform distribution of parameter coverage of training spectra. A majority of MILES spectra are F, G, K and M type stars, and A, O and B type stars are in the minority. The surface gravity mainly covers the range between 3.5 dex and 4.5 dex. The metallicities cluster in the range between -0.6 dex and 0.5 dex. The nonuniformity of training spectra lowered the regression ability of the PLS models for the spectra that were outside of the above dense parameter domain. With more spectra across all parameter ranges introduced into the training set in the future, better results could be achieved. Nevertheless, the PLS models still derived comparatively accurate results for the spectra of high T eff , or log g in the range of 0 -3.5 dex, or [Fe/H] under -0.6 dex, especially for metal-poor stars, as demonstrated in Figures 2, 4 , 6 and 7.
PLS method is different from the present parameterization techniques of fundamental stellar parameter estimation. ANN method and MDM are interpolations of the training data. As Bailer-Jones (2001) pointed out, the ANN is an interpolation of the training data, and the more coarsely the parameter grid is sampled, the harder it is for the network to get a reliable interpolation. Compared with the methods above, the PLS method explores a new way for automated stellar spectral parameter estimation. The advantages of PLS method are:
-The precision of PLS regression does not rely as strongly on the tightness of parameter grid of training data as ANNs and MDM. PLS could derive a linear mapping function from spectrum to Fig. 7 Comparison between the parameters of ELODIE and the parameters estimated by the piecewise PLS method for continuum normalized spectra. Top left: T eff ; Top right: log g; Bottom: metallicity. parameters given enough training data. We believe that this aspect makes PLS more efficient, while the grid of training data for MDM and ANNs may be coarse.
-Once the regression formula is set up, the estimation calculation is extremely rapid. The training procedure is also rapid. For example, the experiment on medium resolution spectra in Section 3.1 costs less than 2 min to set up eight PLS regression models for piecewise PLS on a Pentium D personal computer with a 3.4 GHz CPU clock frequency. -It is very easy to use. As a mature statistical algorithm, many researchers provide PLS algorithm modules, and many mathematical software have inline PLS algorithm tools, such as SAS and Matlab. -Piecewise PLS firstly estimates the temperature, then according to the spectral type, metallicity and gravity are estimated by one of seven PLS models. The results of experiments show that piecewise PLS is robust and efficient for medium resolution spectral parameter estimation.
We can conclude that the piecewise PLS method can be adapted to the automated parameterization of large surveys with huge amounts of low resolution spectra.
