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ABSTRACT 
This research undertakes intelligent skin cancer diagnosis based on dermoscopy images 
using several variants of the Particle Swarm Optimization (PSO) algorithm for feature 
optimization. Since the identification of the most significant discriminative characteristics 
of the benign and malignant skin lesions plays an important role in robust skin cancer 
detection, the proposed PSO algorithms are employed for feature optimization. 
Specifically, the overall system contains multiple steps, i.e. pre-processing (noise 
removal), segmentation, feature extraction from both skin and lesion regions, proposed 
PSO based feature selection and classification. After extracting a large number of raw 
shapes, colour and texture features from the lesion areas, feature selection is conducted 
to identify the most discriminating significant feature subsets. Besides PSO and Genetic 
Algorithm (GA) based feature optimization, a total of four novel PSO variant algorithms, 
i.e. hybrid learning PSO (HLPSO), a PSO variant model (PSOVA), adaptive coefficient 
PSO (ACPSO), and random coefficient PSO (RCPSO), have been proposed for feature 
selection. Diverse search strategies are proposed in these models to mitigate premature 
convergence problems of the original PSO algorithm. Single and ensemble classifiers 
have been employed to perform benign and malignant lesion classification. Evaluated 
with multiple skin lesion and UCI databases and diverse unimodal and multimodal 
benchmark functions, the proposed PSO variants show superior performances over those 
of other advanced and classical search methods for identifying discriminative features 
that facilitate benign and malignant lesion classification as well as for solving diverse 
optimization problems with different landscapes. The Wilcoxon rank sum test is adopted 
to further ascertain superiority of the proposed algorithms over other methods 
statistically.
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 CHAPTER 1  
INTRODUCTION 
 
1.1 Background 
Cancer is among the leading cause of death worldwide. Skin cancer has been one of the 
most common diseases with more than three million cases reported each year globally 
(Siegel et al., 2016). Despite the decrease in the occurrences of common cancers, 
incidences of melanomas, the most dangerous form of skin cancer, have been increasing 
at a higher rate than those of other five common cancers: breast, lung, non-Hodgkin 
lymphoma, bowel, and prostate cancers (Linos et al., 2009). As one of the top listed 
cancers in United Kingdom, United States and Australia, skin cancer is ranked as one of 
the deadliest cancers in the region (Diepgen and Mahler, 2002, Cancer et al., 2014). The 
latest statistic shown by Cancer Research stated that the forms of skin cancer such as 
malignant melanoma are causing 2,459 deaths in the United Kingdom (UK) every year 
(Berry, 2016). In the UK, 46 of 100 people with melanoma are diagnosed with a late stage 
of skin cancer and it is too late to be treated. This amount can be petrifying if it is 
combined with all affected countries. For example, this has led to a total of  232,000 cases 
with 55,000 deaths in New Zealand and Australia in recent years (Cancer et al., 2014, 
Campbell, 2014, Garg et al., 2018). 
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Figure 1-1: The distribution of melanoma and other skin cancers (with red indicating the most 
affected areas and yellow indicating the lease affected areas) (Bray F, 2018) 
 
As shown in Figure 1-1, the places that are most affected by skin cancer diseases has been 
illustrated in red, such as the United States, Australia, and some European countries. As 
observed by Valentine (2017), 74,000 Americans were diagnosed with skin cancer in 
2015. The Australian Institute of Health also published a study in the same year which 
confirmed that the rate of skin cancer is the highest amongst Australians, reporting 
upwards of 100,000 skin cancer cases in one year, and Australians also were among the 
highest averages for cancer diagnosis in the world (Morris et al., 2009, Aitken et al., 2018, 
Bray F, 2018). Heckel et al. (2017) determined that by the end of 2017, approximately 
135,000 Australians would be diagnosed with skin cancer every year, and by the end of 
2020, this number may increase to 150,000. This statistic indicates that Australians are 
more at risk when compared to Americans, who have approximately 87,000 skin cancer 
cases by 2017. A recent study determined that increased exposure to ultraviolet (UV) 
from direct sunlight or tanning beds will result in a 45% increase in melanoma (Le Clair 
and Cockburn, 2016). Although people all over the world are reporting higher 
occurrences of skin cancer, Australians are reporting a significantly higher number of 
cases (Ferlay et al., 2010, Jemal et al., 2011). This is because of a hole in the ozone layer 
over Antarctica that has allowed higher amounts of UV radiation. Siegel et al. (2018) 
observed that despite being 7,246km away, Australia is affected by the harmful effects of 
these rays. 
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There are many types of skin lesion conditions, such as dermatofibroma, pyogenic 
granuloma, granuloma telangiectatic, seborrhoea actinic keratosis, and solar keratoses.  
Melanoma is a lot less common than other skin cancers, but it is a lot more dangerous. 
Approximately three out of four deaths due to skin cancer are related to melanoma 
(Diepgen and Mahler, 2002). However, any skin cancer category such as the deadliest 
melanoma is potentially curable with an early diagnosis (Jerant et al., 2000, Hoffmann et 
al., 2003, Smaoui and Bessassi, 2013, Alfed et al., 2015).  Nevertheless, a well-trained 
dermatologist clinical consultation could be unaffordable for some places (BURGISS et 
al., 1997, Feng et al., 2016). 
 
1.2 Motivation 
Access to efficient medical assistance has been an issue for rural areas. The medical 
healthcare services could be costly in some places to provide fast access or private 
treatment. For example, for the developing nation, India, although the probabilities of 
getting skin cancer in India are less than some Western countries, the cases of sunburn 
and skin cancer still do occur. The ratio between the patient and doctor is significantly 
imbalance in India, e.g. for one doctor, it might have one thousands of patients to look 
after (Chandramohan, 2013, Deo, 2013). Thus, to make doctor examination prioritise is 
essential. Therefore, a reliable, fast, effective, prediction suggestion application for an 
earlier diagnosis could be developed for the individual users or to assist doctors. For 
instance, this can also detect early signs of skin cancer and suggests the patients to go and 
visit a doctor sooner. 
 
Image recognition has drawn more attention and become one of the most popular research 
topics in computer vision and artificial intelligence fields (Chiem et al., 2007, Abuzaghleh 
et al., 2014a, Sáez et al., 2014, Gutman et al., 2016, Satheesha et al., 2017, Katapadi et 
al., 2017, Taufiq et al., 2017, Abbott and Smith, 2018). However, it is a challenging task 
to recognise multiple types of skin lesions with numerous of skin features extracted based 
on the ABCD (Asymmetry, Border, Colour, Diameter) guidelines, which are widely used 
for clinical diagnosis and signify the appearances of different types of lesions (Gola Isasi 
et al., 2011, Mahmoud et al., 2018). Specifically, multiple dimensions of features such as 
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colour, size and texture are extracted from skin and lesion areas, and these features could 
be redundant or even contradictory to the classification process, which may confuse 
classifiers and lead to inaccurate conclusions. 
 
Recently, many researchers have adopted multiple methods for early melanoma 
diagnosis. Some studies indicated that the classification performances can be improved 
by removing redundant or irrelevant features from the originally extracted feature sets for 
melanoma detection (Andrushia and Patricia, 2018, Tan et al., 2018, Milton, 2019). For 
this reason, in order to identify the most important characteristics for lesion classification, 
evolutionary algorithm based optimization methods are explored owing to their 
capabilities in dealing with performance, speed and consistency of results (Zhang et al., 
2015c, Mistry et al., 2017, Srisukkham et al., 2017, Zhang et al., 2018a). The purpose of 
feature selection is mainly attempting to remove unnecessary features without decreasing 
or compromising the prediction accuracy and identify a feature subset within the initial 
collection of the features. Since feature selection algorithms could enhance prediction 
accuracy, and reduce the computation cost for classification, as a result, such research 
studies have recently developed into a new industry. The explorative methods of feature 
subsets indicate that the current feature selection methods can be divided into the two 
categories, i.e. the filter and wrapper methods (Suto et al., 2016). The wrapper method 
utilises a classification algorithm to assess the feature subsets and employs an exploration 
method for identifying the ideal subsets. As this method examines a classifier with an 
assessment or exploration procedure, the wrapper-based method typically obtains 
enhanced outcomes compared to the filter method. On the other hand, the filter method 
primarily depends on the features of the datasets for assessing and identifying feature 
subsets in the absence of contemplating a unique learning approach.  
 
1.3 Research Aims and Objectives 
The purpose of this research is to find an appropriate methodology for the development 
of prediction and recognition of melanoma from dermoscopy images. It focuses on 
evolutionary algorithm-based feature selection to optimize the initial feature sets 
extracted using the ABCD rules. The research aims, and objectives are shown as follows: 
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• To study the basic biologist knowledge regarding the skin cancer and relevant 
existing literatures on skin cancer classification. 
• To examine necessary development tools and methods and review literatures for 
skin lesion classification.  
• To investigate and develop machine learning and feature selection methods for 
skin cancer detection. 
• To develop and implement an efficient, intelligent scheme to address the existing 
challenges (such as premature convergence in feature selection and performance 
improvement). 
• To compare the outcomes of the proposed algorithms with existing state-of-the-
art methods. 
 
1.4 Research Contributions 
The main contributions of this research have been categorised into five aspects as follows: 
 
A. The first contribution of this research is to use Particle Swarm Optimization (PSO) 
and Genetic Algorithm (GA) for feature selection to enhance accuracy for skin 
lesion classification. 
 
B. The second contribution is the proposal of a modified PSO model, known as 
hybrid learning PSO (HLPSO), for feature selection. In order to overcome 
premature convergence of the original PSO model, HLPSO integrates PSO with 
multiple strategies, i.e. sub-swarm division, random explorations using Gaussian, 
Cauchy and Levy distributions, crossover and mutation operators and scattering 
strategies. 
 
Instead of using the whole swarm for exploration, HLPSO has divided the original 
population into two sub-swarms. The search process in one sub-swarm is guided 
by long and short exploration using probability distributions, while the other sub-
swarm is led by the original PSO. Moreover, the 10 best particles of the overall 
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swarm will be selected for further crossover and mutation to create 20 offspring 
solutions. A scattering mechanism is also used to re-locate the worst particles in 
the swarm to diversify the population. 
 
The proposed HLPSO model outperforms classical methods including Bat 
Algorithm (BA), Dragonfly Algorithm (DA), Harmony Search (HS), Flower 
Pollination Algorithm (FPA), Moth-Flame Optimisation (MFO), Artificial Bee 
Colony (ABC), Cultural Algorithm (CA), GA and PSO, significantly, for solving 
feature selection and benchmark functions. 
 
C. The third contribution of the present study is to put forth another PSO variant 
model, i.e. the PSOVA algorithm, for feature selection and skin cancer 
classification. 
 
To prevent the premature convergence of the conventional PSO algorithm, 
PSOVA includes more diverse velocity updating strategies than those of HLPSO 
for feature optimization. Specifically, PSOVA combines the following essential 
steps to diversify the search, i.e. sub-swarm division, attraction and evading 
actions guided by multiple swarm leaders and worst experiense, swarm leader 
enhancement and diverse matrix representations. In comparison with the classical 
methods employed for the evaluation of HLPSO and state-of-the-art PSO variants, 
the PSOVA model is more effective in identifying the most significant features 
for detecting both benign and cancerous lesions. With an emphasis on the 
selection of features based on attraction and evading action, the key mechanisms 
of PSOVA are discussed below. 
 
To decrease the chances of trapping in local optima, two remote leaders are 
identified initially which have similar fitness scores but low correlation in 
positions. In other words, the selected two swarm leaders must assure to have an 
appropriate distance between each other, and so the search processes could reach 
different regions. The two remote leaders are then used to guide the sub-swarm 
based searches. 
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To diversify the search processes, PSOVA enables the particles to follow local 
and global best solutions and worst signals in each dimension and randomly 
selected partial dimensions. The best solution identified in each sub-swarm is also 
further improved, and the exploitation is augmented by employing the three 
random walks of Gaussian, Cauchy and Levy distributions. 
 
The search is further diversified using a dynamic matrix representation of the 
swarm in each generation. In contrast to other search strategies and methods, the 
proposed PSOVA algorithm is highly efficient not only in choosing ideal features 
for categorisation of melanomas, but also in addressing unimodal and multimodal 
benchmark functions. Additionally, as compared with the approaches used in 
earlier studies on skin cancer classification, the algorithm has achieved the highest 
performances when it comes to detecting skin cancer. 
 
D. The fourth major contribution of this research is the extraction of diverse lesion 
features using multiple feature descriptors and the proposal of an adaptive 
coefficient PSO model, known as ACPSO, for feature selection. An ensemble 
classification model is also developed by integrating several base classifiers 
dedicated to each feature type to enhance performance. 
 
First, the clinical diagnosis prompts the initial extraction of a series of texture 
features (e.g. GLRLM) and the ABCD features, including shape and colour 
features. To better represent the lesions, other more refined textural features are 
also extracted using Histogram-oriented Gradients (HOG) and Local Binary 
Pattern (LBP) descriptors, respectively. 
 
A new improved PSO algorithm (ACPSO) is also proposed for feature selection. 
In comparison with HLPSO and PSOVA, ACPSO employs adaptive acceleration 
coefficients to improve the skin lesion detection performance. Besides integrating 
features for a global search using adaptive coefficients, the ACPSO model also 
divides features into sub-dimensions to enhance feature optimization for each 
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lesion region (e.g. top, middle and bottom regions of the lesion). The search 
process of ACPSO begins with the identification of three remote swarm leaders 
with similar fitness scores but low correlation in positions to guide three sub-
swarm-based searches, with each sub-swarm led by one swarm leader. 
 
The ascending and descending acceleration coefficients are proposed in ACPSO. 
These adaptive coefficients are generated dynamically based on partial circle, sine 
and helix waveforms to guide sub-swarm-based search. These coefficients 
adaptation processes ensure the search will focus on global exploration from the 
start of the iterations and shift to local exploitation in later stage of the iterations 
to accelerate convergence. 
 
Furthermore, a sub-dimension-based search is also performed to obtain more 
refined important features to improve lesion classification. Finally, a few new 
positions are re-initialised randomly to replace the weak solutions in the 
population. ACPSO outperforms the previously employed classical search 
methods and advanced PSO variants for diverse feature selection and unimodal 
and multimodal optimization problems. 
 
E. The fifth major contribution of this study is to further improve the above proposed 
ACPSO model by using dynamically generated random coefficients. This 
improved model is named as random coefficient PSO (RCPSO). Specifically, 
RCPSO employs dynamic random acceleration coefficients generated based on 
the full circle, sine and helix waveforms instead of ascending and descending 
coefficients produced by partial waveforms as in ACPSO. 
 
The RCPSO model uses positive and negative random acceleration coefficients 
supported by utilising full waveforms resulting from non-linear circle, sine and 
helix functions to explore the search space. Since the random coefficients 
generated in each iteration are more diverse including both positive and negative 
values, RCPSO explores a wider search space, therefore having more chances of 
finding global optima. 
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In addition to making it possible to explore the search space more widely by 
enhancing diversification, random coefficients also fine-tune the areas of local 
and global best solutions. Hence, the RCPSO model is better equipped to find the 
global optima because it replicates the hovering flight behaviour of hummingbirds 
around a target (e.g. flower or food source) and can investigate a broader search 
space. 
 
1.5 Evaluation Resources 
By default, MATLAB utilised only a single core computation power to complete each 
task. This could be a problem when performing large-scale computational tasks, since it 
could be very expensive in terms of time and cost. A total of 30 runs were performed by 
each method to identify the most important feature subsets in our experiments. Therefore, 
a MATLAB parallel computing toolbox was used to increase the efficiency and reduce 
the experiment time. Due to the experimental devices improved from chapter to chapter, 
multiple computer devices have been utilised. These include a multicore workstation with 
i7 quad-core CPUs with 16GB RAM and another workstation with 36 core Intel Xeon 
processors and 256GB RAM. By doing this, it can spread a 30-run experiment with 10-
fold cross-validation into multiple treats. 
 
1.6 Datasets for Evaluation 
The experiments are conducted using three publicly available skin lesion datasets i.e. 
Hospital Pedro Hispano (PH2) (Mendoncÿa et al., 2013), Edinburgh Research and 
Innovation (Dermofit) dataset (Ballerini et al., 2013) and Dermnet (Dermnet, 2016). Two 
additional medical datasets, i.e. breast cancer and epileptic seizure, from the UCI machine 
learning repository, and one non-medical UCI dataset, i.e. spam base (Lichman, 2013), 
are also used for further evaluating the performance of feature optimisation for the 
proposed PSO algorithm. 
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1.7 Thesis Outlines 
This thesis is organised as follows.  
 
Chapter 2 explores a brief overview of related research on skin cancer and lesion 
classification and diverse optimization and feature selection methods. Specifically, it 
provides literature review on related work discussion on feature extraction, feature 
selection and skin lesion classification. 
 
Chapter 3 presents the first contribution of this research, i.e. the first proposed skin 
cancer detection system, including the extraction of ABCD features, GA and PSO based 
feature selection and SVM-based classification. 
 
Chapter 4 presents the second contribution of this research, i.e. the HLPSO based feature 
selection. HLPSO incorporates PSO with sub-swarm division, probability distributions, 
crossover, mutation and scattering strategies for feature selection. An evaluation with 
comparison is conducted to verify the algorithm’s performance. 
 
Chapter 5 presents the third contribution of this research, i.e. the proposed PSOVA-
based feature optimisation to address the classification of skin lesion problems. Several 
distinctive velocities updating strategies were proposed to diversify the sub-swarm based 
search processes. Dynamic matrix representation is also used to overcome stagnation. 
 
Chapter 6 presents the fourth contribution of this research by using two extra LBP and 
HOG feature descriptors and the proposal of ACPSO-based feature selection, as well as 
ensemble-based classification. The ACPSO model comprises both a global search based 
on increasing and decreasing acceleration coefficients and a sub-dimension based search 
for lesion classification. 
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Chapter 7 presents the final contribution of this research, i.e. the proposed RCPSO based 
features selection algorithm, where random acceleration coefficients are generated using 
the full waveforms of non-linear circle, sine and helix functions to guide sub-swarm-
based searches. 
 
Finally, Chapter 8 provides conclusions, summarizes research contributions and 
identifies directions for future work. 
 CHAPTER 2  
LITERATURE REVIEW 
 
2.1 Introduction 
In this chapter, the research examines previous research on skin lesion classification and 
feature selection techniques to determine related methodologies for melanoma 
classification. Analysis of these previous works will also take place to gain a better 
understanding of these related techniques as well as create a background theory on this 
subject so that a new, relevant technique can be devised. 
 
2.2 Biology of Skin Cancer 
2.2.1 Cause of Skin Cancer 
The sunlight lights up our world, feeds the plants, helps body to create vitamin D, and 
does a ton of other amazing things (Holick et al., 2011, Webb et al., 2018). But in the 
meanwhile, it may also cause sunburns, ageing, saggy skin and many types of skin 
cancers. Several wavelengths or energies are released through the sunlight. The light that 
reaches us on the earth constitutes 4% ultraviolet light, 43% visible light, and 53% 
infrared light.  The sunlight is made up of seven colours, i.e. red, orange, yellow, green, 
blue, indigo and violet. And six in those colours are visible to the eye, but only violet is 
not. The ultraviolet light can be broken up into three groups based on their wavelengths, 
i.e. near (UV-A), mid (UV-B) and far (UV-C). UV-C is the bounciest, and it can be 
blocked by the atmosphere and glass effortlessly. UV-B is partially absorbed by our 
atmosphere especially the ozone layer, but this may cause sunburns and skin cancer. Then 
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there is UV-A, which is the type that cannot be blocked by the glass, therefore, glasses 
cannot be reliable for protection. The sunblock will be needed in this case, otherwise this 
may be most likely to cause skin cancer (Diffey and Farr, 1991, Pfeifer et al., 2005). 
 
 
Figure 2-1: Relationship between light & health (1) (Exposed, 2018) 
 
 
Figure 2-2: Relationship between light & health (2) (Nevada, 2017) 
 
The human skin is an incredible organ, and it does the best to protect us from the sunlight 
with a protein called melanin. Melanin is in the skin to absorb both UV-B and UV-A 
lights, thus causing a lot of the protein that makes the skin looks darker. The genetics that 
define how much melanin each person has are standard in the body. Ultraviolet light could 
penetrate the skin and cause deoxyribose nucleic acid (DNA) damage (Karran and Brem, 
2016). When the UV-B light hits the skin, although it only goes through the upper layer, 
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it causes direct damage to the DNA. So, the body protects itself by producing more 
melanin, although it can take a few days for the melanin to be produced and make the 
skin look tanner. 
 
 
Figure 2-3: Relationship between light & health (3) (Care, 2018) 
 
Nonetheless, the UV-A light is slightly different from UV-B and UV-C, since it has the 
higher energy to pass through the atmosphere and can penetrate the skin even deeper. The 
skin releases stored melanin when the UV-A light hits the skin, and UV-A causes 
formation of reactive oxygen which in turn causes DNA damage (Brash et al., 1991, de 
Gruijl et al., 2001, Kimeswenger et al., 2018, Khan et al., 2018). The human body has an 
intelligent mechanism that detects UV damage when something is wrong and creates 
warning molecules. When single cells in our body divide enzymes that create the DNA, 
mistakes are often made on which may be beneficial or harmful. Although any DNA 
damage can cause cancer, several defences in the human body work to repair the UV 
damage (Courdavault et al., 2005, Nichols and Katiyar, 2010). The body will initiate an 
inflammatory response if several cells are sending out a distress signal. In this response, 
various blood cells are sent to the damaged area to repair it, causing an influx of blood 
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that is seen as the sunburn or redness on the skin, depending on the skin colour. If these 
safeguards are surpassed by a considerable number of cancer cells and the stem cells 
cannot fix the damage, then it results in skin cancer. The cells, once damaged, can begin 
reproducing and mutating at the damaged location, which then leads to the cell becoming 
cancerous (Friedberg et al., 2005). 
 
2.2.2 The Importance of Screening Skin Cancer Earlier 
As deadly type of skin cancer, melanoma, has a higher incidence with an increasing 
number of people affected by it (Queen, 2017). Over time the number of people who will 
develop melanoma at some point in their life is estimated to be about one in 36 men and 
one in 55 women (Chen et al., 2018). People who are screening with a melanoma in the 
earliest stage have a higher probability of surviving it.  The figure below shows the reason 
and the importance of screening skin cancer in an early stage.  
 
 
Figure 2-4: Skin cancer survival probability (Travel, 2015) 
 
Figure 2-4 shows, what the dermatologist called, the survival curve or survival 
probability. Skin cancer can be divided into four stages, and more severe stages can be 
more difficult to be treated. Each colour of the line in Figure 2-4 presents a different stage 
of skin cancer; it is also shown how early people could find skin cancer. So, the first stage 
of melanoma can be cleared easily. It is the earliest form, which is grown only on the top 
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layer of the skin. If found at the earliest, a 100% cure rate can be achieved. Some 
melanomas start a bit later, e.g. in 10 years’ time or later in the stage, Therefore, if the 
melanoma is detected in the earliest period, the chance of removing, curing and surviving 
will be increased significantly (Ferlay et al., 2010, Siegel et al., 2018). 
 
 
Figure 2-5: Skin Clark Levels (WInslow, 2009) 
 
The human skin is a form of three layers, i.e. Epidermis, Dermis and Subcutaneous Tissue 
(Griffiths et al., 2016). Figure 2-5 shows different stages of melanoma. As we can see, 
the tumour starts as a brown confined lesion in the top layer of the skin. Over time, it 
starts getting deeper and deeper into the skin beyond the top layer of the epidermis and 
grows into the reticular dermis. Ultimately, the tumour cells will go deeper into the skin, 
and invade into the lymphatics or grow into the clod vessels in the skin. When it reaches 
the stage four, the melanoma may have started to spread beyond the skin, first to the 
lymph nodes and then it can be spread all over the body such as brain, liver and lungs 
(Habif, 2015). When it comes to stage four, this is the most progressive melanoma, and 
this is where the chance of survival becomes lower (Patterson, 2014). 
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2.2.3 Diagnosis of Skin Cancer 
Skin cancer can be diagnosed in several ways. First, most skin lesions are visible to most 
people, and the patient can do a self-examination by looking around the body to find 
anything abnormal by using a mirror or someone who could help before consulting a 
doctor. The dermatologist recommends doing this checking regularly, so that if an 
evolving lesion can be found early. Multiple studies found that most melanoma skin 
cancer is actually first detected by the patient (Brady et al., 2000, McGuire et al., 2011), 
and studies shown (Titus et al., 2013) that skin self-examinations including checking 
lesion size and depth of melanoma can increase the surviving rate. Turn out, that the 
people who did the self-examinations 1 to 11 times per year had a statistically significant 
low chances of  forming melanomas (Titus et al., 2013). Therefore, this is good evidence 
that skin self-examination works.  
 
The self-examination could be easily conducted by following the guidelines of ABCDE 
rules provided by dermatologists (Glazer et al., 2017). All dermatologists are also using 
these steps to diagnose different types of skin lesions. First, A in the ABCDE rules 
represents asymmetry, with the two halves of the skin lesion that do not look like each 
other. If a line drew horizontal and vertical through the middle of the lesion, the halves 
of the lesion would not match in size. Then this indicates asymmetry. Furthermore, B 
indicates the border; this refers to the edges of irregularity and C denotes colour. 
Cancerous lesions tend to possess a variety of colours especially blue or white. Moreover, 
D refers to diameter. This is involved when the lesion diameter is larger than 6mm, i.e. ¼ 
inch or larger than a pencil eraser. However, the diameter factor could be misleading 
sometimes. Some melanomas can be smaller than 6mm but with irregular shapes. Finally, 
E indicates evolving since the size of the lesion or mole can be changing over time. If the 
lesion is getting larger than the initial appearance, then this lesion must be evaluated 
further by a dermatologist (Griffiths et al., 2016).  
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Figure 2-6: The ABCDE Diagnosis Patterns for Skin Cancer 
 
Some dermatologists are still using the old fashion gadget for diagnosis which what they 
called a “wood lamp”. It consists of a big magnifying glass and black light to show the 
pigmentation on the skin (Lee et al., 2018). For some more advanced dermatologists, they 
have their own new gadget called the dermatoscopy, and it uses a polarised small 
handheld device to look up closely at the different types of pigmentation of a mole. This 
helps a lot for a dermatologist to decide whether the patients will go for a skin biopsy 
(Limone and Meadows, 2017). A skin biopsy can be performed with several types, i.e. 
shave, excisional or punch. A dermatologist injects lidocaine to numb the area instantly, 
and the dermatologist  either chooses to 1) shave off the lesion by cutting parallel to the 
skin, 2) punch biopsy by using a mosquito-like puncher tool punching into the skin for 
full thickness checking, 3) lastly, cut out an ellipse of skin around the skin lesion using a 
scalpel and close it with stitches for excisional biopsy (Milan, 2017, Yagerman and 
Stevenson, 2018).  
 
 
Figure 2-7: Skin sample extraction method (Pickett, 2011) 
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Therefore, a small skin sample will be taken from a suspicious spot and sent to a 
histopathology laboratory where the doctors examine it under the microscope and look at 
the architecture of the cell and decide whether is abnormal or normal. This process takes 
two days to up to two weeks where they need to look at the special stains. If it is skin 
cancer, there are different ways to remove it. Usually, if it is on an essential area of the 
body, and it is squamous cell cancer or basal cell cancer, then the dermatologist will 
perform a surgery called Mohs surgery. There are over 20 types of skin lesions, but only 
six types are the most popular ones and could exist anywhere. The listed below are the 
popular types of skin lesions (Griffiths et al., 2016, Glazer et al., 2017).  
 
Table 2.1: Top six types of skin diseases 
 
Atypical Moles 
A benign growth resembles melanoma. Individuals with such 
atypical moles have higher possibilities of developing melanoma. 
 
Actinic keratosis 
This forms in areas that are more exposed to the sun, including the 
face, lips, back of the hands, and scalp. It is a precancerous growth 
that is scaly and crusty. 
 
Merkel cell carcinoma 
This is a form of skin cancer that is rare and aggressive and can 
spread or recur at a higher risk. 
 
Squamous cell carcinoma 
This type of lesions ranks the second among the most common 
types of skin cancers. It may appear anywhere on the body but is 
typically seen in parts that receive more sun exposure. It is fatal if 
left untreated. 
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Basal cell carcinoma 
This is the most common form of skin cancer whose growths are 
seen on the skin’s outermost layer and that seldom spreads to other 
areas on the body. 
 
Melanoma 
Melanoma is the fatal type of skin cancer. It can result from a 
genetic predisposition or more typical exposure to UV rays. 
 
2.2.4 Sign and Symptoms 
It is challenging to notice a sign and symptoms for skin cancer. Mostly the skin will start 
turning into a different colour and create a small lesion which is not visible and very hard 
to be noticed by the human eye. As soon as the skin starts to change colour (e.g. dark or 
multiple colours), forming any strange shapes (e.g. irregular borders), any inflamed skin 
that will not heal over time, a medical diagnosis can be performed but may not be early 
enough (Griffiths et al., 2016, Glazer et al., 2017). Therefore, accurate instant and early 
diagnosis are vital. 
 
2.3 Existing Work on Automatic Skin Cancer Identification 
The effective treatment of malignant melanoma skin cancer and survival depend on 
accurate early diagnosis. Researchers have proposed a range of computerised methods for 
diagnosis and classification, which performed acceptably regarding detecting skin cancer. 
Despite this, minimisation of the rate of incorrect detection remains a problem, especially 
as false positives prompt additional investigation through intervention by a qualified 
pathologist. Since 1985, there were a lot of skin medical imaging and vision classification  
research works conducted. Friedman and Rigel (1985) performed skin lesion 
classification using feature selection and successfully selected five features from initial 
87 features obtained through the surface profiles of skin lesions. As one of the most well-
known studies through the computation of correlation coefficients, Green et al. (1994) 
revealed that lesion size is a critical feature in the context of their framework.  
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Schmid (1999) has utilised multiple methods to detect lesion borders and analysed the 
dimension of symmetry in a skin lesion pigmentation computer-aided diagnosis (CAD) 
system. In their work, a lesion image was first processed by rendering the outer layer of 
skin translucency using Epiluminescence microscopy (ELM), also known as magnified 
oil immersion diascopy. Then the lesion was detected either using image segmentation or 
a border detection method. Once the lesion was located, and its features were extracted, 
which were then used for classification. Gilmore et al. (2010) have developed a system 
using image processing and SVM for the classification of melanoma. Their work 
achieved a specificity of 72% and a sensitivity of 86% after an examination of 199 skin 
lesion images. Ramlakhan and Shang (2011) developed a portable classifying scheme and 
application for epidermal lesion classification. Their work was composed of image 
segmentation, feature extraction and classification. Empirical testing of this system 
presented an accuracy of 67% for malignant classification.  
 
Doukas et al. (2012) conducted automatic skin lesion assessment based on cloud and 
smartphone platforms. Their work employed the Active Shape Model to extract texture, 
shape, and size features. A set of classifiers, including Neural Network (NN), Support 
Vector Machine (SVM), Decision Tree (DT), was used to conduct the classification of 
different lesion types such as melanoma, dysplastic and common (benign) nevus. There 
are also many other developments on automatic skin cancer diagnosis in the literature, 
whereas Glaister et al. (2013), (2014) proposed a multistage illumination modelling 
algorithm for illumination correction and a texture-based skin lesion segmentation model, 
respectively. 
 
Barata et al. (2014) presented alternative processes for melanoma identification via 
dermoscopy imagery, based on surface texture and shade of colour feature extraction. 
Texture and colour features were compared in performance in their work, with the latter 
proving more useful for skin cancer classification. It should note that either method 
nevertheless attained strong results regarding classification accuracy. The drawbacks of 
these systems were the inability to operate on a real-time diagnosis application owing to 
the time-consuming complex training process. 
LITERATURE REVIEW   22 
 
 
 
 
Kruk et al. (2015) used comprehensive feature extraction of ABCD, image filtering, 
feature selection and benign/melanoma classification. Their work used substantial 
descriptors, such as Kolmogorov–Smirnov statistical distance, fractal texture analysis, 
maximum sub-region principle, and percolation theory, to extract features. It also used 
Fisher discriminant measure, fast correlation-based filter, and correlation feature 
selection to select distinctive features. Random forest (RF) and SVM were also used to 
classify melanoma. Their results showed the best performance was achieved by 
combining SVM with the Fisher discriminant measure. Adjed et al. (2015) used a 
combination of textural and structural features to classify melanoma. They used wavelet 
and curvelet transforms for extracting structural feature and various LBP variants for 
extracting textural feature. This study was tested using an SVM model and a random 
sampling cross-validation strategy, and the system achieved an accuracy rate of 86.07% 
for the evaluation of the PH2 dataset. Barata et al. (2015) classified melanoma by 
employing both local and global methods and suggested that melanoma can be easily 
identified by using colour features in comparison to texture features. 
 
Shimizu et al. (2015) developed a digital diagnosis system for the classification of four 
skin lesion conditions including melanoma, nevus, basal cell carcinoma (BCC), and 
seborrheic keratosis (SK). In their work, lesions were categorized into two general 
categories, i.e. melanocytic skin lesions (MSLs) and nonmelanocytic skin lesions 
(NoMSLs). Melanoma and nevus belong to MSLs while BCC and SK belong to NoMSLs. 
The detection of NoMSLs has been rarely addressed in the literature, despite their high 
occurrences. Their work was therefore dedicated to the identification of both MSLs and 
NoMSLs. It extracted a total of 828 features representing colour, sub-region, and texture 
information. A layered classification method was used to conduct the four-class lesion 
classification. Their classification model firstly categorized MSL and NoMSLs using a 
binary classifier. Another two binary classifiers were subsequently used to distinguish 
melanoma from nevus and BCC from SK, respectively. 
 
Abuzaghleh et al. (2015a) proposed an intelligent system for early detection and 
prevention of malignant lesions such as melanoma. Their method consisted of a 
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prevention component and a detection component. The former integrated a novel equation 
to identity the risk of skin burns and generated alerts when necessary, while the latter 
comprised several key stages for the classification of different lesion types, including 
noise removal, lesion segmentation, feature extraction and classification. Evaluated with 
the PH2 Dermoscopy image database from Pedro Hispano Hospital, the proposed method 
showed impressive performance for the classification of benign, atypical, and melanoma 
cases. 
 
Tan et al. (2016) developed an intelligent decision support system for melanoma 
detection. Their work consisted of several key stages and extracted a high-dimensional 
feature vector integrating shape, colour, and texture information owing to their high 
correlation with clinical characteristics associated with skin cancer identification. The 
Genetic Algorithm (GA) was subsequently used to identify the most contributing factors 
for diagnosis. The work showed performance improvements in comparison with those 
from other related work reported in the literature. 
 
Kasmi and Mokrani (2016) detected melanoma by extracting ABCD features based on 
the dermoscopy ABCD rule for clinical diagnosis. They used Gabor and median filters 
for hair removal, and geodesic active contours for determining the lesion boundaries. The 
extracted features of the ABCD rule included brightness, shape, asymmetries, colour, the 
border, blue-white veil, geometrical properties, and pigment network. After that, they 
calculated a total dermoscopy score for classifying different types of lesions and 
determined that low scores indicated benign cases, middle scores signalling suspicious 
cases, and high scores indicating malignant cases. 
 
Alfed and Khelifi (2017) proposed a feature-based approach based on several codebooks 
with effective characterisation of skin cancer lesions. Their work extracted colour and 
texture features, by using the histogram of oriented lines (HOL), HOG, third order 
Zernike moments, and colour vector angles. They claimed that the differences between 
categories were reduced and, the discrimination capability of the features in question was 
weakened by the orientation data associated with the traditional HOL and HOG operators. 
Therefore, each of the HOL and HOG histograms constituted the basis for a codebook, 
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and a third codebook was based on a combination of colour vector angles and third order 
Zernike moments for performance enhancement.  
 
Xie et al. (2017) attempted the classification of melanoma using a neural network 
ensemble classifier with dermoscopy images. In their study, they first used a self-
generating neural network to divide the lesions. Border irregularities were extracted from 
complete as well as incomplete lesions using this feature extraction process. The proposed 
meta-ensemble classifier merged three ensemble models with different base model types 
and various network topologies. The first ensemble model comprised a set of networks 
containing the same structure and type. On the other hand, the second ensemble model 
was built using diverse neural networks and the third model used networks with different 
topologies. The results of this study were impressive when two dermoscopy databases 
containing images from xanthous and Caucasian races were used for evaluation. 
 
Ain et al. (2017) proposed a skin cancer detection system using Genetic Programming 
(GP) based feature selection from dermoscopy images. Their work extracted both high-
level domain specific features recommended by the dermatologists and low-level LBP 
features. GP was used to identify the most significant features from the raw feature set to 
support subsequent benign and malignant cancer detection. The study by Esteva et al. 
(2017) performed skin cancer classification using deep neural networks. Their work 
employed an end-to-end convolutional neural network (CNN), where pixels and disease 
types were used as the training inputs. The CNN model was trained with a total of 129,450 
clinical images with 2,032 different diseases. Evaluated against board-certified 
dermatologists on two binary classification tasks using clinical images, i.e., benign versus 
malignant (i.e. the deadliest cancer) and benign versus keratinocyte carcinomas (i.e. 
common cancers), their CNN model achieved a comparable performance with those of 
dermatologists. 
 
Li and Shen (2018) proposed a deep CNN for the classification of melanoma. First, they 
segmented skin lesions using a fully convolutional residual network (FCRN). Then, by 
combining the FCRN and a multi-scale contextual information integration mechanism, 
they further enhanced the process. The segmented lesions’ distinctive features were 
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extracted using a deep CNN model that consisted of more than 50 layers. To ensure that 
both networks did not overfit, they trained the networks through a residual learning 
mechanism. Their model was tested using the ISBI 2016 Challenge dataset which resulted 
in the model achieving the first place for classification and second for segmentation. 
 
2.4 Feature Extraction 
A sufficient number of features are needed to obtain an acceptable classification result. 
The dermatologist relies on skin lesion size, shape and colour variations for lesion 
diagnosis. Therefore, these features are vital for computerized diagnosis. Calculation of 
various shape features, e.g. asymmetry index (Stoecker et al., 1992, Lee, 1994), bulkiness 
score (Claridge et al., 1992), circularity factor (Cascinelli et al., 1992, Seidenari et al., 
1995), fragmentation index (Green et al., 1994, Lee, 1994, Aitken et al., 1996), border 
structure and irregularity is required   (Cascinelli et al., 1992, Seidenari et al., 1995). 
Additional eight standard ELM criteria have been employed to aid ELM-based diagnosis 
by Menzies et al. (2003), namely, black dots, radial streaming, brown globules, 
pseudopods, pigment network, overall depigmentation and pigmentation. These gradient 
values have been associated with a mean value and standard deviation in the work of 
Aitken et al. (1996) and Green et al. (1994), while fractal dimensions for the 
representation of border irregularity were determined by Hall et al. (1995). In general, a 
range of colour channels, i.e. standard deviation and the average value of the RGB (Lee, 
1994, Green et al., 1994, Seidenari et al., 1995, Aitken et al., 1996), are used to constitute 
the colour descriptors.  
 
Interpretation of lesion-related colours was undertaken by Cotton and Claridge (1996) 
based on an optical model of the skin. Their findings indicated that a two-dimensional 
surface patch in a three-dimensional colour space (CIE-LMS) contained all the normal 
skin colours. By contrast, the colours associated with abnormal skin structures were not 
included in this regular surface patch. Only a few studies have discussed parameters for 
defining dermoscopy structures and ELM criteria. Calculation of a feature for a lesion’s 
reticular pattern (pigment network) was exemplified by Franke et al. (1993). The method 
of Grey-Level Co-Occurrence Matrix (GLCM) has been employed by Udrea and Lupu 
LITERATURE REVIEW   26 
 
 
 
(2014) for textural feature extraction. The study (Clausi and Zhao, 2002) has shown that 
a high G value beyond a given point made it more difficult to distinguish between 
disparity and contrast, even though the remaining measures were kept at an even level. 
Therefore, a uniform quantisation to 64 grey levels was performed to ensure that there 
were ample data within the matrix. The number of levels were chosen according to their 
experimental results. 
 
2.5 Evolutionary Algorithms 
The most popular heuristics algorithms are population-based optimisation models. These 
algorithms resolve diverse challenging optimisation problems efficiently. The procedures 
for resolving the optimisation problems include experimental settings (e.g. the pre-
defined maximum number of iterations), multiple and random population-based search 
processes, and the fitness evaluation of the swarm. These algorithm processes are 
commonly divided into three categories, i.e. principles of physics, evolutionary and 
swarm intelligence-based algorithms. 
 
The principles of physics have influenced variations of the algorithms, i.e. Gravitational 
Linear Search (GLS) (Webster and Bernhard, 2003), Gravitational Search Algorithm 
(GSA) (Rashedi et al., 2009), Charged System Search (CSS) (Kaveh and Talatahari, 
2010), Artificial Physics Optimisation (APO) (Xie and Zeng, 2010) and Curved Space 
Optimisation (CSO) (Moghaddam et al., 2012). Evolutionary processes have also been 
the inspiration. The design and applications of evolutionary algorithms (EA) comprise 
several natural processes, such as mutation, selection, crossover, and reproduction (Back, 
1996, Doerr et al., 2016), which are further enhanced in various ways to form popular 
models such as Evolution Strategy (ES) (Rechenberg, 1989), Genetic Programming (GP) 
(Koza, 1992), Genetic Algorithm (GA) (Holland, 1992), Differential Evolution (DE) 
(Storn and Price, 1997), Fast Evolutionary Programming (Yao et al., 1999), and 
Evolutionary Programming (EP) (Yao et al., 1999).  
 
To address complicated issues and parallelism, (Holland, 1975, Holland, 1992) put forth 
the nature-inspired metaheuristic algorithm, GA, which is underpinned by the process of 
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natural selection propounded by the theory of biological evolution formulated by Charles 
Darwin. The GA has crossover, mutation and selection as its major operators. This 
algorithm is among the foremost evolutionary algorithms and is broadly applied, as 
highlighted in the literature. More specifically, issues associated with high dimensionality 
and feature selection are usually addressed via GA. Furthermore, different studies have 
developed numerous hybrid GA variant models so that the search space can be explored 
more efficiently. Besides GA, other swarm intelligent algorithms are especially 
introduced in detail below. 
 
2.6 Swarm Intelligence Algorithms 
The swarm intelligence algorithms are greatly inspired by the nature of socially 
collaborative animals and creatures. Such algorithms use a single individual in the swarm 
as a search agent and attempt to imitate the animals’ flocking and schooling behaviours. 
Over the years, the following swarm intelligent algorithms have been proposed including, 
Cuckoo Search (CS) (Yang and Deb, 2009),  bare bones PSO (Krohling and Mendel, 
2009), Firefly Algorithm (FA) (Yang, 2010a), Bat Algorithm (BA) (Yang, 2010b), 
Particle Swarm Optimisation (PSO) (Kennedy, 2011), Ant Colony Optimisation (ACO) 
(Petmanson, 2011, Ünal et al., 2013), Directed Bee Colony Optimisation (DBC) (Kıran 
and Fındık, 2015), Dragonfly algorithm (DA) (Mirjalili, 2016), Moth-Flame Optimisation 
(MFO) (Mirjalili, 2015), Cultural Algorithm (CA) (Reynolds, 1999).  
 
Artificial Bee Colony algorithm endeavours to reproduce the ingenious behaviour of the 
honeybee (Karaboga and Basturk, 2007). It is designed to address optimisation issues by 
mimicking the natural foraging behaviour of honeybees, with food sources and nectar 
respectively denoting solutions and fitness values. The bees are divided into three 
categories: the scouts, onlookers and employed. The employed bees know of food sources 
and can determine where nearby ones will be, and, upon return to the hive, they begin an 
intricate and precise dance. It is the onlooker’s job to monitor this performance, as the 
precise movements of the bee indicate the exact locations of accessible food sources, and 
the quantity of food available. When a food source is abandoned, the employed bee then 
ventures forth in search of a new one and becomes a scout. The original ABC algorithm 
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has been amended numerous times over the years to overcome limitations of the original 
ABC algorithm. Similarly, the Colonies of ants, as imitated by Ant Colony Optimisation 
(ACO) (Petmanson, 2011, Ünal et al., 2013), can determine the ideal route from their 
prime source of food to their nests using ascent or pheromone trail.  
 
The behaviour of a typical grey wolf pack is the inspiration for the Grey Wolf Optimizer 
(GWO) algorithm (Mirjalili et al., 2014b). Grey wolves have a system of hierarchy within 
their groups, which is especially prevalent when hunting prey. The algorithm replicates 
three main stages of the hunt: locating, encircling, and then attacking. The algorithm has 
been employed by numerous studies for solving diverse optimization problems. 
 
One of the most popular swarm-based algorithms is the PSO algorithm, owing to its 
simple search concepts and its low cost to implement. Most of the other algorithms are 
directly or indirectly developed based upon the primary search processes of PSO. The 
PSO engages in the simulation of the way in which organisms socially interact, as 
exemplified by the collective movements of migrating birds or schooling of fish 
(Kennedy, 2011). Within PSO, every possibility is examined as a separate particle within 
a certain search space, and each particle possesses a distinct position and velocity. As 
motion takes place, the position of each particle changes because of its velocity and the 
way in which its counterparts are behaving, and this process continues until the swarm 
establishes an optimum position. Although PSO has its drawbacks, such as premature 
convergence, other strategies can further enhance or amend its key processes to counteract 
the issue.  
 
There are many different ways to solve the premature convergence challenges of 
conventional PSO (Zhan et al., 2011, Xue et al., 2013), and some of these were discussed 
in detail in existing literature. Especially, in recent years, PSO variant models have been 
widely employed for solving diverse optimization problems. These works have placed 
increasing emphasis on PSO and its modified models because of their clarity, population-
based and fast convergence nature. Recently, numerous PSO based methods have 
proposed for solving the feature selection issues, such as chaotic binary PSO (Chuang et 
al., 2011a), Taguchi chaotic binary PSO (Chuang et al., 2011b), discrete PSO (Unler and 
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Murat, 2010) and geometric PSO (Talbi et al., 2008). Other modified models of the 
original PSO algorithm include, e.g. MS-PSO (Yang et al., 2017), BBPSOV (Srisukkham 
et al., 2017) and GPSO (Chen et al., 2016). We discuss the PSO-based feature selection 
models in detail below. 
 
Nasir et al. (2012) proposed a PSO variant called the Dynamic Neighbourhood Learning 
Particle Swarm Optimizer (DNLPSO). It employed a neighbourhood-based learning 
strategy where the neighbourhood historical best information was used for velocity 
updating of the current particle. The neighbourhoods were also updated and reconstructed 
dynamically after a certain number of iterations to preserve swarm diversity. 
 
An advanced PSO framework, known as Enhanced Leader PSO (ELPSO) (Jordehi, 
2015), has been demonstrated to mitigate premature convergence of the original PSO 
model. ELPSO extended the diversity of the swarm by employing the following mutation 
strategies for swarm leader enhancement, i.e. Cauchy, Gaussian, opposition centric, and 
differential evolution (DE) mechanisms.  
 
Multi-runs of standard binary PSO were undertaken in the work of Krisshna et al. (2014). 
The resulting model was known as ThBPSO. The best solution, i.e. gbest, detected from 
each run was retained. A threshold subsequently enabled to establish how important every 
dimension of the universal optimal solutions was. If the overall number of selections of a 
feature in the previous runs exceeded the pre-established threshold, then that feature was 
chosen and attributed as importance. Seven benchmark datasets were employed to test 
the system, which was proven to perform better compared to other advanced approaches. 
 
Zhang et al. (2015a) developed a binary Bare Bones Particle Swarm Optimisation (BPSO) 
model for feature selection. To cultivate the optimum local particles, their binary BPSO 
was dependent upon a robust system of memory, which picked and prioritised personal 
best particles to provide the swarm with an increase and enhancement in variation. 
Overall, their model combined a reinforced memory strategy and a uniform combination 
to increase local and global search capabilities. Wang et al. (2013) proposed an algorithm 
named as Gaussian bare-bones differential evolution (GBDE). It employed Gaussian 
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distribution as its primary mutation method and relied on a self-adaptable approach to 
maintain crossover prospect modifications. The combined model produced a significantly 
faster rate of convergence. The improved approach provided superior results, even when 
compared with bare bones and DE variant algorithms. 
 
Additionally, Lim and Isa (2015) developed Adaptive Division of Labour PSO 
(ADOLPSO). In their work, new particles were produced based on the memory of the 
swarm using the reflectance and convex operators. With the use of the Comprehensive 
Learning PSO (CLPSO) (Hu et al., 2014), particles were invited to learn from the best 
solutions of other neighbouring particles in each dimension.  
 
Mahmoodabadi et al. (2014) proposed a PSO variant, referred as high exploration PSO 
(HEPSO). HEPSO combined PSO with a multi-dimensional GA function and the food 
source identifier of bee colony optimisation. This merge enhanced the search and 
population diversity. Ultimately, when analysed and assessed, according to benchmark 
performance indicators, HEPSO was seen to be the most efficient among the selected the 
PSO variants. 
 
Nevertheless, Chuang et al. (2011a) proposed a chaotic binary PSO (CBPSO) for feature 
selection. It involved the integration of chaotic maps (Tent and Logistic maps) with binary 
PSO, to avoid local optima traps. According to observed outcomes, merging Tent maps 
with the binary PSO achieved the best performance.  
 
To create a Pareto front of non-dominated resolutions, Xue et al. (2013) suggested two 
PSO-based multidimensional feature selection algorithms, i.e. crowding, mutation, non-
dominated sorting PSO (NSPSO) and dominance PSO (CMDPSO). The former brings 
together PSO with methods of mutation, dominance, and crowding, as implied. The latter 
combines principles of PSO with non-dominated sorting. The two algorithms create a 
crowding distance for non-dominated resolutions and help to preserve the variance and 
quality of the finest particles.  
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The work of Li et al. (2015) suggests another hybrid PSO algorithm. It relies upon a 
weighted particle and fuzzy logic to direct the swarm. The weighted particle determines 
the direction, but different criteria such as inertia weight and attraction levels are 
responsible for regulating local exploitation and global exploration. It has been 
extensively tested with the use of ten benchmark indicators and a non-linear neural 
network system.  
 
Lynn and Suganthan (2017) proposed an ensemble of PSO algorithms. Their ensemble 
model utilized a pool of PSO variants including inertia weight PSO, comprehensive 
learning PSO (CLPSO), and distance-based locally informed PSO (LIPS). The method 
divided the swarm into two subpopulations, i.e. one large and one small subswarms. 
CLPSO was applied to the small subpopulation to maintain swarm diversity whereas a 
self-adaptive probabilistic selection scheme was used to identify the best PSO algorithm 
from the pool in each iteration using the large subswarm. In their method, if a PSO variant 
was able to achieve performance improvements within a fixed learning period, it was 
stored in a success memory, otherwise it was recorded in the failure memory. The PSO 
strategies with higher success rates were more likely to be selected to guide the search of 
the large subswarm.  
 
Gou et al. (2017) developed a PSO variant based on individual difference evolution. 
Motivated by the social and psychological models, their work treated each particle as a 
virtual human, and proposed an emotional status fitness indicator for each particle. It not 
only determined a specific evolutionary mechanism for each particle based on its 
emotional status and current fitness, but also utilized a re-starting mechanism to increase 
swarm diversity. Optimal parameter settings were also explored in their work.  
 
Dash et al. (2017) developed two hybrid evolutionary models, known as CSPSO and 
ICSPSO, respectively. The search strategies of PSO and Cuckoo Search (CS) were 
integrated to increase local exploitation and global exploration of the original PSO 
algorithm. Both proposed methods enabled each particle to conduct position updating 
using the original PSO mechanism. A new nest was then generated using the Levy flight 
operator in CS from the position vector of a current particle if this particle was ranked 
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within the best 4% of the population. In ICSPSO, the mutation and crossover operations 
of Differential Evolution (DE) were integrated with CSPSO to further enhance the global 
best solution in each iteration. Both algorithms were used for the design of linear phase 
multi-band stop filters and the search of the desired impulse responses of the filters. 
 
Ouyang et al. (2017) proposed another PSO variant, known as an improved global-best-
guided PSO with learning operation (IGPSO), for solving engineering design 
optimization problems. In their work, the overall swarm was divided into three categories, 
i.e. current population, historical best population, and global best population. A specific 
search strategy was dedicated to each subpopulation. Besides using the original PSO 
operation to guide the search of the current population, a Gaussian distribution based local 
exploration mechanism was applied to the historical best subswarm to enable each 
personal best particle to learn from other more promising historical best particles 
independently. Stochastic learning and opposition based learning operations were also 
used to further enhance the global best solution and to overcome the local optima traps. 
IGPSO outperformed other PSO variants and classical search methods when evaluated 
using a total of 25 unimodal and multimodal benchmark optimization functions. 
 
On the other hand, an autonomous group PSO (AGPSO) model was developed by 
Mirjalili et al. (2014a). Adaptively decreasing cognitive parameter and increasing social 
parameter were employed to balance between exploitation and exploration. Chen et al. 
(2017) proposed a biogeography-based learning PSO (BLPSO) model to further enhance 
CLPSO. Both CLPSO and BLPSO performed velocity updating of each particle using the 
personal best solutions of different exemplar particles for different dimensions. In 
comparison with CLPSO where learning probability and tournament selection were used 
to generate exemplars for each particle, BLPSO employed the migration of biogeography-
based optimization for exemplar generation. BLPSO achieved impressive performance 
for the evaluation of diverse challenging benchmark functions. 
 
There are other algorithms which attempt numerous ways to enhance the PSO model 
(Zhan et al., 2011, Chang, 2015, Lynn and Suganthan, 2015, Zhang et al., 2015a, 
Srisukkham et al., 2017, Mistry et al., 2017, Yogesh et al., 2017). Modifications have 
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been made to the quadratic interpolation processes (Beheshti and Shamsuddin, 2015), the 
positional updating equations (Yang et al., 2017), centripetal acceleration (Beheshti and 
Shamsuddin, 2014), and various strategies (Qin et al., 2015, Tang et al., 2015) and 
numerous subpopulations (Chang, 2015). Further alternatives present approaches to 
resolve the discrete optimisation problems, yet more try to produce stronger, more 
powerful versions by focusing on the inertia weight update strategies (Shi and Eberhart, 
1998, Chen et al., 2013, Taherkhani and Safabakhsh, 2016), while others attempt to 
incorporate more adaptability. 
 
2.7 Classification  
The reduced or selected features are used as the input for recognition and classification 
methods. In this procedure, features from the feature extraction or feature selection 
process are collected. They are prepared in two groups, which are training and test data 
sets. The normalisation process is used for regulating datasets suitable for a supervised 
neural network structure (Jain et al., 1996). The classification process then uses neural 
network or other machine learning methods to recognise information/pattern embedded 
the data and classify the input data into class types for analysis and decision-making. In 
this section, some advanced machine learning approaches are discussed. 
 
2.7.1 Support Vector Machines (SVM) 
SVM contains a very sophisticated learning process that still has a simple mentation. 
SVM is a supervised learning method that is used to solve regression (Support Vector 
Regression) and classification (SVM) problems. Most of the classifier-based knowledge 
transfer work has been constructed using the original SVM classifier. SVM is performed 
by creating the n-dimensional hyperplane that separates data into two classes. The goal 
of SVM is to locate an optimum hyperplane that could separate clusters of vectors, which 
puts one category of the target variable on one side and the other class on the other side. 
The support vectors are the vectors near the hyperplane. By using polynomial functions, 
the best classification rates have been achieved in many existing works. 
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Classification and regression issues are typically addressed via the supervised learning 
models such as SVM or neural networks (Hearst et al., 1998). Based on a series of training 
examples with labels, which indicate the category that the examples belong to, a model 
adopting the linear or non-linear function is developed by the SVM training algorithm to 
allocate new examples to specific classes. Therefore, SVMs are suitable for conducting 
not only linear classification, but also non-linear classification through implicit mapping 
of their inputs into high-dimensional feature spaces based on the kernel trick. 
 
2.7.2 Ensemble Classifiers 
As explained by Rokach (2010), models consisting of several weaker and separately 
trained learners (i.e. base models) are known as ensemble methods. In this context, the 
final prediction is the outcome of the combination of weak learners’ predictions. Two 
objectives must be accomplished to develop an ensemble classifier, namely, 
diversification of weak learners and creation of a more effective mechanism to enhance 
final precision by merging weak learners’ decisions. Popular ensemble methods include 
AdaBoost, Stacked Generalization, Boosting, Gradient Boosting Machines and Random 
Forest. 
 
2.7.3 Convolution Neural Networks 
The Convolutional Neural Network (CNN) is a popular approach for image processing. 
It is part of back propagation neural network that will create a connection between 
standard adaptive filters and feed-forward neural network to operate on images (Sahiner 
et al., 1996). In comparison with traditional neural networks, the CNN model with 
possible non-linear activation functions with or without down sampling performs feature 
learning (Browne et al., 2008). A fully connected layer is used to perform the 
classification with machine learned features as inputs. The CNN model has been used for 
diverse medical imaging, large-scale object recognition and scene classification 
applications. 
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2.8 Conclusion 
Skin cancer detection is a multi-stage process to identify benign and malignant skin 
lesions, including pre-processing, for example, using dull razors and median filters to 
remove hair and other noise. Then, the images were segmented using a pixel limitation 
technique to separate lesions from the skin background. Feature extraction is 
subsequently conducted. The features extracted by our system reflect the well-known 
asymmetry, border irregularity, colour variegation and diameter (ABCD) of dermatology 
criteria. After extracting thousands of raw shape, colour and texture features from the 
lesion areas, feature optimization methods are used to identify the most discriminating 
significant feature subsets for healthy and cancerous lesions. And finally, multiple 
classification methods, such as Support Vector Machine and ensemble models, have been 
employed to perform benign and malignant lesion recognition. 
 
The overall process of the identification of benign and malignant skin lesions from 
dermoscopic images, especially the feature selection process, is motivated by various 
related research in the field. As an example, in our work, multiple optimization algorithms 
are proposed which offer the prospect of achieving reduced computation cost and at the 
same time enhanced accuracy rates for the classification of lesion images. Overall, there 
are three most closely related works that motivated this research for evolutionary 
algorithm based feature selection. Proposed by Krohling and Mendel (2009), the BBPSO 
model employed chaotic accelerated attraction and enemy avoidance operations with the 
consideration of the local and global best and worst experiences to increase search 
diversity. But this model has limited discriminative capabilities owing to excessive 
following of the best leaders, it tends to select a high number of features and shows limited 
capability when solving complex optimization problems, evidenced by our experiments.  
 
Proposed by Krisshna et al. (2014), the ThBPSO model used multiple runs of the original 
PSO model to generate and identify the final best solutions. Because of using the original 
PSO model mainly, the ThBPSO method has a higher probability of premature 
convergence and being trapped in local optima. Finally, the ELSPO model (Jordehi, 2015)  
included several local exploitation strategies for swarm leader enhancement. The 
drawback of ELPSO is that it only enhanced the global best solution without increasing 
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the diversity of the overall swarm. This research presented in this thesis has been 
motivated by the above three and other developments in the field by embedding and 
proposing multiple search mechanisms to increase search diversity and efficiency, to 
overcome premature convergence, of the original PSO algorithm. 
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CHAPTER 3  
PROPOSED METHODOLOGY 1 WITH PSO 
AND GA-BASED FEATURE SELECTION 
 
It is challenging to develop an intelligent agent-based or auto-detection system to conduct 
long-term automatic health monitoring. To develop a disease diagnosis system in the real 
world, certain requirements such as robustness and efficiency must be given priority. This 
research aims to deal with such challenges by presenting an intelligent decision support 
system for skin lesion recognition as the initial step. The proposed method could also be 
embedded in an intelligent automation service for health monitoring in domestic 
environments to promote early diagnosis. The system is developed to identify benign and 
malignant skin lesions using process with multiple steps, including pre-processing for 
noise and hair removal, segmentation, feature extraction, feature selection and 
classification. After extracting thousands of raw features relating to shape, colour and 
texture from lesion areas, two separate optimisation methods, the GA and PSO are used 
to identify the most discriminating feature subsets for healthy and cancerous cases. The 
classical PSO and GA models are selected owing to the fact that they carry out distinctive 
search strategies to each other. They are selected also because of their capabilities and 
efficiency in solving diverse optimization problems and simplicity for implementation. 
Specifically, PSO follows the swarm leader to explore the search space, which has better 
global exploration capability, while GA is based on mutation and crossover to generate 
offspring solutions, therefore having a better capability for local exploitation. At this 
initial stage, the research mainly focusses on these classical models for initial 
experiments. Moreover, owing to the fact that there are various limitations in these 
conventional methods, such as local optima traps and lack of search diversity, several 
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improved hybrid models are proposed and presented in subsequent chapters. After 
performing feature selection using PSO and GA, an SVM classifier has been employed 
to recognize benign and malignant lesions. The empirical results indicate that the 
proposed approach achieves superior performance compared to other methods reported 
in the literature. The comparison is performed by evaluating 1,300 images from the 
Dermofit dermoscopy image database. The features employed in the present study have 
high-dimensionality characteristics. However, not all features of skin lesion have the 
same level of importance. The selection of features has implications for the determination 
of the nature of a lesion as benign or malignant, but this may be inaccurate if unnecessary 
features are used. Future regression or classification models could benefit from a reduced 
series of essential features that could make them more precise and comprehensive. 
Texture and colour are complex properties, and it is not well understood how important 
different levels of sharpness and colour are, even though differentiating features could be 
distinguished based on domain knowledge. Therefore, feature selection must be 
performed so that only the most important features are selected. 
 
This research proposes an intelligent decision support system for the classification of 
benign and malignant skin lesions using GA and PSO-based feature selection. As shown 
in Figure 3-1, there are five principal processes in the proposed system for the 
identification of skin cancer; namely, pre-processing, skin lesion segmentation, and 
feature extraction, and then most importantly, the PSO and GA are utilised to perform 
feature selection and so as to recognise the most discriminative features for the 
classification of benign and malignant skin lesions. These evolutionary algorithm based 
feature selection methods can eliminate unnecessary features and thus enhance the 
accuracy of classification. Subsets of features, i.e. the most distinctive features, will 
eventually be employed as input for the SVM to enhance classification results in dynamic 
environments. The proposed methodologies on the first feature selection model are 
discussed in detail below. 
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Figure 3-1: Machine learning procedures for skin lesion classification 
 
3.1 Pre-processing 
A pre-processing method is essential before feature extraction when classifying benign 
and malignant lesions and this involves transforming raw data into an understandable 
format for further processing. In real-world applications, data are often unreliable, 
inadequate and may contain noise that affects detection performance. Removing any 
noise and irrelevant marks which confuse the classifiers is required. The following pre-
processing steps are conducted in this research. Noise filtering, image segmentation, and 
grayscale conversion are initially conducted before subjecting image of lesions to 
classification procedures. For instance, a hair removal technique is undertaken to reduce 
the effects of thin hairs and a median filter is used to eliminate ‘salt and pepper’ noise. 
Subsequently, the lesion is separated from the background by removing the skin through 
a ground truth motivated image segmentation algorithm. Finally, the original RGB 
images are then converted into grayscale images. 
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Figure 3-2: Before (Left) and after (Right) hair removal 
 
The Enhanced Dull Razor algorithm (Kiani and Sharafat, 2011) was used to remove hairs 
from images where morphological closing image processing was generalised to grey-
level images, followed by the identification of the thin hair with an extended hair outline. 
Bilinear interpolation was implemented to substitute the identified pixels of the hairs. The 
MATLAB ‘roifill’ function was also used to perform a filling operation using an 
interpolation method based on Laplace’s equation. This step resulted in a smooth fill 
inward from the borders of the region of interest, as shown in Figure 3-2. Subsequently, 
the clarity of the image was enhanced by improving its shape and edges. Image borders 
were sharpened using contrast enhancement. Moreover, this process may also improve 
the quality of the segmentation. 
 
3.2 Segmentation 
Image segmentation is a technique used to determine the shape and size of the border. 
Segmentation can also separate the object from its background based on the features 
needed for extraction (Neoh et al., 2015). After removing noise and hairs from the image, 
the lesion needs to be separated from the skin, and therefore the analysis leading to 
diagnosis is conducted using only the critical area. Previous studies have proposed several 
different types of segmentation methods which give high accuracy, such as region-
threshold and edge-based methods (Zhang et al., 2013). The Adaptive Snake (AS) 
approach has been chosen for this research, because of its efficiency as indicated in 
previous research. Silveira et al. (2009) chose several existing segmentation methods for 
comparison, including the adaptive threshold (AT), adaptive snake (AS), gradient vector 
flow (GVF), Chan’s level set method (C-LS) and fuzzy-based split and merge (FBSM). 
Each method has been evaluated for segmentation performance by comparison of the 
results with the ground truth established by the dataset provider. Based on the results, AS 
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is efficient for establishing a discriminatory analysis that divides the image into two 
classes of pixels. In the first instance, the chosen colour image is rendered in 
monochrome. Then corresponding threshold limits are set within the grey spectrum, and 
the pixels that occur within the range set by the limits are selected. Following this, non-
lesion pixels are assigned a value of zero. To extract multiple features such as colour and 
area, the segmentation results of this threshold-based method are plotted on multiple 
images. Figure 3-3 shows a segmented skin lesion using one of the images extracted from 
the dataset used in the present studies. 
 
 
Figure 3-3: Segmentation results: original lesion image (left), segmented cropped image (middle), 
segmented binary image (right)  
 
3.3 Feature Extraction 
The identification of regions consisting the internal and external parts of lesion enables 
the creation of an asymmetry index, since asymmetry is highly important in 
distinguishing between malignant and non-malignant lesions. Meanwhile, slight edge 
irregularities are detected based on a border irregularity index. In addition to these 
morphological aspects, colour features such as relative chromaticity, ratios of red, green 
and blue, and factors associated with the tone of the lesion are extracted based on the 
HSV, RGB and Lab colour spaces. Meanwhile, after segmentation, image features are 
extracted for subsequent classification.  
 
Table 3.1 : Features extracted from a skin lesion image 
Features# Feature List Feature Types 
f1 Border irregularity 
index 
Shape 
f2 Perimeter 
f3 Solidity 
f4 Extent 
f5 Equivalent diameter 
f6 Asymmetry index 
f7 Form factor 
f8 Roundness 
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f9 Major and minor 
different 
f10 Compactness index 1 
f11 Compactness index 2 
f12 Relative chromaticity Colour (RGB, HSV, Lab) 
f13 Lightness difference 
f14 - f16 Colour difference 
f17 Colour ratio 
f18 - f20 Colour mean 
f21 - f23 Colour standard 
f24 - f26 
 
f27 - 
f3914 
Generalised Co-
Occurrence Matrix 
12 GCM features, 3 grey quantisation level x 6 inter pixel 
distances in 3 colour spaces (RGB, HSV, Lab) & 6 colour pairs 
(RR, RG, RB, GG, GB, BB) 
 
Several methods have been identified for feature extraction. Overall, most of the relevant 
work has employed the ABCD rules of dermatology for feature extraction. In this 
research, several types of measurements such as compactness index, fractal index, and 
edge abruptness are used to indicate border irregularities to identify these features which 
will be included in this application. In the skin automated diagnosis system, feature 
extraction is constructed based on ABCD rules by dermatology. The three measures of 
shape, colour and texture provide the following features as shown in Table 3.1. 
 
3.3.1 Shape Features 
Asymmetry: A melanocyte lesion may be diagnosed according to several identifiers, of 
which one of the most significant is a lack of symmetrical morphology. In dermatological 
terms, the ABCD rule model rates this aspect as the most crucial factor. In consideration 
of the symmetry feature, many factors are relevant concurrently, including colour, texture 
and morphology. A three-fold classification system can be derived from the measurement 
of symmetry, with three classes of outputs representing total symmetry, lack of symmetry 
along a single axis and lack of symmetry along dual axes. Lesion asymmetry is evaluated 
by calculating the area of inner and outer of the lesion, using the following formula: 
𝐴𝐼 =
Δ𝐴𝐾
𝐴𝐿
∗ 100 (3.1) 
where 𝐴𝐼  represents the asymmetry index. 𝛥𝐴𝐾  represents the area between the two 
halves of the lesion, and 𝐴𝐿 denotes the lesion area. 
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Border irregularity: Irregularities occurring along the edge of a malignant lesion offer 
useful information concerning that lesion’s nature. Typically, the edge of a malignant 
lesion usually exhibits four factors of interest which are density, fractal dimensions, radial 
variability and the extent to which its contour exhibits small irregularities. To identify the 
irregularity of a lesion border, each lesion is divided into four areas for comparison: left, 
right, below and above. From this, the following four border irregularity indexes are as 
shown in Figure 3-4. 
 
 
Figure 3-4 : Calculating the border irregularity index, (a) border right, (b) border left, (c) border-
bottom, (d) border upper 
𝐼 =
𝑎𝑏
2𝜋(𝑎2 + 𝑏2)
𝑃2
Δ𝐴
 (3.2) 
where 𝐼 represents an irregularity with a and b representing the lengths of major and 
minor axes of the lesions, 𝑃 represents the perimeter of the lesion and 𝛥𝐴 indicates the 
area of corresponding. 
 
Compactness: Another relevant feature is the degree to which the lesion can be described 
as compact. To determine this aspect, a comparative analysis is performed between the 
lesion’s boundary and a circle with a circumference of the same length. It is the former 
of these two numerical values that presents a challenge in its assessment. One solution to 
this issue is to use the proportions of the most easily measured values of maximum and 
equivalent lesion diameters as defined in Equation (3.3), where 𝐶  represents 
compactness. 
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𝐶 =
4𝜋𝑃2
Δ𝐴
 (3.3) 
3.3.2 Colour Features 
The range of colour types utilised in diagnosing a melanocyte lesion can be broadly 
categorised into black, grey-blue, brown (dark), brown (light), red and white, which are 
indicators of a malignant skin lesion when all are present. Dermatological analysis allows 
for the determination of whether a colour category exists in an image and, if so, where it 
exists. This positional information is noted via a binary mask application, with image 
segmentation performed by the dermatological professional (see Figure 3.5 as an example 
with separate colour categories being present). In this chapter, three types of colour space 
are used: HSV, RGB and LAB. 
 
 
Figure 3.5 : Colour variations of a malignant skin lesion 
 
The relative chromaticity of red, green, and blue in a skin lesion is also significant. The 
chromaticity of red, green and blue is expressed as follows: 
𝑅𝑒𝑙𝐶ℎ𝑟𝑜𝑚𝑎,𝑅𝑒𝑑 =
𝑟𝐿
𝑟𝐿 + 𝑔𝐿 + 𝑏𝐿
−
𝑟𝑆
𝑟𝑆 + 𝑔𝑆 + 𝑏𝑆
 (3.4) 
In the above expression, 𝑟𝐿, 𝑔𝐿 and 𝑏𝐿 represent the mean red, green and blue appearing 
within the lesion respectively. The chromaticity of green and blue in relation to red/blue 
and red/green respectively are expressed in a similar way. In the case of red, the ratio 
represents the average of the red constituent present in a lesion divided by the mean colour 
of the surrounding non-lesion skin. The ratio of red is expressed as follows: 
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𝑅𝑎𝑡𝑖𝑜𝑅𝑒𝑑 =
𝑟𝐿
𝑟𝑆
 (3.5) 
The ratios for green and blue are defined similarly. Finally, the factors exhibited regarding 
the lesion’s tone, in term of chroma, colour and hue are examined in relation to the non-
lesion skin. The lesion’s tone, chroma and hue are represented by 𝐿∗ , 𝐶∗ and 𝐻∗ 
respectively in the following equations: 
 
(∆𝐿∗) = 𝐿𝐿𝑒𝑠𝑖𝑜𝑛
∗ − 𝐿𝑆𝑘𝑖𝑛
∗  
 
(∆𝐶∗) = 𝐶𝐿𝑒𝑠𝑖𝑜𝑛
∗ − 𝐶𝑆𝑘𝑖𝑛
∗  
 
(∆𝐶𝑙𝑟∗) = √(∆𝐿∗)2 + (∆𝑎∗)2 + (∆𝑏∗)2 
 
(∆𝐻∗) = √(∆𝐶𝑙𝑟∗)2 + (∆𝐿∗)2 + (∆𝐶∗)2 
 
where 
∆𝑎∗ = 𝑎𝐿𝑒𝑠𝑖𝑜𝑛
∗ − 𝑎𝑆𝑘𝑖𝑛
∗  
 
∆𝑏∗ = 𝑏𝐿𝑒𝑠𝑖𝑜𝑛
∗ − 𝑏𝑆𝑘𝑖𝑛
∗  (3.6) 
 
where 𝑎 and 𝑏 are the colour-opponent dimensions of the Lab colour space. 
 
3.3.3 Texture Features 
The texture of a lesion can be estimated by many objective measures derived from 
generalized co-occurrence matrix (GCM). Through a body of existing research Ballerini 
et al. (2012), the grey-level co-occurrence matrix (GLCM) has been extensively used and 
is a widely-adopted and popular methodology. GLCM provides several measures for 
statistical assessment which are employed in this research, and each is grey-level shift-
invariant in nature. These measures enable the sensitive recognition of linear shift 
regarding the intensity of illumination, such that texture can be categorised in these terms. 
Previous research (Clausi and Zhao, 2002) has demonstrated that a point exists beyond 
which a high G value leads to a reduced ability to differentiate in terms of disparity and 
contrast, despite maintaining even levels of the other measures. To populate a matrix with 
a sufficient amount of data, an equal quantisation to 64 grey levels was carried out, with 
this number being above a lower bound of 24 which was selected based on the findings 
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of existing research (Ballerini et al., 2012). Such low values also minimise the impact of 
noise in the image. 
 
It is recommended that the GLCM after normalisation presents a stable level of density, 
to provide confidence in statistical estimation within the joint probability distribution. In 
this research, the measures are taken in three colour spaces, i.e. RGB, HSV and Lab to 
reduce the impact of differences in lighting before the colour extraction, plus six colour 
pair, i.e. RR, RG, RB, GG, GB and BB. Three grey-level quantisation at 64, 128, 256, are 
used for every colour space. The twelve texture features represent autocorrelation, 
correlation, cluster prominence, dissimilarity, entropy, energy, maximum probability, 
contrast, homogeneity, cluster shade, inverse difference moment and variance as 
mentioned by Haralick (1979), and six inter-pixel distances. Eventually, each image 
yields 11 morphology-based features and 3888 textural features, giving a total of 3914 
features. 
 
3.4 The Proposed PSO and GA Search Strategies for Feature 
Selection 
The features listed in Table 3.1 are high dimensional and are not all equally important for 
the identification of benign and malignant lesions. Therefore, feature selection is 
conducted to identify the most significant features. In this research, PSO and the GA are 
employed for feature selection because of their superior search capabilities (Zhang et al., 
2015c, Mistry et al., 2017). The GA employs crossover, mutation and replacement 
functions to generate better offspring and thus the most discriminative features can be 
identified. In this work, both algorithms reduced the number of feature dimensions, from 
3914 to 1472 for the GA, and from 3914 to 1254 for PSO. Subsequently, the most 
discriminative feature subsets are identified and used as inputs to the SVM classifier for 
the classification of healthy and cancerous skin conditions. The pseudo-codes of the PSO 
and GA are also provided below. 
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Algorithm 3.1: Genetic Algorithm 
1 Start 
2 Initialize a population randomly (e.g. 50 particles); 
3 Evaluate the population to identify the initial best leader, 𝑔𝐵𝑒𝑠𝑡; 
4 While (! Stop condition) do {// 500 iterations 
5      (P^' (t)) ← Variation (P(t)); //Creation of new solutions 
6      Evaluate population (P^' (t)); //Evaluate the new solutions 
7      P(t+1) ← Apply genetic operators (P^' (t)∪Q);  
8       t ←t+1; 
9 } End While  
10 End 
 
Algorithm 3.2: Particle Swarm Optimisation 
1 Start 
2 Initialize a population randomly (e.g. 50 particles); 
3 Evaluate the population to identify the initial best leader, 𝑔𝐵𝑒𝑠𝑡; 
4 While (! Stop condition) do {// 500 iterations 
5      For (each particle) do { 
6           If (f(xi) < 𝑝𝐵𝑒𝑠𝑡) do { 
7                𝑝𝐵𝑒𝑠𝑡 = xi; 
8           } End If 
9           If (𝑝𝐵𝑒𝑠𝑡 < 𝑔𝐵𝑒𝑠𝑡) do { 
10                𝑔𝐵𝑒𝑠𝑡 = 𝑝𝐵𝑒𝑠𝑡; 
11           } End If 
12      } End For 
13      For (each particle) do { 
14           For (each dimension) do 
15                 Search using Eq. (3.7) & (3.8) in each dimension; 
16           } End For 
17      } End For 
18 } End While 
19 End 
 
A swarm-based algorithm PSO is often employed for feature selection. PSO shows 
outstanding search abilities in addressing a wide range of issues of optimisation and it 
performs the search process using personal and global best solutions. The PSO operations 
for velocity and position updating are defined by Equations (3.7) and (3.8). 
 
𝑣𝑖𝑑
𝑡+1 = 𝑤 × 𝑣𝑖𝑑
𝑡 + 𝑐1𝑟1(𝑝𝑖𝑑 − 𝑥𝑖𝑑
𝑡 ) + 𝑐2𝑟2(𝑝𝑔𝑑 − 𝑥𝑖𝑑
𝑡 ) (3.7) 
𝑥𝑖𝑑
𝑡+1 = 𝑥𝑖𝑑
𝑡 + 𝑣𝑖𝑑
𝑡+1 (3.8) 
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where the positions of particle i in the 𝑑𝑡ℎ  dimension in repetitions are respectively 
indicated by 𝑥𝑖𝑑
𝑡+1  and 𝑥𝑖𝑑
𝑡 , while the velocities in the t+1th and 𝑡𝑡ℎ  repetitions are 
respectively indicated by 𝑣𝑖𝑑
𝑡+1 and 𝑣𝑖𝑑
𝑡 . The inertia weight for embedding the repetition 
effect of the preceding velocity is indicated by 𝑤, whereas the acceleration coefficients 
are represented by 𝑐1 and 𝑐2, with 𝑟1 and 𝑟2 constituting random vectors. The personal 
best solution of particle i is denoted by pid, while the global best solution in the 𝑑𝑡ℎ 
dimension is denoted by pgd. In this research, the features selected are represented in a set 
of 𝑛  binary digits where serves to represent a feature subset. The values 0 and 1 
correspond as removed and selected features. For instance, a particle with the binary set 
of 01010010 suggests that the second, fourth and seventh features were chosen. A set of 
candidate solutions depicted as a particle within a swarm in solving an optimisation issue 
is evolved iteratively to achieve enhanced resolutions, as shown in Equation (3.9). The 
overall process terminates when the maximum number of iterations is reached, or a 
satisfactory outcome has been achieved. The fitness function of each particle is composed 
with two aspects based on the classification accuracy and the number of selected features, 
as defined by the following equation: 
𝑓𝑖𝑡𝑛𝑒𝑠𝑠(𝐶) = 𝑤𝑎 ∗ 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 + 𝑤𝑓 ∗ (𝑛𝑢𝑚𝑏𝑒𝑟𝐹𝑒𝑎𝑡𝑢𝑟𝑒𝑠)
−1 
(3.9) 
where 𝑤𝑎  and 𝑤𝑓  represent the weights for classification accuracy and the selected 
features respectively. A higher value is assigned to 𝑤𝑎 (e.g. 0.9) as opposed to 𝑤𝑓 (e.g. 
0.1), owing to the higher priority for the classification performance as compared with the 
number of selected features. 
 
3.5 Classification 
Selected features are used for the recognition and classification of benign and malignant 
lesions. A wide range of classifiers is explored. Eventually, the SVM classifier was used 
for the classification of benign and malignant skin lesions because of its superior 
performance (Gilmore et al., 2010). The SVM is a supervised learning method used to 
solve regression and classification problems (Zhang et al., 2013, 2015b). The SVM 
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creates an n-dimensional hyperplane that separates the data into two classes. The goal of 
the SVM is to pinpoint an optimum hyperplane which can separate clusters from vectors 
to categorise the target variables on one side and the other class on the other side. The 
support vectors refer to the vectors near the hyperplane. Moreover, the SVM is regarded 
as an inherently straightforward application, with fewer parameters needed for tuning, a 
high capacity to generalise output within pattern-recognition scenarios and a strong 
potential to accommodate input information of higher dimensions. In this research, an 
SVM with radial basis function (RBF) as well as optimal parameter settings is utilised for 
classification. 
 
3.6 Evaluation 
This research employs the Dermofit dataset for the evaluation of the proposed system. 
This dataset consists of images of 1,300 lesions including 850 benign and 450 cancer 
images. Most of the 1300 images are 8-bit red-green-blue (RGB) colour images in a 
variety of resolutions. Since most of them, however, consist of 720 pixels in the longest 
dimension, other images that do not meet this criterion were resized to 720 pixels in the 
longest dimension with the aspect ratio being maintained. In each case, the lesion appears 
in the centre of the image with non-lesion skin visible in the corners of the image. 
 
Twelve hundred images were employed for training and one hundred images for testing 
from the above database. Although PSO and the GA are comparatively superior in the 
outcomes they deliver, the experiments also revealed limitations due to the difficulty of 
finding global maxima which will be the subject of further research. In this research, the 
PSO and GA approaches have been applied in two separate experiments to select relevant 
and reliable factors to carry out skin lesion categorisation. The results of the experiments 
were compared with those obtained from related research, such as the study by Ayoub et 
al. Ayoub et al. (2012). The following formulae were used to calculate accuracy, 
sensitivity and specificity in the evaluation of the system. 
 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
(𝑇𝑜𝑡𝑎𝑙 𝑜𝑓 𝑑𝑒𝑡𝑒𝑐𝑡𝑒𝑑 𝑙𝑒𝑠𝑖𝑜𝑛𝑠)
(𝑇𝑜𝑡𝑎𝑙 𝑑𝑎𝑡𝑎𝑠𝑒𝑡 𝑖𝑚𝑎𝑔𝑒𝑠)
∗ 100 (3.10) 
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𝑆𝑒𝑛𝑠𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃
𝑇𝑃 + 𝐹𝑁
 (3.11) 
𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁
𝑇𝑁 + 𝐹𝑃
 (3.12) 
 
In these formulae, TP is the number of true positives, with FN as the number of false 
negatives, TN the number of true negatives, and FP the number of false positives. 
Sensitivity and specificity respectively quantify the percentage of classifications relevant 
to benign and malignant lesions. The experiments use 100 images depicting 50 malignant 
and 50 benign lesions. The results obtained from the full set of images are set out in the 
table below. The results show that model obtains promising performance, with average 
accuracy rates of 92.11% and 90.93% for GA and PSO respectively. 
 
Table 3.2: Evaluation Results 
 Methodology Sample size Accuracy (%) 
Gilmore et al. (2010) SVM 199 N/A 
Barhoumi and Baâzaoui (2014) ROC     122 85.00 
Alcón et al. (2009) CFS + LMT    152 86.00 
This Research 1 GA + SVM 100 92.11 
This Research 2 PSO + SVM 100 90.93 
 
In comparison with the results of related research listed in Table 3.2, the proposed system 
achieves impressive performance. The PSO and GA-based feature selection methods 
account for these promising performances. 
 
3.7 Chapter Summary 
This research proposes an intelligent decision support system for the identification of 
benign and malignant skin lesions from dermoscopy images, which offers the prospect of 
achieving an improved and more accurate classification of lesions from images. The 
proposed system employs pre-processing techniques such as dull razors and median 
filters to remove hair and other noise. Then, the images are segmented using a pixel 
limitation technique to separate lesions from the image background. Feature extraction is 
subsequently conducted. The features extracted by the proposed system reflect the well-
known dermatological parameters of ABCD as well as the criteria of the ELM. The 
features focus primarily on the size, shape, colour and local parameters of lesions with 
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some additional consideration given to the lesion edges. PSO and GA are also applied to 
identify the most discriminative feature subsets to improve classification accuracy. In an 
evaluation using 100 images from the Dermofit dataset, the system achieves average 
accuracy rates of 92.11% and 90.93% for GA and PSO respectively in skin lesion 
classification. Future research will concentrate on developing and refining a new hybrid 
feature selection algorithm, based on the integration of PSO or GA with other search 
algorithms such as harmony search, to identify more discriminative features and further 
improve classification accuracy. 
 CHAPTER 4  
PROPOSED METHODOLOGY 2 WITH 
HLPSO-BASED FEATURE SELECTION 
 
Feature selection is one of the most useful techniques for solving complex classification 
problems and enhancing performances. As indicated in the previous chapter, since the 
conventional PSO is lack of population and search diversity, a modified PSO model has 
been proposed to overcome premature convergence and local optimum traps. This chapter 
presents a newly developed optimisation method that is based on the fusion of PSO and 
GA operators to increase the exploration abilities of the PSO algorithm. The new model 
is referred to as hybrid learning PSO (HLPSO). Owing to the fact that the original PSO 
model does not include any mutation strategies, the proposed HLPSO model employs the 
GA operators, such as crossover and mutation, as well as the scatter operation to increase 
population diversity. A standard dataset has been chosen to assess the proposed algorithm. 
The capabilities of HLPSO are validated via comparison with numerous renowned 
standard optimization methods. This investigation proves that the proposed algorithm is 
a promising global optimisation algorithm and, moreover, that it is more advanced when 
compared with recently formulated versions of PSO in terms of classification 
performance and convergence speed. 
 
Through the employment of a PSO-based feature selection system, this study offers a 
rational enhanced decision support system to achieve the classification of benign and 
malignant skin lesions. The system also incorporates four critical phases; namely, skin 
lesion segmentation, feature extraction, feature selection, and classification. Figure 4-1 
provides an illustration of the system’s configuration, indicating the main mechanisms of 
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the system, and the methodological approaches used are also explained in detail in this 
chapter. 
 
Figure 4-1 : Skin Lesion Detection System 
 
4.1 Feature Extraction 
The list of handcrafted features proposed in Chapter 1 has successfully achieved a 
promising level of accuracy. However, the speed and accuracy of feature selection could 
be improved further. The previous texture feature vector contains 3,888 features. Due to 
the overly dominance of the texture features than other features such as colour and shape, 
this has negative impact on classification accuracies. In this chapter, multiple new high-
level feature extraction methods proposed in recent studies (Chang et al., 2013) are 
adopted, to produce colour, shape and Grey-Level Run Length Matrix (GLRLM) texture 
features for initial lesion representation. Furthermore, four orientation levels (i.e. 0°, 45°, 
90°, and 135°) of the GLRLM-based texture features with eleven distinctive emphases 
(i.e. short-run emphasis, long-run emphasis, run percentage, run length nonuniformity, 
grey-level nonuniformity, low grey-level run emphasis, high grey-level run emphasis, 
short-run low grey-level emphasis, long-run low grey-level emphasis, short-run high 
grey-level emphasis and long-run high grey-level emphasis) are used for lesion 
representation. In addition, two extra texture features associated with the Tamura 
coarseness indices for skin and lesion are used as well. The chosen new features in this 
chapter are more related to the medical domain, which embed more colour attributes in 
multiple colour spaces to form a better classification performance as shown in Table 4.2. 
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Figure 4-2 : Raw Image (First column), Ground Truth (second column), Segmented Lesion (third 
column), and Grey Image (last column) 
 
Table 4.1: The Extracted New Features 
Features 
# 
Features Details 
Features 
Types 
Extracted 
Area 
1 Asymmetry index 
Shape (13) 
Lesion only 
2-4 Compactness index 
5 Radial variance 
6 Border irregularity index 
7 Perimeter 
8 Solidity 
9 Roundness 
10 Extent 
11 Equivalent diameter 
12 Form factor 
13 Different of left & right 
14-21 Colour variance 
Colour (87) 
22-29 Colour entropy 
30-37 Colour skewness 
38-49 Colour correlation 
50-55 Principal component analysis variance 
56-58 Mean of image darkness 
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59-61 Variance of image Darkness 
62-64 Relative chromaticity 
65-76 Mean and standard 
Skin and 
Lesion 
77-91 Ratio of RGB 
92-100 Average colour of RGB 
101-102 Tamura coarseness index 
Texture 
(46) 103-146 
Grey-level run length matrix with 4 orientations of 
GLRLM (0, 45, 90, 135), each level with 11 different 
emphasis 
 
A newly proposed feature set listed in Table 4.1, consisting of 146 handcrafted features 
(13 morphological, 87 colour and 46 texture features), is extracted to characterise the 
lesion area. Table 4.1 provides detailed information on these features. In addition, without 
applying any feature optimisation process, this feature set has been tested using KNN 
classifier and better accuracy rates have been achieved with significantly reduced cost as 
compared with those of the previous proposed feature set in Chapter 3. Table 4.2 shows 
that the newly proposed features outperformed the feature set used in the previous 
chapter.  
 
Table 4.2: The performance of the new features tested using the PH2 dataset before applying 
feature optimisation 
 Number of features Accuracy (%) 
Previous Features Set used in Chapter 3 3914 76.00 
Newly Proposed Features Set 146 85.20 
 
4.2 The Proposed HLPSO for Feature Selection 
In this chapter, the new PSO model (i.e. HLPSO) is proposed by integrating the sub-
swarm division and crossover, mutation and scattering techniques with probability-based 
local exploration to moderate the local optimum trap. Algorithm 3 is shown below with 
a step-by-step demonstration of its operation. At first, the algorithm is initiated with 50 
randomly chosen particles and then the initial fitness of each particle is calculated using 
fitness function. The algorithm uses the evaluated fitness for sorting, and the best particle 
is selected as the global best, 𝑔𝑏𝑒𝑠𝑡, which is stored in the best memory. The swarm is 
then divided into two sub-swarms.  
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Each sub-swarm will be led by different search methods, including probability 
distributions and conventional PSO operation respectively. In the first sub-swarm, three 
short- and long-jump exploration methods have been employed, i.e. Gaussian, Cauchy 
and Lévy distributions. Each particle in this sub-swarm will use one probability 
distribution method randomly for position updating. The new 𝑔𝑏𝑒𝑠𝑡  will then be 
identified by sorting the first sub-swarm. The second sub-swarm uses the conventional 
PSO algorithm for velocity and position updating with the identified best solution as the 
sub-swarm leader. Finally, the two sub-swarms are combined. The 𝑔𝑏𝑒𝑠𝑡 is then chosen 
by sorting the overall swarm based on the fitness scores. Top 10 and the bottom 20 
particles are identified respectively. Subsequently, to improve the search diversity, 10 
offspring will be produced using a crossover method by using the top 10 particles 
identified above. Furthermore, another set of 10 offspring particles will be generated by 
mutating the 10 newly generated particles from the crossover operation. In total, 20 
offspring particles are generated from crossover and mutation operations. Then, it scatters 
the bottom 20 weak particles to random locations. Finally, the newly generated 20 
offspring particles using mutation and crossover operations combine with the original top 
10 and the scattered new 20 particles to form a new swarm, which is ranked based on the 
fitness scores. The algorithm continues until stagnation occurs. 
 
Algorithm 4.1: Pseudo-code of The Proposed HLPSO Model 
1 Start 
2 Initialize a population randomly (e.g. 50 particle); 
3 Evaluate the population; 
4 Sort population based on fitness values and identify 𝑔𝐵𝑒𝑠𝑡; 
5 While (! Stop condition) do {// 358 iterations 
6      Divide the population into two sub-swarms; 
7      For (each particle in sub-swarm 1) do { 
8           Conduct long jumps using Levy flights/Gaussian/Cauchy Eq. (4.3)-(4.5); 
9           Update the 𝑝𝐵𝑒𝑠𝑡 if the new position developed by long jumps has better fitness; 
10      } End For 
11      For (each particle in sub-swarm 2) do { 
12           Follow the leader in every dimension using Eq. (3.7) & (3.8); 
13 
          Update the 𝑝𝐵𝑒𝑠𝑡 if the new position developed by the original PSO operation has better 
fitness; 
14      } End For 
15      Combine two sub-swarms; 
16      Sort the overall swarm based on fitness values and identify the 𝑔𝐵𝑒𝑠𝑡; 
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17      Identify top 10 particles and scatter the last 20 particles to random locations; 
18      Generate 10 offspring particles using crossover from the top 10 particles; 
19 
Generate another 10 offspring particles by mutating the above newly generated 10 offspring 
particles using the crossover operation; 
20 
Combine all 50 particles (top 10 + scattered 20 + 10 offspring generated using the crossover 
operation of the top 10 particles + 10 offspring generated by mutating the above 10 new 
particles produced using crossover); 
21      Sort the population based on fitness value and identify the 𝑔𝐵𝑒𝑠𝑡; 
22 } End While 
23 End 
 
Due to imbalanced class samples used in the current experiment, the geometric mean 
(GM) is used as part of the fitness evaluation instead of classification accuracy, since the 
GM is often used to deal with imbalanced data problems (Beyan and Fisher, 2015, 
Srisukkham et al., 2017). Therefore, traditional performance measurements including 
accuracy and sensitivity will not be considered in this research due to the lack of equal 
treatment on each class or lack of efficiency. Since the GM measurement has been widely 
adopted in the field with the consideration of both sensitivity and specificity and it treats 
each class fairly without any bias on the sample numbers within a particular class, it is a 
more reliable performance measure. The GM and fitness evaluation formulas are shown 
below: 
𝐺𝑀 = √𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 ∗ 𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 
 
(4.1) 
𝑓𝑖𝑡𝑛𝑒𝑠𝑠(𝐶) = (𝑤𝑎 ∗ 𝐺𝑀) + (𝑤𝑓 ∗ ((𝑛𝑠 − 𝑛𝑓)/𝑛𝑠)) (4.2) 
where 𝑤𝑎  and 𝑤𝑓  represent the weights for classification accuracy and the number of 
selected features respectively. Again, a higher value is assigned to 𝑤𝑎  (e.g. 0.9) as 
opposed to 𝑤𝑓 (e.g. 0.1) owing to the importance of classification performance. 
 
4.2.1 Gaussian Distribution 
To reach the algorithm superior explorative capacity, several mutations are carried out to 
prevent premature convergence and local optima. The equation below permits the local 
exploitation of each particle in the first sub-swarm based on a Gaussian distribution 
(Jordehi, 2015). 
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𝑛𝑝𝑔1(𝑝) =  𝑐𝑝𝑔1(𝑝) + (𝑋𝑚𝑎𝑥 − 𝑋𝑚𝑖𝑛) ∗ 𝜑(𝑜, ℎ) (4.3) 
The Gaussian distribution is denoted by 𝜑(𝑜, ℎ), with 𝑜 and ℎ respectively denoting the 
distribution mean or expectation and the standard deviation, which exhibits a linear 
decline during execution. The upper bound of the decision vectors in the 𝑑𝑡ℎ dimension 
is 𝑋𝑚𝑎𝑥  while the lower bound is 𝑋𝑚𝑖𝑛 , with 𝑑 = 1, 2…n. Furthermore, the current 
particle, 𝑐𝑝𝑔1,   is replaced by the newly produced mutated particle, 𝑛𝑝𝑔1, if the new 
particle shows better fitness compared to that of the previous particle. 
 
4.2.2 Cauchy Distribution 
Cauchy mutation is also used to increase local exploitation of each particle and the 
position of each new particle is determined by the equation below (Jordehi, 2015): 
𝑛𝑝𝑔2(𝑝) =  𝑐𝑝𝑔2(𝑝) + (𝑋𝑚𝑎𝑥 − 𝑋𝑚𝑖𝑛) ∗ 𝜓(𝑜, 𝑠) (4.4) 
The Cauchy mutation is denoted by 𝜓(𝑜, 𝑠), with 𝑜 denoting the location parameter, 
which shows where the peak is located, and the 𝑠 as scale parameter, which exhibits a 
linear decline during execution. If the fitness of 𝑛𝑝𝑔2 is greater than that of the previous 
𝑐𝑝𝑔2, then the better solution will replace the previous one. 
 
4.2.3 Lévy Distribution 
To further improve the exploration of each particle, the Lévy distribution is also used 
alongside the Gaussian distribution and the Cauchy distributions. The equation below 
illustrates Lévy’s probability distribution (Lévy and Borel, 1954, Hakli and Uguz, 2013). 
𝑝𝑔(𝑝) =  𝑝𝑔(𝑝) + (𝑋𝑚𝑎𝑥 − 𝑋𝑚𝑖𝑛) ∗ 𝐿𝑒𝑣𝑦(𝜇, 𝑘, 𝜂) (4.5) 
The scale factor μ and the Lévy index have values in the range of [-1, 1]. Permitting 
adjustment, the parameter ƞ is a key determinant shape of the distribution. For instance, 
smaller and larger ƞ values allow the algorithm to undertake jumps of longer and shorter 
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lengths, respectively. Furthermore, a Cauchy distribution is applied when the value of ƞ 
is 1 and a Gaussian distribution when it is 2. Hence, in contrast to both these types of 
distributions, a distribution with a more extended tail can be generated when ƞ is greater 
than 0 but smaller than 1, enabling the performance of longer jumps (Lévy and Borel, 
1954, Hakli and Uguz, 2013). Therefore, owing to the Lévy probability distribution, an 
offspring can jump a greater distance from the parent, allowing the detection of the best 
solutions in a wider search space. 
 
4.3 Evaluation 
The proposed PSO is evaluated through a comparison with other well-known 
optimisation algorithms. The state-of-the-art methods that have been implemented for 
comparison are the Bat Algorithm (BA) (Yang and Hossein Gandomi, 2012), Dragonfly 
Algorithm (DA) (Mirjalili, 2016), Harmony Search (HS) (Geem et al., 2001), Flower 
Pollination Algorithm (FPA) (Yang, 2012), Moth-Flame Optimisation (MFO) (Mirjalili, 
2015), Artificial Bee Colony (ABC) (Hakli and Uguz, 2013), Cultural Algorithm (CA) 
(Reynolds, 1999), GA (Sivaraj and Ravichandran, 2011) and PSO (Kennedy, 2011).   
 
As in the previous chapter, only one dataset from Dermofit has been used for evaluation. 
In this chapter, an additional dataset is used for the experimentation. That is the 
experiment combines two well-known datasets, which are the Dermatology Service of 
PH2, and Dermofit. The PH2 data includes 200 images with three categories of lesion 
images which include 80 benign, 80 atypical and 40 melanoma cancers. However, only 
80 benign and 40 melanoma images were used as part of the proposed PSO evaluation. 
As introduced earlier, the Dermofit database has a total of 1,300 skin lesion images and 
includes ten categories of lesion images with 850 benign and 450 cancerous images. In 
this case, one of the benign skin types was utilised from this dataset for evaluation, which 
has 65 Dermatofibroma lesions and a cancer type with 76 malignant melanoma images 
in this dataset is also used. Therefore, a total of 145 benign lesion images with 80 from 
PH2 and 65 from Dermofit, and a total of 116 melanoma images with 40 from PH2 and 
76 from Dermofit were selected from the two datasets for evaluation. Table 4.3 illustrates 
the number of images selected from each dataset. 
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Table 4.3: Training and testing sets for skin cancer classification 
Dataset Benign Melanoma 
PH2 80 40 
Dermofit 65 76 
 
This experiment utilised an aspect ratio of 80:20 for the training and testing sets 
respectively, which included 116 benign and 93 melanoma images for training, and 29 
benign and 23 melanoma images for testing purposes. Thus, the training set contained 64 
benign images from PH2 and 52 benign cases from Dermofit as well as 32 melanoma 
images from PH2 and 61 melanoma cases from Dermofit. Furthermore, the testing set 
contained 16 benign images from PH2 and 13 from Dermofit; it also included 8 melanoma 
images from PH2 and 15 from Dermofit. The reason of amending the dataset ratio from 
70:30 to 80:20 is owing to the adoption of such an experimental setting in many related 
research studies, therefore, 80:20 is selected for performance comparison. In each case, 
the lesion is presented in the middle of the image with non-lesion skin visible at the 
corners of each image. Most of these images are presented in 8-bit RGB (red-green-blue) 
colour format in various resolutions. As most images incorporate various sizes of 300 - 
600 pixels, resizing for all images was considered. This includes other images that did 
not qualify based on this requirement; they were edited to fit the required size of 500 
pixels, while the same aspect ratio was sustained. Although the test datasets in this chapter 
are different from those used in the previous chapter, both PSO and GA algorithms from 
the previous chapter are used in experiments. 
 
This experimentation utilised the proposed HLPSO method to determine the most 
relevant and reliable factors to conduct skin lesion classification. The GM was employed 
to compare the fitness outcomes with those generated from other methods. All feature 
selection algorithms subjected the extracted features to additional processing to reduce 
their dimensionality. Two types of skin lesion will be detected using the KNN and SVM 
classifiers, employing features produced automatically based on the feature selection 
method. The maximum numbers of fitness evaluation for every method were used as 
criteria for performance comparison. For instance, a termination criterion of, 50 
population × 500 iterations × 1 function evaluation = 25,000 function evaluations, was 
employed in all search methods to provide meaningful and fair comparisons. For 
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example, during the feature selection process, a similar number of function evaluations, 
such as 70 population ×  357 iterations ×  1 function evaluation = 24,990 function 
evaluations, was employed by the HLPSO model, compared to 25,000 employed by other 
conventional approaches. This testing strategy was employed for all subsequent 
investigations to provide a meaningful comparison. 
 
4.3.1 Parameter Settings  
The best parameter settings for HLPSO and other optimisation methods were identified 
as shown in Table 4.4. In general, the parameter settings of the conventional PSO method 
are adopted for HLPSO, with some parameters being adjusted based on a trial-and-error 
approach. To determine how recurrent searches are affected by the prior speed, an inertia 
weight of 0.65 was employed. The acceleration constants for the HLPSO model were 𝑐1 
= C2 = 2.5. For other search techniques, parameter settings are based on their original 
studies.  
 
Table 4.4: Parameter settings used in each method 
Algorithms Parameters 
BA Loudness = 0.5, pulse rate = 0.5 
DA Separation factor = 0.1, alignment factor = 0.1, cohesion factor = 0.7, food factor = 1, 
enemy factor = 1, and inertia weight = 0.9 – m × ((0.9-0.4)/maxi_iterations), where m 
and maxi_iterations represent the current and maximum iteration numbers, respectively. 
HS Bandwidth = 0.2, harmony memory accepting rate = 0.95, pitch-adjusting rate = 0.3 
FPA Switch/proximity probability = 0.8 
MFO Use adaptive parameter settings 
ABC Food Sources = 50 (Population Size), abandonment limit = Round 
(0.6×dimensions×populations) 
CA Acceptance Ratio = 0.35, Number of Accepted Individuals = Round (Acceptance 
Ratio×Population Size) 
PSO Maximum Velocity = 0.6, Inertia Weight = 1.0, Acceleration Constants C1 = C2 = 2 
HLPSO Maximum Velocity = 0.6, Inertia Weight = 0.60, Acceleration Constants C1 = C2 = 2.5 
 
4.3.2 
Initially, an evaluation using a combined dataset with both Dermofit and PH2 images was 
carried out by using 209 lesion images for training followed by 52 lesion images for 
testing. Table 4.6 presents the average classification performance for 30 runs with each 
optimisation algorithm combined with various classifiers. The KNN and SVM classifiers 
were implemented to evaluate the outcomes of each feature selection model. The KNN 
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model has achieved 91.98% average GM performance for 10-fold and 91.87% for hold-
out validations. Our model outperformed all methods listed in Table 4.5. The result of 
KNN hold-out validation of our model also outperforms those of BA, DA, HS, FPA, 
MFO, ABC, CA, GA and PSO. Moreover, integrated with SVM, the average 
classification rates of HLPSO for two-lesion classification are 93.05% with 10-fold and 
93.16% for hold-out, respectively, which are higher than the KNN classification results. 
The average result of SVM combined with HLPSO also outperformed those of the BA, 
DA, FPA, MFO, ABC, CA, GA and PSO. Lastly, for hold-out validation, our model 
outperformed the BA, FPA, MFO, ABC, CA, GA and PSO as shown table below: 
 
Table 4.5: Average performance correlation of each algorithm over 30 runs for the combined 
dataset 
  KNN SVM 
  10-fold Hold-out 10-fold Hold-out 
BA 1.89% 1.12% 0.73% 0.32% 
DA 2.06% 1.15% 0.39% -0.32% 
HS 0.63% 0.14% -0.29% -0.48% 
FPA 2.31% 1.49% 0.15% 0.02% 
MFO 2.30% 1.45% 2.58% 2.14% 
ABC 2.18% 1.52% 0.97% 0.72% 
CA 1.61% 1.02% 0.37% 0.09% 
GA 3.90% 3.13% 4.87% 4.41% 
PSO 2.40% 1.66% 0.70% 0.35% 
 
The comparisons above illustrate the superiority of the proposed HLPSO model, whose 
performance surpasses those of most of the other algorithms listed in Table 4.6; the only 
exception is DA and HS, which outperform the HLPSO model when combined with the 
SVM classifier under 10-fold and hold-out validations, respectively. 
 
Table 4.6: Average performance of each algorithm over 30 runs for the combined dataset 
 KNN SVM 
 10-fold Hold-out 10-fold Hold-out 
BA 0.9009 0.9075 0.9232 0.9284 
DA 0.8992 0.9072 0.9266 0.9348 
HS 0.9135 0.9173 0.9334 0.9364 
FPA 0.8967 0.9038 0.9290 0.9314 
MFO 0.8968 0.9042 0.9047 0.9102 
ABC 0.8980 0.9035 0.9208 0.9244 
CA 0.9037 0.9085 0.9268 0.9307 
GA 0.8808 0.8874 0.8818 0.8875 
PSO 0.8958 0.9021 0.9235 0.9281 
HLPSO 0.9198 0.9187 0.9305 0.9316 
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A statistical Wilcoxon rank sum test (Wilcoxon, 1945, Derrac et al., 2011) was used as 
additional evidence in the comparison, the results of which also show the advantage of 
the proposed HLPSO model. This is a non-parametric test which assesses whether the 
distributions of two populations, including those of the proposed HLPSO model and those 
from another method, possess a statistically equal median score. The rank sum test 
provides a p-value which may lead to a recommendation that the null hypothesis of an 
equal median should be rejected at less than 0.05 or otherwise. Table 4.7 shows the test 
outcomes for each algorithm, showing that almost all p-values are below 0.05. The 
exceptions are for the HS and FPA, where the HLPSO model has the same mean results 
as those of HS combined with KNN and FPA integrated with SVM, over 30 runs. Also, 
HS outperforms HLPSO when combined with SVM statistically.  
 
Table 4.7: The p-values of the Wilcoxon rank sum test using the combined dataset 
 BA DA HS FPA MFO ABC CA GA PSO 
KNN Wilcoxon 10F 4.64E-05 4.03E-03 6.15E-02 2.77E-05 1.76E-02 2.53E-04 4.24E-02 1.49E-04 2.68E-05 
KNN Wilcoxon HO 3.15E-05 1.76E-02 5.24E-02 4.03E-03 3.92E-02 2.77E-05 1.76E-02 2.53E-04 6.78E-03 
SVM Wilcoxon 10F 2.68E-03 4.24E-02 1.49E-04 7.73E-02 6.15E-05 1.29E-02 8.88E-03 4.51E-08 5.10E-03 
SVM Wilcoxon HO 7.22E-04 3.57E-02 2.15E-02 6.49E-01 1.78E-04 1.88E-04 3.15E-02 3.76E-06 3.78E-02 
Table 4.8: The training computational cost and the average number of features selected using the 
combined dataset
 HLPSO BA DA HS FPA MFO ABC CA GA PSO 
Average no. of  
selected features 
61.78 74.35 78.09 71.86 70.73 65.93 70.78 67.38 62.69 73.58 
Training cost  
(seconds) 
3807.72 3816.57 3813.44 3931.89 3806.12 3905.52 3906.70 3929.63 3791.70 3878.16 
4.3.3 Evaluation Using the PH2 Dataset 
Secondly, another dataset, i.e. PH2, has been used for evaluation, which contains 200 
images including 80 benign, 80 atypical and 40 melanoma lesions. All three classes were 
used for evaluation and the images were separated into 80:20 aspect ratio for training and 
testing respectively. This includes 160 images for training, with 64 benign, 64 atypical 
and 32 melanoma images. A total of 40 images were used in the testing set with 16 benign, 
16 atypical and 8 melanoma images. The average classification performances, which 
combined with various classifiers including SVM and KNN over 30 runs, are presented 
in Table 4.10. In this section, the average GM performances of the proposed HLPSO 
model for three-class lesion categorization achieved 93.88% in 10-fold and 95.62% for 
hold-out; the HLPSO model has been proven to be more efficient when compared with 
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other algorithms. It outperforms BA, DA, HS, FPA, MFO, ABC, CA, GA and PSO 
respectively for 10-fold validation, while for the hold-out validation, it outperformed the 
BA, DA, HS, FPA, MFO, ABC, CA, GA and PSO, respectively. When it comes to the 
SVM implementation, the average GM performances are 93.54% for 10-fold and 96.00% 
for hold-out validations. HLPSO outperformed the BA, DA, HS, MFO, ABC, CA, GA 
and PSO respectively for 10-fold validation and outperformed the BA, DA, HS, MFO, 
ABC, CA, GA and PSO, respectively, for hold-out validation.  
 
Table 4.9: Average performance correlation of each algorithm over 30 runs for the PH2 dataset 
 KNN SVM 
 10-fold Hold-out 10-fold Hold-out 
BA 4.43% 3.75% 2.43% 1.44% 
DA 5.43% 3.53% 1.88% 1.83% 
HS 6.35% 6.33% 0.10% 0.60% 
FPA 5.18% 3.15% -0.78% -0.14% 
MFO 0.46% 0.38% 0.38% 0.38% 
ABC 2.93% 2.72% 1.16% 0.26% 
CA 3.38% 3.06% 0.14% 0.17% 
GA 1.88% 1.98% 1.33% 1.15% 
PSO 5.45% 3.45% 2.61% 1.32% 
 
The comparison above again illustrates the superiority of the proposed HLPSO model, 
whose performance surpasses those of most of the other algorithms. The only exception 
here is FPA, which outperforms the HLPSO when combined with the SVM classifier 
under 10-fold and hold-out validations. In other cases, algorithms such as HS, FPA, MFO 
and CA show similar result distributions in comparison with those of the HLPSO model 
when integrated with KNN classification under hold-out validation, and SVM classifier 
under 10-fold and hold-out validations, respectively. In general, the outcomes of the 
proposed algorithm are statistically better than the outcomes from other methods in 
almost all test cases.  
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Table 4.10: Average performance of each algorithm over 30 runs for the PH2 dataset 
 KNN SVM 
 10-fold Hold-out 10-fold Hold-out 
BA 0.8945 0.9187 0.9111 0.9456 
DA 0.8845 0.9209 0.9166 0.9417 
HS 0.8753 0.8929 0.9344 0.9540 
FPA 0.8870 0.9247 0.9432 0.9614 
MFO 0.9342 0.9524 0.9316 0.9562 
ABC 0.9095 0.9290 0.9238 0.9574 
CA 0.9050 0.9256 0.9340 0.9583 
GA 0.9200 0.9364 0.9221 0.9485 
PSO 0.8843 0.9217 0.9093 0.9468 
HLPSO 0.9388 0.9562 0.9354 0.9600 
 
Table 4.11: The p-values of the Wilcoxon rank sum test using PH2 dataset 
 BA DA HS FPA MFO ABC CA GA PSO 
KNN Wilcoxon 10F 2.21E-06 1.32E-08 2.18E-06 1.91E-07 1.89E-02 1.33E-08 1.33E-08 2.04E-05 7.43E-10 
KNN Wilcoxon HO 1.04E-06 1.57E-05 4.32E-07 1.80E-07 6.19E-02 6.91E-07 1.30E-06 1.43E-05 9.44E-08 
SVM Wilcoxon 10F 1.80E-02 8.37E-04 3.46E-01 1.24E-03 1.80E-02 4.32E-04 6.40E-01 1.04E-06 1.89E-07 
SVM Wilcoxon HO 4.38E-08 2.65E-08 5.25E-03 2.64E-01 1.24E-03 6.98E-06 1.01E-03 1.48E-05 7.14E-06 
 
Table 4.12: The training computational cost and the average number of features selected using PH2 
dataset
 HLPSO BA DA HS FPA MFO ABC CA GA PSO 
Average no. of  
selected features 
60.22 68.60 69.60 65.33 64.83 57.70 66.64 61.37 62.20 66.63 
Training cost  
(seconds) 
3772.39 3808.29 3806.97 3927.84 3798.13 3900.98 3897.18 3922.39 3782.29 3876.96 
4.3.4 Evaluation Using Benchmark Functions 
We also use benchmark functions, i.e. unimodal and multimodal functions, for the 
evaluation of the proposed HLPSO model. Such functions are particularly useful in this 
respect due to their varied shapes and other challenging characteristics. The evaluation of 
the proposed PSO and other algorithms was conducted by applying a series of widely 
used benchmark functions including Dixon Price, Sphere, Rotated Hyper-Ellipsoid, Sum 
Squares, Sum of Different Powers, Ackley, Griewank and Powell. In theoretical terms, 
diversity in benchmark function properties is essential, because a limited sample can 
introduce bias into the outcomes. Each algorithm was conducted with an identical number 
of function evaluations. Each experiment was performed with 30 runs for assessments. In 
each of these functions, the real global optimum is zero. The experiments were performed 
in three dimensional settings, i.e. low (e.g. 10), medium (e.g. 30) and high (e.g. 50) 
dimensions, to generate a comprehensive assessment of how the proposed PSO performs 
under various scenarios. A statistical appraisal of the attained results was undertaken in a 
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pair-wise manner using the Wilcoxon rank sum test. It is important to note that the 
approach implemented by (Zhang et al., 2018a) has been taken as a model regarding 
which test functions to use in this study. A summary of the relevant benchmark functions 
experiment can be found in Table 4.13, where 𝑆 represents the variable scales, and 𝐹𝑚𝑖𝑛 
represents the optimum global value in 𝑆. 
 
Table 4.13: Unimodal and multimodal benchmark functions 
 Function Name Function S 𝑭𝒎𝒊𝒏 
F1 Dixon-Price 𝑓(𝑥) =  (𝑥1 − 1)
2 +∑𝑖(2𝑥𝑖
2 − 𝑥𝑖−1)
2
𝑑
𝑖=2
 (-10, 10) 0 
F2 Sphere 𝑓(𝑥) =  ∑𝑥𝑖
2
𝑑
𝑖=1
 (-100, 100) 0 
F3 
Rotated Hyper-
Ellipsoid 
𝑓(𝑥) =  ∑  ∑𝑥𝑗
2
𝑖
𝑗=1
𝑑
𝑖=1
 
(-65.536, 
65.536) 
0 
F4 Sum Squares 𝑓(𝑥) =  ∑  𝑖𝑥𝑖
2
𝑑
𝑖=1
 (-5.12, 5.12) 0 
F5 
Sum of Different 
Powers 
𝑓(𝑥) =  ∑  |𝑥𝑖|
𝑖+1
𝑑
𝑖=1
 (1-, 1) 0 
F6 Ackley 𝑓(𝑥) = −𝑎 𝑒𝑥𝑝
(
 −𝑏√
1
𝑑
∑𝑥𝑖
2
𝑑
𝑖=1
)
 − exp (
1
𝑑
∑cos(𝑐𝑥𝑖)
𝑑
𝑖=1
) (-32, 32) 0 
F7 Griewank 𝑓(𝑥) =∑
𝑥𝑖
2
4000
− ∏cos (
𝑥𝑖
√𝑖
)
𝑑
𝑖=1
𝑑
𝑖=1
+ 1 (-600, 600) 0 
F8 Powell 
𝑓(𝑥) =  ∑[(𝑥4𝑖−3 + 10𝑥4𝑖−2)
2 + 5(𝑥4𝑖−1 + 𝑥4𝑖)
2 + (𝑥4𝑖−2 + 2𝑥4𝑖−1)
4
𝑑
𝑖=1
+ 10(𝑥4𝑖−3 + 10𝑥4𝑖)
4] 
(-4, 5) 0 
 
It is important to recognise that, for specific applications, identifying an effective optimal 
or suboptimal solution is crucial. Meanwhile, when contrasting applications, the precision 
of the solution is the guiding principle. As indicated in Table 4.13, the F1 - F5 functions 
are unimodal landscapes. On the other hand, the F6 - F8 functions are multimodal 
functions. The F6 Ackley function is a commonly employed multimodal benchmark 
function that has been incorporated into several studies and is widely used (Zhang et al., 
2018a). Particularly, F6 is also a typically difficult problem to solve. It is typified by an 
extremely deep-set and centrally-located valley surrounded by a relatively level area, and 
this is what causes the difficulty in generating an adequate solution. In almost all cases, 
optimisation algorithms can be rapidly pulled into local minima. 
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In each evaluation, the number of iterations is adjusted by ensuring that every algorithm 
is measured based on the same function evaluation frequencies of 500 iterations × 50 
populations ×  1 function evaluation = 25,000 function evaluation. This guarantees 
fairness in the comparative experimentation against all other methods. Therefore, the 
maximum iteration frequency for the HLPSO algorithm is established at 70 population × 
357 iterations × 1 function evaluation = 24,990 function evaluation, and the numbers of 
dimensions established for benchmark functions are equivalent to 10, 30, and 50. 
Additionally, 30 runs with distinct initial configurations were conducted on every 
function and algorithm. The algorithm outcomes are accompanied by several 
conventional statistical distributions including mean, standard deviation (std), and 
minimum (min) and maximum (max) of the fitness score generated with 30 runs. Table 
4.14 - Table 4.19 present tabulations of the statistical values resulting from the analysis 
of unimodal and multimodal benchmark test functions, with the optimal figure for every 
row emboldened in red. The mean of the fitness values is the most important point when 
comparing the algorithms, and it is particularly notable that the proposed HLPSO model 
has a powerful exploitation ability. 
 
When compared to other optimisation algorithms for unimodal problems with a 
dimension 10, the proposed PSO model obtains the closet results to the global optima. It 
performs more efficiently than the alternative optimisation algorithms for functions F1 to 
F8. The key finding from Table 4.14 is that the proposed PSO strategic approach, based 
on successive sub-swarm, crossover and mutation methods, results in a highly efficient 
exploration of the search space, thereby having a considerably mitigatory impact on the 
premature convergence. Figure 4.3 presents the convergence curves for all algorithms 
with specific functions. The p-values derived from the Wilcoxon rank sum test for 
dimension 10 are presented in a formation form in Table 4.15, which demonstrates that 
HLPSO generates optimistic outcomes when compared to almost every optimisation 
algorithm. Although HLPSO performs more efficiently than MFO and CA, the p-value 
of Dixon-Price and Ackley is not satisfactorily small, whereas most of the other p-values 
are lower than 0.05. Overall, HLPSO outperforms other methods in most of the test cases. 
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Figure 4.3 indicates that HLPSO shows the fastest convergence rate in comparison with 
those of other methods. 
 
Table 4.14 : Evaluation results for benchmark functions with 𝑫 = 10 
  HLPSO BA DA HS FPA MFO ABC CA GA PSO 
F1 Mean 4.89E-01 4.55E+01 9.61E+00 6.14E-01 4.85E+00 3.56E+01 6.67E-01 7.17E-01 1.78E+03 5.31E+03 
Std 3.00E-01 7.56E+01 2.87E+01 3.35E-01 2.01E+00 8.36E+01 1.74E-03 1.91E-01 2.15E+03 3.35E+03 
Min 5.29E-20 6.67E-01 6.67E-01 1.80E-02 1.96E+00 3.64E-09 6.67E-01 3.38E-03 8.27E+01 8.28E+02 
Max 6.67E-01 3.42E+02 1.24E+02 1.01E+00 9.30E+00 3.21E+02 6.76E-01 1.18E+00 9.76E+03 1.59E+04 
F2 Mean 1.49E-35 1.05E-06 3.09E-03 1.05E-04 1.26E-01 2.47E-16 2.90E-11 2.50E-28 1.71E+00 1.11E+01 
Std 4.92E-35 2.19E-07 5.27E-03 5.05E-05 5.60E-02 4.10E-16 3.86E-11 1.21E-27 1.13E+00 3.25E+00 
Min 4.47E-42 6.37E-07 0.00E+00 2.87E-05 4.35E-02 6.67E-19 1.56E-12 1.33E-52 3.96E-01 3.54E+00 
Max 2.56E-34 1.61E-06 1.85E-02 2.69E-04 3.24E-01 1.54E-15 1.53E-10 6.62E-27 5.52E+00 1.83E+01 
F3 Mean 2.81E-33 5.21E+03 2.82E+01 5.83E-04 8.69E+01 1.43E+02 1.30E-08 7.73E-29 3.54E+03 9.06E+03 
Std 5.93E-33 2.27E+03 8.02E+01 2.65E-04 3.23E+01 7.84E+02 1.28E-08 4.23E-28 2.88E+03 3.20E+03 
Min 3.82E-39 1.76E+03 1.08E-30 1.34E-04 9.08E+00 2.49E-16 1.01E-09 9.14E-49 9.99E+02 2.12E+03 
Max 2.46E-32 1.04E+04 4.05E+02 1.26E-03 1.34E+02 4.29E+03 5.43E-08 2.32E-27 1.61E+04 1.71E+04 
F4 Mean 2.57E-35 8.16E+00 3.31E-01 4.28E-04 2.33E+00 2.82E-15 5.51E-10 8.26E-35 4.87E+01 1.79E+02 
Std 7.78E-35 1.15E+01 5.33E-01 1.73E-04 9.11E-01 4.56E-15 1.07E-09 4.45E-34 2.29E+01 6.45E+01 
Min 8.00E-40 6.18E-06 0.00E+00 1.73E-04 9.95E-01 9.50E-18 1.79E-11 2.71E-51 1.82E+01 6.76E+01 
Max 4.13E-34 4.84E+01 2.67E+00 7.78E-04 5.47E+00 1.58E-14 4.42E-09 2.44E-33 9.76E+01 3.26E+02 
F5 Mean 1.79E-65 1.33E-08 4.33E-06 3.56E-08 4.77E-06 8.10E-35 1.66E-17 9.48E-11 1.03E-02 1.88E-02 
Std 9.80E-65 6.23E-09 9.72E-06 4.84E-08 4.03E-06 3.42E-34 3.16E-17 2.96E-10 1.46E-02 1.02E-02 
Min 1.77E-85 1.33E-09 2.73E-16 7.82E-12 5.54E-07 3.32E-42 4.02E-20 1.60E-36 3.39E-05 2.93E-03 
Max 5.37E-64 2.54E-08 5.17E-05 2.05E-07 1.89E-05 1.86E-33 1.43E-16 1.27E-09 6.26E-02 4.08E-02 
F6 Mean 7.40E-15 1.38E+01 2.02E+00 2.08E-02 6.46E+00 4.87E-08 6.21E-04 3.48E-01 1.13E+01 1.64E+01 
Std 3.11E-15 1.97E+00 1.18E+00 7.78E-03 8.34E-01 3.98E-08 3.68E-04 7.17E-01 1.90E+00 1.22E+00 
Min 4.44E-15 9.00E+00 4.44E-15 8.30E-03 4.35E+00 4.63E-09 1.67E-04 4.44E-15 6.99E+00 1.34E+01 
Max 1.51E-14 1.67E+01 5.38E+00 4.19E-02 7.77E+00 1.74E-07 1.68E-03 3.03E+00 1.44E+01 1.81E+01 
F7 Mean 5.62E-02 2.89E+01 4.19E-01 1.00E-01 1.38E+00 1.72E-01 3.11E-01 1.49E-01 1.74E+01 4.10E+01 
Std 2.43E-02 1.57E+01 3.62E-01 5.37E-02 1.32E-01 9.40E-02 6.43E-02 7.58E-02 8.02E+00 9.48E+00 
Min 1.72E-02 1.23E+01 0.00E+00 7.43E-03 1.07E+00 3.94E-02 1.64E-01 5.17E-02 3.80E+00 2.26E+01 
Max 1.28E-01 7.14E+01 1.57E+00 2.34E-01 1.60E+00 4.50E-01 4.66E-01 3.45E-01 3.32E+01 5.36E+01 
F8 Mean 5.89E-07 1.14E-01 1.01E+01 8.04E-03 2.53E-02 2.12E+00 2.14E-04 7.94E-03 3.92E+01 1.08E+02 
Std 8.07E-07 5.26E-01 2.41E+01 4.37E-03 1.24E-02 1.16E+01 1.28E-04 2.09E-02 2.89E+01 4.06E+01 
Min 1.16E-08 1.27E-04 3.64E-03 2.85E-04 6.48E-03 1.95E-05 5.73E-05 2.17E-05 8.18E+00 4.30E+01 
Max 3.01E-06 2.88E+00 7.73E+01 1.99E-02 5.85E-02 6.36E+01 5.20E-04 1.14E-01 1.19E+02 2.26E+02 
Table 4.15: The Wilcoxon rank sum test results for all benchmark functions with 𝑫 = 10 
 BA DA HS FPA MFO ABC CA GA PSO 
F1 8.08E-11 2.99E-11 5.25E-05 2.99E-11 8.76E-02 1.94E-10 1.19E-01 2.99E-11 2.99E-11 
F2 3.02E-11 8.48E-09 3.02E-11 3.02E-11 3.02E-11 3.02E-11 8.48E-09 3.02E-11 3.02E-11 
F3 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 1.17E-09 3.02E-11 3.02E-11 
F4 3.02E-11 8.48E-09 3.02E-11 3.02E-11 3.02E-11 3.02E-11 1.31E-08 3.02E-11 3.02E-11 
F5 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 
F6 1.69E-11 1.89E-10 1.69E-11 1.69E-11 1.69E-11 1.69E-11 2.39E-01 1.69E-11 1.69E-11 
F7 3.02E-11 1.36E-07 3.18E-04 3.02E-11 5.00E-09 3.02E-11 7.12E-09 3.02E-11 3.02E-11 
F8 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 
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Figure 4.3: Convergence curves for F5 and F8 in 𝑫 = 10 
 
 
For the medium dimension, every algorithm was established with an identical parameter, 
and Table 4.16 presents the formation of the outcomes for each algorithm regarding the 
unimodal and multimodal functions. Evidently, the proposed method outperformed the 
other optimisation algorithms. The exploration ability of the proposed PSO is reflected in 
Figure 4-4, with the convergence curves of F5 and F7. The p-values resulting from the 
Wilcoxon rank sum test for this dimension are presented in Table 4.17; the table shows 
that the HLPSO generates optimistic outcomes when compared to every optimisation 
algorithm. All the p-values are lower than 0.05; this indicates that the HLPSO model has 
achieved statistical improvements over all other methods.  
 
Table 4.16 : Evaluation results for benchmark functions with 𝑫 = 30 
  HLPSO BA DA HS FPA MFO ABC CA GA PSO 
F1 Mean 1.03E+00 1.58E+04 4.18E+02 4.86E+00 5.50E+03 4.37E+04 1.58E+03 6.85E+01 7.42E+04 1.58E+04 
 Std 7.34E-01 1.71E+04 8.03E+02 1.78E+00 2.66E+03 8.99E+04 7.83E+02 9.79E+01 4.23E+04 1.71E+04 
 Min 6.67E-01 2.88E+02 1.21E+01 2.51E+00 2.17E+03 3.70E+00 6.40E+02 6.58E+00 1.95E+04 2.88E+02 
 Max 3.30E+00 7.10E+04 4.43E+03 9.08E+00 1.26E+04 3.46E+05 3.81E+03 4.73E+02 1.54E+05 7.10E+04 
F2 Mean 1.65E-10 2.43E+00 2.56E+00 6.00E-02 7.79E+00 4.37E+00 2.65E-02 7.03E-03 1.69E+01 2.43E+00 
 Std 2.06E-10 2.41E+00 2.19E+00 7.48E-03 2.33E+00 9.94E+00 8.87E-03 1.04E-02 8.55E+00 2.41E+00 
 Min 4.64E-12 1.61E-05 3.14E-01 5.00E-02 2.29E+00 5.48E-04 1.19E-02 9.21E-09 6.95E+00 1.61E-05 
 Max 1.05E-09 8.73E+00 7.81E+00 7.95E-02 1.39E+01 2.62E+01 4.97E-02 4.74E-02 4.81E+01 8.73E+00 
F3 Mean 2.34E-08 8.34E+04 5.08E+03 2.06E+00 1.66E+04 1.93E+04 4.14E+01 2.23E+01 7.43E+04 8.34E+04 
 Std 2.38E-08 2.82E+04 2.73E+03 5.83E-01 4.06E+03 1.89E+04 1.19E+01 4.68E+01 2.26E+04 2.82E+04 
 Min 2.54E-09 3.67E+04 6.71E+02 1.38E+00 8.93E+03 1.17E+00 2.35E+01 3.51E-03 4.18E+04 3.67E+04 
 Max 1.13E-07 1.41E+05 1.26E+04 4.48E+00 2.37E+04 6.44E+04 7.51E+01 2.20E+02 1.37E+05 1.41E+05 
F4 Mean 5.83E-09 6.71E+02 1.25E+02 9.39E-01 3.75E+02 5.10E+02 1.10E+00 1.37E+00 1.11E+03 6.71E+02 
 Std 7.90E-09 3.30E+02 1.13E+02 1.57E-01 9.80E+01 6.17E+02 2.93E-01 3.11E+00 3.50E+02 3.30E+02 
 Min 1.11E-10 7.65E+01 1.80E+00 5.66E-01 1.87E+02 4.40E-02 6.01E-01 2.38E-03 2.91E+02 7.65E+01 
 Max 3.77E-08 1.75E+03 4.88E+02 1.18E+00 6.06E+02 2.40E+03 1.82E+00 1.26E+01 1.83E+03 1.75E+03 
F5 Mean 3.59E-29 6.43E-08 1.18E-05 2.41E-07 1.62E-04 3.07E-11 4.10E-03 5.20E-07 1.93E-02 6.43E-08 
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 Std 1.01E-28 3.20E-08 2.42E-05 3.15E-07 1.60E-04 6.37E-11 3.17E-03 1.25E-06 2.21E-02 3.20E-08 
 Min 1.54E-35 1.76E-08 3.74E-10 1.10E-09 1.10E-05 1.02E-14 2.63E-04 7.67E-10 8.19E-04 1.76E-08 
 Max 4.28E-28 1.73E-07 1.32E-04 1.48E-06 6.97E-04 2.51E-10 1.52E-02 6.35E-06 8.77E-02 1.73E-07 
F6 Mean 2.03E-04 1.52E+01 7.76E+00 2.18E+00 1.31E+01 4.77E+00 3.85E+00 4.19E+00 1.45E+01 1.52E+01 
 Std 7.77E-04 1.16E+00 1.91E+00 4.68E-01 9.53E-01 6.75E+00 8.62E-01 1.23E+00 1.19E+00 1.16E+00 
 Min 2.38E-06 1.28E+01 2.06E+00 6.00E-01 1.07E+01 2.20E-01 2.64E+00 2.32E+00 1.25E+01 1.28E+01 
 Max 4.26E-03 1.71E+01 1.09E+01 2.79E+00 1.47E+01 1.91E+01 6.65E+00 6.68E+00 1.69E+01 1.71E+01 
F7 Mean 2.23E-02 1.50E+02 1.02E+01 1.09E+00 2.95E+01 2.49E+01 1.07E+00 4.91E-01 1.11E+02 1.50E+02 
 Std 3.14E-02 5.20E+01 7.45E+00 3.66E-02 8.26E+00 4.69E+01 3.72E-02 4.91E-01 3.36E+01 5.20E+01 
 Min 8.69E-11 6.82E+01 2.77E+00 1.04E+00 1.64E+01 4.40E-01 1.04E+00 2.47E-02 6.50E+01 6.82E+01 
 Max 1.57E-01 2.69E+02 3.51E+01 1.17E+00 5.56E+01 1.81E+02 1.19E+00 1.88E+00 2.52E+02 2.69E+02 
F8 Mean 1.50E-03 4.53E+01 5.34E+01 2.45E+00 9.57E+01 4.28E+02 6.60E+02 1.96E+01 6.40E+02 4.53E+01 
 Std 1.08E-03 8.09E+01 5.63E+01 1.10E+00 3.84E+01 7.36E+02 2.35E+02 1.84E+01 3.86E+02 8.09E+01 
 Min 2.82E-04 1.87E+00 3.90E+00 9.35E-01 3.62E+01 2.51E+00 3.02E+02 1.41E-01 1.93E+02 1.87E+00 
 Max 5.11E-03 4.14E+02 2.60E+02 6.06E+00 1.77E+02 3.27E+03 1.23E+03 6.62E+01 1.81E+03 4.14E+02 
Table 4.17: The Wilcoxon rank sum test results for all benchmark functions with 𝑫 = 30 
 BA DA HS FPA MFO ABC CA GA PSO 
F1 3.02E-11 3.02E-11 8.99E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 
F2 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 
F3 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 
F4 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 
F5 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 
F6 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 
F7 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 7.38E-10 3.02E-11 3.02E-11 
F8 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 
 
Figure 4-4: Convergence curves for F5 and F8 in 𝑫 = 30 
 
 
For the high dimensional setting, again the same parameter settings are applied following 
the experiments for the previous two dimensions 10 and 30 for each method. The 
outcomes of HLPSO are compared with those of other algorithms. As indicated in Table 
4.4, the results of HLPSO are the most effective. Furthermore, for the unimodal and 
multimodal functions, the increasing of dimension did not significantly impact the 
HLPSO performance, thus emphasising our optimisation algorithm’s scalability. Figure 
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4-5 presents the convergence curves for various algorithms in this high dimensional 
setting, while Table 4.19 presents the p-values resulting from the Wilcoxon rank sum test. 
From Table 4.19, it is also evident that HLPSO is a more efficient optimisation algorithm 
than other compared algorithms for solving high dimensional optimisation problems. 
 
Table 4.18 : Evaluation results for benchmark functions with 𝑫 = 50 
  HLPSO BA DA HS FPA MFO ABC CA GA PSO 
F1  Mean 6.07E+00 6.71E+04 6.48E+03 7.91E+01 3.22E+04 2.84E+05 3.19E+06 4.96E+03 4.12E+05 2.30E+06 
Std 4.09E+00 5.39E+04 6.75E+03 1.87E+01 1.27E+04 3.90E+05 8.10E+05 4.51E+03 2.49E+05 7.71E+05 
Min 7.07E-01 2.89E+03 9.39E+01 4.54E+01 1.24E+04 8.59E+02 1.67E+06 5.91E+02 1.02E+05 1.28E+06 
Max 1.33E+01 2.29E+05 2.42E+04 1.19E+02 6.55E+04 1.57E+06 4.97E+06 1.86E+04 1.01E+06 5.13E+06 
F2  Mean 5.15E-06 1.43E+01 9.91E+00 3.91E-01 1.83E+01 1.88E+01 1.54E+02 1.01E+00 4.14E+01 1.47E+02 
Std 3.23E-06 9.78E+00 4.63E+00 4.28E-02 3.60E+00 1.97E+01 2.35E+01 1.25E+00 1.29E+01 2.59E+01 
Min 1.40E-06 3.54E-01 3.73E+00 3.09E-01 1.19E+01 4.86E-01 1.06E+02 7.09E-02 2.31E+01 8.46E+01 
Max 1.50E-05 3.33E+01 2.29E+01 4.61E-01 2.84E+01 7.92E+01 1.94E+02 6.42E+00 8.40E+01 1.80E+02 
F3  Mean 9.20E-04 2.75E+05 2.16E+04 1.68E+03 6.83E+04 1.11E+05 5.05E+05 4.85E+03 2.40E+05 6.03E+05 
Std 7.45E-04 8.74E+04 1.39E+04 4.51E+02 1.49E+04 9.56E+04 7.24E+04 4.89E+03 4.88E+04 1.29E+05 
Min 1.68E-04 1.08E+05 3.43E+03 7.65E+02 4.07E+04 9.17E+03 3.88E+05 5.01E+02 1.53E+05 3.96E+05 
Max 3.06E-03 5.05E+05 5.79E+04 2.73E+03 1.01E+05 3.83E+05 6.54E+05 2.33E+04 3.87E+05 8.79E+05 
F4  Mean 2.20E-04 2.86E+03 7.16E+02 1.52E+01 1.66E+03 2.40E+03 1.18E+04 1.46E+02 4.09E+03 1.48E+04 
Std 1.79E-04 9.49E+02 6.90E+02 2.16E+00 3.90E+02 2.35E+03 1.62E+03 1.91E+02 1.25E+03 3.97E+03 
Min 4.11E-05 1.08E+03 2.35E+01 1.21E+01 9.81E+02 1.00E+02 8.60E+03 5.08E+00 2.44E+03 7.65E+03 
Max 7.66E-04 4.99E+03 3.27E+03 2.27E+01 2.39E+03 9.02E+03 1.43E+04 1.01E+03 7.34E+03 2.47E+04 
F5  Mean 3.13E-21 5.69E-08 6.73E-06 4.78E-07 2.94E-04 2.79E-06 7.59E-01 6.15E-05 2.39E-02 3.43E-01 
Std 1.18E-20 2.95E-08 1.08E-05 6.68E-07 2.71E-04 4.67E-06 3.00E-01 1.38E-04 2.15E-02 2.60E-01 
Min 6.46E-26 1.13E-08 2.52E-17 1.08E-08 9.78E-06 2.74E-08 1.87E-01 1.86E-07 2.92E-03 2.36E-02 
Max 5.48E-20 1.17E-07 4.87E-05 3.45E-06 9.12E-04 1.70E-05 1.50E+00 6.89E-04 8.04E-02 9.53E-01 
F6  Mean 6.21E-01 1.57E+01 1.01E+01 3.09E+01 1.38E+01 1.85E+01 2.03E+01 1.10E+01 1.61E+01 1.95E+01 
Std 7.37E-01 9.40E-01 2.03E+00 3.97E-01 9.09E-01 1.60E+00 2.54E-01 2.36E+00 8.56E-01 5.71E-01 
Min 8.06E-04 1.37E+01 5.58E+00 3.02E+01 1.18E+01 1.31E+01 1.98E+01 5.46E+00 1.44E+01 1.82E+01 
Max 1.81E+00 1.74E+01 1.38E+01 4.08E+01 1.53E+01 1.97E+01 2.08E+01 1.74E+01 1.81E+01 2.05E+01 
F7  Mean 1.13E-02 2.31E+02 2.95E+01 3.06E+00 6.38E+01 6.58E+01 5.59E+02 5.77E+00 2.56E+02 5.28E+02 
Std 1.44E-02 6.55E+01 1.73E+01 4.47E-01 1.30E+01 6.33E+01 7.47E+01 5.48E+00 7.11E+01 9.93E+01 
Min 2.22E-06 1.06E+02 6.04E+00 2.08E+00 3.96E+01 3.51E+00 3.73E+02 1.15E+00 1.45E+02 3.09E+02 
Max 4.69E-02 4.14E+02 7.76E+01 3.78E+00 9.35E+01 1.87E+02 7.23E+02 2.83E+01 4.39E+02 6.91E+02 
F8 Mean 9.28E-02 2.43E+02 3.58E+02 2.25E+01 3.98E+02 2.98E+03 1.56E+04 1.49E+02 2.35E+03 1.40E+04 
Std 8.20E-02 3.06E+02 5.01E+02 8.61E+00 9.86E+01 2.01E+03 3.57E+03 1.14E+02 1.10E+03 4.03E+03 
Min 2.98E-02 1.67E+01 3.04E+01 8.69E+00 2.04E+02 1.76E+02 1.10E+04 1.99E+01 1.02E+03 6.44E+03 
Max 3.71E-01 1.57E+03 2.49E+03 4.77E+01 6.25E+02 7.90E+03 2.35E+04 4.62E+02 6.55E+03 2.24E+04 
 
Table 4.19: The Wilcoxon rank sum test results for all benchmark functions with 𝑫 = 50 
 BA DA HS FPA MFO ABC CA GA PSO 
F1 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 
F2 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 
F3 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 
F4 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 
F5 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 
F6 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 
F7 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 
F8 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 
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Figure 4-5: Convergence curves for F5 and F8 in 𝑫 = 50 
 
4.4 Chapter Summary 
This chapter presents an enhanced decision support system with the aim of identifying 
benign and malignant skin lesions in dermoscopy images by proposing a new PSO model, 
i.e. HLPSO. One of the key benefits associated with such an initiative intelligent system 
is the way in which it represents significant potential in regarding the opportunity to 
enhance the precision of skin lesion classification. Recently, PSO has been considered as 
a novel and favourable optimisation algorithm because it is easy to use and efficient, but 
conventional PSO has several limitations. Notable challenges arise from the issues of 
premature convergence and becoming stuck in local optima. Therefore, these problems 
could affect the model’s search capabilities for complex optimization problems. This 
chapter has addressed this limitation by proposing and evaluating a novel PSO variant 
that can be employed for the optimisation of skin lesion identification. It incorporates a 
series of search methods that have been effectively employed in the context of numerous 
medical imaging areas.  
 
For the evaluation of several skin lesion dataset, the outcomes reveal that HLPSO 
achieves superior results, particularly in terms of convergence speed, global optimality 
and the precision of results. Therefore, continued research in this area should focus on the 
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advancement and perfection of a novel hybrid feature selection algorithm, and this could 
be accomplished by integrating the PSO with alternative search algorithms such as FA 
with adaptive search parameters. The principal advantage of this is that it would facilitate 
the identification of more discriminative features, thereby enhancing the extent to which 
classification is accurate.
 CHAPTER 5  
PROPOSED METHODOLOGY 3 WITH 
PSOVA BASED FEATURE SELECTION 
 
To achieve the best trade-off between swarm diversity and convergence speed, this 
chapter puts forward another PSO variant, namely the PSOVA model, which employs 
food attraction and enemy evading actions, the sub-swarm concept, mutation strategies 
and dynamic matrix representations to determine the significant features for skin lesion 
classification. In comparison with other algorithms, PSOVA includes additional enemy 
avoidance strategies, which efficiently avoid worse experiences while moving towards 
the optimal regions. This algorithm is able to explore a wider search space, therefore, has 
better chances of finding the global optima, in comparison with other search algorithms. 
Furthermore, PSOVA stands out from other cutting-edge PSO-based optimisation 
methods by enhancing the exploration of both the swarm leader and the population; this 
is to capture the global optimum using a cooperative strategy through collaboration of the 
sub-swarm and the mutation operations with probability distributions. Addressing the 
premature convergence issue of conventional PSO, this algorithm is capable of effectively 
choosing features discriminatively and employs the actions of survival tactics to increase 
convergence speed. 
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5.1 The Proposed PSOVA Search Strategies for Feature 
Selection 
The proposed PSOVA algorithm updated the velocity using both the original PSO 
attraction operation and an additional flee action. The PSOVA algorithm first initialised 
the search space with a swarm of 50 particles. An identical series of iteration steps are 
repeatably conducted to identify the optimal feature subset, and this is carried out to the 
satisfaction of the maximum number of iterations. In each iteration, each particle 
determines the position of personal best, 𝑝𝑏𝑒𝑠𝑡, and the global best 𝑔𝑏𝑒𝑠𝑡 of the overall 
swarm using both attraction and evading actions. A KNN-based classifier is employed to 
assess particles and provides these particles with fitness values. It is essential to ensure 
the particle’s position never exceeds either the predefined lowest or highest boundary 
parameters. The selection of the best leader and three worst particles from the population 
will be conducted, and the minimal correlation to the 𝑔𝑏𝑒𝑠𝑡 will be used to search for the 
second leader. If the second leader has been identified by using the correlation Equation 
(5.1), the swarm will be separated into two sub-swarms, i.e. ss1 and ss2, from the initial 
swarm. 
 
One leader will lead each sub-swarm, thus expanding the search space and enhancing 
both local and global search capacity. In each sub-swarm, if a particle is one of those three 
worst particles previously identified, the conventional PSO – as shown in Equation (3.7) 
– will be used to update the particle’s velocity in each dimension. The remaining particles 
in the group will perform the following four search methods for leading to the optimum 
solution, i.e. 1) each particle follows the leader fully in every dimension as defined in the 
original PSO algorithm, 2) it randomly selects some sub-dimensions and follows the 
leader partially in those dimensions, 3) it avoids personal and global worst experiences in 
every dimension, 4) it randomly selects some sub-dimensions and avoids personal and 
global worst individuals partially in those dimensions. 
 
These four search mechanisms increase diversification of the search process and enable 
the proposed PSO model to explore distinctive search regions and to reduce the likelihood 
of being trapped in local optima. During the search process, each particle performs each 
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of the four mechanisms for position updating. Then, the best offspring stems from the 
four actions is employed for velocity updating. After the subswarm-based search process 
iterates for a number of iterations, a new subswarm leader is retrieved in each 
subpopulation. The new subswarm leader is further enhanced using three probability 
distributions, i.e. Gaussian, Cauchy, and Levy distributions from Equation (4.2)-(4.4) are 
used. If the offspring solution generated by any of these random walk strategies has a 
better fitness score than that of the current parent subswarm leader, this promising 
offspring is used to replace the parent subswarm leader. Finally, the two subpopulations 
are merged, i.e. 𝑠𝑠1 and 𝑠𝑠2, into one population which contains a slightly different set 
of particles compared with the original population, and the best solution among the two 
subswarm leaders is regarded as the new global best solution. Another set of three worst 
solutions is also retrieved and used to update the worst archive. 
 
However, if the second swarm leader, which possesses a promising fitness score but 
embeds a low correlation to the global best solution, cannot be retrieved at the beginning 
stage of the search process in a certain iteration, the search operations described above 
are conducted purely using the primary swarm, instead of two subswarms. 
 
Subsequently, the matrix representation of the swarm is dynamically adjusted to a new 
form by switching the rows and columns of the original matrix (e.g. changing a particle 
matrix representation from 5×29 to 29×5) and the overall search process is repeated using 
this new matrix representation. The algorithm iterates until the termination criteria are 
reached. The pseudo-code for the PSOVA algorithm is depicted in Algorithm 4. 
 
Algorithm 5.1: Pseudo-code of The Proposed PSOVA model 
1 Start 
2 Initialize particles (e.g. 50 particles); 
3 Evaluate the population to identify the initial best leader 𝑔𝐵𝑒𝑠𝑡; 
4 Copy the best leader 𝑔𝐵𝑒𝑠𝑡 to the best memory; 
5 While (! Stop condition) do {// 5 iterations 
6      For (each particle 𝑥𝑖  in the particle) do { 
7 
          If (|fitness_ 𝑥𝑖 – fitness_ 𝑔𝐵𝑒𝑠𝑡 | < Threshold Best) && (correlation between 𝑥𝑖and 𝑔𝐵𝑒𝑠𝑡 
< 0) {//Similar in fitness values but more than 50% different in positions 
8                Select the candidate, xi, as the second leader; 
9           } End If 
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10      } End For 
11      Identify three worst solutions in the population and store them in the worst memory; 
12      If (Two leaders) { 
13 
         Randomly separate the population into two groups with each group led by one leader; // 
Sub-swarm 1 led by 𝑔𝐵𝑒𝑠𝑡 and sub-swarm two led by the second best leader 
14           While (! Stop condition) do {// 24 iterations  
15                For (each group) do { 
16                     For (each particle xi in the group) do { 
17                          If (xi is one of the worst solutions in the worst memory) { 
18                               Follow the leader fully with Eq. (3.7) & (3.8) in every dimension; 
19                          } Else If {// xi ≠ leader or the worst solutions 
20                               Run all steps below and decide which has the best solution; 
21 
1.        Partially avoid the worst solutions with Eq. (5.2)-(5.4) (by randomly 
identifying some  sub-dimensions in a row/column/diagonal in the matrix) 
and flying away from the worst in those dimensions; 
22 
2.        Partially follow towards the leader with Eq. (3.7) & (3.8) (by randomly 
identifying some sub-dimensions and follow the leader in those sub-
dimensions); 
23 3.        Fully avoid the worst solutions with Eq. (5.2)-(5.4) in every dimension; 
24 4.        Fully follow the leader with Eq. (3.7) & (3.8) in every dimension; 
25                          } End If 
26                          Evaluate xi and update 𝑝𝐵𝑒𝑠𝑡; 
27                     } End For 
28                     Evaluate the particles in the sub-swarm and update the sub-swarm leader; 
29 
                    Conduct long jumps of the current swarm leader using Levy flights/Gaussian/Cauchy 
distributions defined in Eq. (4.3)-(4.5); 
30 
                    Update the current swarm leader if the new position developed by long jumps has 
better fitness; 
31                } End For 
32                Compare two sub-swarm leaders and store the best sub-swarm leader; 
33           } End While; 
34 
          Combine the groups and update the best leader, 𝑔𝐵𝑒𝑠𝑡, in the best memory with the best 
sub-swarm leader; 
35      } Else (There is just one leader) { 
36      Conduct the single group optimisation using lines 14-34; 
37      Update the best leader, 𝑔𝐵𝑒𝑠𝑡, in the best memory; 
38      } End If 
39 } End While 
40 Change the matrix representation; 
41 While (! Stop condition) do {// 5 iterations 
42      Repeat line 5-40; 
43 } End While 
44 Return the most optimal solution; 
45 End 
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5.1.1 The Selection of the Second Leader  
The correlation relationships between the leader and other particles have influenced the 
choice of the second swarm leader, as shown in Algorithm 4 line 7. These relationships 
are based on both the distance and the fitness variations between two particles A (the 
swarm leader) and B. The correlation 𝑐𝑜𝑟𝑟2 function from MATLAB has been utilised 
to find the correlation relationship between a pair of particles, and this was established by 
Equation (5.1) (Snedecor and Cochran, 1967). The function also uses the histogram 
correlation comparison technique for the detection of particles most or least correlated 
with the leader.  
𝑐𝑜𝑟𝑟(𝐴, 𝐵) =
∑ ∑ (𝐴𝑚𝑛 − ?̅?)(𝐵𝑚𝑛 − ?̅?)𝑛𝑚
√(∑ ∑ (𝐴𝑚𝑛 − ?̅?)2𝑛 )(∑ ∑ (𝐵𝑚𝑛 − ?̅?)2𝑛 )𝑚𝑚
  
(5.1) 
The correlation relationship of two particles is denoted by 𝑐𝑜𝑟𝑟, the swarm leader being 
denoted by A and the follower particle being represented by B. The output of Equation 
(5.1) is in the range -1 to 1, with the minimal correlation denoted by -1 and the maximal 
correlation denoted by 1. After identifying the global best solution and the second swarm 
leader, it divide the overall swarm into two subswarms. The search process of each 
subswarm is guided by each leader. Since the two leaders are remote in positions, i.e. a 
low correlation in position, it is more likely that they lead the subswarm-based search 
process to explore distinctive regions, in an attempt to avoid stagnation. For example, if 
the minimal correlation of -1 is found, the second swarm leader is identified with similar 
fitness but remote in position, and the population will be divided into 2 sub-swarms. If 
the maximal correlation of 1 is found, the population will not be divided owing to the lack 
of a competitive particle with sufficient difference in position to the leader. 
 
5.1.2 Attraction and Avoidance Actions 
The particles followed by using conventional PSO operation tend to be trapped in local 
optima since the search is led by a single leader.  Therefore, the proposed algorithm 
utilises both attraction and an additional avoidance search technique, together with sub-
swarm-based mechanism to increase local or global exploration and search diversity. 
Instead of purely following the sub-swarm leader in each dimension, the PSOVA 
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algorithms also enables the search to follow the sub-swarm leader in any randomly 
selected sub-dimensions, e.g. a randomly selected row, column or diagonal. In each 
iteration, the proposed algorithm detects and stores several worst solutions in the worst 
memory; this includes the local worst, pWorst and three global worst solutions, i.e. the 
gWorst solutions. They are used as part of the avoidance search mechanism. The 
following Equation (5.2)-(5.4) has been used to avoid the worst experiences, in each 
dimension or any randomly selected sub-dimensions, which is identical to the above 
attraction action. 𝑝𝑖𝑤  designates the pWorst solution and 𝑝𝑔𝑤  indicates the average 
solution from the three gWorst solutions, which are denoted as w1, w2 and w3. We have 
also used the same parameter settings, e.g. for the initial weight and acceleration 
coefficients, C1 and C2, for this avoidance mechanism. The detailed parameter setting of 
the PSOVA model can be found in Section 5.2.1. The model uses the following defined 
evading actions to lead the search to avoid unpromising regions. 
 
𝑣𝑖𝑑
𝑡+1 = 𝑤 ∗ 𝑣𝑖𝑑
𝑡 − 𝑐1 ∗ 𝑟1 ∗ (𝑝𝑖𝑤 − 𝑥𝑖𝑑
𝑡 ) − 𝑐2 ∗ 𝑟2 ∗ (𝑝𝑔𝑤 − 𝑥𝑖𝑑
𝑡 ) 
(5.2) 
𝑝𝑖𝑤 = 
𝑤1 + 𝑤2 + 𝑤3
3
 
(5.3) 
𝑥𝑖𝑑
𝑡+1 = 𝑥𝑖𝑑
𝑡 + 𝑣𝑖𝑑
𝑡+1 
(5.4) 
 
In the original PSO model, the search process is purely guided by the swarm leader. When 
the attraction driven search mechanism stagnates, this results in premature convergence 
of the original PSO model. On the contrary, the proposed evading action is 
complementary to the original attraction operation. In the proposed PSO algorithm, when 
the attraction mechanism guided by the subswarm leader becomes stagnant, the evading 
operation pushes the subswarm particles away from less optimal regions to overcome 
stagnation. 
 
5.1.3 Dynamic Matrix Representations 
Finally, the matrix representation is dynamically adjusted to increase the search diversity; 
this involves randomly adjusting the column and row of the swarm particle 
representation, i.e. changing the particle representation using 50 columns × 10 rows, to 
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e.g. 10 columns × 50 rows, 125 columns × 4 rows or 4 columns × 125 rows. The search 
processes discussed in Sections 0-5.1.2 are conducted again under the new matrix 
representation. In addition, during the search process, when the algorithm cannot identify 
a second swarm leader that has a similar fitness score but with the least in correlation to 
the swarm leader, the search processes presented in Section 5.1.2 are conducted using a 
primary swarm led by a single leader, instead of two subswarm leaders. 
 
5.2 Evaluation 
Two data sets from Chapter 4, i.e. PH2 and Dermofit, are also used in this study for 
evaluating the newly proposed PSOVA model, Also, an additional third dataset from 
Dermnet (2017) has been added for evaluation. The Dermnet dataset has a total of 152 
images with 45 benign and 107 malignant melanomas. In this study, we used all the 
malignant melanoma images from the Dermnet dataset for experimentation. Therefore, 
in total, the combined dataset using the above three databases contains 207 benign images 
with 80 from PH2, and 127 from Dermofit, and 223 malignant images with 40 from PH2, 
76 from Dermofit and 107 from Dermnet. The reason of this combined dataset is selected 
is due to the imbalance class problems in existing datasets. This combined dataset 
contains more balance samples for each class and has been used to train the proposed 
model. In detail, this research utilised an 80:20 aspect ratio for the separation of training 
and testing, which included 344 images, (166 benign and 178 melanomas), and 86 images 
(41 benign and 45 melanomas) for training and testing, respectively. Specifically, the 
training set comprises 64 PH2 and 102 Dermofit benign images; and 32 PH2, 61 Dermofit 
and 85 Dermnet melanoma images. Moreover, the testing set consists of 16 PH2 and 25 
Dermofit benign images, and 8 PH2, 15 Dermofit and 22 Dermnet melanoma images.  
 
Table 5.1: Data sets for skin cancer classification 
Dataset Benign Melanoma 
PH2 80 40 
Dermofit 127 76 
Dermnet N/A 107 
 
For the experiment, it evaluated the performance of classification with two classifiers 
including KNN and SVM combined with both 10-fold and hold-out validations. In this 
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research, all the testing was conducted with 30 runs for each method to ensure the fairness 
of the comparison. Since each method has different internal search strategies, a maximum 
of 50 population × 500 iterations = 25,000 function evaluations are used as the stopping 
criteria. Despite the existence of multiple search strategies inherent to the PSOVA model, 
all utilising an identical number of function evaluations over the training phase, i.e. 53 
particles× 120 iterations × 4 function evaluations = 25,440 function evaluations, for 
performance comparison. Overall, the experiment employs an identical number of 
function evaluations (i.e. 50 particles ×  500 iterations) used for all classical search 
methods and other elite PSO variants such as DNLPSO and BBPSOV, to enable a fair 
comparison. 
 
In this section, the baseline algorithms previously used for comparison in Section 4.3 are 
also employed here. Several additional modified PSO methods such as BBPSO (Krohling 
and Mendel, 2009), DNLPSO (Nasir et al., 2012), ELPSO (Jordehi, 2015), AGPSO 
(Mirjalili et al., 2014a), ThBPSO (Krisshna et al., 2014), MS-PSO (Yang et al., 2017), 
BBPSOV (Srisukkham et al., 2017) and GPSO (Chen et al., 2016) have been added to 
enhance the comparison with the proposed model. 
 
5.2.1 Parameter Settings  
For the verification purpose of the algorithms and the experimental results, the proposed 
PSOVA algorithm is compared against the conventional algorithms and advanced PSO 
variants for benchmarking the performance. Based on experimental trials, the modified 
PSO operation is associated with the following settings. The employed parameter of 
inertia weight is 0.99 to identify the effect of the prior speed on repetitive searches. As 
with the initial PSO algorithm, acceleration constants (C1 = C2 = 2.5) are employed to 
expedite convergence. For other search methods, the parameter settings are employed as 
defined in their original studies. 
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Table 5.2: Parameter settings of the proposed and other methods 
Algorithms Parameters 
BBPSO No parameter setting required 
DNLPSO C1=C2=1.49445, refreshing gap=3, regrouping period=5, inertia weight=0.9-(0.9-0.4) x 
(k-1)/(max_gen-1), where k and max_gen represent the current and maximum iteration 
number, respectively. 
ELPSO Maximum velocity=0.6, inertia weight=0.9, acceleration constants C1=C2=2 
AGPSO Maximum velocity=0.6, inertia weight=0.9, adaptive decreasing C1 and increasing C2 
over generations 
ThBPSO Maximum velocity=0.6, inertia weight=0.9, acceleration constants C1=C2=2 
MS-PSO Maximum velocity=0.6, inertia weight=0.9, acceleration constants C1=C2=2 
GM-PSO Maximum velocity=0.6, inertia weight=0.9, acceleration constants C1=C2=2, crossover 
probability=0.7, mutation probability=0.3 
BBPSOV The logistic map used as the search parameter 
GPSO Maximum velocity=0.6, inertia weight=0.9, acceleration constants C1=C2=2, crossover 
probability=0.7, mutation probability=0.3 
PSOVA Maximum velocity=0.6, inertia weight=0.99, acceleration constants C1=C2=2.5 
 
5.2.2 Evaluation Using the Combined Dataset 
We used a combined dataset for the evaluation with a total of 30 runs for each method. 
The multiple runs were to find out the best feature subsets from each algorithm. As seen 
in Table 5.4, in comparison with all other algorithms, the proposed method achieved the 
highest average geometric mean rates when combined with KNN and SVM classifiers for 
both 10-fold and hold-out validations. Based on the classification results with KNN using 
10-fold validation, PSOVA has outperformed BA, DA, HS, FPA, MFO, ABC, CA, GA, 
PSO, BPSO, ThBPSO, BPSOV, AGPSO, ELPSO, DNLPSO, GM-PSO, MS-PSO and 
GPSO, respectively. Furthermore, for KNN with the hold-out validation, this experiment 
outperformed BA, DA, HS, FPA, MFO, ABC, CA, GA, PSO, BPSO, ThBPSO, BPSOV, 
AGPSO, ELPSO, DNLPSO, GM-PSO, MS-PSO and GPSO, respectively. When the 
SVM-based classifier was applied with 10-fold validation, the proposed algorithm 
outperformed BA, DA, HS, FPA, MFO, ABC, CA, GA, PSO, BPSO, ThBPSO, BPSOV, 
AGPSO, ELPSO, DNLPSO, GM-PSO, MS-PSO and GPSO, respectively. And lastly, 
with the SVM and the hold-out classification, PSOVA outperforms BA, DA, HS, FPA, 
MFO, ABC, CA, GA, PSO, BPSO, ThBPSO, BPSOV, AGPSO, ELPSO, DNLPSO, GM-
PSO, MS-PSO and GPSO, respectively. The Wilcoxon rank sum test results shown in 
Table 5.4 also further indicate the superiority of the proposed PSOVA model over other 
search methods. 
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Table 5.3: Average performance correlation of each algorithm over 30 runs for the combined 
dataset 
  KNN SVM 
  10-fold Hold-out 10-fold Hold-out 
BA 2.22% 1.87% 1.91% 1.67% 
DA 2.39% 1.90% 1.27% 1.03% 
HS 0.96% 0.89% 0.89% 0.87% 
FPA 2.64% 2.24% 1.53% 1.37% 
MFO 2.63% 2.20% 3.76% 3.49% 
ABC 2.51% 2.27% 2.15% 2.07% 
CA 1.94% 1.77% 1.55% 1.44% 
GA 4.23% 3.88% 6.05% 5.76% 
PSO 2.73% 2.41% 1.88% 1.70% 
BBPSO 1.96% 1.63% 2.15% 1.96% 
ThBPSO 3.85% 3.45% 6.18% 5.70% 
BBPSOV 2.09% 1.69% 3.09% 2.88% 
AGPSO 2.22% 1.94% 2.07% 2.01% 
ELPSO 1.70% 1.53% 2.58% 2.46% 
DNLPSO 2.46% 2.05% 2.15% 1.98% 
GM-PSO 2.73% 2.32% 2.63% 2.51% 
MS-PSO 2.72% 2.45% 2.84% 2.61% 
GPSO 1.77% 1.51% 2.54% 2.27% 
 
Table 5.4: Average performance of each algorithm over 30 runs for the combined dataset 
 KNN SVM 
 10-fold Hold-out 10-fold Hold-out 
BA 0.9009 0.9075 0.9232 0.9284 
DA 0.8992 0.9072 0.9296 0.9348 
HS 0.9135 0.9173 0.9334 0.9364 
FPA 0.8967 0.9038 0.9270 0.9314 
MFO 0.8968 0.9042 0.9047 0.9102 
ABC 0.8980 0.9035 0.9208 0.9244 
CA 0.9037 0.9085 0.9268 0.9307 
GA 0.8808 0.8874 0.8818 0.8875 
PSO 0.8958 0.9021 0.9235 0.9281 
BBPSO 0.9035 0.9099 0.9208 0.9255 
ThBPSO 0.8846 0.8917 0.8805 0.8881 
BBPSOV 0.9022 0.9093 0.9114 0.9163 
AGPSO 0.9009 0.9068 0.9216 0.9250 
ELPSO 0.9061 0.9109 0.9165 0.9205 
DNLPSO 0.8985 0.9057 0.9208 0.9253 
GM-PSO 0.8958 0.9030 0.9160 0.9200 
MS-PSO 0.8959 0.9017 0.9139 0.9190 
GPSO 0.9054 0.9111 0.9169 0.9224 
PSOVA 0.9231 0.9262 0.9423 0.9451 
 
Table 5.5: The p-values of the Wilcoxon rank sum test using the combined dataset 
 BA DA HS FPA MFO ABC CA GA PSO 
KNN Wilcoxon 10F 1.73E-04 5.26E-05 2.51E-05 1.13E-05 3.37E-04 6.55E-05 9.26E-03 3.96E-08 6.73E-06 
KNN Wilcoxon HO 2.44E-04 1.79E-04 3.00E-05 2.93E-05 5.08E-04 1.96E-05 3.09E-03 2.88E-08 1.12E-05 
SVM Wilcoxon 10F 3.11E-03 6.79E-02 6.91E-04 5.20E-03 1.47E-07 3.16E-05 7.78E-03 8.99E-11 4.43E-03 
SVM Wilcoxon HO 1.38E-03 4.69E-02 2.23E-03 1.10E-02 2.86E-07 2.92E-05 5.95E-03 1.87E-10 5.66E-03 
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 BBPSO ThBPSO BBPSOV AGPSO ELPSO DNLPSO GM-PSO MSPSO GPSO 
KNN Wilcoxon 10F 3.56E-04 8.35E-08 2.28E-05 2.44E-03 3.76E-04 2.19E-04 1.79E-06 7.04E-07 1.63E-04 
KNN Wilcoxon HO 6.51E-04 9.84E-08 7.80E-05 2.69E-03 2.88E-04 2.95E-04 1.84E-06 8.96E-07 2.29E-04 
SVM Wilcoxon 10F 1.17E-04 2.02E-08 1.58E-04 1.64E-03 1.41E-04 2.44E-03 3.09E-04 1.73E-04 1.95E-04 
SVM Wilcoxon HO 4.90E-04 3.50E-08 7.60E-05 1.30E-03 1.85E-04 2.21E-03 7.83E-04 1.37E-04 1.84E-04 
 
Table 5.6: The training computational cost and the average number of features selected using the 
combined dataset 
 PSOVA BA DA HS FPA MFO ABC CA GA PSO 
Average no. of  
selected features 
52.11 74.35 78.09 71.86 70.73 65.93 70.78 67.38 62.69 73.58 
Training cost  
(seconds) 
3908.46 3816.57 3813.44 3931.89 3806.12 3905.52 3906.70 3929.63 3791.70 3878.16 
 
 PSOVA BBPSO ThBPSO BBPSOV AGPSO ELPSO DNLPSO 
GM-
PSO 
MSPSO GPSO 
Average no. of  
selected features 
52.11 73.17 53.13 64.67 65.31 77.33 69.73 74.26 59.62 72.37 
Training cost  
(seconds) 
3908.46 3937.50 4048.19 3981.04 3879.13 3970.20 3860.92 3878.48 3998.31 3945.48 
 
5.2.3 Evaluation Using the PH2 Dataset 
The assessment was also performed on an experimental group of 200 images from PH2 
dataset. The average classification performance of 30 runs relevant to every optimisation 
algorithm in conjunction with various classifiers is summarised in Table 5.8. The best 
results were correlated with the use of SVM in combination with each feature selection 
model. The experiment using KNN has demonstrated that the mean GM performances of 
PSOVA for two lesion classes are 94.16% for 10-fold and, 96.04% for hold-out 
respectively. These tests gave more effective outcomes when contrasted with other 
algorithms, and our model outperforms BA, DA, FPA, HS, MFO, CA, ABC, GA, PSO, 
BBPSO, ThBPSO, ELPSO, BBPSOV, AGPSO, DNLPSO, GM-PSO, MS-PSO and 
GPSO respectively for 10-fold validation, while for hold-out validation, it outperformed 
BA, DA, FPA, HS, MFO, CA, ABC, GA, PSO, BBPSO, ThBPSO, ELPSO, BBPSOV, 
AGPSO, DNLPSO, GM-PSO, MS-PSO and GPSO, respectively. Moreover, in SVM, the 
two-class lesion classification using PSOVA achieved 95.23% with 10-fold validation 
and 96.45% for hold-out validation, which were higher than the results obtained using the 
KNN classification. It also outperformed the BA, DA, FPA, HS, MFO, CA, ABC, GA, 
PSO, BBPSO, ThBPSO, ELPSO, BBPSOV, AGPSO, DNLPSO, GM-PSO, MS-PSO and 
GPSO respectively for 10-fold validation; and for hold-out validation, it outperformed 
the BA, DA, FPA, HS, MFO, CA, ABC, GA, PSO, BBPSO, ThBPSO, ELPSO, 
BBPSOV, AGPSO, DNLPSO, GM-PSO, MS-PSO and GPSO, respectively.  
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Table 5.7: Average performance correlation of each algorithm over 30 runs for the PH2 dataset 
  KNN SVM 
  10-fold Hold-out 10-fold Hold-out 
BA 4.71% 4.17% 4.12% 1.89% 
DA 5.71% 3.95% 3.57% 2.28% 
HS 6.63% 6.75% 1.79% 1.05% 
FPA 5.46% 3.57% 0.91% 0.31% 
MFO 0.74% 0.80% 2.07% 0.83% 
ABC 3.21% 3.14% 2.85% 0.71% 
CA 3.66% 3.48% 1.83% 0.62% 
GA 2.16% 2.40% 3.02% 1.60% 
PSO 5.73% 3.87% 4.30% 1.77% 
BBPSO 5.53% 4.43% 4.29% 2.71% 
ThBPSO 6.15% 7.35% 5.19% 5.91% 
BBPSOV 1.61% 1.79% 2.79% 1.26% 
AGPSO 3.27% 2.43% 3.04% 2.17% 
ELPSO 2.38% 2.56% 2.57% 1.60% 
DNLPSO 3.59% 2.77% 4.14% 2.67% 
GM-PSO 3.69% 3.32% 3.37% 2.31% 
MS-PSO 4.29% 2.48% 3.27% 2.11% 
GPSO 2.93% 2.31% 5.22% 2.58% 
 
Table 5.8: Average performance of each algorithm over 30 runs for the PH2 dataset 
 KNN SVM 
 10-fold Hold-out 10-fold Hold-out 
BA 0.8945 0.9187 0.9111 0.9456 
DA 0.8845 0.9209 0.9166 0.9417 
HS 0.8753 0.8929 0.9344 0.9540 
FPA 0.8870 0.9247 0.9432 0.9614 
MFO 0.9342 0.9524 0.9316 0.9562 
ABC 0.9095 0.9290 0.9238 0.9574 
CA 0.9050 0.9256 0.9340 0.9583 
GA 0.9200 0.9364 0.9221 0.9485 
PSO 0.8843 0.9217 0.9093 0.9468 
BBPSO 0.8863 0.9161 0.9094 0.9374 
ThBPSO 0.8801 0.8869 0.9004 0.9054 
BBPSOV 0.9255 0.9425 0.9244 0.9519 
AGPSO 0.9089 0.9361 0.9219 0.9428 
ELPSO 0.9178 0.9348 0.9266 0.9485 
DNLPSO 0.9057 0.9327 0.9109 0.9378 
GM-PSO 0.9047 0.9272 0.9186 0.9414 
MS-PSO 0.8987 0.9356 0.9196 0.9434 
GPSO 0.9123 0.9373 0.9001 0.9387 
PSOVA 0.9416 0.9604 0.9523 0.9645 
 
Table 5.9: The p-values of the Wilcoxon rank sum test using PH2 dataset 
 BA DA HS FPA MFO ABC CA GA PSO 
KNN Wilcoxon 10F 5.10E-03 1.60E-03 9.76E-03 4.82E-03 2.81E-04 1.07E-04 6.15E-05 1.54E-04 2.06E-03 
KNN Wilcoxon HO 8.85E-04 1.91E-03 7.38E-03 3.45E-03 2.07E-04 3.43E-04 5.42E-05 2.69E-05 1.60E-03 
SVM Wilcoxon 10F 4.90E-03 5.37E-03 2.08E-03 3.80E-04 2.52E-04 1.28E-04 5.20E-03 5.69E-05 9.58E-03 
SVM Wilcoxon HO 1.00E-02 8.45E-03 4.93E-03 8.41E-04 2.39E-03 1.61E-04 4.29E-03 2.73E-04 9.20E-03 
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 BBPSO ThBPSO BBPSOV AGPSO ELPSO DNLPSO GM-PSO MSPSO GPSO 
KNN Wilcoxon 10F 3.21E-03 2.69E-05 1.73E-03 5.89E-03 4.11E-03 9.70E-03 6.44E-03 9.53E-03 8.53E-03 
KNN Wilcoxon HO 7.28E-04 1.19E-06 1.98E-03 4.99E-03 5.67E-03 1.00E-02 7.53E-04 6.13E-03 6.56E-03 
SVM Wilcoxon 10F 8.74E-03 1.08E-05 2.94E-03 4.01E-03 1.94E-03 7.25E-03 8.60E-05 3.90E-03 9.28E-03 
SVM Wilcoxon HO 3.86E-03 1.58E-05 4.79E-03 9.06E-03 2.61E-03 4.48E-03 1.04E-04 9.56E-03 7.28E-03 
 
Table 5.10: The training computational cost and the average number of features selected using PH2 
dataset 
 PSOVA BA DA HS FPA MFO ABC CA GA PSO 
Average no. of  
selected features 
50.23 68.60 69.60 65.33 64.83 57.70 66.64 61.37 62.20 66.63 
Training cost  
(seconds) 
3897.92 3808.29 3806.97 3927.84 3798.13 3900.98 3897.18 3922.39 3782.29 3876.96 
 
 PSOVA BBPSO ThBPSO BBPSOV AGPSO ELPSO DNLPSO GM-PSO MSPSO GPSO 
Average no. of  
selected features 
50.23 64.67 48.53 61.37 64.67 67.80 64.60 65.50 58.90 63.00 
Training cost  
(seconds) 
3897.92 3931.76 4039.71 3975.86 3877.59 3962.14 3855.17 3874.13 3997.29 3940.21 
 
5.2.4 Evaluation Using the UCI Spam Base Mail Dataset  
An additional larger scale UCI dataset was also used for evaluating the performance of 
feature optimisation for the proposed PSO algorithm. Specifically, the UCI spam base 
dataset (Mark Hopkins, 1998) was employed as part of the evaluation procedure to 
measure the discriminative abilities of the proposed model. The reason of using this 
dataset is because it has larger sample sizes than those of the other used medical datasets 
from UCI. Therefore, it is extracted and used. The spam base dataset consists of 4601 
samples with 57 features, and two classes (positive and negative). All samples were used 
in the evaluation with an 80:20 aspect ratio of training and testing. In total, 30 runs were 
conducted for every method, with 57 dimensions, 20 populations and 200 iterations as 
the experimental settings. All methods utilised a maximum number of function 
evaluations, i.e. 20 population ×  200 maximum number of iterations. The complete 
averages of GM scores over 30 runs for every other method are shown in Table 5.11 with 
the Wilcoxon rank sum test results also shown in Table 5.12. These results highlighted 
the significant performance improvements of the proposed PSO model against those of 
other alternative methods; the only exception was GM-PSO, which shows the same result 
distributions in comparison with those of the proposed model when integrated with the 
KNN classifier. Overall, the statistical findings demonstrate the superiority of the 
proposed PSO model when compared with alternative methods for deriving solutions 
relating to discriminative feature selection concerning this spam base data set. 
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Table 5.11: Average performance of each algorithm over 30 runs for the spam base dataset 
 KNN SVM 
 10-fold Hold-out 10-fold Hold-out 
BA 0.8645 0.8652 0.8810 0.8817 
DA 0.8727 0.8734 0.8832 0.8838 
HS 0.8809 0.8815 0.8836 0.8843 
FPA 0.8724 0.8731 0.8883 0.8889 
MFO 0.8809 0.8817 0.9009 0.9014 
ABC 0.8916 0.8922 0.8986 0.8991 
CA 0.8807 0.8816 0.9002 0.9008 
GA 0.8757 0.8765 0.8911 0.8919 
PSO 0.8762 0.8769 0.8887 0.8893 
BBPSO 0.8799 0.8806 0.8930 0.8936 
ThBPSO 0.8767 0.8774 0.8919 0.8925 
BBPSOV 0.8726 0.8733 0.8939 0.8945 
AGPSO 0.8817 0.8824 0.8976 0.8982 
ELPSO 0.8714 0.8721 0.8679 0.8686 
DNLPSO 0.8758 0.8764 0.8948 0.8954 
GM-PSO 0.8711 0.8718 0.8850 0.8856 
MS-PSO 0.8820 0.8827 0.8989 0.8995 
GPSO 0.8669 0.8678 0.8792 0.8799 
 
Table 5.12: The p-values of the Wilcoxon rank sum test using the spam base dataset 
 BA DA HS FPA MFO ABC CA GA PSO 
KNN Wilcoxon 10F 1.70E-08 7.22E-06 2.61E-02 3.57E-06 1.76E-02 3.92E-02 4.03E-03 2.77E-05 4.64E-05 
KNN Wilcoxon HO 1.43E-08 6.49E-06 2.97E-02 2.15E-06 1.88E-02 3.78E-02 3.76E-03 2.68E-05 3.15E-05 
SVM Wilcoxon 10F 3.02E-11 3.02E-11 2.87E-10 3.02E-11 8.99E-11 2.61E-10 6.70E-11 3.02E-11 3.02E-11 
SVM Wilcoxon HO 3.00E-11 3.32E-11 2.14E-10 3.00E-11 6.61E-11 4.15E-10 6.65E-11 3.00E-11 3.00E-11 
 
 BBPSO ThBPSO BBPSOV AGPSO ELPSO DNLPSO GM-PSO MSPSO GPSO 
KNN Wilcoxon 10F 1.76E-02 4.51E-08 4.24E-02 1.49E-04 2.53E-04 7.73E-03 6.15E-02 1.29E-09 8.88E-06 
KNN Wilcoxon HO 1.59E-02 2.86E-08 3.35E-02 1.36E-04 3.18E-04 6.78E-03 5.84E-02 1.07E-09 4.90E-06 
SVM Wilcoxon 10F 6.70E-11 3.03E-09 7.39E-11 3.02E-11 1.86E-09 3.34E-11 2.37E-10 3.02E-11 3.02E-11 
SVM Wilcoxon HO 6.66E-11 2.74E-09 7.34E-11 2.99E-11 1.69E-09 3.32E-11 2.13E-10 3.00E-11 3.00E-11 
 
Table 5.13: The training computational cost and the average number of features selected using the 
spam base dataset 
 PSOVA BA DA HS FPA MFO ABC CA GA PSO 
Average no. of  
selected features 
33.73 36.43 3610 45.13 38.80 51.43 50.97 39.40 38.70 41.60 
Training cost  
(seconds) 
6916.25 6891.09 6811.01 6963.88 6858.62 6995.37 6947.75 6934.96 6793.35 6946.64 
 
 PSOVA BBPSO ThBPSO BBPSOV AGPSO ELPSO DNLPSO GM-PSO MSPSO GPSO 
Average no. of  
selected features 
33.73 43.90 32.98 47.33 45.20 47.57 43.73 48.20 31.93 43.70 
Training cost  
(seconds) 
6916.25 7005.57 7136.04 6899.99 6891.06 7037.60 6947.66 6957.73 6983.78 7026.52 
 
5.2.5 Evaluation Using Benchmark Functions 
The proposed PSOVA model is designed for maximisation with the features selection 
problem and achieves a superior performance, as shown in sections 0-5.2.3. Additionally, 
the proposed algorithm is also tested with the minimisation problem; therefore, the test 
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function has been used for further examination. The same benchmark functions in Table 
4.13 have also been used here, i.e. Dixon-Price, Sphere, Rotated Hyper-Ellipsoid, Sum 
Squares, Sum of Different Powers, Ackley, Griewank and Powell, for evaluation of the 
PSOVA model. 
 
 
The experiment begins with low-dimension minimization problems. The proposed 
PSOVA model has the most optimal results (close to 0) in comparison with those of other 
optimisation algorithms for nearly all benchmark functions. The performance of the PSO 
algorithm also exceeds those of other optimisation algorithms statistically in nearly all 
the cases. The efficiency of search space exploration is enhanced by the proposed PSO 
model underpinned by sequential sub-swarms, full and partial avoidance and attraction 
actions, thus substantially alleviating the problem of premature convergence (see Table 
5.14). The performance of the proposed PSO model is only slightly lower compared to 
that of AGPSO for the Powell function. As shown Figure 5-1, the proposed model shows 
fast convergence rate in most of the cases in comparison with those of other methods. 
Table 5.15 lists the statistical test results, i.e. the p-values from the Wilcoxon rank sum 
test associated with this dimension. These values indicate that the results of PSOVA are 
significantly better than those of nearly all other optimisation algorithms. However, it 
must be highlighted that, despite having a higher performance compared to those of CA, 
ELPSO and DNLPSO for Ackley, PSOVA does not show sufficiently different mean GM 
performances in comparison with those of these three methods. 
 
Table 5.14 : Evaluation results for benchmark functions with 𝑫 = 10 
  PSOVA BA DA HS FPA MFO ABC CA GA 
Dixon-
Price 
Mean 4.44E-01 4.55E+01 9.61E+00 6.14E-01 4.85E+00 3.56E+01 6.67E-01 7.17E-01 1.78E+03 
Std 3.20E-01 7.56E+01 2.87E+01 3.35E-01 2.01E+00 8.36E+01 1.74E-03 1.91E-01 2.15E+03 
Min 9.62E-22 6.67E-01 6.67E-01 1.80E-02 1.96E+00 3.64E-09 6.67E-01 3.38E-03 8.27E+01 
Max 6.67E-01 3.42E+02 1.24E+02 1.01E+00 9.30E+00 3.21E+02 6.76E-01 1.18E+00 9.76E+03 
Sphere Mean 6.45E-37 1.05E-06 3.09E-03 1.05E-04 1.26E-01 2.47E-16 2.90E-11 2.50E-28 1.71E+00 
Std 1.72E-36 2.19E-07 5.27E-03 5.05E-05 5.60E-02 4.10E-16 3.86E-11 1.21E-27 1.13E+00 
Min 6.13E-40 6.37E-07 0.00E+00 2.87E-05 4.35E-02 6.67E-19 1.56E-12 1.33E-52 3.96E-01 
Max 8.62E-36 1.61E-06 1.85E-02 2.69E-04 3.24E-01 1.54E-15 1.53E-10 6.62E-27 5.52E+00 
Rotated 
Hyper-
Ellipsoid 
Mean 6.42E-34 5.21E+03 2.82E+01 5.83E-04 8.69E+01 1.43E+02 1.30E-08 7.73E-29 3.54E+03 
Std 2.45E-33 2.27E+03 8.02E+01 2.65E-04 3.23E+01 7.84E+02 1.28E-08 4.23E-28 2.88E+03 
Min 1.08E-37 1.76E+03 1.08E-30 1.34E-04 9.08E+00 2.49E-16 1.01E-09 9.14E-49 9.99E+02 
Max 1.35E-32 1.04E+04 4.05E+02 1.26E-03 1.34E+02 4.29E+03 5.43E-08 2.32E-27 1.61E+04 
Sum 
Squares 
Mean 1.93E-36 8.16E+00 3.31E-01 4.28E-04 2.33E+00 2.82E-15 5.51E-10 8.26E-35 4.87E+01 
Std 8.37E-35 1.15E+01 5.33E-01 1.73E-04 9.11E-01 4.56E-15 1.07E-09 4.45E-34 2.29E+01 
Min 8.00E-40 6.18E-06 0.00E+00 1.73E-04 9.95E-01 9.50E-18 1.79E-11 2.71E-51 1.82E+01 
Max 4.62E-34 4.84E+01 2.67E+00 7.78E-04 5.47E+00 1.58E-14 4.42E-09 2.44E-33 9.76E+01 
Sum of 
Different 
Mean 7.54E-62 1.33E-08 4.33E-06 3.56E-08 4.77E-06 8.10E-35 1.66E-17 9.48E-11 1.03E-02 
Std 2.27E-61 6.23E-09 9.72E-06 4.84E-08 4.03E-06 3.42E-34 3.16E-17 2.96E-10 1.46E-02 
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Powers Min 8.62E-68 1.33E-09 2.73E-16 7.82E-12 5.54E-07 3.32E-42 4.02E-20 1.60E-36 3.39E-05 
Max 8.47E-61 2.54E-08 5.17E-05 2.05E-07 1.89E-05 1.86E-33 1.43E-16 1.27E-09 6.26E-02 
Ackley Mean 7.40E-15 1.38E+01 2.02E+00 2.08E-02 6.46E+00 4.87E-08 6.21E-04 3.48E-01 1.13E+01 
Std 2.10E-15 1.97E+00 1.18E+00 7.78E-03 8.34E-01 3.98E-08 3.68E-04 7.17E-01 1.90E+00 
Min 4.44E-15 9.00E+00 4.44E-15 8.30E-03 4.35E+00 4.63E-09 1.67E-04 4.44E-15 6.99E+00 
Max 1.51E-14 1.67E+01 5.38E+00 4.19E-02 7.77E+00 1.74E-07 1.68E-03 3.03E+00 1.44E+01 
Griewan
k 
Mean 7.58E-02 2.89E+01 4.19E-01 1.00E-01 1.38E+00 1.72E-01 3.11E-01 1.49E-01 1.74E+01 
Std 2.61E-02 1.57E+01 3.62E-01 5.37E-02 1.32E-01 9.40E-02 6.43E-02 7.58E-02 8.02E+00 
Min 2.96E-02 1.23E+01 0.00E+00 7.43E-03 1.07E+00 3.94E-02 1.64E-01 5.17E-02 3.80E+00 
Max 1.38E-01 7.14E+01 1.57E+00 2.34E-01 1.60E+00 4.50E-01 4.66E-01 3.45E-01 3.32E+01 
Powell Mean 1.24E-04 1.14E-01 1.01E+01 8.04E-03 2.53E-02 2.12E+00 2.14E-04 7.94E-03 3.92E+01 
Std 9.09E-05 5.26E-01 2.41E+01 4.37E-03 1.24E-02 1.16E+01 1.28E-04 2.09E-02 2.89E+01 
Min 1.47E-05 1.27E-04 3.64E-03 2.85E-04 6.48E-03 1.95E-05 5.73E-05 2.17E-05 8.18E+00 
Max 3.71E-04 2.88E+00 7.73E+01 1.99E-02 5.85E-02 6.36E+01 5.20E-04 1.14E-01 1.19E+02 
 
  PSOVA PSO BBPSO BBPSOV AGPSO ELPSO DNLPSO MSPSO GPSO 
Dixon-
Price 
Mean 4.44E-01 5.31E+03 4.71E+01 6.66E-01 5.56E-01 1.00E+01 6.59E-01 1.99E+01 4.76E+03 
Std 3.20E-01 3.35E+03 9.85E+01 3.46E-01 2.53E-01 0.00E+00 1.35E-01 2.07E+01 2.53E+03 
Min 9.62E-22 8.28E+02 1.29E-20 3.75E-06 2.86E-23 1.00E+01 1.37E-30 1.07E+00 1.78E+03 
Max 6.67E-01 1.59E+04 3.21E+02 1.47E+00 6.67E-01 1.00E+01 8.89E-01 7.79E+01 1.26E+04 
Sphere Mean 6.45E-37 1.11E+01 8.70E-36 4.24E-07 3.89E-32 4.61E+00 3.07E-02 2.65E-01 9.21E+00 
Std 1.72E-36 3.25E+00 4.40E-35 1.82E-06 2.11E-31 1.55E+00 1.39E-01 2.66E-01 2.52E+00 
Min 6.13E-40 3.54E+00 5.30E-41 3.06E-24 1.02E-37 2.89E-12 2.26E-58 3.27E-03 4.75E+00 
Max 8.62E-36 1.83E+01 2.41E-34 9.83E-06 1.15E-30 5.12E+00 7.49E-01 9.62E-01 1.39E+01 
Rotated 
Hyper-
Ellipsoid 
Mean 6.42E-34 9.06E+03 1.43E+02 1.54E+00 1.62E-24 6.55E+01 3.33E-01 2.82E+02 7.52E+03 
Std 2.45E-33 3.20E+03 7.84E+02 8.34E+00 8.87E-24 4.34E-14 1.80E+00 2.09E+02 2.76E+03 
Min 1.08E-37 2.12E+03 3.02E-38 1.84E-17 7.07E-35 6.55E+01 3.46E-53 2.35E+01 3.53E+03 
Max 1.35E-32 1.71E+04 4.29E+03 4.57E+01 4.86E-23 6.55E+01 9.88E+00 7.62E+02 1.49E+04 
Sum 
Squares 
Mean 1.93E-36 1.79E+02 1.36E-35 6.11E-06 4.09E-30 1.00E+01 5.42E-03 6.38E+00 1.70E+02 
Std 8.37E-35 6.45E+01 3.14E-35 3.07E-05 2.17E-29 0.00E+00 2.97E-02 4.92E+00 5.02E+01 
Min 8.00E-40 6.76E+01 2.78E-40 2.31E-20 5.45E-36 1.00E+01 7.83E-56 3.62E-01 5.54E+01 
Max 4.62E-34 3.26E+02 1.38E-33 1.68E-04 1.19E-28 1.00E+01 1.62E-01 2.01E+01 2.60E+02 
Sum of 
Different 
Powers 
Mean 7.54E-62 1.88E-02 1.27E-52 5.34E-20 3.32E-43 7.32E-56 8.88E-11 2.29E-05 1.42E-02 
Std 2.27E-61 1.02E-02 6.79E-62 2.13E-19 1.43E-42 3.50E-55 4.13E-10 4.05E-05 7.87E-03 
Min 8.62E-68 2.93E-03 9.76E-74 5.40E-42 5.17E-51 2.88E-66 4.41E-67 6.93E-07 3.39E-03 
Max 8.47E-61 4.08E-02 3.72E-61 1.11E-18 7.83E-42 1.92E-54 2.25E-09 2.01E-04 3.39E-02 
Ackley Mean 7.40E-15 1.64E+01 1.45E+00 1.31E+00 5.28E-10 8.23E-15 6.82E-01 5.43E+00 1.53E+01 
Std 2.10E-15 1.22E+00 4.84E+00 1.49E+00 2.89E-09 2.63E-15 3.65E+00 1.72E+00 1.46E+00 
Min 4.44E-15 1.34E+01 4.44E-15 1.90E-11 4.44E-15 4.44E-15 4.44E-15 1.66E+00 1.10E+01 
Max 1.51E-14 1.81E+01 1.94E+01 4.77E+00 1.58E-08 1.51E-14 2.00E+01 8.39E+00 1.78E+01 
Griewank Mean 7.58E-02 4.10E+01 1.39E-01 2.76E-01 8.79E-02 8.56E-02 1.29E-01 1.72E+00 3.23E+01 
Std 2.61E-02 9.48E+00 8.35E-02 7.81E-01 5.36E-02 4.11E-02 9.28E-02 1.15E+00 8.69E+00 
Min 2.96E-02 2.26E+01 3.20E-02 1.48E-02 1.48E-02 2.71E-02 2.13E-02 4.83E-01 1.59E+01 
Max 1.38E-01 5.36E+01 3.37E-01 4.39E+00 2.39E-01 1.87E-01 4.53E-01 5.19E+00 5.47E+01 
Powell Mean 1.24E-04 1.08E+02 8.48E+00 6.36E-03 4.41E-06 5.00E+00 1.36E-04 2.91E+00 9.96E+01 
Std 9.09E-05 4.06E+01 2.62E+01 1.53E-02 2.56E-06 0.00E+00 4.87E-04 3.16E+00 3.90E+01 
Min 1.47E-05 4.30E+01 8.85E-07 3.70E-05 3.19E-07 5.00E+00 1.18E-07 7.02E-04 2.38E+01 
Max 3.71E-04 2.26E+02 1.04E+02 7.79E-02 1.09E-05 5.00E+00 2.65E-03 1.19E+01 1.70E+02 
 
Table 5.15: The Wilcoxon rank sum test results for all benchmark functions with 𝑫 = 10 
 BA DA HS FPA MFO ABC CA GA 
Dixon 8.08E-11 2.99E-11 5.25E-05 2.99E-11 8.76E-03 1.94E-10 1.19E-03 2.99E-11 
Sphere 3.02E-11 8.48E-09 3.02E-11 3.02E-11 3.02E-11 3.02E-11 8.48E-09 3.02E-11 
Rotated Hyper-Ellipsoid 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 1.17E-09 3.02E-11 
Sum Squares 3.02E-11 8.48E-09 3.02E-11 3.02E-11 3.02E-11 3.02E-11 1.31E-08 3.02E-11 
Sum of Different Powers 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 
Ackley 1.69E-11 1.89E-10 1.69E-11 1.69E-11 1.69E-11 1.69E-11 2.39E-01 1.69E-11 
Griewank 3.02E-11 1.36E-07 3.18E-04 3.02E-11 5.00E-09 3.02E-11 7.12E-09 3.02E-11 
Powell 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 
 
 PSO BBPSO BBPSOV AGPSO ELPSO DNLPSO MSPSO GPSO 
Dixon 2.99E-11 5.28E-03 3.83E-02 1.59E-02 1.20E-12 3.06E-04 2.99E-11 2.99E-11 
Sphere 3.02E-11 2.46E-03 3.02E-11 5.09E-06 3.16E-12 1.00E+03 3.02E-11 3.02E-11 
Rotated Hyper-Ellipsoid 3.02E-11 3.95E-04 3.02E-11 4.31E-08 1.21E-12 3.87E-03 3.02E-11 3.02E-11 
Sum Squares 3.02E-11 9.71E-03 3.02E-11 3.20E-09 1.21E-12 3.18E-03 3.02E-11 3.02E-11 
Sum of Different Powers 3.02E-11 2.12E-04 3.02E-11 3.02E-11 4.08E-11 3.69E-11 3.02E-11 3.02E-11 
Ackley 1.69E-11 1.56E-04 1.69E-11 5.78E-03 9.88E-02 4.15E-01 1.69E-11 1.69E-11 
Griewank 3.02E-11 2.13E-05 1.34E-05 1.99E-02 2.62E-03 1.41E-04 3.02E-11 3.02E-11 
Powell 3.02E-11 2.87E-10 3.02E-11 1.86E-09 1.21E-12 7.22E-06 3.02E-11 3.02E-11 
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Figure 5-1: Convergence curves for F2 and F6 in 𝑫 = 10 
 
 
Regarding the medium dimension, the same experimental setting was used for all 
algorithms, and the established results of the algorithms regarding the unimodal and 
multimodal functions are shown in Table 5.12. As shown in Figure 5-2, the proposed 
PSOVA model has the best convergence rate compared with those of other methods. 
Specifically, Figure 5-2 clearly indicates that the PSOVA model has great efficiency in 
search exploration, with fast convergence rates for F5 and F7, although its performance 
on the Griewank test function is lower than that of the CA and ELPSO. Furthermore, 
unlike other algorithms that produce suboptimal results, PSOVA is capable of detecting 
a near-global solution. Table 5.17 lists the p-values from the Wilcoxon rank sum test 
associated with this dimension. These values indicate that the results of PSOVA are 
optimistic and statistically better in comparison with those of nearly all other optimisation 
algorithms. As shown in this table, the proposed model outperforms all other methods for 
nearly all the benchmark functions, except for Griewank, where AGPSO and ELPSO 
show similar mean GM performances to those of the proposed model. 
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Table 5.16 : Evaluation results for benchmark functions with 𝑫 = 30 
  PSOVA BA DA HS FPA MFO ABC CA GA 
Dixon-
Price 
Mean 7.51E-01 1.58E+04 4.18E+02 4.86E+00 5.50E+03 4.37E+04 1.58E+03 6.85E+01 7.42E+04 
Std 4.56E-01 1.71E+04 8.03E+02 1.78E+00 2.66E+03 8.99E+04 7.83E+02 9.79E+01 4.23E+04 
Min 6.67E-01 2.88E+02 1.21E+01 2.51E+00 2.17E+03 3.70E+00 6.40E+02 6.58E+00 1.95E+04 
Max 3.16E+00 7.10E+04 4.43E+03 9.08E+00 1.26E+04 3.46E+05 3.81E+03 4.73E+02 1.54E+05 
Sphere Mean 2.09E-21 2.43E+00 2.56E+00 6.00E-02 7.79E+00 4.37E+00 2.65E-02 7.03E-03 1.69E+01 
Std 4.04E-21 2.41E+00 2.19E+00 7.48E-03 2.33E+00 9.94E+00 8.87E-03 1.04E-02 8.55E+00 
Min 3.00E-24 1.61E-05 3.14E-01 5.00E-02 2.29E+00 5.48E-04 1.19E-02 9.21E-09 6.95E+00 
Max 1.92E-20 8.73E+00 7.81E+00 7.95E-02 1.39E+01 2.62E+01 4.97E-02 4.74E-02 4.81E+01 
Rotated 
Hyper-
Ellipsoid 
Mean 3.60E-16 8.34E+04 5.08E+03 2.06E+00 1.66E+04 1.93E+04 4.14E+01 2.23E+01 7.43E+04 
Std 1.37E-15 2.82E+04 2.73E+03 5.83E-01 4.06E+03 1.89E+04 1.19E+01 4.68E+01 2.26E+04 
Min 2.16E-20 3.67E+04 6.71E+02 1.38E+00 8.93E+03 1.17E+00 2.35E+01 3.51E-03 4.18E+04 
Max 7.35E-15 1.41E+05 1.26E+04 4.48E+00 2.37E+04 6.44E+04 7.51E+01 2.20E+02 1.37E+05 
Sum 
Squares 
Mean 2.87E-18 6.71E+02 1.25E+02 9.39E-01 3.75E+02 5.10E+02 1.10E+00 1.37E+00 1.11E+03 
Std 9.23E-18 3.30E+02 1.13E+02 1.57E-01 9.80E+01 6.17E+02 2.93E-01 3.11E+00 3.50E+02 
Min 7.02E-23 7.65E+01 1.80E+00 5.66E-01 1.87E+02 4.40E-02 6.01E-01 2.38E-03 2.91E+02 
Max 4.48E-17 1.75E+03 4.88E+02 1.18E+00 6.06E+02 2.40E+03 1.82E+00 1.26E+01 1.83E+03 
Sum of 
Different 
Powers 
Mean 1.95E-33 6.43E-08 1.18E-05 2.41E-07 1.62E-04 3.07E-11 4.10E-03 5.20E-07 1.93E-02 
Std 9.42E-33 3.20E-08 2.42E-05 3.15E-07 1.60E-04 6.37E-11 3.17E-03 1.25E-06 2.21E-02 
Min 2.88E-44 1.76E-08 3.74E-10 1.10E-09 1.10E-05 1.02E-14 2.63E-04 7.67E-10 8.19E-04 
Max 5.17E-32 1.73E-07 1.32E-04 1.48E-06 6.97E-04 2.51E-10 1.52E-02 6.35E-06 8.77E-02 
Ackley Mean 2.03E+00 1.52E+01 7.76E+00 2.18E+00 1.31E+01 4.77E+00 3.85E+00 4.19E+00 1.45E+01 
Std 6.57E-01 1.16E+00 1.91E+00 4.68E-01 9.53E-01 6.75E+00 8.62E-01 1.23E+00 1.19E+00 
Min 1.36E-07 1.28E+01 2.06E+00 6.00E-01 1.07E+01 2.20E-01 2.64E+00 2.32E+00 1.25E+01 
Max 3.34E+00 1.71E+01 1.09E+01 2.79E+00 1.47E+01 1.91E+01 6.65E+00 6.68E+00 1.69E+01 
Griewan
k 
Mean 1.95E-02 1.50E+02 1.02E+01 1.09E+00 2.95E+01 2.49E+01 1.07E+00 4.91E-01 1.11E+02 
Std 2.31E-02 5.20E+01 7.45E+00 3.66E-02 8.26E+00 4.69E+01 3.72E-02 4.91E-01 3.36E+01 
Min 0.00E+00 6.82E+01 2.77E+00 1.04E+00 1.64E+01 4.40E-01 1.04E+00 2.47E-02 6.50E+01 
Max 8.30E-02 2.69E+02 3.51E+01 1.17E+00 5.56E+01 1.81E+02 1.19E+00 1.88E+00 2.52E+02 
Powell Mean 2.61E-03 4.53E+01 5.34E+01 2.45E+00 9.57E+01 4.28E+02 6.60E+02 1.96E+01 6.40E+02 
Std 1.74E-03 8.09E+01 5.63E+01 1.10E+00 3.84E+01 7.36E+02 2.35E+02 1.84E+01 3.86E+02 
Min 6.61E-04 1.87E+00 3.90E+00 9.35E-01 3.62E+01 2.51E+00 3.02E+02 1.41E-01 1.93E+02 
Max 1.04E-02 4.14E+02 2.60E+02 6.06E+00 1.77E+02 3.27E+03 1.23E+03 6.62E+01 1.81E+03 
 
  PSOVA PSO BBPSO BBPSOV AGPSO ELPSO DNLPSO MSPSO GPSO 
Dixon-
Price 
Mean 7.51E-01 6.92E+05 5.80E+04 9.66E+02 1.23E+01 1.00E+01 2.71E+02 2.17E+04 4.88E+05 
Std 4.56E-01 3.12E+05 9.26E+04 1.47E+03 5.83E+01 0.00E+00 1.16E+03 1.02E+04 2.10E+05 
Min 6.67E-01 2.32E+05 6.81E-01 2.11E+01 6.67E-01 1.00E+01 6.67E-01 9.45E+03 1.95E+05 
Max 3.16E+00 1.33E+06 2.74E+05 5.43E+03 3.21E+02 1.00E+01 6.14E+03 4.77E+04 1.19E+06 
Sphere Mean 2.09E-21 8.83E+01 9.61E+00 3.40E+00 5.97E-07 5.12E+00 4.44E-01 1.69E+01 8.50E+01 
Std 4.04E-21 2.17E+01 1.46E+01 3.60E+00 9.88E-07 1.81E-15 1.32E+00 3.12E+00 1.54E+01 
Min 3.00E-24 4.56E+01 1.06E-07 5.70E-03 4.23E-08 5.12E+00 1.84E-13 9.64E+00 5.49E+01 
Max 1.92E-20 1.43E+02 5.24E+01 1.45E+01 5.21E-06 5.12E+00 5.32E+00 2.11E+01 1.25E+02 
Rotated 
Hyper-
Ellipsoid 
Mean 3.60E-16 2.01E+05 2.58E+04 8.19E+03 2.86E+02 6.55E+01 4.70E+02 3.62E+04 1.82E+05 
Std 1.37E-15 5.78E+04 2.22E+04 8.80E+03 1.09E+03 4.34E-14 1.46E+03 9.75E+03 3.25E+04 
Min 2.16E-20 1.04E+05 1.38E-03 8.11E+00 5.95E-05 6.55E+01 3.67E-12 1.76E+04 1.28E+05 
Max 7.35E-15 3.50E+05 7.73E+04 2.83E+04 4.29E+03 6.55E+01 7.35E+03 5.61E+04 2.65E+05 
Sum 
Squares 
Mean 2.87E-18 5.05E+03 5.57E+02 1.63E+02 3.33E+00 1.00E+01 2.18E-01 7.85E+02 4.25E+03 
Std 9.23E-18 1.28E+03 6.65E+02 1.82E+02 1.83E+01 0.00E+00 1.12E+00 2.11E+02 9.00E+02 
Min 7.02E-23 2.85E+03 3.82E-06 2.59E-01 1.10E-06 1.00E+01 8.67E-16 3.74E+02 2.55E+03 
Max 4.48E-17 8.15E+03 2.70E+03 8.76E+02 1.00E+02 1.00E+01 6.12E+00 1.18E+03 5.96E+03 
Sum of 
Different 
Powers 
Mean 1.95E-33 2.33E-01 3.62E-18 2.58E-09 3.85E-18 8.17E-14 1.16E-08 9.65E-05 1.57E-01 
Std 9.42E-33 2.03E-01 1.28E-17 5.97E-09 1.24E-17 4.29E-13 4.50E-08 1.64E-04 1.81E-01 
Min 2.88E-44 2.03E-02 4.22E-26 5.29E-16 4.94E-22 1.87E-22 4.22E-49 2.11E-06 1.35E-02 
Max 5.17E-32 6.37E-01 5.08E-17 2.48E-08 6.39E-17 2.35E-12 2.37E-07 8.18E-04 9.55E-01 
Ackley Mean 2.03E+00 1.94E+01 1.50E+01 8.57E+00 2.64E+00 2.65E-01 3.92E+00 1.36E+01 1.93E+01 
Std 6.57E-01 6.05E-01 5.60E+00 2.87E+00 7.42E-01 5.15E-01 3.05E+00 1.04E+00 6.45E-01 
Min 1.36E-07 1.78E+01 6.75E-01 3.15E+00 1.67E+00 3.94E-05 4.86E-04 1.16E+01 1.72E+01 
Max 3.34E+00 2.02E+01 1.94E+01 1.40E+01 4.89E+00 1.52E+00 1.40E+01 1.54E+01 2.02E+01 
Griewank Mean 1.95E-02 2.74E+02 1.84E+01 1.27E+01 2.91E-02 1.82E-02 3.85E+00 5.70E+01 2.84E+02 
Std 2.31E-02 7.92E+01 3.69E+01 1.03E+01 3.01E-02 2.03E-02 1.02E+01 1.07E+01 5.05E+01 
Min 0.00E+00 1.20E+02 8.53E-04 1.06E+00 2.17E-05 1.68E-06 1.69E-08 3.55E+01 1.79E+02 
Max 8.30E-02 4.26E+02 9.30E+01 4.31E+01 9.79E-02 8.37E-02 4.93E+01 7.96E+01 3.87E+02 
Powell Mean 2.61E-03 5.12E+03 6.44E+02 3.57E+01 1.48E+01 5.00E+00 1.94E+00 4.09E+02 4.05E+03 
Std 1.74E-03 1.26E+03 9.23E+02 3.44E+01 3.21E+01 0.00E+00 6.52E+00 1.77E+02 1.27E+03 
Min 6.61E-04 2.06E+03 1.35E-02 1.29E+00 8.15E-03 5.00E+00 1.93E-04 1.58E+02 1.49E+03 
Max 1.04E-02 7.91E+03 2.90E+03 1.62E+02 1.03E+02 5.00E+00 2.86E+01 7.52E+02 6.10E+03 
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Table 5.17: The Wilcoxon rank sum test results for all benchmark functions with 𝑫 = 30 
 BA DA HS FPA MFO ABC CA GA 
Dixon 3.02E-11 3.02E-11 8.99E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 
Sphere 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 
Rotated Hyper-Ellipsoid 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 
Sum Squares 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 
Sum of Different Powers 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 
Ackley 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 
Griewank 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 7.38E-10 3.02E-11 
Powell 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 
 
 PSO BBPSO BBPSOV AGPSO ELPSO DNLPSO MSPSO GPSO 
Dixon 3.02E-11 8.89E-10 3.02E-11 2.75E-03 1.21E-12 1.76E-04 3.02E-11 3.02E-11 
Sphere 3.02E-11 3.02E-11 3.02E-11 3.02E-11 1.21E-12 2.03E-07 3.02E-11 3.02E-11 
Rotated Hyper-Ellipsoid 3.02E-11 3.02E-11 3.02E-11 3.02E-11 1.21E-12 3.52E-07 3.02E-11 3.02E-11 
Sum Squares 3.02E-11 3.02E-11 3.02E-11 3.02E-11 1.21E-12 5.57E-03 3.02E-11 3.02E-11 
Sum of Different Powers 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 
Ackley 3.02E-11 3.02E-11 3.02E-11 3.02E-11 1.78E-10 3.69E-11 3.02E-11 3.02E-11 
Griewank 3.02E-11 1.25E-07 3.02E-11 7.24E-02 5.11E-01 9.52E-04 3.02E-11 3.02E-11 
Powell 3.02E-11 3.02E-11 3.02E-11 3.02E-11 1.21E-12 5.94E-05 3.02E-11 3.02E-11 
Figure 5-2: Convergence curves for F5 and F7 in 𝑫 = 30 
 
The same experimental setting is also applied to the evaluation using dimension 50. Table 
5.18 shows that PSOVA produces the most efficient results compared to the results of all 
other algorithms related to this scenario, except that ELPSO gains the best performance 
for the Ackley function. Moreover, the increase in dimensionality does not have a 
significant effect on the PSOVA outcomes for either unimodal or multimodal functions, 
which is a proof of the scalability of the proposed PSO optimisation algorithm. Figure 5.3 
illustrates the fast convergence of the proposed model against those of other methods. 
The p-values obtained from the Wilcoxon rank sum test are provided in Table 5.19, which 
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clearly indicates the greater efficiency of the PSOVA algorithm compared to other 
algorithms, for solving high-dimensional optimisation problems. The exception is for 
Ackley, where AGPSO, DNLPSO and the proposed PSOVA model show similar result 
distributions. 
 
Table 5.18 : Evaluation results for benchmark functions with 𝑫 = 50 
  PSOVA BA DA HS FPA MFO ABC CA GA 
Dixon-
Price 
Mean 4.77E+00 6.71E+04 6.48E+03 7.91E+01 3.22E+04 2.84E+05 3.19E+06 4.96E+03 4.12E+05 
Std 3.16E+00 5.39E+04 6.75E+03 1.87E+01 1.27E+04 3.90E+05 8.10E+05 4.51E+03 2.49E+05 
Min 6.70E-01 2.89E+03 9.39E+01 4.54E+01 1.24E+04 8.59E+02 1.67E+06 5.91E+02 1.02E+05 
Max 9.82E+00 2.29E+05 2.42E+04 1.19E+02 6.55E+04 1.57E+06 4.97E+06 1.86E+04 1.01E+06 
Sphere Mean 5.21E-08 1.43E+01 9.91E+00 3.91E-01 1.83E+01 1.88E+01 1.54E+02 1.01E+00 4.14E+01 
Std 1.03E-07 9.78E+00 4.63E+00 4.28E-02 3.60E+00 1.97E+01 2.35E+01 1.25E+00 1.29E+01 
Min 9.30E-10 3.54E-01 3.73E+00 3.09E-01 1.19E+01 4.86E-01 1.06E+02 7.09E-02 2.31E+01 
Max 3.22E-07 3.33E+01 2.29E+01 4.61E-01 2.84E+01 7.92E+01 1.94E+02 6.42E+00 8.40E+01 
Rotated 
Hyper-
Ellipsoid 
Mean 1.88E-04 2.75E+05 2.16E+04 1.68E+03 6.83E+04 1.11E+05 5.05E+05 4.85E+03 2.40E+05 
Std 3.94E-04 8.74E+04 1.39E+04 4.51E+02 1.49E+04 9.56E+04 7.24E+04 4.89E+03 4.88E+04 
Min 3.84E-06 1.08E+05 3.43E+03 7.65E+02 4.07E+04 9.17E+03 3.88E+05 5.01E+02 1.53E+05 
Max 1.74E-03 5.05E+05 5.79E+04 2.73E+03 1.01E+05 3.83E+05 6.54E+05 2.33E+04 3.87E+05 
Sum 
Squares 
Mean 4.78E-06 2.86E+03 7.16E+02 1.52E+01 1.66E+03 2.40E+03 1.18E+04 1.46E+02 4.09E+03 
Std 8.15E-06 9.49E+02 6.90E+02 2.16E+00 3.90E+02 2.35E+03 1.62E+03 1.91E+02 1.25E+03 
Min 1.41E-07 1.08E+03 2.35E+01 1.21E+01 9.81E+02 1.00E+02 8.60E+03 5.08E+00 2.44E+03 
Max 3.11E-05 4.99E+03 3.27E+03 2.27E+01 2.39E+03 9.02E+03 1.43E+04 1.01E+03 7.34E+03 
Sum of 
Different 
Powers 
Mean 3.28E-18 5.69E-08 6.73E-06 4.78E-07 2.94E-04 2.79E-06 7.59E-01 6.15E-05 2.39E-02 
Std 1.01E-17 2.95E-08 1.08E-05 6.68E-07 2.71E-04 4.67E-06 3.00E-01 1.38E-04 2.15E-02 
Min 1.20E-22 1.13E-08 2.52E-17 1.08E-08 9.78E-06 2.74E-08 1.87E-01 1.86E-07 2.92E-03 
Max 5.33E-17 1.17E-07 4.87E-05 3.45E-06 9.12E-04 1.70E-05 1.50E+00 6.89E-04 8.04E-02 
Ackley Mean 3.27E+00 1.57E+01 1.01E+01 3.09E+01 1.38E+01 1.85E+01 2.03E+01 1.10E+01 1.61E+01 
Std 8.23E-01 9.40E-01 2.03E+00 3.97E-01 9.09E-01 1.60E+00 2.54E-01 2.36E+00 8.56E-01 
Min 2.08E+00 1.37E+01 5.58E+00 3.02E+01 1.18E+01 1.31E+01 1.98E+01 5.46E+00 1.44E+01 
Max 5.68E+00 1.74E+01 1.38E+01 4.08E+01 1.53E+01 1.97E+01 2.08E+01 1.74E+01 1.81E+01 
Griewank Mean 1.78E-02 2.31E+02 2.95E+01 3.06E+00 6.38E+01 6.58E+01 5.59E+02 5.77E+00 2.56E+02 
Std 2.43E-02 6.55E+01 1.73E+01 4.47E-01 1.30E+01 6.33E+01 7.47E+01 5.48E+00 7.11E+01 
Min 1.14E-06 1.06E+02 6.04E+00 2.08E+00 3.96E+01 3.51E+00 3.73E+02 1.15E+00 1.45E+02 
Max 8.50E-02 4.14E+02 7.76E+01 3.78E+00 9.35E+01 1.87E+02 7.23E+02 2.83E+01 4.39E+02 
Powell Mean 5.79E-02 2.43E+02 3.58E+02 2.25E+01 3.98E+02 2.98E+03 1.56E+04 1.49E+02 2.35E+03 
Std 4.07E-02 3.06E+02 5.01E+02 8.61E+00 9.86E+01 2.01E+03 3.57E+03 1.14E+02 1.10E+03 
Min 1.85E-02 1.67E+01 3.04E+01 8.69E+00 2.04E+02 1.76E+02 1.10E+04 1.99E+01 1.02E+03 
Max 1.76E-01 1.57E+03 2.49E+03 4.77E+01 6.25E+02 7.90E+03 2.35E+04 4.62E+02 6.55E+03 
 
  PSOVA PSO BBPSO BBPSOV AGPSO ELPSO DNLPSO MSPSO GPSO 
Dixon-
Price 
Mean 4.77E+00 2.30E+06 2.63E+05 6.20E+04 2.68E+01 1.00E+01 1.68E+03 1.29E+05 2.32E+06 
Std 3.16E+00 7.71E+05 3.53E+05 6.68E+04 2.49E+01 0.00E+00 8.09E+03 3.74E+04 5.32E+05 
Min 6.70E-01 1.28E+06 7.86E+01 3.45E+03 3.92E+00 1.00E+01 6.82E-01 6.68E+04 1.57E+06 
Max 9.82E+00 5.13E+06 1.41E+06 3.45E+05 1.01E+02 1.00E+01 4.45E+04 2.01E+05 3.79E+06 
Sphere Mean 5.21E-08 1.47E+02 2.35E+01 1.77E+01 5.96E-03 5.12E+00 1.89E+00 4.58E+01 1.72E+02 
Std 1.03E-07 2.59E+01 2.57E+01 8.31E+00 5.45E-03 1.81E-15 6.02E+00 7.69E+00 2.10E+01 
Min 9.30E-10 8.46E+01 1.29E-02 5.80E+00 8.21E-04 5.12E+00 5.18E-07 3.11E+01 1.27E+02 
Max 3.22E-07 1.80E+02 1.05E+02 4.85E+01 2.36E-02 5.12E+00 2.43E+01 6.19E+01 2.19E+02 
Rotated 
Hyper-
Ellipsoid 
Mean 1.88E-04 6.03E+05 1.21E+05 6.39E+04 3.18E+03 6.55E+01 1.02E+04 1.66E+05 6.46E+05 
Std 3.94E-04 1.29E+05 1.13E+05 3.74E+04 9.14E+03 4.34E-14 2.84E+04 3.10E+04 1.15E+05 
Min 3.84E-06 3.96E+05 4.46E+03 1.74E+04 1.81E+00 6.55E+01 1.63E-03 1.22E+05 4.34E+05 
Max 1.74E-03 8.79E+05 3.48E+05 1.78E+05 3.86E+04 6.55E+01 1.30E+05 2.28E+05 8.94E+05 
Sum 
Squares 
Mean 4.78E-06 1.48E+04 2.32E+03 1.61E+03 1.16E+02 1.00E+01 4.03E+02 3.72E+03 1.56E+04 
Std 8.15E-06 3.97E+03 1.53E+03 1.06E+03 2.19E+02 0.00E+00 8.88E+02 7.13E+02 2.30E+03 
Min 1.41E-07 7.65E+03 3.02E+02 4.81E+02 9.03E-02 1.00E+01 1.60E-03 2.46E+03 1.07E+04 
Max 3.11E-05 2.47E+04 5.71E+03 5.01E+03 9.00E+02 1.00E+01 3.51E+03 4.86E+03 1.96E+04 
Sum of 
Different 
Powers 
Mean 3.28E-18 3.43E-01 7.92E-10 4.45E-06 3.34E-14 3.42E-08 9.90E-08 8.49E-05 4.24E-01 
Std 1.01E-17 2.60E-01 3.68E-09 7.78E-06 9.51E-14 1.60E-07 3.18E-07 8.57E-05 3.32E-01 
Min 1.20E-22 2.36E-02 1.27E-15 6.77E-10 1.37E-18 9.17E-19 5.65E-37 4.08E-06 2.22E-02 
Max 5.33E-17 9.53E-01 2.01E-08 3.00E-05 3.84E-13 8.76E-07 1.58E-06 3.03E-04 1.28E+00 
Ackley Mean 3.27E+00 1.95E+01 1.85E+01 1.25E+01 5.84E+00 2.37E+00 6.89E+00 1.54E+01 1.99E+01 
Std 8.23E-01 5.71E-01 1.41E+00 1.95E+00 1.35E+00 4.82E-01 2.74E+00 6.32E-01 2.73E-01 
Min 2.08E+00 1.82E+01 1.42E+01 7.41E+00 3.46E+00 1.32E+00 2.81E+00 1.40E+01 1.93E+01 
Max 5.68E+00 2.05E+01 2.01E+01 1.55E+01 9.04E+00 3.36E+00 1.44E+01 1.67E+01 2.05E+01 
Griewank Mean 1.78E-02 5.28E+02 7.27E+01 5.71E+01 6.51E-01 2.11E+01 7.97E+00 1.51E+02 6.01E+02 
Std 2.43E-02 9.93E+01 8.93E+01 2.52E+01 2.93E-01 1.09E+02 2.38E+01 2.94E+01 6.90E+01 
Min 1.14E-06 3.09E+02 1.04E+00 1.90E+01 1.22E-01 7.88E-01 2.17E-02 9.05E+01 4.57E+02 
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Max 8.50E-02 6.91E+02 3.62E+02 1.21E+02 1.08E+00 6.00E+02 1.30E+02 1.97E+02 7.76E+02 
Powell Mean 5.79E-02 1.40E+04 2.67E+03 7.78E+02 3.62E+01 5.00E+00 2.57E+01 1.51E+03 1.21E+04 
Std 4.07E-02 4.03E+03 1.97E+03 7.29E+02 5.09E+01 0.00E+00 5.14E+01 3.87E+02 2.71E+03 
Min 1.85E-02 6.44E+03 1.79E+02 9.35E+01 4.76E-01 5.00E+00 6.14E-02 7.92E+02 7.87E+03 
Max 1.76E-01 2.24E+04 6.93E+03 2.94E+03 1.79E+02 5.00E+00 2.07E+02 2.32E+03 1.86E+04 
 
Table 5.19: The Wilcoxon rank sum test results for all benchmark functions with 𝑫 = 50 
 BA DA HS FPA MFO ABC CA GA 
Dixon 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 
Sphere 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 
Rotated Hyper-Ellipsoid 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 
Sum Squares 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 
Sum of Different Powers 3.02E-11 3.34E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 
Ackley 3.02E-11 3.34E-11 1.78E-04 3.02E-11 3.02E-11 3.02E-11 3.34E-11 3.02E-11 
Griewank 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 
Powell 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 
 
 PSO BBPSO BBPSOV AGPSO ELPSO DNLPSO MSPSO GPSO 
Dixon 3.02E-11 3.02E-11 3.02E-11 2.15E-10 1.21E-12 1.11E-06 3.02E-11 3.02E-11 
Sphere 3.02E-11 3.02E-11 3.02E-11 3.02E-11 1.21E-12 3.02E-11 3.02E-11 3.02E-11 
Rotated Hyper-Ellipsoid 3.02E-11 3.02E-11 3.02E-11 3.02E-11 1.21E-12 3.02E-11 3.02E-11 3.02E-11 
Sum Squares 3.02E-11 3.02E-11 3.02E-11 3.02E-11 1.21E-12 3.02E-11 3.02E-11 3.02E-11 
Sum of Different Powers 3.02E-11 3.34E-11 3.02E-11 3.02E-11 3.34E-11 2.87E-10 3.02E-11 3.02E-11 
Ackley 3.02E-11 3.02E-11 2.15E-10 8.30E-01 3.52E-07 1.86E-01 3.02E-11 3.02E-11 
Griewank 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 1.21E-10 3.02E-11 3.02E-11 
Powell 3.02E-11 3.02E-11 3.02E-11 3.02E-11 1.21E-12 3.02E-11 3.02E-11 3.02E-11 
 
Figure 5-3: Convergence curves for F5 and F7 in 𝑫 = 50 
 
5.3 Chapter Summary 
This study has employed the proposed PSOVA-based feature optimisation to address the 
classification of skin lesion problems. To explore the search space more broadly, several 
distinctive velocities updating strategies were proposed and integrated with the original 
PSO method. Two remote sub-swarm leaders are used to guide the exploration of the sub-
swarms. Furthermore, to enhance diversifications, the study made use of probability 
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distributions and matrix representation. The premature convergence of the conventional 
PSO method can be improved by the proposed PSO algorithm. Furthermore, when it 
comes to addressing issues associated with discriminative feature selection, the PSOVA 
model is more efficient than other traditional search techniques and eight advanced PSO 
variations, as confirmed by the outcomes of the evaluation with several skin lesion and 
spam base datasets. Moreover, the proposed PSOVA model has also been proven more 
effective on the search mechanisms by statistical Wilcoxon rank sum test. There are 
several characteristics of the proposed PSO algorithm that can be modified in future 
studies. This includes its development with adaptive coefficients of C1 and C2 by using 
various nonlinear functions. This would allow the search process to focus on exploring 
the search space in early iterations before focusing on the local exploitation of the global 
best solution. Other medical datasets could also be used for the evaluation of the proposed 
PSO model, including breast and blood cancer, retinal disease, seizure detection and wine 
classification datasets. In addition, the proposed PSO model can also be used to identify 
optimal hyper-parameters of diverse classification models.  
 CHAPTER 6  
PROPOSED METHODOLOGY 4 WITH 
ACPSO BASED FEATURE SELECTION 
 
The above proposed PSO models could be further improved in a number of ways. 
Adaptive coefficients could be used to accelerate convergence. Therefore, another PSO 
model is proposed by addressing this factor. Specifically, fixed coefficients are used in 
the conventional PSO, whereas the proposed PSO model in this chapter employs adaptive 
search parameters to enable the search process to focus on global exploration from the 
beginning of the iterations and move on to local exploration in later iterations to accelerate 
convergence. The proposed model adaptively decreases C1 and increases C2 to increase 
local and global search capabilities. Specifically, C1 and C2 parameters are not fixed but 
dynamically adjusted at every iteration. We propose three different nonlinear strategies 
to generate adaptive decreasing and increasing coefficients and explore the search space 
more effectively. 
 
 
Figure 6-1: The System Architecture for Enhanced Skin Lesion Classification 
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6.1 Feature Extraction 
Dermatologists have used ABCDE to help skin cancer diagnosis. In most cases, other 
related works have only employed ABCD rules of dermatology for feature extraction to 
make automatic skin cancer detection (Nachbar et al., 1994, Barata et al., 2015, Monisha 
et al., 2018, Navarro et al., 2018). In this research, multiple features have been extracted 
such as hand-crafted shape features, e.g. asymmetry, compactness, radial, border 
irregular, perimeter, solidity and extent; colour features, e.g. colour variance, entropy and 
skewness and high-level texture features. In this research, two low-level feature 
extraction methods have also been used for the representation of lesion texture, i.e. local 
binary patterns (LBP) and histogram of oriented gradients (HOG) operators. Specifically, 
this study uses an LBP operator to extract 236 features with a cell size of 191 × 191. This 
research makes use of the HOG operator as well, to extract more distinctive 
complementary texture features. The employed HOG operator is used to extract 324 
features using the cell and block sizes of 110 × 110 and 4 × 4 respectively. An overlap 
of half, as well as two-thirds of the block size, is used in the experiments for the HOG 
operator. The HOG operator can achieve more efficient results with an overlap of half the 
block size than with an overlap of two-thirds of the block size. The outcomes of the 
experiments highlight that the HOG operator is highly efficient in the extraction of 
important contrast information (e.g. edges and corners). Therefore, these features are 
added in this chapter to improve the performance accuracy. These newly extracted LBP 
and HOG features are included on top of all previously extracted ABCD morphological, 
textural and colour feature sets, as shown in Table 4.1. The sample images illustrated 
below indicate the extracted LBP and HOG features. 
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Figure 6-2: Segmented lesion (third column), LBP lesion (fourth column) and HOG features (fifth 
column) 
 
6.2 The Proposed ACPSO Search Strategies for Feature 
Selection 
Fundamentally, the workforce arrangement within a company inspires the idea of the 
proposed method. Each corporation is made up of a manager, a team leader and general 
workers; multiple workers are allocated to a task, since they do not have enough 
experience and employ different strategies; their skill, aptitude, working performance and 
quality are more likely to be imbalanced and progress with a range of diversity. In the 
beginning, each team leader is expected to have a similar experience to that of the 
manager. Therefore, the team leader oversees and guides the workers to make good 
progress. During the workers’ progression, they intend to gain experience, and the 
possibility of being promoted. While the manager is less critical than the team leader and 
workers, the only goal of a manager is to guide the inexperienced group, to get them on 
the correct route with accurate information. Once the workers’ task is completed, their 
responsibility is reduced; the manager then carries on the task for further inspection and 
submits it to the higher authorities. Although the workers are less important in the end, 
they will still be working as a group; each piece of information and idea can be useful for 
any further improvement. Therefore, they will keep collaborating and sharing ideas to 
complete the mission.  
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This research is motivated by the above cooperative strategies and proposes a PSO variant 
by utilising three different moving behaviours, including circle, helix and sine 
waveforms. They are used to lead each sub-swarm based search respectively. This 
algorithm is named as Adaptive Coefficient PSO (ACPSO). The purpose behind the three 
moving behaviours is to form different decreasing and increasing effects to update the 
coefficients, C1 and C2. First a population of 50 particles is initialised, then all the particle 
is ranked based in their fitness scores. Three swarm leaders with similar fitness values but 
low correlation in positions are selected. Specifically, the best particle will be selected as 
𝑔𝐵𝑒𝑠𝑡 and stored in the best memory. For the selection of the other two swarm leaders, 
a correlation coefficient is utilised; the two particles with competitive fitness which are 
the furthest and have low correlations with 𝑔𝐵𝑒𝑠𝑡  are selected. Furthermore, the 
population will be divided into three sub-swarms; each leader will then be assigned to 
lead each sub-swarm based search. The three adaptive exploration strategies, i.e. circle, 
waveform and helix functions, are then assigned into three sub-swarms respectively to 
lead its search process. Each sub-swarm based search uses the corresponding descending 
and ascending function to generate the 𝑐1 and 𝑐2 coefficients. Then the three sub-swarms 
are combined, and the new 𝑔𝐵𝑒𝑠𝑡  will be identified. Subsequently, a sub-dimension 
based exploration method will be conducted to further improve the 𝑔𝐵𝑒𝑠𝑡. Specifically, 
each particle in the swarm will be divided into three sub-dimensions which represent the 
upper, middle and bottom sections of skin lesions. The best solution of each sub-
dimension is identified and then a new leader is generated by combining the three best 
leaders of the three sub-dimensions. This new global best solution is compared with the 
previous 𝑔𝐵𝑒𝑠𝑡. If the new leader has better fitness than that of the previous 𝑔𝐵𝑒𝑠𝑡, it 
will be used to replace 𝑔𝐵𝑒𝑠𝑡. Otherwise 𝑔𝐵𝑒𝑠𝑡 remains intact and the new leader is used 
to replace the worst particle in the swarm. Finally, the last second and third worst particles 
will be replaced by two newly randomly generated particles. These search processes 
terminate when the maximum iteration number is reached. The pseudo-code of ACPSO 
is shown in Algorithm 6.1. 
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Algorithm 6.1: Pseudo-code of The Proposed ACPSO Model 
1 Start 
2 Initialize a population randomly (e.g. 50 particles); 
3 Evaluate the population to identify the initial best leader, gbest; 
4  
5 While (! Stop condition) do {// 125 iterations 
6 
Find second & third swarm leaders with comparable fitness but low correlation in position to 
𝑔𝐵𝑒𝑠𝑡 using Eq. 5.1;  
7 
Divide the population into three sub-swarms, i.e. SS1, SS2 & SS3, with each sub-swarm led by 
one leader; 
8   While (! Stop condition) do {// for three sub-swarm  
9         For (each particle xi in sub-swarm 1) do { 
10            Follow the sub-swarm leader using Eq. 4.1, 4.2 & 6.1,  
11            Evaluate xi at the new location and update 𝑝𝐵𝑒𝑠𝑡; 
12            Update the sub-swarm leader; 
13         } End For 
14         For (each particle xi in sub-swarm 2) do { 
15            Follow the sub-swarm leader using Eq. 4.1, 4.2 & 6.2;  
16            Evaluate xi at the new location and update 𝑝𝐵𝑒𝑠𝑡; 
17            Update the sub-swarm leader; 
18         } End For 
19         For (each particle xi in sub-swarm 3) do { 
20            Follow the sub-swarm leader using Eq. 4.1, 4.2 & 6.3-6.5;  
21            Evaluate xi at the new location and update 𝑝𝐵𝑒𝑠𝑡; 
22            Update the sub-swarm leader; 
23         } End For 
24   } End While 
25   Combine all three sub-swarms and update 𝑔𝐵𝑒𝑠𝑡; 
26   Divide each particle in the overall swarm into three sub-dimensions; 
27   While (! Stop condition) do {// for three sub-dimensions 
28       Follow the leader in each sub-dimension based search using Eq. 4.1-4.2.; 
29       Identify each sub-dimension leader and combine them to generate a new swarm leader; 
30   } End While 
31   Combine three sub-dimensions and update the 𝑔𝐵𝑒𝑠𝑡 if the new leader is better; 
32   Otherwise the new leader is used to replace the worst particle in the swarm; 
33   Replace the last second and third worst particles with two newly generated particles; 
34 } End While 
35 Output 𝑔𝐵𝑒𝑠𝑡; 
36 End 
 
6.2.1 Adaptive Coefficient Generation Using the Circle Function 
The proposed algorithm has proposed three functions to generate adaptive coefficients 
C1 and C2, including circle, sine and helix waveforms. Equation (6.1) defines the circle 
PROPOSED METHODOLOGY 4 - ACPSO   101 
 
 
 
function, which is used to generate decreasing C1 and ascending C2 in sub-swarm 1 with 
C1 and C2 ∈ [0, 2.5].  
y =  √𝑟2 − 𝑥2         𝑥 ∈ [0, 2.5] (6.1) 
In Equation 6.1, 𝑥 and 𝑦 represent the coordinates and 𝑟 denotes the radius of the circle. 
Based on Figure 6-3, the upper right quarter of the circle shape has been divided into 𝑚 
portions to form the descending and ascending values for C1 and C2, where 𝑚 represents 
the maximum number of iterations. For the generation of decreasing C1, the traverse starts 
from portion 1 (i.e. 90°) and ends in portion m (i.e. 0°). In each iteration, there is one 
value randomly selected in each portion. In this way, a series of descending C1 is 
produced. Similarly, by traversing through from portion m (i.e. 0°) to portion 1 (i.e. 90°), 
a series of ascending C2 is generated.  
 
Figure 6-3: The circle contour for the generation of descending C1 and ascending C2 
 
6.2.2 Adaptive Coefficient Generation Using the Sine Function 
Similar ascending and descending processes can be generated using the sine function in 
sub-swarm 2. Equation (6.2) is used to form adaptive coefficient search on C1 and C2. 
𝑦 = 2.5 × sin(𝑥)        𝑥 ∈ [
𝜋
2
, 𝜋] (6.2) 
Using Equation 6.2, a sine waveform is created as shown in Figure 6-4, where 𝑥 
represents the input value range of 𝑥 ∈ [
𝜋
2
, 𝜋]. Similar to the coefficient generation using 
the circle function, the upper right quarter of the waveform has been divided into 𝑚 
portions. In each iteration, a value is randomly selected in each portion. By going from 
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portion 1 (90°) to portion m (0°), a series of descending C1 is generated, and vice versa 
from portion m (0°) to portion 1 (90°), a series of ascending C2 is produced. 
 
 
Figure 6-4: The sine waveform for the generation of descending C1 and ascending C2 
 
6.2.3 Adaptive Coefficient Generation Using the Helix Function 
In sub-swarm 3, the helix function defined in Equations (6.3) -(6.5) is used to generate 
the adaptive coefficients C1 and C2. Nonetheless, the helix moving behaviours have been 
developed differently, since the shape of the helix is non-linear, and the circles are 
continually turning with a different angle, thus having multiple lines of a turning point. 
This also enables the model to use multiple layers as a more complex mechanism for the 
retrieval of both coefficients. The top half of the helix waveform is used for the adaptive 
coefficient generation as shown in Figure 6.5. 
 
𝑡 ∈ [0, 389.5575] 
 
 
𝑥 = 0.0065 × 𝑡 × cos(2 × 𝑡)       𝑥 ∈ [−2.522, 2.532] 
 
(6.3) 
𝑦 = 0.0065 × 𝑡 × sin(2 × 𝑡)       𝑦 ∈ [0, 2.517] 
 
(6.4) 
𝑧 = 𝑡 (6.5) 
 
The helix function defined in the Equations (6.3)-(6.5) is used to generates 𝑚 layers as 
shown in Figure 6-5 where 𝑡 ∈ [0, 389.5575]. First, both top left and right sides of the 
waveform are divided into m portions respectively. For the generation of descending C1, 
a random value is selected from portion 1 from both right and left sides in layer 1 for 
iteration 1. For iteration 2, a random value is selected from portion 2 from both right and 
left sides in layer 2. Eventually for the last iteration m, a random value is selected from 
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portion index m in layer m. In this way, a series of descending C1 is generated. A reverse 
process is use for the generation of ascending coefficient C2. Specifically, for the 
generation of increasing C2, a random value is selected from portion m in both right and 
left sides in layer m in the first iteration. Then similarly, in the second iteration, a random 
value is selected from portion m-1 in both right and left sides in layer m-1. For the last 
iteration, a random value is selected from portion 1 in both right and left sides in layer 1. 
This process ensures the generation of a series of ascending C2. Therefore, the entire 
search process guided by 𝑝𝐵𝑒𝑠𝑡 and 𝑔𝐵𝑒𝑠𝑡 will be adjusted, i.e. in early iterations, the 
search focuses more on global exploration and in the final iterations, the search process 
concentrates more on local exploitation. 
 
 
Figure 6-5: The helix waveform for the generation of descending C1 and ascending C2 
 
The three functions listed above enable the generation of adaptive descending C1 and 
ascending C2. They are used to guide each sub-swarm-based search. Each particle in the 
sub-swarm will be evaluated using the fitness evaluation defined in Equation (4.2). 
 
6.3 Evaluation 
In this experiment, several baseline methods as those mentioned in Section 4.3, and 
several PSO variants as those used in Section 5.2 have been nominated for comparison. 
Several additional PSO variants, including FBPSO, FSBPSO and MPSO, are also 
employed for comparison. The original 146 features, consisting of the hand-crafted high-
level features mentioned in Section 4.1, and the additional LBP and HOG features, are 
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used to test each feature selection method. Each optimisation method will be evaluated 
using single and ensemble classification techniques for skin lesion classification. 
 
This research utilised two dermoscopy image databases, i.e. the Edinburgh Research and 
Innovation (Dermofit) database and Dermatology Service of Hospital Pedro Hispano 
(PH2). The Dermofit Image Library consists of a total of 1,300 skin lesion images with 
ten skin lesion types, including e.g. Actinic Keratosis, Melanocytic Nevus, Malignant 
Melanomas, Seborrheic Keratosis and Basal Cell Carcinoma. Some of these ten lesion 
types can also be treated as two classes, i.e. benign and cancerous. Therefore, 190 benign 
and 174 cancerous images have been selected from this database for evaluation. As 
mentioned earlier, the PH2 database consists of a total of 200 skin lesion images with 
three skin lesion types including 80 common nevi (benign), 80 atypical nevi, and 40 
melanoma (cancer) cases. Therefore, 80 benign and 40 cancerous images have been 
selected, which are combined with images from Dermofit for evaluation of the ACPSO. 
Therefore, a total of 270 benign (190 Dermofit and 80 PH2) and 214 cancerous (174 
Dermofit and 40 PH2) images are selected from the two databases for our experiments. 
To compare with related works, another experiment using the PH2 dataset is also 
conducted. Both experiments were conducted with a ratio of 80:20 for the training and 
testing split, i.e. 387 and 97 images have been utilised for the above combined dataset; 
and 160 and 40 images for a PH2 dataset for training and testing, respectively.  
 
Table 6.1: The combined dataset for skin cancer classification for this study 
Dataset Benign Cancer 
PH2 80 40 
Dermofit 190 174 
 
Two classifiers, i.e. Ensemble K-Nearest Neighbour (ESEM-KNN) and Ensemble 
Support Vector Machine (ESEM-SVM), are employed for verification of the outcomes. 
All the methods are based on the same experimental setting, i.e. 500 × 500 image size, 
population size of 50, dimension of 146 with ABCD+GLRLM, 236 of LBP or 324 HOG 
features, and 500 iterations with 30 runs. Furthermore, the maximum number of fitness 
evaluation of 50 populations × 500 iterations, is employed for each method to ensure the 
comparison is undertaken on equality. The proposed ACPSO model employs a much-
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reduced number of iterations, i.e. 50 population × 125 iterations × 4 function evaluations 
= 25,000 function evaluations, owing to the extra fitness evaluation conducted for a local 
search of lesion features to ensure fair comparison. The experimental details are provided 
below. 
 
6.3.1 Parameter Settings 
In this section, we examine parameter settings of ACPSO and other methods. Table 6.2 
shows the detailed parameter settings identified for ACPSO and other newly employed 
optimisation methods. The ACPSO model follows the conventional PSO model 
parameter settings, with additional constricted parameter adjustments made based on a 
trial-and-error basis. The ACPSO model utilises an inertia weight of 0.65 to identify the 
effect of the prior speed on repetitive searches. As those in the initial PSO algorithm, 
initial acceleration constants C1 = 2.5 and C2 = 0.5 are employed to expedite 
convergence. For other search methods, the parameter settings are employed as stipulated 
in the previous investigations. 
 
Table 6.2: Parameter settings of the proposed and other algorithms 
Algorithms Parameters 
F-BPSO Inertia weight=0.689343, C1=C2=1.42694, initial mutation rate=0.11, final mutation 
rate=0.01 
FS-BSPO Inertia weight=0.689343, C1=C2=1.42694, initial mutation rate=0.11, final mutation 
rate=0.01 
MPSO Initial Inertia weight=0.4, final inertia weight=0.9, C1=final C2=2.5, initial C2=final 
C1=0.5 
TAC-PSO-
MS 
Standard deviation of Gaussian distribution=1.3, scale parameter of Cauchy 
distribution=2, inertia weight=0.9, initial C1=final C2=2.5, initial C2=final C1=1.5 
ASCA-PSO Maximum velocity=1.0, Minimum velocity=-1.0, acceleration constants C1=C2=0.5, 
constant a=2 
ACPSO inertia weight=0.65, initial C1=2.5, initial C2= 0.5 
 
6.3.2 Evaluation Using the Combined Dataset 
This experiment employ both above-mentioned combined dataset and the PH2 dataset for 
the assessment of each optimization method. A total of 30 runs are conducted for each 
model. The evaluation results for the combined dataset are shown In Table 6.4 In 
combination with KNN-based ensemble and SVM-based ensemble classifiers under both 
10-fold and hold-out validations, the proposed ACPSO model attains higher average GM 
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results than those of all other algorithms. Indeed, the outcome of the KNN-based 
ensemble with 10-fold classification suggests that ACPSO outperforms BA, CA, CS, DA, 
HS, ABC, FPA, MFO, PSO, GPSO, MPSO, GMPSO, FB-PSO, ELPSO, MFOPSO, 
AGPSO, FS-BPSO, DNLPSO and BBPSOV, respectively. Furthermore, for KNN-based 
ensemble with hold-out validation, it also outperforms BA, CA, CS, DA, HS, ABC, FPA, 
MFO, PSO, GPSO, MPSO, GMPSO, FB-PSO, ELPSO, MFOPSO, AGPSO, FS-BPSO, 
DNLPSO and BBPSOV, respectively. When the SVM-based ensemble classifier 
combined with 10-fold validation was applied, the proposed algorithm outperforms BA, 
CA, CS, DA, HS, ABC, FPA, MFO, PSO, GPSO, MPSO, GMPSO, FB-PSO, ELPSO, 
MFOPSO, AGPSO, FS-BPSO, DNLPSO and BBPSOV, respectively. And lastly, for the 
SVM-based ensemble model integrated with the hold-out validation, ACPSO 
outperforms BA, CA, CS, DA, HS, ABC, FPA, MFO, PSO, GPSO, MPSO, GMPSO, FB-
PSO, ELPSO, MFOPSO, AGPSO, FS-BPSO, DNLPSO and BBPSOV, respectively. The 
statistical results shown in Table 6.4 indicate that the proposed model is statistically 
significantly better than other methods for nearly all the test cases, except for ThBPSO 
which shows similar mean results to those of the proposed model when combined with 
SVM-based ensemble under 10-fold validation.  
 
Table 6.3: Average performance correlation of each algorithm over 30 runs for the combined 
dataset 
  ESEM KNN ESEM SVM 
  10-fold Hold-out 10-fold Hold-out 
BA 1.98% 2.13% 1.30% 1.40% 
CA 2.52% 2.65% 1.13% 1.24% 
CS 2.30% 2.72% 0.83% 0.96% 
DA 1.56% 2.09% 0.92% 1.08% 
HS 1.91% 2.27% 0.86% 1.28% 
ABC 1.79% 1.74% 0.65% 0.84% 
FPA 2.45% 2.53% 1.23% 1.44% 
MFO 1.90% 2.22% 0.89% 1.24% 
PSO 2.24% 2.33% 1.10% 1.18% 
BBPSO 2.07% 2.18% 0.91% 1.01% 
ThBPSO 1.98% 2.19% 0.50% 0.80% 
GPSO 2.00% 2.40% 0.73% 0.88% 
MPSO 2.38% 2.52% 0.89% 0.93% 
GMPSO 2.41% 2.58% 0.84% 1.16% 
FB-PSO 1.21% 1.83% 0.63% 0.75% 
ELPSO 1.47% 1.85% 0.64% 0.92% 
MFOPSO 2.10% 2.30% 1.26% 1.53% 
AGPSO 2.20% 2.32% 0.95% 1.17% 
FS-BPSO 1.60% 2.00% 0.62% 1.03% 
DNLPSO 2.08% 2.62% 1.25% 1.24% 
BBPSOV 2.44% 2.85% 0.71% 0.99% 
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Table 6.4: Average performance of each algorithm over 30 runs for the combined dataset 
 ESEM KNN ESEM SVM 
 10-fold Hold-out 10-fold Hold-out 
BA 0.9362 0.9328 0.9825 0.9809 
CA 0.9308 0.9276 0.9842 0.9825 
CS 0.9330 0.9269 0.9872 0.9853 
DA 0.9404 0.9332 0.9863 0.9841 
HS 0.9369 0.9314 0.9869 0.9821 
ABC 0.9381 0.9367 0.9890 0.9865 
FPA 0.9315 0.9288 0.9832 0.9805 
MFO 0.9370 0.9319 0.9866 0.9825 
PSO 0.9336 0.9308 0.9845 0.9831 
BBPSO 0.9353 0.9323 0.9864 0.9848 
ThBPSO 0.9362 0.9322 0.9905 0.9869 
GPSO 0.9360 0.9301 0.9882 0.9861 
MPSO 0.9322 0.9289 0.9866 0.9856 
GMPSO 0.9319 0.9283 0.9871 0.9833 
FB-PSO 0.9439 0.9358 0.9892 0.9874 
ELPSO 0.9413 0.9356 0.9891 0.9857 
MFOPSO 0.9350 0.9311 0.9829 0.9796 
AGPSO 0.9340 0.9309 0.9860 0.9832 
FS-BPSO 0.9400 0.9341 0.9893 0.9846 
DNLPSO 0.9352 0.9279 0.9830 0.9825 
BBPSOV 0.9316 0.9256 0.9884 0.9850 
ACPSO 0.9560 0.9541 0.9955 0.9949 
 
Table 6.5: The p-values of the Wilcoxon rank sum test using the combined dataset 
 BA CA CS DA HS ABC FPA MFO PSO BBPSO ThBPSO 
ESEM KNN 
Wilcoxon 10F 
7.97E-06 1.15E-07 1.10E-08 4.33E-05 3.06E-08 1.42E-05 1.65E-07 8.99E-08 1.20E-07 4.41E-07 2.00E-08 
ESEM KNN 
Wilcoxon HO 
4.03E-07 2.38E-09 5.56E-10 7.50E-11 7.37E-10 4.80E-07 1.75E-09 1.58E-07 1.26E-08 2.12E-07 3.39E-09 
ESEM SVM 
Wilcoxon 10F 
1.64E-05 1.48E-05 7.70E-04 2.42E-07 3.74E-04 3.45E-03 1.09E-05 9.79E-07 3.90E-05 1.36E-04 5.38E-02 
ESEM SVM 
Wilcoxon HO 
2.96E-08 8.35E-08 7.64E-06 1.43E-10 1.33E-07 6.88E-06 2.21E-08 5.92E-09 9.25E-06 6.42E-06 1.90E-04 
 
 GPSO MPSO GMPSO FB-PSO ELPSO MFOPSO AGPSO FS-BPSO DNLPSO BBPSOV 
ESEM KNN 
Wilcoxon 10F 
3.77E-07 8.25E-08 8.82E-10 1.23E-03 2.19E-05 8.99E-08 8.25E-08 2.77E-07 1.42E-08 1.61E-09 
ESEM KNN 
Wilcoxon HO 
1.90E-08 4.38E-09 3.83E-10 3.91E-09 1.17E-08 1.58E-07 4.38E-09 1.78E-07 2.67E-10 8.65E-11 
ESEM SVM 
Wilcoxon 10F 
3.53E-03 1.21E-05 1.85E-05 2.57E-03 2.96E-05 9.79E-07 1.21E-05 2.31E-02 4.78E-06 8.55E-04 
ESEM SVM 
Wilcoxon HO 
3.13E-05 1.00E-07 1.00E-07 4.73E-04 9.94E-09 5.92E-09 1.00E-07 8.48E-05 2.00E-07 2.82E-06 
 
Table 6.6: The training computational cost and the average number of features selected using the 
combined dataset 
 ACPSO BA CA CS DA HS ABC FPA MFO PSO BBPSO 
Average no. of  
selected 
features 
62.65 74.35 67.38 75.23 78.09 71.86 70.78 70.73 65.93 73.58 73.17 
Training cost  
(seconds) 
3798.22 3816.57 3929.63 3927.12 3813.44 3931.89 3906.70 3806.12 3905.52 3878.16 3937.50 
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 GPSO MPSO GMPSO FB-PSO ELPSO MFOPSO AGPSO FS-BPSO DNLPSO ThBPSO BBPSOV 
Average no. of  
selected 
features 
72.37 59.62 74.26 70.29 77.33 78.54 65.31 75.60 69.73 53.13 64.67 
Training cost  
(seconds) 
3945.48 3998.31 3878.48 3872.37 3970.20 3932.88 3879.13 4011.23 3860.92 4048.19 3981.04 
 
6.3.3 Evaluation Using the PH2 Dataset 
The PH2 dataset is also used for evaluating the proposed model. Again, the performances 
are categorised using the average of over 30 runs for each method for comparison. The 
KNN-based and SVM-based ensemble classifiers with both 10-fold and hold-out 
validations are used to test the feature subsets retrieved by each algorithm. The detailed 
results are shown in Table 6.8, with the optimum results for individual rows being 
emphasised in bold. In comparison with all the other algorithms, the proposed ACPSO 
model achieves the highest average GM rates when combined with both KNN-based and 
SVM-based ensembles using 10-fold and hold-out validations. Based on the results 
obtained using KNN-based ensemble with 10-fold validation, ACPSO reliably 
outperforms 20 competing algorithms i.e. BA, CA, CS, DA, HS, ABC, FPA, MFO, PSO, 
GPSO, MPSO, GMPSO, FB-PSO, ELPSO, MFOPSO, AGPSO, FS-BPSO, DNLPSO and 
BBPSOV, respectively. Furthermore, for the KNN-based ensemble with the hold-out 
validation, ACPSO also outperforms BA, CA, CS, DA, HS, ABC, FPA, MFO, PSO, 
GPSO, MPSO, GMPSO, FB-PSO, ELPSO, MFOPSO, AGPSO, FS-BPSO, DNLPSO and 
BBPSOV, respectively. When the SVM-based ensemble classifier combined with 10-fold 
validation is applied, the proposed algorithm outperforms BA, CA, CS, DA, HS, ABC, 
FPA, MFO, PSO, GPSO, MPSO, GMPSO, FB-PSO, ELPSO, MFOPSO, AGPSO, FS-
BPSO, DNLPSO and BBPSOV, respectively. And lastly, for the SVM-based ensemble 
classifier with hold-out validation, ACPSO outperforms BA, CA, CS, DA, HS, ABC, 
FPA, MFO, PSO, GPSO, MPSO, GMPSO, FB-PSO, ELPSO, MFOPSO, AGPSO, FS-
BPSO, DNLPSO and BBPSOV, respectively. As shown in Table 6.6, among the baseline 
methods, FS-BPSO obtains impressive performances. ACPSO outperforms other 
methods statistically in most of the test cases. 
 
  
PROPOSED METHODOLOGY 4 - ACPSO   109 
 
 
 
Table 6.7: Average performance correlation of each algorithm over 30 runs for the PH2 dataset 
  ESEM KNN ESEM SVM 
  10-fold Hold-out 10-fold Hold-out 
BA 3.19% 2.04% 3.02% 3.76% 
CA 3.66% 1.71% 1.49% 3.02% 
CS 3.32% 2.10% 1.05% 2.11% 
DA 3.63% 1.65% 1.74% 3.22% 
HS 2.23% 0.92% 1.54% 2.78% 
ABC 3.41% 1.98% 1.39% 2.45% 
FPA 3.93% 2.49% 2.64% 3.72% 
MFO 2.76% 1.88% 1.10% 1.99% 
PSO 3.29% 2.17% 1.49% 2.59% 
BBPSO 3.61% 2.50% 1.56% 2.84% 
ThBPSO 2.39% 1.20% 1.75% 2.26% 
GPSO 2.70% 1.42% 1.33% 2.85% 
MPSO 3.12% 1.82% 2.38% 2.53% 
GMPSO 3.49% 2.11% 1.90% 3.19% 
FB-PSO 3.36% 1.31% 1.51% 2.96% 
ELPSO 3.41% 1.79% 1.52% 2.99% 
MFOPSO 3.59% 2.57% 1.86% 2.03% 
AGPSO 3.71% 2.45% 1.21% 2.07% 
FS-BPSO 1.96% 0.61% 1.21% 2.50% 
DNLPSO 2.55% 1.83% 1.63% 2.63% 
BBPSOV 3.54% 1.99% 1.25% 2.31% 
 
Table 6.8: Average performance of each algorithm over 30 runs for the PH2 dataset 
 ESEM KNN ESEM SVM 
 10-fold Hold-out 10-fold Hold-out 
BA 0.9407 0.9534 0.9465 0.9355 
CA 0.9360 0.9567 0.9618 0.9429 
CS 0.9394 0.9528 0.9662 0.9520 
DA 0.9363 0.9573 0.9593 0.9409 
HS 0.9503 0.9646 0.9613 0.9453 
ABC 0.9385 0.9540 0.9628 0.9486 
FPA 0.9333 0.9489 0.9503 0.9359 
MFO 0.9450 0.9550 0.9657 0.9532 
PSO 0.9397 0.9521 0.9618 0.9472 
BBPSO 0.9365 0.9488 0.9611 0.9447 
ThBPSO 0.9487 0.9618 0.9592 0.9505 
GPSO 0.9456 0.9596 0.9634 0.9446 
MPSO 0.9414 0.9556 0.9529 0.9478 
GMPSO 0.9377 0.9527 0.9577 0.9412 
F-BPSO 0.9390 0.9607 0.9616 0.9435 
ELPSO 0.9385 0.9559 0.9615 0.9432 
MFOPSO 0.9367 0.9481 0.9581 0.9528 
AGPSO 0.9355 0.9493 0.9646 0.9524 
FS-BPSO 0.9530 0.9677 0.9646 0.9481 
DNLPSO 0.9471 0.9555 0.9604 0.9468 
BBPSOV 0.9372 0.9539 0.9642 0.9500 
ACPSO 0.9726 0.9738 0.9767 0.9731 
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Table 6.9: The p-values of the Wilcoxon rank sum test using PH2 dataset 
 BA CA CS DA HS ABC FPA MFO PSO BBPSO ThBPSO 
ESEM KNN 
Wilcoxon 10F 
6.86E-08 4.37E-08 2.57E-07 4.85E-08 2.07E-05 2.17E-07 1.24E-07 5.89E-08 3.51E-07 8.95E-07 1.70E-05 
ESEM KNN 
Wilcoxon HO 
2.29E-10 2.56E-05 3.80E-07 3.11E-07 8.05E-04 6.92E-06 2.82E-09 1.54E-08 3.90E-07 2.62E-09 8.68E-04 
ESEM SVM 
Wilcoxon 10F 
1.46E-05 1.37E-02 9.58E-02 6.69E-04 5.28E-03 5.36E-03 4.96E-04 3.96E-04 4.69E-03 4.55E-03 1.15E-03 
ESEM SVM 
Wilcoxon HO 
3.38E-08 1.03E-07 5.69E-05 2.05E-08 1.97E-07 7.19E-06 5.29E-09 3.26E-05 5.49E-06 2.67E-06 1.93E-05 
 
 GPSO MPSO GMPSO F-BPSO ELPSO MFOPSO AGPSO FS-BPSO DNLPSO BBPSOV 
ESEM KNN 
Wilcoxon 10F 
8.75E-07 1.87E-07 7.25E-09 2.29E-05 2.56E-07 5.89E-08 1.87E-07 5.04E-02 7.67E-07 4.16E-08 
ESEM KNN 
Wilcoxon HO 
2.91E-04 5.24E-11 1.39E-08 3.52E-03 1.44E-09 1.54E-08 5.24E-11 6.69E-01 1.60E-06 1.85E-09 
ESEM SVM 
Wilcoxon 10F 
9.51E-03 8.91E-02 2.42E-03 1.38E-02 1.86E-02 3.96E-04 8.91E-02 9.72E-02 3.86E-04 7.43E-02 
ESEM SVM 
Wilcoxon HO 
1.40E-07 2.36E-05 1.64E-07 1.17E-06 1.36E-07 3.26E-05 2.36E-05 1.34E-05 9.71E-07 1.84E-05 
 
Table 6.10: The training computational cost and the average number of features selected using PH2 
dataset 
 ACPSO BA CA CS DA HS ABC FPA MFO PSO BBPSO 
Average no. of  
selected 
features 
65.04 81.57 75.08 78.41 83.13 73.89 78.12 75.45 69.65 83.61 82.01 
Training cost  
(seconds) 
3799.03 3823.17 3933.10 3937.52 3817.28 3933.13 3914.06 3811.73 3915.43 3885.54 3942.80 
 
 GPSO MPSO GMPSO FB-PSO ELPSO MFOPSO AGPSO FS-BPSO DNLPSO ThBPSO BBPSOV 
Average no. of  
selected 
features 
73.46 66.76 80.18 70.68 85.61 84.20 71.35 78.71 71.01 54.38 74.79 
Training cost  
(seconds) 
3950.32 4005.86 3881.97 3876.67 3976.87 3935.33 3881.85 4020.29 3863.69 4054.51 3981.54 
 
6.3.4 Evaluation Using the UCI Breast Cancer Dataset 
To determine the impact of the proposed PSO algorithm on feature optimisation, an extra 
dataset from a different medical domain has also been employed for comparison, i.e. the 
UCI breast cancer dataset comprising 569 samples, 30 features and two categories 
(positive and negative). An aspect ratio of 80:20 is used as the training and testing split. 
In detail, the training and testing sets consist of 455 and 114 samples respectively. For 
each method, 30 runs were carried out, with the experimental set-up consisting of 30 
dimensions, 50 populations and 500 repetitions. The number of function assessments of 
50 population × 500 maximum number of repetitions is used as the stopping criteria. 
Table 6.11 indicates the average GM scores across 30 runs for each method, while Table 
6.12 lists the outcomes of the Wilcoxon rank sum test. As indicated in Tables 6.7-6.8, the 
proposed ACPSO model achieves the best performances and outperforms all other 
methods for all the test cases statistically. Overall, when it comes to the formulation of 
PROPOSED METHODOLOGY 4 - ACPSO   111 
 
 
 
solutions associated with discriminative feature selection in relation to the breast cancer 
dataset, the statistical results confirm that the proposed PSO model is more efficient than 
alternative approaches. 
 
Table 6.11: Average performance of each algorithm over 30 runs for the breast cancer dataset 
 ESEM KNN ESEM SVM 
 10-fold Hold-out 10-fold Hold-out 
BA 0.9583 0.9620 0.9769 0.9793 
CA 0.9588 0.9629 0.9767 0.9795 
CS 0.9583 0.9623 0.9784 0.9808 
DA 0.9598 0.9634 0.9794 0.9818 
HS 0.9592 0.9635 0.9841 0.9805 
ABC 0.9597 0.9633 0.9785 0.9808 
FPA 0.9606 0.9642 0.9785 0.9805 
MFO 0.9582 0.9622 0.9795 0.9816 
PSO 0.9600 0.9647 0.9795 0.9816 
BBPSO 0.9582 0.9622 0.9795 0.9816 
ThBPSO 0.9603 0.9635 0.9810 0.9833 
GPSO 0.9592 0.9630 0.9796 0.9818 
MPSO 0.9606 0.9639 0.9776 0.9798 
GMPSO 0.9592 0.9630 0.9811 0.9831 
F-BPSO 0.9620 0.9615 0.9789 0.9815 
ELPSO 0.9565 0.9635 0.9766 0.9825 
MFOPSO 0.9601 0.9634 0.9778 0.9800 
AGPSO 0.9584 0.9628 0.9802 0.9823 
FS-BPSO 0.9605 0.9610 0.9775 0.9785 
DNLPSO 0.9440 0.9484 0.9760 0.9780 
BBPSOV 0.9591 0.9628 0.9784 0.9805 
ACPSO 0.9700 0.9688 0.9864 0.9856 
 
Table 6.12: The p-values of the Wilcoxon rank sum test using the breast cancer dataset 
 BA CA CS DA HS ABC FPA MFO PSO BBPSO ThBPSO 
ESEM KNN 
Wilcoxon 10F 
1.60E-09 1.60E-07 4.26E-09 2.26E-08 7.34E-11 2.63E-10 2.09E-06 4.41E-08 4.11E-07 4.41E-08 8.43E-10 
ESEM KNN 
Wilcoxon HO 
8.84E-06 5.85E-04 4.91E-06 3.85E-04 1.22E-05 1.00E-05 4.80E-03 6.26E-05 3.27E-03 6.26E-05 1.22E-05 
ESEM SVM 
Wilcoxon 10F 
4.22E-10 2.79E-11 4.20E-08 4.94E-07 5.49E-05 3.61E-09 3.36E-06 1.44E-08 6.87E-08 1.44E-08 1.90E-07 
ESEM SVM 
Wilcoxon HO 
7.25E-09 2.37E-08 1.79E-07 1.35E-04 2.09E-02 1.79E-07 1.98E-07 3.80E-06 3.80E-06 3.80E-06 1.31E-03 
 
 GPSO MPSO GMPSO F-BPSO ELPSO MFOPSO AGPSO FS-BPSO DNLPSO BBPSOV 
ESEM KNN 
Wilcoxon 10F 
9.97E-11 1.61E-04 4.92E-10 8.33E-09 5.41E-09 1.12E-07 1.01E-10 2.29E-06 2.90E-11 6.91E-11 
ESEM KNN 
Wilcoxon HO 
8.08E-06 3.18E-02 8.08E-06 6.84E-06 2.22E-05 1.89E-03 6.36E-06 7.64E-06 1.23E-11 8.08E-06 
ESEM SVM 
Wilcoxon 10F 
2.86E-08 1.97E-09 7.59E-08 1.55E-08 4.94E-07 1.42E-08 2.85E-08 1.67E-09 3.33E-10 1.60E-07 
ESEM SVM 
Wilcoxon HO 
5.80E-05 2.35E-07 6.18E-04 3.80E-07 1.51E-03 5.36E-09 5.59E-05 6.45E-08 3.34E-11 5.88E-08 
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Table 6.13: The p-values of the Wilcoxon rank sum test using PH2 dataset 
 ACPSO BA CA CS DA HS ABC FPA MFO PSO BBPSO 
Average no. of  
selected 
features 
29.25 23.64 24.66 27.54 30.21 26.74 33.50 33.81 37.99 38.65 32.09 
Training cost  
(seconds) 
2494.46 3491.83 3016.24 2715.68 3029.77 3130.92 3274.45 2531.21 3397.64 3069.28 3402.85 
 
 GPSO MPSO GMPSO FB-PSO ELPSO MFOPSO AGPSO FS-BPSO DNLPSO ThBPSO BBPSOV 
Average no. of  
selected 
features 
28.02 24.59 28.29 26.59 24.57 24.54 33.41 30.68 29.29 31.21 35.23 
Training cost  
(seconds) 
2507.85 2920.20 3353.03 3033.77 3173.42 3051.48 2517.97 2927.54 3392.96 2968.32 2539.79 
 
6.4 Chapter Summary 
In this study, another intelligent system of skin lesion categorisation is presented which 
consists of ABCD + GLRLM, LBP and HOG feature extraction, ACPSO feature 
selection, as well as ensemble-based classification. To achieve global optima, the ACPSO 
model comprises a global search based on increasing and decreasing acceleration 
coefficients as well as an inclusive local search based on the sub-dimension strategy. In 
future directions, the assessment of the proposed PSO models can be conducted using 
other medical image datasets. Moreover, to determine in greater depth how efficient the 
resulting models is, another possible direction is to enhance deep network structures using 
the proposed model. 
 CHAPTER 7  
PROPOSED METHODOLOGY 5 WITH 
RCPSO BASED FEATURE SELECTION 
 
We present the modified PSO model, i.e. ACPSO in Chapter 6 where the partial circle, 
waveform and helix shapes are used for the generation of descending and ascending 
coefficients. ACPSO has shown a promising advantage in terms of performance and 
speed in feature selection compared with other conventional and modified PSO methods. 
In this chapter, the primary focus is to make a further improvement based on the work 
presented in Chapter 6, by fine-tuning the parameters and restructuring adaptive functions 
to improve feature selection performance. Specifically, instead of using the partial 
waveforms, the entire waveforms of the circle, sine and helix functions will be used to 
generate both coefficients, C1 and C2, to increase search diversity. Instead of using 
adaptive coefficients as in the previous chapter, RCPSO used random coefficients to gain 
more search diversity, therefore having better probabilities in achieving the global 
optima. 
 
7.1 The Proposed RCPSO Search Strategies for Feature 
Selection 
We name this new enhanced PSO model as random coefficient PSO (RCPSO). The 
RCPSO model will start by initiating 50 particles; then the iteration will begin by sorting 
the swarm based on the population fitness. Three remote leaders are identified using the 
same process indicated in ACPSO, i.e. after identifying the global best solution, two other 
leaders with similar fitness scores but remote in positions to the best leader are identified. 
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The correlation coefficient is utilised for the selection of the second and third leaders. The 
overall swarm is then split into three sub-swarms randomly. Each sub-swarm is led by 
one leader; The full waveforms of the circle, sine and helix functions will be generated 
randomly. 60 values are randomly selected from each waveform. In each sub-swarm, 10 
values are randomly selected among the generated 60 values for each waveform and 
assigned to both coefficients. Therefore, ten offspring solutions are generated by using 
the 10 randomly selected coefficients in each sub-swarm based search. The best offspring 
among the 10 new solutions is used to replace the current particle if it is fitter. Three sub-
swarms are then combined after a number of iterations. The 𝑔𝐵𝑒𝑠𝑡 is updated with the 
best solution among the swarm. The pseudo-code of RCPSO is shown in Algorithm 6. 
 
Algorithm 7.1: Pseudo-code of the Proposed RCPSO Model 
1 Start 
2 Initialize a population randomly (e.g. with 50 Particles); 
3 Evaluate the population to identify the initial best leader, 𝑔𝐵𝑒𝑠𝑡; 
4  
5 While (! Stop condition) do {// 500 iterations 
6 
Find second & third swarm leaders with similar fitness values but low correlation in position to 
𝑔𝐵𝑒𝑠𝑡; 
7 
Divide the population into three sub-swarms, i.e. SS1, SS2 & SS3, with each sub-swarm led by 
one leader; 
8   While (! Stop condition) do {// for three sub-swarms  
9         For (each particle xi in sub-swarm 1) do { 
10 
Randomly generate 60 values using Eq. 7.1 and randomly select 10 values among the 60   
values and assign them to both coefficients respectively. 
11 
Generate 10 offspring with Eq. 4.1 & 4.2 using the above randomly assigned 
coefficients; 
12 Evaluate all offspring and select the best offspring to update xi if it has better fitness; 
13         } End For 
14         Update the sub-warm leader in sub-swarm 1; 
15         For (each particle xi in sub-swarm 2) do { 
16 
Randomly generate 60 values using Eq. 7.2 and randomly select 10 values among the 60 
values and assign them to both coefficients respectively. 
17 Generate 10 offspring with Eq. 4.1 & 4.2 using the randomly selected coefficients; 
18 Evaluate all offspring and select the best offspring to update xi if it is better; 
19         } End For 
20         Update the sub-swarm leader in sub-swarm 2; 
21         For (each particle xi in sub-swarm 3) do { 
22 
Randomly generate 60 values using Eq. 7.3 and randomly select 10 values among the 60 
values and assign them to both coefficients respectively. 
23 Generate 10 offspring with Eq. 4.1 & 4.2 using the randomly selected coefficients; 
24 Evaluate all offspring and select the best offspring to update xi if it is better; 
25          } End For 
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26          Update the sub-swarm leader in sub-swarm 3; 
27   } End While 
28   Combine all three sub-swarms; 
29   Sort the population and replace 𝑔𝐵𝑒𝑠𝑡 with the new best leader if it is fitter; 
30 } End While 
31 Output 𝑔𝐵𝑒𝑠𝑡; 
32 End 
 
7.1.1 Random Coefficient Generation Using the Full Circle Waveform 
In the previous chapter, ACPSO has only utilised the upper right quarter of the circle 
contour for the adaptive coefficient generation, which might have less diversity. The 
major difference between ACPSO and this new PSO model is that it utilises the full 
waveforms including both positive and negative contours to generate the random 
coefficients and increase search diversity. The circle function defined in Equation (7.1) 
has been used in sub-swarm 1 to generate the random coefficients.  
y =  √𝑟2 − 𝑥2         𝑥 ∈ [−2.5, 2.5] (7.1) 
Equation (7.1) was first used to generate 𝑗 amount of values in each iteration. These 𝑗 
values are generated randomly, which is sufficient enough to form a full circle shape. The 
𝑗 = 60 has been chosen based on trial and error to represent the full circle waveform; if 
the 𝑗 value is less or more than 60, i.e. 50 or 70, the performance of the entire exploration 
will be slightly affected which may provide less sufficient or over-crowded processes for 
coefficient generation. In each iteration, the RCPSO model randomly selects 10 values 
from the above randomly generated 60 values representing the full circle contour, as 
illustrated in Figure 7-1. RCPSO then assigns the 10 randomly selected values to both 
coefficients respectively to generate 10 offspring solutions. The best offspring among the 
10 new solutions is used to replace the current particle if it has better fitness. 
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Figure 7-1: The circle contour for the generation of random coefficients 
 
7.1.2 Random Coefficient Generation Using the Full Sine Waveform 
Similar to the above circle-based random coefficient generation, the full sine waveform 
is also used. A set of 60 positive and negative values was randomly generated by Equation 
(7.2) for sine waveform in each iteration. Instead of using ascending and descending 
coefficients, these randomly generated positive and negative values are used to assign 
both coefficients to guide the search in sub-swarm 2.  
𝑦 = 2.5 × sin(𝑥)        𝑥 ∈ [−𝜋, 𝜋] (7.2) 
These 60 randomly generated values are sufficient enough to form an approximate full 
sine waveform as shown in Figure 7-2. A total of 10 values are randomly selected among 
the above generated 60 values in each iteration. They are assigned to both coefficients 
respectively to generate 10 new offspring solutions.  The best solution among the 10 
offspring is chosen to replace the current particle if it has better fitness. 
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Figure 7-2: The sine waveform for the generation of random coefficients 
 
7.1.3 Random Coefficient Generation Using the Full Helix Waveform 
The above process is also used for the random coefficient generation using the full helix 
waveform. Specifically, in each iteration, Equations (7.3) -(7.5) are used to generate 60 
values randomly to form a full helix contour. Both positive and negative randomly 
generated values are used to assign both coefficients in sub-swarm 3. 
 
𝑥 = 0.0065 × 𝑡 × cos(2 × 𝑡)       𝑥 ∈ [−2.522, 2.532] 
 
(7.3) 
𝑦 = 0.0065 × 𝑡 × sin(2 × 𝑡)       𝑦 ∈ [−2.517, 2.517] 
 
(7.4) 
𝑧 = 𝑡 (7.5) 
where  𝑡 ∈ [0, 389.5575].  
 
A set of 60 positive and negative values is randomly generated using the above equations, 
which is sufficient enough to form a full helix waveform, as shown in Figure 7-3. Then 
10 values among the above generated 60 values are randomly selected and assigned to 
both coefficients respectively. Then 10 offspring solutions are generated with best one 
used to replace the current particle if it is fitter. 
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Figure 7-3: The helix waveform for the generation of random coefficients  
 
7.2 Evaluation 
The same combined evaluation dataset (consisting of PH2 and Dermofit) listed in Table 
6.1 has also been used in this experiment. A total of 120 images from PH2 and 364 from 
Dermofit are used for evaluation. An 80:20 aspect ratio for training and testing split is 
also utilised. Since the proposed RCPSO model did not use any addition function 
evaluation in each iteration, it has used a default number of function evaluations, i.e. 50 
population × 500 iterations × 1 function evaluation = 25,000 function evaluations, as the 
stopping criterion. 
 
Table 7.1: Training and testing sets for skin cancer classification 
Dataset Benign Cancer 
PH2 80 40 
Dermofit 190 174 
 
7.2.1 Parameter Settings 
As expansions of PSO, the parameters such as acceleration coefficients, weight and 
velocity must be altering continuously to acquire an improved performance. The best 
parameter settings for RCPSO along with other optimisation methods have been 
identified. Furthermore, experimental and hypothetical research has shown that proposed 
PSO convergence actions substantially depend on the specific parameters. The RCPSO 
model utilises an inertia weight of 0.65 to identify the effect of the prior speed on 
repetitive searches. Random coefficients, C1 and C2, generated by the abovementioned 
three functions, are employed to expedite convergence. For other search methods, the 
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parameter settings are employed as stipulated in the previous chapters in sections 4.3.1, 
5.2.1 and 6.3.1. 
 
7.2.2 Evaluation Using the Combined Dataset 
To identify the most suitable feature subsets for each algorithm, a combined dataset made 
up of both benign and cancerous images will serve as the basis for a 30-run assessment, 
as shown in Table 7.3 the average GM results attained by the proposed approach 
integrated with KNN-based and SVM-based ensembles for both 10-fold, and hold-out 
validations, are higher than those of the other algorithms. RCPSO performs better than 
other algorithms, as confirmed by the results of the KNN-based ensemble combined with 
10-fold validation.  Specifically, it outperforms BA, CA, CS, DA, HS, ABC, FPA, MFO, 
PSO, GPSO, MPSO, GMPSO, FB-PSO, ELPSO, MFOPSO, AGPSO, FS-BPSO, 
DNLPSO and BBPSOV, respectively. Furthermore, for KNN-based ensemble combined 
with the hold-out validation, RCPSO outperforms BA, CA, CS, DA, HS, ABC, FPA, 
MFO, PSO, GPSO, MPSO, GMPSO, FB-PSO, ELPSO, MFOPSO, AGPSO, FS-BPSO, 
DNLPSO and BBPSOV, respectively. When the SVM-based ensemble classifier as well 
as 10-fold validation was applied, the proposed algorithm outperforms BA, CA, CS, DA, 
HS, ABC, FPA, MFO, PSO, GPSO, MPSO, GMPSO, FB-PSO, ELPSO, MFOPSO, 
AGPSO, FS-BPSO, DNLPSO and BBPSOV, respectively. And lastly, when the SVM-
based ensemble classifier combined with the hold-out validation is used, our model 
outperforms BA, CA, CS, DA, HS, ABC, FPA, MFO, PSO, GPSO, MPSO, GMPSO, FB-
PSO, ELPSO, MFOPSO, AGPSO, FS-BPSO, DNLPSO and BBPSOV, respectively. 
Statistical results illustrated in Table 7.2 also indicate the statistical superiority of the 
proposed model over other methods. 
 
Table 7.2: Average performance correlation of each algorithm over 30 runs for the combined 
dataset 
  ESEM KNN ESEM SVM 
  10-fold Hold-out 10-fold Hold-out 
BA 2.17% 2.31% 1.41% 1.45% 
CA 2.71% 2.83% 1.24% 1.29% 
CS 2.49% 2.90% 0.94% 1.01% 
DA 1.75% 2.27% 1.03% 1.13% 
HS 2.10% 2.45% 0.97% 1.33% 
ABC 1.98% 1.92% 0.76% 0.89% 
FPA 2.64% 2.71% 1.34% 1.49% 
MFO 2.09% 2.40% 1.00% 1.29% 
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PSO 2.43% 2.51% 1.21% 1.23% 
BBPSO 2.26% 2.36% 1.02% 1.06% 
ThBPSO 2.17% 2.37% 0.61% 0.85% 
GPSO 2.19% 2.58% 0.84% 0.93% 
MPSO 2.57% 2.70% 1.00% 0.98% 
GMPSO 2.60% 2.76% 0.95% 1.21% 
FB-PSO 1.40% 2.01% 0.74% 0.80% 
ELPSO 1.66% 2.03% 0.75% 0.97% 
MFOPSO 2.29% 2.48% 1.37% 1.58% 
AGPSO 2.39% 2.50% 1.06% 1.22% 
FS-BPSO 1.79% 2.18% 0.73% 1.08% 
DNLPSO 2.27% 2.80% 1.36% 1.29% 
BBPSOV 2.63% 3.03% 0.82% 1.04% 
 
Table 7.3: Average performance of each algorithm over 30 runs for the combined dataset 
 ESEM KNN ESEM SVM 
 10-fold Hold-out 10-fold Hold-out 
BA 0.9362 0.9328 0.9825 0.9809 
CA 0.9308 0.9276 0.9842 0.9825 
CS 0.9330 0.9269 0.9872 0.9853 
DA 0.9404 0.9332 0.9863 0.9841 
HS 0.9369 0.9314 0.9869 0.9821 
ABC 0.9381 0.9367 0.9890 0.9865 
FPA 0.9315 0.9288 0.9832 0.9805 
MFO 0.9370 0.9319 0.9866 0.9825 
PSO 0.9336 0.9308 0.9845 0.9831 
BBPSO 0.9353 0.9323 0.9864 0.9848 
ThBPSO 0.9362 0.9322 0.9905 0.9869 
GPSO 0.9360 0.9301 0.9882 0.9861 
MPSO 0.9322 0.9289 0.9866 0.9856 
GMPSO 0.9319 0.9283 0.9871 0.9833 
FB-PSO 0.9439 0.9358 0.9892 0.9874 
ELPSO 0.9413 0.9356 0.9891 0.9857 
MFOPSO 0.9350 0.9311 0.9829 0.9796 
AGPSO 0.9340 0.9309 0.9860 0.9832 
FS-BPSO 0.9400 0.9341 0.9893 0.9846 
DNLPSO 0.9352 0.9279 0.9830 0.9825 
BBPSOV 0.9316 0.9256 0.9884 0.9850 
RCPSO 0.9579 0.9559 0.9966 0.9954 
 
Table 7.4: The p-values of the Wilcoxon rank sum test for the combined dataset 
 BA CA CS DA HS ABC FPA MFO PSO BBPSO 
ESEM KNN 
Wilcoxon 10F 
7.94E-06 3.36E-07 5.73E-08 1.47E-05 3.63E-08 3.43E-06 2.77E-07 1.35E-07 6.24E-08 1.65E-07 
ESEM KNN 
Wilcoxon HO 
7.40E-07 3.11E-09 2.09E-09 6.72E-10 5.54E-09 1.10E-06 4.98E-09 3.36E-07 2.41E-08 4.44E-07 
ESEM SVM 
Wilcoxon 10F 
7.16E-06 8.03E-06 2.18E-04 3.00E-07 1.52E-04 8.68E-04 5.01E-06 6.98E-07 1.53E-05 5.44E-05 
ESEM SVM 
Wilcoxon HO 
7.67E-08 1.95E-07 9.04E-06 1.49E-09 3.32E-07 1.10E-05 6.40E-08 1.59E-08 9.33E-06 8.32E-06 
 
 ThBPSO GPSO MPSO GMPSO F-BPSO ELPSO MFOPSO AGPSO FS-BPSO DNLPSO BBPSOV 
ESEM KNN 
Wilcoxon 10F 
1.06E-07 2.00E-07 1.46E-07 6.76E-09 4.97E-04 1.86E-05 1.35E-07 1.46E-07 1.02E-06 9.02E-08 1.48E-08 
ESEM KNN 
Wilcoxon HO 
1.55E-08 4.19E-08 7.67E-09 2.29E-09 5.05E-08 6.98E-08 3.36E-07 7.67E-09 8.85E-07 5.37E-10 2.62E-10 
ESEM SVM 
Wilcoxon 10F 
1.29E-02 7.46E-04 5.72E-06 1.36E-05 1.08E-04 2.06E-05 6.98E-07 5.72E-06 1.18E-03 2.28E-06 2.62E-04 
ESEM SVM 
Wilcoxon HO 
1.67E-04 3.23E-05 2.47E-07 2.47E-07 1.09E-04 4.32E-08 1.59E-08 2.47E-07 3.59E-05 3.64E-07 4.36E-06 
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Table 7.5: The training computational cost and the average number of features selected using the 
combined dataset 
 RCPSO BA CA CS DA HS ABC FPA MFO PSO BBPSO 
Average no. of  
selected 
features 
61.24 74.35 67.38 75.23 78.09 71.86 70.78 70.73 65.93 73.58 73.17 
Training cost  
(seconds) 
3724.32 3816.57 3929.63 3927.12 3813.44 3931.89 3906.70 3806.12 3905.52 3878.16 3937.50 
 
 GPSO MPSO GMPSO FB-PSO ELPSO MFOPSO AGPSO FS-BPSO DNLPSO ThBPSO BBPSOV 
Average no. of  
selected 
features 
72.37 59.62 74.26 70.29 77.33 78.54 65.31 75.60 69.73 53.13 64.67 
Training cost  
(seconds) 
3945.48 3998.31 3878.48 3872.37 3970.20 3932.88 3879.13 4011.23 3860.92 4048.19 3981.04 
 
7.2.3 Evaluation Using the PH2 Dataset 
The experiments have also been conducted using the PH2 dataset. A set of 30 runs is also 
conducted for each method. The detailed evaluation results are shown in Table 7.7, where 
the best result for each row is highlighted in bold. In combination with both ensemble 
models under 10-fold and hold-out validations, RCPSO obtains higher average GM 
performances compared to those of other algorithms. For KNN-based ensemble with 10-
fold validation, our results are better than all other methods and outperforms those of BA, 
CA, CS, DA, HS, ABC, FPA, MFO, PSO, GPSO, MPSO, GMPSO, FB-PSO, ELPSO, 
MFOPSO, AGPSO, FS-BPSO, DNLPSO and BBPSOV, respectively. Furthermore, 
when integrated with the KNN-based ensemble and the hold-out validation, it 
outperforms BA, CA, CS, DA, HS, ABC, FPA, MFO, PSO, GPSO, MPSO, GMPSO, FB-
PSO, ELPSO, MFOPSO, AGPSO, FS-BPSO, DNLPSO and BBPSOV, respectively. 
When the SVM-based ensemble classifier combined with 10-fold validation is employed, 
the proposed algorithm outperforms BA, CA, CS, DA, HS, ABC, FPA, MFO, PSO, 
GPSO, MPSO, GMPSO, FB-PSO, ELPSO, MFOPSO, AGPSO, FS-BPSO, DNLPSO and 
BBPSOV, respectively. When the SVM-based ensemble and the hold-out validation are 
used, our model outperforms BA, CA, CS, DA, HS, ABC, FPA, MFO, PSO, GPSO, 
MPSO, GMPSO, FB-PSO, ELPSO, MFOPSO, AGPSO, FS-BPSO, DNLPSO and 
BBPSOV, respectively. As indicated by the statistical results in Table 7.4, RCPSO shows 
significant improvements over nearly all other methods for skin lesion classification. 
Again, FS-BPSO shows the best performances among the baseline methods. 
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Table 7.6: Average performance correlation of each algorithm over 30 runs for the PH2 dataset 
  ESEM KNN ESEM SVM 
  10-fold Hold-out 10-fold Hold-out 
BA 3.35% 1.98% 3.14% 3.99% 
CA 3.82% 1.65% 1.61% 3.25% 
CS 3.48% 2.04% 1.17% 2.34% 
DA 3.79% 1.59% 1.86% 3.45% 
HS 2.39% 0.86% 1.66% 3.01% 
ABC 3.57% 1.92% 1.51% 2.68% 
FPA 4.09% 2.43% 2.76% 3.95% 
MFO 2.92% 1.82% 1.22% 2.22% 
PSO 3.45% 2.11% 1.61% 2.82% 
BBPSO 3.77% 2.44% 1.68% 3.07% 
ThBPSO 2.55% 1.14% 1.87% 2.49% 
GPSO 2.86% 1.36% 1.45% 3.08% 
MPSO 3.28% 1.76% 2.50% 2.76% 
GMPSO 3.65% 2.05% 2.02% 3.42% 
FB-PSO 3.52% 1.25% 1.63% 3.19% 
ELPSO 3.57% 1.73% 1.64% 3.22% 
MFOPSO 3.75% 2.51% 1.98% 2.26% 
AGPSO 3.87% 2.39% 1.33% 2.30% 
FS-BPSO 2.12% 0.55% 1.33% 2.73% 
DNLPSO 2.71% 1.77% 1.75% 2.86% 
BBPSOV 3.70% 1.93% 1.37% 2.54% 
 
Table 7.7: Average performance of each algorithm over 30 runs for the PH2 dataset 
 ESEM KNN ESEM SVM 
 10-fold Hold-out 10-fold Hold-out 
BA 0.9407 0.9534 0.9465 0.9355 
CA 0.9360 0.9567 0.9618 0.9429 
CS 0.9394 0.9528 0.9662 0.9520 
DA 0.9363 0.9573 0.9593 0.9409 
HS 0.9503 0.9646 0.9613 0.9453 
ABC 0.9385 0.9540 0.9628 0.9486 
FPA 0.9333 0.9489 0.9503 0.9359 
MFO 0.9450 0.9550 0.9657 0.9532 
PSO 0.9397 0.9521 0.9618 0.9472 
BBPSO 0.9365 0.9488 0.9611 0.9447 
ThBPSO 0.9487 0.9618 0.9592 0.9505 
GPSO 0.9456 0.9596 0.9634 0.9446 
MPSO 0.9414 0.9556 0.9529 0.9478 
GMPSO 0.9377 0.9527 0.9577 0.9412 
FB-PSO 0.9390 0.9607 0.9616 0.9435 
ELPSO 0.9385 0.9559 0.9615 0.9432 
MFOPSO 0.9367 0.9481 0.9581 0.9528 
AGPSO 0.9355 0.9493 0.9646 0.9524 
FS-BPSO 0.9530 0.9677 0.9646 0.9481 
DNLPSO 0.9471 0.9555 0.9604 0.9468 
BBPSOV 0.9372 0.9539 0.9642 0.9500 
RCPSO 0.9742 0.9732 0.9779 0.9754 
 
 
 
  
PROPOSED METHODOLOGY 5 – BBPSO    123 
 
 
 
Table 7.8: The p-values of the Wilcoxon rank sum test for the PH2 Dataset 
 BA CA CS DA HS ABC FPA MFO PSO BBPSO 
ESEM KNN 
Wilcoxon 10F 
4.15E-08 1.23E-08 2.83E-06 4.39E-08 4.24E-04 2.24E-07 1.28E-06 3.66E-08 1.49E-06 2.19E-05 
ESEM KNN 
Wilcoxon HO 
2.69E-09 5.40E-05 1.20E-06 1.36E-06 1.50E-03 1.62E-05 1.28E-08 6.69E-08 1.13E-06 1.42E-08 
ESEM SVM 
Wilcoxon 10F 
5.93E-06 1.14E-03 1.16E-02 1.10E-04 6.95E-04 6.59E-04 5.18E-05 4.81E-05 4.31E-04 5.74E-04 
ESEM SVM 
Wilcoxon HO 
1.27E-07 8.46E-07 7.49E-04 8.48E-08 2.76E-06 6.58E-05 1.95E-08 1.31E-04 5.47E-05 1.32E-05 
 
 ThBPSO GPSO MPSO GMPSO F-BPSO ELPSO MFOPSO AGPSO FS-BPSO DNLPSO BBPSOV 
ESEM KNN 
Wilcoxon 10F 
1.51E-05 5.60E-06 8.32E-07 1.69E-09 5.31E-06 9.62E-07 3.66E-08 8.32E-07 3.49E-02 1.87E-06 3.86E-08 
ESEM KNN 
Wilcoxon HO 
1.29E-03 4.74E-04 4.24E-10 6.66E-08 2.77E-03 1.44E-08 6.69E-08 4.24E-10 3.93E-01 4.85E-06 1.49E-08 
ESEM SVM 
Wilcoxon 10F 
9.33E-05 1.09E-03 1.09E-02 1.54E-04 7.15E-03 1.79E-03 4.81E-05 1.09E-02 5.69E-02 6.01E-05 1.15E-02 
ESEM SVM 
Wilcoxon HO 
4.70E-04 9.04E-07 3.01E-04 1.84E-06 2.91E-07 6.53E-07 1.31E-04 3.01E-04 1.39E-05 5.61E-06 1.80E-04 
 
Table 7.9: The training computational cost and the average number of features selected using PH2 
dataset 
 RCPSO BA CA CS DA HS ABC FPA MFO PSO BBPSO 
Average no. of  
selected 
features 
64.32 81.57 75.08 78.41 83.13 73.89 78.12 75.45 69.65 83.61 82.01 
Training cost  
(seconds) 
3697.25 3823.17 3933.10 3937.52 3817.28 3933.13 3914.06 3811.73 3915.43 3885.54 3942.80 
 
 GPSO MPSO GMPSO FB-PSO ELPSO MFOPSO AGPSO FS-BPSO DNLPSO ThBPSO BBPSOV 
Average no. of  
selected 
features 
73.46 66.76 80.18 70.68 85.61 84.20 71.35 78.71 71.01 54.38 74.79 
Training cost  
(seconds) 
3950.32 4005.86 3881.97 3876.67 3976.87 3935.33 3881.85 4020.29 3863.69 4054.51 3981.54 
 
Table 7.10: Performance comparison with related research for the PH2 database 
Studies Methodology Classes 
Evaluation 
Strategy 
Recognition 
rate (%) 
(Abuzaghleh et 
al., 2014b) 
2-D Fast Fourier Transform features set + 2-D Discrete 
Cosine Transform features set + k-Nearest Neighbour 
3 25% for testing 63.33 
(Abuzaghleh et 
al., 2015b) 
2-D Fast Fourier Transform + 2-D Discrete Cosine 
Transform + Complexity + Colour + Pigment Network 
Feature Set + No Classification Mentioned 
3 5-fold 96.50 
(Barata et al., 
2012) 
Lesion or pigment ratio features + Boosting algorithm 3 Ten-Fold 86.20 
(Barata et al., 
2013) 
Colour Scale Invariant Feature Transform + BoF + No 
Classification Mentioned 
3 Ten-Fold 87.00 
(Barata et al., 
2015) 
Colour Constancy + BoF Framework + k-mean + Support 
vector machine 
3 Ten-Fold 84.30 
(Soumya et al., 
2016) 
Colour Correlogram + Segmentation based Fractal 
Texture Analysis + Bayes Classifier 
3 Ten-Fold 91.50 
(Pennisi et al., 
2016) 
Shape Features using artefact removal, Skin detection, 
lesion segmentation & binary mask (ASLM) + AdaBoost 
3 N/A 93.60 
(Vasconcelos et 
al., 2015) 
Colour Features + Support vector machine 3 Ten-Fold 81.38 
(Waheed et al., 
2017) 
Colour (HSV)+ GLCM Texture + SVM 3 3-folds 96.00 
(Marques et al., 
2012) 
Texture + Colour (RGB, HSV, Lab) + global feature 
vector (histogram) 
3 N/A 79.10 
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(Bi et al., 2016) 
Multi-scale lesion-biased 
representation + Joint Reverse Classification + SVM with 
linear kernel 
3 N/A 92.00 
(Riaz et al., 
2014) 
LBP + Colour (HSV) + Principal component analysis + 
SVM 
3 10-folds 89.00 
(Alfed et al., 
2016) 
Colour Histograms + Colour moments + HOG + 
Codebook generation + SVM, KNN & AdaBoost 
3 5-folds 88.00 
(Eltayef et al., 
2017) 
Properties of pigment network + ANN 3 N/A 90.00 
(Alfed and 
Khelifi, 2017) 
SIFT, HOG, Histogram of Oriented Lines + Colour 
Vector Angles + Zernike Moments + Codebook 
generation +  
3 5-folds 98.79 
(Bi et al., 2017) Multistage Fully Convolutional Networks 3 N/A 94.24 
(Jamil et al., 
2018) 
Colour Mean+ Colour moments + Colour auto 
correlogram + Grey intensity-based features + Gabor 
wavelet + Shape + Local fisher discriminant analysis 
+SVM 
3 N/A 98.29 
GA (Chapter 3) Shape, colour & GLCM texture features + GA + SVM 3 Ten-Fold 92.11 
PSO (Chapter 3) 
Shape, colour & GLRLM texture features + PSO + 
SVM 
3 Ten-Fold 90.93 
HLPSO 
(Chapter 4) 
Shape, colour & GLRLM texture features + HLPSO + 
SVM 
3 
Ten-Fold and 
Hold Out 
94.32 
96.14 
PSOVA 
(Chapter 5) 
Shape, colour & GLRLM texture features + PSOVA + 
SVM 
3 
Ten-Fold and 
Hold Out 
95.23 
96.45 
ACPSO 
(Chapter 6) 
Shape, colour & GLRLM texture features + LBP + 
HOG + ACPSO + ESEM-SVM 
3 
Ten-Fold and 
Hold Out 
97.67 
97.31 
RCPSO 
(Chapter 7) 
Shape, colour & GLRLM texture features + LBP + 
HOG + RCPSO + ESEM-SVM 
3 
Ten-Fold and 
Hold Out 
97.79 
97.54 
 
This research is comparatively analysed with other relevant studies on the detection of 
skin cancer based on the PH2 dataset in Table 7.10. An estimation of performance can be 
obtained as every study employed distinctive training and testing sets and each of them 
was assessed based on different evaluation strategies. The modified PSO models 
proposed in the present study are among the top performers and provide the most effective 
alternative options for the classification of skin lesions. 
 
7.2.4 Evaluation Using the UCI Epileptic Seizure Dataset 
For the assessment of how the proposed RCPSO model performs for feature optimization, 
an extra, more extensive scale dataset was employed, namely, the UCI epileptic seizure 
dataset. This dataset includes a total of 11,500 samples, 178 features and five categories. 
Since this is a large dataset, only a randomly selected subset was chosen for evaluation, 
which consists of 6,000 data. The experimental set-up for the assessment involved an 
80:20 training-to-testing aspect ratio. For each method, the following experimental setting 
is applied, i.e. 30 runs, 178 dimensions, 20 populations and 200 repetitions, and 20 
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population × 200 maximum number of repetitions as the maximum number of function 
assessments. Tables 5.7 and 5.8 provide the average GM score across 30 runs and the 
outcomes of the Wilcoxon rank sum test respectively. Based on these results, the 
performance of the proposed RCPSO model are statistically better than those of other 
alternative approaches for nearly all test cases. The exception is for FS-BPSO, which has 
similar mean performance distribution to those of RCPSO, when integrated with the 
SVM-based ensemble and the 10-fold validation. In summary, the proposed RCPSO 
model has greater efficiency in generating solutions for the selection of discriminative 
features regarding the epileptic seizure dataset. 
 
Table 7.11: Average performance of each algorithm over 30 runs for the epileptic seizure dataset 
 KNN SVM 
 10-fold Hold-out 10-fold Hold-out 
BA 0.8014 0.8074 0.9394 0.9408 
CA 0.8077 0.8131 0.9385 0.9398 
CS 0.8033 0.8092 0.9401 0.9413 
DA 0.7996 0.8052 0.9370 0.9383 
HS 0.8026 0.8085 0.9374 0.9388 
ABC 0.8013 0.8069 0.9376 0.9388 
FPA 0.8030 0.8085 0.9376 0.9389 
MFO 0.8041 0.8095 0.9364 0.9378 
PSO 0.8061 0.8114 0.9380 0.9395 
BBPSO 0.8041 0.8095 0.9364 0.9378 
ThBPSO 0.8024 0.8082 0.9382 0.9395 
GPSO 0.8030 0.8085 0.9401 0.9414 
MPSO 0.8003 0.8058 0.9353 0.9367 
GMPSO 0.7997 0.8054 0.9357 0.9370 
F-BPSO 0.8090 0.8130 0.9410 0.9425 
ELPSO 0.7961 0.8025 0.9352 0.9365 
MFOPSO 0.8046 0.8104 0.9375 0.9388 
AGPSO 0.7983 0.8040 0.9375 0.9389 
FS-BPSO 0.8105 0.8135 0.9425 0.9433 
DNLPSO 0.8033 0.8089 0.9375 0.9388 
BBPSOV 0.8015 0.8068 0.9399 0.9411 
RCPSO 0.8199 0.8230 0.9478 0.9484 
 
Table 7.12: The p-values of the Wilcoxon rank sum test using the epileptic seizure dataset 
 BA CA CS DA HS ABC FPA MFO PSO BBPSO ThBPSO 
KNN Wilcoxon 
10F 
2.38E-07 3.56E-04 2.68E-06 5.46E-09 1.73E-07 6.05E-07 7.04E-07 9.79E-05 2.77E-05 9.79E-05 3.57E-06 
KNN Wilcoxon 
HO 
4.16E-07 7.48E-04 5.53E-06 1.39E-08 3.33E-07 6.88E-07 9.05E-07 3.33E-04 5.38E-05 3.33E-04 1.95E-05 
SVM Wilcoxon 
10F 
3.01E-04 3.08E-08 2.13E-04 6.01E-08 1.55E-09 1.41E-09 2.03E-07 4.44E-07 6.74E-06 4.44E-07 5.09E-08 
SVM Wilcoxon 
HO 
8.69E-04 2.04E-07 5.88E-04 7.76E-08 8.68E-10 6.39E-09 3.10E-07 2.65E-06 4.66E-05 2.65E-06 4.90E-07 
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 GPSO MPSO GMPSO F-BPSO ELPSO MFOPSO AGPSO FS-BPSO DNLPSO BBPSOV 
KNN Wilcoxon 
10F 
4.31E-08 2.03E-07 9.06E-08 1.73E-05 2.15E-10 1.61E-06 3.35E-08 2.77E-04 5.61E-05 6.74E-06 
KNN Wilcoxon 
HO 
6.85E-07 1.29E-06 2.20E-06 3.01E-04 9.30E-10 3.75E-06 1.85E-07 5.38E-05 8.17E-05 1.01E-05 
SVM Wilcoxon 
10F 
1.36E-07 1.10E-08 1.07E-09 2.13E-02 3.02E-11 1.61E-06 2.03E-07 3.98E-01 1.70E-08 2.57E-07 
SVM Wilcoxon 
HO 
3.07E-07 5.01E-08 3.05E-09 4.10E-02 4.66E-11 3.84E-06 2.64E-07 2.13E-02 2.71E-08 6.76E-07 
 
Table 7.13: The p-values of the Wilcoxon rank sum test using PH2 dataset 
 RCPSO BA CA CS DA HS ABC FPA MFO PSO BBPSO 
Average no. of  
selected 
features 
87.36 84.56 86.44 85.88 89.82 92.86 95.94 97.53 95.15 91.58 98.66 
Training cost  
(seconds) 
3598.73 4332.90 4219.15 3706.39 4040.26 4315.96 4049.33 3719.27 4143.33 4032.66 3885.63 
 
 GPSO MPSO GMPSO FB-PSO ELPSO MFOPSO AGPSO FS-BPSO DNLPSO ThBPSO BBPSOV 
Average no. of  
selected 
features 
98.38 91.95 97.55 97.30 98.04 99.87 103.20 98.79 101.42 106.86 107.33 
Training cost  
(seconds) 
4533.92 4043.87 4518.30 4241.27 4506.93 4560.74 4287.72 3762.33 4317.28 3777.65 4386.75 
 
7.3 Chapter Summary 
A RCPSO-based feature selection model is proposed in this study. Instead of using 
adaptive coefficients as in ACPSO, random acceleration coefficients are generated using 
the full waveforms of circle, sine and helix functions in RCPSO which enhances search 
diversification. In future studies, the newly proposed model can be assessed using 
additional UCI datasets. The optimal parameter selection can also be exploited using the 
proposed model. 
 
 CHAPTER 8  
CONCLUSION AND FUTURE WORK 
 
8.1 Summary of Research Contributions 
The skin cancer detection systems proposed in the present study are underpinned by PSO-
based feature selection based on novel features of colour and texture, such as the ABCD, 
LBP, HOG and GLRLM features with effective classification of skin cancer lesions. 
 
Contribution 1 
The first contribution of this research is to use PSO and GA for feature selection to 
enhance skin lesion classification performance. When evaluated with 100 skin lesion 
images, the system has reached with promising classification accuracies of 92.11% for 
GA and 90.93% for PSO based feature selection respectively. 
 
Contribution 2 
The second contribution is the proposal of a modified PSO, known as hybrid learning 
PSO (HLPSO), for feature selection. In order to overcome premature convergence of the 
original PSO model, HLPSO integrates PSO with multiple strategies, i.e. sub-swarm 
division, random explorations using Gaussian, Cauchy and Levy distributions, crossover 
and mutation operators and scattering strategies.  
 
Instead of using the whole swarm for exploration, HLPSO has divided the original 
population into two sub-swarms. The search process in one sub-swarm is guided by long 
and short exploration using probability distributions, while the other sub-swarm is led by 
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the original PSO model. Moreover, the 10 best particles of the overall swarm are selected 
for further crossover and mutation to create 20 offspring solutions. A scattering 
mechanism is also used to re-locate the worst particles in the swarm to diversify the 
population. Overall, the result performance has been significantly improved while 
compared with other conventional feature selection methods including those used in 
contribution 1. The proposed method achieves GM performances of 93.88% for KNN 
combined with 10-fold validation, 95.62% for KNN integrated with hold-out validation, 
93.54% for SVM combined with 10-fold validation and 96.00% for SVM incorporated 
with hold-out validation, respectively. 
 
Contribution 3 
The third contribution of this research is to put forth another PSO variant model, i.e. the 
PSOVA algorithm, for feature selection and skin cancer classification.  
 
To prevent the premature convergence of the conventional PSO algorithm, PSOVA 
includes more diverse velocity updating strategies than those of HLPSO for feature 
optimization. Specifically, PSOVA combines the following essential steps to diversify 
the search, i.e. sub-swarm division, attraction and evading actions guided by multiple 
swarm leasers and worst signals, swarm leader enhancement and diverse matrix 
representations. In comparison with the classical methods employed for the evaluation of 
HLPSO and state-of-the-art PSO variants, the PSOVA model is more effective in 
identifying the most significant features for detecting both benign and cancerous lesions. 
With an emphasis on the selection of features based on attraction and evading actions, the 
key mechanisms of PSOVA are discussed below. 
 
To decrease the chances of trapping in local optima, two remote leaders are identified 
initially which have similar fitness scores but low correlation in positions. In other words, 
the selected two swarm leaders must assure to have an appropriate distance between each 
other, and so the search processes could reach different regions. The two remote leaders 
are then used to guide the sub-swarm based searches. 
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To diversify the search processes, PSOVA enables the particles to follow local and global 
best solutions and worst signals in each dimension and randomly selected partial 
dimensions. The best solution identified in each sub-swarm is also further improved, and 
the exploitation is augmented by employing the three random walks of Gaussian, Cauchy 
and Levy distributions.  
 
The search is further diversified using a dynamic matrix representation of the swarm in 
each generation. In contrast to other search strategies and methods, the proposed PSOVA 
algorithm is highly efficient not only in choosing ideal features for categorisation of 
melanomas, but also in addressing unimodal and multimodal benchmark functions. 
Additionally, as compared with the approaches used in previous studies on skin cancer 
classification, the algorithm has achieved the highest performances when it comes to 
detecting skin cancer. In comparison with the results obtained in contribution 2, the 
experiments using PSOVA for feature selection have increased the average GM 
performances over 30 runs by 0.28% (94.16%) and 0.43% (96.04%) for KNN with 10-
fold and hold-out validations, and 1.69% (95.23%) and 0.45% (96.45%) for SVM with 
10-fold and hold-out validations, respectively. 
 
Contribution 4 
The fourth major contribution of this research is the extraction of diverse lesion features 
using multiple feature descriptors and the proposal of an adaptive coefficient PSO model, 
known as ACPSO, for feature selection. Two ensemble classification models are also 
developed by integrating several base classifiers dedicated to each feature type to enhance 
performance.  
 
First of all, the clinical diagnosis prompts the initial extraction of a series of texture 
features (e.g. GLRLM) and the ABCD features, including shape and colour features. To 
better represent the lesions, other more refined textural features are also extracted using 
LBP and HOG descriptors, respectively. 
 
A new improved PSO algorithm (ACPSO) is also proposed for feature selection. In 
comparison with HLPSO and PSOVA, ACPSO employs adaptive acceleration 
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coefficients to improve the skin lesion detection performance. Besides integrating 
features for a global search using adaptive coefficients, the ACPSO model also divides 
features into sub-dimensions to enhance feature optimization for each lesion region (e.g. 
top, middle and bottom regions of the lesion). The search process of ACPSO begins with 
the identification of three remote swarm leaders with similar fitness scores but low 
correlation in positions to guide three sub-swarm based searches, with the search process 
of each sub-swarm led by one swarm leader.  
 
The ascending and descending acceleration coefficients are proposed in ACPSO. These 
adaptive coefficients are generated dynamically based on partial circle, sine and helix 
waveforms to guide sub-swarm based searches. These coefficients adaptation processes 
ensure the search will focus on global exploration from the start of the iterations and shift 
to local exploitation in later stage of the iterations to accelerate convergence.   
 
Furthermore, a sub-dimension-based search is also performed to obtain more refined 
important features to improve lesion classification. Finally, a few new positions are re-
initialised randomly to replace of the weak solutions in the population. ACPSO 
outperforms the previously employed classical search methods and advanced PSO 
variants for diverse feature selection and unimodal and multimodal optimization 
problems. It has significantly improved the performances and achieved average GM 
performances of 97.26% and 97.38% for KNN-based ensemble with 10-fold and hold-
out validations, and 97.67% and 97.31% for SVM-based ensemble with 10-fold and hold-
out validations, respectively. 
 
Contribution 5 
The fifth major contribution of this study is to further improve the above proposed 
ACPSO model by using dynamically generated random coefficients. This improved 
model is named as random coefficient PSO (RCPSO). Specifically, RCPSO employs 
dynamic random acceleration coefficients generated based on the full circle, sine and 
helix waveforms instead of ascending and descending coefficients produced by partial 
waveforms as in ACPSO. 
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The RCPSO model uses positive and negative random acceleration coefficients supported 
by utilising full waveforms resulting from non-linear circle, sine and helix functions to 
explore the search space. Since the random coefficients generated in each iteration are 
more diverse including both positive and negative values, RCPSO explores a wider search 
space, therefore having more chances of finding global optima.  
 
In addition to making it possible to explore the search space more widely by enhancing 
diversification, random coefficients also fine-tune the areas of local and global best 
solutions. Hence, the RCPSO model is better equipped to find the global optima because 
it replicates the hovering flight behaviour of hummingbirds around attraction (e.g. flower 
or food source) and can investigate a broader search space. Lastly, the RCPSO model 
makes further performance improvement and achieves average GM performances of 
97.42% and 97.32% for KNN-based ensemble model with 10-fold and hold-out 
validations, and 97.79% and 97.54% for SVM-based ensemble model with 10-fold and 
hold-out validations, respectively. 
 
8.2 Future Directions 
In future work, more skin lesion features can be integrated for the experiment. A 
codebook with effective characterisation of skin cancer lesions based on novel features 
of colour and texture, such as the third order Zernike moments, the histogram of oriented 
lines (HOL), and colour vector angles, can be used to extend the classification 
performance. In addition, several possible directions of this study can be developed in the 
future. For example, the proposed models of skin lesion detection could be expanded to 
address the recognition of different cancer stages and occurrence of more than two or 
three common types of skin cancers. 
 
Despite the use of various public databases, a larger dataset with numerous types and 
labelled in a more abundant manner with additional dimensions (e.g. additional texture-
based features) would facilitate not only extension of the suggested skin cancer 
recognition schemes, but also adding a more in-depth investigation of how the various 
lesion features are correlated. In addition, a better skin cancer classification scheme could 
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potentially incorporate diverse ensemble base models trained on colour and texture 
features as well as characteristics extracted using other feature extraction methods. 
 
Furthermore, additional improvement of feature optimisation created by different 
evolutionary algorithms can be considered such as the firefly algorithm and the cuckoo 
search algorithm. Moreover, to enhance the existing system for addressing challenging 
real-life optimisation issues, embed the proposed PSO algorithms with multiple 
objectives could be useful. Additionally, to create brain-computer interfaces and produce 
a more satisfying user experience, the proposed system could be implemented and 
operated on additional platforms, including smartphones, and humanoid robots. 
 
Previous studies in the literature (Duro et al., 2012, Tharwat et al., 2017, Yang and Xu, 
2017) have indicated that single classifiers (e.g. KNN, SVM) can be made to perform 
better by using evolutionary optimisation algorithms through determination of finest 
parameter configurations. In addition, ensemble classifiers can also achieve better 
classification performance with ensemble construction and optimisation strategies based 
on evolutionary algorithms (Zhang et al., 2018b). Thus, future research will investigate 
parameter and structure tuning for both single and ensemble models based on 
metaheuristic search algorithms to make detection of skin cancer more precise. 
Meanwhile, deep learning methods constitute an additional developing research field that 
holds considerable potential for skin lesion detection. A wide range of deep learning 
configurations have been suggested for various machine vision issues, performing 
remarkably well in vision-based applications in real life. Thus, given their efficiency, 
deep learning methods are worth considering, particularly regarding automatic skin 
cancer detection in real-life environments. 
 
To accomplish with fully automated medical scan systems and thus improve and simplify 
user experience, it is possible to deploy the proposed models to real-world applications, 
such as integrating them with smart automation systems or built-in medical devices, for 
clinical diagnosis. The proposed models can also be used to develop a mobile-based 
diagnosis application to allow the deployment in remote areas which lack of medical 
assistance, thus being able to conduct instant and early diagnosis. In future work, more 
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evaluations will also be conducted using other larger datasets with larger feature 
dimensions to further evaluate the efficiency of the proposed models. What is more, 
bioinformatics and other application domains could derive advantages from the suggested 
methods of feature extraction and selection, which could be expanded without difficulty. 
For instance, it is possible to tune and implement the proposed algorithms into wider 
medical domains, to deal with, such as CT or MRI brain tumour, retinal disease and blood 
cancer classification and detection.   
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