In this paper, we extend the notion of majorization to ∞ , the Banach space of all bounded real sequences, and investigate some of its properties. Considering this notion on c, the subspace of all convergent real sequences, the structure of all bounded linear operators which preserve the majorization relation on this subspace is obtained. Finally we introduce two different classes of linear preservers of majorization on ∞ which illustrate some important differences between the structure of these operators on ∞ and those on p spaces, for 1 p < ∞, as well as those on c.
Introduction
The theory of majorization was originated during the first two decades of the 20th century. For two vectors x, y ∈ R n , the set of all n-tuples of real numbers, x is said to be majorized by y, and is denoted by x ≺ y, whenever This notion has different applications in various domains such as matrix analysis [1, 2] , the theory of frames [3, 13] , graph theory [7] , and quantum mechanics [5, 11, 12] . The extension of this concept to infinite dimensions has also received some applications, especially in operator theory [8] . We also refer the reader to the standard text of Marshall and Olkin [9] , in which one can find a complete discussion of the subject and its applications to some other branches of Mathematics.
It is a well-known fact that for x, y ∈ R n , x ≺ y if and only if there exists a doubly stochastic n × n matrix D such that x = Dy (see, for example, [1] ). Recall that an n × n matrix D = (d ij ) is called doubly stochastic if d ij 0, for all i, j = 1, . . . , n, and each of its row sums and column sums are equal to 1. In view of this equivalent condition, the class of doubly stochastic matrices plays a central role in this theory and furnishes the possibility to define the majorization relation on some other spaces. For example, matrix majorization is one of these natural extensions. We refer the interested reader to [6, 10] for definitions and further study in this subject.
In this paper, we use the class of doubly stochastic operators on ∞ , the Banach space of all bounded real sequences, to extend the majorization relation on this space. We will investigate some properties of majorization on this space and its closed linear subspaces c, the space of all convergent sequences, and c 0 , the space of all sequences which converge to 0, and then consider the problem of linear preservers of majorization on these spaces.
In finite dimensions, a linear map T : R n → R n is said to preserve majorization if whenever x ≺ y, for x, y ∈ R n , then Tx ≺ Ty. It is known that a linear map T : R n → R n preserves majorization if and only if T has one of the following forms.
(i) T(x) = tr(x)a, for some a ∈ R n .
(ii) T(x) = βP(x) + γ tr(x)e for some β, γ ∈ R and a permutation P : R n → R n .
Here tr(x) = n i=1 x i is the trace of a vector x ∈ R n , and e ∈ R n denotes the vector (1, 1, . . . , 1) (see [1] ).
In [4] , after defining the majorization relation on p spaces, the authors have characterized the linear preservers of majorization on these spaces. It is proved that, if (t ij ) is an infinite matrix which represents the bounded linear operator T : p → p then T is a majorization preserver if and only if the columns of (t ij ) are permutations of each other and, in the case 1 < p < ∞, in each row of it there is at most one non-zero entry, while for p = 1, each row of (t ij ) either contains exactly one non-zero entry or all the entries of the row are equal.
In this paper, we will obtain the structure of linear preservers of majorization on the Banach spaces c and c 0 . It is seen that the problem of characterizing the linear preservers of majorization on c demands first to consider the same problem on c 0 . It is proved here that the structure of these maps on c 0 is exactly the same as that on p spaces, with 1 < p < ∞, with the exception that, in this case, the columns of the corresponding infinite matrix belong to c 0 , rather than the space p . Using this result, the structure of linear preservers of majorization on c is obtained in Section 3. In the last section, we introduce two different classes of linear preservers of majorization on ∞ which will demonstrate some important differences between the structure of these maps on ∞ and those on p spaces, for 1 p < ∞, as well as those on c and c 0 . In particular, we will see that the columns of a linear preserver of majorization on ∞ are not necessarily permutations of each other, and that one may construct a linear preserver on ∞ whose rows contain two or more distinct non-zero scalars. We then obtain some general properties of linear preservers of majorization on ∞ .
Majorization on ∞ and its closed linear subspace c
Let ∞ be the Banach space of all bounded real sequences, with the norm
Each f ∈ ∞ can be represented in the form ∞ n=1 f (n)e n , where the series is understood to be convergent in the weak*-topology. Here e n ∈ ∞ denotes the sequence e n (j) = 0 for all j = n, and e n (n) = 1.
Following the same procedure as that of [4] , we use doubly stochastic operators on ∞ to define the majorization relation on this space. Hence it is necessary first to define these operators on ∞ . We recall that an operator 
The set of all doubly stochastic operators on 1 is denoted by DS( 1 ). We refer the reader to [4] , for more details. 
and such that for all f
Then clearly the family {d mn | m, n ∈ N} satisfies (1). Now for f = ∞ n=1 f (n)e n ∈ ∞ and m ∈ N,
The following lemma which, in some respect, is the converse of the previous lemma, furnishes us with a method to construct doubly stochastic operators on ∞ . 
Proof. According to [4] , Proposition 2.6, there exists a doubly stochastic operator
Then, for all f ∈ ∞ and all m ∈ N,
which proves our claim.
According to Lemmas 2.2 and 2.3, it is worth noting that, unlike general linear operators on ∞ , a doubly stochastic operator on this space is completely determined by its action on the set {e n | n ∈ N}.
We are now ready to define the majorization relation on ∞ .
Definition 2.4. For f and g in ∞ , f is said to be majorized by g (or, g majorizes f ), and is denoted by
For a one-to-one map σ : N → N, let P σ : ∞ → ∞ be defined for each f ∈ ∞ by
Then P σ is a well-defined bounded linear operator on ∞ . If, moreover, σ is onto then P σ is called a permutation. The set of all permutations on ∞ is denoted by P. Note that each permutation P σ ∈ P is invertible with P −1
Clearly, every permutation is a doubly stochastic operator. Therefore, if P is a permutation on ∞ then for each f ∈ ∞ , Pf ≺ f . In order to construct other examples for majorization on ∞ , we use the following notation. Let n ∈ N and suppose f 0 : {1, . . . , n} → R is an element of R n . Then for each f ∈ ∞ , we use (f 0 , f ) to denote a sequence in ∞ which is defined as follows. 
The previous example provides us with some cases of majorization on ∞ which illustrates one of the major differences between the majorization on this space and that on spaces R n and p , for 1 p < ∞. As we know, in these latter spaces, if f ≺ g and g ≺ f then there exists a permutation such that f = Pg (see [9, 4] ). However, as the following example shows, the majorization relation on ∞ fails to satisfy this property. Example 2.6. Let f , g ∈ ∞ be defined as follows:
shows that f 0 ≺ g 0 . Hence, according to the previous example,
. .).
We now expressf andg in another form. If f 1 := (2, −1) and g 1 := (1, 0) then, this time,
We also havẽ
Since in these new forms, the second parts are again permutations of each other we obtain the reverse relationg ≺f . Note that 0 ∈ {g(n) | n ∈ N} \ {f (n) | n ∈ N}. Therefore,f andg are not permutations of each other.
In spite of the previous example, there are still some similarities between the majorization relation on ∞ and on other spaces. For example, as the next theorem implies, if f ≺ g then f is less distributed than g.
Theorem 2.7. For f and g in
Proof. Let g be non-zero and suppose D : ∞ → ∞ is a doubly stochastic operator which satisfies f = Dg. The first set of inequalities are clear. To prove the second inequalities, we first note that f ≺ g if and only if f + a ≺ g + a, for each a ∈ R considered as a constant sequence. Hence, using a translation, if necessary, we may assume that lim inf g(n) 0 
The inequality lim inf g(n)
lim inf f (n) follows easily from the previous argument and the fact that −f = D(−g).
Remark 2.8. Let D ∈ DS( ∞ ).
According to the previous theorem, if f ∈ c ⊂ ∞ then Df ∈ c and lim(Df )(n) = lim f (n). Therefore, the restriction of D to the closed linear subspace c of ∞ is an operator on c and its restriction to c 0 is an operator on this subspace, i.e. the majorization relation is well-defined on the closed linear subspaces c and c 0 of ∞ . We use the notation DS to denote the set of all doubly stochastic operators on ∞ and its closed linear subspaces c and c 0 .
We continue this section by considering the majorization relation on these closed subspaces. Let e denote the constant sequence 1. Then the sets {e n | n ∈ N} and {e n | n ∈ N} ∪ {e} form, respectively, Schauder bases for c 0 and c. For f ∈ c, we use the notation lim f in place of lim n→∞ f (n). Then every
where the series converges in the norm topology. The next lemma follows directly from Theorem 2.7.
In Example 2.6, we saw that there are sequences f , g ∈ ∞ with f ≺ g and g ≺ f without, necessarily, each being a permutation of the other. However, in the spaces cand c 0 this does not happen. To see this fact, we need the following lemma whose proof is, in some respect, similar to Theorem 3.5 of [4] . However, for the sake of completeness, we bring here its proof. Let us first introduce some notations.
For a real number a, let φ a , ψ a : R → R be the non-negative convex functions defined, for each
Then, for each f ∈ c 0 and all a > 0 and b < 0, we have
where f + = max{f , 0} and f − = − min{f , 0}. We recall that for a function f :
as follows:
and for each n 2,
Let f n denote the value of f on the set A n (f ), if this set is non-empty, and define it equal to 0, if
Again, for a non-negative f ∈ c 0 , let f ↓ denote the rearrangement of f in the decreasing order. Therefore there exists a permutation P σ ∈ P for which f ↓ = P σ f and in such a way that f ↓ (n) f ↓ (n + 1), for each n ∈ N. Clearly supp(f ) and supp(f ↓ ) are in one-to-one correspondence. The same is true for the sets A n (f ) and A n (f ↓ ), for all n ∈ N. For each a > 0 we also have,
then there exists a permutation P ∈ P such that f = Pg.
Proof. We may assume that g is non-zero. By the first equation of (2), for each a > 0 we have
Since this is true for each a > 0, it is easily seen that A n (f
. Therefore, for each n ∈ N, there is a one-to-one correspondence θ n between the sets A n (f + ) and A n (g + ), from which it follows that there is also a bijection θ + :
Let D : c → c be a doubly stochastic operator with f = Dg. We first show that
and ∀n ∈ supp(g + ), 
where for a set A, |A| denotes its cardinal number, we have also
This proves (3) and (4).
The second equation of (2) and similar arguments yield a bijection θ − :
, for all n ∈ N with non-empty A n (f − ). We also have the following relations.
∀m ∈ supp(f − ),
∀n ∈ supp(g − ), (4), (5), and (6) imply that
This shows that
Thus
Let P = P θ be the corresponding permutation on c. Then, for each m ∈ N, 
(ii) f = Pg, for some P ∈ P.
Proof. (i) ⇒ (ii) First assume that f and g are in c 0 . Let D, D ∈ DS satisfy f = Dg and g = D f . Since for each a ∈ R, the function φ a is convex, using Jensen's inequality, we obtain that
for each n ∈ N. Specially, for a > 0 we will have
Similarly, (ii) ⇒ (i) Clear.
For f , g ∈ ∞ , we use the notation f ∼ g whenever f ≺ g and g ≺ f . According to the previous theorem, for f , g ∈ c, f ∼ g if and only if f = Pg , for some permutation P ∈ P.
Linear preservers of majorization on c
In this section, we obtain a characterization of linear preservers of the majorization relation on c. As we will see, the restriction of a linear preserver of majorization to the linear subspace c 0 of c is a majorization preserver on this subspace. Therefore, in order to characterize the structure of these maps on c, we first obtain the same characterization on c 0 . Finally, using this result, we determine the structure of these maps on c. 
Example 3.2.
For two constants α, β ∈ R, the bounded linear operator T : c → c defined by Tf = αf + β(lim f )e is a preserver on c. To show the claim, suppose f = Dg, for f , g ∈ c and a doubly stochastic D ∈ DS. Then, using Lemma 2.9, we obtain
The next example shows that if, in the previous example, the value of α is chosen equal to 0 then the sequence e can be replaced with an arbitrary h ∈ c. 
Proof. (i) Let T ∈ M Pr (c) be non-zero. It suffices to show that
Te n ∈ c 0 , for all n ∈ N. Suppose, on the contrary, there exists n 0 ∈ N with l := lim Te n 0 = 0. Then, since e n ≺ e n 0 , by Lemma 2.9, lim Te n = l, for each n ∈ N. We first choose N ∈ N with N > 2 T |l| , and then m 0 ∈ N such that |Te n (m 0 )| > |l| 2 , for each n = 1, . . . , N. Now, using (7), we obtain the following contradiction.
(ii) For f ∈ c, using the previous part, T f − (lim f )e ∈ c 0 . Therefore,
According to the previous theorem, if T : c → c is a linear preserver then the restriction of T to the closed subspace c 0 of c is an operator on this subspace, and therefore a linear preserver on c 0 .
Hence we first obtain the structure of an operator T ∈ M Pr (c 0 ). To this end, we need the following two lemmas. Proof. Suppose that, on the contrary, there exists m 0 and two distinct n 1 , n 2 in N, for which a := Te n 1 (m 0 ) and b := Te n 2 (m 0 ) are both non-zero. Let F ⊂ N be given by
Then F = ∅. Moreover, since Te n 1 ∈ c 0 , F is finite. For n = n 1 , and for all α, β ∈ R, αe n 1 + βe n 2 ∼ αe n 1 + βe n . Therefore, αTe n 1 + βTe n 2 ∼ αTe n 1 + βTe n which, by Theorem 2.11, implies that Since F is finite, there exists a fixed element m ∈ F such that Te n (m) = b, for infinitely many n ∈ N.
This contradicts the property declared by (7).
Let X i , i ∈ I, and Y be non-empty sets. A family of maps = {σ i :
where by Im(σ ) we mean the image set of a map σ . We recall that for a one-to-one map σ : N → N, the bounded linear map P σ : c 0 → c 0 is defined by P σ e n = e σ (n) , for each n ∈ N. Proof. For m, n ∈ N, letd mn be defined bỹ
or m / ∈ σ (N) and n ∈ σ (N),
Then it is easily seen that ∀m ∈ N,
According to Lemma 2.3, there exists a doubly stochastic operatorD ∈ DS, such thatD is represented by d mn m,n∈N . To show that for each σ ∈ , P σ D =DP σ on c 0 , it suffices to show their equality on the Schauder basis {e n | n ∈ N} of c 0 . For each n ∈ N,
In the following theorem, we obtain the structure of linear preservers of majorization on c 0 . For i ∈ I, let σ i : N → N be defined, for each n ∈ N, by σ i (n) = θ n (i). Then, by Lemma 3.5 each σ i is a one-to-one map and σ i 1 , σ i 2 have disjoint ranges for distinct i 1 , i 2 ∈ I. It is easily seen that i∈I α i P σ i is a well-defined bounded linear operator on c 0 . We show that i∈I α i P σ i converges in the operator norm topology to T.
For each f = ∞ n=1 f (n)e n ∈ c 0 and m ∈ N, we have
and therefore, by mutually disjointness of the family ,
It is easily deduced from Theorem 3.7 that, if a bounded linear map T : c 0 → c 0 is represented by an infinite matrix (t ij ), then T is a linear preserver if and only if the columns of this matrix are permutations of each other and in each row of it there exists at most one non-zero element. This structure is similar to that of linear preservers of majorization on p spaces, with 1 < p < ∞, except in the fact that the columns of the latter belong to the space p while those of the former are in c 0 .
We now turn our attention towards the characterization of linear maps T ∈ M Pr (c). 
As the following example shows, there are bounded linear operators T : c → c whose restriction on c 0 acts as a linear preserver on this subspace, while T itself is not a preserver on c.
Example 3.9. Let T : c → c be defined, for each f ∈ c, by
Hence T is not a preserver on c. However T 0 := T| c 0 : c 0 → c 0 is the identity map which is clearly a preserver of majorization on this subspace. This problem arises from the fact that in order to characterize a bounded linear operator on c it is necessary to determine its action on the Schauder basis {e n | n ∈ N} ∪ {e}. Hence, not only the action of an operator on the set {e n | n ∈ N} is necessary, but also its behavior on the singleton {e} is also important. As the following theorem shows, if T : c → c is a preserver then Te is nearly a constant sequence. 
Since {σ i : N → N | i ∈ I} is a mutually disjoint family, it follows from (8) that 
Furthermore, since T 0 ∈ M Pr (c 0 ), by Lemma 3.5 there exists n 1 ∈ N, with n 1 > n 0 , such that
On the other hand, using the fact that e + Ne n 0 ∼ e + Ne n 1 , we have Te + NTe n 0 ∼ Te + NTe n 1 . Thus, by Theorem 2.11 (10) , Te (m 0 ) = lim Te = a, which contradicts our assumption. Hence t = α. Therefore, using (10) once more, we obtain the equality
from which, by the fact that |α − t| d, it follows that
This contradicts the choice of N.
Our last theorem in this section gives the structure of a linear preserver on c. 
By Lemma 3.6, there existsD ∈ DS such that for all i ∈ I, P σ i D =DP σ i . In addition, using the definition ofD in the proof of this same lemma, it is easily seen thatD(e n ) = e n , for each n / ∈ ∪ i∈I σ i (N). Therefore,
Thus,
i.e. Tf ≺ Tg. Hence T is a linear preserver.
Linear preservers of majorization on ∞
In this section, without being able to characterize the set of all linear preservers of majorization on ∞ , we will introduce two classes of these operators, each presenting a feature which distinguishes these operators from those on c and c 0 , as well as those on p spaces, for 1 p < ∞. We will also obtain some properties of operators in M Pr ( ∞ ), the set of all linear preservers of majorization on ∞ .
In what follows, N k represents the set of all k-tuples of natural numbers, for some k ∈ N. 
Proof. We only prove one of the relations of (11). For each m ∈ N, the following two cases will appear.
If there exists
The following theorem introduces a class of linear preservers of majorization on ∞ . 
For each m ∈ N, we consider the following two cases.
It is a well-known fact that corresponding to a bounded linear map T 0 : 1 → 1 there is an operator T * 0 : ∞ → ∞ , the adjoint of T 0 , with the property that
We call an operator T : ∞ → ∞ an adjoint operator if there exists an operator T 0 : 1 → 1 with
Let T : ∞ → ∞ be a bounded linear operator, and suppose δ n : ∞ → R, for n ∈ N, is the bounded linear functional defined, for each f ∈ ∞ , by
If m / ∈ i∈N Imθ i then ∞ n=1d mn =d mm = 1. Similarly, ∞ m=1d mn = 1, for all n ∈ N. By Lemma 2.3, there exists a doubly stochastic operatorD ∈ DS which is represented by the matrix (d mn ).
We will show that Tf =D Tg, and therefore, Tf ≺ Tg. In the previous theorem, if the family {h i | i ∈ N} is chosen such that h i and h j are not permutations of each other, for some i, j ∈ N, then it can easily be seen that there are at least two different columns of the corresponding map T, introduced in this theorem, which are not permutations of each other.
In the rest of this section, we obtain an important property of linear preservers of majorization on ∞ . First note that if corresponding to a bounded linear operator T : ∞ → ∞ , the infinite matrix (t mn ) is defined by t mn = Te n (m), for all m, n ∈ N, then its rows belong to 1 and its columns are in ∞ , with T as an upper bound for the norms of its rows (as elements of 1 ) and its columns (as elements of ∞ ). Therefore, for each f ∈ ∞ , the sequence Hence T(e i 0 ) = T(e n 0 ), for all i 0 ∈ I and all n 0 ∈ N \ I. Using the fact that ∞ n=1 |Te n (i)| < ∞, for all i ∈ N, the result is obtained.
The following theorem extends the result of the previous lemma. 
