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I 
 
Preface 
As process chains in production involving metal 
forming processes are getting increasingly complex, 
new solutions have to be found for process modelling 
and simulation in order to enable real-time process 
control. Existing process models and FEM 
calculation often are not sufficient, because of too 
high requirements regarding computer performance 
or computing time, respectively.    
In order to develop tools for faster computing or measurement of process parameters 
and product properties, the German Research Foundation (DFG) set up the priority 
programme “Fast Algorithms for Material Specific Process Chain Design and Analysis 
in Metal Forming” which started in 2006. Over three consecutive funding periods a total 
number of fifteen institutes from eight different universities were involved in the 
research. In total, the programme was awarded with a financial support of 10.4 Mio. 
EUR.   
In order to model whole process chains, processes of hot forming, heat treatment, cold 
forming and properties assessment had to be included and analysed for different 
groups of products like flat products, long products and massive formed products. The 
research involved the detailed description of the processes itself and the relation of 
specific process parameters on the properties of the product as well as the 
development of optimized algorithms for numerical process simulation. Thus, 
performing this research programme needed an interdisciplinary approach involving 
experts from materials science, production engineering and mathematics.  
The papers included in this volume summarize the results of the coordinated priority 
programme. The intense collaboration between research groups from different 
institutions and different disciplines provided an excellent base for fruitful 
developments in the field of efficient methods for process simulation in metal forming.  
As the relevance of this field of knowledge is still growing, the collaboration will be 
extended even after financial support for the programme has ceased. This is also 
demonstrated by a number of new research projects which are currently being 
developed. Interested scientists are invited to contact us for discussing how they can 
be involved in these efforts in order to bring in their ideas and further topics. 
 
 
 
Prof. Dr.-Ing. Prof. E.h. mult. Rudolf Kawalla  
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CHAPTER I.A.1 
Process Chain for Metallic Materials: Development of 
Microstructure and Properties Including Simulation 
Approaches for Rapid Simulation Systems for the 
Production of Hot Rolled Strip and Plate with 
Reference to Steel 
Rudolf Kawalla, Madlen Ullmann 
Institute of Metal Forming, Technische Universität Bergakademie Freiberg 
Bernhard-von-Cotta Str. 4, 09599 Freiberg, Germany 
1 Introduction 
According to given criteria in the production technology, manufacturing and processing 
technologies can be assigned to different process chains /Kaw08/. One criterion is the 
material evolution. It depicts the changes of state, experienced by a material during 
the production to the finished product. These include changes in the geometry, the 
surface and the microstructure as well as the resulting properties. 
The sub-processes usually consist of several stages in which changes to the material 
condition with regard to the geometry, the microstructure and the properties occur. For 
example during hot rolling with multiple forming steps numerous proceeding e.g. cyclic 
change of hardening and softening processes happen besides the cross-sectional 
reduction. Depending on the chemical composition, these processes may be 
accompanied by deformation induced precipitation processes. The alteration of 
hardening and softening processes in connection with the changes of the 
microstructure result in different properties. Accounting for these relations and 
integrating these into mathematical simulation systems allows for an estimation of the 
impact different forming conditions may have on the material along the process chain. 
However, simulation systems that allow rapid calculation of the process are therefore 
required. 
The commonality of many metal forming process chains is on the one hand, that they 
often occur within a short period of time. Certain sub-processes with several stages 
can occur within fractions of a second, while others can last for several hours. Thus 
high demands need to be met by simulation systems that enable a rapid calculation 
and are applied within on-line control systems. On the other hand in most 
manufacturing operations sub-processes can be classified into the same groups, so 
that the sub-processes often run similar or possibly repeatable. In that case, only the 
process assemblies are changed. 
Figure 1 is an example of the entire cold rolled strip manufacture process chain. It 
entails the various sub-processes and stages with the resulting changes in the 
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workpiece of flat products, from casting via forming to the semi-finished product. Each 
of these sub-processes affect certain characteristics of the product such as geometry, 
surface quality, microstructure and texture. It is evident that it is not possible to achieve 
all product-influencing properties only within the last step of the process, e.g. deep 
drawing. 
A process chain can be extended or branched if the production or processing of semi-
finished products with various types of surface treatment or the semi-finished products 
individual stages is considered to the account of the local chemical composition and 
consequent operations. In the following, the sub-processes of the hot rolled strip and 
plate manufacture after the solidification of the melt are especially addressed. The 
conventional production route starting from the cast state and including reheating is 
hence regarded. First, the classification of the production into the sub-processes with 
the metallurgical processes will be presented and continuing in this way the simulation 
options and the corresponding approaches and reasoning named. 
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Fig. 1:  Subdivision of the process chain using the example of cold rolled strip production and the 
processing without prior surface treatment 
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A lot of related information can be extracted from the literature. In detail, description of 
each model and the coefficients as well as the determination methods will therefore be 
omitted. Furthermore, the change of the geometric features is not considered in this 
article. 
2 Process chain of the hot rolled strip and plate manufacturing and 
the accompanying metallurgical processes 
The conventional manufacturing of hot rolled strip is depicted schematically in Figure 2 
using the example of a hot rolling mill in a semi-continuous configuration. 
 
Fig. 2:  Schema of conventional manufacturing of hot rolled strip using the example of a hot rolling 
mill in a semi-continuous configuration. 
The process chain of hot rolled strip manufacturing can be divided into the following 
sub-processes: 
 heating of the charge material, i.e. a continuous casting slab 
 multi-stage hot forming 
 cooling of the hot rolled strip on the runout table and the coil 
During the individual sub-processes several metallurgical processes that affect the 
properties of the primary material, the formed workpiece and the semi-finished product 
take place. They are affiliated to diffusion processes and are in mutual correlation. The 
mathematical simulation models that are used, will be mentioned in the subsequent 
chapter 3. 
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Heating 
The heating of the continuous casting slab takes place in the pushing or walking beam 
furnace and lasts for several hours. The heating temperature depends on the type of 
material, the manufacturing process as well as the configuration of the rolling mill. The 
same applies for the entire heating time including the residing time in each zone of the 
furnace, whereby the operation temperature of the cast slab has to be taken into 
account. Nevertheless, the heating is accompanied by several metallurgical 
processes. These include the coarsening and dissolution of precipitates, the phase 
transformation (by steels with transformation) and the change in grain size (including 
grain growth). 
Hot forming 
The heating is followed by multi-stage hot forming, accompanied by intercooling 
through descaling in water, through contact with the tools and roller tables as well as 
through contact with the air (radiation and convection). The hot forming can be carried 
out reversibly (roughing train) and continuously (finishing train) or exclusively 
continuously (fully continuous hot rolling mill) /Hen78/. During the multi-step hot 
forming and the pauses between the individual transformations, softening and 
hardening processes take place due to the induced mechanical stresses (change in 
geometry). These are caused by thermally activated processes in the microstructure, 
mainly recovery and recrystallization including grain growth. Their shares and kinetics 
depend on the chemical composition, the forming conditions and the time in which they 
occur. The same applies for the deformation induced precipitates and the phase 
transformation. The latter can be intentional (complete course) or undesirable (local). 
In most cases the hot forming is carried out in two phases. During the first phase the 
continuous cast slab is pre-formed in the stands of the roughing mill to a pre-strip and 
in the second phase formed to the final strip in the finish-rolling train. While the first 
phase mainly adjusts the geometry of the slab to the required thickness of the pre-
strip, the second phase determines the microstructure of the workpiece, which in turn 
influences the processes that occur during cooling on the runout table and thereafter. 
To specifically control the development of the microstructure during hot rolling in the 
finish-rolling mill, a uniform and fine grain microstructure as possible and the needed 
temperature in the pre-strip are necessary. Therefore, the amount of deformation and 
the temperature profile are of particular importance during both phases of forming 
(declared as roughing and finish rolling). They can lead to different states of the 
microstructure. The regulation of the forming by controlling the temperature and the 
amount of deformation in a specific temperature range is called thermo-mechanical 
treatment (TMT) /SEW84, Hof12/. Depending on the temperature from the previous 
deformation, and the consequently set microstructure, a distinction is made between 
the normalizing transformations (N) and the thermo-mechanical forming (TM). The 
normalizing postulate a recrystallized austenite and the thermo-mechanical forming 
postulate a solidified austenitic state at the beginning of the γ/α-transformation. The 
I.A.1 – Process Chain for Metallic Materials 
 
7 
 
types of thermo-mechanical treatment and the temperature ranges are shown 
schematically in a fictitious FTTT-chart (see Figure 3). They apply to both the hot rolled 
strip as well as the pre-strip /Jus00/, /Hof12/. 
Table 1 demonstrates the required forming and cooling conditions for all steel grades, 
including the non-transforming grades, as well as for each TMT according to 
Lehnert /Leh99/. There, the rolling conditions for the finish rolling of the two-phase area 
and the ferrite area are shown. 
The adjustment of the solidified state is done by alloying microalloying elements 
(MAE), such as vanadium, niobium or titanium. They affect the softening and 
hardening processes both in the dissolved state as well as strain induced precipitate. 
Thus, the temperature below which the austenite no longer softens, shifts noticeably 
to higher values (Figure 3). This temperature is known in the literature as TRekStop. The 
shift of the TRekStop is much higher that the shift of the temperature for the start of 
transformation, Ar3. In this way, the austenite can be hardened before the γ/α-
transformation begins. 
 
Fig. 3:  Thermo-mechanical treatments, shown in a fictitious TTT-chart, according to /Hof12, S. 201/ 
 
 
 
 

Normalizing
forming
Thermomechanical 
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Table 1: TMT-types for the pre-strip, finish-strip, wire and fine steel rollers for steel, according to 
/Hof12, S. 200/ 
Description Temperature 
range 
Plastic 
strain 
Cooling 
rate 
Microstructure 
development 
Temperature 
controlled rolling 
(normalizing) 
��௘௖ < �஺௥ଷ <�ா௡ௗ �ா௡ௗ~�஺௥ଷ +͵Ͳ…ͷͲ � > Ͳ,͵ͷ �̇5଴଴8଴଴ ≤ �̇� SH; GR; PH 
Thermomechanical 
rolling 
�஺௥ଷ < �ா௡ௗ< ��௘௖ � > Ͳ,͵ͷ �̇5଴଴8଴଴ ≤ �̇� SH; GR; FH; PH; Texture 
Rolling in the two-
phase-area 
�஺௥ଵ < �ா௡ௗ< �஺௥ଷ � > Ͳ,Ͷ �̇5଴଴8଴଴ ≤ �̇ி� SH; GR; FH 
Ferritic rolling �ா௡ௗ < �஺௥ଵ � > Ͳ,ͷ �̇5଴଴8଴଴ ≤ �̇� GR; FH; Texture 
PH – Precipitate hardening; GR – Grain refinement; SH – solid solution hardening 
FH – Forming hardening  ̇� – Highest critical cooling rate 
Cooling 
After the strip has passed through the last stand of the finish-rolling mill, the strip is 
cooled in a controlled manner depending on the microstructure after forming to 
establish the final microstructure. Due to technological reason and facilities, the cooling 
process is always done in several stages. On the run-out table, the hot rolled strip is 
first cooled in air and then with water. The time and cooling rate depend upon the hot 
rolled strip thickness and type. The cooling process with water may also be interrupted 
several times with short pauses. After cooling with water, the strip is then cooled in air 
before it is wound into a coil and further left to cool in air for several days until it has 
reached the correct temperature for further processing. In special cases, the coil could 
be cooled in water. 
During cooling on the run-out table or as wound coil, precipitation processes and 
transformations occur with transforming-grades of steel. They lead to precipitation 
hardening, depending on the particle size. In addition, annealing processes in the coil 
may take place. The entire temperature profile on the run-out table, in combination with 
the microstructure at the beginning of cooling, influences the final microstructure, and 
hence the properties of the hot rolled strip. It further depends greatly on the steel grade. 
The relevant information can be obtained from the time-temperature-transformation 
charts with preceded forming (FTTT). 
The process chain to manufacture sheet metal or heavy plate with respect to the 
property development is broadly similar to the pre-sheet manufacturing process where 
forming is done in reversible operation and followed by cooling on the run-out table. 
The difference lies in the temperature-time-profile, the change in forming direction and 
the rotation of the workpiece during the manufacturing process. This leads to a different 
texture and hence to different direction dependant properties. Furthermore, the 
reversible rolling of heavy plate offers more degrees of freedom with regard to the 
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(phenomenological) with physical background, e.g. the JMAK-theory, which are based 
on data where selected for the simulation systems within the priority program 
SPP 1204. In this context predominantly analytical methods and certain numerical 
methods are employed. 
 
Fig. 5:  Modelling strategies 
A requirement for the development of mathematical simulation systems with the above 
mentioned simulation systems is on the one hand, the possibility to predict the 
temperature distributions and their temporal profiles. They are based on the equation 
of heat conduction and can be identified very quickly with the FD-models. The 
equations of heat conductions are integrated into every FE- or FD-system and 
therefore do not need to be explained further. They incorporate the deformation heat 
generated as a result of forming, too /Bha05/. On the other hand simplified forming 
models that are coupled to the temperature model are also required, e.g. the slab 
theory /Ras05/. The slab theory can be further developed. For this purpose, a layer 
model was developed based on the slab theory, which makes it possible to locally 
observe developments and their effect on the behaviour during further forming /Sch11, 
Sch13/. The forming models will be coupled to the latter mentioned models for the 
microstructure and properties development. 
The necessary models and information for the simulation of microstructure 
development during the individual sub-processes of the hot rolled strip production are 
described below. The corresponding references and referenced succeeding papers 
are also mentioned. Additionally, the permissible or necessary simplifications of the 
models for the simulation of individual processes, due to the present development are 
stated. 
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Heating 
The heating of a slab is a very slow process. Therefore, formulas that apply to the 
equilibrium state are often used to calculate processes. This is especially true for 
precipitation processes, for which the development of models for the precipitation 
kinetics are not yet complete /Koz14/. The proportions of dissolved elements influence 
the softening behaviour during hot forming and can be determined using 
thermodynamics based computing systems, e.g. MatCalc or FactSageFM. 
Furthermore, the fraction of dissolved elements affects the precipitation processes in 
the course of forming, as well as the precipitation processes during and after the α/γ- 
transformation. The temperature for the α/γ-transformation and its kinetics during 
heating can be defined with the use of experimentally determined TTA-charts, which 
further are converted accordingly to Lyra into isothermal TTA-charts and finally through 
FD calculation. The average austenite grain diameter after heating can be predicted 
with the following generally accepted approach: ܦ�ௐ௡ = ܦ଴௡ + � ∙ ݐ      with (1) � = �଴ ∙ ex� (− ܳ�ௐܴ ∙ ܶ)  (2) 
 
Here QKW is the activation energy for grain growth, k is a material constant and n is the 
grain growth exponent. D0 describes the initial grain size, which is present before the 
start of the grain growth and after the recrystallization has evolved completely /Sch13/. 
The literature provides many coefficients associated with the chemical composition for 
the above mentioned formula, for instance /Bec48, Bur52, Pei72, Sro84, Gre85, 
Hen78, Kaw00/. 
Hot forming 
Models are required for the description of the multi-stage hot forming, which 
understand the kinetics of softening and hardening. Furthermore, models for the 
precipitation kinetics of MAE are required, which need to be coupled with models for 
softening and hardening processes. However, the development of models for the hot 
forming is in the testing phase /Sch11, Sch13, Koz14/. The effect of the MAE is derived 
indirectly from the kinetics of softening and hardening /Med96, Sch13, Koz13/. 
The hardening is calculated with the aid of the flow curve. Since the flow curves for the 
respective chemical composition depend on material and procedure conditions, they 
are first determined experimentally and then the data is used to build a model. Multi-
dimensional regression models, e.g. according to Spittel, are very suitable. They take 
into account the procedural conditions strain rate and temperature. The material state 
is set going by the choice of treatment per experiment. The Freiberger flow curve 
approach is common and implemented in numerous numerical simulation models to 
describe the flow curve. It is derived from the formulations of Hensel and Spittel 
/Hen73, Hen78/: 
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�௙ = � ∙ ex�௠భ∙� ∙ �௠మ ∙ ex�௠ర/� ∙ ሺͳ + �ሻሺ௠ఱ∙�+௠లሻ ∙ ex�௠ళ∙� ∙ �̇ሺ௠య+௠ఴ∙�ሻ (3) 
Here, A is a material constant, m1-8 are exponents to take into account the forming 
parameters,  is the forming temperature,  is the plastic strain and �̇ is the strain rate. 
The softening kinetics have to consider the microstructural formation processes, 
shown in Figure 6, that contribute to the softening. Moreover, the grain growth also has 
to be accounted for after the softening is completed. 
 
Fig. 6:  Types of microstructural changes during hot forming caused by softening, on the basis of 
/Hen78, S. 37/ 
They are arranged according to dynamic, metadynamic and static processes. 
The kinetics of these processes and the corresponding models, which are based on 
the JMAK-theory, can either be determined with metallographic methods of frozen 
states or by means of mechanical testing /Joh39, Avr39, Kol37/. Both methods are 
very elaborate, wherein the first method is rarely practiced due to the enormous effort 
necessary. 
A model for the dynamic softening kinetics can be derived from the flow curves by 
Kocks und Mecking /Mec81, Koc79/. Table 2 demonstrates the compiled formulas 
using the example of dynamic recrystallization kinetics, which are derived from the flow 
curves. They incorporate the process-related influences such as temperature, plastic 
strain and the strain rate. The formulas are supplemented with results from 
metallographic examinations to determine the mean grain diameter of frozen 
microstructure states before forming. 
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Table 2: Model formulas for the microstructure development in the course of dynamic recrystallization 
/Kaw05, Kra05, Sch13/ 
Zener-Hollomon parameter ܼ = � ∙̇ ex� ( ܳௐܴ ∙ ܶ) = � ∙ [�inh(� ∙ �௙௠�௫)]௠ (4) 
Critical plastic strain  �௖ = ܽଵ ∙ ܦ଴�మ ∙ ܼ�య (5) 
 
Recrystallization kinetics ܺௗ௬௡ = ͳ − ݁�݌ [݁ଵ ∙ ቆ � − �௖�଴,5 − �௖ቇ௘మ] �଴,5 = ܿଵ ∙ ܦ଴௖మ ∙ ݁�݌ ቀܿଷܶቁ ∙ �̇௖ర 
 
(6) 
Dynamically recrystallized grain 
size 
ܦௗ௬௡ = ݀ଵ ∙ ܼௗమ (7) 
Here, Z is the Zener-Hollomon parameter, �̇ is the strain rate, � the plastic strain, �௖ 
the critical plastic strain, �଴,5 the plastic strain at an amount 50% recrystallization, T is 
the absolute temperature, kf max is the maximum yield stress, Xdyn is the dynamically 
recrystallized amount, Ddyn is the dynamically recrystallized grain size, Qw is the 
activation energy for hot forming and A, α, m, d1, d2, a1-a3, e1, e2, c1-c4 are various 
different parameters. 
In the course of hot forming of most steels, the recrystallization is dominated by the 
thermally activated softening processes. 
According to Figure 6, the softening after leaving the forming zone can be continued 
with the help of metadynamic processes. The JMAK-model can also be used for the 
softening which proceeds with metadynamic and static processes. The required 
coefficients can be determined using the off-set method. The separation between 
recovery and recrystallization can done according to Mavropolus and Jonas /Mav88, 
Bie96, Hof11/. 
The formulas to depict the metadynamic recrystallization (MDRX, see Table 3), which 
follows the completed dynamic recrystallization without incubation and is used to 
describe the static recrystallization (SRX), are stated hereinafter. 
Table 3: Common model formulas for the metadynamic recrystallization according to /Rod07, Sch13, 
Ura03/ 
Recrystallization kinetics ܺ�஽�௑ = ͳ − ex� [−݉ℎଵ ∙ ቆ ݐ�ݐ଴,5 �஽�௑ቇ௠ℎమ] (8) 
Time for 50% recrystallization ݐ଴,5 �஽�௑ = ݉݃ଵ ∙ ܼ௠௚మ ∙ ݁�݌ (ܳ�஽�௑ܴ ∙ ܶ ) (9) 
Recrystallized grain size ܦ௥௘� = ݉ݏଵ ∙ ܼ௠௦మ (10) 
Here, XMDRX is the metadynamically recrystallized amount, tp is the pause time, t0,5 MDRX 
is the time for 50% metadynamical recrystallization, Drek is the recrystallizes grain size, 
D0 is the initial grain size, Z is the Zener-Hollomon parameter and mg1, mg2, mh1, mh2, 
ms1 und ms2 are various material specific parameters. 
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According to Rodriguez-Ibabe the MDRX barely showed a dependency on the initial 
grain size or on the plastic strain φ being φc < φ < φss from the preceding forming. For 
this reason, they have been neglected in the modelling approaches for MDRX /Rod07/. 
Generally, it can be said, that the metadynamic recrystallization is often simply added 
to the static recrystallization, described below. This circumstance is often associated 
with the difficulty of determining the involvement of metadynamic recrystallization. 
The static recrystallization requires an incubation period, if the plastic strain φ during 
forming is smaller than the critical plastic strain φc for the onset of the dynamic 
recrystallization. 
Table 4:  Common model formulas for the static recrystallization /Kaw05, Kra05, Sch13/ 
Recrystallization kinetics ܺ௦௧�௧ = ͳ − ex� [−ℎଵ ∙ ቆ ݐ�ݐ଴,5ቇℎమ] (11) 
Time for 50% recrystallization ݐ଴,5 = ݃ଵ ∙ �௚మ ∙ ܦ଴௚య ∙ �̇௚ర ∙ ex� ( ܳ ௦௧�௧ܴ ∙ ܶ) (12) 
Recrystallized grain size ܦ௦௧�௧ = ݏଵ ∙ �−௦మ ∙ ܦ଴௦య ∙ ܼ−௦ర + ݏ5 (13) 
Here, Xstat is the statically recrystallized amount, tp is the pause time, t0,5 is the time for 
50% static recrystallization, Dstat is the statically recrystallizes grain size, D0 is the initial 
grain size, Z is the Zener-Hollomon parameter and g1-g4, h1, h2, s1-s5 are various 
parameters. 
As with the dynamic recrystallization, the average diameter of the grains is determined 
beforehand by means of metallographic determination of frozen microstructure states. 
With the above-mentioned models for microstructural development of rolled materials 
during multi-stage forming coupled with the models for temperature profiles and the 
forming model, it is possible to calculate the initial state at the beginning of the cooling 
on the run-out table, including the thereinafter occurring processes. The 
microstructural development on the roller table and on the coil will be described in the 
chapter I.B.1 in this volume. 
Scale formation 
In the simulation so far, little attention has been paid to the oxidation processes at the 
surface of the workpiece, which occur during the technical process of hot forming. 
These processes are extremely complex. Common formulas have been developed, 
but they do not entail all of the chemical and mechanical reactions. They apply only to 
selected grades of steel and conditions. Nevertheless, it has become increasingly 
important since the oxidation influences the surface roughness and the formation of 
surface defects of the rolled material significantly. Also, the metals which participate in 
the reaction contribute to the losses in production volumes without considering the 
subsequent energetic side of the processing of oxides. They are responsible for the 
wear of forming tools, too. 
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The oxidation process is already on heating and closed technically at elevated 
temperatures. The evolution of the thickness of the oxidation layer (scale layer 
thickness) can be calculated. The calculation is based on ideal conditions, assuming 
that the oxidation begins on a purely metallic surface. This happens during the process 
of heating and while forming after descaling a hot rolled strip. The kinetics of the 
oxidation is different due to the different temperature profiles in the individual sub-
processes. In addition, the breaking of the scale layer during forming and the changed 
chemical conditions at the surface during cooling on the run-out table or the coil, need 
to be considered when calculating the development of the oxidation layer during hot 
forming. Graf has described these processes for a steel grade C45, including the 
makeup of the oxidation layer (chapter I in Part 2 of this volume). 
In Table 5 below the formulas for calculating the scale layer thickness during the 
individual sub-processes of the hot rolled strip manufacture have been gathered. They 
also take into account the formation of pores in the scale layer /Gra13/. 
Table 5: Formulas for calculating the scale layer thickness during the individual sub-processes of the 
hot rolled strip and description of pore volume  
Scale layer thickness under 
isothermal conditions �࢕� = −࢑࢖࢑࢒ +√ቆ࢑࢖࢑࢒ቇ� + � ∙ ࢑࢖ ∙  = �ሺ , �ሻ (14) 
Scale layer thickness during the 
rolling process ݀௢௫ = �݂�ݐ + �݂�ܶ ∙ ܶ̇ (15) 
Pore volume �ܸ௢௥௘ = √ �ܸ௢௥௘,଴஻ + � ∙ ݐ ∙ ݁�݌ (−ܳ�௢௥௘ܴ ∙ ܶ )�  (16)   - time, ࢑࢒ - linear scale constant, ࢑࢖ - parabolic scale constant,    – ideal gas constant, � - absolute temperature, �  - function of the scale layer thickness,  �̇ - temperature-time-gradient , ࡭ und ࡮ – pore constants, �ࡼ࢕  ,� – initial porosity ࡽࡼ࢕   – activation energy for pore growth 
As with the hardening and softening kinetics, the coefficients for the models must be 
determined experimentally for the calculation of the scale layer thickness of a particular 
grade of steel. A common formula for this is currently not yet available. 
Mechanical properties 
The calculation of the mechanical properties can be done based on physical values or 
based on the results from the calculation of the phase transformation (phase 
composition, grain size and associated values from the metallographic and mechanical 
investigation) with regard to the chemical composition /Ker97/. The formulas take into 
account the impact of the grain size, solid-solution strengthening (from the chemical 
composition), the precipitation hardening and the phase transformation hardening. For 
carbon steels with pearlite, the morphology of the pearlite is observed by taking into 
account the pearlite lamella space and the size of the pearlite colony. 
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The following formulas from /Pok96/ shown by way of example are used for mixed 
microstructures (out of ferrite (F), pearlite (P) and bainite (B)). ܴ௣ = ி݂[͵ͷ,ͷ + ͵ͺ,͸ሺ%ܯ݊ሻ + ͳ͹,ʹ݀�−ଵ/ଶ] + �݂[ͳ͹ͻ + ͵,ͺ−ଵ/ଶ] + ሺͳ− ஻݂ሻ[͸͵,Ͷሺ%ܵ�ሻ + Ͷʹ͹ሺ%ܰሻଵ/ଶ] + Ͳ,ͺ ஻݂[ʹͶ͸ + ͳͻͲͲሺ%ܥሻ+ ʹ͵Ͳሺ%ܯ݊ +%ܥݎሻ + ͳͺͷሺ%ܯ݋ሻ + ͻͲ%ሺܹሻ + ͳʹͷሺ%ܰ�ሻ+ ͸ͷሺ%ܥݑሻ + ͵ͺͷሺ%ܸሻ] + ʹͲͲͲሺ%ܾܰሻ + ͳͲͲͲሺ%ܸሻ 
(17) 
ܴ௠ = ி݂[ʹͲͲ + ͳͳͶͶሺ%ܰሻଵ/ଶ + ͳ͹,ͻ݀�−ଵ/ଶ] + �݂[͹ͳ͹ + ͵,ͷ−ଵ/ଶ] + ሺͳ− ஻݂ሻ[ͻ͹ሺ%ܵ�ሻ] + Ͳ,ͻ ஻݂[ʹͶ͸ + ͳͻͲͲሺ%ܥሻ + ʹ͵Ͳሺ%ܯ݊+%ܥݎሻ + ͳͺͷሺ%ܯ݋ሻ + ͻͲ%ሺܹሻ + ͳʹͷሺ%ܰ�ሻ + ͸ͷሺ%ܥݑሻ+ ͵ͺͷሺ%ܸሻ] + ʹͲͲͲሺ%ܾܰሻ + ͳͲͲͲሺ%ܸሻ 
(18) 
Here fF, fP, fB are volume fractions of ferrite, pearlite or bainite, d is the grain size of 
ferrite and  the pearlite lamellar distance. 
4 Summary 
In most industrial countries the manufacture of strip and single sheets through hot 
rolling is well over 50% of the total amount of steel production. It is very productive and 
holds low personnel expenses. Therefore, it will continue to increase. 
The degree of automation can be further developed in case it is possible to couple the 
production with the mathematical simulation of property development during the 
manufacturing of semi-finished products. For this, the mathematical simulation 
systems must be evenly matched. This means, that the simulation systems need to be 
able to calculate the property development in real time. Firstly, this would allow to 
rapidly change the settings of individual units during the running process, in order to 
adjust the desired properties of the product. Secondly, these systems for rapid 
simulation can be used in the development of new material and the necessary 
technologies or to further optimize existing technologies. They also serve to safeguard 
the know-how and allow to apprehend existing processes in greater detail and explore 
or develop innovative technologies. 
The process chain and the conditions for the manufacture of hot rolled strips and plates 
are briefly described in the article, as well as necessary models to describe the 
microstructure and property development by way of example. In principle they also 
apply to other formed products if the boundary conditions are taken into account. 
For the development of a rapid simulation system with a calculation period, which is 
comparable to that of the real process, the semi-empirical models were chosen based 
on data analytical and selectively numerical calculation methods. From the present 
perspective, where the calculation of property development is done almost as fast as 
the real process, in future the increase of computing power will allow to automate 
manufacturing in a way that every sheet and coil will have an even distribution of 
properties and thus obtain the so-called fingerprint. Hereby, the requirements for the 
industry 4.0 are met. 
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CHAPTER I.A.2 
Microstructure / Properties Development and 
Simulation Approaches for Steel Rod and Wire 
Production 
Gunter Lehmann, Anja Oswald, Rosita Schmidtchen 
Institute of Metal Forming, Technische Universität Bergakademie Freiberg 
Bernhard-von-Cotta Str. 4, 09599 Freiberg, Germany  
1 Introduction 
The increasing demand for long products as steel rods, profiles and wires meeting 
advanced quality standards is closely connected to the rising importance of high-grade 
steels compared to mass steels. Therefore, the optimization of the production 
technologies becomes necessary regarding the following issues: 
 a high productivity and flexibility, 
 the reduction of costs, 
 the optimization of material and energy input to protect the environment and 
conserve resources and 
 the guarantee of high, narrow specified product quality. 
Thereby, the lather is of particular interest. Besides of the adherence to close 
tolerances, the realization of high-quality surfaces and the minimization of surface 
decarburisation, especially for steels with high carbon content, the focus is very often 
on the narrow defined property demands. By a sophisticated thermo-mechanical 
treatment during hot rolling of steel rod and wire the beneficial properties of the material 
can be exploited extensively, additional process steps (preliminary heat treatment 
operations) may become redundant and the addition of alloying elements can be 
minimized [1,2]. 
It is known that the mechanical properties of a metallic material are directly connected 
to its microstructure. The targeted manipulation of certain microstructure features 
during the production and further processing is therefore an important issue of modern 
technology development and optimization for the hot-rolling of long products, too. The 
microstructure development during and after hot-deformation depends on material-
specific factors (chemical composition, purity grade, staking fault energy, initial 
microstructure, grain size and phase composition) as well as on the process 
parameters. The temperature, true strain and strain rate, state of stress and interval 
times are of special interest [3] and are used for a directed microstructure manipulation. 
Thereby, the material-specific parameters act as a conductive element between 
technology and microstructure [4]. 
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2 Basic issues of wire and rod production 
2.1 Special features of rod and wire production technologies 
Modern rod and wire rolling mills are almost solely working on the principle of 
continuous rolling. The rolling trains for high-grade steels are usually operating in 
single-wire and those for mass steels in up to forth-wire configuration. Figure 1 shows 
an example of a typical rod and wire rolling mill in a two-wire configuration, consisting 
of a group of furnaces, a double eight-stand roughing and four-stand medium section 
train in horizontal sequence and two parallel working finishing trains in 
horizontal/vertical sequence with subsequent water-cooling section, laying head and 
air-cooling section. 
 
Fig. 1: Layout of a two-wire continuous rolling mill with (1) a group of furnaces, (2) descaling,  
(3) roughing train, (4) shear, (5) medium section train, (6) strain relief clamp, (7) pre-finishing 
train, (8) shear, (9) strain relief clamp, (10) finishing train, (11) water-cooling section,  
(12) shear, (13) laying head, (14) air-cooling section and beneath a typical temperature curve 
for a wire rolling mill 
In general, continuously cast feedstock is used which is (re-)heated in a walking hearth 
furnace to rolling temperature. After high-pressure descaling it is hot-rolled in a 
sequence of grooves to wire rods. During the first passes roughing grooves of 
box - box, diamond - square or diamond - diamond geometry are preferred, 
subsequently followed by the groove sequences Swedish oval – square, 
Swedish oval – edging oval, oval – square or oval – false round/round in the medium 
section train. In the finishing train most often oval – round grooves are used [5]. The 
finishing line is followed by sections for controlled cooling of the rolled stock. After the 
last rolling stand the wire is at first cooled down narrow above AC3-temperature in multi-
step cooler tubes and than spread out in loops on a conveyor belt for controlled air-
1200
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cooling (Stelmore treatment). Depending on the cooling parameters, this allows a 
targeted modification of the overall-lenght transformation microstructure favourable for 
further processing. 
The deformation parameters during rolling of wire and rod are very special from those 
of flat rolling [6]. Depending on the applied rolling strategy and the processed material 
final rolling speeds of up to 120 m/s, leading to heavy elongation of the rolling stock 
with strain rates of more than 3500 s-1, can be reached during groove pass rolling. 
Hence, the interval times between the passes as well as the contact times of the rolling 
stock with the rolls become extremely short during the last finishing passes. Therefore, 
only a very little amount of the deformation heat can be dissipated. Particularly in the 
core zone strong heating can occur enhancing the softening of the material. Due to the 
risk of core melting at overheating the rolling speed is limited, especially for high-
alloyed quality and high-grade steels. The mean strains during the last passes of wire 
rolling are fixed by the groove pass design and can only be varied in a very narrow 
range by rolling gap or longitudinal tension control. According to the possibility of 
microstructure-oriented process control the number of variances is therefore low during 
hot-rolling of rod and wire. Temperature control plays the most important role. The 
heating or initial rolling temperature, the final rolling speed (with limited variability, due 
to the given facts) and the cooling procedure subsequently after rolling hereby act as 
controlling elements. A special issue which has to be taken into account regarding 
groove pass rolling, is the distribution of temperature, strain, strain rate and stresses 
over the cross-section of the rolling stock, that might be very inhomogeneous. This is 
in fact relevant regarding the local microstructure evolution as well as concerning the 
determination of the material specific parameters used for modelling [2,6,7,8,9 et al.]. 
2.2 Microstructure evolution during hot-rolling in groove passes 
The inhomogeneous distribution of the deformation parameters occurring at groove 
pass rolling of rod and wire is predominantly expressed as a local difference of 
recrystallization behaviour affecting the austenite grain structure. Again, this leads to 
a heterogeneous nucleation significantly affecting the phase transformation during the 
cooling of the material and its later structure and properties. Additionally, the high total 
strains, the high final rolling temperatures and strain rates as well as the extremely 
short pass sequences during the last rolling passes are to be taken into account 
concerning the microstructure evolution during rod and wire rolling. The microstructure 
changes going on before, during and after hot deformation are very complex and their 
thorough examination and description is seen to be essential for a reliable modelling 
of wire and rod production processes [10]. 
2.2.1 Heating 
Normally, during heating of the feedstock to rolling temperature an austenitic grain 
structure is built depending on the chemical composition and the prior phase fractions. 
In case of ferritic-pearlitic initial microstructure the nucleation favourably starts at the 
-Fe/Fe3C interfaces [11]. Thereby, the cementite dissolution in the newly built 
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austenite is the rate-limiting step [12]. During the heating of the feedstock for wire and 
rod production the heat input usually takes place via the surface. Therefore, non-
steady temperature fields occur within the material affecting the local speed of 
transformation and dissolution processes. Due to chemical reactions with the furnace 
atmosphere the chemical composition at the surface region might change during 
heating, which also (mostly undesired) affects the microstructure. The time-
temperature-regime is therefore to be chosen this way, to avoid heavy grain growth 
and decarburization by simultaneously ensuring homogeneous heat distribution and 
austenite grain structure with good deformation properties at the beginning of the 
rolling process. 
2.2.2 Deformation 
The behaviour of metals during hot deformation depends on their microstructure and 
the inner defects (vacancies, foreign atoms, dislocations, stacking faults, twins, grain 
boundaries, segregations, pores and inclusions). In general, the plastic deformation is 
performed via the dislocations [3], whose building, movement and extinction always 
leads to changes in the prior dislocation structure. Thereby, hardening and softening 
effects are occurring, which depend on material-specific factors and technological 
parameters (strain, strain rate, interval times, temperatures and the resulting stress 
ratio), as well and give distinction to the material properties by effecting the sub- and 
microstructure [4,13]. 
 
Fig. 2: Softening effects during hot deformation 
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The hardening during deformation mainly responds to the disabled movement of an 
increasing number of dislocations (mutual or by other defects). On the other hand, 
softening effects (recovery and recrystallization) lead to a reduction of strength by 
annihilation and rearrangement of dislocations. The softening can take place during 
(dynamic) or after (static) the deformation (see Figure 2). The particular ratio of 
softenting by recovery or recrystallization and the occurrence of softening at all is 
significantly depending on the metal’s stacking fault energy and the conditions during 
deformation. Additionally, the occurrence of dynamic softening is of particular interest 
for the subsequent softening behaviour and is therefore dominating the microstructure 
evolution during hot deformation, in general [14]. In case of groove pass rolling 
dynamic or meta-dynamic recrystallization is supported by pass by pass strain 
accumulation and by a rising dislocation density due to temperature and velocity ratios 
and extremely short interval times, respectively [15]. A reduction of the mean austenite 
grain size during the deformation process acts as an additional driving force supporting 
the recrystallization [13]. The softening state after groove pass rolling accounts for the 
initial microstructure of subsequent transformation processes during cooling and is 
therefore directly affecting the microstructure and mechanical properties of the as 
rolled material at room temperature. 
2.2.3 Cooling 
The mechanical properties of rod and wire products are significantly affected by the 
cooling conditions during the transformation of the austenite phase into ferrite, pearlite, 
bainite or martensite. Modern thermo-mechanical rolling strategies most often involve 
a multi-step cooling procedure, at which the time-temperature-regime in dependence 
of the deformation is chosen this way, as to become subsequent heat treatments 
redundant. As the transformation takes place immediately after deformation, the 
deformation parameters leading to the last recrystallization are also affecting the 
transformation. The microstructure defects resulting from the rolling process 
(dislocations, grain boundaries and fine-particle segregations) are directly influencing 
the nucleation. The higher the defect density the lower will be the incubation time for 
diffusion-controlled phase transformation processes (i. e. ferrite/pearlite formation). 
The start of the transformation will be shifted to higher temperatures and the 
transformation will be accelerated, in general [13]. 
3 Modelling of processes for rod and wire production 
Thermally activated microstructure processes occur within the material during wire and 
rod production, which are closely interconnected and whose kinetics are referring to 
the prevailing state of stress and strain ratio as well as to the time-temperature-regime 
of the process. Therefore, an integrated modelling of the rolling process is necessary 
providing the possibility of a continuously description of the material evolution and a 
consistent data flow within the simulation. Because of the high level of process 
complexity, a division of the deformation process into several process- and material-
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dependant sub-models is required [1]. Referring to the technological sequence the wire 
and rod production can be subdivided into the following process parts: (re-)heating of 
the feedstock, transportation and descaling, hot-rolling in groove passes and cooling 
of the rolled stock. In Figure 3 the required models and typical parameters for every 
process step are given for the example of the simulation system developed at the 
TU Bergakademie Freiberg [9,16]. 
 
Fig. 3: Overview of the required models and parameters for describing a wire rolling train (simulation 
program KAWASI) [16] 
At first the process modeling was predominantly used in process and pass schedule 
calculation for the determination of the material flow, temperature and stress 
distribution as well as the rolling plant parameters (rolling forces and torques) [17,18]. 
The growing importance and application of thermo-mechanical rolling technologies, 
aiming at the materials specific optimization of the process and properties during rod 
and wire production, have put the focus more on the modeling of microstructure 
evolution during hot deformation. 
The temperature, effective strain and strain rate are needed as input data. The 
calculation is done thermo-mechanically coupled. Based on phenomenological models 
for the calculation of the temperature distribution and material flow over the cross-
section and the length of the rolling stock, a time-shift computation following a material 
slice on its way through the rolling gap (slice model) is done. Because of the 
inhomogeneous temperature, strain and strain rate distribution occurring at groove 
pass rolling, the microstructure evolution has to be regarded locally, too, resulting in a 
local distribution of microstructure parameters (e. g. austenitic grain size distribution, 
see Figure 4). 
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Fig. 4: Temperature and austenitic grain size distribution for hot-rolling in an oval-round groove 
3.1 Temperature development 
The temperature model plays an important role in the mathematical description of the 
process and is therefore needed during the complete simulation. To calculate the 
temperature field longitudinal to the rolling direction it has to be distinguished between 
the deformation zone, where the cross-section changes continuously, and the 
intermediate pause, transportation and cooling zones, where no deformation takes 
place. During the interval and transportation times the rolling stock temperature can be 
calculated referring to Fourier’s equation for non-steady heat conduction. Assuming 
that longitudinal heat conduction can be neglected compared to that perpendicular to 
the rolling direction the three-dimensional case can be reduced to a 2D-problem 
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with the temperature dependant values cp - specific heat capacity,  - density and 
 – heat conductivity [19]. Thereby, it is assumed that the rolling stock temperature 
from the core to the surface zone converges to the environmental temperature:  
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 (2a-2) 
In the case of free convection (latent air-cooling) the heat conduction coefficient  
consists of a convective and a radiation part. In the case of forced convection 
(occurring in the water and air-cooling sections)  is depending on further parameters 
like surface temperature of the rolling stock, flow rate and temperature of the coolant, 
the speed ratio between rolling stock and coolant as well as the geometry of the cooling 
stand. An exact mathematic description of these influences for wire rolling processes 
is, by now, not possible. Therefore, experimentally determined and cooling system-
dependant heat conduction coefficients are applied in practice [6]. 
The temperature in the deformation zone is estimated from the heat balance. Here, the 
material is heated or cooled, depending on the kinematic and deformation conditions. 
The following influences have to be taken into account during calculation [6]: 
 the heat conduction between neighboring elements, 
 the deformation heat developing in every single element, 
 the time-dependant change of enthalpy, 
I.A – Hot Forming 
 
26 
 
 the heat transfer to the roles at the surface region and 
 the friction heat development. 
Assuming that the conductive term parallel to the rolling direction can again be 
neglected and is dominant compared to the convection part in normal direction, an 
non-steady heat conduction equation can be applied [19] 
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The heat transfer in the contact zone rolling stock / roles is thereby treated similar to 
equation (2a-2). The term q  contains the frictional heat. The deformation heat can be 
calculated from the deformation state. The frictional part is dependant on the position 
due to the change of the relative speed and normal contact stress in the deformation 
zone and can be calculated using the plasticity theory [13]. 
3.2 Material flow, thermal and mechanical material behaviour 
To describe the state of deformation in the rolling gap during groove pass rolling 
several methods are available, differing in the computing time and precision. For the 
estimation of the profile geometry (in particular the spread and extension) after rolling 
most often empirical approaches are used [8,20]. One example is the so-called 
‘Freiberg--Model’ [17] describing the influence of the material (CMat), the rolling 
temperature (CTemp) and speed (Cv), the friction (Cµ), the rolling gap geometry (Cgeo), the 
groove filling (m) and the applied longitudinal tension (CL) on the profile width at rolling 
gap exit as a multiplicative approach. 
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 (2a-4) 
Hereby, the prediction of the local distribution of strains and stresses is so far not 
possible. But the information can be used to determine the three principal stains 
referring to the rolling gab geometry (groove shape), whose qualitative progression 
has been determined by FE-simulations before. Depending on these curves the strain 
can be distributed over the cross-section. Taking account of the condition of continuity 
and the entrance speed, the strain rates for every slice element are obtained [20]. 
More precise and – in fact more time-consuming – the local deformation parameters 
and therefore the (in)homogeneity of strains can be determined by FEM or FDM [2]. 
Because of the three-dimensional problem of groove pass rolling the FE-simulations 
bear a much higher grade of complexity compared to flat-rolling. By means of programs 
especially adapted to these applications a significant simplification of FE-analysis can 
be achieved for users with reduced error rate and expenditure of time [17,18]. The 
determination of strain and strain rate distributions via FDM is possible applying the 
upper-bond theory of the plasticity theory and/or visioplastic analysis methods. By sub-
dividing the profile into strips of equal width, the 3D-problem can be reduced to a 2D-
problem according to flat-rolling [6,21]. 
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The coupling of stress state, strain and temperature is done via models describing the 
thermo-mechanical material behaviour (flow curves). An extensive treatise of the 
methods of its mathematical description is given in [e. g. 22]. For practical use 
especially semi-empirical approaches with a multiplicative link of the influencing 
parameters by dynamic factors  
  KKKff  0  (2a-5) 
has proven its suitability. They are to be determined experimentally by means of 
standard testing methods (compression, torsion and tensile tests). More complicating 
is, in fact, the limited extrapolability of these model experiments to the real deformation 
process due to the high strain rates occurring at rod and wire rolling processes. Hereby, 
ballistic plastometers are offering the possibility to expand the process window [23,24]. 
3.3 Microstructure development 
To describe the microstructure evolution during hot deformation, in general, a multitude 
of mathematical approaches has so far been formulated differing in the targeted 
information, in their grade of complexity as well as in the model depth and are to be 
divided into empirical / semi-empirical and physically bases models. For a precise 
description of the microstructure evolution, also regarding the evolution of 
microstructure defects during deformation, the lather ones are predestined [25]. 
Especially for practical applications the phenomenological approaches are more 
commonly used, because they are easy to handle and need only short computing time. 
Furthermore, their material-specific model parameters are generally to be determined 
with less effort. Hereby, the system of semi-empirical models first suggested by Sellars 
et. al. [26] describing the microstructure development in the austenite has gained 
particular relevance and is also used in more or less adapted form for the integrated 
process modelling of rod and wire processing [e. g. 6,7,8,27].  
The key requirement for their application is the relieable experimental determination of 
the models’ parameters referring to the conditions of real rolling process. High strain 
rates and extremely short interval times are significantly affecting the conditions for 
recrystallization. Especially when strain hardening is accumulated and meta-dynamic 
recrystallization occurs (see Figure 5a), the material behaviour can hardly be simulated 
in conventional tests (e. g. multi-pass compression or torsion tests) [6,15]. Laboratory 
rolling experiments under industrial-like conditions are therefore offering new 
possibilities. To evaluate the microstructure after different temperature and 
deformation ratios the grain structure is thereby frozen according to varying time-
regimes and than characterized by metallographic methods. Taking into account the 
local deformation parameters (see Figure 5b), this way the material coefficients can be 
determined directly from technological experiments [1,6]. 
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(a) 
 
(b) 
Fig. 5: (a) Evolution of austenite grain size during and after rolling with low (1 s-1) and high (500 s-1) 
strain rate [15]; (b) Local forming and microstructure parameters in the vertical plane of as 
rolled wire [6] 
3.4 Mechanical properties 
Despite of the fact that the mechanical properties of hot-rolled long products are 
predestinated by the chemical composition of the steel, they are mainly affected by the 
microstrcture in the end. The austenite condition after the last rolling pass and the 
cooling rate during the transformation into ferrite, pearlite, bainite or martensite decide 
about their volume fractions, morphology and distribution and therefore about the 
macroscopic material properties, too.  
The mathematical description of the --transformation also referring to the strain 
hardening state is very difficult. The physical models developed on the base of the 
theory of nucleation and growth under thermodynamic issues [e. g. 28,29] have a high 
grade of complexity. Empirical or semi-empirical approaches are more easy to handle. 
Usually, they are based on deformation-time-temperature transformation diagrams 
(dTTT-diagrams). Referring to these diagrams for every point of the rolling stock’s 
cross-section the phase fractions can be estimated depending on the temperature, 
austenite grain size and residual strain hardening [27]. The key requirement therefore 
is the availability of a sufficient amount of basic data for several chemical compositions, 
strains and temperatures, resulting in a high experimental effort. 
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For the calculation of the mechanical properties after cooling predominantly empirical 
approaches accounting for the rule of mixture are used [30, 31]. 
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The chemical composition of the steel and the phase fractions are needed as input 
data to calculate the phase-specific contributions. The ferrite grain size D and the 
interlamellar distance of pearlite  are to be estimated from the prior austenite grain 
size and the cooling rate referring to [6,32]. 
4 Summary 
To meet the growing demands on the rod and wire production to make full use of the 
materials potential, to guarantee constant material properties independent from rolling 
stock profile and to ensure a stable production process resulting in high-grade 
qualities, an integrated process treatment is indispensable during process modelling. 
Due to the specific characteristics concerning material flow, temperatures und rolling 
speeds the hot-rolling of long products exhibits a high-grade complexity. Therefore, a 
multitude of influencing factors is to be accounted for during process modelling. The 
higher the complexity of the process, the higher will be the requirements for the 
modelling and steady enhancements and further optimization of simulation systems 
will be required. The determination of material parameters and the verification of the 
models by means of praxis-oriented experiments accounts for a significant part of 
development. Industrial-like laboratory rolling plants are offering great advances 
compared to conventional testing methods (compression, torsion tests) for the 
simulation of rod and wire production processes. 
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CHAPTER I.A.3 
Simulation Approaches for Open and Closed Die 
Forging 
Gerhard Hirt 
Metal Forming Institute - ibf, RWTH Aachen University 
Intzestraße 10, 52056 Aachen, Germany  
1 The process chain of open die forging 
Open die forging is an incremental forming process for the flexible manufacturing of 
components of different size. On the one hand, the target of the process is to form the 
workpiece to its final shape. On the other hand, the forming of the workpiece shall bring 
a significant improvement of the materials microstructure. In addition to the formation 
of a fine-grained material structure, this includes the sealing of cavities and pores. 
Besides heavy duty mechanical engineering, especially electrical engineering, 
shipbuilding, vehicle construction, chemical industry and aerospace industries are 
main customers for open die forged products [1,2]. The finished components weigh 
from a few to several hundred metric tons. The following paragraphs give a short and 
summarized overview of the process chain of open die forging. 
As open die forged products are generally very large workpieces which are usually 
produced as small series or unique workpieces, mainly cast ingots are used as initial 
material for the process. Due to the casting process, the cast ingots show a quite 
inhomogeneous microstructure as shown in Fig.1 “Driven by the cooling gradient the 
solidification prolongs from the casting mould to the centre of the ingot. The primarily 
solidified outer layer of the material consists of a relatively fine dendritic microstructure, 
pointing inside the block. The decreasing cooling gradient in the middle layer leads to 
the development of dendritic grains, pointing against the direction of the heat flow to 
the centre of the ingot. At the centre area, the solidification is equiaxed crystalized and 
dendritic, consisting of large grains [3].” [4]. 
 
Fig. 1: Microstructure in the cross section of a cast ingot; according to [5] 
Fine dendritic
microstructure
Oriented dendritic
microstructure
Equiaxed dendritic
microstructure
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“Although in the last decades plenty of investigations in the casting process have been 
performed to avoid cavities inside the ingot [6,7], this problem is still occurring due to 
e.g. shrinking or gas inclusions. Both the initial casting microstructure and cavities 
result in insufficient strength, crack initiation and early instable crack growth, which in 
total are unacceptable open die forged parts. Thus to receive a fine grained, high 
strength and ductile microstructure, for these parts the forging process is of great use.” 
[4]. 
2 Fundamentals of open die forging 
According to DIN 8582 open die forging belongs to pressure forming [8]. By heating 
the workpiece above recrystallization temperature, the workability of the material is 
increased, and thus the required forces and stresses which occur during forming are 
reduced. Open die forging is characterized by simple tools. This results in a great 
flexibility since products of different sizes and a large variety of shapes can be 
manufactured very accurately without having to construct complex tools beforehand. 
The forming of the component is performed by a precise combination of manipulator 
and press movement. Thus, the workpiece which is held by the manipulator between 
the dies of the press is formed incrementally ("stroke" by "stroke"), see Fig. 2. A 
sequence of strokes across the whole length of the workpiece is called forging pass. 
During one stroke the workpiece is partially in contact with the tools. The initial length 
of the contact area is defined as the initial bite length sB0. This is also the length the 
workpiece is shifted by the manipulator after one forging stroke. The ratio between the 
initial bite length sB0 and the initial height of the workpiece h0 is called (initial) bite ratio 
sB0/h0. Next to the height reduction, the bite ratio is significantly important for the open 
die forging process. It influences many parameters like the stress state inside the 
workpiece, the local deformation of the material, the spreading of the workpiece etc. 
[9]. 
 
Fig. 2: Geometry of the workpiece before (left) and after (right) the stroke 
In industrial use the forging ratio R is often used. It is the ratio of the workpiece 
dimensions prior (index “0”) and after (index “1”) forging. In this case the length of the 
workpiece or the cross section perpendicular to the longitudinal axis is regarded [9]: 
sB0
h0
b0
l0
h1
b1
l1
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This ratio can only be used if the cross section stays constant along the whole length 
of the workpiece. For conical workpieces or workpieces with different cross sections 
the forging ratio cannot be used as the different cross sections will be formed differently 
during the forging pass. The characterisation of the forming process with one ratio is 
not sufficient enough. 
In metal forming technology the true strain  describes the globally induced 
deformation of the workpiece. For a workpiece with a rectangular cross section the 
workpiece is defined for every direction (width, height, length). 
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Due to volume constancy the following equation applies: 
0 bhl   Equation 5 
As the workpiece is usually formed in different directions, the definition of the true strain 
for one direction is not sufficient to describe the complete forming process. Therefore, 
neglecting shear, the equivalent strain V is defined according to von Mises: 
 222
3
2
bhlV    Equation 6 
The global values all have in common that they only deliver information about the 
global geometry change of the workpiece during one forging pass. Both parameters 
do not give any information about the local conditions within the workpiece. Therefore, 
they cannot guarantee a sufficient forging of the workpiece which is relevant for closing 
pores and cavities as well as inducing enough strain to initiate recrystallization. To find 
out about the local deformation of the material knowledge about the equivalent strain 
V is necessary. 
In the three dimensional space the equivalent strain V consists of the local strain in 
every direction (ii) and the local shear in every plane (ij). According to von Mises the 
equivalent strain is calculated as follows: 
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from the casting process, is completely removed or that cavities and porosities are 
sufficiently closed.”[11]. The distribution of the equivalent strain is mainly influenced by 
the bite ratio and the height reduction, which is also shown in Fig. 3 [10]. 
The target of the forging process is to achieve a homogeneous and high distribution of 
the equivalent strain to ensure an equally recrystallized microstructure and the closing 
of all pores and cavities within the workpiece. As one forging pass leads to an 
inhomogeneous strain distribution, in the industry the strokes of a following forging 
pass are positioned with an offset in comparison to the stroke positions of the prior 
forging pass (“forging with bite shift”) [12]. The principle of forging with bite shift is 
shown in Fig. 4. 
 
Fig. 4: The principle of forging with bite shift. The lines represent an idealisation of the equivalent 
strain along the core of the workpiece after the forging passes [10]. 
3 Microstructure evolution during open die forging 
“In the open die forging process the inhomogeneous microstructure resulting from the 
casting process is converted to a fine-grained, homogeneously recrystallized 
microstructure. During warm forging, when reaching a sufficient strain, strain rate and 
rest time, the material undergoes several stages of recrystallization. While the material 
is deformed between the forging tools after reaching a given strain/strain rate, 
austenitic materials (e.g. steel at warm forging temperatures, Ni-base materials) do not 
tend to recover intensely, but in contrast to recrystallize dynamically [13]. Thus a part 
of the effected microstructure transforms by nucleation and migration of large-angle 
grain boundaries, which leads mostly to a finer-grained microstructure [13]. In rest 
times during the forging process or at areas that are currently not deformed (e.g. 
already forged parts of the block or positioning for another pass), static recrystallization 
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may take place. Depending on strain, strain rate, the actual temperature and the 
present microstructure the static recrystallization involves the nucleation and growth of 
new grains leading to another change in microstructure [13]. But still nowadays the 
transition of dendritic casting microstructure to a polycrystalline recrystallized 
microstructure after deformation is not fully explored. In addition to recrystallization, 
grain growth as a time dependent process at elevated temperatures, can lead to a 
larger average grain size during longer rest times like reheating in a furnace or cooling 
down. Grain growth is mainly dependent on the current grain size, time and 
temperature [14]. As a result of a successful forging process, the dendritic, coarse 
grained casting microstructure is recrystallized to a polycrystalline microstructure and 
cavities have been closed by pressure welding.”[4]. The evolution of the microstructure 
is shown in Fig. 5. 
 
Fig. 5: Schematic view of the microstructure evolution during forging 
4 Overview of Process Design for Open Die Forging Processes 
Because of the many degrees of freedom of the open die forging process, the design 
of such processes affords both a good experience in open die forging and the use of 
several tools. Only small mistakes in the process design can damage a workpiece and 
make it inadequate for the desired use. E.g. if the edges of a workpiece of a susceptible 
alloy cool down too much, cracks can be caused which prolong into the workpiece and 
destroy the material’s integrity. As the opened surface starts to oxidise quickly, these 
cracks cannot be closed during the further forging steps. To prevent forging errors like 
this, the correct forging strategy and right point for returning the workpiece to the 
furnace have to be chosen. Important process parameters which can be influenced by 
the forging process design are: temperature control during forging, transportation and 
(re-)heating, manipulator feed (influencing the bite ratio), height reduction, forging 
cross-section geometry (square, octagon, round), forging geometry (e.g. stepped 
shafts) and forging strategy (e.g. double passes, intermediate geometries). 
Furthermore, an adequate preform has to be distinguished, allowing enough forging to 
achieve enough strain and also not losing too much material during machining.  
 
Coarse 
initial grains
Work hardening
Fine  recrystallised grains
Grain growth
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The forging strategy has to be evaluated by the forging company and is the main part 
of its knowhow, which defines its position on the market. This includes knowledge 
about the material handling, choosing the proper starting ingot and finding the right 
process design to forge the final geometry. For a new kind of shaft with only changing 
a few dimensions by a little, it might be sufficient to only do a calculation by hand. For 
forging new complicated high alloy materials, all different kinds of process 
development tools have to be applied. This starts by finding correct values to describe 
the flow behaviour of the material. A further step is to evaluate the necessary material 
condition and temperature for receiving the desired or required material properties (e.g. 
hardness, fatigue strength, yield strength). The flow curves are important for evaluating 
either by pass schedule calculation or FEM, which spreading has to be anticipated and 
which forming force for each forging stroke has to be applied. Furthermore, detailed 
knowledge about e.g. recrystallization kinetics or grain size during forming makes it 
possible to derive great advantage of FEM simulations during process design.  
Several, much simplified equations allow getting a first impression of the planned 
process. The upsetting ratio and the cogging ratio can be combined to give the total 
ratio of reduction by forging ���� = ∏ ���=1 = �ௌ,1 ⋅ �ோ,1 ⋅ … where �ௌ,� = ℎ�−1ℎ�  and �ோ,� =����−1. This value is often demanded for several processes by the customer and gives 
only a very rough description of the forming history during forging. Actually this value 
can feign large forming of the material because of its multiplicative definition, when in 
reality the equivalent strain is insufficient to improve the quality of the workpiece. When 
only taking cogging steps into account, which have a certain minimum bite ratio and 
which are forged by using bite shift, the total ratio of reduction is more reliable [9]. Still 
only FEM is able to evaluate the true strain in every part of the workpiece. The first 
attempt to find the right ingot geometry can be done by manual calculation. In the 
second step, a pass schedule calculation program can be used to define the forging 
process. These programs are based on simple but efficient equations and experience 
as well as several specific forging strategy instructions which have to be put into the 
system by the user. The calculated pass schedule shows e.g. the values for the height 
reduction, manipulator feed, current time, average temperature for each stroke, timing 
and force. These values can be either used for setting up a simulation to receive more 
detailed information about the expected equivalent strain, strain rate, stress and 
temperature in every point of the workpiece or to examine tool forces, spreading etc. 
The setup of a FEM simulation and the calculation of the problem take several hours 
to days or even weeks. As an advantage, the extremely detailed data can be used to 
evaluate almost every kind of new process. Mostly incoherencies between reality and 
simulation are a result of a wrong setup of the model (due to missing experience) or 
inaccurate boundary conditions. Minor errors of the single forming steps can add up 
through the whole process to result in major differences. As a result, companies invest 
in finding correct boundary conditions by experiment and the gained boundary 
conditions are part of a successful simulation strategy. FEM integrated material 
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modelling code or FEM coupled material modelling software can predict the 
dynamically or statically recrystallized volume fraction of the material and the austenitic 
grain size. Coupled with a transformation model, it is even possible to predict the phase 
composition, hardness and material strength. In several cases, the use of modern FEM 
programs and some experience with the material justify to go right into production with 
the newly developed process. In some cases for new materials, new geometries (which 
strongly vary from common geometries), a bench scale experiment could be 
performed. This gives the main advantage of being able to try simple forging steps or 
even the whole process and to record forces, temperature development, material flow 
and to do microscopic analysis of the microstructure after forging. A problem of bench 
scale experiments is scaling effects, like the change in mass/surface ratio. This results 
in faster cooling of the smaller specimen and could lead to improper results. Still bench 
scale experiments have a great advantage, because in a certain range of dimension 
and in some cases, these differences are negligible or can be compensated by 
calculation or minor adaption of the process. On the other hand, large forging pieces 
could cost up to several 100.000 €, which makes them rather unsuitable for test 
sequences. Passing the bench scale experiments, could lead to direct production or to 
a large scale sample. This could either be demanded by the customer or by a certificate 
issuing authority for microstructure analysis, mechanical testing, example parts etc.  
5 Simulations of Open Die Forging Processes 
The FEM (Finite Element Method) is a method for solving complex physical problems 
with a good approximation and is based on the consistent use of the principle of virtual 
work [15]. Problems have to be discretized in both time and space, which means the 
geometry is divided into a finite number of elements (inside a mesh) and the process 
is divided into a limited number of time steps. The edges of the elements are defined 
by nodes. The total potential of an element is defined by the internal and external forces 
and the model functions, whereby the overall potential should be minimal. As a result, 
a system of differential equations can be set up, which is solved numerically and thus 
node displacement, deformation, stress, temperatures etc. can be determined. A FEM 
simulation usually is divided into three stages: the pre-processing, the processing and 
post-processing. The pre-processing involves the meshing, the setup of the boundary 
conditions, such as material data, tool, workpiece temperatures and the heat transfer, 
coefficient of friction etc. This is followed by the actual simulation (processing), where 
the so called solver is solving the differential equation systems. This could take from a 
few seconds up to several days, depending on the complexity of the problem and the 
available computing power. During the post-processing, the results can be analysed, 
which usually involves visualising the numerical output as graphic output for e.g. 
equivalent strain, stress, temperature etc. As generally for forming operations, the 
nodes will strongly be displaced and so the elements will encounter strong 
deformations. As this will lead at a certain point to inadequate results, proper programs 
can recognize critical situations and make use of remeshing algorithms. By this, the 
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error-prone strongly distorted, elongated mesh is transformed to a homogeneous 
mesh, using an interpolation algorithm to keep the node data in the same position. For 
open die forging, several program packages are common to be used, which includes 
Forge (Transvalor S.A.), Simufact.forming (simufact engineering GmbH), QForm 3D 
(Micas Simulations Ltd.), DEFORM 3D (Scientific Forming Technologies Corporation). 
Generally, to set up a cogging process in FEM affords to synchronize the press and 
manipulator kinematics. The manipulator feed and rotation can easily be described by 
displacing or rotating the workpiece relatively to the dies. This movement has to be 
adjusted with the movement of the dies. It has to be kept in mind that the real forging 
process will usually take more time, as the machines have inertia and the press driver 
needs time for placing the workpiece in the right position for the next stroke. This will 
influence the thermal balance and waiting times can be defined in the simulation. To 
accelerate the setup of a simulation of more than 50 up to several hundred strokes, 
most programs allow using a proprietary script language to define strokes or even 
passes. Often these scripts are coupled with using a certain open die forging module, 
which possibly restricts some boundary conditions. Finding the right boundary 
conditions to simulate the manipulator fixation during the stroke is a demanding 
problem. During the stroke in reality, the material flows freely in length direction of the 
ingot. A fixation would keep one side of the ingot in place and the material flow to this 
side of the ingot would cause an unrealistic kind of upsetting of the material. On the 
other hand, leaving out a fixation leads to an uncontrolled sliding of the workpiece. This 
means, a compromise like a variable fixing of the workpiece or a force driven fixing 
condition has to be found for the manipulator boundary condition. Not taking care of 
this problem will result in a wrong final shape, because e.g. the steps for a stepped 
shaft are not in the right position. To include a material simulation concerning 
recrystallization and austenitic grain size, most programs include simple material 
modelling equations. To gain useful results, the material parameters for the applied 
equations have to be characterised correctly. In contrast the forming history of nodes 
can be processed after the FEM simulation by a more enhanced microstructure 
simulation program. Additionally to the microstructure, during post-processing for open 
die forging, several other values are of relevance. The equivalent strain gives 
feedback, whether the material was formed sufficiently for closing possible cavities 
remaining from casting. Approximations of the required forming forces can show, if the 
available forging press has enough power for forging the ingot. The temperature 
distribution can be used, to decide when to return the workpiece into the furnace or 
make a break to prevent overheating of the core of the ingot. 
FEM simulations in open die forging can mainly be focussed on the three development 
fields: industrial forging processes, scientific evaluation and improvement of FEM. 
Concerning industrial process development, in [16] a process for a newly developed 
conical shell of the steam generator of a nuclear power plant was evaluated. The large 
diameter of about 4000 mm with a wall thickness of about 300 mm afforded to simulate 
the conical shell saddle forging in a 3d ABAQUS model. To achieve the final shape, 
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six passes were forged on the mandrel. Similarly, Recker et al. [17] used FEM to 
simulate forging of a hollow shaft for wind power station application. Because of the 
complicated kinematics of forging with two different dies on a mandrel, first 
experiments were carried out in plasticine and bench scale. The simulation imitated 
the real forging kinematics and included microstructure calculation. Choi et al. [18] 
used a DEFORM 3d FEM simulation for finding the optimal feed rate and rotation angle 
for forging an octagon ingot to a round bar, using round dies. The optimal strategy was 
identified by analysing the surface of the finished FEM simulated part. A bite ratio of 
0.6 is a good agreement between productivity and geometrical quality. Rotating by 90° 
during cogging and 45° or 120° for finishing (for four passes) gave the best results. 
Furthermore, FEM gives the opportunity to study in detail, what cannot or only under 
severe conditions be observed in reality. As calculation power and forming FEM 
programs have advanced much in the last decades, more scientific questions like 
modelling the behaviour of voids in workpieces have become more important. Strongly 
related to this, is to observe the equivalent strain in the centre line of an ingot, which 
was analysed in [19]. A 150x150 mm cross section workpiece was forged in two passes 
using flat dies. The evaluation of strain in the core region of the ingot was validated by 
observing the pattern in microstructure after cutting the specimens. Different forging 
strategies were discussed of which the one using bite shift showed the best effects, 
although an accurate positioning of strokes is required. Banaszek and Stefanik [20] 
used FORGE 2d simulations to find the influence of different shaped dies and different 
forming parameters. To judge the closure of pores, holes of 2.5 to 5 % of the ingots 
diameter were arranged in axial direction of the ingot. Using shaped dies improves the 
strain homogeneity in the billet. Furthermore, a higher die velocity, height reduction 
and starting temperature showed a better tendency in closing voids. Kang et al. [21] 
used 3d simulations for a cylindrical ingot with spherical voids of 2.5 to 10 % of the 
ingots diameter. The deformation pattern of the void was analysed during pressing. It 
was found, that all voids were eliminated at about 31 % height reduction although 
almost no effect of the void size could be observed, a strong dependency on the voids 
position in the ingot was realised. In [22] the closing behaviour of pores during 
upsetting was analysed using FORGE 2d and for cogging using FORGE 3d. For the 
3d simulations, the results were used for analysing the closing behaviour of voids. 
Similarly, Seuren at al. [23] included the hydrostatic integration proposed by [24] in 
ABAQUS, to compare rolling and open die forging processes. As a result, a length 
section of the workpiece could be observed in the post-processing, to show the 
hydrostatic integration for every position of the workpiece. As a result, the forging 
process gives a better chance to close internal cavities over the slab rolling process. 
In [25], Christiansen et al. perform 2d ABAQUS simulations of the cross-section of an 
ingot to investigate the effect of V-shaped dies on the evolution of internal voids. A 
submodel was included, which contains void nucleation and evolution by theories of 
Gurson [26] and Tvergaard and Needleman. A porous elasto-plastic material model 
was applied. In [27], Christiansen varied the V-shaped lower die opening angle from 
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90° to more realistic 120° in both 2d simulation and experiment using drilled holes. 
120° V-shaped dies showed the better compromise of afforded forging force and void 
closure efficiency. 
The third field for FEM simulations in open die forging is aiming at improving the 
technology of FEM. This includes the integration of material modelling into FEM. In [28] 
this was performed for a low alloy middle carbon steel, where the influence of upsetting 
before cogging was analysed. Upsetting leads to a more inhomogeneous 
microstructure. For a more complex high alloy material (Alloy 718), Yeom et al. [29] 
integrated microstructure calculation sub-routines into DEFORM 3d. The calculated 
grain size was supported in the shown case by a good correlation with experimental 
data. The simulations helped to show the grain size evolution in the ingot, were a larger 
grain size in the outer regions and a grain size of 50 µm in the cross section could be 
observed. In [30] a semi empirical, data-driven approach to model the microstructure 
and mechanical properties for warm forming processes is presented. This model 
includes a material database, microstructure calculation module, phase transformation 
module and properties calculation module. The model is able to evaluate the whole 
process from heating up over forming to cooling down with a coupled microstructure 
calculation. The model was tested using a 23 pass forging process forging from 900 
mm (round) to 700 mm (octagon). Thermography and metallographic evaluation 
showed good results. A new method for speeding up simulations is implemented and 
tested in [31]. The multi-mesh method uses two kinds of meshes, one fine mesh for 
storing and accumulating the results and a coarse mesh steps in which only the forming 
zone is fine meshed, which is actually used for the FEM calculation. The method was 
first presented in 2000 for ring rolling by Hellmann [32]. Simulation speed up is 
achieved, as in the simulation mesh much less elements have to be simulated. Still the 
accuracy in the forming zone is high and results are transferred to the fine storing 
mesh. For an exemplary open die forging simulation, the computation time was shown 
to be reduced by 72% [31]. Micheli et al. firstly applied this method in a commercial FE 
code and called this method dual mesh method [33]. As example radial forging of a 
bar is shown. The presented process would not have been possible to simulate with 
the standard method due to 2.9 million elements representing the workpiece. Using 
the multi-mesh method, only a maximum of 900,000 elements had to be simulated. 
Another concept is to improve automation in model setup for FEM. Tewes et al. [34] 
combines advanced process data acquisition in open die forging with FEM. This gives 
the chance to automatically build up FEM models from recorded process data from an 
open die forging plant. By measuring the kinematics and temperature of every open 
die forging process in the forging shop, it is possible to do a subsequent simulation. 
Comparing the FEM results with measured results, allows improving the modelling and 
boundary conditions by inverse modelling. Using the newly gained boundary conditions 
gives good results for the pre-calculation of processes. 
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CHAPTER I.A.4 
Hot Stamping 
Mirko Schaper 
Department of Material Science (LWK), Universität Paderborn 
Warburger Str. 100, 33098 Paderborn, Germany 
1  Introduction 
To increase the formability of metallic materials, the forming process can be performed 
at elevated temperatures. This is usual in manufacturing processes related to forging. 
Deformation above the recrystallization temperature or in the austenitic state lowers 
the flow limit. Then, dynamic recovery and recrystallization processes lead to 
increased formability. During forging, hardly any temperature decrease occurs, and the 
cooling after forging takes place in ambient air. 
The small wall thickness of sheet materials allows the hot forming process to be 
modified to integrate quenching into the deep drawing operation. If the carbon content 
is sufficient, the rapid cooling results in a phase transformation of the austenite to 
martensite, significantly increasing hardness and toughness. Parts which are produced 
in this way can reach yield strengths of 1000 MPa and tensile strengths of 1900 MPa. 
For this reason, they are ideal for high crash performance in lightweight automobile 
construction.  
2  Processes 
The first ideas for deep drawing of hot sheets were conceived in 1974 by employees 
of the Swedish company Gestamp in Luela, Sweden [LEN09].  
During the first years after this invention, the process was primarily used to produce 
tools such as spades and knives. It took another 14 years until in 1988 the first part for 
an automotive application – a side impact protection system for Saab – was produced 
[LEN09].  
Since that time, the importance of press hardened parts, especially for crash relevant 
sections like the B-pillar backing, has grown steadily.  
Today there are two different methods used for hot stamping, the direct and the 
indirect.  
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conditions is much greater than at room temperature.  Even sheet materials optimized 
for the deep drawing process, like DC04, do not offer such good formability. At 
temperatures above 550°C, the maximum formability is even higher.  
An obstacle to using hot stamping in serial production is the high investment cost. It 
results from the costs for the large roller hearth furnaces for austenitization, which are 
up to 40 meters long. Therefore, different approaches are followed to shorten the 
heating time and to replace the currently used furnaces.    
Two of these new strategies are warming by conductive methods [DEM09] [WIL06] 
and by induction [LEN07]. But if Al-Si coatings are used, the sheets must stay at 
elevated temperatures for a time of at least 3 minutes [FAN10] in order to form an Fe-
Al layer at the surface by diffusion. However, these heating techniques could be used 
to increase the rate of temperature rise.  
3 Materials  
For current production, the most frequently used material is 22MnB5 (Mat. no. 1.5528), 
which belongs to the group of high strength heat treatable steels. The chemical 
composition of this material is shown in table 1. 
Table 1: Chemical composition of 22MnB5 [WIL06] 
C Mn Si Cr Ti B Fe 
0,25 % 1,4 % 0,35 % 0,3 % 0,05 % 0,005 % Rest 
The use of uncoated sheets for hot stamping is unusual, because during the heating 
process these sheets undergo strong scaling. This happens in the direct as well as in 
the indirect process [STE12]. These hard, brittle oxide layers cause increased wear in 
the forming dies and have to be removed by shot blasting before painting. In addition, 
sufficient corrosion protection has to be obtained by galvanizing each single part after 
the hot stamping.  
The usual zinc coatings cannot be applied before heating because their melting point, 
at only 419°C, and their boiling point, at 907°C, are below the furnace temperature. In 
the presence of liquid zinc, a special risk during the forming is liquid metal 
embrittlement. Diffusion of the zinc along the grain boundaries leads to brittleness of 
the steel, which results in cracks if the sheet is under stress at the same time.  
As an alternative, the sheets are covered with a 30 µm thick Al-Si coating applied by 
hot dipping. These coatings consist of 87% aluminum, 10% silicon and about 3% iron 
[STE12]. In the furnace these coatings transition into an Al-Si-Fe phase which adheres 
to the surface even during hot stamping and provides permanent corrosion protection. 
The sheets must not be heated faster than 12 to 15 K/s to avoid melting instead of the 
desired layer formation [LEC09]. Any liquid aluminum will lead to massive 
contamination of the transport rolls inside the furnace.  
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 partial quenching 
 partial annealing  
Any part of the sheet which is not hot enough to change from the ferritic/pearlitic to the 
austenitic phase cannot transform to martensite during quenching. But in gas heated 
furnaces a locally different heating is difficult to produce.  
Partial quenching is much easier to integrate into the production process and for this 
reason is already used in today’s serial production [FEU10]. In the region where the 
sheet should not undergo any rapid quenching, the deep drawing die is heated. Due 
to the smaller difference in temperature, the cooling rate is lower, and micro structures 
other than martensite (especially bainite) can occur.  
The final possibility to achieve a taper in hardness is local annealing after hot stamping 
in any region where less hardness is desirable. Energy can be applied by induction 
heating, conductive heating or laser.  
5  Process Time Reduction  
Parts in the hot-stamping process have to stay in the die for several seconds after the 
end of forming to finish the transition to martensite and reduce the residual heat to 
avoid any kind of annealing. Therefore, the process time is much longer than for cold 
forming processes.  
By using a spray cooling system to which the parts are transferred directly after the 
deep drawing, residual heat can be removed. This early extraction and subsequent 
external cooling can be done successfully, and no negative influence of the reduced 
press closing time on the mechanical properties is observed [BEH13]. 
6  Cutting  
Due to the high hardness of hot-stamped parts, common cutting processes usually 
result in high wear on the blanking tools [SO09]. Therefore, other processes are used, 
primarily laser cutting and warm cutting.  
Since the efficiency of laser cutting is not influenced by the hardness of the material 
and since laser cutting has nearly no limitations for the shape of the cutting edge, it is 
the most used method [KAR10]. To reduce the cutting forces, warm cutting is also 
used, as an in-line process. But even when the parts are still warm, right after the 
quenching, high cutting forces are required, which results in needing rather large 
planking stroke dampers. This process line is used by Volkswagen in Wolfsburg, for 
instance.  
A decrease in cutting forces may be achieved if the edge is kept soft by using partial 
quenching or partial annealing.   
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crystallographic structure. For these reasons thermo-mechanical coupled models have 
to be used for process simulation. Feuser describes the use of such methods to predict 
local hardness and toughness in a tailored heat treatment process [FEU11].  
9  Applications 
The possibility to design complex geometries and achieve a high toughness at the 
same time makes hot stamping the ideal process to build parts for structural elements 
and safety-relevant vehicle components. These are, for example, A-pillars, B-pillars, 
side impact protection systems, frame components, bumpers, bumper mounts, door 
pillar reinforcements, roof frames, transmission tunnels, and rear and front ends. The 
sheet thickness of these parts varies between 1.0 mm and 2.5 mm [KAR10] [MUR12]. 
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CHAPTER I.B.1 
Phase Transformation on Run Out Table 
Piyada Suwanpinij1, Ulrich Prahl, Wolfgang Bleck 
Department of Ferrous Metallurgy - IEHK, RWTH Aachen University 
Intzestraße 1, 52072 Aachen, Germany 
1 Hot Rolling of Multiphase Sheets 
Multiphase steels have been developed to meet the requirements for light-weight 
design and safety in automotive applications. These steels can be processed as thin 
hot strip for direct use with typical strip thicknesses less than 3 mm. The microstructure 
of hot rolled AHSS has to be adjusted by conditioning of the austenite during the final 
steps of hot rolling, by controlling the phase transformations on the runout table and 
during coiling. A variation of the cooling intensity and the coiling temperature allows to 
change the transformation behaviour and to vary the strength level in a wide range. 
The temperature-time-schedule for the production of hot rolled dual phase (DP) and 
transformation induced plasticity (TRIP) steels is presented schematically in Fig. 1. 
The development of the desired microstructure might prove to be difficult as some 
transformations are necessary whereas others would be detrimental, which restricts 
the possible cooling path. Furthermore, the limited range of possible cooling rates on 
the Run Out Table has to be taken into account.  
For dual phase steels the cooling rate must be low enough to enable the transformation 
of about 85 % austenite to ferrite to take place, associated with a carbon enrichment 
of the austenite, and at the same time high enough to avoid the formation of pearlite 
and bainite and to ensure the formation of martensite at low coiling temperatures of 
about 200 °C. Hence, a holding step has to be inserted in the temperature range of the 
maximum ferrite formation kinetics or the alloying concept has to be adapted in order 
to accelerate the ferrite formation. 
For TRIP steels a lower cooling rate is applied, as ferrite formation is delayed due to 
the different alloying concept in general and the higher carbon content in particular and 
as the subsequent bainite is striven for. Coiling is therefore carried out in the 
temperature range of bainite formation at about 500 °C and the final microstructure 
comprises 50 to 60 % ferrite, 25 to 40 % bainite, and 5 to 15 % metastable retained 
austenite that does not transform to martensite, since the carbon enrichment during 
ferrite and bainite transformation shifts the martensite start temperature below room 
temperature. 
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evolution during the incubation period. Avrami [Avr40] and Cahn [Cah56] later 
extended this approach into the so‐called ‘additive rule’ and proved that it is valid for 
some phase transformations. This concept says 
 
The function (f,T) is the isothermal time at which the transformation process has 
reached a fraction of f at temperature, T. Therefore, it strictly says that the additive rule 
only works for the case where the transformation can reach 100%. However, it was 
proved to give satisfactory results for general transformations [Den92, Bok98]. 
In some publications the JMAK model is applied with discretisation during continuous 
cooling. Therefore, Murugaiyan [Mur06] suggested that the constant k in the JMAK 
equation has the form of modified Gaussian function which is a function of the prior 
austenite grain size and the Ae3 temperature with other constants to fit the cooling 
profile. For austenite to ferrite transformation, he considered the n value to be 1.5. 
Apart from using the additivity rule and the discretisation for continuous cooling, some 
other scientists employ the factorised JMAK rate form as an isokinetic model [Chr75]. 
The factorised rate form separates each controlling factor: the temperature and the 
transformed fraction, as 
 
The next possibility is to write the rate law in a more general form, namely, the influence 
of each controlling factor: temperature and the transformed fraction, is not separate 
 
However, it can be easily proven that both the factorised and general rate forms are of 
limited applicability. Leblond therefore [Leb84] derived a more general rate form 
coupled with the physical quantity ‘equilibrium fraction’ and the remaining austenite 
fraction which yields 
 
He suggested also that the influence of austenite grain size be coupled. The 
equilibrium fraction of the transformation product at each isothermal temperature, feq, 
is readable from the respective phase diagram or obtained from dilatometry in case of 
extremely low heating rate and long holding time. The usage of such the equilibrium 
fraction in the transformation model can be seen in several works [Leb84, Haw85, 
Mur06].   is a positive time constant. 
Therefore, they are of use in SYSWELD™ code and the simulation tools in ANSYS™. 
Moreover, it can be employed together with the Koistinen‐Marburger model for the 
martensite transformation. 
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3 Modelling the effect of austenite grain size and retained strain 
Under deformation, the austenite is flattened and contains some irregularities at the 
grain boundaries and deformation bands inside the grains. This feature accelerates 
the phase transformation as the irregularities and deformation bands can act as 
additional nucleation sites. Consequently, it results in faster transformation kinetics as 
if the austenite grain size becomes smaller. Umemoto [Ume83] models a deformed 
austenite grain as an ellipsoid. Its surface area follows 
 
A rough estimation of the equivalent austenite grain size from such the deformed 
austenite was proposed by Donnay [Don96]. 
 
D stands for the original austenite grain size.  represents the logarithm strain from 
the deformation. 
A simpler alternative was proposed by Anelli [Ane86], which was also taken by Kern 
[Ker92]. 
 
Lacroix [Lac03] take the coefficient C as 1 and it was followed by Militzer [Mil08]. 
Another representative of the austenite grain size and the flattening effect of austenite 
grains, is the Sv value, which indicates the grain boundary surface area of austenite in 
a unit volume. The equation proposed by Kvačkaj [Kva98] was adopted. 
 
The plus sign indicates that it is always a positive quantity. The quantity in the bracket 
comes from the deformation bands, which are taken into account by Kvačkaj only when 
the retained strain, , exceeds 0.475. Another form comes from Senuma [Sen84]. 
 
Cahn [Cah56] defined it simpler as 
 
The most widely accepted austenite grain form is actually tetrakaidecahedron [Gla97, 
Lee01, Sin98] (Fig. 2). If the tetrakaidecahedral grains are assumed, the number of 
nuclei will follow [Bey92] 
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Fig. 2: Shape and nomenclature of a tetrakaidecahedron 
Provided that recrystallisation arises during multiple deformation steps, the portion of 
the retained strain, , must be specified and subtracted from the total strain. In this 
case, the austenite grain size, D, means the grain size after the recrystallisations. 
4 Empirical equations for the ferrite transformation start 
temperature 
In practice, the ferrite transformation does not start at the equilibrium Ae3 temperature 
during cooling but at Ar3 temperature. There are several empirical equations for the Ar3 
temperatures in the literature and tabulated in Table 1. 
Table 1: Empirical models for Ar3 equations 
 
5 Nucleation and growth model 
A common method in modelling the macroscopic austenite to ferrite transformation 
physically is to model with nucleation and growth mechanism. Ferrite nucleation sites 
in tetracaidecahedrons are divided in three dimensions into grain corner, grain edge 
and grain boundary. In two dimensions, the nucleation at grain boundaries and edges 
will be observed without any difference and the nucleation sites are assigned as triple 
junction, boundary and bulk. 
The nucleation rate of ferrite has been well established by the time‐dependent classical 
nucleation theory [Rus70, Rus80]. By integrating all types of nucleation sites, a 
nucleation rate was derived [Lee01] as 
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Nni represents the number of i‐type nucleation sites per austenite grain and will be 
listed in Table 2. h is the Planck’s constant, which is 6.626068 × 10‐34 m2 kg/s. k means 
the Boltzmann’s constant, which is 1.3806503 × 10‐23 m2 kg s‐2 K‐1. QD stands for the 
activation energy for grain boundary diffusion for iron atoms, which amounts to 4*10‐19 
J.  represents a scaling factor of 10‐4 [Lee01] due to the inhomogeneity in solid. GiØ 
is the activation energy for the formation of a critical nucleus for an i‐type nucleation 
site. 
Each type of nucleation site has a specific activation energy for the formation of a 
critical nucleus [Cle55] 
 
The nucleation parameters for each nucleation site, Zi1, Zi2, Zi3, are described in 
Table 2. 
Table 2: The nucleation parameters for each nucleation site 
 
The critical nucleation size is determined by 
 
 stands for the surface energy of  interface 0.6 J/m2 [Cle55].  is the surface 
energy of an austenite grain boundary 0.85 J/m2 [Cle55]. GV means the free energy 
difference between austenite and ferrite per unit volume. D represents the austenite 
grain diameter.  
The ferrite growth mechanisms can be either purely diffusion controlled or interface 
controlled model. The kinetics in the interface controlled model is purely controlled by 
the movement of the interface between the parent phase and the transformation 
product. Under the diffusion controlled model, an allotriomorphic ferrite grain grows in 
a parabolic fashion as 
 
I.B.1 – Phase Transformation on Run Out Table 
 
63 
 
S is the half‐thickness of the ferrite allotriomorph. 1 is the parabolic rate constant and 
t is the growth time. Its growth rate can be achieved from [Chr75, Zen49, Bha85, Aar70] 
 
DC is the diffusion of carbon in austenite. C is the carbon content at the interface on 
the austenite side. C is the carbon content at the interface on the ferrite side. Such 
the diffusion controlled model is the core of the well‐known simulation software 
DICTRA™, which solves the problems with simple geometry such as planar, cylindrical 
or spherical. 
The case in between is also possible and is called mixed mode controlled. Several 
findings from the researchers at TU Delft led by van der Zwaag [Kri97, Kop00] confirm 
that common cases of austenite to ferrite transformations conforms the mixed mode 
model. The transformation interface velocity, v(T), in both the interface and mixed 
mode controlled models employ the following equation for the growth of ferrite 
 
M0 is the interface mobility. Q is the activation energy 140‐168 kJ/mol [Hil75, Kri98, 
Thi06, Faz05]. 
In some modelling works [Kop00, Hua06], nucleation is not treated as time‐dependent 
process. But all nuclei are introduced at the beginning because of the very short 
interval of nucleation. Namely, the nucleation rate is not really taken into account and 
the transformation is controlled mainly by growth kinetics. It is also called ‘site 
saturation model’. 
6 Spatial model 
Further approach to reduce the greyness and increase the predictiveness of modelling 
is a spatial model, which simulates the transformation on space domains such as 
Monte Carlo‐Potts (MC‐P) or cellular automata (CA) as well as the phase field (PF) 
model. In these cases, the calculation domains are extended to 2 and 3 dimension so 
that the simulations represent small areas or volumes of the microstructures. 
Therefore, the distribution in microstructure such as grain size distribution can be taken 
into account, while all the models in former sections can give only for mean values. 
The ferrite nucleation is based on the probability and space on the domain.  
The Monte Carlo method generates inputs randomly from a probability distribution over 
the domain [Jan07] and applies to every field. In the context of grain growth simulation, 
the probability of transition based on the change in free energy determines the 
movement of the grain boundary [Bey05]. Cellular Automaton works on a collection 
cells on a grid of specified shape. A neighbourhood of each cell is defined, for example 
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cells which are in the distance of 2 or less cell away. Each cell has the status of ‘on’ 
and ‘off’ with the simulation time by deterministic or probabilistic transformation rules, 
regarding its neighbourhood [Bey05]. 
Multiphase field model has a different concept other than the other models in this 
group. In this model, the change of phases across the phase boundaries is continuous 
and it is defined as ‘diffuse interface’ while the other models are based on ‘sharp 
interface’. This makes more sense in metallic system as the transition is gradual 
especially in the solidification problem [Rap04]. The diffuse interface in most systems 
has a thickness in order of a few angstrom to a few nanometer [Moe08], but is 
multiplied by in order of 100 for the sake of numerical calculation [Rap04]. Without 
tracking the interfaces explicitly, complex grain morphologies can be predicted 
regardless of the assumption of the grain shape [Moe08], such as Widmanstätten 
[Log04]. It can therefore treat cases with different solute distribution due to the 
deviation from local equilibrium [Str05, Ahm98, Log03] such as NPLE (non-partitioning 
local equilibrium), which is very advantageous. A well‐known commercial code 
MICRESS™ (MICRostructure Evolution Simulation Software) also couple this feature. 
A phase field is a local order parameter field that distinguishes a broken symmetry 
between two distinct phases. It is based on the approach of Ginzburg‐Landau, who 
expressed the free energy of a superconductor as a complex order parameter. 
Metallurgists simply interpret the order or phase field parameter into phase fractions. 
In the simplest case of a solid-liquid transformation each phase has an extreme phase 
field parameter value, e.g. solid has i=0 and liquid has i=1. At the interface in 
between, the phase field value varies from between 0 and 1. The evolution of the 
microstructure is controlled by the minimisation of the free energy of the system, which 
is respect to the phase field parameter. 
Steinbach [Ste96, Ste99] has developed it further for systems containing more than 2 
phases since 1996 and called it ‘multi‐phase field modelling’. Every single grain has its 
own field parameter and the interaction between grains is described in a pairwise 
fashion. The standard multiphase field equation is described by: 
 
Mij is the interface mobility of adjacent grains. ij stands for the interfacial energy for 
different pair of interface.  represents the width of the transition boundary. Gmij is the 
difference of the molar Gibbs free energy between adjacent ferrite and austenite 
grains. The evolution of the phase field parameters is controlled by the Gibbs free 
energy minimisation. 
There are an increasing number of studies applying the phase field model to the solid 
state transformation such as austenite to ferrite. Nonetheless, it is still not common that 
the effect of austenite conditioning such as that in the hot rolling is taken into account. 
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7 Thermodynamic modelling 
The CALculation of PHAse Diagrams or CALPHAD is an approach to represent the 
Gibbs energy expressions as a function of system properties: temperature, pressure 
and compositions. It is derived by fitting the parameters in a thermodynamic model 
using the thermodynamic properties and phase equilibria derived by experiments. 
Therefore, it requires very good databases for reliable results. This modelling class 
can be categorised as no scale, either in time or distance with higher predictiveness 
and insight. 
By modelling with CALPHAD approach one can calculate the critical temperatures 
under equilibrium, namely, Ae1 and Ae3, critical temperatures under non‐equilibrium, 
phase diagram, the equilibrium fraction of phases as well as other thermodynamic 
properties without any extra experimental fitting. 
Different modes of equilibrium result in different partitioning of solute atoms. There are 
certainly differences between the substitutional and interstitial solute atoms. 
Orthoequilibrium (OE) gives the state of all elements in equilibrium. The negligible 
partitioning local equilibrium (NPLE) and paraequilibrium (PE) are constrained 
equilibria (or also called non‐equilibria) by which the substitutional solute atoms partion 
very little or not at all. 
8 Martensite transformation 
Martensite formation is widely accepted that it is a diffusionless transformation. It 
consists of very rapid nucleation and growth that the transformation time can be 
neglected. 
Moreover, it is well established that it is athermal transformation, namely, the fraction 
transformed does not depend on time but only the difference between the martensite 
transformation start temperature and the current temperature. The most common way 
to calculate the martensite fraction at a specific temperature is by utilising the 
Koistinen‐Marburger law [Koi59] as follows: 
 
Ms is the martensite start temperature. C is the carbon content in austenite. The 
constant CKM is taken usually as 0.011 for steels [Koi59] as it was derived by pure iron‐
carbon. Almost every literature follows this equation form. At most other coefficients 
are proposed [Hou78, Wil87]. 
The Ms temperature is a function of chemical composition, which is generally derived 
by regression analysis [And65, Bra75, Kul80, Kun98, Lor04] and is summarised in Table 
4 together with Bs temperature (bainite start temperature). The most important element 
on the Ms temperature is carbon as can be seen from the coefficient in the empirical 
equations. In the hot rolled DP steels, it corresponds to the carbon content of the 
enriched remaining austenite after the ferrite formation. It is obvious from the Koistinen‐
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Marburger law that in many cases, the entire remaining austenite will not transform 
into martensite except at very low temperatures, in other words, sub‐zero 
temperatures. The untransformed austenite is termed ‘retained austenite’. 
The driving force of the nucleation of martensite is related to the T0 locus as 
 
T0 is the locus where austenite and the product phase (martensite in this case) have 
the same composition and free energy. H→` represents the enthalpy change. 
9 Bainite transformation 
Bainite can be regarded as the most complicated microstructure in steels. In German 
language, it is also called ‘Zwischenstufe’ which means ‘the stage in between’ due to 
the fact that its transformation temperature lies in between that of pearlite and of 
martensite. Its transformation has both diffusional growth and shear. It composes of 2 
components: sheaf of ferrite platelets and carbide (or other carbon rich second 
phases), which can either precipitate in the ferrite platelets or outside. In the so‐called 
upper bainite, which forms at relatively higher temperatures, the second phases 
precipitate between the ferrite platelets. In contrast, the carbide precipitates inside the 
ferrite plates in lower bainite.  
The physically‐based microscopic modelling can be therefore divided into two 
approaches: ‘nucleation‐controlled’ and ‘diffusion‐controlled models’. Both have a 
number of followers but the latter got more attention in the recent years after the 
initiation by Bhadeshia [Bha82] and improved several years later by Rees and 
Bhadeshia [Ree92, Ree92b]. Under the diffusion‐controlled approach, the final volume 
fraction of bainitic ferrite can be straightforwardly deduced by the carbon content of the 
steel. It works well if the growth of bainitic ferrite and the carbide precipitation are 
simultaneous. But an additional mechanism such as solute drag by molybdenum 
needs to be introduced to take into account the observed transformation arrest. On the 
other hand, the maximum amount of bainitic ferrite under the nucleation‐controlled 
approach is calculated by means of the T0 locus [Tak91]. It has been found that the 
carbon content in the retained austenite observed by experiments is closed to that 
calculated from the T0 locus [Jac02, Mat02]. This approach focuses on the displacive 
and diffusionless formation of the bainitic ferrite platelet, which is also called sub‐unit. 
It is believed that the overall transformation rate is controlled purely by the nucleation 
of the sub‐units as its growth is fast enough and can be considered to be 
‘instantaneous’. The primary sub‐units originate from austenite grain boundaries. New 
sub‐units form continuously at the tip of the previous sub‐units. As the nucleation 
proceeds, the austenite matrix is more enriched in carbon and results in carbide 
precipitation. Several models for bainite transformation from the literature are tabulated 
in Table 3. The Bs temperatures from the literature are listed together with the Ms 
temperatures in Table 4. 
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Table 3: Summary of recent bainite kinetics models [Gro08]. 
 
 
Table 4: Summary of empirical bainite and martensite start temperatures  
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1  Introduction 
It is known, that steel reaches its maximum strength and hardness due to hardening. 
During cooling at a rate higher than the critical value, which is defined by the chemical 
composition of the material, the diffusionless transformation of austenite into a 
supersaturated solid solution of carbon in the -Fe occurs in steel. Material acquires 
strong, hard and wearproof, but low-ductile martensitic structure. 
Depending on the critical cooling rate, steel quenching may be carried out in water, in 
oil or on air. Among all of these quenching types, the air cooling is characterized by 
the lowest cooling rates ranging between 1 and 30 °C/sec depending on the shape of 
a hardened part, its weight and the air flow parameters. Due to the lower cooling rates 
in air compared to the quenching in water or in oil, the level of residual stress in a 
treated material and a respective thermal distortion of hardened parts decreases. On 
the other hand, the critical cooling rate of processed steel must be sufficiently low to 
form a martensitic structure during air hardening of material. 
Critical cooling rate reduction is achieved by increasing the content of alloying 
elements the steel. The increase of content in the steel of any components, except 
cobalt, improves the stability of austenite and decreases the critical cooling rate of 
material. On the other hand, increased content of alloying elements, except cobalt and 
aluminum, reduces the start and finish temperatures of the martensitic transformation. 
For example, increase of the carbon content in carbon steel above 0.5% leads to a 
marked growth in the content of the retained austenite in material after hardening 
[KRA05]. The explanation for this is a lowering of finish temperature of martensite 
transformation below room temperature. The presence of retained austenite in the 
hardened steel leads to deterioration of parts properties such as strength, hardness 
and wear resistance. To reduce the amount of retained austenite in steel, the additional 
cryogenic processing of the material as well as multiple high-temperature tempering 
are used. 
Thus, the chemical composition of the steel, that is capable to form a martensitic 
structure during an air cooling, should be balanced. The content of alloying elements 
must be sufficient to reduce the critical cooling rate. However, their amount should not 
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lead to a lowering of the finish temperature of the martensitic transformation below 
room temperature. 
2  Air-hardening tool steels  
The first known air-hardening steel, or, as named by its author, self-hardening steel 
was developed by Briton Robert Forester Mushet in 1868 and was named after its 
inventor. The main alloying elements of the Mushet steel were tungsten and 
manganese. The content of tungsten in the material could vary from 4.0 to 12.0%, 
manganese varied from 2.0 to 4.0 % and the amount of carbon from 1.5 to 2.5%. The 
Mushet steel served as a prototype for the later appeared high speed steels, used for 
the manufacturing of cutting tools. Thus, the practical application of one of the first 
material grades containing 1.85% C, 9.0% W and 2.5% Mn allowed to retain a high 
hardness of the steel up to a temperature of 300 °C and hence by 50% increased metal 
cutting speeds. 
Modern high speed steels retain high hardness up to temperatures of 650 °C. Their 
carbon content ranges from 0.7% to 0.95%, chromium from 3.0% to 4.4%, tungsten 
from 5.5% to 18.5% at average values of about 2% vanadium and up to 5% 
molybdenum [SOL96]. High heat resistance of such steels is explained by the 
formation of special tungsten and molybdenum carbides such as M6C in the presence 
of chromium which coagulate at much higher temperatures than iron carbides. The 
latter increases the stability of the martensite and the material hardness during heating 
remains high. Air-quenching is used to harden small parts made of such steels. The 
quenching of products with high weight and dimensions are carried out in oil. Due to 
the large amount of up to 40% of residual austenite after tempering these steels require 
a multistep high-temperature tempering at temperatures of 550-570 °C or an additional 
cryogenic treatment [SID76]. 
At present, apart from high speed steels, air-hardening steels are used as tool steels 
in metal forming processes. For example, dies and punches for deep drawing 
operations are made of air-hardening steels. 
3  Air-hardening sheet steels LH800 and LH900 
The mass production of air-hardening steels as sheet products has only been realized 
recently. In 2006, Salzgitter Mannesmann Forschung GmbH and Salzgitter Flachstahl 
GmbH introduced two innovative grades of sheet steel that feature air-hardening 
properties [FLA07]. Depending on the achieved ultimate strength after air-quenching 
these materials are called LH800 and LH900, respectively. Regarding the chemical 
composition they can be attributed to low carbon alloy steels with a carbon percentage 
of about 0.1% and such main alloying elements as manganese, chrome, silicon and 
molybdenum. The possible range of alloying and trace elements in the air-hardening 
steels LH800 and LH900 is given in Table 1 [SZF12]. As can be seen from Table 1, 
the difference between the mechanical properties of LH800 and LH900 is caused by 
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an increased molybdenum content and the total content of microalloying elements 
such as titanium, vanadium and niobium. It is known that an increase of molybdenum 
results in an improved hardenability whereas microalloying elements promote fine 
grain structures and are capable to form fine-dispersed phases featuring a high 
hardness in the form of carbides, nitrides, sulphides as well as carbo-sulphides and 
carbo-nitrides. Both materials are produced as hot-rolled sheets with a thickness of 2.0 
mm to 4.0 mm or cold-rolled sheets with a thickness of 0.8 mm to 2.5 mm [SZF12]. 
Table 1:  Chemical compositions of LH800 and LH900 [SZF12] 
  
C Mn Cr Si Mo Al B Ti+V+Nb P S 
LH
80
0 Min. 0.07 1.60 0.50 0.15 0.10 0.02 0.0015 0.05 - - 
Max 0.15 2.10 1.00 0.30 0.40 0.06 0.0060 0.12 0.020 0.010 
LH
90
0 Min. 0.07 1.60 0.50 0.15 0,30 0.02 0.0015 0,10 - - 
Max 0.15 2.10 1.00 0.30 0,60 0.06 0.0060 0,20 0.020 0.010 
The main feature of the air-hardening sheet steels is their good ductility in the as-
delivered condition and almost doubled strength valued as a result of the hardening 
heat treatment. Thus, elongation at fracture in the initial state lies between 26% and 
31% at tensile strengths of 450 MPa for the steel LH800 and 600 MPa for the steel 
LH900. The material anisotropy in the as-delivered condition is minimal [SZF12]. After 
the hardening heat treatment comprising an austenitization at a temperature of about 
950 °C, quenching on the air or in a protective atmosphere with a cooling rate below 
3.75 K/s in the temperature range between 800 °C and 500 °C and an optional 
tempering, the maximum tensile strength are up to 900 MPa for the steel LH800 and 
can reach 1000 MPa for the steel LH900 [SZF12, FLA07]. Furthermore, press-
hardening of LH800 was analyzed in [MUE09]. There, the material was heated and 
soaked at a sufficient high temperature for a complete austenitization, and then plastic 
deformed while simultaneously intensively cooled by a water-cooled tool. As a result 
of the processing the tensile strength of LH800 increased to 1100 MPa. Two stress-
strain diagrams of the steel LH900 for the initial and the air-hardened and tempered 
material states are depicted in Fig. 1. In addition to the aforementioned advantages, 
LH800 and LH900 feature a good weldability. 
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Fig. 1:  Stress-strain diagrams of the steel LH800 [SZF12] 
The microstructure before and after a hardening heat treatment is depicted in Figures 
2a and 2b, respectively. The analysis of sections in the initial ductile state indicates 
that the material has a ferritic structure with carbide and carbonitride inclusions mainly 
located at the grain boundaries. The ferrite grain structure is globular with a typical 
grain size of more than 9 according to the ASTM G-Number. The amount of residual 
austenite is close to the quantified limit and amounts to 1-3%. As a result of 
austenization and subsenquent air-hardening the steel acquires a hard martensitic 
structure (see Fig. 2b) with a hardness of about 360 HV. The hardness of the quenched 
material depends on the cooling rate and the resulting phase composition of the steel. 
The primary tool for determining the steel’s microstructure and properties formed 
during heat treatment are Continuous Cooling Transformation (CCT) diagrams. The 
CCT-diagram for the steel LH800 is depicted in Figure 3 [SAL08]. After air-quenching 
the application of an additional tempering operation at temperatures from 400 °C to 
700 °C is possible. Due to the treatment, the hardness is reduced to 295-265 HV 
depending on the tempering temperature and tempering duration. At the same time 
the material ductility increases and the residual stress level decreases. In this 
temperature range the formation of fine carbonitrides continues increasing the yield 
strength and preventing a recrystallization.  
st
re
ss
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]
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a b 
Fig. 2:     Microstructure of an air-hardening sheet steel in as-delivery (a) and in hardened (b) conditions 
[SZF12] 
 
Fig. 3:  CCT diagram of the steel LH800 [SAL08] 
This combination of properties allows a modified process chain of technological 
operations compared to the traditional one. In the initial formable and low-strength 
state the material is formed in a part, for example, by means of deep drawing or 
bending. Then, depending on the applied plastic forming operation, cutting to a final 
shape can be carried out. After that a part is subjected to the hardening heat treatment 
using air-quenching. As a result the strength properties of the steel increase. For 
example, the tensile strength may increase up to 1000 MPa. The use of air-hardening 
can minimize the resulting thermal stresses in the material and the associated 
distortion. The final operation in the process chain is welding to join single parts to an 
assembly. As a result of thermal effects in the weld seam as well as in the heat affected 
zone martensite is formed. 
The process chain can easily be adapted to produce high-strength crash relevant 
elements of car bodies. Thus, the steels LH800 and LH900 can be used for lightweight 
constructions especially in the automotive industry. Since March 2009 the steel LH800 
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is used in the actual Mercedes E-Class W212 for the integral subframe and a weight 
reduction of the replaced element of 4 kg in comparison with the part of the 
predecessor model was reached [ROT09]. 
4  Summary 
The use of the air-hardening effect is known and used since the end of the XIX century 
at production and processing of tool steels. The main advantage of a heat treatment 
using quenching on air is the low level of residual stresses and corresponding thermal 
distortions of steel parts. More recently, the concept of air-hardening has been 
implemented in the production of sheet materials. Designed by Salzgitter Mannesmann 
Forschung GmbH the low carbon alloy steels LH800 and LH900 feature a ferritic 
microstructure in the initial state. However, after hardening on air the strength of the 
material increases up to 1000 MPa. 
Based on the innovativeness of the steels and the technological process chain 
including cold plastic forming, cutting, heat treatment with quenching on air and 
welding, the LH800 steel was adopted as a model material for the implementation in 
the project "Efficient Modeling and Simulation of Process Chains in Sheet Metal 
Forming and Processing ". More detailed the evolution of the steel’s microstructure 
and properties as well as features of the material behavior in the processing along the 
process chain are discussed below in the appropriate chapter of this book.  
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Chapter 1.C.1 
Modelling Cold Deformation Texture Development – 
A Brief Overview 
Marc Seefeldt 
KU Leuven, Department of Materials Engineering (MTM) 
Kasteelpark Arenberg 44, B-3001 Heverlee (Leuven), Belgium 
1 Introduction 
Industrial sheet metal forming usually involves several subsequent steps such as, for 
instance, rolling followed by deep drawing or stamping. Therefore, it is of crucial 
importance to take plastic anisotropy development in the early processes into account 
for design or simulation of the later operations. Deformation-induced plastic anisotropy 
is largely due to crystallographic texture and to some extent – in particular for 
intermediate strains – also due to directional intragranular dislocation substructures. 
Physics and microstructure based modelling of anisotropic work-hardening thus 
essentially requires modelling of deformation texture evolution.  
Texture evolution is the total of all crystal lattice re-orientations of grains or of domains 
within grains. These re-orientations are due to two fundamentally different physical 
processes: a) dislocation glide and twinning that realize plastic simple shear, and b) 
(re-)crystallization. In the former case, differently oriented crystallites undergo different 
rigid body and thus lattice rotations because the superposition of plastic simple shears 
due to dislocation glide and twinning that accommodates the plastic strain rate part of 
an imposed deformation, will, in general, not at the same time accommodate the plastic 
spin part of that imposed deformation. As a consequence, an additional rigid body 
rotation is required. In the latter case, the final orientation distribution is determined by 
both the nucleation of new, dislocation-free grains and the competitive growth of these 
newly formed grains.   
Based on these two fundamental processes, forming processes can be classified into 
processes that do involve dynamic recrystallisation and processes that do not (in the 
following briefly called “cold deformation”). In the latter case, the morphology of the 
grain boundary mosaic evolves according to the imposed deformation and no 
discontinuous orientation changes are involved. Dynamic recovery, however, can be 
involved. While models for texture development during cold deformation have reached 
a predictive capacity that makes them suitable for industrial applications, hot 
deformation texture development is much more challenging to simulate, since it 
involves both processes and their interplay.  
The existing models for (cold) deformation texture development can be grouped into 
two categories: a) models that do not take microstructural information like the 
neighbour relationships of grains or the morphology of the grain boundary mosaic into 
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account or in a statistical sense only, and b) models that retain and update the 
topological information of real or model microstructures throughout the simulation. In 
case if the calculation of the response of an individual grain or orientation, the material 
behaviour at n-1 sites other than the one under consideration is taken into account, the 
model is called an n-site model.  
2 Input for (cold) deformation texture simulations 
First, all deformation texture simulations obviously require a description of the imposed 
deformation: in small strain and rate formulations, this is given in terms of the velocity 
gradient tensor L; in finite strain formulations, the deformation gradient tensor F is used. 
The former is defined as 
      ܮ௜௝ = ��೔�௫ೕ         (1)     
where v is the material velocity and L can be decomposed additively into elastic and 
plastic and strain and rotation parts; the latter is defined as 
      �௜௝ = �௬೔�௫ೕ         (2) 
where x are the material and y the spatial coordinates and F can be decomposed 
multiplicatively into an irreversible plastic part and a reversible part containing elastic 
deformation as well as rigid-body rotation. Both tensors are linked through 
      ܮ = �̇�−ଵ.          (3)     
These tensors can be obtained from, for instance, simplified analytic descriptions of 
the forming processes, elementary plasticity theory, flow line models or from finite 
element simulations. 
Second, the initial texture is needed as a set of at least several hundreds of discrete 
orientations, given in terms of, for instance, Euler angles. If the initial texture is obtained 
from XRD experiments, the discrete orientations can be derived from an ODF given in 
terms of the c-coefficients of the fast harmonic method. If it is obtained from EBSD 
experiments, the orientations are directly available.  
Third, advanced (n-site) statistical as well as all topological models require 
microstructural information. In n-site statistical models, distribution functions for, for 
instance, grain boundary alignments are used. In topological models, the 
microstructural information is automatically included, since each grid point is marked 
with at least the crystallographic orientation which at the same time defines the 
morphology of the grain boundary mosaic. 
Fourth, the sets of slip and twinning systems that can be activated must be known. For 
f.c.c. materials, this is usually straight-forward, while for b.c.c. and h.c.p. materials the 
appropriate choice is much less evident. In b.c.c. crystals, for instance, it depends 
strongly on the presence of interstitial impurities whether the {110}, {211} or {321} slip 
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planes are available or not. In some h.c.p. crystals, the same applies to the prismatic 
and pyramidal slip systems. For conciseness, twinning will not be considered in the 
rest of this paper. For each slip system s, its contribution to the local velocity gradient 
tensor l can be calculated according to 
     �ሺ௦ሻ = (�̂ሺ௦ሻ⨂�̂ሺ௦ሻ)�̇ሺ௦ሻ + �̇� ,        (4) 
where �̂ሺ௦ሻ and �̂ሺ௦ሻ are unit vectors in glide direction and in slip plane normal direction, �̇ሺ௦ሻ are the slip rates and �̇� represents the lattice rotation rates. The local plastic strain 
rate tensor as the symmetric part of the local velocity gradient tensor then is found as  
   �̇ = syŵሺ�ሻ = ଵଶ∑ (�̂ሺ௦ሻ⨂�̂ሺ௦ሻ + �̂ሺ௦ሻ⨂�̂ሺ௦ሻ)�̇ሺ௦ሻ௦ =: ଵଶ∑ ࡹሺ௦ሻ�̇ሺ௦ሻ௦      (5) 
with the Schmid tensor M and as a function of the slip rates still to be determined. 
Finally, a constitutive law linking the deviatoric stress to the plastic strain rate on the 
single crystal level is needed. It has to provide the selection of active slip systems, the 
slip rates and the deviatoric stress as a function of the imposed velocity gradient or 
deformation gradient tensor. In Taylor-Bishop-Hill type models, this constitutive law is 
based on the single crystal yield locus as given by the generalized Schmid law and by 
the critical resolved shear stresses (CRSS) �௖௥ሺ௦ሻ per slip system s,  
             −�௖௥ሺ௦ሻ ≤ �௥ሺ௦ሻ = ࡹሺ௦ሻ: � ≤ �௖௥ሺ௦ሻ         (6)          
where �௥ሺ௦ሻ is the effective resolved shear stress in slip system s, and the Taylor principle 
of minimal plastic frictional power dissipation,  
     �∗ = ∑ �௖௥ሺ௦ሻ|�̇ሺ௦ሻ|௦ = ŵiŶ.         (7)      
For materials that do not fully obey the generalized Schmid law, such as certain b.c.c. 
and h.c.p. metals and alloys due to the 3-dimensional structure of their dislocation 
cores which couples with non-shear stress components, this can lead to inaccuracies. 
The evolution of the CRSS with plastic strain can be modelled e.g. by Voce type or 
two-stage Voce type laws. The reason for the computational efficiency of Taylor-type 
texture models is that the optimization problem of minimal plastic power dissipation 
can be solved efficiently with linear programming techniques such as the SIMPLEX 
algorithm. In viscoplastic models, the plastic strain rates �̇ሺ௦ሻ per slip system s are 
assumed to depend on the resolved shear stresses �௥ሺ௦ሻ through a semi-
phenomenological power law of the type  
                                                                               
�ೝሺೞሻ�బሺೞሻ = ቀ�̇ሺೞሻ�̇బ ቁ௠                      (8) 
where �଴ሺ௦ሻ and �̇଴ are reference shear stresses and slip rates, respectively, and m is 
the strain rate sensitivity. All slip systems with non-zero resolved shear stress are thus 
assumed to be active, and the degree of activity depends on the magnitude of the 
effective resolved shear stress. The formulation also implies that a resolved shear 
stress acting in slip system s has an effect on the slip rate in that same slip system s 
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only. Expressing the resolved shear stresses and the shear strain rates in terms of the 
macroscopic deviatoric stress and the plastic strain rate tensors S and D, respectively, 
gives 
     
ࡰ�̇బ = ∑ ࡹሺ௦ሻ (ࡹሺೞሻ:��బሺೞሻ ) భ೘௦ .         (9) 
Among the two approaches, the one based on single crystal loci has the advantage of 
having a sound physical basis. However, constructing these single crystal yield loci by 
means of the generalized Schmid law is only fully justified in the case of f.c.c. crystals. 
The one based on viscoplastic flow has the advantages that the transfer to other but 
f.c.c. crystals does not pose any conceptual or mathematical problems and that it can 
be combined easily with a self-consistent homogenization scheme (see below).  
3 Deformation texture and polycrystal plasticity models  
The available cold deformation texture models differ essentially in the homogenization 
schemes used to derive the polycrystal response from the total of all single crystal 
responses. They can be grouped into two categories: statistical models that do not 
retain any information on the spatial distribution of the crystallographic orientations 
under consideration and treat the interaction of a grain or a cluster of grains with its 
neighbours in a statistical sense as an interaction with a matrix that features 
homogenized average properties, and topological models that do retain 
neighbourhood information in an approximate or exact way. 
3.1  Statistical models  
The statistical models for their part can be classified according to the way they take 
the required compatible deformation of the grains and stress equilibrium at the grain 
boundaries into account. The oldest family of models goes back to Sachs and assumes 
the same stress state to apply in all crystallites such that stress equilibrium is 
guaranteed at the boundaries, but compatibility is violated. The original Taylor model 
represents the other extreme case: the same deformation is imposed to all grains such 
that compatible deformation is guaranteed by definition at the cost of violation of stress 
equilibrium. Both neglect elastic deformation. Self-consistent or Kröner-type models, 
finally, follow the approach proposed by Eshelby for inclusions and consider each grain 
as an inclusion embedded in a matrix with average homogenized elasto-plastic 
properties for which compatibility and equilibrium are respected.  
3.1.1 Sachs-type or static models  
A model that assumes the same stress state to apply in all crystallites faces the 
problem that in case if the CRSS are the same in all crystallites the yield stresses will 
be different in all of them which is in contradiction with the assumption, at least for the 
onset of plastic deformation and if no assumptions on work-hardening are made. 
Possible ways out are considering each grain as a free-standing single crystal or 
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imposing the onset of plastic deformation with the yield stress of the most favourably 
aligned grain (“static model”). The textures predicted by such models are very far from 
experimental observations. However, Sachs-type models are still in use for modelling 
grain subdivision [Lef01].  
3.1.2 Taylor-type models  
Taylor-type models [Hou05] have two advantages over Sachs-type models: they can 
easily be coded in fast algorithms and they give much better texture predictions. 
Taylor’s original work assumed that among the different combinations of active slip 
systems that are kinematically able to generate the imposed deformation the one is 
selected that results in the smallest plastic frictional power dissipation. This is a linear 
optimization problem that can be treated with fast algorithms of the SIMPLEX type. 
The procedure proposed by Bishop and Hill based on the maximum work principle is 
fully equivalent. If one rescales the minimization expression with a reference strain rate �଴̇, 
     
�∗�̇బ = ∑ �௖௥ሺ௦ሻ |�̇ሺೞሻ�̇బ |௦ = ŵiŶ,                      (10) 
and if all slip systems have the same CRSS �௖௥, one can define the Taylor factor M as 
a measure for the resistance that a given grain orientation offers to plastic deformation 
in a given direction �̇/�଴̇:  
     ܯ = ��̇బ��ೝ = ቀ �′��ೝቁ : ቀ �̇�̇బቁ.      (11) 
The easiest way to incorporate the texture hardening into a macroscopic constitutive 
law is then to weigh the (scalar) flow stress with the average Taylor factor ̅ܯሺ�ሻ. More 
sophisticated (tensorial) formulations consider ̅ܯ as a function of the strain mode �̇/�଴̇ 
and calculate a plastic potential and a texture-dependent yield locus, see below. 
The original Taylor model has later on be modified in many variants allowing 
mismatches of selected strain components and thus replacing the original “full 
constraints” (FC) by “relaxed constraints” (RC). These “relaxations” are related to the 
process geometry and the resulting grain morphology: the elongated, flat shape of the 
grains after cold rolling, for instance, suggests allowing different shears in RD (“lath”) 
or in RD and TD (“pancake”), while all other compatibility requirements are kept. The 
plastic strain mismatches arising at the lateral grain boundaries are limited by taking 
the associated stored elastic energies into account in the energy optimization problem 
through “penalty terms”. 
Groundbreaking progress in the quality of texture prediction was achieved with the 
transition to grain cluster or n-site homogenization schemes. In these schemes, the 
grains are grouped in clusters and the “relaxations” are for the grains within these 
groups coupled to each other such that the deformation averaged over all grains in the 
group matches the macroscopically imposed one. Among these grain cluster schemes 
are the GIA model developed at RWTH Aachen [Cru06] and the LAMEL and ALAMEL 
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models developed at KU Leuven [Hou95]. In the GIA (Grain Interaction) model, eight 
orientations are grouped into blocks, and within each block re-distribution of shears is 
admitted under the constraint that the block as a whole, i.e. in the average of all its 
orientations, accommodates the macroscopically imposed deformation. The plastic 
strain mismatches following from the varying shears among the orientations and with 
respect to the surrounding homogenous medium are translated into (tensorial) 
geometrically necessary dislocation densities �ሺ���ሻ which are linked to (again 
tensorial) elastic strain energy densities according to  
     ࡱሺ���ሻ = �௕మଶ �ሺ���ሻ.       (12) 
These energy densities as a kind penalty terms counteract larger “relaxations”. The 
LAMEL model relies on the elongated, flat shape of the grains after cold rolling and 
allows coupled opposite shears for pairs of grains along the rolling plane (see Fig. 1) 
which, as “pseudo slip processes” give additional dissipation terms to the Taylor 
minimization problem. In the ALAMEL (Advanced LAMEL) model, the restriction to the 
cold rolling microstructure is dropped and pairwise coupled shear of adjacent grain 
regions is admitted along any arbitrarily aligned grain boundary (see Fig. 2).  
 
Fig. 1:  Schematic representation of the model assumptions on the compatibility and relaxation of 
compatibility constraints for neighbouring grains in the case of cold rolling.  
 
Fig. 2:  Schematic representation of the model assumptions on the compatibility and relaxation of 
compatibilty constraints for adjacent grain regions in the ALAMEL model.  
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3.1.3 Self-consistent models  
The concept of self-consistent polycrystal elasticity and plasticity is to consider a grain 
as an inclusion with crystal lattice and corresponding elastic and/or plastic anisotropy, 
to embed this inclusion into a homogeneous medium, to derive the response of the 
inclusion to this embedding, and to finally calculate in an iterative procedure the elastic 
and/or plastic properties of the matrix as weighted average over the responses of all 
the grains. Strain compatibility and stress equilibrium between the grain as inclusion 
and matrix are thus fulfilled. The method has first been proposed for the elastic 
response [Krö58] and later on been extended to the plastic response [Krö61, Mol87, 
Leb93, Mol94]. In formal analogy with the elastic case, the interaction between grain 
and matrix is written as  
     ࢙ሺ�ሻ − � = −ࡸ�∗ : (�ሺ�ሻ −ࡰ)                  (13) 
where ࢙ሺ�ሻ, S, �ሺ�ሻ, D are the deviatoric stresses and plastic strain rates in grain g and 
matrix, respectively, and the tensor ࡸ�∗  (not to be confused with the velocity gradient 
tensor L) depends on the viscoplastic tangent moduli of the matrix,  
      �࢚ = ���ࡰ,                    (14) 
or, in index notation,  
              �௜௝௞௟௧ = ��೔ೕ��ೖ೗.                    (15) 
These tangent moduli appear as tensorial coefficients, if one develops the overall 
stress as a function of plastic strain rate into a Taylor expansion around the applied 
macroscopic plastic strain rate: 
            � = �࢚ሺࡰሻ:ࡰ + �଴ሺࡰሻ.                   (16) 
Most of the implementations of the self-consistent approach to polycrystal plasticity 
make use of a viscoplastic local constitutive law such as given in equation (9), giving 
viscoplastic self-consistent models (VPSC). On the level of the grain-inclusions, the 
tangent approximation for the local constitutive law given in section 2 reads 
     ࢙ሺ�ሻ = �࢚ሺ�ሻ(�ሺ�ሻ): �ሺ�ሻ + ࢙଴ሺ�ሻ                  (17) 
and is used for all grains to update grain and subsequently average matrix strain rates. 
Next to the tangent approximation, a secant approximation  
      � = �࢙ሺࡰሻ:ࡰ.                   (18) 
can be formulated which then allows to write the interaction law with an adjustable 
parameter α where the value α = 1 corresponds to the secant approximation, the case 
α = m to the tangent approximation, α = 0 the static homogenization scheme and the 
case α = ∞ to the Taylor homogenization scheme,  
     ࢙ሺ�ሻ − � = ��࢙ሺࡰሻ: (�ሺ�ሻ −ࡰ).                  (19) 
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The calculations proceed in an iterative manner: one starts with the macroscopic strain 
rate; in the first step the grain strain rates are taken equal to it (Taylor assumption). 
The initial grain stresses are calculated from the single crystal local constitutive law 
and further the average of all grain stresses. Then the above interaction formula is 
used to calculate an updated average and the single crystal constitutive law to 
calculate an updated grain strain rate.  
Among the advantages of the self-consistent models are that tangential and secant 
linearizations of viscoplastic constitutive laws can easily be implemented in analogy 
with the elastic case, that Green functions can be used to efficiently re-formulate the 
problem in terms of a linear system of integral equations and that the homogenization 
scheme can smoothly be fine-tuned with just one adjustable scalar parameter.   
3.2  Topological models  
The past about 15 years are characterized by efforts to incorporate features of the real 
(deformation) microstructure such as, for instance, grain sizes, grain boundary 
alignment and character, and grain neighbourhoods, i.e. topological information, into 
texture modelling. This trend is driven by the availability of both ever higher computing 
power and combined crystallographic and morphological experimental data, namely 
from (FIB-)EBSD. Just like the 1-site statistical models corresponded to the integral 
experimental data with loss of topological information from XRD, the new n-site 
topological models correspond to the massive local experimental data without this loss 
from EBSD. The concept of “texture” is broadening in this context: from only 
crystallographic to crystallographic, morphologic and topologic distributions of 
crystallites.  
3.2.1 CP-FEM models  
Finite element simulations with crystal plasticity (CP) based local material laws allow – 
within the limits of the chosen element types and meshing – the exact solution of the 
governing stress equilibrium and strain compatibility equations. However, the method 
leaves too many degrees of freedom to treat workpieces or samples or representative 
volume elements of polycrystalline materials in reasonable computation times. For 
industrial purposes and in particular for the online simulations aimed at with the present 
priority program, the required computation infrastructure and times are prohibitive. 
However, CP-FEM simulations represent a benchmark for the accuracy of other 
simpler and faster models. An extensive review on the method and its results can be 
found in [Rot2010]. 
3.2.2 CP-FFT models  
The fact that in EBSD measurements the sample surface is probed along a grid of 
regularly spaced points already suggests describing texture and microstructure data 
from such measurements in Fourier rather than in direct space. A method that uses 
the fast Fourier transform (FFT) to derive the linear and non-linear mechanical 
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response of an aggregate of material volume elements arranged in a regular grid thus 
matches very well with EBSD. Such a method has first been proposed to compute the 
response of two-phase composites and later on been applied to the viscoplastic 
[Leb01] and elasto-viscoplastic response of single-phase polycrystals [Leb12]. 
Conceptually, it is similar to the CP-FEM method. The most important difference is that 
in an FEM framework a local solution to the compatibility and equilibrium problem is 
found at each material point, while in an FFT framework a global solution is found for 
a much larger volume with periodic boundary conditions. This latter together with new 
efficient spectral solvers makes CP-FFT models by orders of magnitude faster than 
CP-FEM ones.  
The underlying mechanical principle is “adjusting a compatible strain or strain rate field 
which is linked to an equilibrated stress such that the average of local work or power 
is minimized” [Leb11]. To that end, the local mechanical response of the 
heterogeneous medium is calculated as a convolution between the Green function 
associated with the strain (rate) and stress fields of a homogeneous reference medium 
and a “polarization field” (the term goes back to Eshelby and Kröner). This latter is 
chosen as a product of the difference between the local fluctuating and the global 
constant stiffness or tangent modulus and an estimated strain (rate) field. Similar to 
the self-consistent models, an iterative procedure leads to compatible strains and 
equilibrated stresses. For a periodic microstructure, one can now work in Fourier space 
where the convolution integrals become simple products which significantly speeds up 
the calculations.  
Next to the close match of CP-FFT models with EBSD, they are also particularly suited 
for treating computer-generated periodic microstructures. Therefore, the development 
of virtual microstructure builders coupled with CP-FFT models has become a rapidly 
growing and very promising research domain.  
4  Output of (cold) deformation texture simulations 
The output of deformation texture simulations consists in an updated set of discrete 
orientations, given in terms of, for instance, Euler angles, which can be translated into 
polefigures and ODFs by means of, for instance, the fast harmonic method. These 
updated orientations are calculated from the lattice rotation rates in equation (4).  
For comparisons of experimental and simulated textures, nowadays a quantitative 
comparison has become standard. A commonly used scalar measure for that purpose 
is the texture index ID of the difference orientation distribution function (ODF) between 
the simulated and the measured ODFs fsim(g) and fexp(g), respectively:  �� = ∫ቀ ௦݂௜௠ሺ݃ሻ − �݂௫�ሺ݃ሻቁଶ �݃. 
The texture index can still be normalized by dividing it through the texture index of the 
experimental ODF. Figure 3 shows sections through the ODF for the measured cold 
I.C – Cold Forming 
 
90 
 
rolling texture of an IF steel after 70% thickness reduction and for simulated textures 
according to different models. ALAMEL 2 differs from ALAMEL 1 by starting with flat 
elongated grains and by incorporating {123}<111> slip systems.  
 
Fig. 3:  φ2 = 45° sections through the orientation distribution functions (ODF) of 8 textures from IF 
steel. Above from left to right: measured textures from hot band and after cold rolling up to 
70% reduction, simulated textures according to the Taylor full constraints and the crystal 
plasticity finite element (Bate 1999) method. Below from left to right: simulated textures 
according to the GIA, LAMEL and ALAMEL (two versions, cf. text) models. Lines give 
intensity levels of 1, 1.4, 2, 2.8, 4, 5.6, 8, 11, 16 and 22 an. Figure taken from [Hou05]. 
Table 1 gives the normalized texture indices for the single phase aluminium alloy 
AA1200 after cold rolling to different reductions according to six different models.  
Table 1:  Normalized  texture indices IDN for AA1200 cold rolled to different reductions according to six 
deformation texture models. Data taken from [Hou05].  
Reduction Taylor FC GIA LAMEL ALAMEL VPSC CP-FEM 
40 % 0.208 0.208 0.344 0.189 0.429 0.162 
63 % 0.584 0.355 0.653 0.433 0.824 0.376 
95 % 0.272 0.190 0.183 0.156 0.409 0.215 
Furthermore, from the texture the average Taylor factor and further a plastic potential 
and a texture dependent yield locus can be calculated. As mentioned in section 3.1.2, 
the average Taylor factor can be used to incorporate texture hardening in a 
rudimentary way into a scalar hardening law. Figure 4 gives an idea of the predictive 
capacities of texture and texture-based yield locus modelling for an AA 3103 aluminium 
alloy. The accuracy of the predictions and the speed of the underlying algorithms (in 
particular for Taylor-type and CP-FFT models) have made it possible to integrate them 
into full field simulations base on hierarchical multiscale modelling frameworks such as 
the DAMASK kit developed at MPIE Düsseldorf [Rot12] or the HMS kit developed at 
KU Leuven [Gaw13].     
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Fig. 4:  Measured and calculated σ11-σ22-sections through the yield locus of an AA 3103 aluminium 
alloy. Figure taken from [Hou07]. 
Concerning the upcoming topological models, it has to be emphasized that their 
groundbreaking contribution is not so much in an improvement of global texture 
predictions, but in the topological information that they provide as well: with them, it 
has become possible to predict and to validate microtextures and mechanical 
properties on the scale on which EBSD operates, which is, just as an example, of 
outmost importance for the prediction of recrystallization nucleation.  
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Chapter I.C.2 
Wire Drawing 
Gunter Lehmann, Anja Oswald, Rosita Schmidtchen 
Institute of Metal Forming – imf, TU Bergakademie Freiberg 
Bernhard-von-Cotta-Str. 4, 09596 Freiberg, Germany 
1  General Characteristics 
Drawing is defined as a forming process where the drawn material is pulled by means 
of a longitudinal force through a conical tool under the effect of an indirect pressure 
perpendicular to axis of drawing. It can be used in single or multiple drawing. Thereby 
the material undergoes a reduction in its cross section and is stretched (Figure 1). 
 
Fig. 1:  Geometry drawing and drawing forces for wire drawing without cylindrical guide length 
Drawing is used for metallic materials with a shape of rods, wires and profiles to: 
 generate small cross-sections, 
 realize small tolerances, 
 ensure high surface qualities and to 
 obtain certain material properties 
Typical product geometries are [Hen90]: 
 rods (5 - 130mm) 
 pipes ( 0.4 - 220mm) 
 profiles (typically cross-sections 5 .. 4000mm2) 
 wire (typically   0.005 …40mm) 
o coarse wire > 3.0 mm 
o medium wire  1.0 ... 3.0 mm 
o fine wire  0.05 ... 1.0 mm 
o superfine  0.01 ... 0.05 mm 
o micro-wire  <0.01 mm. 
0 1
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In dependence on the lubrication state, drawing processes are subdivided into dry and 
wet drawing. The influence of tribological conditions was studied e.g. in [Dro98]. For 
hydrodynamic lubrication condition the dependencies of drawing processes were 
specified in [Hei74]. Drawing can be applied to all commercial ferrous and non-ferrous 
metals and their alloys. The drawability substantially depend on the work hardening 
behavior and the forming limit of the used material. Therefore, the technology must be 
adapted regarding a necessary intermediate heat treatment or limitations concerning 
the maximum reduction per pass. Material-and process-related upper limits for the 
speeds of drawing were given in [Hen90]. An overview of drawing technologies and 
the methods for calculation of stress and strain states can be found in [Pom58], 
[Gel60], [ScL73], [HenSpi78], [Hen90], [MEF02].  
For single and multiple drawing different configurations are used. The drum train is 
typically carried out for up to 24 successive drawing steps. Depending on the material 
and desired material properties, an intermediate heat treatment is carried out. Different 
special forms of drawing have been developed to reduce the required drawing forces 
and tool wear or to produce more complex geometries. Semi-hot drawing was studied 
in [UTS13].  
Considerations for wire drawing with rotating drawing die were given in [FB3165]. Here 
is the superimposed rotation to reduce the frictional stress acting in the direction of 
drawing, and thus the required drawing force. The use of ultrasound causes a reduction 
in the drawing force due to cavitation. At the same time, cleaning of the wire surface is 
carried out before entering the Ziehhol. It is connected via the drawing tool or the wet 
drawing directly on the lubricant. By ultrasound, the surface quality and the tool life is 
improved and that reduces the risk of wire breakage. Pressure lubrication by a 
transformation takes place in the field of hydrodynamic lubrication. Here, the direct 
mechanical contact between the tool and wire is largely eliminated, which include a 
rougher surface and low friction clear. Free lengths without drawing tool or profile drag 
have been dealt with in depth in [UTS70] or [UTS60] and [Dro98]. Forming with pre-
stressed dies for the use of high-strength, tension sensitive materials was studied in 
[Hil88]. 
2 Force-, work- and power demand 
Force and power requirements can be calculated by means of elementary plasticity 
theory [Paw00] or limit analysis [Avi85]. Nowadays, the usage of methods like 
hydrodynamic theory of drawing or theory of slip line field is rarer. Numerical methods 
such as FEM, Finite Differences, etc. permit the calculation of forces, local stress and 
strain state at the same time.  
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Characteristic geometric entities for drawing are: 
 Drawing angle  
 Contact length ld 
       tan
10 ddld
  
 Mean diameter dm 
        
2
10 dddm
  
 (cross-sectional) strain  or logarithmic strain  
   ed
d
A
111 2
0
2
1             
1
0
1
0
1 lnln22 A
A
d
d
r   . 
Here A0 and A1 are the cross sections of the wire in the entrance or exit region resp. 
The methods for calculating the drawing force can be generally put into the form  
 ,µfAk
k
KAkF fm
fm
wm
fmz 11 



. 
Here kfm is the average yield strength and Kwm/kfm the specific deformation resistance 
[Hen90]. 
2.1  Drawing forces with and without return - Elementary theory of plasticity and 
barrier method 
The analytical calculation of drawing operations can proceed in two ways: the barriers 
methods for estimating the maximum forces or the disc- (wire, pipes) or strip model 
(flat sections) ([Paw00], [Kre92], [Avi85]). The analytical calculations allow in relation 
to numerical simulations a simpler parameter study, since the functional dependencies 
and the process parameter can be directly obtained. This is usually payed with a loss 
of accuracy due to necessary restrictive assumptions for the considered material 
behavior, tribological properties and geometric simplifications. Table 1 contains a 
selection of equations for the calculation of drawing forces. 
Table 1:  Summary of selected equations to calculate drawing force 
 
author drawing force equations remarks literature 
1 E. Siebel 
fm
G
fm
z
kk




 


  tan
3
2
cossin
1  
fm
G
fm
z
kk




 


 

 3
21  für 1  
shear tension with  
kf/3 
based on: 
[Hen90] 
[Gel60] 
original: 
[Sie32] 
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2 G. Sachs  

 cot2
0
1
cot2
0
11
cot
11 











 
d
d
kd
d
k fm
G
fm
z
 
disc model 
coulomb friction 
parallelepipedical 
strain state after 
TRESCA 
 
normal stress is 
the main normal 
stress 
 
application for 
 4  
[HenSpi78]   
original: 
[Sac27] 
3 Sachs-
Körber-
Eichinger 
)cot1(2
0
1
cot2
0
1 77,01
cot
11
 
 












 
d
d
kd
d
k fm
G
fm
z   extension of the 
equation 1 of 
Sachs to shear 
effects; 
 
correction for 
shear effects 
within the 
entrance and exit 
region 
based on: 
[Hen90] 
original: 
[KöE40] 
4 A. Geleji        


 



77,0
11
11
1
10
1
10
2
1
2
77,0

 

A
AA
A
AA
fm
z
k
 
barrier method 
friction 
shear losses 
ideal forming 
force 
 
without back 
stresses 
[Gel60] 
5 Whitton  


 cot2
0
12
cot2
0
1 167,01
cot
11 





 








 
d
d
kd
d
k fm
G
A
A
fm
z 
 
with 
0
11
A
A
A   and 77,033
4   
 
shear 
components 
extended in 
relation to No.2  
[HenSpi78]   
original: 
[Whi58] 
6 Avitzur 
fm
G
fm
z
kd
L
m
d
d
m
d
df
k

 


 






11
0
2
1
0 2ln)(cotcot
sin3
2ln)(2

 
with 





  212111211
12
11
132
12
12
11
2
sin1cos
1
lnsin1cos1
sin
1)(f
 
where: 1)(lim
0
  f  
derivation using 
barriers method 
with sticking 
friction 
 
[Avi85] 
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7 Davis- 
Dokos 








 








  
 
00
cot2
0
1
0 cot
111
cot
11
fff
z
k
k
k
k
d
d
k
 hardening 
account to 
coefficient k  
[HenSpi78] 
original: 
[DaDo44] 
8 Wistreich   





A
A
fm
z
k 

11
11
22,084,0cot1   
empirically from 
drawing tests 
[HenSpi78] 
original: 
[Wis55] 
9 Kolmo-
gorov- 
Tattersal 
fmsfm
z
kh
vf
k 1
1
23
2 4cot
sin
)( 
 

 

 
fm
G
s
zs
khr
l
r
hr  













 
1
3
0
11
2
1
3
coscot
 with 
hs lubricant film thickness 
 dynamic viscosity of the lubricant in [Ns/m2] 
hydrodynamic 
drawing: 
here with 
 




 11
0ln2
shr
r  
[Hen90] 
original: 
[Kol67], 
[Tat61], 
[Tat62] 
10 Kneschke-
Bandemer 






 


 





  


 ,1111 2
0
2
1
2
0
0
2
0
2
10
2
0
2
1
2
0
2
1
D
DB
D
v
D
DD
D
D
D
D
k fm
z   
with

















 





 




2
0
2
1
2
0
2
1
2
0
2
1
2
0
2
13
2
0
2
1
2
0
2
1 1214
41
41ln
18
,
D
D
D
D
D
D
D
D
D
D
D
DB 




 
with  as coefficient of slippage,  as  dynamic 
viscosity of the material, k0 as static yield stress 
hydrodynamic 
drawing 
 
[Kne71], 
[Web74] 
2.2  Dependencies of the drawing force on process variables 
The drawing force consists of a frictional part and a part originating from the 
deformation. The respective proportion varies with the wire cross-section, the reduction 
per pass, the drawing speed and the friction behavior. Figure 2 shows the proportions 
of friction and shear on the drawing tension based on an upper bound approach given 
by Avitzur [Avi5]. 
A distinction is made for drawing with (Figure 3 b) and without (Figure 3 a) back 
tension. 
For drawing with back tension the tool stress is reduced. Generally; it will be used for 
fine and superfine wires. Since the maximum tensile stress is determined by the tensile 
strength, the back tension is limited by this value. 
For drawing without back tension, the drawing forces are dominated by geometry and 
friction. In this case an optimal drawing angle exists, for which the drawing stress 
reaches a minimum, Figure 3a. 
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Fig: 2:  Effect of friction and shear on the drawing tension based on Avitzur [Avi85] 
 
 
Fig. 3a:  drawing without back tension; influence of 
geometry and deformation based 
on [Hen90] 
    b: parameter dependence of drawing with  
back tension based on [Hen90] 
In Figure 4 the computed data for drawing stresses of the most important calculation 
methods given in Table 1 are compared. 
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Fig. 4:  Evolution of related drawing stresses in wire drawing based on [HenSpi78]: 1 - Siebel, 2 - 
               Sachs; 3 - Körber Eichinger; 4 - Geleji; 5 - Whitton (d0 = 5 mm, d1 = 4.19 mm,  = 5 °,  
                =  0.03, A0 = 19.6 mm2, A1 = 13, 7 mm2,    = 0.087,   = 0.3) 
3  Material flow in wire drawing 
Depending on the drawing angle  the drawing can be divided into three main 
processes (see Figure 5): 
1. smooth drawing ( < cr1) 
2. drawing with dead zones (cr2 < <cr1) 
3. peeling (>cr2) 
 
Fig. 5:  Drawing stress as a function of the drawing angle based on [Avi85] (opt - optimal drawing 
angle, cr1 - critical drawing angle - the beginning of the formation of dead zones; cr2 - start of peeling) 
reduction of cross section A = A/A0 drawing die inclination angle a
in
iti
al
is
ed
dr
aw
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g
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ss
 
z
/k
fm
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In regions with low and medium drawing angle the risk of core cracks exists. Friction 
forces occurring between the tool and the adjacent material hinder the material flow in 
this region. Therefore, a multiaxial stress and strain state occur, while in the core of 
the wire a single-axis (draw-) stress condition can be found. Larger inhomogeneities in 
the strain distribution will be create for large drawing angle (transition range between 
drawing with or without dead zone) and small reductions. There appear chevron-
shaped core cracks (Figure 6), which ultimately lead to fracture. 
  
Fig. 6:  Core cracks - their geometry and the corresponding field of velocity in the drawing hole 
based on [Avi85] 
Avitzur [Avi85] specified the parameter area estimation where core cracks can occur. 
Depending on the reduction (R0 / Rf) and the friction m a conditional equation for the 
critical drawing angle beyond which the core cracks can occur results: 
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A further increase of the drawing angle cr   leads to the formation of dead zones in 
which parts of circulating material between die and the evenly flowing material exist. 
The occurrence of dead zones (Figure 7) can be predicted by the following equation 
[Avi85]: 
    0lncotcotcot
sin
cot
sin3
2ln)()(2 011
1
2
1
2
0
1 

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

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



 


 

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    0lncot12
3
1ln)()(cossin1sin2 0110111212111 










ff R
R
R
Rf  . 
Figure 8 shows the distribution of the degree of deformation over the cross section in 
the final product. 
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1
0
0 ln2 R
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Fig. 7:  Criteria for core cracks, dead zones and optimal drawing angle [Avi85] 
 
 
Fig: 8:  Distribution of the degree of deformation over the cross section in the final product based on 
               [Avi85] (left: inner, right: outer region) 
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4  Optimum drawing angle 
The optimum drawing angle minimizes the drawing force in relation to the required 
reduction, for a given material. With increasing reduction and at small speeds the 
minimum is shifted toward larger drawing angle. Table 2 contains a collection of 
equations for the prediction of the optimum drawing angle, as they arise from the 
drawing force equations of Table 1 with 00 22   zz , . The optimum 
drawing angle can coincide with the critical angle for dead zones and core cracks. 
Therefore, it is always advisable to review these criteria in parallel (see Figure 7). 
Table 2:  Equations for the optimal drawing angle 
 
 Optimal drawing angle Remarks Literature 
1 Wistreich 
1
0
1
10 ln2,187,0
A
A
A
AA
opt    
 [HenSpi78] 
Original: 
[Wis55] 
2 Geleji 













10
10
10
102
2
5,10
AA
AA
AA
AA
opt

  
 [HenSpi78] 
Original: 
[Gel60] 
3 Herrmann 
1
0ln62sin
A
A
opt    
derivation from 
Siebel drawing 
force equation 
(Table 1: No. 5)  
[HenSpi78]
Original: 
[Her52] 
4 Avitzur     0lncot12lncos)(sin1sin2
1
0
3
1
1
02
12
11 

 
D
D
m
D
Df 
opt   
approximation for 
1
0ln
D
D small: 
1
0
2
3 ln
D
D
mopt   
implicit equation 
)(f from 
(Table 1) 
[Avi85] 
5 Kneschke  

,
0
10
0
A
AA
opt Bk
v   
with  as slip coefficient,  as dynamic viscosity 
of the material, k0 as a static yield stress  
hydrodynamic 
drawing, drawn 
material assumed 
as a viscous liquid 
 
 ,
0
1
A
AB
 from 
(Table 1) 
[HenSpi78]
Original: 
[Kne71], 
[Web71], 
[Web74] 
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5  Temperature rise due to dissipation 
More than 90% of the dissipated energy resulting from friction and deformation is 
converted into heat. A part of it is conducted into the tool. This results in an 
inhomogeneous temperature field in the material. The maximum temperature after 
leaving the deformation zone is measured at the surface of the drawn material. The 
distribution of temperature changes parabolically towards the center. 
Various methods have been developed to calculate the temperature [LiMa67], [Rei74], 
[Mül97], [Paw00] for wire drawing. For the disc model, the following dependencies for 
the temperature is to be found in the material: 
 Increase of temperature: 
 

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p
SRid
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WWW       or 
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 p
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p
id
c
k
c
W            with  = 0.9 ... 1.0 (for a heat generation from an ideal  
work of deformation Wid [HenSpi78], [LiMa67]) 
 mean temperature after drawing: 
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 increase of temperature from the disc model (see, [Paw00], [LiMa67]): 
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 and due to the friction between the 
drawing tool and the surface entering heat )/1( 10 DDl
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
 with 10   . 
Furthermore dtez
z
t 
0
22)(   is the Gaussian error integral. 
The temperature rise influences the flow characteristics and the tribology of the 
process. Dies and drawing drums must be cooled. For the steel wire drawing in 8 - 10 
steps an increases in the maximum temperature up to 250 to 300 K can be measured. 
For Materials with low thermal conductivity higher surface temperatures occur. Müller 
[Mül97] reported a calculation of temperature fields for wire drawing arising from 
variable material properties. 
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6  Property development in cold drawing 
Changes in the local microstructure will be affected by the local stress and strain state. 
Due to the axial direction of flow generally an alignment of the crystallites in the 
direction of drawing can be found. The homogeneity of the deformation state affects 
the distribution of the micro-structural properties of the material. A main influencing 
factor is the friction between the die and the surface of the drawn material. Because of 
its excellent formability at high strength, for drawing of steel the fine pearlitic 
microstructure (sorbitol) is preferred. With increasing deformation in pearlitic steels an 
orientation of the pearlite lamellas parallel to the drawing direction take place. At the 
same time a reduction of the lamellar spacing is observed [EmF66], [Tor04], [ZGHL10]. 
Pearlitic structures with lamellas oriented perpendicular to the drawing direction have 
a higher susceptibility to cracking. For this orientation a rotation of the lamellas during 
the deformation is difficult and tensile stress acting perpendicularly to the lamellas. At 
a very high strain, cementite forms fragments and is dissolved, so pure ferritic regions 
arise [LKB97], [DJSC98]. Simultaneously nanocrystalline or amorphous regions occur 
too [Gav03]. The dissolution of the cementite is significantly influenced by the other 
alloying elements. Thus, Ni was identified as a stabilizing and Mn as a destabilizing 
micro-alloying element [Gav03]. After dissolution of cementite higher C concentrations 
in the adjacent ferrite are detectable.  
The pearlite lamellas distance as well as the microstructure, and the resulting hardness 
in superfine wires (e.g. for bonding) is determined by the wire diameter itself. The 
strength of a perlitic structure is the result of solid solution strengthening, the perlite 
lamella distance and the dislocation density [EmF66], [ZGHL11]. In that case the 
dislocation density has to be subdivided into dislocations at the interphase between 
ferrite and cementite and the average dislocation density in the ferrite layers. 
An intermediate heating of steel qualities has to be carried out in a way, that a fine 
perlitic microstructure in high-carbon steel is adjusted e.g. by subsequent patenting to 
reach sorbitol. 
Due to the deformation state develop with increasing deformation and annealing 
temperature in the subsequent heat treatment within the drawing process the alpha 
fiber and {001} <110> component is produced as texture [Zel02] (including in LC 
steels). 
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Fig. 11:  Typical failures in tube hydroforming 
7 Shearing and blanking 
Shearing as a cutting process is defined according to DIN 8588. Shearing does not 
produce chips and is often implemented in sheet forming processes like deep drawing. 
The tools or blades are cross moving while cutting the sheet workpiece (Lange, 1994; 
Groover, 2011). This process can also be called blanking or piercing, however, the 
meaning differs slightly. During blanking, the removed piece is the product. At piercing, 
the remaining part is the workpiece. Technically, the tools and set-up is identically for 
both.  
In Figure 12, the characteristic sheared edge surface is shown. Typically, four regions 
can be distinguished. At the top, the Rollover is caused by the penetration of the punch 
into the material, causing the adjacent sheet material plastically flowing downwards 
with the tool movement. Below the Rollover, the Burnish region shows a smooth 
surface. The fracture zone is relatively rough and is caused by material fracture during 
ongoing punch movement. The Burr, a sharp edge sticking out of the sheet surface is 
cause by material elongation before the separation of the two pieces (Hellwig, 2009).  
Depending on the tool clearance, these features are differently established. Reducing 
rollover and burr as well as increasing the burnish area are aims when choosing the 
clearance. If the clearance is too small, earing can occur, while too large clearances 
create large fracture area and burr (Doege and Behrens, 2007). 
Wrinkling Buckling Necking/ 
tearing 
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Besides Cr and Ni numerous other alloying elements are used in austenitic stainless 
steels, which either stabilize the ferritic phase (e.g., Mo, Ti, Nb, V) or the austenitic 
phase (in particular C, N, Mn). For the sake of a simple assessment of the phase 
composition by means of empirical equations, a Cr equivalent and a Ni equivalent are 
calculated from the concentrations of all ferrite-stabilizing and austenite-stabilizing 
elements, respectively. A survey of all available equations suitable to calculate the 
equivalent values and the corresponding Schaeffler diagrams showing the 
approximate phase compositions can be found in Schoss (2001). The variation in the 
concentrations of the alloying elements allows for a selective adjustment of the phase 
composition and the metastability of austenite. 
2 Martensitic transformation in CrNi steels 
Originally, the term martensitic transformation was used exclusively in the context of 
steels. Today, this term is generally applied to diffusionless phase transformations in 
various materials (e.g., in shape memory alloys). Austenite denotes the high-
temperature phase, while martensite refers to the low-temperature phase (Hosford 
2005). The martensitic transformation can take place thermally induced, stress-
induced and strain-induced. Olson and Cohen (1975) stated that stress-induced 
martensite formation occurs at such nucleation sites, where also thermally induced 
martensite is triggered, though the thermodynamic effect is supported by the external 
stress. In the case of deformation-induced martensite, however, new nucleation sites 
are formed by plastic deformation. Figure 2 summarizes the possibilities of the 
martensite formation as a function of temperature and defines characteristic 
temperatures of martensite formation. Below the Md temperature deformation-induced 
martensite can form, if the stress reaches the required level. Between Ms and Ms,σ a 
martensite formation is possible as a consequence of elastic deformation (stress-
induced) and below Ms thermally induced martensite is possible. From the point of view 
of sheet forming, certainly the deformation-induced martensite formation is most 
important. In this context the austenitic phase is called “metastable“, if a deformation 
at room temperature can lead to a transformation into martensite. 
In metastable austenitic stainless steels the deformation-induced transformation of the 
γ phase (austenite) can lead to α′ martensite (bcc) and/or to İ martensite (hcp). For the 
mechanical properties the α′ martensite is more important, because α′ has a higher 
strength than the austenitic phase at identical chemical composition. During the γ→α′ 
transition a volume expansion takes place, which is reported to be between 2 % and 5 
% in the literature (Angel 1954, Nishiyama 1978, Bowe et al. 1988, Suresh 1998) and 
depends strongly on the carbon content. The İ martensite has a very similar specific 
volume as the austenitic phase, and the mechanical properties are controversially 
discussed in the literature. Nevertheless, it seems to be commonly accepted that the İ 
phase posseses a lower strength than the α′ phase. 
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Fig. 2:  Different ways of martensite formation in metastable austenitic steels  
(after Olson and Cohen 1972) 
3 Formation of martensite nucleation sites 
εany studies performed during the last decades document that the α′ martensite 
preferentially forms at shear bands and points of intersection of shear bands (Venables 
1962, Mangonon and Thomas 1970, Staudhammer et al. 1983, Bracke et al. 2007). 
Figure 3 depicts the α′ martensite formation in an austenitic steel at intersections of 
shear bands in a TEM micrograph. Based on the concept of Bogers and Burgers 
(1964), Olson and Cohen (1972) could show that these intersections provide 
energetically favourable conditions for the formation of α′ martensite. In their model, a 
shear band with a stacking fault on every other plain (corresponding to the lattice 
structure of İ martensite) intersects with a shear band on every third plain (distorted İ 
martensite). At the point of intersection of these two shear bands the correct stacking 
sequence of α′ martensite is present (Fig. 4). A recent molecular dynamic simulation 
confirms this theory (Sinclair and Hoagland 2008). The critical width of a shear band 
for martensite formation lies at 50-70 Å according to a TEM study of Staudhammer et 
al. (1983). This corresponds to a minimum of about 24 stacked atomic layers. 
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With regard to the exact position and properties of the martensite nucleation sites, very 
different experimental observations are reported in the literature. Some authors find α′ 
martensite exclusively at intersections of İ martensite (εangonon and Thomas 1970), 
others in turn find α′ martensite at points of intersection of shear bands or at single 
shear bands (Spencer et al. 2009a, Arpan Das et al. 2008, Lee and Lin 2000). 
Furthermore, martensite formation at grain boundary triple points was observed (Arpan 
Das et al. 2008). Obviously, different forming conditions lead to different preferred 
martensite nucleation sites and different transformation paths. 
In this context, the value of the stacking fault energy ȖSF seems to play a significant 
role. It is commonly accepted that the tendency of austenitic steels to form deformation-
induced martensite depends on the stacking fault energy (Schuman 1975, Olson and 
Cohen 1975). A low stacking fault energy promotes the formation of planar lattice 
defects such as stacking faults, deformation twins or İ martensite. Since these defects 
serve as nucleation sites for the formation of α′ martensite, there is a direct connection 
between the value of ȖSF and the tendency of deformation-induced martensite 
formation. In summary, it can be stated that the different results reported in the 
literature regarding the nucleation site of martensite are mainly a consequence of 
differences in ȖSF of the material study, in the forming temperature and/or forming rate. 
A clear dominance of α′ martensite formation at shear band intersections exists for 
high fractions of deformation-induced martensite. 
 
 
 
 
       
Fig. 3:  TEM micrograph showing α′ martensite 
formation at points of intersection of shear 
bands (Spencer et al. 2004)  
Fig. 4:  Shear bands in a hard sphere 
model. One shear band consists 
of İ martensite, the second 
contains stacking faults at every 
third plain (from Sinclair and 
Hoagland 2008). 
α′ 
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4 Factors affecting the martensite formation 
The formation of martensite during a forming process applied to an austenitic stainless 
steel depends strongly on the chemical composition, the temperature, the strain, the 
strain rate and the stress state. Some of these influences are briefly described in the 
following. 
As mentioned before, the stability of the austenitic phase, i.e., the tendency to form 
deformation-induced martensite, is affected by the value of the stacking fault energy, 
which itself is determined by the chemical composition. This is often expressed by 
empirical equations which connect the Md30 temperature with the concentrations of 
alloying elements. The Md30 temperature is the temperature at which a deformation of 
30 % leads to a martensite content of 50 vol.%. If this temperature lies below room 
temperature, martensite is not formed in a forming process without cooling. Nohara et 
al. (1977) proposed that the Md30 temperature of CrNi steels can be described by the 
following equation: 
 Md30(°C)=551-462·(C+N)-9.2·Si-8.1·Mn-13.7·Cr-29·(Ni+Cu)-18.5·Mo-68·Nb-1.42·(GS-8)  (1) 
GS is the ASTM grain size number. Equation 1 indicates that interstitially dissolved 
elements, such as C and N, are particularly strong austenite stabilizers. Small 
variations in the chemical composition within a sample/part (segregation) can lead to 
an inhomogeneous martensite distribution (Lichtenfeld et al. 2006).  
A reduction of the temperature increases the thermodynamic driving force of the 
martensite formation and, hence, leads to a higher martensite formation rate during 
forming. Moreover, a temperature decrease lowers the stacking fault energy 
supporting also an augmented martensite formation. Austenitic steels are known for a 
low thermal conductivity and a high self-heating as a consequence of the dissipative 
energy of deformation. Therefore, during forming a temperature increase may result 
strongly affecting the martensite formation. 
The increase in the number of martensite nuclei depends on the stress and strain state. 
Murr et al. (1982) showed by means of TEM examinations of uniaxially and biaxially 
deformed specimens that the formation rate of shear band intersections is significantly 
higher under biaxial load. The martensite formation in torsion lies between that of 
uniaxial tension and biaxial tension (Frehn 2004). In compression tests, mostly less 
martensite was found as compared to tensile tests (Patel and Cohen 1953, Powell 
1958, Frehn 2004). This can basically be attributed to the volume expansion which 
accompanies the austenitemartensite transformation.  
In order to understand the effect of strain rate on the martensite formation two aspects 
have to be distinguished: the direct strain rate effect and the indirect one, which results 
from the increasing self-heating during deformation with increasing strain rate. The 
second effect simply is a consequence of the fact that at higher deformation rate the 
time per strain increment available for heat “leakage” is smaller. Consequently, 
samples are heating up and the thermodynamic driving force of the martensite 
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formation is reduced (De et al. 2006, Santacreu et al. 2006, Lichtenfeld et al. 2006). A 
completely separate consideration of both strain rate effects is not possible. However, 
some studies indicate that high strain rates lead to enhanced martensite formation at 
constant temperature (Hecker et al. 1982, Lee and Lin 2000, De et al. 2006). An 
increase of the strain rate manifests itself at first in a more pronounced formation of 
stacking faults and shear bands (Talonen et al. 2005) and subsequently in the 
formation of İ martensite and twins (Ferreira et al. 2004). 
5 Modelling approaches for martensite formation 
The simulation of the forming process and the purposeful control of the martensite 
formation by means of the forming parameters require a martensite formation model 
that takes the factors discussed above, such as strain, chemical composition, 
temperature, and deformation rate, into account. Because of the sensibility to changes 
in the chemical composition, there is always the need to adapt the martensite formation 
model to the specific heat of the material considered. 
Newly proposed models describe the martensite formation mostly in an incremental 
form as dVM/dε, i.e., the differential change of the martensite volume VM with strain ε. 
This allows a simulation of the forming process even if the forming temperature and 
the stress state changes. Many recent approaches to model the martensite formation 
are based on the assumptions and observations of Olson and Cohen (1975) and of 
Tsuta and Cortés (1993). The model of Olson and Cohen (1975) assumes that the 
formation of martensite embryos is directly depending on the number of shear band 
intersections. Shear bands is used here as a general term comprising İ martensite, 
superimposed stacking faults and deformation twins. The number of shear band 
intersections is determined from the shear band volume VSB. The shear band volume 
is calculated from the plastic strain assuming a decreasing shear band formation rate 
dVSB/dε with increasing shear band volume VSB. 
 
  (2) 
The constant α determines the shear band formation rate and depends on the stacking 
fault energy and the strain rate. 
If a shear band has an average volume SBv , the number of shear bands per austenite 
volume unit SBVN  is 
 SBSB
SB
V vVN / . (3) 
Olson and Cohen assume that the number of shear band intersections XVN  per volume 
unit depends on the number of shear bands SBVN  in the following form 
 
nSB
V
X
V NKN )( . (4) 
 SBSB Vd
dV  1
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K denotes a constant that depends on the grain size. The incremental increase of the 
number of martensite embryos MVdN  is determined by the increase of the shear band 
intersections, which transform into a martensite embryo with a probability of p 
 
X
V
M
V dNpdN  . (5) 
If it is now assumed that the average volume of a martensite embryo Mv  is independent 
of the martensite fraction, then the increase of martensite per austenite volume can be 
calculated from the martensite embryo volume Mv  and the change of the number of 
embryos MVdN  
 
M
VM
M
M dNv
V
dV 1 . (6) 
Inserting Eqs. 1-5 into Eq. 6 and integrating the resulting equation leads to 
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M
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The original formulation of the model of Olson and Cohen is not suitable for the 
simulation of non-isothermal forming processes, because α and ȕ are considered to 
be constant during the process. Therefore, the model was further developed by a 
number of authors (Hecker et al. 1982, Stringfellow et al. 1992, Han et al. 2004 and 
Han et al. 2008). 
The advancement of the Olson and Cohen model by Tomita and Iwamoto (1995), 
called TI model in the following, found high acceptance. They took experimental results 
into account which documented an influence of the strain rate on the formation of shear 
bands. As a consequence, the effect of strain rate and temperature on the 
Olson&Cohen parameters α (see Eq. 2) was formulated as 
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Here 321 ,,  are constants, r is a reference strain rate, a is the strain rate in 
austenite, m is a strain rate sensitivity exponent and T is the temperature. 
The approach after Stringfellow et al. (1992) was used in a simplified form in order to 
calculate the martensite formation probability and, hence, the Olson&Cohen parameter 
ȕ. For this purpose, a Gaussian normal distribution was applied in the following form 
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Here η is a geometrical constant, g is the normalized thermodynamic driving force, g0 
and σg are the mean value and the standard deviation of the probability distribution, 
respectively, g1 is a constant and Σ=σii/3 is the triaxiality parameter. The TI model has 
been implemented in FE simulations by various authors (e.g., Garion et al. 2005, 
Hedström et al. 2009) and it has been applied to TRIP steels (Dan et al. 2007). 
The second elementary model, which has already been mentioned before and which 
is used for current research activities, is the model of Tsuta and Cortés (1993). The 
basic assumption consists of a linear correlation between the martensite formation rate 
dVM/dε related to the present austenite volume fraction VA and the formed martensite 
per strain VM/ε. The models of Hänsel (1998) and Springub (2006) are both 
incrementally formulated modifications of the model of Tsuta and Cortés (1993) and 
are also of phenomenological nature. 
6 Effect of martensite on the mechanical properties of austenitic 
stainless steels 
Already in 1954, Angel (1954) found in tensile tests on different austenitic stainless 
steels an unexpected increase of the flow stress which changes proportional to the 
content of martensite. The reason for the stress increase was identified as the higher 
strength of the martensitic phase. The positive effect of the γ→α′ phase transformation 
on the mechanical properties was subject of many investigations in the last decades 
and is often called TRIP effect (TRansformation-Induced Plasticity). The term TRIP 
comprises the numerous effects of the α′ martensite formation on the mechanical 
properties of martensitically transforming steels, which result from the increase of both 
ductility and flow stress (e.g., Lichtenfeld et al. 2006), the higher strength of the 
martensitic phase and the intrinsic shape change of the martensitic transformation 
(shear and volume change, e.g., Han et al. 2004). 
The TRIP effect causes a pronounced ductility increase. The larger fracture strain is 
commonly explained as a consequence of a local martensite formation at sites of high 
plastic deformation impeding necking and retarding fracture (Huang et al 1989).  
The simplest way of an analytical description of the deformation behaviour of 
metastable austenitic stainless steels is to develop a modification of one of the classical 
empirical equations used for the stress-strain relationship. Often the contributions of 
austenite and α′ martensite are simply combined in a summation. The effect of İ 
martensite on the mechanical properties is mostly neglected. 
For example, Hänsel (1998) uses the approach after Hockett-Sherby for the 
description of the flow curve of a phase mixture. It is assumed that the strength of 
martensite leads to a constant strength increase 
'   in the moment of the 
transformation. An additive treatment of the strength contributions leads to 
 MMtot VVV   '   (12) 
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or simplified 
 Mtot V  '  . (13) 
Here,   denotes the flow stress of the γ phase, tot  means the flow stress of the 
phase mixture, and Vγ and VM are the volume fractions of the γ and the α′ phase, 
respectively. 
The use of the Hockett-Sherby hardening law yields the following equation 
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AHS, BHS, m, n, q and '   are constants which need to be adapted to the 
experimental data. 
Tomita and Iwamoto (1995) calculate the flow stresses separately for both phases 
according to 
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Equations 15 and 16 contain ten constants  , 5...1iC , which do not have a direct physical 
meaning and must be fitted to the experimental data. By means of an energy criterion 
these equations are nonlinearly coupled for the calculation of the flow stress of the 
phase mixture. Similar approaches are reported by Onyuna et al. (2004) or Sangal et 
al. (1985). 
More satisfactory from a physical point of view are approaches which calculate the 
mechanical behaviour of metastable austenitic stainless steels by means of the 
microstructural changes occurring during deformation (e.g., changes of the dislocation 
density, grain size, ...). The foundation of these models is the classical relation between 
dislocation density and flow stress 
 
  MGbMK 0 . (17)  
σγ0 denotes the friction stress of the austenite, M is the Taylor orientation factor, G 
denotes the shear modulus, b is the Burgers vector, ρ is the dislocation density and 
αMK is a constant (0.4 for austenitic steels after Bouquerel et al. (2006)). 
The change in the dislocation density resulting from plastic deformation dρ/dε can be 
described after Mecking and Kocks (1981) by the combination of a dislocation 
formation rate and a dislocation annihilation rate (dynamic recovery) according to 
 

 f
bMd
d 
1
. (18) 
Λ denotes the mean free dislocation path and f is a constant. Perlade et al. (2003) use 
the model concept of Mecking and Kocks and assume furthermore that the mean free 
dislocation path is limited by the spacing of the martensite plates (see Fig. 5).  
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The macroscopic flow stress of the phase mixture is calculated in the model of 
Bouquerel et al. (2006) by applying the following role of mixture 
 
'' )())(1( nMnMtot VV    . (23) 
The exponent n′ must be fitted to experimental data as it is also the case for the 
parameters f, k and fα. 
Both last mentioned approaches (Bouquerel 2006 et al. and Perlade et al. 2003) enable 
a microstructural-based assessment of the mechanical properties at a rather small 
number of model parameters as compared to the solely empirical models. Moreover, 
the computational capacity needed is small so that these models are suitable for an 
online control of a forming process. 
7 Fatigue behaviour in the transition regime from high to very-high 
number of cycles to failure 
The engineering term “fatigue limit” describes the stress amplitude, which can be 
endured infinitely often by a material without leading to failure. Since many newer 
results indicate that failure can also occur after very high number of loading cycles, it 
appears very doubtful if a true fatigue limit exists (Mughrabi 2010). Therefore, it seems 
to be more appropriate to distinguish between a HCF (High Cycle Fatigue) fatigue 
strength which is connected to an ultimate number of loading cycles Nult mostly defined 
on the basis of the available test frequency in combination with the acceptable time 
per fatigue test and the VHCF (Very High Cycle Fatigue) fatigue strength which defines 
the stress amplitude below which no failure occurs, if a Nult in the order of 109 is applied. 
The term VHCF fatigue limit should only be used if in the VHCF regime a horizontal 
course of the S-N curve actually exists. 
The stress amplitude of the HCF fatigue strength corresponds for most of the metallic 
materials to a plastic strain amplitude between 10-5 and 10-4 (Klesnil and Lukás 1992). 
Cyclic loading in the VHCF regime is assumed to cause only very localized plastic 
deformation and a global plastic deformation can hardly be monitored (Berger and 
Christ 2011). An interpretation of the HCF and VHCF fatigue strength from a 
microstructural point of view is that though at these stress amplitudes fatigue cracks 
can initiate and these cracks can grow as microstructurally short cracks, they are 
stopped by microstructural obstacles before they can reach a critical length. For the 
HCF fatigue strength this critical length lies in the order of the grain size. 
8 Effect of martensite on the fatigue behaviour of austenitic 
stainless steels 
The martensite formation under cyclic loading is similar to monotonic conditions and 
depends strongly on the specimen temperature, the plastic strain amplitude and the 
number of loading cycles (Krupp et al. 2008, Smaga et al. 2008). Often a threshold 
value of the plastic strain amplitude in the order of 3·10-3 is reported, above which 
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martensite can form (Kaleta and Zicetek 1997, Bayerlein et al. 1989). This threshold 
value seems to depend very sensibly on the chemical composition (i.e., austenite 
stability). At identical cumulative plastic strains higher strain amplitudes lead to 
stronger martensite formation, for which reason Smaga et al. (2008) propose the use 
of the cumulative energy density as a reference parameter for the modelling of the 
martensite formation under cyclic loading conditions. Further model approaches are 
described by Nebel (2002). The α′ martensite which is formed in fatigue tests is often 
inhomogeneously distributed across the specimen cross-section. Stronger martensite 
formation is reported for the surface (Maier et al. 1993, Kalkhof et al. 2004) as well as 
for the centre of the sample (Kalkhof et al. 2004, Nebel 2002).  
The effect of martensite formation on the fatigue behaviour can roughly be attributed 
to three mechanisms. The first mechanism is the effect of the martensite content on 
the cyclic stress-strain response. Many authors have shown that the martensitic 
transformation changes the cyclic deformation behaviour drastically. The high strength 
of the martensitic phase leads to a cyclic hardening and a reduction of ductility (Maier 
et al. 1993, De Backer et al. 2001, Nikitin and Besel 2008, Smaga et al. 2008). The 
volume expansion which accompanies the γ α′ transformation leads to the 
development of a negative mean stress in total-strain-controlled and plastic-strain-
controlled fatigue tests (Maier et al. 1993, Glage et al. 2009).  
The second mechanism concerns the local martensite formation. Pineau and Pelloux 
(1974) could show that the local formation of martensite in the plastic zone ahead of 
the tip of a fatigue crack retards the crack propagation. The reason for this 
phenomenon is most probably the compressive stresses, which result from the 
martensitic transformation, reducing the effective stress intensity factor. This 
mechanism has been confirmed in many studies (see Bowe et al. 1988, Suresh 1998) 
and is called ”transformation-induced crack closure” in textbooks. If the martensite 
formation occurs not only locally at the crack tip, but takes place globally in the sample 
leading to a high martensite fraction, then the crack can grow through the martensite 
and the propagation rate is higher as compared to the one in austenite (Bowe et al. 
1988, Pineau and Pelloux 1974). 
The third mechanism is the direct influence of an established two-phase microstructure 
on the fatigue crack propagation behaviour. Though this aspect has not been 
considered systematically in the literature for metastable austenitic stainless steels, 
investigations have been carried out on duplex stainless steels (Düber 2007). It was 
clearly shown that both the growth mechanisms and the growth rate of 
microstructurally short fatigue cracks changes with the phase surrounding the crack 
tip. 
The effect of martensite on the VHCF properties of austenitic stainless steels will be 
considered in detail in chapter 4b. Since VHCF loading should lead to only local plastic 
deformation, a significant change in the martensite content is not to be expected in the 
VHCF regime. Hence, the deformation-induced martensite results mainly from a 
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predeformation (e.g., introduced during sheet forming). In general, an optimum of the 
VHCF strength can be expected for a certain martensite content, because of the 
conflictive effect of the increase of strength on the one hand and notch sensitivity on 
the other hand. 
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Chapter I.D 
Joining 
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1  Introduction 
Joining is an important manufacturing technique, in which the individual parts, 
components and sub-assemblies are transformed into functional technical systems 
and end products.  
The term “joining” (see DIN 8593) includes a wide range of joining techniques that are 
divided into different groups depending on the mode of action as shown in Figure 1. 
Fig. 1:  The classification of manufacturing techniques (see DIN 8593-0)   
Processes from the groups ”joining by forming“, ”joining by welding“ and ”adhesive 
bonding“ are explained below. [Ame10] 
2  Joining by forming 
Within the forming processes the connection is typically generated by form- and force-
fit. Therefore, the joining partners, for example in clinching, or the auxiliary elements, 
within blind riveting, get permanently formed. Depending on the remaining elastic 
shares of the forming, traction also appears. This transformation requires a certain 
ductility of the material, as high degrees of deformation are achieved. 
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Blind riveting 
Blind riveting is the most common forming process and was patented in 1916. Today 
it is still an important part of aviation industry and mechanical engineering. The auxiliary 
element, consisting of case and rivet thorn, is put into the pre-drilled jointing parts. The 
rivet case is vividly transformed by axial course of the rivet thorn, so that the joining 
partners are force-fitted clamped in axial direction. The rivet case gets expanded 
simultaneously whereby a form-fit within the drilling is produced. The rivet thorn tears 
with a defined strength at the intended break section, so a supernatant does not occur. 
[Hah 13] 
Self-piercing riveting 
Self-piercing riveting describes a forming technique, in which a non-pre-drilled auxiliary 
element is driven into the joining partners and the surplus material is punched out. In 
principle two kinds of rivets are subdivided: semi-tubular self-piercing rivets, which take 
up the slug, punched out from the setting-head-sided joining partner and also deform 
plastically during the process, and solid self-piercing rivets, which usually are not 
deformed plastically during the process and with those a slug must be exhausted 
during the process. For the setting process tools such as punch, die and blank holder 
are needed, so that a bilateral accessibility to the joint is always required. 
In the semi-tubular self-piercing riveting the rivet is expanded during the punching of 
the punch-sided metal sheet. In the following compressing process the die-sided metal 
sheet is pressed behind the rivet, so that it causes an undercut formation. The latter 
requires a certain ductility of the material. To insure the forming of the rivet, the material 
and punch-sided joining material are exposed to certain borders of strength or plate 
thickness. [Sch 10] 
On the other side the solid self-piercing riveting is suitable for punch-sided highest 
strength materials, as a hardened rivet is used and the undercut formation takes place 
through embossing the die-sided metal sheet into the annular groove instead of 
forming the rivet itself. A minimum of ductility is necessary to fill the annular groove 
while the punch-sided material can show extremely high strengths, like those of press-
hardened steel of the type 22MnB5. Thereby the pierce rivet can exhibit several 
annular grooves. [Hah 12] 
Clinching 
In contradiction to the yet described processes the clinching does not need any 
auxiliary elements. In general, it bases on a forming of the joining partners into each 
other. The joining process, the cutting units, the tool geometry and the resulting clinch 
geometry differ depending on the combination of material. In addition, a distinction 
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must be made between one-stage and two-stage processes, with or without cutting 
units as well as between processes of rigid dies and divided dies. [Hah 11] 
Generally, in this process the metal sheets to be joined are stamped by the punch into 
the die under plastic deformation, similar to the deep-drawing. A special designed die 
results a push-button-like form, which connects the sheets in form- and force-fit. 
Clinching without cutting units shapes both sheets instead of separating them. 
Therefore, in cut-clinching only the punch-sided sheet gets formed whereas the die-
sided one is punched out, similar to the pierce riveting. 
Flow drilling and thread-forming tapping bolting 
Flow drilling and thread-forming tapping bolting is a variation of direct bolting to join 
thin-walled metal sheet components. In direct bolting the connection is made by a 
process combining forming and bolting without pre-drill, so that access is only needed 
from one side. A distinction is made between flow drilling screws (fds) and cold forming 
screws (cfs). With the fds the passage is made by means of the frictional heat (yielding 
of the material), whereas with the cfs the draft and the thread are cold formed.  
The flow drilling and thread forming bolting represents an economic connection 
technology for thin-walled sheet-profile structures, however it achieves its method 
boundaries at adhered strength of Rm ≈ 800 MPa. [Küt 03] 
Tack-setting 
The tack-setting, also known as high-speed joining, is a technique in which a profiled, 
nail formed bolt is pushed into the joining partner with a speed of 20 to 40 m[s so that 
a form- and force-fitted connection follows. Therefore effects of inertia, the strain rate 
dependence of certain material as well as local temperature increase due to the 
thermal conversion of the forming process. The method requires a one-sided 
accessibility and a certain bending stiffness of the joint. Furthermore tack-setting does 
not need much effort in terms of component preparation and position, as it takes place 
without pre-drilling the joint. It is characteristic that the supernatant of the bolt appears 
on the side facing away from the tool as well as the use in closed profiles. Punch 
nailing, a variation of the tack-setting, can be used for very brittle material or those of 
highest strength. The nail itself is not pointed but flattened, so while joining a slug is 
separated from the brittle material whose removal must be considered. [Dre 09, Wie 
10] 
3  Joining by welding 
The terms of the manufacturing techniques by welding processes are defined in DIN 
EN 14610 for metal welding. In thermal processes the joint is made by material bond. 
Therefore, the joining partners are melted on selected points or in lines using energy 
supply. Connected with an auxiliary element, for example a weld rivet, different 
materials can be joined. In this process the welding of only one material is necessary, 
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so that for example a fibre composite plastic can be joined with steel. In the following 
thermal joining processes are introduced, in which the welding spot is caused by 
conductive warming of the joint. 
Resistance spot welding 
The resistance spot welding is a well-known thermal joining technique and features 
high efficiency. Therefore, the materials to be joined get pressed punctual with a 
welding gun and get impinged with electric current. By the resistance of the joining 
partners and because of the contact resistances, a warming up to the molten phase 
arises. It forms a welding lens, which loins the partners through material bonding. The 
shaping of the welding lens and of the heat affected zone is decisive for the mechanical 
characteristics of the joint. In general, this process joins materials of the same kind, for 
example two steels. Admittedly the focus in research and development lies on the 
joining of different materials through conventional resistance spot welding, however a 
mass production solution has not been found yet. [Spi 05, Tro 12] 
Resistance spot element welding 
The resistance spot element welding and the friction element welding unite thermal 
and mechanical joining techniques and therefore show the potential to structural join 
different kinds of material. Here the joints consist of combinations of form- and force-
fit respectively material bond. The basic principle is to eliminate the incompatibility of 
the dissimilar materials by using an extra element. This element uses the one material 
to join with the other by heat. In resistance spot element welding this heat input occurs 
during a spot welding process, whereas the friction element welding uses frictional 
heat. This allows not only the joining of material combinations like steel and aluminium, 
but also combinations of metal and thermoplastics and fibre-reinforced plastics. [Mes 
12, Sül 13] 
Non-Vacuum Electron Beam Welding  
Electrons can be accelerated and formed into beams by strong electric fields for a 
multitude of uses. One important application of this type of high-power beam is electron 
beam welding (EBW). As electron beams have to be formed in high vacuum for several 
reasons, the welding process is usually also done in vacuum. Non-vacuum electron 
beam welding (NVEBW) is a type of electron beam welding process in which the beam 
is also produced in a high vacuum but the welding is performed in air. The electron 
beam is passed through a series of pressure stages with increasing levels of pressure 
until it is finally transferred into the atmosphere and is made available for a welding 
process under atmospheric conditions. Thus, the need to transfer the workpiece to a 
vacuum chamber is eliminated for NVEBW. 
The atmospheric conditions influence the electron beam during welding. The major 
influence is the electron beam's scattering due to the elastic impact with atmospheric 
atoms and molecules (figure 2). This results in important properties for NVEBW. Owing 
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to the electron beam's broadening, the energy density in the beam drops, by which the 
achievable welding depth is reduced in comparison to electron beam welding in 
vacuum. Despite this, the process can still offer a very high power density of more than 
1 MW/cm² at beam diameters of 1-2 mm [HAS13]. At these power levels, the deep 
penetration effect can be utilized, allowing welding depths of up to 28 mm [HAS13-2]. 
The beam broadening makes the stand-off distance or working distance an important 
parameter for the adjustment of the welding process to an intended task. The other 
two major parameters are welding speed and beam current. A further effect of the 
electron beam's broadening is that large process tolerances can generally be accepted 
for NVEBW, more so than for comparable in-vacuum EBW or atmospheric laser-beam 
welding [POW07]. 
The efficiency of energy conversion from the electron beam to heat is nearly 
independent of the type of material or its surface properties (e.g. polished, blasted) and 
often reaches values of more than 90% [DIN07]. The high power and high power 
density leads to very fast welding speeds, often in excess of 10 m/min, which renders 
NVEBW a high productivity process. Limiting factors for the welding speed are: 
Available beam power, movement speed of the handling system, and fluid-dynamic 
effects in the weld pool. 
Weld pool dynamics can limit the welding speed by the onset of adverse weld bead 
shaping, such as undercutting or humping bead formation. Undercutting is the 
reduction of the height of the fused cross-section near the edges of the weld bead. 
Humping is the formation of globular or wave-like aggregations on the surface of the 
weld bead. Both are a result of surface tension gradients of the weld pool in 
combination with its general shape or length. Increasing the welding speed for a given 
penetration depth will results in a prolonged shape which gives rise to these dynamic 
effects, similar to the breakup of fluid streams into individual droplets. 
4  Joining by adhesive bonding 
The techniques presented so far (except NVEBW) initiate the transmitted charges 
punctual into the joined components. To achieve a high material utilisation and 
therefore exhaust the potential of lightweight construction a flat application of loads is 
needed. 
Adhesive bonding according to DIN 8593 is defined as a joining technique taking 
similar or unsimilar materials by utilizing a non-metal filler material (the adhesive). It 
bases on an adhesion between the surface of the adherend and the adhesive as well 
as an inner strength of the adhesive (cohesion). The adhesive bonding generally 
presents a surface formed joining technique, whereas the sufficient adherend and its 
preparation are requested. 
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Fig. 2:  The electron beam in atmosphere.Due to scattering of the electron with the atmospheric atoms 
and molecules the beam is widened during its passage through air. The working distance for 
NVEBW is usually chosen between 10 to 30 mm beneath the exit orifice of the pressure stage 
system. 
The adhesive bonding solves a wide range of joining applications, from high-strength; 
stiff structural adhesives with low elongation at break up to viscoplastic adhesives with 
few strength and stiffness. In addition adhesives are used for filling and installation. 
Therefore adhesive bonding has become a joining technique with high potential of 
innovation in coping complex tasks for joining techniques. In the future of body 
construction, established conventional methods like riveting or welding, will be 
combined with or completely replaced by adhesive bonding. [Kel 12] As a structural 
joining technique, for example in CFRP strengthened steel components for body work, 
adhesive bonding presents a reasonable, mass-produce suitable solution. [Rau 12, Eic 
12] 
Joining techniques which combine mechanical and adhesive bonding methods are 
known as hybrid joining. 
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Chapter II.A 
Model Reduction 
Nataliya Togobytska1, Dietmar Hömberg1, Jens Seidel2, Oliver G. Ernst2 
1 Weierstrass Institute for Applied Analysis and Stochastics (WIAS) 
Mohrenstr. 39, 10117 Berlin, Germany 
2 Chair of Numerical Mathematics, TU Chemnitz 
09107 Chemnitz, Germany 
1 Introduction 
Model order reduction is a technique to reduce the computational complexity and 
computational time of large-scale dynamical systems by approximations of much lower 
dimension that can produce nearly the same input/output response characteristics. In 
this work we introduce two important model reduction methods, the Proper Orthogonal 
Decomposition (POD) and the Discrete Empirical Interpolation Method (DEIM). 
Proper orthogonal decomposition is a powerful technique for model reduction of both 
linear and nonlinear systems. It was successfully used in a variety of fields including 
fluid dynamics and coherent structures (see e.g. (Berkooz, Holmes, & Lumley, 1996), 
(Sirovich, 1987)), in control theory (see e.g. (Hömberg & Volkwein, 2003), (Atwell & 
King, 2001), (Ly & Tran, 2001)) and inverse problems (see (Banks, Joyner, Winchesky, 
& Winfree, 2000)). In Section 2 we describe the general idea of the POD and its 
application to the partial differential equations (PDE), in particular to the semilinear 
heat equation. For the detailed description of the POD method we refer to (Volkwein, 
Proper Orthogonal Decomposition: Applications in Optimization and Control), (Kunisch 
& Volkwein, 2001). 
The DEIM (Chaturantabut & Sorensen, 2010), derived from a continuous counterpart 
first proposed in (Barrault, Maday, Nguyen, & Patera, 2004), is a technique for 
reducing the complexity of evaluating nonlinear terms in a reduced model obtained via 
POD. Applications to chemical reactions, neuron modeling and integrated circuits 
exist (Buffoni & Willcox, 2010), (Hinze & Kunkel, Hinze, Kunkel 2012 – Discrete 
empirical interpolation in POD, 2012), (Hinze, Kunkel, Steinbrecher, & Stykel, 2012). 
We provide a short description of this method in Section 4 and present some 
applications to cold rolling problems. 
2 The proper orthogonal decomposition method 
We consider a semilinear heat equation ��ሺ�, ݐሻ − ȟ�ሺ�, ݐሻ = ݂ሺ�, ݐ, �ሻ        i�  Ω × ሺͲ, �ሻ,                                 ሺ1aሻ− ߲�߲� ሺ�, ݐሻ = ݃ሺ�, ݐ, �ሻ o� Ȟ × ሺͲ, �ሻ, ሺ1bሻ�ሺ�, Ͳሻ = �଴  i�  Ω. ሺ1cሻ 
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The idea of the POD method consists in using a priori known information on the 
solution � of the PDE, for example snapshots �௝ = �ሺݐ௝ሻ, to determine a set of functions 
which are the eigenfunctions of a Hilbert-Schmidt operator. This basis can be used to 
solve the PDE with a smaller amount of computations. 
We suppose that � is a solution to (1). For given ݊ א ℕ let Ͳ = ݐ଴ < ݐଵ < ڮ < ݐ௡ = � be 
a given snapshot grid in [Ͳ, �] and let �௝ = �ሺݐ௝ሻ denote the approximations for � at time 
instance ݐ௝, ݆ = Ͳ,… , ݊. We set � = spa�{�଴, … , �௡}. We refer to � as the ensemble 
consisting of the snapshots {�௝}௝=଴௡ , at least one of which is assumed to be nonzero. 
Let {߰௜}௜=ଵ�  denote an orthonormal basis of � with ݀ = di� �. Then each member of 
the ensemble can be expressed as 
 �௝ =∑(�௝ , ߰௜)�߰௜ for ݆ = Ͳ, … , ݊.�௜=ଵ   (2)  
Throughout this section we denote by � the space ܮଶሺΩሻ endowed with a common 
inner product. The method of proper orthogonal decomposition consists in choosing 
the orthogonal basis such that for every ݈ א {ͳ, … , ݀} the mean square error between 
elements �௝, Ͳ ൑ ݆ ൑ ݊, and corresponding ݈-th partial sum of (2) is minimized on 
average: 
 �i�{�೔}೔=భ೗ ∑ ௝߱ ‖�௝ −∑(�௝ , ߰௜)�߰௜௟௜=ଵ ‖�
ଶ௡
௝=଴   (3) 
 subject to (߰௜, ߰௝)� = ߜ௜௝ for ͳ ൑ ݅, ݆ ൑ ݈.  
Here ௝߱ are positive weights, which for our purposes are chosen to be ߱଴ = ݐଵ/ʹ, ߱௡ =ሺ� − ݐ௡−ଵሻ/ʹ and ௝߱ = (ݐ௝+ଵ − ݐ௝−ଵ)/ʹ otherwise. A solution for {߰௜}௜=ଵ௟  to (3) is called a 
POD basis of rank ݈. Using a Lagrangian framework the solution of (3) is characterized 
by the following optimality conditions (Volkwein, Optimal control of a phase-field model 
using the proper orthogonal decomposition, 2001): Ը߰ = �߰, 
where Ը:� → � is given by Ը� =∑߱௜ሺ�, �௜ሻ��௜௡௜=଴  
for � א �. 
Note that Ը is a linear, bounded, compact, self-adjoint and nonnegative operator. By 
Hilbert-Schmidt theory (see e.g. (Reed & Simon, 1980, p. 203)) there exists an 
orthonormal basis for � and a sequence {�௜}௜=ଵ�  of nonnegative real numbers so that Ը߰௜ = �௜߰௜ , �ଵ ൒ ڮ ൒ �� > Ͳ a�d �௜ = Ͳ for ݅ > ݀. 
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Note that Ը and thus {�௜}௜ as well as {߰௜}௜ depend on ݊. The sequence {߰௜}௜=ଵ௟  solves 
the optimization problem (3). This fact and the following error formula were proved 
in (Berkooz, Holmes, & Lumley, 1996), for example. 
Proposition. Let λଵ ൒ ڮ ൒ λd > Ͳ denote the positive eigenvalues of Ը and ɗଵ, … , ɗd א X the associated orthonormal eigenvectors. Then {ɗ୧}୧=ଵ୪  is a POD basis of 
rank l ൑ d, and we have the error formula ∑ɘ୨ ‖θ୨ −∑(θ୨, ɗ୧)Xɗ୧୪୧=ଵ ‖X
ଶ୬
୨=଴ = ∑ λ୧d୧=୪+ଵ . 
Remark. The POD basis can be computed as follows: First solve the finite-dimensional 
eigenvalue problem 
 ��୧ = λ୧�୧  for  i = ͳ,… , l, (4) 
where the positive semidefinite matrix � has the elements K୧୨ = √ɘ୧ɘ୨(θ୧, θ୨)X, Ͳ ൑i, j ൑ �, the nonnegative eigenvalues satisfy λଵ ൒ ڮ ൒ λd > Ͳ and the eigenvectors �୧ 
are orthonormal, i.e., (�୧, �୨)X = δ୧୨.Then for l ൑ d we find ɗ୧ = ͳ√λ୧∑√ɘ୨z୧୨θ୨ for  i = ͳ,… , l୬୨=଴ . 
Here z୧୨ denotes the j-th component of the vector �୧. 
For the application of POD to concrete problems the choice of ݈ is certainly of central 
importance. It appears that no general a priori rules are available. Rather the choice 
of ݈ is based on heuristic considerations combined with observing the ratio of the 
modeled to the total energy contained in the system �, which is expressed 
by (Volkwein, Proper Orthogonal Decomposition: Applications in Optimization and 
Control): ߝሺ݈ሻ =∑�௜௟௜=ଵ ∑�௜�௜=ଵ⁄ . 
If the POD basis {߰௜}௜=ଵ௟  is computed, the associated POD Galerkin approximation 
of (1) can be derived. We define the subspace spanned by the first ݈ POD basis 
functions as �௟ = spa�{߰ଵ, … , ߰௟}. The function �௟ሺݐሻ =∑ܿ௜௟߰௜ א �௟௟௜=ଵ , ݐ א [Ͳ, �] 
is called an approximation for the weak solution � to (1) provided 
 
ddݐ ሺ�௟ሺݐሻ, ߰௜ሻ௅మሺΩሻ + ሺ׏�௟ሺݐሻ, ߘ߰௜ሻ௅మሺΩሻ+ ሺ݃ሺ⋅, ݐ, �௟ሺݐሻሻ, ߰௜ሻ௅మሺ�ሻ = ሺ݂ሺ⋅, ݐ, �௟ሺݐሻሻ, ߰௜ሻ௅మሺΩሻ            ሺ�௟ሺͲሻ, ߰௜ሻ௅మሺΩሻ = ሺ�଴, ߰௜ሻ௅మሺΩሻ  (5) 
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for ͳ ൑ ݈ ൑ ݀, ݅ = ͳ,… , ݈ and ݐ א ሺͲ, �]. Note that (5) yields an ݈ -dimensional initial value 
problem. In the case of a FE Galerkin approximation the resulting system of ordinary 
differential equations has dimension ܰ (number of finite element functions). One of the 
strength of POD approximations is that in applications ݈ is often very small, i.e., ݈ ا ܰ. 
For that reason, the reduced-order modeling leads to a so called low-dimensional 
model for (1). 
3 Optimal control of the cooling line using POD 
We apply the POD method to an optimal control problem for setting the desired 
temperature distribution in the steel slab in the cooling line of the hot rolling mill. An 
optimal control of the cooling line for the production of hot rolled dual phase steel is 
discussed in (Bleck, Hömberg, Prahl, Suwanpinij, & Togobytska). Here we consider a 
control problem to compute an optimal amount of water in the cooling line to achieve 
a desired temperature distribution in the slab after the cooling, at the end-time �. As 
in (Bleck, Hömberg, Prahl, Suwanpinij, & Togobytska), we write down the governing 
equation for the temperature distribution in the 2D cross section of the steel slab during 
cooling: �ܿ ߲�߲ݐ − ݇ȟ� = Ͳ   i�  Ω × ሺͲ, �ሻ,                    ሺ6aሻ−݇ ߲�߲� = ݁−(ଵ.ସ8−଴.ଶ8�మ)ሺ��−଴.8ሻమ ×× ቀ ݒͲ.Ͳͷቁ−଴.଺ଷ ቀ ݑͳͲͲቁ଴.ସହ ሺ� − �waterሻ o� Ȟଵ × ሺͲ, �ሻ, ሺ6bሻ−݇ ߲�߲� = Ͳ o� Ȟଶ × ሺͲ, �ሻ, ሺ6cሻ�ሺ�, Ͳሻ = �଴ i� Ω, ሺ6dሻ
 
where ݇ is the thermal conductivity, ܿ the specific heat, � the density, and �water the 
temperature of the coolant. Here, ݑ and ݒ in (6b) denote an amount of water in the 
cooling line and the strip speed on the run out table of the hot rolling mill, respectively. 
At this point, we mention that the process parameters, like the strip speed ݒ and the 
amount of water ݑ, should be adjusted before the cooling process and are considered 
to be constant. 
Thus, our aim is to compute an optimal constant amount of water ݑ to achieve a 
desired temperature distribution at the end-time �. To this end, we consider a control 
problem �i� �ሺ�, ݑሻ (CP) with �ሺ�, ݑሻ = ͳʹ∫ (�ሺ�, �ሻ − ��ሺ�ሻ)ଶd�Ω + ͳʹߙݑଶ 
such that ሺ�, ݑሻ satisfies the state system (6a)–(6d) and the control constraint ݑ௔ ൑ ݑ ൑ݑ௕, where ��ሺ�ሻ is the desired final temperature distribution. The last regularizing term 
in the cost functional �ሺ�, ݑሻ penalizes high costs for the cooling. 
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In the following, we present a model reduction approach based on the POD method 
for the control problem (CP). First, we derive a POD Galerkin approximation and 
describe a reduced-order modeling for the state system (6a)–(6d) and finally we 
compute the suboptimal controls using POD basis. 
We solve the above-mentioned control problem for the steel sample with a cross-
section of Ω = [−Ͷ,Ͷ] × [−Ͳ.ͷ,Ͳ.ͷ] and the fixed strip speed ݒ in the cooling line of Ͳ.ͺͷ m/s, end-time of cooling � = ͳ s. 
3.1 A POD Galerkin approximation for the state equation 
In order to implement the POD method described in Section 2 we need the snapshots. 
We compute the FE solution of the state equation (6) for ݑ = ͳͲͲ l/min. For the finite 
element matrices the MATLAB PDE-toolbox is utilized. The number of the FE nodes is ܰ = ͷͺʹͷ. For the time grid we take ݐ௜ = ݅ȟݐ with ȟݐ = Ͳ.Ͳͳ, so that the number of time 
steps is 100. Then we generate the snapshot ensemble � = spa�{�଴, �ଵ଴, �ଶ଴, … , �ଵ଴଴}. 
Choosing � = ܮଶሺΩሻ and ݈ = Ͷ we solve the eigenvalue problem (4) by utilizing the 
MATLAB routine eigs and obtain the POD basis functions, which are depicted in Fig. 1. 
 
Fig. 1:  POD basis functions 
In order to derive the reduced order model for (5) we take the first 3 POD basis 
functions, i.e., ݈ = ͵ with ߝሺ݈ሻ = Ͳ.ͻͻͻ. In this case the accuracy of the reduced order 
model is sufficiently high. The relative error is 
r݂el = ‖� − �௟‖௅మሺΩሻ‖�‖௅మሺΩሻ ⋅ ͳͲͲ % = Ͳ.Ͳͳ͸ % 
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where � is a FE solution of equation (6) and �௟ is a solution of the corresponding 
reduced-order model. The discrete solution for the temperature at the terminal time ݐ =� is plotted in Fig. 2. 
3.2 Suboptimal control 
3.2.1 Available methods 
A standard discretization of the optimal control problem (CP) may lead to a large-scale 
optimization problem which requires a high computation time and may not be solvable 
under real-time requirements. An alternative approach is to find a suboptimal solution 
utilizing a reduced-order method like the POD. The associated suboptimal control 
problem is obtained by replacing the state system (6) by the reduced-order model. An 
overview for the model reduction methods, used for the PDE constrained optimization 
problems can be found for instance in (Sachs & Volkwein, 2010). For the numerical 
solution of the control problem (CP) an adaptive optimization algorithm can be used, 
which is well tested for optimal control problems, in particular for nonlinear boundary 
control of the heat equation, see (Hömberg & Volkwein, 2003), (Diwoky & Volkwein, 
2001). 
It successfully updates the snapshot samples on which the POD surrogate model is to 
be based upon. Starting from a reduced order model, the suboptimal control is used to 
find an updated POD basis. This provides the basis for a new reduced-order 
approximation of (6) and the new suboptimal control is computed. The algorithm is 
stopped if subsequent suboptimal controls differ less than a given tolerance (Sachs & 
Volkwein, 2010).  
Quite recently, the POD a posteriori error estimates for linear-quadratic optimal control 
problems have been discussed in the work of Tröltzsch and Volkwein (Tröltzsch & 
Volkwein, 2009). It is deduced how far the suboptimal control, computed on the basis 
of the POD model, is from the (unknown) exact one. Based on the a posteriori error 
estimates, the accuracy of the reduced order model can be improved by including more 
POD basis functions in the Galerkin ansatz. This approach compensates the lack of 
a priori error estimates for the POD method. 
 
 
Fig. 2: FE solution at the end time � = ͳ s (left) and POD solution at the end time � = ͳ s (right) 
II.A – Model Reduktion 
 
153 
 
3.2.2 Numerical implementation 
First, we solve the control problem (CP) with �� = ͹ͺͲ °C and ݑ௔ = Ͳ l/min, ݑ௕ =ͳͲͲͲ l/min numerically using MATLAB Optimization Toolbox. The optimal amount of 
water is ݑ∗ = ͸͸͹ l/min. The needed CPU time is ͳͲͲ͹ s. In order to reduce the 
computation time, we compute a suboptimal solution utilizing a POD method.  
We proceed as follows: We fix a reference control ݑ = ͳͲͲ l/min and compute the 
reduced-order model for the state equations (6) utilizing the POD basis functions as 
described in the previous section. In contrast to the adaptive optimization algorithm 
described above, the POD basis will be fixed during the numerical algorithm. Further, 
we minimize the functional �ሺ�௟, ݑሻ = ͳʹ∫ ቀ�௟ሺ�, �ሻ − ��ሺ�ሻቁଶd�Ω + ͳʹߙݑଶ 
such that ሺ�௟, ݑሻ satisfies the reduced state system and control constraints.  
The optimization procedure provides the optimal solution ݑ∗ = ͸͸Ͷ l/min. The elapsed 
CPU time for the solution of the reduced control problem is ͳʹͲ s. Hence, the reduction 
of the computation time obtained by the applying of the reduced-order approach for 
the control problem (CP) is of the factor ͺ.Ͷ. 
4 The discrete empirical interpolation method 
We consider the generic form of an evolution equation such as (1) discretized in space 
using finite elements yielding a state space of dimension ܰ: ��̇ሺݐሻ = ��ሺݐሻ + �(ݐ, �ሺݐሻ). 
The reduced order model obtained by applying POD with a subspace of dimension ݈ 
with an orthonormal basis contained in the columns of the ܰ × ݈ matrix ࢂ௟ (cf. (5)) has 
the form ࢂ௟��ࢂ௟⏟    ௟×௟ �̇௟ሺݐሻ = ࢂ௟��ࢂ௟⏟  ௟×௟ �௟ሺݐሻ + ࢂ௟�⏟௟×ே�(ݐ, ࢂ௟�௟ሺݐሻ)⏟        ே×ଵ . 
Here the state � is represented by a much smaller vector �௟ א Թ௟ ሺ݈ ا ܰሻ so that � ≈ࢂ௟�௟ holds. The linear term �� in the state equation is transformed to ࢂ௟��ࢂ௟�௟ where �௟ ≔ ࢂ௟��ࢂ௟ א Թ௟×௟ can be pre-computed in an offline-phase. In contrast to the large 
original matrix �, the smaller reduced matrix �௟ is, in general, densely populated. 
Solving the reduced system of ODEs requires the evaluation of its right-hand side, 
which can be achieved in �ሺ݈ଶሻ operations for the linear term. By contrast, the nonlinear 
term first requires mapping the reduced state vector �௟ to the full state ࢂ௟�௟, evaluating 
the nonlinearity �ሺݐ, ࢂ௟�௟ሺݐሻሻ and applying ࢂ௟� to the result. The evaluation of the 
nonlinearity thus results in �ሺܰሻ complexity, despite using a reduced order model of 
dimension ݈ ا ܰ. The discrete empirical interpolation method (DEIM) (Chaturantabut 
& Sorensen, 2010) offers a way to remove this dependence on ܰ by also using a 
subspace approximation of the nonlinearity �. 
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4.1 The DEIM algorithm 
For a nonlinear term described by a function �:Թே → Թெ with ܯ ب ͳ (typically ܯ = ܰ) 
the idea of DEIM is to approximate �ሺ�ሻ ≈ ࢁ�ሺ�ሻ with a matrix ࢁ of size ܯ ×݉, ݉ اܯ, where � is a coefficient vector of length ݉ that depends on �. In general, it is not 
possible to determine the coefficient vector � = �ሺ�ሻ to satisfy �ሺ�ሻ = ࢁ�ሺ�ሻ, as this is 
an overdetermined system. Instead, we require equality only for a set of row indices ݅ଵ 
to ݅௠: �௜ೕሺ�ሻ = �௜ೕ� �ሺ�ሻ, ݆ = ͳ,… ,݉. 
Here �௜ሺ�ሻ denotes the ݅-th component of �ሺ�ሻ and �௜� the ݅-th row of ࢁ. Assuming the ݉ ×݉ matrix ࢁ[࢏] = [�௜భ�ڭ�௜೘� ] א Թ௠×௠ 
is nonsingular this restricted system can be solved for �: �ሺ�ሻ = ࢁ[࢏]−ଵ�[࢏]ሺ�ሻ, ࢏ = [݅ଵ, … , ݅௠]. 
Given snapshots {�௝}௝=ଵ௡ of the state vector �, we denote the corresponding snapshots 
of the nonlinearity by �௝ ∶= �(�௝). A natural requirement is to choose ࢁ and [࢏] such 
that all �௝ are approximated well by �௝ ≈ ࢁ�௝ ≔  ࢁࢁ[࢏]−ଵ�[࢏](�௝). The matrix ࢁ is 
determined in a similar fashion to the POD basis as the dominant left singular vectors 
of the nonlinear snapshot matrix [�ଵ, … , �௡] or, equivalently, the dominant eigenvectors 
of [�ଵ, … , �௡][�ଵ, … , �௡]�. 
Denoting the first ݉ ا ܯ dominant left singular vectors by �ଵ, … , �௠, the index vector ࢏ 
is determined using the DEIM algorithm given below: 
INPUT: �ଵ, … , �௠ א Թெ 
OUTPUT:
 ࢏ = [݅ଵ, … , ݅௠] 
• ݅ଵ ≔ arg �ax{|�ଵ|}, ࢁ ≔ [�ଵ], ࢏ ≔ [݅ଵ] 
• for ݆ ≔ ʹ to ݉ 
– � ≔ �࢐ 
– Solve ࢁ[࢏]� = �[࢏] for � 
– � ≔ � − ࢁ� 
– ௝݅ ≔ arg �ax {|�|} 
– ࢁ ≔ [ࢁ, �௝], ࢏ ≔ [࢏, ௝݅  ] 
Remark. Here �[�] ≔ [f୧j]୨=ଵ୫  denotes the vector � restricted to the indices � and �[�] the 
restriction of � to the rows with indices contained in the vector �. 
Proposition (cf. (Chaturantabut & Sorensen, 2010)). Let the input vectors �ଵ, … , �୫ 
be linearly independent. Then the DEIM algorithm is well-defined, i.e., the matrices �[�] 
are invertible. 
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DEIM combined with POD can result in considerable performance gains as the 
dependence on ܰ is removed: Replacing the approximation results in ࢂ௟��ࢂ௟⏟    ௟×௟ �̇௟ሺݐሻ = ࢂ௟��ࢂ௟⏟  ௟×௟ �௟ሺݐሻ + ࢂ௟�ࢁ⏟௟×௠ ቀࢁ[࢏]−ଵ�[࢏](ݐ, ࢂ௟�௟ሺݐሻ)ቁ⏟              ௠×ଵ . 
Only ݉ components of � are required for an (approximate) function evaluation. If the 
remaining components of � are required they can be obtained (approximately) by 
evaluating the expression ࢁࢁ[࢏]−ଵ�[࢏]. The DEIM approximation may be viewed as an 
interpolation of the components of a large vector of dimension ܯ at the small index set [࢏] ⊂ {ͳ, . . . , ܯ}. The interpolation property states that, in all components with indices 
from [࢏], the approximation is exact. This is a simple consequence of the identity ࢁ[࢏]ࢁ[࢏]−ଵ�[࢏] = �[࢏]. In this sense, DEIM computes an “interpolation” of the vector �ሺ�ሻ 
as a linear combination of the columns of ࢁ such that the components at the “nodes” [࢏] 
coincide with the corresponding components of �ሺ�ሻ. 
Remark. In the case � = M the approximation error for the nonlinearity vanishes and 
POD together with DEIM is equivalent to (a slow) POD method without DEIM. 
For many applications DEIM reduces the complexity to a function of ݉ (rather than ܯ). 
The crucial requirement is that the evaluation of �[࢏]ሺ�ሻ requires knowledge of only a 
small number of components of �. A typical situation where this is true is if the 
evaluation of � occurs “pointwise”, i.e., if �௜ሺ�ሻ depends only on �௜ but not on the 
remaining components �௝ with ݆ ≠ ݅. In this case only ሺࢂ௟�௟ሻ[࢏] is required to evaluate �[࢏]ሺࢂ௟�௟ሻ which can be computed, inexpensively. This is often the case for finite 
difference discretizations. For the finite element method the function value in node ݅ 
will typically also depend on the value at some neighboring nodes. Thus, in the worst 
case, the costs are again a function of ܰ. 
In all examples given here, e.g. the source term in the cooling line (6b), the radiation 
in the heat equation as well as the hardening, evaluation occurs pointwise and can be 
easily approximated. The required size of ݉ depends on the function itself. If it is very 
smooth (for example the radiation term operating on smooth temperature fields) small 
dimensions ݉ are often sufficient (say 5 or 10), whereas for nonsmooth or irregular 
functions large ݉ could be required. 
4.2 Application of DEIM to effective strain 
In the heat conduction example (6) for problem (1), POD was effective in reducing the 
problem dimension without sacrificing accuracy. This is in large part due to the linearity 
of the differential operator and the linear dependence of source and boundary data on 
the state �. If only ݃ is nonlinear in � POD is nevertheless very efficient if properly 
implemented, as only the values on the boundary � have to be determined. This 
problem benefits particularly from DEIM when the right-hand side ݂ depends 
nonlinearly on �. 
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A problem in the metal rolling context which displays a particularly strong nonlinearity 
is the calculation of the effective strain ߝ ̅for a cold-rolling problem. This is required to 
determine the hardening of the rolling stock and is described in detail in part 2 of this 
book. 
Table 1 shows the influence of the DEIM subspace dimension on the accuracy and 
computational speed-up for a single strain calculation. The strain of the final solution 
was considered for this data. The smaller the subspace chosen for the DEIM 
approximation of the nonlinearity, the higher the observed acceleration. For the 
smallest possible value ݉ = ͳ a speed-up of nearly 94 in execution time was obtained. 
It can be seen that the maximal error values do not reduce monotonically. The first four 
error values do decrease, whereas a slight increase is observed for the five-
dimensional approximation. This is in accordance with the theory for DEIM: 
Proposition (cf. (Chaturantabut & Sorensen, 2010)). Let � א ԹM be a vector function 
and �̂ its DEIM approximation. Then, in the notation introduced above, the DEIM error 
satisfies: ‖� − �̂‖ଶ ൑ ‖ࢁ[࢏]−ଵ‖ଶ ⋅ ‖ሺ� − ࢁࢁ�ሻ�‖ଶ. 
The second factor decreases at a similar rate as the decay of the singular values of 
the nonlinear snapshot matrix, whereas the first factor may exhibit a weak increase, 
particularly for larger DEIM subspaces. The DEIM algorithm minimizes the first factor 
and is, in this sense, optimal. Fig. 3 shows that there is no visible difference between 
the DEIM approximated strain and those obtained using the full approximation. 
  
Fig. 3:  Comparison of full and reduced effective strain calculations, unreduced (left) and reduced 
(right) 
Table 1:  Influence of DEIM subspace dimension ݉ on the absolute error and time for strain 
calculation 
DEIM dimension ݉ 1 2 3 4 5 �ax |ߝ̅ − ߝ̅red|  0.0264 0.0210 0.0177 0.0155 0.0157 
rel. time acceleration 93.8721 71.7708 57.9303 48.1593 40.3498 
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5 Conclusions 
We have given brief introductions to the model order reduction techniques POD and 
DEIM for the systematic construction of low-dimensional representations of discretized 
problems as they arise, e.g., in the simulation of rolling processes. These techniques 
trade a computationally intensive offline phase for constructing the reduced model for 
the benefit of an inexpensive online phase, in which the reduced model may be run for 
many different time steps and parameter configurations. Selected linear, nonlinear, 
time-dependent and stationary examples from steel rolling applications indicate that 
this approach holds promise for optimization and control settings. 
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Chapter II.B 
Simulation of Inhomogeneous Materials Evolution in 
Hot and Cold Rolling using a Layer Model 
Matthias Schmidtchen, Rudolf Kawalla 
Institute of Metal Forming – imf, Technische Universität Bergakademie Freiberg 
Bernhard-von-Cotta-Straße 4, 09596 Freiberg, Germany 
1 Introduction 
In the past three decades, simulation of metal forming processes became a necessary 
tool for quality insurance, automation and the development of new materials 
technologies. Especially the demands of thermo-mechanical treatments considering 
the interaction of process entities like temperature, stress and strain state on the one 
hand and the dependencies of microstructure developments during hot rolling on the 
other required numerical tools which were able to describe these complex 
interrelations properly. The material flow and it´s inhomogeneity in rolling, in particular 
skin pass rolling is the origin of texture changes and residual stresses within a cold 
rolled strip. In rolling applications, the material flow is simulated with different 
approaches and models. Overviews of the concepts, differing in the computing effort 
necessary and used modeling depth, was given in [1-3].  
One of the key features is the modeling approach for stress and strain state, which 
involves all components of the strain and strain rate tensor. Nowadays Finite Element 
methods, boundary approaches or slab theory are used. The accuracy of the obtained 
strain rate and stress tensor decreases in the given order as well as the computational 
effort. In dependence on the field of application, the used modeling approach lies in 
between these methods [2]. 
To combine the advantages of a higher modeling depth with a fast end flexible solution 
procedure an improved layer model, based on slab theory, was developed [4-7]. The 
model was first developed and tested as a symmetric model and is now extended to 
general asymmetric rolling conditions. Thereby asymmetries in relation to roll gap 
geometry, tribology, initial material state and temperature distribution were taken into 
consideration. Residual stresses are also available. For rolling applications, the strain 
rate tensor is calculated from the velocity field using common methods from visio-
plasticity. 
In the following a short overview of the main features and models included is given. 
For selected examples of rolling tasks a comparison to Finite Element computations is 
given. 
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2 Model description 
The basis of the new general N-layer asymmetric rolling model “LaySiMS” was 
described earlier in [4-6]. Regarding the inhomogeneous deformation state in the roll 
gap as well as the temperature gradient, the strain, strain rate, the hardening and 
softening, which are inhomogeneous across the thickness, can be calculated. The 
simulation model consists of four sub models: material flow model, mechanical 
properties, thermal model and microstructure model, see Fig. 1. The assumptions and 
simplifications of the layer model are summarized in the Figure as well. In Fig. 1 the 
calculated quantities are also indicated. The model of material flow is based on an 
extended strip theory and simplified thermal computations [5, 6]. The roll gap is 
subdivided into N – layer along the y-direction (direction perpendicular to the rolling 
direction). Within the computation, hi are the thicknesses, i the temperature, Fi the 
flow stress given from e.g. eq. (8) in Table and vwxi the velocity of each individual layer. 
Interfaces between the layers as well as the friction coefficients mi are numbered 
beginning at the top of the strip. The roll gap length is given by Ld. Back and forward 
tension are indicated with R and V respectively. Within the model dissimilar radii of 
the work rolls R1 and R2 were used. Flattening of the work rolls is considered using the 
approach of Hitchcock [1, 2]. At the position of the neutral line xNi the flow speed of the 
material is equivalent to the horizontal speed of the working rolls vWxi . Fulfilling the 
requirements of mass balance, the local velocities of each individual layer are 
calculated using the local thickness of each layer. Therefor a new layer thickness 
model was developed which will be explained next.  
 
Fig. 1:  Overview of the used submoduls, their assumptions and output 
Assumptions
Material flow
Microstructure
Mechanical
properties
Thermal
Model
Layer - model
Calculated Quantities
External texture 
model
(Taylor/ 
ALAMEL)
mean
coupling 
parameter:
strain rate tensor
Strain tensor
Strain rate tensor
Grain size distribution
Softening state
Hardness distribution across thickness
2D Temperature distribution
in rolling direction and across thickness
Residual stress distribution across thickness
Yield stress distribution across thickness
te
xt
u
re
 
di
st
rib
u
tio
n
 
a
cr
o
ss
 th
ic
kn
e
ss
Isotrop work hardening within 
a layer
Mixed friction law
Symmetric / asymmetric rolling
Discretiszation of roll gap 
across thickness into N-layer
Variable layer thickness in 
dependence of friction, 
flow stress ratios and history 
of deformation
Deformable work rolls
Individual varying flow stress
for each layer
a-concept for thermal boundary
conditions
• physical properties
• chemical properties
• elektro-magnetic properties
II.B – Layer Model 
 
163 
 
Starting from the local overall thickness of the roll gap h(x), eq. (3) in Table 1, the 
changes in thickness of each layer will be followed individually along the rolling 
direction using eq. (4a, b). In addition, there is a need for an additional semi-empirical 
equation, which describes the thickness variation of each individual layer during the 
deformation process. For this purpose, the model of Zhang for thickness changes of 
two layers [6] was modified for an application in N-layer configurations with arbitrary 
hardness and thickness distributions. The layer thickness model depends on ratios of 
local yield stresses of each layer, friction, layer thickness ratio as well as the strain 
history of the individual layer. The thickness change for each layer are predicted from 
a set of equations of type (4b) for each individual interface “i”. For each interface, an 
equivalent 2-layer-system was constructed as given in Fig. 2 and solved, were the 
index soft “s” and hard “h” represents the decision from the mean flow stress, eq. (7), 
for each couple of layers above or below the considered interface “i”. 
Due to the possibility of a high number of individual layers, inhomogeneous 
deformation states can be approximated using visio-plasticity methods. 
Incompressibility is guaranteed due to the application of volume constancy in all layers, 
starting with corresponding velocities for each individual layer in the neutrale line. The 
basic equations for plastic and elastic deformation of the layers were derived in a 
similar way as described in [1, 2]. The yield criterion of v. Mises and an analytic 
description of the roll gap geometry, eq. (3) were used.  
 
 
Fig. 2:  Equivalent two-layer-model for interface “i” 
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Table 1: Used equations within the layer model 
Plastically deformed layer: 
              1212 tan1tan1  iRiiRidxxdhxdxxdqi τxαCτxαCxh ifsifei             (1) 
 
Rigid layer: 
          0tan1tan1 1212   iRiiRidxxdqi τxαCτxαCxh i                      (2) 
 
  with gAd hLC   
 
Roll gap:  
         222211 11111 RLxh
RRLx
h
R
xh d
gA
d
gA
                                   (3) 
Layer thickness ration for individual layers:  
             x,h,mx,kxkFxhxhxβ iiiFeiFjplnewplj  1                       (4a) 
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                                                (4b) 
Friction:  
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krit
inni
krit
in
ii
iiF
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pp
p
µ
q
p



 a

   (5) 
Yield condition:  132 min  xFiFiii Kqp                                           (6) 
 
Mean yield stress of whole plastic layer:  
 



ipl
ipl
ipl
FipliplFe hh                                                                             (7) 
 
Yield stress of individual layer [7]:  
         83574291 1 mmmmmmmmF eeA                            (8) 
Equivalent plastic strain of layer i:   ivorivorEiEii ΔΔhh   ln32                                                         (9) 
 
Equivalent plastic strain rate of layer I:  
diwi Lv      (initial guess)                                                                   (10a)  iidxdhi h/vi 32                                                                                    (10b) 
 
Total strain: 
i
iE
i
iAgEgAg hhhhε 11                                       (11) 
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Rolling force: 
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Rolling torque: 
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Temperature development within the outer layers:  
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Inner layers (i=2, 3,..N-1): 
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The material flow model is based on the data of the stress-strain-behaviour of the used 
material as function of the deformation, deformation rate, and temperature. Within the 
model a mean yield stress of the layers is used, eq. (7), which is determined by a 
recursive approach using a linear rule of mixing to compute the resulting rolling force 
and torque. For each individual layer the yield stress can be determined from different 
yield stress approaches, which are semi-empirical models after Hensel and Spittel [5], 
Li etal [9] or mean flow stress approaches of Misaka-Minami [13]. The dynamic and 
static softening is included in the simplest version using a modified JMAK-Model which 
was described in [8-13]. The model takes into consideration the retarding effect of 
microalloying elements. In the initial model approach described by Rodriguez-Ibabe 
[14] the dissolute contend was predicted using solubility products. The computational 
results given here are based on a version of LaySiMS using thermodynamical 
computations based on MATCALC [15]. Therefore, an interface between LaySiMS and 
MATCALC was implemented which allows for automated computations of the 
dissolution state for real chemical compositions. 
During computation, an equivalent plastic strain is required. It is given by the actual 
deformation state itself and two additional terms arising from shear at the entrance 
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region ivorEΔ  [1, 2, 6, 7] and from the effective strain ieffΔ of the former deformation 
step.  
The temperature evolution was computed using a quasi 1D-heat conduction equation, 
eq. (14-15), for each layer taking convective terms into consideration [5, 6]. In general, 
all thermal equations are coupled with the mechanical problem by a dissipative term. 
The mechanical properties across the thickness are calculated based on the 
description of the material flow and the flow curves of the material. 
Due to the made assumptions and simplifications a stiff set of ordinary differential 
equation of order one has to be solved, Fig. 3, which strongly depends on several 
internal parameters especially the individual position of the neutral line xNi for each 
layer. In general a numerical solution has to be found within a fix point iteration 
concerning xNi. The program package was implemented using the computer algebra 
system METHEMATICA. 
 
Fig. 3:  Scheme of model reduction for a multi scale computation of metal forming processes with 
layer model 
The final result will be obtained within an iterated approach: First, a numerical solution 
of the thermal mechanical problem including the layer thickness distribution is obtained 
using the simplified homogeneous strain state and position of neutral line of the 
classical slab theory as starting point. The plastic deformation starts and ends at the 
same position for each layer, Fig 4. After determining the new strain state and the 
improved position of the neutral line, the real material flow, the temperature 
distributions as well as the microstructure evolution due to dynamic softening were 
calculated in a second step. The third step includes the computation of the final stress 
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and strain state from the condition of local constancy of volume flux for each layer, 
using the predicted strain, strain rate and temperature distributions. It results in a shift 
of the initial positions were the plastic deformation starts or ends, mostly toward the 
centre of the roll gap, Fig. 4. To obtain the shifted positions residual stresses for each 
layer has to be introduced at the entrance and exit of the roll gap. Starting from the 
neutral line, the volume constancy conditions for each layer together with a force 
balance give a set of equations from which the residual stresses can be predicted.  
Due to the structure of the equations the whole solution for one deformation step can 
be found within a fracture of seconds [6, 7], Fig. 6. A detailed description of the model 
as well as several comperative studies will be published soon [7]. 
Fig. 4:  Shift of the initial boundary of the roll 
gap during the iterative solution 
procedure due to continuity 
requirements  
Fig. 5:  Comparison between the track lines of FE 
knots and LaySiMS layer computation (RD- 
rolling direction) 
 
Fig. 6:  Asymptotic behavior of temperature calculations with increasing number of layers and the 
effect of parallelization on the computational time 
h(x)i
hiE hiA
vw1
vw2
Neutral Line
   
      WiA,ENiA,ENiWi Nii vxh
xh
x
x
v
xh
h
xv 

 Ni x Ei x Etransportiib vvx   AtransportiiA vvx 
Initial Guess for deformation zone
deformationrigid body motion rigid body motion
-0,2
0
0,2
0,4
0,6
0,8
1
1,2
92 94 96 98 100 102 104 106
LaySiMS 1
KaySiMS 2
LaySiMS 3
LaySiMS 4
LaySiMS 5
LaySiMS 6
Surface Element 1(1507)
Element 2 (1506)
Element 3 (1505)
Element 4 (1504)
Element 5 (1503)
Element 6 (1502)
Symmetry (1501)
RD
Rigid body motion
Inhomogeneous plastic deformation Line of symmetry
Upper roll
Deviation in relation to initial point in [mm]
El
em
en
t p
os
itio
n
 
in
 
[m
m
]   
La
yS
iM
S
FE
M
94 96 98 100 102 104 106
0
,
,
,
1,0
1,2
Number of layers
Number of layers
Final temperature in K
Effect of parallelization
Computational time for 3D simulation 1rolling step in s 
T in K
t in s Core
Core
Core
Core 
II.B – Layer Model 
 
168 
 
3 Application to hot rolling 
Within an extensive comparative study the new layer model was tested in relation to 
analytical solutions, Finite Element computations and experimental investigations [7]. 
Temperature distribution, microstructure evolution and strain state agreed well with 
results from generally accepted numerical and analytical methods as well as with 
experiments. The accuracy of the microstructure evolution was good but it depends 
strongly on the applied constitutive model. In the mentioned investigations the 
accuracy check were performed with microalloyed HSLA steel grades only. Further 
experimental trials were performed and compared to the model for a more general 
prediction of the performance of LaySiMS. As an example for the accuracy of the 
predicted strain state in Fig. 5 the tracking lines of the knots of an FE computation and 
the layer distribution computed by LaySiMS are given. The tracking lines agree well 
but the computational time of LaySiMS was more than thousand times faster than 
MSC.MARC which was used for the FEM trials. In Fig. 7 the strain and velocity 
distributions for selected positions within the roll gap are given. It can be clearly seen 
that near the surface significant shear is predicted. This can be obtained by FEM 
computations or visio-plasticity investigations also, but not from classical slab theory. 
An application of LaySiMS to different rolling technologies gave a clear understanding 
of the local material behavior during hot rolling. Due to the model approach, the 
material van be followed along fixed tracking lines through the whole rolling mill without 
any intermediate homogenization or further simplifications. The differences are clearly 
to be seen in Fig. 8 for similar rolling schedules, which differ in the initial temperature 
distribution only. A detailed discussion was given in [16]. 
 
Fig. 7:  Examples of strain state, velocity distribution and microstructure in vertical direction (strip 
thickness) obtained from symmetric LaySiMS calculations for C-Mn-steel using 11 layers 
( rolling speed 11.6 m/min, coefficient of sticking friction 0.8, strain 54%, initial thickness 
80mm, diameter of working roll 700mm ) 
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Fig. 8:  Temperature and mean grain size distribution of S355 along the metallurgical length in the 
layers rolled in a roughing section with different initial temperature distributions: 
left - inhomogeneous, right - homogeneous; for computation an symmetric 11 layer 
configuration were used 
4 Conclusions 
The analysis of hot rolling processes requires a large modelling depth at a minimal 
computational time. Here, the focus is more and more on models describing an 
inhomogeneous material evolution. To meet the requirements, a fast simulation 
method for hot rolling was developed. The computation of the local strain state under 
consideration of the material evolution processes was performed with the program 
code LaySiMS. In dependence to the number of layers, an inhomogeneous strain state 
in the roll gap can be approximated with a sufficient accuracy. A subdivision can be 
made with equidistant or inhomogeneously distributed layers. An inhomogeneous 
distribution will give better results for processes with significant local gradients. A 
comparison of computational results calculated with the layer model with those 
resulting e.g. from FE calculations correspond well. The advantage of the LaySiMS –
system is thereby a dramatically reduced computational time. 
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Chapter II.C 
Slip-line Theory and its Application 
Alexander Brosius1, A. Erman Tekkaya2 
1)
  Chair of Forming and Machining Technology (FF) TU Dresden 
George-Bähr-Str. 3c, 01069 Dresden, Germany 
2)
 Institute of Forming Technology and Lightweight Construction (IUL),TU Dortmund 
Baroper Str. 303, 44227 Dortmund, Germany 
1  Introduction 
Nowadays, the application of the Finite-Element-Method represents the state-of-the-
art regarding the process planning in metal forming processes. Due to the time-
consuming procedure, the optimization of the process parameters and the study of 
sensitivities on the manufacturing process is still not possible. Analytical approaches 
like Oehler and Kaiser [Oeh75] or Doege and Rambke [Doe95] trying to simplify the 
strain and stress fields for applying the theory of plasticity with some limitations 
regarding the accuracy. Therefore, the slip-line field theory, which bases on the work 
of Hencky [Hen23], Hill [Hil50] and Prager, Hodge [Pra54], can be used. The great 
benefit of the theory is due to the resulting quite simple equations and the possibility 
to get an analytical solution for non-homogeneous stress and strain fields based by 
using numerical tolls, which can handle the graphical oriented procedure in a powerful 
and time-efficient way. Sokolovskij [Sok55], Hasek [Has80] and Lange [Lan90] 
summarize the theory in a compact way for the application. 
The slip-line field theory allows the calculation of stress distributions in the part, but 
with reduced accuracy due to the assumption of plain strain deformation. Based on 
this method Glöckl implemented a simulation software for blank shape predictions 
[Glö83]. A pure geometric mapping method was proposed by Gerdeen [Ger74]. Kim 
and Kobayashi implemented a method to calculate blank shapes with a field of flow 
lines [Kim86]. An important contribution to calculate the required force during deep 
drawing was made by Siebel [Sie32]. He developed an equation to the drawing force 
needed for axisymmetric parts considering ideal, friction and bending forces. An 
improved method was proposed by Doege et al. using the principal of virtual work to 
predict punch forces [Doe04]. 
New numerical approaches using the inverse finite element approach. This method 
allows the prediction of strain distributions as well as the blank geometry from a given 
final geometry in only one step [Lee98]. Despite the occurring non-linearity the method 
results in acceptable accuracy with a simulation time between seconds and minutes. 
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Fig. 1 shows the relation between achievable accuracy and required computation time 
in general. 
 
Fig. 1:  Relationship between accuracy and computation time [Cwi11] 
2  Theory 
In the following the overall idea of the slip-line theory will be described. For a detailed 
description, the work of Sokolovskij [Sok54] or Lange [Lan90] should be considered. 
representing the maximum shear stress in the system. This curves are known as slip 
lines. In the x-y plane the equilibrium of forces is given by: 
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 (1) 
Assuming a rotation angle  in the x-y system with respect to the maximum shear 
stress, one achieves a rotation of 2  in Mohr’s circle of stress []. 
 
Fig. 2:  Mohr’s circle of stress [Kop99] 
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The stresses can be expressed as: 
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 (2) 
With the yield stress kf (radius of Mohr’s circle) and σm as center point of the circle. 
Replacing σm with 2 kf ω equation 2 can be rewritten as: 
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By insertion of eq. 3 into eq. 1 and division by 2 · kf the result will be 
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 (4) 
Using the assumption, that in the x-y-plane one single point represents the maximum 
shear stress (s1, s2), the angle  has the value of  / 2. Using this, eq. 4 becomes 
1
2
( ) 0
( ) 0
s
s
 
 
  
  
 (5) 
For the two orthogonal sets of curves, the following equations are valid: ሺ� − �ሻ = �݋݊ݏݐ.    ��݋݊� ͳ௦௧  ݏ��݌ ��݊� ሺ� + �ሻ = �݋݊ݏݐ.    ��݋݊� ʹ��  ݏ��݌ ��݊� (6) 
This results in important geometrical properties for the set of slip lines, which will be 
explained in the following by using fig. 2. The bow ABCD of an arbitrary slip-line mesh 
is built by 4 lines. The angel AC between the two tangents at point A and C is similar 
to the angle BD built by the tangents at points B and D. In addition, the angle  it is 
constant between these point along the slip-line.  
 
Fig. 3:  Bow of a mesh in a slip-line field [Kop99] 
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Fig. 5:  Slip-line field for closed-die press forming [Voe68] 
4  Summary 
The slip-line theory is a powerful analytical method to determine the state as well as 
the strain distribution under some simplifying assumptions. Despite the drawback of 
the deviations to the exact solution or a finite-element solution, using slip-line theory 
has the great advantage of very shot calculation time. In combination with numerical 
coding, the applicability will increase dramatically, which is shown in one of the 
subsequent chapters.  
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Chapter III.A 
Online Process Control in Open Die Forging 
Gerhard Hirt 
Metal Forming Institute – ibf, RWTH Aachen University 
Intzestraße 10, 52056 Aachen, Germany  
1 Forging Presses and Manipulators 
In open-die forging plants usually a combination of a press and one or two 
manipulators, a crane and various furnaces are used. Most of the open die forging 
presses are hydraulic presses, although some pneumatically operated forging 
hammers or few mechanical presses are also used for open die forging.  
a) b)  
c) d)  
Fig. 1:  a) Hydraulic overhead open die forging press [1], b) Hydraulic under floor press with forging 
chain and manipulator [2,] c) mobile manipulator [3], d) rail-bound manipulator [4] 
Main advantages of hydraulic presses are the flexibility and the homogeneously 
available force in every position of the piston. Even at very slow pressing velocity the 
max. force can be applied. Mainly two different types of presses are known, applying 
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the driving hydraulic unit overhead, which is simpler or under floor which gives more 
stability. Furthermore, the design can be using two pillars for a better overview or four 
pillars for a better stiffness of the design [5]. The positioning of the workpiece between 
the upper and lower die is performed by one or two manipulators that are usually 
integrated into the press control. So the manipulator movements are coordinated with 
the press. Mostly rail-bound manipulators are used, which allow mainly the three 
directions of movement vertical displacement, longitudinal displacement and rotation 
around the central axis of the workpiece. Often in less advanced plants, mobile 
manipulators are used, which are more flexible, but less accurate, less powerful and 
afford a separate manipulator driver. Using only one manipulator for open die forging 
has the problem that the part cannot be forged where the gripper is holding the 
workpiece. For large cast ingots, this is no problem as the feeder head of the ingot, 
which is regarded as scrap can be used to for handling. For forging long workpieces 
with one manipulator, a forging chain with a crane can be used to prevent extensive 
bending of the workpiece and to support the manipulator. Using two manipulators gives 
the opportunity to forge reversing. Basically open die forging can be performed totally 
manual, semi-automatic or automatic. The manual mode allows the operator to 
manually control all functions of the system. Usually, the height reduction is 
automatically set but the manipulator is steered by hand by the press driver. The semi-
automatic operation requires the specification of certain parameters, such as forging 
dimensions and feed for each pass. After setting these values  one pass is forged 
automatically. The implementation of rotations is generally done manually. In the 
automatic mode, the system forges the whole pass schedule automatically. This mode 
is seldom used and affords good knowledge of the material. Mostly exact positioning 
uses a pass schedule and works fully automatic. Forging plants are additionally 
equipped with helping machines like a turn table, die magazine, workpiece 
transportation system etc. 
2 Use of Measurement Equipment for Open Die Forging 
Still in the area of open die forging, measurement technology is not very advanced. 
For measuring the dimensions of an open die forging workpiece, usually measuring 
gauges or similar mechanical measuring devices are used. Alignment of the forging 
piece between the dies is often performed by supervision of an additional worker in the 
plant. The problem of using particularly optical measurement technology is the high 
temperature of the workpieces and the high emission of dust inside the shop. Thermal 
radiation of the workpiece heats up measuring equipment and affords a special 
housing and expensive cooling. The strong radiation interferes with laser light and so 
strong and expensive lasers for the measurement at elevated temperatures are 
needed. Additionally, dust from crashed oxide layers of the workpieces makes frequent 
cleaning of the optical equipment or advanced self-cleaning systems mandatory. Still 
the application of novel measurement technique finds its way to the open die forging 
application. “Especially as accuracy, speed and documentation of using only 
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measuring gauges is low, there are great efforts in developing and launching automatic 
dimension measurement systems. Recent research activities aim at different 
measuring technologies, mostly using laser scanners [6,7,8,9,10], but also image 
processing systems [11,12] or stereo vision systems with light stripe projection [13]. 
Besides measuring the length or diameter of workpieces, modern measurement 
systems can expand the usability by acquiring 3D point clouds or temperature profiles 
which can further be processed. Meier et al. [11] use an image processing system in 
ring rolling to measure the circularity and radial profile of hot rings. By applying two 3D 
laser scanners, Bokhabrine et al. [7] measure the geometry of a hot ring during forging 
by processing three different 3D point clouds, acquired during rotating the ring. Scana 
Steel Björneborg developed the Forgelyzer system, which is used at the forging press 
to record the temperature, press kinematics and simultaneously to take photographic 
images of the workpiece at every forging stroke [12]. The collected data can be used 
for process documentation and can be transferred to FEM simulations. By including a 
strain calculation model, based on data presented in [14] and a semi-automatic offline 
analysis of the process data, the strain distribution in the core fibre of the workpiece 
can be generated. Only a few commercial systems are available, like the 3D PORTAL 
Measuring System from Tecnogamma S.p.A. [10] for open die forging. The system is 
based on one or more phase shift laser scanner heads for the dimension measurement 
with an accuracy of about 5 mm. The resulting 3D model of the workpiece can be 
compared against 3D CAD models to determine deviations. As measuring is not online, 
the forging process has to be stopped during 3D scanning. A similar system is available 
from MINTEQ International GmbH FERROTRON Division, which developed LaCam® 
Forge, a 3D measurement system for open die forging [8]. Additionally, to the 3D data 
acquired to check the dimensional accuracy, the system delivers online measurement 
data for the position of the workpiece, the force, the workpiece geometry, surface 
temperature etc. according to every single forging stroke. The recorded process data 
documents the quality of the forged products and can be used to control the kinematics 
of a 3D FEM forging simulation [15], [16] An early concept for a combined laser 
distance sensor and stereo vision system for dimension measurement in open die 
forging is shown in [17]. Whereas in [18] Schwarze and Kippelt present a stereo vision 
system for dimensional measurement, which is using a projected green laser. Because 
of distraction of the press driver due to the laser fringe, the measuring system is only 
applied outside the die area. The system’s resolution is max. 4 mm in lateral direction 
and 7 mm in depth direction. Performing a 2D scan takes about 30 – 120 s, performing 
a complete 3D part takes 6 – 8 2D scans. 
3 Application of Fast Models in Bulk Metal Forming 
“As shown above, the measuring data can be used to set up FEM simulations. 
Whereas FEM simulations usually take several hours to deliver results, the almost 
instantly available data from measuring systems can further be processed by fast 
calculation models. These have the main advantage to deliver results online and give 
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the control system or an operator direct feedback to optimize the running process. E.g. 
Meier et al. [19] developed a fast dedicated temperature calculation model for ring 
rolling on basis of a Gauss-Seidel loop. For the cross section of a ring, the model takes 
into account the thermal effects like radiation, convection, forming energy and 
conduction. Implementing the model into a ring rolling control unit allows evaluating 
precisely the thermal shrinkage in advance and therefore to optimize the final geometry 
in the hot state. Fu et al. [9] calculated the inner diameter of a forged ring as a function 
of the outer diameter and surface temperature, based on heat transfer calculations. 
For radial forging processes, Pelster et al. [20] developed a fast model consisting of a 
temperature, deformation and microstructure calculation module. The results of the 
model (using a pass schedule), are compared to the forged product and show a very 
good correlation for the grain size in height direction of the workpiece. The LaCam® 
Forge System for open die forging [8] includes fast algorithms for extracting stroke and 
workpiece relevant data, which is used to approximate a qualitative equivalent strain 
distribution. The calculation is based on a simple squared sine distribution presented 
by Siemer [21] and can support the operator to place single strokes at the ideal 
position. This is done by visualizing the current strain distribution in the workpiece 
along the core fibre and approximating the impact of the current stroke before it is 
actually forged.” [16] 
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Chapter III.B 
Using Martensite Formation During Tube-
forming to Optimize Fatigue Strength 
Tim Dally1, Andrei Grigorescu2, Carsten Müller-Bollenhagen2, Martina Zimmermann3, 
Hans-Jürgen Christ2, Kerstin Weinberg1 
1)   Chair of Solid and Continuum Mechanics, Department of Mechanical Engineering, 
University of Siegen, Paul-Bonatz-Str.9-11, D-57068 Siegen, Germany                         
2) Chair of Materials Engineering, Department of Mechanical Engineering, University 
of Siegen, Paul-Bonatz-Str.9-11, D-57068 Siegen, Germany                                                   
3) Chair of Material Testing and Material Characterization, Institute of Materials 
Science, Technical University of Dresden, 01062 Dresden  
1  Introduction 
Because of their reasonable mechanical properties and high corrosion resistance the 
austenitic stainless steels have a wide application range. They are typically used for 
components with increased safety requirements, such as pipelines in nuclear reactors 
or heavy-duty automotive structures. In many cases, the production chain consists of 
several forming processes, where the plastic deformation can lead to a deformation-
induced transformation from austenite (fcc) into ε-martensite (hcp) and α’-martensite 
(bcc). The higher strength of the α’-martensite phase can be used for a systematic 
modification of local static and dynamic material properties. The aim of the present 
study is to report on the possibility of optimizing a discontinuous tube production 
process consisting of a modified U-O-process and a subsequent rotational tension 
bending in respect of fatigue resistance in high cycle and very high cycle fatigue 
regime. Quantitative relations between forming parameters and martensite fraction 
have to be identified in order to simulate the material behavior and to enable a 
reproducible adjustment of martensite fraction. In this respect the mechanisms of the 
phase transformation are described and a physically based simulation shows the effect 
of temperature and strain rate on the transformed martensite fraction for the Cr-Ni Steel 
AISI304. The stress-strain relationship in consideration of martensite formation is 
modeled and implemented in a FEM-simulation of the U-O-forming step. Then the 
effect of the martensite content on the fatigue properties is investigated and an optimal 
amount of martensite is proposed.  
Many studies from the last decades found α’ martensite forming preferentially at shear 
bands and points of intersection of shear bands [1-4]. With regard to the exact position 
and properties of the martensite nucleation sites, very different experimental 
observations are reported in the literature. Some authors find α′ martensite exclusively 
at intersections of ε martensite [1], others in turn find α′ martensite at points of 
intersection of shear bands or at single shear bands [5-7]. Furthermore, martensite 
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formation at grain boundary triple points was also observed [6]. The tendency of 
austenitic steels to form deformation-induced martensite depends on the stacking fault 
energy [8,9]. A low stacking fault energy promotes the formation of planar lattice 
defects such as stacking faults, deformation twins or ε martensite, which serve as 
nucleation sites for the formation of α′ martensite. In consequence parameters 
influencing the value of the stacking fault energy (e.g. temperature) have a major effect 
on the martensite formation. For the investigated material the stacking fault energy 
was calculated from the chemical composition by using eq. (1) derived in [10] and lies 
at 22,8 mJ/m2.  
γSF 25.7 2·Ni 410·C 0.9·Cr 77·N 13·Si 1.2·Mn [mJ/m2]            (1) 
In order to investigate the martensite nucleation sites of the presented material a 
tensile sample was deformed (εpl=15%) at a start temperature of -20 oC. The TEM-
micrograph in Figure 1 confirms the formation of α′ martensite at points of intersection 
of shear bands as well as along not intersecting shear bands. In this case, the shear 
bands consist predominantly of stacking faults.  
 
Fig. 1:  TEM micrograph of a tensile sample (εpl=15%). Martensite formation at points of intersection 
of shear bands (A) and along the shear bands (B) 
2  Modeling of martensite content 
The martensite model developed by Olson and Cohen [9] for uniaxial tensile tests 
assumes a direct dependence between the formation of martensite embryos and the 
quantity of shear band crossings which can be determined directly by the shear band 
volume. In incremental form the model of Olson and Cohen (OC model) reads  ∂c∂ε =Ƚ n Ⱦ sn-ͳሺͳ-sሻሺͳ-cሻ ,             ∂s∂ε =Ƚ ሺͳ-sሻ ,                   (2) 
where  ܿ  describes the martensite fraction and  ݏ  is the fractional shear band volume. 
Parameter ߙ  denotes the rate of shear band evolution,  ߚ  is proportional to the 
probability of martensite embryo formation at a shear band crossing and   �  is a 
material-specific constant. In the original model ߙ  and ߚ  are assumed constant during 
the simulations. This assumption implies that the model is valid only for isothermal 
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processes. However, because of the fact that the temperature  �  changes in almost 
all forming processes, a non-isothermal evolution equation for the martensite formation 
is required. Müller-Bollenhagen [11] extended the classical OC model in such a manner 
that he treated the variables ߙ  and  ߚ  as functions of temperature and current 
martensite content (MB model): ߙ = ߙሺ�ሻ = ߙଵ��2 ,     ߚ = ߚሺ�, ܿሻ = ߚଵ ���ሺߚଶ � + ߚଷ ܿሻ.                 (3)              
Both, the OC and the MB model are uniaxial. However in many forming processes the 
stress state is multiaxial, i.e. a sequence of (almost) uniaxial deformations. Therefore, 
an extension of the OC/MB model is proposed in [12]. For this purpose a sheet is 
considered which is deformed in one direction x and afterwards in an orthogonal 
direction y with the amounts �௫ and �௬ respectively. It is known from experimental 
observations that only a certain ratio Ψ of the composed shear bands in x-direction is 
significant concerning the martensite evolution in y-direction [11]. In the following ܿ௫ 
and ܿ௬ denote the percentages of the martensite fraction and ݏ௫, ݏ௬ are the rates of 
shear band volumes which are induced by the strains �௫ and �௬, respectively. In order 
to calculate the martensite ratio in such a biaxial tensile test one has to calculate ݏ௫, ݏ௬ 
and ܿ௫ using the equations of the MB-model. For the calculation of ܿ௬, however, one 
has to add the relevant part of the shear band volume fraction composed in x-direction 
additionally to ݏ௬. The result is a model of the form:                �ܿ௬��௬ = ߙ � ߚ(ݏ௬ + Ψ ⋅ ݏ௫൯௡−ଵ ቀͳ − (ݏ௬ + Ψ ⋅ ݏ௫൯ቁ (ͳ − ܿ௬൯             (4)              
Finally, the martensite rates ܿ௫ and ܿ௬ based on the strains �௫ and �௬ are combined to 
the total martensite ratio:                ܿ = ܿ௫ + ሺͳ − ܿ௫ሻ ⋅ ܿ௬ = ܿ௫ + ܿ௬ − ܿ௫ܿ௬                                  (5) 
A similar procedure is performed in case of a sheet that is loaded in all three spatial 
directions. At first ܿଵ, ܿଶ and ܿଷ are calculated under consideration of the ratio Ψ of the 
composed shear bands in orthogonal direction. Afterwards these contributions are 
combined to the total martensite volume fraction ܿ: �ܿ௜��௜௜ = ߙ � ߚ ቌݏ௜ + Ψ ∙ ∑ ݏ௝ଷ௝=ଵ,௝≠௜ ቍ
௡−ଵ ൮ͳ − ቌݏ௜ + Ψ ∙ ∑ ݏ௝ଷ௝=ଵ,௝≠௜ ቍ) ሺͳ − ܿ௜ሻ ,      (6) ܿ = ܿଵ + ܿଶ + ܿଷ − ܿଵܿଶ − ܿଵܿଷ − ܿଶܿଷ + ܿଵܿଶܿଷ.                                                       (7) 
Since the martensite evolution strongly depends on the temperature, an accurate 
simulation of temperature evolution during the processes is necessary to get adequate 
results. At first the temperature �� that would result from adiabatic conditions is 
calculated by evaluation of the energy of deformation. Additionally the heat emission �௞ resulting from convection has to be considered in order to get a realistic estimate of 
the temperature field:  
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Experimental data showed for the investigated material that the influence of strain rate 
and temperature is significant and needs to be included in the simulation. Therefore, 
contrary to the model by Perlade et al. [15], in this case α is calculated as a function of 
the strain rate and σγ0 as a function of strain rate and temperature: 
                               
m
MK 



0
0 
 

                (11) 
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                  (12) 
Here m is the strain rate sensitivity coefficient,   is the strain rate and Rp0,2% is the 
0.2% proof stress. Two constants had to be fitted to experimental data. All other 
constants are known from literature or known material properties. 
4  Simulation results 
First of all the martensite evolution for uni-directional tensile tests is analyzed. In Figure 
3a the increase of the martensite fraction for different initial temperatures as a function 
of strain is presented and the promotion of martensite evolution by low temperatures 
is documented. Figure 3b shows the martensite fraction depending on the strain rate. 
It can be observed that the martensite evolution is inhibited due to low heat emission 
if a high strain rate is applied. Both figures show a nice agreement between the 
simulations (solid lines) and the experimental results (dashed lines). 
             ܽሻ             �̇ = Ͳ.ͲͲ5 ݏ−ଵ                                                ܾሻ             �ሺͲሻ = ʹ͵℃                   
Fig. 3:  Martensite volume fraction ܿ at an uniaxial tensile test as a function of strain (a) for �̇ =Ͳ.ͲͲ5 ݏ−ଵ  and different initial temperatures �ሺͲሻ and (b) for �ሺͲሻ = ʹ͵℃ and different strain 
rates �̇. The solid lines illustrate the simulation results and the dashed lines the experimental 
data. 
Figure 4 shows the true stress σges as well as the strengthening σ of the martensitic 
phase (dashed lines) as a function of strain for different initial temperatures and a strain 
rate of  �̇ = Ͳ.ͲͲ5 ݏ−ଵ. σges has been calculated according to equation (9), whereas σ  
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is the difference between the total stress and the stress that would arise without the 
formation of martensite, namely  
                                          σ = σges(c) - σges(ܿ = Ͳ).                                       (13)  
At this point it has to be mentioned that the dislocation density calculated from equation 
(10) strongly depends on the martensite content ܿ with the result that σ > 0 if 
martensite formation occurs. For high initial temperatures the martensitic strengthening 
can almost be neglected whereas the martensitic strengthening increases due to the 
raise of martensite content if the initial temperature is reduced. For an initial 
temperature of -20°C, for example, the martensitic strengthening grows up to a value 
of 15-20% of the total stress. 
 
Fig. 4:  True stress σges (solid lines) and martensitic strengthening σ  (dashed lines) for different 
initial temperatures  �ሺͲሻ and  �̇ = Ͳ.ͲͲ5 ݏ−ଵ. 
Based on these results the simulation of a tube-forming process of a sheet made of 
the already mentioned austenitic stainless steel X5CrNi18-10 is considered in the 
following. Figure 5 illustrates the forming process of such a tube. At first a sheet is 
pressed in the form showed by the left illustration, and then it is welded to a 
conventional tube. In order to obtain the final shape the tube is bent subsequently. 
 
Fig. 5:  Forming process of a sheet to a tube 
Especially the first stage of the process plays a crucial role regarding the evolution of 
martensite and its distribution because of the presence of high strains. Therefore the 
focus is set on the U-forming henceforward. The variables of interest such as plastic 
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6  Conclusion 
 A microstructural motivated model for martensite evolution and the corresponding 
mechanical properties has been presented. 
 Simulation results for the martensite evolution in uniaxial tensile tests show an 
excellent agreement with experimental data. 
 The martensite formation in the tube-forming process is favored by low initial 
temperatures and strain rates and high retention forces. 
 The HCF and VCHF properties are directly dependent on the martensite volume 
fraction.  
 By very high martensite volume fractions (beyond 50 vol-%) the higher notch 
sensitivity of the martensitic phase leads to internal crack initiation from inclusions. 
The form and dimension of the inclusions determine the number of cycles to failure. 
 Excellent HCF and VHCF properties accompanied with an acceptable notch 
sensitivity were obtained by a volume fraction of about 30 vol-% martensite. 
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Chapter III.C 
Fast Microstructure Analysis of Heavily Deformed 
Steels by Means of X-ray Diffraction 
Daniel Šimek, Mykhaylo Motylenko, David Rafaja 
Institute of Materials Science, TU Bergakademie Freiberg 
Gustav-Zeuner-Straße 5, 09599 Freiberg, Germany  
1 Introduction / Initial state of the art 
X-ray diffraction (XRD) is a powerful analytical method that finds its applications 
predominantly in the structure and microstructure analysis of crystalline matters. Our 
attempt was to utilize XRD for a fast control of metal forming processes, where the 
microstructure should give a feedback about the quality of the rolled (drawn) material. 
Basically, XRD reveals the interplanar distances of the crystalline material with a 
relative precision of 10-5. During the forming process, microstructure defects are 
formed in the crystal structure. These microstructure defects produce local strain fields 
that modify the interplanar distances in the vicinity of the defects. These local changes 
in the interplanar distances can be concluded from the XRD patterns and assigned to 
the respective kind of the microstructure defects. On the other hand, the local strain 
fields occurring around the microstructure defects modify significantly the mechanical 
properties of the rolled materials. Thus, the information about the microstructure 
defects can be used to explain the mechanical properties or even to predict them. 
The interplay between the sessile microstructure defects (mainly dislocations) and 
gliding dislocations in the mechanical properties were studied by many authors [e.g. 
1]; the results of these studies were summarized by Mecking and Kocks in [2]. It was 
found that the stress-strain curves can be well explained by the dislocation density 
development with concurrent effects of dislocation generation and annihilation 
(recovery). The theory was also successfully applied to the creep behaviour [3]. 
The effect of the lattice strains on the XRD patterns was described for residual stresses 
in [4] and for microstrains due to dislocations in [5, 6, 7, 8, 9, 10]. However, the local 
lattice strains from dislocations were mainly investigated in powder materials. The 
interplay between the lattice strains acting on different scales 
(macroscopic/mesoscopic/microscopic) in compact materials [11] is typically not 
considered. 
In order to reveal the role of the heterogeneous microstructure in the ferritic-pearlitic 
(F-P) steels and the supposed interplay between the microstructure and the 
microstructure defects, a variety of F-P structures was studied and the correlations of 
the microstructure parameters on the mesoscopic scale (pearlite fraction and its 
interlamellar distance) with the microscopic ones (dislocation density) were 
investigated. 
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2 Microstructure and structure defects 
The microstructure features can be classified into two main groups according to their 
effect on the XRD patterns: (i) grain boundaries and cell-walls, and (ii) lattice strains. 
The grain boundaries and cell-walls cause a loss of coherency of the crystalline lattice 
at larger distances and leads to a general broadening the diffraction lines independent 
of the magnitude of the diffraction vector. This line broadening is an important factor 
limiting the precision of the interplanar distances measurement. The lattice strains 
stem from a mechanically non-equilibrium state of the material and are an indicator of 
residual stresses. The residual stresses can be further classified according to their 
extent into three main groups: 
 1st kind stresses are homogeneous on macroscopic distances. Primarily, they are 
consequence of an external force. If the external force is missing, the 1st kind stress 
must be of intrinsic nature. Typical examples of such stresses can be found in 
materials subjected to a surface treatment like carburising, nitriding, sandblasting or 
coating. 
 2nd kind stresses are homogeneous within grains (cells). They are the result of the 
interaction between neighbouring grains with different orientations or, as well, 
between the grains of different phases 
 3rd kind stresses are the result of long-range defects (dislocations and stacking 
faults) within a coherently diffracting domain (inside one grain). 
The XRD recognizes the above residual stresses via lattice deformations having 
different extents. The 1st kind (macroscopic) stress deforms a particular crystalline 
grain depending upon its crystallographic orientation. Using the contracted notation 
after [12], the stress tensor can be (in general) represented by a 6-dimensional pseudo-
vector with components k as well as the deformation (k), and the compliance tensor 
S is then expressed in the same reference system with components Sjk, which depend 
on the orientation of the grain with respect to the stress. 
 
k
kjkj S  . (1) 
Usually, the symmetrical measurement mode of the XRD is applied, which means that 
only the strain component normal to the sample surface is detected. The average 
interplanar distance dhkl measured normal to surface (let us define it as z-direction) is 
an average of the interplanar distances in all grains, in which the lattice planes (hkl) 
are oriented perpendicular to the diffraction vector (parallel to surface): 
 )1()1( 3030 
k
k
hkl
k
hkl
hklhkl Sddd  . (2) 
For cubic material, the average of each compliance tensor component S3k represents 
a rotational transformation of the compliance tensor defined in the crystallographic 
axes system with the cubic symmetry [13], and it is – because of the symmetry – 
always described by a two-parameter dependence on an fourth-order invariant 
Hhkl = (h2k2+k2l2+l2k2)/(h2+k2+l2)2; the same holds for the average strain: 
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   
k
khklkk
hkl Hss 3 , (3) 
the values of sk and sk depend only on the preferred orientation of directions normal 
to hkl with respect to the stress. For a particular type of stress (e.g. uniaxial, where 
1 = 2 = , k>2 = 0), the summation over component index k in (3) can be performed 
and the result introduces the well-known X-ray elastic constant s1, here anisotropic: 
    hklhklhkl sHss 13  , (4) 
where only the stress magnitude  plays a role. We shall mention here that the 
averaging in Equation (2) implicitly assumes that the stress is constant for all the 
differently oriented grains. Such assumption is called Reuss model [14] of elastic 
behaviour. Alternatively, the constant strain can be assumed, which is called Voigt 
model [15]. Voigt model leads to a complete loss of strain anisotropy (s = 0, s1 = s = 1/c 
in (4), where c is an average stiffness with respect to specified stress). Both these 
models are extreme and physically unjustifiable; the true behaviour in bulk material is 
expected to lie in between as it was suggested/described by Kröner [16]. 
The 2nd kind stresses, if acting between the grains of the same phase, are zero on 
average. They are always present whenever there is a 1st kind stress and the material 
does not behave exactly according to the Reuss model. If these inter-granular stresses 
act between the grains of different phases, the resulting residual average strain 
measured in a particular phase can be non-zero even if the mean macroscopic stress 
(over all phases) is zero. Such strain, however, can have a complicated behaviour and 
it can even exhibit a hydrostatic component. The inherent consequence of the 2nd kind 
stress is the variation of the strain in particular grains; statistically it is the root mean 
squared difference from the average called rms-microstrain: 
 
22
rms )( hklhklhkl    (5) 
The 3rd kind stresses act within coherently oriented domains. In case of body centred 
cubic (bcc) iron (which is the ferrite phase) the dominant defects are dislocations. The 
theory of dislocation induced microstrain was developed by Wilkens [5] and applied to 
cubic materials by Ungar et al. [10]. For randomly oriented dislocations, the mean 
squared microstrain (squared rms-microstrain) is connected with their density as 
follows: 
 disl
22
2
disl 8
)(  hklhkl CbM . (6) 
Here, disl is the dislocation density, b their Burgers vector magnitude, M is a constant 
of the order of unity connected with the dislocation arrangement and hklC  is the 
average contrast factor of considered dislocations in the crystallographic direction hkl. 
The latter is connected with the elasticity tensor, and in cubic materials, it can be 
parameterised by two parameters, i.e. by the average contrast factor in the 100 
direction ( 100C ) and by its crystallographic anisotropy q: 
III.C – Fast Microstructure Analysis 
 
206 
 
 )1(100 hklhkl qHCC  . (7) 
In Eq. (7), both values depend on the elastic constants and dislocation character 
(screw/edge). The uncertainty in connection between the dislocation density and the 
microstrain they induce lies in the factor M. Its value can be estimated from the shape 
parameters of the diffraction lines (higher-order moments of microstrain, note that rms-
microstrain is the 2nd order moment) in powders, but this effect is smeared by the 2nd 
kind stresses present in polycrystalline materials. Therefore, we will further work with 
the dislocation-induced microstrain directly without evaluating the dislocation density. 
3 Evaluation of the XRD patterns 
In XRD, the diffraction angle 2 is connected with the interplanar distances of 
diffracting atomic planes dhkl through Bragg equation: 
 
 sin2 hkld ,  (8) 
where  is the wavelength of the X-rays. In practice, there is a finite range of 
wavelengths present and the precision of 2 determination is also limited. Therefore, 
the spread of dhkl is always registered and referred to as instrumental broadening. It is 
convenient to work with the modulus of the reciprocal space vectors Khkl, which is 
inversely proportional to dhkl: 
 
sin21 
hkl
hkl d
K .  (9) 
From the magnitude of the reciprocal space vector (reciprocal lattice vector), the 
corresponding lattice parameter can be evaluated from a single reflection for a cubic 
material: 
 
hkl
hkl K
lkh
a
222  .  (10) 
It is necessary to account for a possible instrumental misalignment. The characteristic 
wavelength is usually well defined, but the diffraction angle 2 may be shifted by Δ2 
from the true position by the shift of the zero point of the detector. Then, the evaluated 
lattice parameter ahkl is varied by: 
 )cot21( 21phys  hklhkl aa .  (11) 
In case of Bragg-Brentano symmetrical semi-focusing goniometer, another possible 
aberration comes from the displacement of the sample surface from the common circle 
axis, e. For the radius of the diffractometer circle is R, the instrumental aberration in the 
lattice parameter can be described as: 
  cotcos)cotcos1( physphys ua
R
e
aa hklhklhkl  , (12) 
where u stands for Reahkl /phys .  
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In order to obtain not only the average interplanar distances (Equation 12) but also the 
rms-microstrain (Equation 5), the whole pattern is fitted by a set of Pearson VII patterns 
[17]: 
 
 


2,1
22
max 1)sin2)(12(4)(
n
m
n
m
n wKIII  , (13) 
where K, w, Imax, and m represent the reciprocal space vector magnitude, full width at 
half maximum, maximum value, and shape parameter respectively. Each of these 
parameters is specific to particular hkl. I1 and I2 account for the CuK1/2 wavelength 
doublet intensity ratio (I1:I2 = 2:1, 1 = 0.154056 nm, 2 = 0.154439 nm). The meaning 
of the parameters is illustrated in Fig. 1. 
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Fig. 1:  Explanation of the refineable parameters of the Pearson VII function [Eq. (13)]. In this example, 
the measured intensities are plotted by green circles, the Pearson VII function by the red line. 
The shape parameter of the Pearson VII function is m = 1.7; the background level is the blue 
line. 
The shape of Pearson VII function is Cauchy when m = 1, or Gauss, when m =∞. 
The full-width at half maximum can be converted into physically more reliable integral 
breadth as follows: 
 w
m
m
m 12)(
)(
/1
2
1
exp 
 . (14) 
Here  stands for Gamma-function; the equation is valid for m > ½. 
4 Analysis of microstructure characteristics 
The diffraction experiments on cold drawing of pearlitic steels showed that by 
unloading, the ferrite phase is left in compressive stress along the drawing direction, 
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while the tensile stress is born by cementite [18]. In the normal direction, the situation 
is opposite and more complicated, owing to the microstructure changes in the drawn 
pearlite [19]. 
4.1 Residual strain 
The mean residual strain in the ferrite (bcc iron) phase can be evaluated from the 
measured reciprocal space vectors Khkl (Equation 13) that correspond to the positions 
of the maxima of the XRD lines. They can be recalculated to the lattice parameter 
observed in particular crystallographic direction according to Equation (10). 
Analogically to Equation (2), the ahkl will behave similarly like dhkl, because 
ahkl = dhkl(h2+k2+l2)1/2. Accounting for the instrumental aberration (12), we come to: 
 
,
2/2
cotcos)1(cotcos)1(
2
22
aniso100
0030
hkl
hkl
hkl
hkl
hkl
hkl
K
K
uHaa
usHasauaa





 (15) 
where a0 represents the stress-free lattice parameter and  stands for the wavelength 
of X-rays. Equation (15) is an implementation of so-called Cohen-Wagner (Fig. 2) plot 
for the case of anisotropic lattice parameter. 
 
Fig. 2:  An example of Cohen-Wagner plot for the case of anisotropic lattice parameter. The 
extrapolation to coscot = 0 corresponds to the diffraction angle 2 = 180°. 
Both the microstructure-related parameters a100 and aaniso are proportional to the 
residual stress present in the ferrite phase, the proportionality constants are s and s 
from Equation (4). In case of zero stress, a100 = a0 (the stress-free lattice parameter) 
and aaniso = 0. Therefore, in a set of samples with variation of the residual stress, the 
stress-free lattice parameter can be determined by extrapolation of the dependence of 
a100 vs. aaniso towards aaniso = 0. Similarly, aaniso (cf. Fig. 2) is a direct measure of the 
residual stress applied at the ferrite phase. 
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4.2 Microstrain 
The rms-microstrain can be evaluated from the integral breadths of the diffraction lines. 
There are, however, several independent components to the XRD line broadening. 
First of them is the instrumental line broadening, as it was mentioned in Section 3. It 
was evaluated by measuring a standard powder with negligible physical broadening. 
The second effect is the size broadening described at the beginning of Section 2. The 
size broadening is described by Debye equation and it is independent on Khkl. For 
spherical domains it yields: 
 D9.0size  , (16) 
where D represents the mean diameter of the diffracting domains. The dislocation 
induced microstrain, on the other hand, represents a variation of the lattice parameter, 
so that the breadth is relative to the reciprocal space vector magnitude: 
 hkl
hkl Krmsdisl 2  . (17) 
In connection with Equations (6) and (7), the dislocation-induced broadening can 
expected to follow this dependence:  
 
  2100disl2222disl2disl 12)(4 hklhklhklhkl KqHC
bMK   . (18) 
For the previously discussed uncertainty in the pre-factor in Equation (18), we will 
operate with the dislocation-induced squared microstrain in crystallographic direction 
100 (2disl) and its crystallographic anisotropy (q): 
   22disl2disl 14 hklhkl KqH  . (19) 
Of course, the 2nd kind stresses also contribute to the resulting microstrain and for the 
similar dependence of the elastic tensor, the behaviour will be the same as in Equation 
(19), with a modified anisotropy parameter q. Let us append that for bcc iron 
(dislocations with Burgers vector b = ½111a0 were considered), using the elastic 
tensors after [20] and parameterisation after [10], for pure edge dislocations, the 
anisotropy parameter q shall be equal to 1.32 and for pure screw dislocations then 
2.67. 
The broadening contributions (16) till (18) are independent and their broadening 
convolves. In the case of noise-containing experimental data, the deconvolution is 
generally not possible. Rather, we try to exploit the following approximation: 
 
2
strain
2
size
2
instr
2
exp   , (20) 
which is exactly valid only if all the components (and also the resulting one) are 
Gaussian. If one of them is negligible (like here it will be found in case of size 
broadening – see below), the condition on it is then weakened. However, if the profiles 
were Cauchy-like, similar equation would be valid with first powers instead of squares. 
For the strain broadening (strain), we will consider the dependence for dislocation 
broadening (disl). In general, we will fit the experimentally determined integral breadth 
with three parameters: 
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22
100size
2
instr
2
exp )( hklanihkl KhklHBKBB   , (21) 
where Bsize = 2size, B100 = 42100 and Bani = 4q2100. This equation describes the 
dependence in a modified Williamson Hall plot (Fig. 3), which is commonly utilised for 
separation of the size and microstrain broadening. The size broadening in our case is 
mostly negligible and even a small negative value of Bsize can be determined in the fit 
of Equation (21). 
 
Fig. 3:  An example of the modified Williamson-Hall plot. The extrapolation to zero diffraction vector 
(Khkl = 0) reveals the contribution of the size broadening to the total XRD line broadening. 
If the microstrain was only caused by the dislocations, 2100 would correspond to 2disl 
from Equation (19). However, generally it is not straightforward to separate the effect 
of 3rd kind microstrain (dislocation-induced) and the 2nd kind microstrain (inter-granular 
variation of stress). In case of ferritic-pearlitic steels, one source of the 2nd kind 
microstrain in ferrite phase can be the structure inhomogeneity – the presence of the 
second phase in only one of the volume constituent, i.e. in pearlite. The primary ferrite 
thus can bear a different deformation than the ferrite in pearlite.  
In pearlite only, the other phase (cementite) can bear a stress of opposite sign then it 
is applied onto ferrite phase (both in pearlite and in primary ferrite). As the total 
deformation in ferrite is averaged in XRD experiments, the ‘mean residual stress’ 
present in ferrite phase and observed in the non-zero anisotropy of lattice parameter 
ahkl according to Equation (15) is then proportional to the stress born by cementite 
phase. The total volume amount of cementite in F-P steel is constant and depends 
only on the carbon content of the steel. We may thus expect that the difference of the 
strain applied on the ferrite embedded in pearlite from the strain in the primary ferrite 
– i.e. the 2nd kind root-mean-squared microstrain – is proportional to the stress born by 
the cementite phase (predominantly present in lamellas in pearlite), and therefore to 
the opposite stress born by the ferrite itself on average. 
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The above described consideration leads to an assumption that 2nd kind microstrain 
observed in the ferrite phase can be considered to be proportional to the mean residual 
strain observed in the ferrite phase, and thus: 
 
2
ani
2
rms ~ a . (22) 
The root-mean-squared microstrain of 2nd kind is crystallographically anisotropic as 
well as the third kind microstrain. Particularly for crystallographic direction 100 the 
mean squared microstrain 2100 is (under the assumption of statistical independence of 
dislocations and 2nd kind microstrains) the sum of both effects: 
 
2
disl
2
ani
2
100 .   ag . (22) 
The q parameter (the anisotropy) can vary with the portion of 2nd and second kind 
microstrain, the proportionality constant g is not possible to be determined theoretically 
according to our today’s knowledge. It will be estimated from the experimental results 
for steel C45. 
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Rolling of Steel Strip and Rods 
(Simulationssystem zur schnellen Analyse des mehrstufigen 
Warmwalzens von Band und Stabstahl-Draht) 
Marcel Graf1, Gunter Krause2, Rudolf Kawalla 
TU Bergakademie Freiberg, Institut für Metallformung 
1 Introduction 
The properties of each deformed product are essentially influenced by their production 
process. Through the targeted control of the various steps of the process, it is possible 
to obtain the desired properties. In order to achieve this goal and to estimate the 
properties of the final product, the entire process chain must be presented as a complete 
set. This integrated approach starts with the solidified melt and covers each production 
stage including the transport and deformation phase up to the finished product.  
In order to satisfy ever-increasing quality and quantity requirements as early as the 
planning stage as well as during production, appropriate software can be used that 
allows the prediction of local and global processes in their interactive relationships. For 
this reason it becomes necessary to develop a tool which is sufficiently precise and 
reliable for a variety of materials as they are being deformed at the various stages. In 
addition, this instrument must offer the opportunity to calculate (approximations of) the 
processes in real time.  
The system developed is designed to serve as a tool to be used by technicians and 
scientists for designing new technologies and concepts for devices, as well as for the 
testing of new materials. The application of simulation systems facilitates optimization, 
which is important in reducing the duration of the process stages. The system also 
improves productivity by simultaneously increasing efficiency; this contributes 
significantly to the protection of the environment. The objective of the models is to 
consider the individual steps or phenomena in their interaction, and not independently 
of each other. By means of the software developed, the general design of the process 
as a whole must be defined, while the interaction of the various stages of the process 
must also be determined. Here it is possible to ascertain the behavior of the material 
across the cross section under practice-oriented conditions. This software system was 
developed for the application as a controlling system for rolling mills to monitor 
production and quality as well as to reduce the need for costly laboratory tests. 
 
                                                          
1
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2
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2 Aim of the sub-project 
The aim of the project was the development of a simulation system that would facilitate 
the consideration of physical phenomena across processes, the linking of 
phenomenological and metallurgical models, and the achievement of the sought-after 
modelling depth during hot rolling.  
The linking and extension of the models should assist in better understanding the actual 
microstructural formation process during the multi-stage hot rolling of flat and long 
products on the basis of material flow and temperature models. It should also help in 
forecasting the effects of influencing parameters on the development of properties in a 
very short period of time, i.e. in real time. The basic procedure specifies that the initial 
information from each preceding model should serve as the input data for the following 
sub-model. 
Additional tasks included the development of a software program with a module that 
would allow the implementation of all relevant deformation and material parameters. The 
model-based characterisation was performed on the basis of two materials. The 
materials used were two typical representatives of two classes of steels – the steel types 
C45 and DP 600. 
3 Research results of the sub-project 
3.1 Simulation system 
The software system (see Fig. 1) has been continuously refined over the last six years. 
A modular and self-explanatory user interface was created to facilitate and simplify data 
input. This ensured that the individual software elements could be utilised on a modular 
basis to produce any configuration of a hot strip mill or wire mill.  
The program facilitates the analysis of the deformation, temperature and material 
conditions in a hot rolling mill. The essential components of a hot rolling mill are the 
reheating process, the forming lines/rolling stands, and the cooling line. In the area of 
reheating, a multizone oven model can be set up to calculate the temperature 
distribution and grain growth across the billet cross-section (as a function of the 
thermodynamic constraints and the material parameters).  
The rolling mill is represented virtually by the modules Interval Times, Rolling Pass, and 
Cooling Line, which can be used multiple times. Calculation of the temperature field, 
grain growth and the static recrystallisation takes place during the interval times. Along 
with the calculation of the temperature development and the deformation condition, the 
model for dynamic recrystallisation is applied during the rolling pass.  
During cooling, the temperature field calculation is coupled with the phase transition. 
After completion of the phase transition, the mechanical properties can be determined 
from the characteristic microstructural properties (e.g. phase fractions, ferrite grain 
sizes, pearlite lamellar spacing).  
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As the different modules can be arranged in a variable manner, the calculation model 
can be implemented for the most widely varying rolling operations. In the process, the 
output information for the nth model serves as the initial information for the model (n+1). 
Furthermore, the software has been expanded by one module (in the area of cooling 
after forming). This facilitates calculation of first-order internal stresses which, for 
example, can develop on the roller table of a hot rolling mill and reduce the geometrical 
quality of the strip geometry.  
Figure 2 compiles the types of model, the necessary information and the output 
parameters.  
 
Fig. 2:  Model and parameter overview of the software 
Based on the phenomenological models for the calculation of both the temperature 
distribution and the material flow distribution over the cross section and length of the 
rolled material, a time-lapse calculation is produced in which a disc of material from the 
strip or wire is continuously tracked on its way through the rolling train. In addition, the 
modelling of the temperature and material flow is underlain by the assumption of a 
bimodal symmetric distribution. 
If the heat flow in the rolling direction is disregarded, a two-dimensional, non-steady-
state heat conduction problem remains (/Bra93/), which is to be solved for a changing 
cross-sectional area. This task is carried out by an FEM module (/Bha05/). This model 
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is particularly interesting in that the contours of the calculation area are fitted to the 
current contours of the cross section. Therefore, the FEM mesh deforms according to 
the geometrical development of the material cross section in the rolling gap. 
The representative quality of this model is strongly dependent on the selection of the 
correct boundary conditions. The cross-sectional area of the observed material disc is 
divided into square elements, and for each element, the temperature distribution can be 
approximated. To this end, the temperatures at the interstices (nodal temperatures) are 
overwritten with assumed functions, so that a temperature distribution is given in the 
entire square as a function of the nodal temperatures.  
For the rolling gap, a heat-flow density is assumed that is a function of the rolling 
temperature and the surface temperature of the rolled material. In the interval period, a 
model is utilised that encompasses both convection and radiation. 
Using numerical methods for the calculation of the material flow problem by means of 
FEM would be too laborious to allow rapid calculations. For this reason, the barrier 
theory /Ras05/ is utilised, whereby the ansatz functions are formulated with the help of 
FEM sample solutions.  
The nodal points of the FEM mesh simultaneously serve to discreetly save the state 
variables from the material flow, the microstructural development, the transformation 
and the calculation of properties. 
The development of the deformation in the deformation zone is a vector field, whereby 
the three components of the displacement vector are not completely independent of 
each other in space. Along with the boundary conditions, both the material cohesion and 
volume constancy cause restrictions for the development of the individual components 
in the form of the rolling gap geometry. 
Normally, the local deformation condition in the deformation zone is determined under 
consideration of the flow resistance and the forces acting on the system. As no analytical 
solution is available for this task, numerical procedures (e.g. FEM) are used to calculate 
an approximate solution for a specific configuration.  
Even for the analysis of a single rolling pass, these examinations are associated with 
great computational effort, so much so that this strategy was not relevant for the current 
project. 
According to elementary plasticity theory, assumptions are made for the deformation 
condition during typical deformation processes, such that the kinematics in the 
deformation zone are described completely, and independently of the forces. For the 
strip model, for example, the deformation condition is known for every point of the rolling 
gap – but without the local character being lost completely. 
For the material flow problem, a two-part calculation strategy is implemented. In the 
process, the material expansion is determined by means of analytical approaches, e.g. 
by means of the Freiberger expansion model for calibre rolling /Hen90, Sch97/. In 
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association with the continuity condition and the feed speed, both the degrees of 
deformation and the deformation rates in the disc as the material passes through the 
roll gap are known. 
In particular, the model should provide the cross-sectional contour, the degree of 
deformation and the deformation rate in the cross section for further calculation. First of 
all, it was necessary to analyse the deformation condition in the rolling gap. For the 
derivation of a model, the strain distributions (calculated by means of parameterised FE 
models) were determined. 
The deformation area must be divided into an area that is compressed and an area with 
pure strain. After entering into the deformation process, the area between the contact 
edges experiences a defined compression. In the areas outside this zone and due to 
the volume constancy, a strain condition occurs that – similar to a tie rod – corresponds 
to approximately the negative half of the extension. 
Degree of vertical deformation H: In the symmetrical area, instead of the median degree 
of vertical deformation Hm= ln (h1/h0), a distribution develops from an absolute minimum 
at the contact surface to an absolute maximum in the core. It is typical for the 
development of such components at the contact surface that the degree of deformation 
assumes the negative value of the strain, after the local effect at the infeed has subsided. 
In association with the constancy of volume, this result may be so interpreted as to mean 
that no expansion occurs at the contact surface. 
In spite of the fact that no tool effect arises, growth of the strain value occurs in the zone 
of free expansion.  
Degree of lateral deformation B: No deformation occurs in the lateral direction at the 
contact surface (B = 0). In the zone of free expansion, however, compression or 
tapering/necking occur as with a tension bar, while in the core, large elongations occur. 
Degree of deformation L: These strain components are distributed relatively uniformly 
over the cross section, and increase continually starting from the infeed. 
3.2 Material characterisation and modelling 
3.2.1 Testing material 
For the experimental simulation and the closely linked modelling of the material 
behaviour both during and after forming, the focus was on the steel C45, which was 
regarded as a model material in the Research Area SPP1204 and which exhibits a wide 
range of applications. In addition, a high-alloyed dual phase steel was utilised (Mn-
Mo600, also described as DP600 and developed by a project partner, the IHEK at the 
RWTH in Aachen). The C45 steel is manufactured as both strip and bar/wire material, 
while the DP600 steel is produced as hot-rolled strip which can, as an option, be 
processed to cold-rolled strip. The calculation of the material changes along the entire 
process chain were to be recorded in the project, beginning with the reheating process 
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through the forming and transportation phases and on to the cooling lines. The chemical 
compositions are presented in Table 2.  
Table 2:  Chemical compositions of the experimental steels in mass per cent  
 C Si Mn P S Cu Cr Ni Mo Al V 
C45 0.455 0.219 0.79 0.012 0.034 0.032 0.186 0.038 0.017 0.04 0.0027 
DP600 0.080 0.027 1.44 0.010 0.008 0.012 0.019 0.025 0.146 0.05 - 
3.2.2 Hot flow curves 
The hardening and softening processes of the two steel materials can be characterised 
on the basis of the force-displacement curves recorded during the cylinder compression 
tests and from the hot flow curves calculated from them (corrected for temperature and 
frictional values), as well as by intermittent compression tests carried out by means of 
the offset method. 
The deformation took place in a temperature spectrum from 950 bis 1200 °C and over 
a deformation rate range of from 1 to 10 s-1. The flow curves determined exhibit a course 
that is typical for materials that undergo dynamic recrystallisation, and can 
simultaneously be utilised to calculate dynamic softening.  
After exceeding the maximum value of kf, the yield stress kf decreases by means of 
softening processes and strives to achieve a constant value, i.e. a steady state. A 
reduction in yield stress can be detected with increasing temperature. As a general rule, 
the yield stress kf increases with an increasing rate of deformation. An increasing 
deformation rate shifts the yield curve maximum to higher degrees of deformation at all 
temperatures. 
The yield curves determined serve as the database for the yield curve regression 
analysis (see Table 3) by means of the Hensel-Spittel Approach 8 according to the 
following equation. �� = � ∙ ��భ∙� ∙ ���మ ∙ ��ర/�� ∙ ሺ1 + ��ሻሺ�ఱ∙�+�లሻ ∙ ��ళ∙�� ∙ �̇�ሺ�య+�ఴ∙�ሻ 
Table 3:  Material-specific coefficients for the Freiberg Approach 8 from the yield curve regression 
analysis 
  C45 DP600 
Flow stress A 3146.76 4241.24 
m1 -0.002564 -0.002350 
m2 0.36459 0.708483 
m3 0 0 
m4 0.0006559 0.000152949 
m5 -0.002025 -0.0032009 
m6 0 0 
m7 0.385257 0.820595 
m8 0.0001523 0.0000158544 
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The model parameters determined facilitated a complete description of the hot flow 
curves in a temperature range from 900 to 1200 °C, as well as at deformation rates of 
from 1 to 10 s-1. With a correlation coefficient of r2 = 0.988, a good correlation was 
obtained between the determined and calculated values. 
3.2.3  Microstructure evolution 
The basis for the calculation of the development of the austenite condition in the rolled 
material during heating, rolling and cooling is the analysis of the deformation parameters 
degree of deformation, deformation rate and temperature on the local scale described. 
The development of the microstructure is followed by the initiation of austenitisation 
during reheating, and includes grain growth phenomena as well as static and dynamic 
recrystallisation. The corresponding calculation procedure is based on the JMAK theory 
(for all model equations, see Chapter I.A.1 in this volume), and is described in Fig. 3. 
 
Fig. 3:  Calculation strategy for microstructure evolution 
 Grain growth 
The reheating in the furnace stimulates grain growth. The measured values were 
generated by means of experimental simulation in an electrical chamber furnace with 
varying annealing times and temperatures, whereby the samples were quenched 
immediately after annealing and the austenite conditions with respect to the grain sizes 
were “frozen”. Following metallographic analysis and characterisation of the 
microstructure, modelling could be carried out according to the Avrami term. All 
necessary material coefficients for grain growth during reheating are summarised in the 
following table 
 
. 
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  C45 DP600 
Austenite grain 
growth during 
reheating 
QKW 353646 605146 
A 4.55E+16 4.64E+33 
n 1.7147 5.049 
 DRX 
The dynamic recrystallisation kinetics determined for both steel materials exhibit the 
characteristic sigmoid function. The critical degree of deformation was established for 
the determination of the initiation of dynamic recrystallisation, along with the grain sizes 
necessary for the description of the kinetics of this process. Furthermore, the 
dynamically recrystallised grain size was measured by means of metallographic 
methods. 
All material coefficients necessary for the description of both the dynamic 
recrystallisation and the dynamically recrystallised grain size are summarised in the 
following table. 
  C45 DP600 
Zener-Hollomon QW 312000 197435.5 
A 3.207E+14 1.138E+12 
 0.0051 0.0092922 
m 6.4 4.5038 
Critical strain a1 0.00046 0.000897155 
a2 0.5 0.48214207 
a3 0.15 0.19745281 
Strain for 50 % DRX c1 0.00115 0.016710596 
c2 0.28 0.23650899 
c3 6240 2959.3423 
c4 0.05 0.13436738 
Volume of DRX e1 0.692 0.693147 
e2 2 1.5 
DRX grain size d1 214.63 2784.07 
d2 -0.0913 -0.2148 
 SRX 
Due to the energy stored in the material, static softening (all process – including 
metadynamic processes – are combined under the term “static”) occurs immediately 
after deformation through recovery and recrystallisation processes. 
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In general, shorter interval times are necessary for complete recrystallisation given an 
increasing deformation temperature and increasing deformation rate. As expected, 
higher temperatures facilitate the thermally activated processes that control 
recrystallisation. In addition, with increasing deformation rates, the deformation itself 
increases the amount of energy stored in the deformed state, which in turn increases 
the driving force for the static recrystallisation processes and which accelerates the 
associated kinetics. 
All necessary material coefficients for static recrystallisation are summarised in the 
following table. 
  C45 DP600 
Time for 50 % SRX Qstat 103653 184901 
g1 0.154 0.000684 
g2 -4.6694 4.355 
g3 -1.8467 -0.8023 
g4 -0.5013 -0.6752 
Volume of SRX h1 0.693 0.693 
h2 0.52445 1.5 
SRX grain size s1 1.35E-10 0.105358605 
s2 -1.013 0.77352556 
s3 0.91 3.4485301 
S4 -0.0981 -0.071454768 
S5 0 0 
Grain growth after RX Q 46135 605146 
A 1.08E+12 4.64E+33 
N 7.4716 5.049 
3.2.4  Phase transformation 
During hot working, the γ/α transformation in particular is of great importance, as the 
properties of the steel are determined by the microstructure formed. Time-temperature 
deformation curves offer an overview of the phase transformations that occur after 
deformation in a technically relevant steel. 
Less than satisfactory, however, is the state of the research associated with the 
modelling of phase transformation processes of multi-component iron alloys. These 
would be suitable for reliably forecasting microstructure development in association with 
prior deformation for a wide range of chemical compositions and austenite conditions – 
and in particular for partially recrystallised conditions /Hel96, Kaw00/. The models for 
characterising the / phase transformations are divided with respect to their modelling 
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depth, i.e. in empirical (e.g. /Fin96, Som02, Zha92/), semi-empirical (e.g. /Cam91, 
Fon96, Ker97, Ret97/) and physical (e.g. /Ind96, Yam01/) model approaches. 
The general transformation behaviour of the respective steels is described with the help 
of time-temperature deformation diagrams [Ka05]. As an example, Fig. 4 depicts a time-
temperature deformation diagram for the condition whereby the austenite grain size Dγ 
was 40 µm at both the initiation of the transformation and at t 8-5-time = 3 seconds. For 
grain sizes that occur e.g. at ultimate deformation temperatures > 1100°C, the starting 
temperatures are shifted to the right. Along with the initial temperatures, the phase 
fractions must be determined. For the conditions described in Fig. 4, Fig. 5 shows the 
corresponding dependence of the fractions on the t 8-5-time. 
 
Fig. 4:  Time-temperature deformation diagram for Dγ = 40 µm, steel C45 
 
Fig. 5:  Development of the phase fractions, steel C45 
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The significant deformation conditions as well as the temperature development are 
known from the analysis to date, such that a specific diagram is interpolated for every 
point in the cross section from the time-temperature deformation curves on file. The 
result of this evaluation is that the distribution of the phase fractions across the cross 
section is now at hand. 
In addition, statements can now be formulated about the ferrite grain size and the 
pearlite lamellar spacing in association with the rate of cooling and the austenite grain 
size at the beginning of the transformation. The combination of these results with 
corresponding microstructural property models /Kaw00/ can produce statements on the 
significant mechanical parameters, such as yield strength, tensile strength and 
elongation at fracture. 
3.2.5  Mechanical properties 
Along with the steel composition, both the microstructural fractions and the hardness-
related data predicted by the model are the basis for the estimation of the mechanical 
properties, such as e.g. tensile strength and yield strength. For the prediction of 
properties in technical formed-metal products, physical model approaches could not be 
used to date, as the “scaling up” of metallurgical and physical procedures to 
macroscopic phenomena was not possible, or at least only as an approach.  
Furthermore, these approaches are some distance from making possible a process-
control system based on physical principles and in the form of rapid algorithms. For this 
reason, current practice is normally to rely on empirical approaches /Ker97/. 
For the calculation of the mechanical properties and along with the chemical 
composition, the following parameters are used: alloy (solid solution hardening), ferrite 
grain size Dα, pearlite lamellar spacing λ, pearlite colony size, bainite bundle width, 
microstructural composition (ferrite XF, pearlite XP, bainite XB, martensite XM), strength 
of the respective phase, and precipitation condition (precipitation hardening). 
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3.2.6  Oxide scale development 
Within the hot rolling process chain, different types of scale develop depending on the 
location and time. These different types of scale are exposed to different external 
loadings (e.g. stresses) within the process chain, and are possessed of irregular 
volumes. However, not only do these scale types change along the process chain, but 
the scale itself consists of at least three main components (depending on the grade of 
steel). These components are highly inhomogeneous in their chemical composition, as 
well as in the resulting mechanical properties and those properties relevant for hot 
rolling.  
As the formation of scale during hot forming processes can never be avoided, the 
presence of different oxides must be optimally exploited for the development design of 
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technologies to increase the efficiency of those hot forming processes and the quality of 
the products they produce. This is only possible, however, when a sufficient number of 
the properties of scale are known or, even better, of the properties of the individual scale 
constituents. 
The scale growth curves obtained (see Fig. 6) without the influence of the deformation 
processes can be described very well according to the growth law of Arrhenius (see 
chapter I.A.1).  
 
Fig. 6:  Scale development on C45 according to the linear-parabolic time law without the influence of 
the deformation process 
In order to correctly describe the initial part of the curve, the main focus for the analysis 
of the free scale growth lay on the short interval times.  
Apart from primary scale (furnace scale), secondary and tertiary scale are also formed 
during hot forming processes. Thus, secondary scale is formed in a hot strip mill during 
the transport interval from the descaler after the furnace to the first roll stand. This is 
subsequently deformed in the rolling gap, whereby the porosity is reduced after the first 
deformation. This, in turn, is an indication of the compression occurring at sufficiently 
high temperatures. Subsequently, the pores still extant grow further, increasing their 
volume (although more slowly) as the temperature decreases due to contact with the 
rollers, to radiation and to convection – thus changing the convection conditions for the 
process of oxidation (see Fig. 7).  
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Fig. 7: Overview of the pore development within the hot strip mill at a processing temperature of 1200 
°C and a range of interval times (200 X magnification) 
In order to better model the phenomenon of “pore development” (as pores influence the 
scale’s deformation behaviour), the laws of diffusion may be utilized. Pore behaviour is 
similar to the grain growth exhibited by metallic materials during heating. Therefore, the 
Arrhenuis approach is used to describe the pore fraction. One boundary condition, 
however, is that no pores may be present at the beginning, as no scale layer has been 
formed. This produces the following equation. 
 
B Pores
B
PoresPores TR
Q
tAVV 



 exp0,  
A,B Pore constants  
VPores,0 Initial porosity (= 0 for free 
secondary scale formation; 
≠ 0 for tertiary scale 
formation) 
QPores Activation energy for pore 
growth 
t Dwell time 
R Ideal gas constant 
T Absolute temperature 
 
The model approach can be used for the calculation of the porosity of freely grown scale 
layers as well as for non-steady state processes (oxide layers that had been deformed 
and had then grown further) through the consideration of an initial porosity. 
Differentiation of the porosity for three individual iron oxide layers does not occur. One 
prerequisite is that the pores are distributed in a uniform manner across the entire scale 
layer, which is justified by the metallographic evaluation.  
Using regression analysis and the method of the least squares deviation in the program 
TableCurve 3D, it was possible to identify the relevant model parameters for pore growth 
in an unstressed state (see Fig. 8). This corresponds to the scale and pore behaviour 
after the first descaler in a hot strip mill. 
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Fig. 8: Modelled correlation between the temperature, the time and the porosity produced 
The model equation chosen for consideration of the porosity as a function of the 
temperature and dwell time makes it possible to achieve a very good correlation (r²=0.98 
in Fig. 8) in comparison to the measured values (see Fig. 9). 
 
Fig. 9: Modelling of the pore growth with free scale growth 
Taking account of the compaction of the scale that occurs as a result of the deformation 
process, the pore sizes are changed and their volume reduced. In order to represent 
this the pore volume of the deformed scale is incorporated in the form of a so-called 
“initial porosity” for the subsequent growth. 
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3.2.7 Residual stresses during cooling 
The other characteristic of the strip quality in hot rolling, especially in the hot rolling of 
flat products, can be obtained from the possible stresses that can develop during 
processing on the cooling line. The run-out table in this model is described with 
mathematical laws. For each kind of cooling (air, water from headers, etc.) the zone 
lengths and heat transfer coefficients for zones are specified. The model of the 
temperature field in the cooling line is solved in the cross section of the strip as a 2D 
thermal problem, where the linear 2D thermal elements are used with the logarithmic 
rule of distribution of an elements length in the width direction. The temperature 
distribution can be the reason for such stresses, and creates defects in the rolled metal 
such as dents, curvature and waves in the middle and at the edges of the strip. The 
investigated residual stresses are stresses of the first order. The information about the 
possible stress in the particles is important not only for the description of the geometry, 
but also for proper implementation of the further production process and the 
determination of the strip properties. The theory based on the strip model separates the 
width into strip fibres, and takes into account the thermal expansion as well as elongation 
of each. To obtain a homogeneous final product, the temperature of the strip must be 
constant in the longitudinal direction (from head to end) and transversal to the rolling 
direction (from the outer edge to the opposite site). However, these theoretical 
conditions are not the same as in the real rolling process. Therefore, the temperature at 
the strip edges decreases faster than in the rest of the width. 
The basis of this model is a rectangular sheet. The strip is divided into longitudinal strip 
elements in the width direction of the strip. The deflection function is assumed for each 
strip element. The wave distribution in the rolling direction can be expressed as a sine 
wave form an in-the-width-direction as the third-power spline-curve function. After that, 
the problem is solved by the minimum potential energy principle of elastic systems. The 
consequence from this information is that of changing the process parameters, or 
subsequently interlinking the heat treatment to decrease the stresses. With this software 
and an edge masking device, the cooling process can be optimized. The residual stress 
results in the formation of waves in the middle or at the edge of the strip (Fig. 10). 
 
Fig. 10:  Comparison of rolled sheet (left) and calculation of extreme waviness at the edge as a function 
of height change in µm (right) 
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4  Examples of simulation results 
Using the rapid simulation system described above, a comprehensive understanding 
can be gained for the sub-processes taking place along the hot-working process chain. 
Furthermore, the knowledge obtained can be utilised in optimising the technologies and 
process steps involved, as well as for the development of new materials. Through the 
variable arrangement of the different modules, the computational model can be applied 
to the most widely differing rolling processes.  
At the same time, the output data for the nth model serve as input data for the model 
(n+1). The duration of the calculation for an entire hot-rolling mill (14-frame wire mill) is 
approx. 15 seconds when applying all of the above-mentioned modelling equations and 
assumptions, while the calculations for an 8-frame hot-rolling mill takes less than 10 
seconds. 
In the following calculation examples, the focus is placed on numerical representation 
of the material behaviour of the model material C45. This facilitates examination of the 
plausibility of the material paramaters implemented as well as that of the calculation 
specifications, and their validation and calibration with laboratory-based rolling 
experiments. 
4.1  Calculation examples for long products 
Evaluated by means of the semi-continuous laboratory rolling plant of the IMF, the 
calculation example for wire manufacture reflects the behaviour of the quenched and 
tempered steel C45 during a 14-stage rolling operation with alternating horizontal and 
vertical rolling passes. During the process, a billet with an initial geometry of 45 x 45 
mm² and a grain size of 25 µm was heated to a drawing temperature of 1200 °C in a 
conventional radiation furnace. Afterwards, the billet was passed through the descaler 
and, in ten subsequent reverse passes, the cross-sectional reduction to a diameter of 
12 mm took place (see Fig. 11).  
 
Fig. 11:  Changes in the cross section during the reversing operation 
In a continuous rolling process, four additional finishing passes were added to produce 
the final dimensions – a diameter of eight millimetres. The final rolling speed adopted in 
the last rolling frame was 30 m/s. 
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Calculated in a corresponding manner, the temperature profile (Fig. 12) forms the basis 
for the calculation of all microstructural formations along the rolling line, with the resulting 
calculation of properties at the end of the process. 
 
Fig. 12:  Simulated temperature profile (sim) at different cross-sectional points, compared with the 
surface temperatures measured (gem) for C45 steel 
The results in Fig. 13 show that because of the uniform deformation process, a minor 
inhomogenity develops (with respect to the austenite grain sizes) across the cross-
section upon exiting the last rolling frame. After the forming process – i.e. after passing 
through the cooling line – the distribution of the austenite grain sizes leads to a tensile 
strength at room temperature (Rm) ≈ 670 MPa (see Fig. 13). 
 
Fig. 13:  Grain-size distribution after the fourth finishing pass (left), and tensile-strength distribution (right) 
in the cross-section of the rolled and cooled (to room temperature) wire, C45   
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Thus, the entire process chain – from the metallurgical production through hot and cold 
working and on to the final component – can be considered as a unit, facilitating the 
configuration of those product properties deemed optimal for the field of use of the final 
components. 
Using the novel simulation process presented, it is now possible to rapidly simulate and 
optimise complicated metallurgical and deformation processes while taking into account 
the interaction of the tool and the material, as well as the other technological conditions.  
Over extremely short computation times, the model reduction and the use of other 
material-flow models mean that rapid calculations are provided for locally resolved 
parameters, such as e.g. temperature, degree of deformation, microstructure, the 
development of scale, residual stresses, etc. which are elementary for the determination 
of quality characteristics for the products produced.  
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1 Introduction 
Hot rolling is an efficient and economic process route for the production of multiphase 
steels. To achieve homogeneous mechanical properties of the hot-rolled strip it is 
important to realize a uniform multiphase microstructure. This in turn can be obtained 
by controlled cooling followed by rapid quenching to the desired coiling temperature. In 
the case of thin sheet variations in hot rolling parameters or in the chemical composition 
are particularly critical for the homogeneity of microstructure. In this case a fast and 
efficient cooling control based on the principles of materials science is most desirable. 
The aim of this project was to develop and to implement efficient algorithms based on a 
metal physical description of phase transformation for the cooling section control in a 
hot rolling line for multiphase steels to realize a precise microstructure adjustment at 
high process parameter sensitivity. In the first funding period (see Section 2), the focus 
was on DP steels. The main goal was to develop a semi-empirical model for the phase 
transitions in DP-steel, accounting for the influence of austenite conditioning on ferrite 
nucleation and the enrichment of carbon in the austenite matrix.  
During the second funding period (Section 3), the phase transition models have been 
broadened to include the effect of interstitial alloying elements. Methods from the optimal 
control of partial differential equations have been used to calculate numerical strategies 
for the optimal cooling of DP steels.  
In the third funding period (Section 4), the investigations were extended to the study of 
TRIP steels. At the same time model reduction strategies have been developed which 
will allow a real-time control of the cooling section in hot-rolling lines for multiphase 
steels. 
                                                          
*
 Today at TGGS Thai German Graduate School of Engineering 
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2.  Results of first funding period 
2.1  Material delivery, experimental description for phase transformation and 
investigation of nuclei density 
Five different chemical compositions have been defined following typical industrial 
qualities, vacuum casted and processed on a laboratory scale and experimentally 
evaluated by means of dilatometry (CCT and D-CCT). The microstructure has been 
quantified in terms of phase fractions, ferrite grain size and martensite island size as 
function of various hot deformation parameters and cooling strategies (cooling rate, 
holding time). Details for the dilatometry experiments are shown in Figure 1.  
 
111  t,T ,T  200 K/min; 1200 °C; 300 s 
11  ,   0.2; 5 s-1 
222  t,T ,T  4.3 K/s; 810-830 °C; 3 s 
22  ,   0.0-0.6; 12 s-1 
333  t,T ,T  100 K/s; 640-700 °C; 6-7 s 
 100 K/s 
 
Fig. 1:  Simulation of hot rolling by means of dilatometer (left) and experimental parameters (right). 
In order to investigate the nucleation density controlling the transformation, originally in-
situ evaluation in a hot chamber microscope was planned. During the test it has been 
shown that the equipment did not prevent oxidation in a satisfactory manner and thus 
these tests have been modified towards SEM evaluation of interrupted dilatometer tests 
and application of available approaches from literature. Finally an approach has been 
developed on the basis of results from Umemoto and Kosazu taking into account the 
effect of deformation bands [1]. 
2.2 Phase transformation modeling and parameter identification from dilatometric 
investigations  
In [2] an one-dimensional quasi-static thermo-elasticity problem was investigated, where 
the different thermal expansion coefficients 
฀
0,1,2  were considered by means of the 
mixing rule: 
฀
(z) 0 (1 z1  z2) 1 z1 2z2
 
Here, z1, z2 denote the two product phases, e.g., bainite and martensite and the 
remaining phase fraction of austenite is given by z0 = 1 – z1 – z2. A thermal strain in each 
phase is given by the linear model 
฀
ith  i(T  Tiref ) with a reference temperature
฀
Ti
ref
. 
Under assumption that the phase fractions are spatially homogeneous within the 
specimen, 1 2( ) ( ( ), ( ))z t z t z t  is only a function of time. It has been shown in [2] that if the 
thermal expansion coefficients and reference temperatures are known, the temporal 
iT

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evolution of the two phase fractions is uniquely determined by two time-dependent 
measurements from dilatometer experiments, i.e. length change ( )t , and the 
temperature ( )t  at the middle point of the specimen. From the mathematical point of 
view, the problem of the identification of phase fractions 1 2( ), ( )z t z t  from dilatometer 
measurements ( )t and ( )t can be formulated as an inverse problem:  
    
1
221 2
,..., 0 0
( , ) ( ) / 2, ( )
2 2min
E E
n
t t
u L t t dt T L t t dt
 
           , 
where temperature T  and displacement u solve the one-dimensional quasi-static 
thermo-elasticity system with the above mentioned mixing rule for the thermal expansion 
coefficients. The unknown parameters 1,..., n  are the nodes of cubic splines, which 
describe the functions 1 2( ), ( )z t z t . The temperature T is measured in the middle of the 
specimen with length L. For the details we refer to [2]. 
In the following, we present the results of the parameter identification for the Mo-Mn dual 
phase steel. The dilatometer tests were accomplished in IEHK by a deformation 
dilatometer type DIL-805A/D fabricated by the company Baehr Thermoanalyse GmbH. 
The phase transformation kinetics from the evaluation of the elongation curves, assisted 
by metallographic results, are presented in the CCT-diagram shown in Figure 2. 
 
Fig. 2:  CCT diagram for the Mo-Mn steel 
As an example we take the first cooling curve from the left in Figure 2, where the 
metallographic investigations showed 70% bainite and 30% martensite. The dilatometer 
measurements of the length change ( )t , and the temperature ( )t at the middle point 
of the specimen are depicted in Figure 3. 
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Fig. 3:  The measured length change, λ(t)  (left) and  temperature at the middle point of the specimen, 
τ(t) (right) 
Some iterations of the convergence history in this case are depicted in Figure 4. The 
final phase fractions obtained by the optimisation procedure are 72 % bainite and 28% 
martensite, which roughly correspond to the metallographic investigation. 
Fig. 4:  Some iterations of the optimisation procedure to compute phase fractions for cooling curve 1 
 
The investigation of the parameter identification problem discussed above was 
continued in a cooperation project with the company Baehr Thermoanalyse GmbH. The 
inverse problem was extended to the two-dimensional case in order to derive at a more 
precise thermo-mechanical model for the dilatometer experiments and thus to improve 
the accuracy of the parameter identification procedure.   
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The so called Sv, which represents the grain boundary surface area per unit volume, 
was selected to express the total austenite conditioning under the non-recrystallized 
deformation as follows ܵ� = Ͷʹ9 ଵ஽�� + ͳͷ7ͳ �஽� + [ͳͷ7.ʹሺͳ − �−ሻ − ͷ9.Ͷ7]+ (3.1.2) 
with D
 
– final grain size after repeating recrystallization,  – retained strain, Sv is in mm-
1
. The term in the square bracket only contributes to vS if  exceeds 0.475. 
The information of Sv value, transformation temperature and time and the resulting 
phase fraction was compiled for the modeling by Equation (3.2.1) and (3.2.2), listed in 
section 3.2.  
3.1.3 Ferrite and carbon distribution by phase field model 
The phase field approach extended for multiphase microstructure by Steinbach et al. 
[17] as successfully used by Suwanpinij et al. [18][19][13] to model the - 
transformation in both DP steels. The ith grain in the microstructure is represented by 
the ‘order parameter i(r,t)’. Grain i is present at location r and time t if the order 
parameter i(r,t) is 1 and it is absent if the parameter equals to 0. For 0<i(r,t)<1, there 
is a diffused boundary of thickness η. The transformation kinetics is controlled by the 
well-established phase field equation 
  


 

 
  ijjijiijjiijj iji GMt  2
2
22
2
 
Mij is the interface mobility of adjacent grains. The Mijs in a two phase region of austenite 
and ferrite at 680 °C are as follows: M- 3.310-6 cm4 (Js)-1, M- 2.110-5 cm4 (Js)-1, 
M- 1.410-7 cm4 (Js)-1. ij is the interfacial energy. For different adjacent interfaces, its 
value are: - 0.5 J m-2, - 0.4 J m-2, - 0.7 J m-2 [20][21].  represents the width of 
the transition boundary, which is treated to be the same for all adjacent grains and taken 
to be 1 m. Gij is the difference of the Gibbs free energy between adjacent ferrite and 
austenite grains, taken from the thermodynamic database TCFE6. It is the driving force 
of phase transformation. 
The resulting microstructure after different transformation times is reveal in Figure 6. 
The carbon distribution as a result of carbon rejection from ferrite and diffusion in 
austenite was also delivered. 
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Fig. 6:  The ferrite (white) and remaining austenite (orange/dark) simulated by phase-field method for 
five different ferrite transformation times. 
3.1.4 Hardenability of austenite after carbon partitioning 
To reveal the critical cooling rate for bainite and martensite on the cooling down to the 
coiling temperatures, samples with different ferrite fractions were cooled down with 
different cooling rates. The samples with different ferrite fractions are designed for the 
different degrees of carbon content in the remaining austenite after carbon partitioning.  
The hardenability of austenite was deducted from the martensite and bainite fractions 
observed by metallography under different cooling rates after the ferrite formation. The 
so-called ‘modified CCT diagrams’ were drawn by taking the Ms temperatures from [22], 
the calculated Bs temperature by thermodynamic approach as published in [23][13] and 
the observed amount of phases for each cooling curve. It helps to visualize the cooling 
rates for avoiding or minimizing the bainite transformation after the formation of different 
ferrite amount, i.e. different degree of carbon enrichment, which is calculated by mass 
balance. 
 
 
Fig. 7:  The so-called ‘modified CCT diagrams’ visualizing the phase transformation from the enriched 
austenite at different cooling rates. The diagrams for other carbon contents are shown 
elsewhere [13]. 
ND 
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3.2  Mathematical model for the phase transformations on the run out table 
The kinetics of phase transformations in steel can be described by a system of ordinary 
differential equations (ODEs). We denote the volume fractions of ferrite and martensite 
by f and m, respectively. Moreover, T is the temperature with time derivative T . With 
these notations the formation of ferrite and martensite in hot rolled dual phase steel can 
be described by the system of ODEs  
  ),()()( 21 DgTgfftf ffeq   , (3.2.1) 
  mCTmtm
m
),(1)(  , (3.2.2) 
 (3.2.3) 
The model for the martensitic phase transformation in eq. (3.2.2) is based on the 
Koistenen-Marburger ansatz (for details see [4], [5]). The term feq in (3.2.1) describes 
the asymptotic equilibrium fraction of ferrite as a function of temperature T after 
isothermal holding. The function gf1(T) relates to the isothermal transformation 
behaviour of ferrite, starting from homogeneous austenite state. It can be identified from 
the isothermal TTT diagram. The function gf2(D,) couples the influence of austenite 
grain size D and the effect of retained strain   on the isothermal ferrite transformation 
kinetics: 
212 ),(),(    DSDg vf
 
Here the function Sv describes the effect of austenite grain size and retained strain.
 
21,  are parameters that have to be fitted to the experimental data. To this end, the 
experiments with the process simulation of hot rolling for Mo-Mn dual phase steel have 
been performed in deformation dilatometer in IEHK. 
The ferrite fractions if  were obtained by varying retained strain  (0.0 and 0.3) as well 
as temperature ROTT (from 650 to 770 °C) and holding time ROTt (from 0 to 10 s) on the 
run out table (ROT). The parameters 1 2,   have been identified from the experimental 
data sets  ( , , )ROT ROT iT t f   using a least-squares approach. For further details we again 
refer to [5].  
We present some simulation results for the hot rolling process simulation in deformation 
dilatometer. Using a MATLAB ODE solver, the phase transformation kinetics of ferrite 
and martensite can be computed from (3.2.1)-(3.2.3). An example is depicted in Figure 
7, where the development of phases is shown along the processing time and 
temperature profile and compared with those derived at the end of the dilatometer 
experiment. It simulates the transformation from austenite deformed with strain of 0.3. 
The dashed line shows the temperature profile taken from the experiment. The phase 
fraction analysed from the dilatometer sample is revealed to be as follows: ferrite 0.78, 
bainite 0.03 and martensite 0.19. The numerical simulation results are in a good 
(0) (0) 0f m 
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agreement with the measured ferrite and martensite fractions. The deviation of the 
simulated ferrite fraction from the experimental one is less than 4%. 
 
Fig. 8:  Simulated evolution of phase fractions along the processing time and measured temperature 
profile, in comparison with the measured phase fraction at the end of the dilatometer 
experiment. 
3.3  Identification of the heat transfer coefficients  
In order to arrive at a reasonably simple mathematical model for the heat transfer in the 
cooling line, we neglect heat conduction in the feeding direction of the specimen. We 
consider a cross section of a steel slab moving with the predefined strip speed v through 
the cooling segment. The governing equation for the temperature distribution t)y,T(x,  in 
the 2D cross section of the slab during cooling is given by  
0
 Tk
t
Tρc , in ),0( Et  (3.3.1) 
water
Tk = u(t)(T T )
n
  , on 2 (0, )Et   (3.3.2) 
0Tk =
n
   on 2 (0, )Et   (3.3.3) 
0( , ,0)T x y T  in   (3.3.4) 
The function u( )t  describes a time-dependent heat transfer coefficient, which can be 
represented as in [6]: 
0
0 0
w(t)v
u(t)= β(z +v t)( ) ( )
v m
  , (3.3.5) 
where v is a strip speed, m is an amount of water and 0 0,m  are the reference strip 
speed and amount of water, respectively. ,  are parameters, that have to be fitted to 
the experimental data. 
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This quantity can be prescribed in the cooling line. This is of course only an average of 
the optimal solution. Since the state system is nonlinear, the simulation result for this 
quantity fed back into the state equation will differ from the optimal one as computed in 
the last section. Indeed, Figure 10 shows a resulting ferrite fraction of 82.7%. The 
micrographs of the processed sample have been analyzed in IEHK using automatic 
picture analysis system based on black-white contrast. The latter is shown in Figure 11. 
The quantitative analysis yielded a ferrite fraction of 87% and 13% martensite. 
 
 
 
 
 
 
 
 
Fig. 11:  The simulated final phase distribution in the cross-section of the slab (left) and microsection of 
the sample for the Mo-Mn steel (right). 
Hence, the difference between the experimentally achieved ferrite fraction and the 
numerically predicted one of 82.7% is of order 5%, which in view of many uncertainties 
in the semi-manual process guidance at the pilot plant is a very satisfactory result. 
4 Results of third period 
4.1  TRIP microstructure, 2-step transformation, isothermal/continuous bainite 
transformation  
A TRIP steel with the chemical composition of 0.22%C, 0.16%Si, 1.65%Mn, 1.25%Al, 
0.035%Cr, 0.002%Mo (all in mass-%), provided by ThyssenKrupp Steel Europe AG was 
selected for the work. The hot rolling process was simulated also by the deformation 
dilatometer Bähr DIL 805A/D. The second isothermal holding period simulates the 
bainite formation during coiling between 350-500 °C. 
The prior austenite grain size can be revealed much more readily than in the case of 
dual-phase steels as the carbon content in TRIP steel is significantly higher. Different 
austenite grain sizes are produced by varying the austenitization temperature and time, 
between 22-142 μm.  The logarithm thickness reduction of 0.0, 0.6 and 1.2 was applied 
directly at the end of the austenitization period. The ferrite transformation is fixed at 630 
°C for 30 s for modelling the bainite transformation during the coiling period. The carbon 
content of austenite before the bainite transformation was calculated by the observed 
ferrite fraction and mass balance. A bainite transformation model has been created 
based on rate law approach. 
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ḃ = [B୫ୟx(Cγ, T) − b] ∙ gୠis୭ሺTሻ ∙ gୠୡ୭୬(Ṫ) ∙ gୠୡ(Cγ)⁡gୠୢୣ୤(Dγ, ε) 
The Bmax is to be identified from CALPHAD method and is a function of carbon and 
temperature as proposed by [24][13]. gbiso is the term that identifies the isothermal 
transformation kinetics. The application of the model on the continuous cooling route 
can be done by either creating a term gbcon, or also possibly by an additivity rule. The 
term gbc means the function of carbon content in the austenite. The last term gbdef 
contributes to the austenite conditioning, in terms of austenite grain size and retained 
strain before the transformation. 
A result of modelling the bainite transformation is shown in Figure 12. The carbon 
content in austenite is calculated according to the mass balance after the ferrite 
formation. 
 
Fig. 12:  the bainite transformation kinetics after 40 s of transformation time, as a function of the carbon 
content in austenite and transformation temperature. 
The microstructure of the TRIP steel was determined by the light optical microscope by 
etching with Nital and Klemm. The fraction of the retained austenite was measured by 
X-Ray diffraction (XRD) as well as Electron backscatter diffraction (EBSD). An example 
of the TRIP microstructure revealed by Klemm etchant is shown in Figure 13. The 
retained austenite between the bainitic laths is revealed, shown in lighter color. 
 
Fig. 13:   An example of the TRIP microstructure revealed by Klemm etchant. 
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A thermomechanical cycle with 4-step deformation is shown in Table 2. It was selected 
to perform a 4-stand pilot rolling experiment at Institute of Metal Forming (IMF), 
TU Bergakademie Freiberg. The thermal cycle evaluated by pyrometers was found to 
be similar to the one performed in the dilatometer. The tensile strength of the hot rolled 
TRIP steel is up to 1000 MPa.  
Table 2:  The thermomechanical cycle with 4 deformation steps transferred to the pilot hot rolling 
experiment for the TRIP steel. 
111 t ,T ,T  200 °C/min; 1250 °C; 
900 s 
200 °C/min; 
1000/1050/1100/1150 
/1200/1250 °C; 
120, 300, 600, 900 s 
00 ε ,ε 
 
- 0-1.2/ 12 s-1 
222 t ,T ,T  4.3 °C/s; 1200 °C; 3 s - 
22 ε ,ε   0.2; 5 s-1 - 
333 t ,T ,T  15 °C/s; 1150 °C; 3 s - 
33 ε ,ε   0.4; 12 s-1 - 
444 t ,T ,T  30 °C/s; 1100 °C; 3 s - 
44 ε ,ε   0.3; 12 s-1 - 
555 t ,T ,T  50 °C/s; 1050 °C; 3 s - 
55 ε ,ε   0.0-0.3; 12 s-1 - 
ROTROTROT t ,T ,T  60 °C/s; 600-780°C;  
0-100 s 
60 °C/s; 600-780°C;  
0-100 s 
coilT , ஼ܶ���, �஼���  60 °C/s; 350-500°C;  
0-300,s 
60 °C/s; 350-500 °C; 0-
300 s 
RTT  60 °C/s 60 °C/s 
4.2  Offline model reduction 
A standard discretization of the optimal control problem discussed in subsection 3.5 may 
lead to a large-scale optimization problem. The numerical solution of this problem 
requires a high computation time and may not be realized under real-time requirements. 
Therefore, different techniques of model reduction were developed to approximate these 
problems by smaller ones that are tractable with less effort. Among them, the method of 
proper orthogonal decomposition (POD), the balanced truncation method and discrete 
empirical interpolation method seem to be most widely used. 
The model reduction approach applied to the optimal control problem for the 
temperature distribution in steel slabs has been discussed in the first part of the final 
SPP1204 report. In order to avoid repetitions, we give here only short overview of these 
results and refer to the first part of the report for detailed information.  
Firstly, the reduced-order model for the heat equation with Neumann boundary condition 
was derived using POD method. As a result, the dimension of the problem was reduced 
from 5825 to 4 (number of POD basis functions). The accuracy of the reduced order 
model is sufficiently high with relative error of 0.016%. The FE solution for the 
temperature and solution of the reduced model at the terminal time is plotted in 
Figure 14. Finally, we compute the suboptimal solution of the control problem using POD 
t T
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basis. The optimization procedure provides the optimal flow-rate of cooling water to 
achieve the desired temperature distribution in the cross-section of the steel slab. The 
resulting reduction of the computation time obtained by applying the reduced-order 
approach is of the factor 8.4. 
Fig. 14:  FE solution at the end time T=1s (left) and POD solution at the end time T=1s, (right) 
4.3  Real-time control strategy for the pilot hot rolling mill  
The main part of the project is the development of a model for the fast cooling control of 
a hot strip mill. The model should be verified and validated at the pilot hot rolling mill at 
IMF, TU Bergakademie Freiberg. 
Due to its dimensions and the shortness of the rolled strip, the pilot hot rolling mill at IMF 
offers only limited possibilities of the online control and in particular for the feedback 
control. The essential module for an extension of the control system is a real-time 
algorithm, which provides the solution to the optimal control problem discussed in 3.5 
with a reduced model approach. We denote this module as MR-OPT. 
A possible control strategy for production of multiphase steel, e.g. TRIP steel, is shown 
in Figure 15. Here, the temperature measured before the last rolling mill stand serves 
as an input value for the control procedure. The temperature of the steel slab before the 
first cooling segment can be predicted with a simple process model. This, as well as the 
reduced basis calculated offline by means of model reduction techniques serve as input 
parameters for the MR-OPT module. In MR-OPT module   the optimal amount of water 
for the first cooling segment is computed such that a desired ferrite distribution is 
achieved. Analogously, the subsequent optimal cooling strategy for the second cooling 
segment can be obtained in order to realize the desired bainite distribution in the steel 
slab. The real-time algorithms for the fast cooling control are still in the stage of 
development and will be available at the end of the third project period, extended to July 
2014. 
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Fig. 15:  A possible control strategy for production of TRIP steel 
5  Cooperation 
IMF at TU Freiberg:  
Within this SPP IMF, IEHK and WIAS cooperated towards a full process description of 
hot rolling of DP steels. The cooling line and phase transformation model of the IEHK-
WIAS part project has been validated on the laboratory rolling line at IMF [10]. 
Additionally, experimental hot forming simulation for DP steels by means of dilatometer 
has been performed at IEHK to support the parameter evaluation for the hot rolling 
model developed at IMF in Freiberg. 
IW at Uni Hannover: 
At IEHK the mechanical behaviour of LH800 has been evaluated by means of hot tensile 
tests depending on temperature and microstructure. These data finally have been used 
to identify the model parameter for the annealing process of LH800 in the according 
subproject. 
Bähr Thermoanalyse GmbH 
In the framework of a ZIM cooperation project between Baehr, IEHK, and WIAS the new 
approach for the evaluation of dilatometer experiments developed in the first funding 
period (see [1,2]) was further advanced and validated in an industrial software 
environment.  
Nippon Steel & Sumitomo Metal Corporation 
In cooperation with NSSMC WIAS has developed a new approach of ferrite growth in 
DP steels based on the original Avrami-Kolmogorov model leading to an integro-
differential equation model [9]. 
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SZMF GmbH:  
In collaboration between SZMF and IEHK a Bachelor thesis has been realized by 
Thomas Petermann. Within this thesis the phase transformation model for DP steels as 
it is developed in this part project has been applied under industrial condition [11]. 
Werkstoffkompetenzzentrum of ThyssenKrupp Steel Europe:  
During third funding period TKS delivered commercial TRIP sheet steel for the 
experimental tests which has been used to set-up and calibrate the TRIP model 
parameters. Final results have been discussed with TKS researchers of the TKS 
Werkstoffstoffkompetenzzentrum during regular meetings. 
Deutsches Elektronen-Synchrotron (DESY) Hamburg:  
At DESY in-situ synchrotron investigations of phase transformation have been realized 
by means of dilatometry. Based on the synchrotron data phase transformation kinetics 
and the carbon partitioning have been quantified [12]. 
Hoesch Hohenlimburg GmbH:  
Currently the IEHK designs together with the hot rolling company Hoesch Hohenlimburg 
a proposal on a transfer project on modeling and implementation of bainite 
transformation model towards design of hot rolled bainitic steels under industrial 
conditions. 
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�ሺ�ሻ = ∑ ቀݑ௜ݒ௜ቁ௞௜=ଵ �௜ሺ�ሻ, ߣሺ�ሻ = ∑ ߣ௜�௜ሺ�ሻ௟௜=ଵ , 
where ݇ is the number of velocity nodes in � – which is 9 for the lowest order element 
– ݈ is the number of pressure nodes, �௜ and �௜ are the finite element trial functions. 
The state can be described in each element by a vector with the nodal velocities � =ሺݑଵ, ݒଵ, ݑଶ, ݒଶ, … , ݑ௞, ݒ௞ሻ். Using this representation one obtains for the strain rate 
components 
(�ଵ̇ଵ�ଶ̇ଶ�ଵ̇ଶ) = ൮
�ଵ,ଵ Ͳ �ଶ,ଵ Ͳ … �௞,ଵ ͲͲ �ଵ,ଶ Ͳ �ଶ,ଶ … Ͳ �௞,ଶͳʹ �ଵ,ଶ ͳʹ �ଵ,ଵ ͳʹ �ଶ,ଶ ͳʹ �ଶ,ଵ … ͳʹ �௞,ଶ ͳʹ �௞,ଵ) � =: ܧ�ሺ�ሻ� 
and finally, for the equivalent strain rate, �̅̇ሺ�ሻ = √ሺܧ�ሺ�ሻ�ሻ்ܦሺܧ�ሺ�ሻ�ሻ =: √�்ܣ�ሺ�ሻ�    with   ܦ = ʹ͵ (ͳ Ͳ ͲͲ ͳ ͲͲ Ͳ ʹ)    and   ܣ� = ܧ�் ܦܧ�. 
The matrix ܣ� is the so-called element stiffness matrix. 
For the incompressibility constraint one obtains analogously the matrix ܤ = ሺܾ௜௝ሻ with ܾ௜ ଶ௝−ଵ = ∫ �௜�௝,ଵ� d�, ܾ௜ ଶ௝ = ∫ �௜�௝,ଶ� d�. 
If, finally, the integrals are approximated by numerical quadrature, the discretized power 
can be written as (Seidel, et al., 2013) 
 
�ℎሺ�, �ሻ = ∑ �̅√�்ܣ௜�௜ + ‖ܮ� − �‖ଵ + �்ܤ� − �்�. (2) 
In (2) and the following, � and � shall refer to the vectors of finite element degrees of 
freedom of � and ߣ. In addition, ܣ௜ denotes the element stiffness matrix in the �th 
quadrature node (scaled by the square of the quadrature weight), ܤ, ܮ are matrices 
representing the incompressibility and friction term, respectively, ‖ ⋅ ‖ଵ is the ℓଵ-norm 
(sum of absolute values of vector components), � is a vector characterized by the roll 
speed, and � is a vector describing external forces. 
The last missing part of the model are the required boundary conditions. At the surface 
the vertical velocity component is already specified by the horizontal one through the 
geometry, especially the diameter of the roll. Further, the vertical component vanishes 
at the bottom edge because of symmetry. 
2.3 Hardening 
In the employed hardening model 
 �̅ሺ�ሻ = ܣ݁௠భ��௠̅మ�̅̇௠య݁௠ర �̅⁄ , (3) 
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the yield stress �̅ depends on the strain �,̅ the strain rate �̅̇, and the temperature �. Of 
these, only �̅̇ is obtained directly from the finite element calculation, whereas � ̅and � 
require further computation. 
This model depends on certain material constants ܣ, ݉ଵ, … , ݉ସ which are determined 
from experiments. To avoid an artifical singularity for the case �̅ → Ͳ and for accordance 
with experiments this model is only used if �̅ ൒ �଴̅ and �̅̇ ൒ �̅̇଴ where �଴̅, � ̅̇଴ are small 
constants such as 0.05 and 0.01, respectively. For smaller strain and strain rates the 
threshold values �଴̅ and �̅̇଴ are used instead in the hardening. 
2.3.1 Calculation of the Strain 
In order to evaluate �ሺ̅�ሻ the strain rate �̅̇ is integrated along the particle trajectory �ሺݐሻ 
beginning at the point �଴ where the particle enters the domain (cf. Figure 4) 
�ሺ̅�ሺݐሻሻ = �଴̅ሺ�଴ሻ + ∫ �̅̇ሺ�ሺݐ′ሻሻdݐ′t଴ . 
Here �଴̅ contains initial deformations resulting e.g. from a previous roll pass and the 
trajectory is determined by �̇ሺݐሻ = �(�ሺݐሻ൯,�ሺͲሻ = �଴.  
Since the strain is required at all quadrature nodes of the finite element model this 
calculation is costly. 
2.3.2 Calculation of the Temperature 
The temperature � (in kelvin) is determined by the Fourier law ߲�߲ݐ = −� ⋅ ׏� + ͳ�ܿ ׏ ⋅ ሺߢ׏�ሻ + ͳ�ܿ �̅� ̅̇ 
containing a dominant advection term and a source term resulting from plastic 
deformations.  
 
 
Fig. 4:  Particle trajectories (left) for strain (right) calculation. 
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The following boundary conditions were used (ܾ = √�ߢܿ, ܾroll = √�rollߢrollܿroll): top left/right:     −ߢ ߲�߲� = ℎairሺ� − �airሻ + ߳rad�ሺ�ସ − �airସ ሻ,roll contact:  −ߢ ߲�߲� = ℎrollሺ� − �rollሻ − ܾܾ + ܾroll ݉�݇|ݑrel|,left: � = �଴ሺ�ሻ,right/bottom: ߲�߲� = Ͳ.
 
The occurring material constants are thermal conductivity ߢ, density �, specific heat 
capacity ܿ, heat transfer coefficient ℎ, Stefan-Boltzmann constant �, and emissivity ߳rad. 
In addition, �଴ is the prescribed temperature, �air and �roll are the temperature of the 
environment and roll, respectively, and � is the outer unit normal vector. 
2.4 Minimization of the Power 
In order to find the minimum of the power functional the discretized form �ℎሺ�, �ሻ is 
considered as a function of the finite element degrees of freedom for the velocity � and 
multiplier ߣ. The typical way as described in the literature to solve this is to use Newton’s 
method (in damped form) to find a stationary point fulfilling ׏�ℎ = Ͳ. The damped 
Newton’s method reads: (Δ�Δ�) = −ܪ−ଵሺ�, �ሻ׏�ℎሺ�, �ሻ, ቀ��ቁ ≔ ቀ��ቁ + � (Δ� Δ�). 
The method requires an initial guess for � and � which is choosen from the 1d strip 
theory (cf. section 0). 
The functional is not differentiable in the given form (so the gradient and the Hessian ܪ 
cannot be determined) but has another important property: it is convex. This ensures 
existence and uniqueness of the solution of the minimization problem. 
To be able to apply Newton’s method a regularization is performed to ensure that the 
functional is differentiable. There exist two methods for regularizing of ��,ℎ:  
1. replacing �̅̇ by    √�்ܣ�� + ݁ with ݁ > Ͳ, 
2. replacing �̅ by    �̅corr = { �̅      for � ̅̇ ൒ �̅̇଴ଵଶ �̅బ�̇̅బ �̅̇  for � ̅̇ < �̅̇଴. 
For �̅̇଴ a small value such as ͳͲ−ଷ is chosen and �̅଴ is the associated equivalent 
stress. The functional and its derivative cannot both be chosen to be continuous with 
this method. 
The easiest solution is to add a small constant under the square root of the plastic 
deformation term and to control its size by the amount of admissible error for �ℎ which 
is Δ�ℎ = + ∫ �̅√݁d�� . One should choose ݁ so that the regularization error is small 
compared to the real power, i.e., Δ�ℎ ≪ �ℎ. As this maintains also the convexity in 
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finds only an approximation to the solution even if this is visually indistinguishable from 
the real solution. To improve the obtained solution � a line search is performed to find � 
so that �ℎሺ��ሻ is minimized and Newton’s method is restarted with this value. 
2.5 Postprocessing 
The specified algorithm provides the velocity � (cf. Figure 6) and the Lagrange 
multiplier ߣ. These variables allow already some basic conclusions about physical 
properties such as the location of the neutral surface, the effect of the friction, and 
others. Nevertheless it is also possible to determine the tensor values of strain rate and 
stress from the solution. Derivation of � results in �̇ = ቀ(ݑ௜,௝ +  ݑ௝,௜൯/ʹቁ௜௝ and from the 
associated flow rule follows: � = ʹ͵ �̅� ̅̇ �̇ + ߣܫ. 
Here it was used that the mean stress is given by the Lagrange multiplier ߣ. Using these 
tensor quantities it is finally also possible to determine further values such as rolling 
forces and moments by integrating along the surface. 
Fig. 6:  Horizontal and vertical velocity. 
2.6 Verification 
To show the correctness of the finite element model the 1d strip theory is considered. 
This is also used in each layer of the software LaySiMS which is already very well 
verified with different rolling experiments. To be able to compare the results of the finite 
element computation its values are averaged along the height of the rolling strip. The 
resulting one dimensional fields are compared with the strain and strain rate calculated 
by �1̅dሺ�ሻ = √ʹ͵ ln ℎሺͲሻℎሺ�ሻ , � ̅̇1dሺ�ሻ = √ʹ͵ dݑሺ�ሻd� , 
where the horizontal velocity can be expressed by ݑሺ�ሻ = ݂/ℎሺ�ሻ, ݂ = ݑሺͲሻℎሺͲሻ is the 
constant flow in the domain and ℎ is the height. The temperature is characterized by an 
ordinary linear differential equation 
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Table 3:  Used hardening parameters. ܣ ݉1 ݉2 ݉3 ݉4 
[MPa] [-] [-] [-] [-] 
655.42 -0.00132 0.14496 0.01803 0.00013 
Table 4:  Used thermal data. � ܿ ߢ ℎroll ℎair 
[kg/m3] [J/kg K] [W/(m K)] [W/m2 K)] 
7861.2 466.43 65.08 6000 15 
3.1  Variation of the Friction Coefficient  
The decay of the singular values of the snapshot matrix can be found in Figure 9. This 
determines the approximation properties and specifies how large the dimension of the 
reduced subspace has to be chosen. It can be seen that the singular values of the 
nonlinear strain term reduce faster than the singular values of the velocity field. 
 
Figure 9: Decay of the scaled singular values �௜/�ଵ of the velocity (blue, for POD) and nonlinear strain 
term (red, for DEIM) for variation of friction coefficient ݉� from 0.1 to 0.6. 
3.2  Variation of Hardening Coefficients 
For the snapshot calculation each of the hardening parameters ݉௜ was changed by 
approximately 50% in both directions. The remaining material constant ܣ from the 
hardening law has no influence on the solution as the energy depends linearly on it. 
The results for the pass schedule can be found in Table 5. It shows for all passes the 
achieved speed-up and breaks the time down into the individual algorithmic steps for 
solving and hardening. The obtained relative error is much less than one per cent. Figure 
10 finally compares unreduced and reduced results for various vector fields for a POD 
and DEIM dimension of 5 for the first roll pass. 
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Table 5:  Calculation for different roll passes. 
pass total time [s] time for solving [s] time for hardening [s] ‖� − �full‖‖�full‖  power [W] 
    full  red       full        red           full         red  full red 
1 52.4 8.3 6.48 3.01 45.96 5.26 0.002228 23714.2 23762.2 
2 49.4 8.5 6.58 3.21 42.78 5.14 0.003276 17670.9 17697.6 
3 56.8 8.7 6.62 3.39 50.22 5.30 0.007305 52412.2 51858.8 
4 64.5 9.0 7.99 3.48 56.52 5.49 0.002791 28871.8 28662.4 
5 70.7 9.4 13.59 3.53 57.10 5.87 0.006655 39129.2 38345.7 
 
Fig. 10:  Comparison of full and reduced calculations. From top to bottom: effective strain rate, 
horizontal and vertical velocity; unreduced (left) and reduced (right). 
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3 Conclusions 
We have demonstrated that model reduction using POD combined with DEIM is an 
effective tool to reduce the calculation time for the numerical simulation of cold rolling. 
Significant speedup factors were achieved and will even be greater if the mesh is chosen 
finer. In particular, the computation of the hardening process was accelerated. A 
disadvantage of the reduction is the costly setup phase. Moreover, the selection of 
system snapshots was not discussed and is not yet satisfactorily automated. 
Nevertheless, the decay of the singular values provides a good indication of the quality 
of the approximation and, by adjusting the subspace sizes of POD and DEIM, a simple 
control method exists to choose between fast and inaccurate solutions on the one hand 
and slower but more accurate solutions on the other. This is not easily possible with 
commonly used approaches based on simplifying the physical model. 
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Part B 
Modelling and Simulation of Anisotropic Material 
Evolution within the Process Chain of Cold Strip 
Rolling with Special Emphasis on Process 
Optimization and Online Control 
Matthias Schmidtchen, Rudolf Kawalla 
Institute of Metal Forming, TU Bergakademie Freiberg 
Bernhard-von-Cotta-Straße 4, 09599 Freiberg, Germany 
1 Introduction 
In the last decades the requirements concerning the modelling depth and computational 
speed of simulation methods for rolling processes increased drastically.  
For actual demands of roll pass schedule optimization an increasing variety of 
information on local forming behavior as well as microstructure development of the 
material during forming is requested. Beside geometrical requirements, the importance 
of material homogeneity comes more and more to the fore. 
As basis for a setup of rolling models a great variety of experimental are available which 
clearly outline the necessary property profile of those simulation tools. Nowadays, an 
analysis of metal forming processes is performed to an increasing extent with numerical 
simulation. Computer simulation and system control are based on mathematical models, 
e.g. for microstructure evolution, material flow, material behavior and so on. They allow 
an investigation and control of the rolling process in different length scales. An overview 
of suitable simulation methods for rolling were given e.g. by (Lange, 1988; Lenard et al., 
1999; Pawelski and Pawelski, 2000; Kawalla and Schmidtchen, 2013; Tekkaya et al., 
2015). 
For a fast roll pass optimization methods were preferred, which belongs to model 
approaches of upper bound methods or slab theory. An advantage of the slab theory in 
relation to upper bound method is to be seen in the opportunity of implementing relative 
complex tribological and constitutive models including softening and hardening 
processes. As a result e.g. a local but simplified stress state is obtained within the 
solution procedure. 
Experimental verification had shown a discrepancy between the nowadays used fast 
methods and the real material flow or stress state (Zengler, 1971). The differences arise 
mostly from the used assumptions concerning the strain state. Especially in the widely 
used slab theory, the assumed mean flow over the cross section is the origin of the 
deviations.  
Based on the closed solution of Nadai (Nadai, 1939) and Prandtl (Prandtl, 1923) for 
material flow and stress state during upsetting between parallel and inclined flat plains, 
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Orowan proposed an improved slab theory, which takes a linear shear stress distribution 
across the thickness of a strip into consideration. This results in a slab with locally 
varying curvature. He assumed a local curvature, which is related to the local rolling 
angle . As experimental investigations and FE - computation had shown, this fulfills the 
requirements of thin strip rolling for a homogeneous initial material state. Comparison to 
roll force measurements gave a good agreement between theory and experiment. 
Nevertheless, especially for low roll gap ratios Ld / Hm < 1 the predicted roll torques show 
still strong deviations to experimental observations. 
This is more pronounced for a inhomogeneous strain state which is obtained in block or 
heavy plat rolling with a ratio Ld / Hm < 0.6 (Zengler, 1971). In parallel to the roll torque it 
is known from experimental investigation (Zengler, 1971), that for small roll gap ratio 
below 0.6 a distribution of the resulting normal pressure can be measured which had an 
global maximum at apposition near the entrance and it doesn’t coincides with neutral 
line determined by the zero point of the shear stress distribution. This is an experimental 
fact which can´t be predicted in general by any known slab method. Summarizing the 
origin of deviations between slab theory and experimental observations can be identified 
in using 
 a mean strain state across the thickness and therefor a homogeneous starting and 
ending of plastic deformation (Hensel and Spittel, 1978; Hundy and Singer, 1954; 
Lenard et al., 1999), 
 a homogeneous (mean) material and stress state across the thickness 
 except for Orowan (Orowan, 1943) there is no gradient in the normal pressure 
perpendicular to the rolling direction considered. 
In many cases an inhomogeneous temperature distribution and microstructure evolution 
is predicted. The origin for this inhomogeneity lies mostly in a temperature calculation 
by Finite Elements (Lenard et al., 1999) or Finite Differences (Baehr and Stephan, 
2010). 
Nevertheless, most of the fast methods are still making use of an averaging prior to the 
next roll pass to fulfill the assumptions of the model approach.  
In the actual paper, a method is presented which is based on a multilayer approach 
introduced into slab theory. The difference to other similar approaches is the 
inhomogeneous changes of each layer thickness only depending on tribology, roll gab 
geometry, local flow stress distributions and deformation history. This consistent 
thermal-mechanical model is presented in the next chapter and later compared to 
experiments and Finite Element computations.  
Due to the used numerical model approach a significant improvement of the predicted 
stress and strain state coupled to a temperature distribution is reached for wide range 
of rolling parameter. An inhomogeneous starting of plastic deformation as well as 
residual stresses will follow directly from the solution procedure. 
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2 Multilayer model for flat rolling 
2.1 General concept 
The basis of the new general N-layer asymmetric rolling model “LaySiMS” was 
described earlier in (Schmidtchen and Kawalla, 2008), (Schmidtchen and Kawalla, 
2010) and (Schmidtchen and Kawalla, 2016). The simulation model consists of four sub 
models: material flow model, mechanical properties, thermal model and microstructure 
model, see Figure 2.  
The general assumptions of the model are: 
 subdivision of the thickness of the roll gap htot into NS number of layers with a layer 
index i=1…NS starting counting from the upper line of contact to working rolls, Fig. 1 
 two-dimensional strain state 
 parallelepidic material flow in each layer 
 neutral line of material flow is degenerated to a straight vertical line xN over the whole 
cross section 
 rigid – plastic material behavior with general nonlinear hardening and softening 
behavior  iiiFi T,,   in each layer 
 isotropic v. Mises yield locus within each layer after equation ( 1 ) 
 
 
 with yyp   and xxp    
 constant mean temperature over a cross section of a layer  xTT ii    
To show the basic properties of the multilayer approach further simplifications of the 
layer model presented in this work are:  
 symmetric rolling conditions due to similar diameter of the working rolls and similar 
speed of rotation, 
 circular arc of contact between the working rolls and the material rolled, also during 
roll flattening which is modeled using an extended approach of Hitchcock [(Lenard et 
al., 1999)], 
 roll bending is neglected, 
 no shear stresses within a layer (principal stress state) according to the assumptions 
of slab theory (Lippmann and Mahrenholtz, 1967), (Kreißig, 1992), (Hosford and 
Caddell, 1993). 
 friction stresses between rolls and material are homogeneously distributed over the 
cross section of a layer. Therefore, no curvature of a slab is obtained throughout the 
roll gap and no gradients in the normal pressure p  exists. 
The basic equations used to determine the material flow is based on an extended strip 
theory and simplified thermal computations what is explained later in detail. The roll gap 
is divided into NS – layers along the y-direction (direction perpendicular to the rolling 
Fiii qp 3
2
 
 ( 1 ) 
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The meaning of the Pi –values can easily be predicted from equation (2). Values known 
from classical rolling theory are also to be found. So e.g. A represents the total strain, C 
is similar to the roll gap ration and mi are the friction factors. The basic equations for 
plastic and elastic deformation of the layers were derived in a similar way to (Bay et al., 
1985; Zhang, 1994; Tzou et al., 2002; Schmidtchen et al., 2004). The yield criterion of 
von Mises and a parabolic description of the roll gap geometry were used. During the 
solution process there is a need for an additional semi empirical equation describing the 
thickness variation of each individual layer during the deformation process.  
2.2 Layer thickness model 
One of the main points of the multilayer model is given with the layer thickness model 
based on a two layer approach for roll bonding given in equation ( 3 ) which was 
developed by Bay and Zhang (Bay et al., 1985; Zhang, 1994). It is used to determine 
the thickness change for each layer within the full plasticized region of the roll bonding 
model.  
In general two approaches were used to calculate this thickness changes: First, with a 
constant thickness ratio hsoft(xbi) / htot(xbi) = hsoft(x) / htot(x) for these regions (Tzou et al., 
2002) or second with a variable thickness ratio starting with hsoft(xbi) / htot(xbi) and using 
equation ( 3 ) (Bay et al., 1985; Schmidtchen et al., 2004; Zhang, 1994). The constant 
thickness ratio results even for layers of similar yield strength in a homogeneous 
deformation state. Whereas the variable thickness ratio introduce differences in the 
velocity distribution of each layer. Therefor the kinematic boundary conditions should be 
considered separately. 
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 ( 3 ) 
This layer thickness model of equation ( 3 ) was first rewritten as a differential equation 
(Schmidtchen et al., 2014; Schmidtchen and Kawalla, 2016). From several numerical 
investigations it was found, that this differential form shows a higher numerical stability 
even for a larger number of layers NS. On the other hand, this type of equation is also 
necessary to fit into the general solution approach of the model. Rearranging equation 
( 3 ) one gets 
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Here the subscript „h“ means hard and „s“ soft layer of an equivalent two-layer system. 
This selection process is explained using a system with NS layer as sketched in Fig. 1. 
For this purpose, a layer boundary “j is considered”. Here an equivalent two layer system 
can be constructed with j-1 layers above and NS-j layers below the boundary j. By a 
linear rule of mixing the mean flow stress of the upper and lower equivalent layer can 
be computed using equation ( 4 ) and ( 5 ). Within this relation, only plastically deformed 
layers are considered. This is marked by the extension “pl” within the subscripts. 
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 ( 5 ) 
After calculation of the flow stresses of the equivalent two-layer-system the choice of 
the harder or softer layer is made, respectively, and the thickness gradient dhsik/dx is 
computed using equation ( 4 ).  
This is done for all layer boundaries j=2…NS-1 for the actual position x=-1+k x in the 
roll gap. The total thickness gradient of the NS-layer is obtained by equation ( 6 ) 


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k
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dx
dh
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1
 
 ( 6 ) 
To predict the individual gradient of each layer a system of equations has to be solved. 
This system is written as 
    RdA   
 
( 7 ) 
with   


dx
dh
dx
dh
dx
dhd NST ,...,, 21  as vector of the unknown thickness gradients.  
2.3 Prediction of related stress state 
Considering the equilibrium of forces in x-direction using the orientation of all forces 
sketched in Figure 4a and neglecting terms which are of quadratic order small the 
differential equation ( 8 ) is obtained.: 
  0tantan 111 

 
 iiiiniin
ii pp
dx
qhd    ( 8 ) 
From a local force equilibrium in y-direction together with yield condition equation ( 1 ) 
after von Mises equation ( 9 ) is derived.  
1,1,1, tan3
2
  iiiiRiiFiin qp    ( 9 ) 
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Inserting equation ( 9 ) into equation ( 8 ) the Karman differential equation of first order 
for the longitudinal stress of a layer iq  is reached. Substituting all characteristic values, 
the dimensionless differential equation ( 10 )-( 11 ) is obtained.  
       0tan1tan1
3
2
1
2
1
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  iiRiiRiiii Cdx
dh
xK
dx
dqh 
 
 ( 10 ) 
with 
Atot
d
h
LC   and itan the inclination of each layer boundary.   
 
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d
ii
i
h
L
dx
dh
1tantan     ( 11 ) 
a)  
 
 
b) 
Fig. 4:  Force balance in slab theory a) exploded view drawing of a plasticized layer b) for a rigid layer  
( 10 ) is valid for a plasticized layer shown in Figure 4a whereas for a rigid layer after 
Figure 4b this differential equation can by simplified to equation ( 12 ) by setting 
dhi/dx = 0 and considering changes in the direction of friction. 
     0tan1tan1 1212   iiRiiRii Cdxdqh   
 ( 12 ) 
Friction stress 
For the frictional shear stresses a regularized mixed law given in equation ( 13 ) and 
equation    ( 14 ) adopting the model of (Wanheim et al., 1974) was used.  
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( 13 ) 
Here Coulomb friction was used below the critical normal stress pni krit after equation  
( 15 ). Above this value sticking friction is assumed. Both friction laws were regularized 
using the relative speed between the rolls and the outer layers as parameter. A velocity 
dependence of the friction factor or of the coefficient of friction was not considered here. 
   iiiikritin KKMinmmp ,1arccos213
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1
2
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    ( 15 ) 
Boundary conditions: 
Roll gap region: 
Due to the implied volume constancy according to .consthv ii   the mean velocity in the 
total cross section of the roll gap fulfills the requirements of continuity at the boundaries 
of the deformation region also. This is a similar behavior to conventional slab theory. 
For the inhomogeneous deformation state over the cross sections in the given model an 
inhomogeneous transition from rigid to plastic has to be taken into account.  
 
Fig. 5:  Interrelation between rigid body motion and inhomogeneous plastic deformation during rolling 
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A-priori the position of these transition points xbi are not known. As an initial guess one 
can set xbi = -1 at the entrance and xbi = 0 at the exit of the roll gap, Figure 5. 
From kinematic considerations at the boundaries of the roll gap for each layer a smooth 
transition to the mean velocity of a rigid body motion Trv outside the deformation zone 
is ensured by equation ( 16 ). 
    AEbii
ni
WbiiAEAETr
xh
xh
vxvv
,
,,
   ( 16 ) 
On the other hand, due to suitable stress boundary conditions a transition from rigid to 
plastic resp. back to rigid in relation to the local stress state has to be ensured at these 
positions as well. 
The behavior of this transition point in dependence on the applied stresses at the 
boundary of the roll gap is known from cladding theory, where this point describes the 
onset of adhesive bonding. In the case of the here considered rolling model this 
additional stresses, which move the point xbi to its kinematic necessary position has to 
vanish outside the roll gap and can be interpreted as residual stresses. From cladding 
theory it is known that in the entrance region tensile stresses in the harder layer in 
combination with compressive stresses in the weaker layer will move the transition point 
toward the entrance of the roll gap. 
Due to the used model approach, the transition zones at the entrance and the exit of the 
roll gap will be reduced to a small line. Therefore, additional terms has to be considered 
in the boundary conditions, which are related to the simplified physical phenomena. 
Stress boundary conditions 
The stress boundary conditions has to fulfill the conditions of strip tension and additional 
stresses arising from the simplification of the model and arising residual stresses.  
Boundary conditions at the exit of the roll gap are: 
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( 17 ) 
( 18 ) 
and 0
i
resi  
 ( 19 ) 
Equation ( 17 ) is valid for rigid and plastic layers, whereas due to implied yield condition 
equation ( 18 ) can be applied to plasticized layers only. At the exit x = 0 no corner 
override is necessary when elastic deformation is neglected.  
At the entrance for a layer i the boundary condition yields: 
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The term 
iEK  represents again the corner override which is necessary at the 
entrance especially for small roll gap ratio Ld / Hm like in heavy plate rolling due to the 
neglected shear in the entrance (Kreißig, 1992; Lippmann and Mahrenholtz, 1967; 
Pawelski and Pawelski, 2000).  
Residual stresses which are necessary to adjust the position oft he transition point xbi  
In the entrance and exit regions, the transition points xbi mark on the one hand the rigid-
plastic transition of a layer and on the other hand from a numerical point of view the roll 
gap is therewith subdivided into additional zones of different partial plasticized cross 
sections.  
At the position of the transition points xbi the normal stresses as well as the longitudinal 
stresses are continuous in its value but different in both adjacent zones concerning their 
gradients. For the normal stresses one gets the boundary conditions given in equation  
( 23 ) with index j marking the number of the additional particular plasticized zone. 
   1:  jjbi ppxx   ( 23 ) 
Due to the here used model assumptions concerning the shear stresses the normal 
stress is the same for all layers at the same position x and can be predicted from the 
normal stress distribution at least of one of the plasticized layers using equation ( 10 ) 
and the yield condition given in equation ( 1 ). Using equation ( 1 ) twice, first for the 
investigated rigid lager i at xbi and second again for the weaker layer to substitute the 
normal stress p in this condition equation ( 24 ) is obtained. It is used in the solution 
procedure to decide whether the layer behaves as rigid or plastic. 
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( 24 ) 
Once the positions of the transition points are given by kinematic boundary conditions 
the residual stress can be predicted from equation ( 24 ).  
If xbi = -1 in the entrance region or xbi = 0 in the exit region the residual stresses follow 
direct from equation ( 24 ). Here, the index h marks the number of the harder layer. The 
plastic region can consist of several plasticized layers but only one, which is indicated 
by a subscript s, is used to predict the normal stress. A brief description of the iterative 
solution procedure is given later. 
Determination of the neutral line xn 
The position of the neutral line is determined directly from the zero point of the friction 
stresses at the roll using equation ( 13 ). Here, the relative velocities of both the material 
as well as the horizontal component of the rolls are identical.  
In the numerical computation, the final kinematic and kinetic consistent solution has to 
be found within a fix point iteration concerning xN. Therefore, a good initial guess is 
necessary to ensure the convergence of the iteration, which is probably given by 
analytical or semi-analytical methods from conventional slab theory published e.g. by 
(Ford et al., 1952). 
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Residual stresses at the exit of a roll gap 
For a prediction of the residual stresses, we make use of the similar differential equation 
in slab theory for the entrance and exit region. As it is known they differ only in sign of 
the frictional stresses.  
Due to the a-priori calculated layer thickness and temperature distribution in the roll gap, 
a solution procedure similar to conventional slab theory can be used for the stress state. 
Both sets of differential equation for the longitudinal stresses will be integrated starting 
either form the boundary condition at the entrance or the exit of the roll gap. 
Thus, an identical procedure to the entrance region for the inhomogeneous transition 
rigid-plastic has to be applied. As a starting guess the transition points are located first 
at xbi A = 0. 
2.3.1 Constitutive model 
In the present case of a single step operation a semi-empirical flow stress model 
according to Hensel and Spittel (Hensel and Spittel, 1978; Hensel, 2001; Spittel et al., 
2009, 2016) was used: 
       15.27315.273/15.273 875421 1   iii TmmTmmmTmFi eeeA     ( 25 ) 
  3421 /15.273 mmmTm
Fi
Vi eeA      ( 26 ) 
Depending on the considered process temperature equation ( 25 ) was used for hot 
rolling at a homologous temperature of Ti / Tis > 0.4 and equation ( 26 ) for cold rolling in 
the temperature range below Ti / Tis = 0.4. Thereby Tis represents the melting 
temperature of the layer i with its own local chemical composition. It should be 
mentioned at this place, that the discussed layer model can also be used for a simulation 
for rolling of composites or other layered material. The coefficients A, m1,…,m9 
representing the flow stress of the material resp. the local chemical composition. Typical 
values are given e.g. in (Spittel et al., 2009, 2016) 
In general any other model approach can be included which is based on equivalent 
natural strain, strain rate, temperature and other internal parameter (Schmidtchen et al., 
2014; Schmidtchen and Graf, 2013; Schmidtchen and Spittel, 2011). For multi pass hot 
rolling additional to the flow stress model a model representing the softening kinetics, 
precipitation and grain size development of the material during deformation and the 
interpass time has to be used (Lenard et al., 1999; Rodriguez-Ibabe, 2007; Schmidtchen 
and Graf, 2013). For a fast computation of the whole roll passes model approaches 
based on JMAK – theory is preferred. 
2.4 Solution procedure 
The final result will be obtained within an iterated approach: First, a numerical solution 
of the thermal mechanical problem including the layer thickness distribution is obtained 
using the simplified homogeneous strain state and position of neutral line of the classical 
slab theory. The plastic deformation starts and ends at the same position for each layer. 
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After determining the new strain state and the improved position of the neutral line, the 
real material flow, the temperature distributions as well as the microstructure evolution 
due to dynamic softening are calculated in a second step. The third step includes the 
computation of the final stress and strain state from the condition of local constancy of 
volume flux for each layer, using the predicted strain, strain rate and temperature 
distributions which results in a shift of the initial positions where the plastic deformation 
starts or ends, mostly toward the center of the roll gap. To obtain the shifted positions, 
residual stresses for each layer have to be introduced at the entrance and exit of the roll 
gap. Starting from the neutral line, the volume constancy conditions for each layer 
together with a force balance give a set of equations from which the residual stresses 
can be deduced.  
 
Fig. 6:  Course of computation for rolling 
The simplified structure of the equations allow the solution for one deformation step 
within a fraction of seconds, depending on the number of layers used for discretization 
(Schmidtchen et al., 2004).  
Due to the general coupled model with a general model of the roll gap geometry (no 
linearization) a computation of cold and hot rolling possible with the same approach 
using the material properties for hot or cold rolling respectively. 
Typical results for stress, strain and temperature distributions are given in Figure 7 and 
Figure 8. In general no gradients in the normal pressure perpendicular to the rolling 
direction obtainable from slab theory and thus from this approach of the layer model.  
The strain distribution differs between hot and cold rolling due to the roll gap ratio used 
and the influence of local temperature. 
In cold rolling first a temperature rise due to friction is obtained, while in the last stage 
of deformation the dissipation dominates. 
In hot rolling cooling due to mechanical contact to the work roles dominates in the outer 
layers in relation to dissipation whereas the dissipation dominates in relation to heat 
conduction and a temperature rise occurs within the core.  
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Fig 7:  Cold rolling - stress and strain state, temperature distribution (constant mean flow stress used) 
 
Fig 8:  Hot rolling - stress and strain state, temperature distribution (constant mean flow stress used) 
2.5 Evaluation 
2.5.1 Inhomogenous material flow 
Within an extensive comparative study the new layer model was tested in relation to 
analytical solutions, Finite Element computations and experimental investigations. 
Temperature distribution, microstructure evolution and strain state agreed well with 
LaySiMS 2.2 
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results from generally accepted numerical and analytical methods as well as with 
experiments. The accuracy of the microstructure evolution was good but depends 
strongly on the applied constitutive model. In the mentioned investigations the accuracy 
checks were performed with microalloyed HSLA steel grades only. Further experimental 
trials were performed and compared to the model for a more general prediction of the 
performance of LaySiMS. As an example for the accuracy of the predicted strain state 
in Figure 9 the tracking lines of the knots of an FE computation and the layer distribution 
computed by LaySiMS are given. The tracking lines agree well but the computational 
time of LaySiMS was more than thousand times faster than MSC.MARC which was used 
for the FEM trials. Form the thickness distribution of all layers the strain state can be 
obtained. In (Kawalla and Schmidtchen, 2013; Schmidtchen et al., 2014) it was shown 
that this strain state reflects the significant shear near the surface and zero shear in the 
center line. Similar results can be obtained by FEM computations or experimental visio-
plasticity investigations also, but not from classical slab theory. 
 
Fig. 9:  Comparison of flow lines determined by FE-computation and layer model (LaySiMS V 2.2, initial 
thickness 2mm) 
2.5.2 Temperature distribution 
For a coupled thermal-mechanical computation a thermal model which is consistent with 
the assumptions of a slab theory is needed. In slab theory a mean flow stress over the 
cross section is used. The assumption of this mean value of a flow stress is supported 
only by a homogeneous temperature of a cross section at x=const. Therefor within a 
layer i the temperature depends only on the x-coordinate Ti(x). For rolling applications 
with significant temperature gradients perpendicular to direction of flow a stepwise 
approximation of this gradients will be realized using a sufficient number of layers NS or 
an inhomogeneous thickness distribution over the cross section with a larger number of 
layers in the region near the surface. 
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Fig. 10:  Heat flux through the boundaries of a slab element after Pawelski (Pawelski and Pawelski, 
2000), incoming heat fluxes are taken as positive 
A brief description of the model derivation for conventional slab theory is to be found 
e.g. in (Pawelski and Pawelski, 2000). The equation of heat transport is simplified by 
neglecting the conduction in direction of material flow in relation to convective transport.  
The Temperature gradients perpendicular to the direction of rolling were approximated 
by finite differences given as a forward difference in equation ( 27 ) for layers i = 1..NS-
1 and as a backward difference for layer i = NS from equation ( 28 ). 
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Due to the layer approach a temperature gradient near the surface can be computed 
using a heat flux balance in combination with equation ( 27 ) or equation ( 28 ) and thus 
a surface temperature in dependence on the layer temperature T1 resp. TNS and 
temperature of the roll T  the surface temperature Tsurf is predictable using equation  
( 29 ). The heat transfer coefficient due to convective transport is represented by W . 
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For a surface layer we obtain equation ( 30 ) resp. equation ( 31 ). 
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For an inner layer the temperature development in the direction of rolling is given by 
equation ( 32 ). 
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With th the efficiency of heat generation due to plastic dissipation is recognized. It´s 
value is taken as 95.0th . The thermal diffusivity is given by iiii cb  , 
i=W,1,2,3…,NS,W. 
 
Fig. 11:  Temperature distribution during transport at different cooling times – symbols: Solution of the 
layer model with equidistant layer discretization ( h=80mm, T0=1500K, T=300K =35 W/m/K, 
W = 13W/m^2 /K , 11 layers); dashed lines: Fourier-solution with 11 terms from (Incropera and 
DeWitt, 1996), both solutions without thermal radiation  
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Fig. 12:  Temperature distribution along the metallurgical length for selected constant relative position in 
a deformed cross section of a strip (steel grade S355) 
2.5.3 Roll force, torque and power consumption 
From integration of the normal stress distribution p(x) inbetween 01  x  the vertical 
component of the rolling force is reached: 
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( 33 ) 
The rolling torque is obtained after integration of the shear stress distribution: 
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The total rolling torque results from the sum of the upper and lower rolling torque using 
equation ( 34 ) to equation ( 35 ).  
uo MMM    
  ( 36 ) 
Multiplying the roll torque with the angular speed of rotation  the needed power for 
rolling is given by:  
uuooW MMP     ( 37 ) 
Using equation ( 37 ) and the upper bound method for interpretation of the results, the 
expected results should give an improvement of the accuracy of the final results due to 
the more detailed calculation of the strain state. Otherwise, it can be shown that if the 
strain and strain rate distribution are in a good agreement to the real conditions the 
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computation of energy consumption and roll torque are also improved. Especially for 
low roll gap ratio or high reduction both values will be lowered in comparison to 
conventional slab models according to the upper bound theory. 
2.5.4 Computational time - effect of increasing number of layers 
The layer model was developed as a general N-layer model. The optimum number of 
layers was investigated as a function of accuracy and computational effort. As is plotted 
in Figure 13 the temperature distribution can be predicted with an error below 1% using 
10 layers. Therefore, the computational time lies below 1 s per pass. The asymptotic 
limit was reached with 100 layers. For this computation less than 10 seconds were 
needed. 
 
Fig. 13:  Influence of number of layers considered on computational effort and accuracy (3D-model) 
3 Application to hot and cold rolling 
Within an extensive comparative study, the new layer model was tested in relation to 
analytical solutions, Finite Element computations and experimental investigations. 
Temperature distribution, microstructure evolution and strain state agreed well with 
results from generally accepted numerical and analytical methods as well as with 
experiments. The accuracy of the microstructure evolution was good but depends 
strongly on the applied constitutive model. In the mentioned investigations the accuracy 
checks were performed with microalloyed HSLA steel grades only. Further experimental 
trials were performed and compared to the model for a more general prediction of the 
performance of LaySiMS. A detailed description was given in (Schmidtchen et al., 2014). 
An application of LaySiMS to different rolling technologies gave a clear understanding 
of the local material behavior during hot rolling. Due to the model approach the material 
can be followed along fixed tracking lines through the whole rolling mill without any 
intermediate homogenization or other simplification. The differences are clearly to be 
seen in Figure 14 and Figure 15 for similar rolling schedules which differ in the initial 
temperature distribution only. 
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Fig. 14:  Temperature and mean grain size distribution of steel grad S355 along the metallurgical length 
in the layers rolled in a roughing section with different initial temperature distributions: 
a) - homogeneous, b) - inhomogeneous; for computation an symmetric 11 layer configuration 
were used (Schmidtchen et al., 2014) 
 
 
Table 1: Characteristic equivalent strain, strain rate and interpas times for homogeneous initial 
temperature distributions (Schmidtchen et al., 2014)  
 
HRM1 HRM2 HRM3 
maxVi  1.1 … 1.4 2.2 … 3.5 5 … 7 
maxVi  0.85 … 1.07 0.55 … 0.8 0.5    0.7 
Interpass time HRM1-2: ~23s HRM2-3: ~14s  
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Fig. 15:  Distribution of equivalent stain of S355 rolled in different cross sections in the roughing section 
of ESP (blue lines: entrance, green: neutral line, red: exit of roll gap; inhomogeneous initial 
temperature with its maximum in the center line) 
3.1 Cold rolling – optimization of rolling schedules 
Compared to FEM the computational speed was significant increased while the 
modelling depth was kept nearly constant. Base on this new model approach the 
opportunity of a fast optimization was tested. For the first investigations an optimization 
was done in relation to rolling forces. The goal function cost was setup to ensure an even 
roll force distribution along the rolling line.  
  
k
mk FF mincost
2
 
 ( 38 ) 
Two schedules were investigated, the first with four passes from an initial thickness of 
2.25mm down to 0.5mm final thickness, the second with five passes. For optimization 
purposes a Simplex algorithm (Nelder-Mead-algorithm) was used. The last pass were 
always a skin pass rolling with a strain of �5 < 0.05. The obtained results were 
compared to experimental rolling trials using a deep drawing steel DC04. In Table 2 the 
reference schedule is given. A comparison between initial schedule and optimized result 
is given in Figure 16. 
Table 2:  Final Schedule for cold rolling of DC04  
Material Pass-No. Thickness  in mm 
Radius of 
working roll 
in mm 
Log. strain Rolling force in kN 
DC04 
0 2.25    
1 1.60 521 0.4418 927 
2 1.12 528 0.3352 927 
3 0.77 527 0.3722 926 
4 0.53 530 0.3849 926 
5 0.5 532 0.05 151 
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Fig: 16:  Rolling forces before and after optimization 
Due to the fact that the original roll pass schedule was close to the optimized one the 
computational times for the optimization were very small. Nevertheless, a difference 
between the optimization with and without consideration of an elastic behavior of the 
mills (here roll flattening using Hitchcock iteration) can be obtained from Table 3. 
Table 3:  Computational time 
number of 
layers 
considered 
computational time without 
flattening in s 
computational time with flattening  
after Hitchcock in s 
single pass total optimization single pass total optimization 
3 0.18 15.03 1.09 90.61 
5 0.19 16.47 1.16 91.54 
11 0.32 26.83 2.36 192.39 
25 0.6 49.57 3.82 320.4 
41 1.2 100.12 8.5 707.71 
 
The given modell approach gives the opportunity for further investigations concerning 
e.g. the influence of residual stresses, strain distribution or homogeneity of 
microstructure over the thickness.  
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Part C 
Implementing Physically Based Material Laws into 
Online Simulations of Rolling Processes 
Koen Decroos, Marc Seefeldt 
Department of Metallurgy and Materials Engineering (MTM), KU Leuven 
Kasteelpark Arenberg 44, box 2450, 3001 Heverlee (Leuven), Belgium 
1 Introduction  
In steady state forming processes, such as cold rolling of sheet, the accuracy of the 
dimensions of the final product is strongly depending on the process model used by the 
control system. Models that calculate rolling forces and torques such as, for instance, 
the layer model proposed in the present volume (see contribution by Schmidtchen et 
al.), are based on the Finite Element method [1] (cp. contribution by Seidel et al.), the 
slab method [2], the slip-line method[3], or the upper bound method [4]. The accuracy of 
these models is influenced by the material model used. Current fast or even online 
models use simplified material laws such as perfectly plastic behavior, isotropic work 
hardening, kinematic hardening [5], or empirical laws that relate the flow stress to the 
accumulated plastic strain, strain rate, and temperature etc.. None of these material 
laws, however, takes the evolution of dislocation substructure and crystallographic 
texture and the resulting plastic anisotropy explicitly into account. This causes an error 
since the deformation path in the forming process is usually different (and more 
complex) than the deformation test(s) used to calibrate the phenomenological material 
laws. Therefore, the aim of the current research is to present a procedure for the 
integration of an accurate, physically based material model into online simulations of 
rolling processes.  
In order to predict the plastic response in an online simulation, one needs to know the 
local deformation history and thus to have a fast method for calculating the velocity 
gradient tensor. One such method is the layer model developed at TU Freiberg. In the 
development stage of the offline database solution to be described below, a novel 
pseudo streamline approach was used as a simple, fast and flexible “dummy” for the 
layer model. This approach is outlined in section 3.1. Section 3.2 presents the database 
solution. In section 3.3, results of the procedure for cold rolling of DC04 steel are given. 
Finally, residual stress depth profiling by means of X-ray diffraction has been used to 
provide experimental data for the validation of strain heterogeneities predicted by 
simulations of cold rolling processes, see section 4.  
2 Material and process 
In the present joint project within the SPP 1204, cold rolling of a single phase ferritic 
DC04 steel sheet was investigated. The results presented in this paper consider a 
typical cold rolling case, with a sheet thickness reduction from 2 mm to 1.2 mm. The 
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rolling mills with a radius of 12 cm rotated with an angular velocity of 10 rotations per 
minute. Different frictional conditions between the rolling mills and the plate were 
considered. The rolling process was assumed to be in steady state condition. Because 
of the symmetry of the problem to the horizontal plane z=0, it was sufficient to consider 
only one half of the sheet. 
3 Online use of physically based plasticity models for cold rolling 
processes 
If a rolling model like the layer model needs the calculation of the yield or flow surface 
at a given point in the deformed metal based on a polycrystal plasticity model such as, 
for instance, ALAMEL [6] or VPSC [7], firstly the velocity gradient tensor needs to be 
calculated as input for that model. The time for the generation of a velocity gradient 
tensor is much less than 1s, whereas the time to run the polycrystal plasticity model for 
a set of 1000 grains is in the order of a few seconds on a desktop, even for the simple 
Taylor Full Constraints model.  
3.1 A new analytical approach for the velocity field in rolling processes and its 
application in through-thickness texture prediction 
The streamline or flowline method is a well established method to estimate the velocity 
field, see for example [8]. Thereby it is assumed that the material flows along certain 
prescribed lines, the so called flowlines or streamlines. To the authors’ knowledge, 
however, there is currently no streamline formulation available with a continuous velocity 
field that is homogeneous outside the deformation zone and that can alter when different 
frictional conditions apply between the rolls and the plate’s surface. The present section 
proposes such a formulation [9].  
This formulation introduces a new coordinate which is constant over the lines that are 
used as streamlines in streamline models, but does not require that the streamlines be 
followed exactly. Two model parameters are introduced: the parameter α and the 
parameter n. The parameter α controls the difference in velocity between the top and 
the middle of the plate, has a monotonous relationship with the frictional conditions and 
depends on the material, the temperature, and the frictional conditions. The parameter 
n controls the distribution of this difference over the thickness of the plate and depends 
only on the material and the temperature. In this way, the model is able to capture the 
observed through thickness shear deformation after rolling, as a function of friction 
parameters. 
The method is based on a formulation of the velocity as a function of a new coordinate, 
which is a constant over a “pseudo-streamline” defined by equation 1. 
),( zxzs   (1) 
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The function ),( zx  determines the nature of the pseudo-streamline. The principle and 
the definition of pseudo-streamlines is shown in Figure 1. The dependency of the 
velocity of the through thickness coordinate zs is the nth power law of equation 2,  
)())()(()()1)((),( 11221 xfzxfxfzxfzxfzxv nsnsnsss    (2) 
where n should be greater than 1. The asterisk on the right top of the velocity indicates 
that the velocity is expressed as a function of the pseudo-streamline coordinate.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                                           
Fig. 1:  The principle of (parabolic) streamlines.  
The model also provides an analytical expression for the velocity gradient tensor: once 
the velocity field is known, the velocity gradient tensor can be calculated by taking the 
partial derivatives. It can then be used for fast texture and anisotropy prediction, when 
coupled to a crystal plasticity model. 
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3.2 A database approach for the incorporation of texture and plastic anisotropy 
into simulations of forming processes 
The basic idea is that the time costly calculations are done offline, and the modelled 
plastic anisotropy data are stored in a database, which is consulted online. The principle 
is schematically shown in Figure 2.   
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2:   Schematic representation of the database principle for material behavior prediction at the 
considered grid points. 
The deformation history is generated by the analytical velocity field model sketched in 
section 3.1. The velocity gradient tensor history is approximated by a piecewise constant 
function, based on which the deformation gradient can be calculated as a matrix 
exponential as the solution of the evolution equation. The velocity gradient or the 
deformation gradient tensor, respectively, are then used as input for a polycrystal 
plasticity model. For the present case study, a viscoplastic self consistent (VPSC) crystal 
plasticity model was chosen, giving the texture and plastic anisotropy evolution as output 
[7]. The single crystal plastic behavior, characterized by a two-stage Voce law, was 
calibrated based on different mechanical tests. An alternative are work-hardening 
models based on the substructure evolution which is represented in terms of balance 
equations for various dislocation densities, such as, for instance, [10]. They offer the 
advantage that modeling the storage of excess dislocations can serve as a bridge to 
modeling the nucleation of recrystallization.  
The above mentioned calculations were done for all deformation modes occurring in the 
considered rolling process within the given description and discretization. The 
deformation history was separated into two regions characterized by the position in the 
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rolling direction: the one before the neutral point, where there is a positive 13 shear due 
to the friction that works in the rolling direction, and the one after the neutral point with 
a negative 13 shear due to backward friction of the rolls.  
Online, the time for calculating the deformation history and consulting the database for 
the best suited deformation gradient tensor with stored texture and anisotropy data is 
approximately 0.005 s on a desktop per point in the deformation zone of the sheet 
considered. The proposed method is therefore suitable for online process control. 
3.3 Results 
3.3.1 Velocity field model 
Figure 3 shows the through thickness components of the velocity gradient tensor Lxx 
and Lxz as a function of the x coordinate (cp. Figure 1). It is shown in [11] that the 
analytical model shows a good correspondence with Finite Element simulations [12]. 
 
Fig. 3:   Components Lxx (left-hand side) and Lxz (right-hand side) of the velocity gradient tensor at 
several lines along which the coordinate zs is constant. zs varies in steps of 0.1 from 0 to 1. 
The value of the parameter n is 3, and α = 0.5. 
3.3.2 Texture 
The evolution of crystallographic texture is presented by means of ODF plots along 3 
points on a line at the surface, at three quarters, and at the middle of the plate for the 
intermediate case α = 0.6, n = 3 in Figure 4. The ODF is represented in  452  sections 
of the Euler space. Although the orthorhombic sample symmetry is not preserved when 
there is shear (closer to the surface), the ODF’s are plotted in the range  900 1
and  900   for simplicity. The ODF calculations and representations were done with 
the MTM-FHM software [13].      
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Fig. 4:  ODF plots in sections of  452 for the parameters α = 0.6, and n = 3. Figure 4a: at the middle 
of the plate. Figure 4b: at three quarters of the thickness. Figure 4c: at the external surface. 
On the top surface, the texture is initially evolving in the direction of a typical plane strain 
compression texture, to later on break up and evolve towards a shear texture. Again, 
the plots show a similar plane strain compression texture in the middle and at three 
quarters, but with the maximum intensity about 2.5 times higher in the middle.   
3.3.3 Plastic anisotropy 
The database approach with a calibrated material model was used to calculate the 
influence of the frictional conditions between the rolls and the plate on the texture 
development and the plastic anisotropy in the plate. The underlying analytical velocity 
model includes different friction conditions by different velocities between middle and 
outer surface of the plate. It was confirmed that different friction conditions lead to a 
different through thickness texture gradient and a different plastic anisotropy gradient. 
Figure 5 shows flow surfaces at different lines through the thickness of the plate, for 
different frictional conditions. As can be seen on Figure 5, the plastic anisotropy is higher 
near the plate’s outer surface. It can also be observed that the higher the value of the 
frictional parameter α, the more the flow surface gets expanded.    
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Fig. 5:  Yield surfaces after the rolling process for different frictional conditions α. Figure 5a: at mid 
thickness. Figure 5b: at three quarters thickness. Figure 5c: at the top surface. The 
parameter n=4. 
4 Validation of rolling simulations: residual stresses in cold rolled 
sheets 
4.1 Introduction 
During cold rolling of sheet metal residual stresses arise due to inhomogeneous plastic 
flow in the sheet. The layer model developed at TU Freiberg has as input the given 
rolling parameters, and as main output the rolling forces and torques. The model solves 
the elastoplastic problem in the sheet during the pass through the rolling gap, and needs 
to calculate among others the stress state in the sheet. Consequently, the residual 
stress state is also an output of the model, and a quantity useful for experimental 
validation. 
4.2 Experimental 
Residual stresses were measured using X-rays from a Cr source and the sin² method 
[14]. As the penetration depth is only about 10 µm, a destructive method was used for 
through thickness residual stress profiling in steps of about 35 µm. In order to not induce 
extra residual stresses, etching was done chemically with a mixture of 35% H2O2, 6% 
HF, and 59% water, followed by immersing in peroxide and then water. As the layer 
removal allows the stress field to relax at the new surfaces, the original residual stresses 
have to be reconstructed from the measured ones, e.g.  by the method of Moore [15, 
16].  
Since crystallographic texture arises when rolling a sheet, the lattice plane spacing 
versus sin² curves strongly deviate from the linear relationship. Previous authors 
reported on how to deal with this nonlinearity based on the Orientation Distribution 
Function (ODF) [17]. In the present work, an approximate approach is taken to calculate 
residual stresses from lattice plane spacings for different values of sin² only the lower 
angles of  are considered, since the quality of the diffraction signal is rapidly decreasing 
towards higher values of . By excluding the higher angles, the lattice plane spacing 
versus sin² relationship gets linear to a good approximation. 
The correction for material removal was taken into account by the formula of Moore that 
gives the relationship between the measured stress σ11,M in the rolling direction after 
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removal and the original stress σ11 [14] for a one-side layer removal of a sheet with 
thickness H. For the present work, material was removed at both sides of the plate 
simultaneously. As only symmetric rolling processes are considered, one may consider 
only half of the plate, where stress equilibrium should also be fulfilled. For half a sheet, 
the sheet thickness is H/2 and the material removal is one-sided 
dz
z
zdz
z
zz
H
z
M
H
z
M
M   2 2,112 ,11,1111 62)()(   (3) 
As the measured stress is not known at all points through thickness, a procedure had to 
be developed to calculate the integrals. Based on the measured points ),(
,11
i
M
iz  , a 
cubic spline function )(*
,11 zM  can be constructed that approximates the measured 
stress profile in the region between adjacent measured points.  In order to capture the 
full shape of the measured stress profile, a sufficient amount of measured data at several 
depths have to be available. In this work, residual stresses at 6 different depths were 
measured. As the spline function approximates the measured stress profile, one can 
substitute )(*
,11 zM
 
in the integral of equation (3). The integrals at the right-hand side 
can be calculated numerically.  
4.3 Results 
Figure 6 shows the through-depth profile of the residual stress in rolling direction before 
and after layer removal correction for a sample cold rolled from 2 mm to 1.46 mm 
thickness. The profile refers only to half of the plate because of the symmetric rolling 
process. Depth 0 corresponds to the external surface.     
 
 
Fig. 6:  Residual Stresses before (left) and both before and after (right) layer removal correction after 
the first cold rolling reduction. 
As expected, close to the surface, the stresses are compressive, and in the middle they 
are tensile. The stress equilibrium  
z
dz 011  seems to be fulfilled.  
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1 Introduction 
Mostly, products that are made using forming technologies are produced in complex 
process chains. To predict the properties of these products, it is necessary to analyse 
the entire process chain. The study presented is about the discontinuous manufacture 
process of a tube by means of a modified U-O method, as well as the rotational draw 
bending of the tube, Figure 1. This two step process is aimed at the production of a 
cross tube of a trailer coupling as an example of a cyclically loaded component. While 
forming metastable austenitic stainless steels, a diffusionless phase transformation from 
Ȗ austenite to α’ martensite induced by plastic deformation can occur. Because of the 
strengthening effect of the α’ martensite phase, this transformation can be used to 
enhance the monotonic and cyclic strength properties of a structural part while forming 
it. The susceptibility of the austenite phase to undergo a transformation depends on the 
amount of plastic deformation, the strain-rate and the temperature in the forming 
process as well as on the chemical composition of the material. 
2 Description of the process chain 
The product is a tube bend made by a complex process chain including the following 
production procedures: 
 U-forming (stretching) and cutting flanges 
 O-forming and welding 
 radial draw bending of the tube 
The forming operations of the process chain are shown schematically in Figure 1.  
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Fig. 1:  Process chain for production of a bended tube (schematic) 
The strains that occur in radial draw bending are mostly determined by the geometries 
of the tube and the bend (see Fig. 6). The O-forming procedure is a sheet bending 
process. Strains occurring are negligible therefore. This is due to the fact that the wall 
thickness (2 mm) is much smaller than the tube diameter (48 mm). So the most efficient 
method to influence the strains in the entire process chain is the variation of the travel-
in of the sheet under the blank holder in the U-forming process. This is possible, if the 
blank holder force FBH is controlled in respect to the travel of the punch. 
For a reliable prediction of the Very High Cycle Fatigue (VHCF) behaviour, the relation 
between the number of cycles to failure and the corresponding stress amplitude related 
to the ´ martensite percentage has to be investigated as well as the amount of ´ 
martensite depending on the forming parameters. The model of the process chain is 
based on data derived from FE-simulations and plastomechanical calculations as well 
as from measurements in practical experiments. The key aspects of the investigation 
are shown in Fig. β. 
 
Fig. 2:  Structure of the investigations (schematic) 
3 Modeling of martensite formation in austenitic stainless steel 
(AISI304)  
Goal of the process chain control is the optimization of the fatigue life of sheet metal 
components in the VHCF regime by controlled formation of an optimal martensite 
volume fraction. For a closed-loop control of the martensite content it is indispensable 
to define a quantitative relationship between process parameters (mainly strain and 
temperature) and the martensite content. Many models are available in the literature to 
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describe the formation of martensite in forming processes, e.g. [1-3]. Most of these 
models are based solely on empirical observations and few of them are based on 
physical mechanisms. In the present study the Tomita/Iwamoto model (TI model) is 
used. It is based on a microstructural mechanism and is therefore believed to offer a 
broader validity than empirical models. It calculates the rate of martensite formation from 
the actual shear band volume fraction. Here the expression shear bands sums up 
microstructural defects such as stacking faults, twin boundaries and ε martensite. Many 
TEM studies of deformation-induced α’ martensite showed that martensite nucleates 
primarily at intersections of these shear bands. The TI model assumes that the number 
of new martensite embryos depends on the number of shear band intersections and the 
number of shear band intersection again is calculated from the actual shear band 
volume (Eqs. (1) and (2)).  
)1()1()( 1 MSBnSBM VVVnd
dV                                                             (1) 
   dVdV SBSB  1                                                                            (2) 
with 
VM = martensite volume; VSB = shear band volume 
α = shear band formation rate; n = 4.5 for austenitic stainless steels  
ȕ = η·p = probability of martensite formation at a shear band intersection. 
The shear band formation rate α depends mainly on the stacking fault energy, which is 
strongly influenced by temperature and chemical composition. The temperature 
dependence of the parameter α is considered according to Eq. (γ) 
2
1
 T
           (3) 
The probability p that a martensite embryo is formed at a shear band intersection is also 
assumed to be a function of the temperature whereas the probability β(p) depends on 
the martensite content. The Eq. (4) describes these relationships. 
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             (4) 
The description of β(p) as a function of the martensite content is based on the idea that 
a shear band intersection can show less optimal crystallographic and chemical 
properties for a martensitic transformation with increasing martensite content.  
3.1. FE simulation of model tests 
The incrementally formulated OC-model for the uniaxial tensile test can be extended to 
multiaxial states of stress. First of all this extension is performed for a tensile test that 
consists of two steps: A sheet is deformed in one direction ݔ and afterwards in an 
orthogonal direction ݕ with the amounts �௫ and �௬ respectively. The modeling is based 
on the experimental observation [4] that only a certain ratio Ψ of the composed shear 
bands in ݔ-direction is significant concerning the martensite evolution in ݕ-direction. 
Hereafter �௫ and �௬ are the percentages of the martensite fraction and ݏ௫, ݏ௬ denote the 
rates of shear band volumes induced by the strains �௫ and �௬. At first ݏ௫, ݏ௬ and �௫ are 
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calculated using the differential equations of the OC-model. For the calculation of �௬, 
however, one has to add the relevant part of the shear band volume fraction composed 
in ݔ-direction additionally to ݏ௬:                ��௬��௬ = ߙ � ߚ(ݏ௬ + Ψ ⋅ ݏ௫)௡−ଵ ቀͳ − (ݏ௬ + Ψ ⋅ ݏ௫)ቁ (ͳ − �௬)                                        ሺͷሻ 
Finally, the martensite rates �௫ and �௬ are combined to the total martensite ratio �:                � = �௫ + ሺͳ − �௫ሻ ⋅ �௬ = �௫ + �௬ − �௫�௬                                                                           ሺ͸ሻ 
A similar procedure is performed in case of a sheet that is loaded in all three spatial 
directions. Initially �ଵ, �ଶ and �ଷ are calculated under consideration of the ratio Ψ of the 
composed shear bands in orthogonal direction. Subsequently these contributions are 
combined to the total martensite volume fraction �. 
Due to the fact that the martensite evolution strongly depends on the temperature, an 
accurate simulation of temperature evolution during the regarded processes is 
necessary to get suitable results. At first the temperature �� that would result from 
adiabatic conditions is calculated by evaluating the energy of deformation. Additionally 
the heat emission �௞ resulting from convection has to be considered in order to get a 
realistic estimate of the temperature field:                � = �� − �௞                                                                                                                               ሺ͹ሻ 
Initially the martensite evolution for uni-directional tensile tests is analyzed. Figure 3a 
shows the increase of the martensite fraction for different initial temperatures as a 
function of strain and points out the support of martensite evolution by low temperatures. 
In Figure 3b the martensite fraction depending on the strain rate is presented. The 
distinctions in the curves are based on differences in the temperature evolution: If a high 
strain rate is applied the martensite evolution is inhibited due to low heat emission. Both 
figures show a nice agreement between the simulations (solid lines) and the 
experimental results (dashed lines). 
 
Fig. 3:  Martensite volume fraction c at an uniaxial tensile test as a function of strain (a) for �̇ = Ͳ.ͲͲͷ ݏ−ଵ  
and different initial temperatures �ሺͲሻ and (b) for �ሺͲሻ = ʹ͵℃ and different strain rates �̇. 
Figure 4 deals with the consideration of a specimen that is deformed in one direction  ݔ 
with �௫ = Ͳ.ʹͷ in the first stage followed  by a deformation in an orthogonal direction ݕ 
with �௬ = Ͳ.ʹͷ. The martensite evolution is illustrated by using different strain rates 
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Although the effective true strains are very similar, measurements of the  
´ martensite fraction gave a bigger martensite percentage in the area of the intrados. 
The smallest amount was detected in the region of the neutral fibre. Measuring points 
and results are shown in Figure 8. 
 
Fig. 8:  Distribution of ´ martensite in a bended tube 
The ´ martensite percentage reaches a plateau near the centre of the bend (points 4, 
5, 6) and is smaller towards pressure die and clamping die areas. The lowest 
concentrations were measured in the region of the neutral fiber. There, the elongation 
is very small, so that only very little amounts of martensite are formed. The percentage 
of ' martensite on the intrados and the extrados are quite different even at similar 
equivalent true strains. The intrados of the tube is in contact with the rotating hub and 
the mandrel, the contact of the extrados in the bending zone is just local to the bending 
mandrel. Therefore the flow of dissipated forming energy from the intrados to the hub 
and to the mandrel is greater than from the extrados to the mandrel. There is an 
additional heat transfer by convection from the extrados to the ambient air. A rotating 
hub was equipped with optical temperature sensors to measure the temperatures at the 
intrados. The experimental setup and results for the angular velocities of 15 ° / s and 
1.5 °/s are shown in Figure 9. Because of the arrangement of the sensors, sensor 1 
measures already shortly after the start and sensor 2 is located at a bending angle of 
45 ° and therefore measures from about 50 ° on. Sensor 3 can detect the optical tube 
short before 90 °.The temperatures rise from the ambient temperature towards the end 
of the bending procedure at 90 °. This rise in temperature is caused by the dissipation 
of forming energy and frictional heat. The heat flow to the tools and to the ambient air is 
time dependent. The separation of these effects seems not to be possible with practical 
experiments. This only can be achieved with finite element simulations. 
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Fig. 9:  Rotating hub with optical temperature sensors, Temperature evolution during bending 
The temperature change on the outer sheets can be measured from a bending angle of 
approximately 30 ° with a thermal camera. In the bending speed of 15 ° / s maximum 
temperatures of 75 ° C were measured. The temperature of the extrados is therefore 
significantly higher than in the region of the intrados. A major reason for this effect is 
certainly the heat transfer to the rotating hub. 
The temperature profiles and the strains, which develop during the forming process are 
the main factors that affect the formation of  'martensite. The strains usually are mostly 
determined by the change of geometry from semi-finished product to the finished 
product. The temperature profiles are influenced by far more effects. These are heat 
generation by friction [9] and dissipation of forming energy and heat transfer by 
convection to the surrounding air as well as heat flow to tools. Furthermore, local 
transients occur due to heat conduction in the component itself. Heat fluxes are time-
consuming and therefore depending on forming speed. The coefficients themselves are 
dependent on both relative velocities and surface temperatures. Overall, it seems not 
possible to fit in all interdependencies in FE simulations. The program used was Abaqus 
of Dassault Systems, France. 
 
Fig. 10:  Model for thermally coupled FE-simulations of rotary draw bending processes 
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Friction coefficients and thermal material properties were therefore treated as constants. 
The flow curves at different temperatures were gained from nearly isothermal tensile 
tests [6]. The FE-model for a bending factor of 1.5 is shown in Figure 10. The dissipation 
factor represents the fraction of forming energy, which is converted to heat. The heat 
transfer to the tools is modeled depending on contact conditions. For distances between 
the tube and the tool greater than 0.1 mm, there is no heat flow. For smaller distances, 
the same temperatures on the surfaces of tools and the tube are assumed. Convection 
to ambient air was neglected. 
The strains and the temperature change were analyzed. This is illustrated in  
Figure 11. 
 
Fig. 11:  Major strain and rise of temperature gained by FE-simulation 
The maximum of the major strain in the extrados is about 10% higher than in the 
practical experiment (see Figure 9). The temperature change, however, differ much 
more. In practical experiments, maximum temperatures of 75 ° C were measured in the 
region of the extrados. The temperature in FE-simulation rises to a maximum of around 
109 ° C. This may be due to the fact that the convective heat transfer was not 
considered. The temperatures in the regions of contact to the tools are to low especially 
in the area of contact to the rotating hub and the clamping area. The contact conditions 
used may be responsible for the calculation of these excessive heat flows.  
Thermally coupled FE simulations of tool-based metal forming processes require a great 
variety of input data. These can be determined experiments. However, the measured 
correlations and interactions cannot always be fitted into existing commercial FE-
simulation software and the model must therefore simplified further. For example, the 
dependency of heat transfer between the component and tools from the contact normal 
pressure has been modeled by a contact condition. Despite the quantitative 
imperfections of the results, the qualitative relationships are calculated correctly. 
Because the temperature profiles during the forming processes have decisive influence 
on the formation of  'martensite, improvements in modeling are needed for better 
predictions. 
 
 
Project Reports from DFG Priority Programme 1204 
 
314 
 
5 Fatigue Behavior Depending on Martensite Content. 
In order to determine the optimal martensite content concerning the High Cycle Fatigue 
(HCF) and the VHCF properties fatigue tests were carried out with specimens of different 
martensite contents and different subsequent predeformation conditions. Specimens 
were fatigued either undeformed or monotonically predeformed in one or two 
(perpendicular) directions. The one direction predeformed specimens were strained up 
to a true strain of 0.15 at two start temperatures resulting in two different martensite 
phase fractions (27 and 54 vol-%). The two step predeformed specimens were strained 
up to different strains, resulting again in the same two different martensite fractions 
(again 27 and 54 vol-%). For the fatigue experiments the following testing systems were 
used: a resonance pulsation system (Rumul Testronic) operating at ~90 Hz and an 
ultrasonic test system (BOKU, Vienna) working at a frequency of ~20 kHz. The fatigue 
experiments were executed fully reversed in load control with active cooling by 
compressed air. Because of the transient material behavior, the ultrasonic fatigued 
specimens were first cycled up to cyclic saturation with the resonance pulsation system, 
where a constant load amplitude can be guaranteed despite of strong cyclic softening 
and hardening processes. All fatigue specimens were electrochemically polished. More 
experimental details can be found in [7].  
In Figure 12 the results of the fatigue experiments in the undeformed and one direction 
deformed condition are shown. Resonance pulsating specimens (90 Hz) were denoted 
as run-outs at 108 cycles and ultrasonic specimens (20 kHz) at 109 cycles. Comparing 
the three S-N curves in the HCF regime (up to 2·106 cycles) it can be seen that strain 
hardening and martensite formation strongly increases the HCF fatigue limit from the 
undeformed to the deformed (27 vol-% martensite) condition (250 MPa vs. 477 MPa). 
In the 54 vol-% martensite condition the HCF fatigue limit increases to 535 MPa. 
Increasing martensite contents therefore lead to enhanced HCF behavior. 
105 106 107 108 109
200
250
300
350
400
450
500
550
600
650
VHCF
 V' = 54 vol-% 
 V' = 27 vol-%
 V' = 0, undeformed

 
= run out
st
re
ss
 a
m
pl
itu
de
 

 
 
[M
Pa
]
cycles
empty symbols: 
f ~ 90 Hz
crossed symbols: 
f ~ 20kHz
subsurface crack inititiation
HCF
 
Fig. 12:  S-N curves for one-step deformed specimens with different 
martensite contents. 
Fig.  13:  “Fish-eye” fracture    
surface; NC=5,6x107 
Regarding the VHCF behavior (more than 2·106 cycles), a true fatigue limit that is similar 
to the HCF fatigue limit can be observed in the undeformed and 27 vol-% martensite 
condition. However, in the case of the 54 vol-% martensite condition the VHCF fatigue 
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limit decreases with increasing number of cycles. This decrease is due to subsurface 
crack initiation at inclusions which leads to the typical “fish-eye” crack surface (Fig. 1γ). 
Fatigue tests with specimens deformed in two directions were done to evaluate if there 
is an influence of the deformation path on the fatigue properties, i.e. if the results in 
Figure 1β are also valid for a two step forming process. Due to a higher amount of 
prestraining without cooling compared to the specimens strained in one direction, the 
two step deformed specimens exhibited a considerably higher amount of strain 
hardening and therefore a higher flow stress than the one-directional predeformed 
specimens. In Figure 14 it can be seen that these specimens possess almost the same 
HCF and VHCF behavior as the specimens with the same amount of martensite in the 
one-directional deformed condition. These results underline that not the flow stress, the 
direction or amount of predeformation determine the HCF and VHCF behavior, rather 
the martensite content.  
 Fig. 14:   S-N curves for two-step deformed specimens with different martensite contents. 
Friction between the metal sheet and the forming tool during the U-forming process 
leads to an increased plastic deformation at the surface of the material that results in an 
inhomogeneous phases distribution (Fig. 15) across the sheet thickness with high 
martensite contents and compressive stresses in the surface region. For a optimization 
of the resulting technical component this effect should be considered and therefore 
fatigue tests were carried out with samples having “friction-induced” martensite. For 
comparison again samples with 26 and 54 vol-% martensite were chosen. More details 
can be found in [4]. The results are presented in Fig. 16. 
The samples with 26 vol-% martensite have a slightly increased fatigue life in both the 
HCF- and VHCF-regime in comparison with “friction-free” samples and show the positive 
effect of the compressive stresses at the surface. For the investigation of the 
microstructural changes at and slightly beneath the surface EBSD measurements were 
carried out with a high-resolution scanning electron microscope. The cross-section was 
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6 Control Strategy 
The martensite percentage in the tube bend is initially set by U-forming and then by 
bending of the tube. In the U-Forming process, the strains under the punch are 
comparatively small, because of friction forces between punch and sheet. So the side 
walls of the U are mainly formed. The strains caused by tube bending are biggest in the 
inner and the outer arc, while the neutral axis is formed very small. Moreover, locally 
different temperatures are reached for both the U-transformation as well as the bending 
operation. Therefore, it was not possible to produce a bended tube with homogenius 
martensite content concerning the circumference. 
For low strain rates, in which the temperature increase caused by dissipated forming 
energy has not to be considered, the locally generated amount of martensite can be pre-
calculated. The calculation is based on investigations of C. Müller-Bollenhagen [4], in 
which tensile tests were conducted on pre-stretched samples as described in Chapter 
3.1. Such a diagram is shown in Fig. 18. Here, the formation of martensite for different 
pre-strains 0 is diagrammed. The calculation of the distribution of strains between the 
forming processes is explained by means of this diagram. The example starts with a 
given value of 30 % martensite and is valid for the strain rate of 0.5% / s. 
The calculation is done recursively. First, the set value of the martensite percentage is 
charted. From the intersection with a martensite function (here for a pre-strain  
0 = 0.18), the degree of accumulated strain is read-out (here  = 0.47). From here, the 
degree of true strain brought in by bending is subtracted (B = 0.22). The true strain in 
the first forming stage the U-forming is therefore about 0 = 0.25. So, the first iteration 
step has to start from the intersection of the set value with the martensite-function for a 
pre-strain 0 = 0.25. This iteration results in a pre-strain of 0 = 0.2 for the first forming 
stage. 
In this way, Iterations lead to the correct distribution of strains for the first and the second 
bending stage. Mostly, the martensite content generated in the first step is comparatively 
small. This is due to the mechanism of the evolution of martensite. The shear band 
crossings induced by forming act as nuclei for the formation of martensite. Even with 
rotation of the forming direction of 90 °, a large percentage  of the shear band crossings 
act as nuclei. The experimental results lead to a  of 0.57. However, FE-Simulations 
fitted better by use of a factor  = 0.73. So, further investigations are necessary to find 
the influences on the probability factor .  
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Fig. 18: Martensite content for two stage tensile tests with first calculation of the resulting martensite 
content during the process chain 
7 Conclusions 
A process chain with three steps was studied concerning the possibilities to control the 
product characteristic fatigue strength. Significant findings are listed below. 
• The O-process - closing the pipe - provides only a minor contribution to strain.  
• The strains in tube bending are mostly determined by the tube and the bow 
geometries. Therefore, formation of ´ martensite can be influenced by temperature 
variations. 
• In U-forming the forming of ´ martensite benefits from low temperatures and strain 
rates as well as from high blank holder forces. 
• FE simulations of formation of ´ martensite fit approximately to experimental 
observations. 
• In thermally coupled FE-simulations the description of heat transfer to tools is still 
quite difficult. Amongst others this is caused by the multitude of input data and the 
interactions of these values. 
• A microstructure-based approach for modeling the martensite formation and 
mechanical properties in forming processes were presented. 
• It was shown that cyclically loaded sheet metal structures made of metastable 
austenitic stainless steel should not contain a martensite fraction above  
27 vol-% for optimal HCF and VHCF properties and an acceptable notch sensitivity. 
• Flow stress, the direction or the amount of predeformation are not determining the 
HCF and VHCF behavior, but the martensite content. 
• On basis of the microstructural model of the martensite formation, a pre-calculation 
of the strain, which has to be brought in during the U-forming stage in dependency of 
the strains in tube bending, can be performed. The influence of temperature changes 
caused by dissipated forming energy and friction have to be neglected. 
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1  Material characterization 
A continuous material specific modeling and simulation of the process chain of cold deep 
drawing, cutting, heat treatment and welding requires data about the material behavior 
at mechanical loading and thermal treatment. Such a processing is typical for air-
hardening sheet steels used in the automotive industry for crash relevant car body 
elements. An example of such a material is the low-carbon alloyed steel LH800. 
Because of the innovative character of this material the microstructure and property 
evolution of this steel along the process chain were characterized. 
The steel behavior at cold plastic deformation was investigated for the as-delivered 
annealed ferritic material state using quasi-static and high-speed tensile tests (s. Fig. 1) 
and tension-compression tests regarding Bauschinger effect (s. Fig. 2) [BAC08, 
CWI08]. The experiments revealed the expected increase in the material flow stress, 
depending on the strain rate, particularly noticeable at deformation degrees up to 0.06. 
Due to the Bauschinger effect the offset yield strength decreased compared to the yield 
strength at a pre tension from 10.6% to 15.7%. 
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Fig. 1:  Flow stress curves established by means of 
tensile tests with varied strain rates 
Fig. 2:  Stress-strain curves of the steel 
during reverse loading 
A further tensile test series was carried out in scope of cooperation with the Institut für 
Eisenhüttenkunde of RWTH Aachen to determine the material strain curves in different 
structural states at different temperatures. This data is essential for modeling of 
distortion during heat treatment. The results of high-temperature tensile tests are 
depicted in Figure 3 [SVE13]. During the tests samples of the material with a ferritic 
structure were loaded at temperatures from 20 °C to 700 °C. To study the properties of 
the austenite an austenitization at 950 °C for 15 minutes and a subsequently cooling to 
a loading temperature, which ranged from 500 °C to 950 °C, was applied. Samples in 
the hardened condition were strained at temperatures from 20 °C to 400 °C. Results of 
high-temperature tensile tests are depicted in Figure 3. Positions of the curves in Fig. 3 
show the general trend of decrease of stress values and increase of elongation at 
fracture for rising temperatures. A decrease of elongation at fracture in this steel with 
the ferritic structure in the temperature range of up to 400 °C is explained by hydrogen 
and nitrogen embrittlement. Maximum elongation at fracture during high temperature 
tension was obtained in the austenitic state at a temperature of 950 °C and amounted 
to 98%. 
 
Fig. 3:  Results of hot tensile tests of the material at different phase states 
To describe the evolution of microstructure and material properties during heat 
treatment an isothermal time-temperature-austenitizing-austenite grain size diagram, a 
recrystallization diagram, a tempering diagram and an oxide scale growth diagram were 
determined. The first one was obtained by dilatometric tests and subsequent 
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temperature for varied times allowed to correlate the experimental data with a well-
known model based on the Arrhenius equation [CHE03]. 
To test the possibility of varying the properties of the LH800 steel in a wide range from 
the most ductile ferritic state to the hardest martensitic state, experiments regarding the 
material austenitization in a temperature range between Ac1 and Ac3, followed by air 
quenching, were carried out. The soaking time varied from 7.5 to 60 minutes. As a result 
of this treatment for most of the investigated parameters a mixed martensitic-ferritic 
structure was obtained. The martensite content ranged from 35% to 100% depending 
on the treatment conditions (see Fig. 8). For these experiments the steel tensile strength 
increased from 636 MPa to 958 MPa. The typical behavior of LH800 steel with a dual 
phase structure can be illustrated by the stress-strain curves measured after 15 min of 
soaking and air-hardening from varied temperatures (s. Fig. 9). 
 
 
Fig. 8:  Micrographs of the steel after 15-
minutes of soaking at 750 °C, 
800 °C, 850 °C, 900 °C and air 
hardening (etchant: Beraha I) 
Fig. 9:  Stress-strain curves measured at room 
temperature of at the different temperatures 
austenitized air-hardened steel LH800: soaking 
duration 15 minutes 
A quantitative analysis of the microstructure parameters allowed to establish the 
following relationship between the values of the yield strength and the phase 
composition of the steel and the ferritic grain size, using a combination of the rule of the 
mixture and the Hall-Petch relationship: 
Rp0,2 = (σ0 + ky/D0,5)·XF + Rp0,2 M·XM,                                                                          (1) 
where Rp0,2 is the yield strength of the steel with a dual-phase structure in MPa; the 
coefficients σ0 and ky were determined by a correlation analysis and equal 133 MPa and 
4 MPa/μm0,5, respectively; D is the ferrite grain size in μm; Rp0,2 M equals 958 MPa and 
is the yield strength of the steel with a pure martensitic microstructure; XF and XM are 
the fractures of ferrite and martensite in the material, respectively. The maximum 
deviation between measurements and formula (1) is less than 10%. 
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Welding changes the steel’s microstructure and 
properties at the location of the welding seam. 
These can be described by similar laws used to 
model the heat treatment of the material. Specific 
to the welding process are the conditions of a rapid 
local heating and cooling of the sheet. This 
requires suitably boundary conditions in the 
mathematical modeling of this operation. To 
determine these specific conditions regarding the 
heat transfer during welding experiments were 
carried out. Sheets were joined by Non-Vacuum-
Electron-Beam-Welding (NVEBW) and the 
temperature was measured at different distances from the center of the welding seam 
by thermocouples. The welding operation was realized at speeds ranging from 2 to 
8 m/min, where the welding current varied from 20 to 70 mA. Typical temperature 
profiles measured close the seam, obtained at a welding speed of 2 m/min and a current 
of 20 mA, are depicted in Fig.10. 
In combination with a previously determined welding ctt-diagram and a ctt-diagram of 
the Salzgitter Mannesmann Forschung GmbH the presented data form a basis for a 
parameterization and verification of mathematical models for a continuous material-
specific simulation of the considered process chain. 
2  Model formulation 
During thermo-mechanical processing involving forming, cutting and the heat treatment, 
LH800 is subject to large changes in temperature and loading conditions, resulting in 
evolving material properties and large shape changes. In particular, during forming, the 
material experiences significant isotropic and kinematic hardening due to an evolving 
dislocation microstructure. If the forming process involves significant loading path 
changes as well, significant cross hardening will also take place. Besides hardening 
during forming, the material experiences multiple phase transformations during the heat 
treatment. On this basis, then, in the current phenomenological context, the model for 
the material behavior of LH800 during forming, cutting and the heat treatment is 
formulated for thermoelastic viscoplastic behavior as based on hardening [NOM10] and 
thermal phase transitions [BAR13]. In particular, since the latter are driven solely by 
temperature changes involving no mechanical loading, they are modeled in the current 
work for simplicity as resulting only in changes in volume of the material. 
In the current context of large deformation, then, the (Kirchhoff) stress depends on the 
temperature �, the local elastic deformation gradient and the phase volume fraction �. 
In the current context of small elastic strain relevant to metal inelasticity, elastic 
anisotropy is generally assumed to be negligible, and we work with the Mandel stress 
depending on the elastic bulk and shear modulus as well as trace and deviatoric part of 
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Fig. 10:  Temperature evolution near a 
weld seam during NVEBW 
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the elastic Green-strain. In addition there are contributions to the stress from thermal 
expansion and phase transition. They comprise the volume fractions of austenite and 
martensite (�� and ��), the coefficients of thermal expansion of ferrite, austenite and 
martensite, respectively, at the corresponding reference temperatures and the relative 
change in (unit cell) volume for the transformation ferrite (bbc) → austenite (fcc) and 
austenite (fcc) → martensite (bct) (��� and ���). Following a number of previous works �� and �� are modeled in this work as internal variables of saturation type. The 
martensite transformation rate is so fast that the experimental martensite data can be 
modeled by the Koistinen-Marburger equation. Experimental results for LH800 imply 
that the transformation time from ferrite to austenite decreases as the temperature 
increases. To model this behavior, we work with an Arrhenius form from transition-state 
theory. The material model for the process chain is completed by a model for hardening 
during forming. In the current viscoplastic context, this is based in particular on a rate-
dependent overstress form for the evolution of the accumulated inelastic strain. The 
overstress driving inelastic flow depends as usual on the difference between the Hill-like 
effective stress with respect to the intermediate local configuration and the residual 
scalar stress due to isotropic hardening. Isotropic hardening in the material is modeled 
by a saturation form (i.e, Voce). Analogously, kinematic hardening is modeled via 
Armstrong-Frederick form. In order to take cross hardening into account the effective 
stress contains an evolving fourth-order anisotropy tensor [LEV07, NOM10, BAR13]. 
The material model has been implemented via ABAQUS UMAT with a semi-implicit 
integration scheme which increased the efficiency compared to a fully explicit integration 
scheme. 
3  Model identification 
To begin, consider the parameters determining the temperature-dependence of the 
stress. In particular, the values for the coefficients of thermal expansion of austenite and 
martensite were determined experimentally in [SCH13], whereas that of ferrite 
represents data from the manufacturer (Salzgitter Flachstahl). Besides these, 
parameters associated with volumetric strain and so hydrostatic stress changes include 
the transformation strains. In particular, ��� from ferrite to austenite (i.e., bcc to fcc) was 
assumed negligible. Given the uncertainty in the appropriate value of ���, the effect of 
different values for this parameter on the model predictions will be examined in what 
follows. Consider next the model parameters for �� and ��. In particular the former 
depends on three parameters. The fit of these to experimental data is shown in Figure 
11. 
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As discussed in more detail in [BAR13], the 
parameters for the model for �� are determined 
with the help of the time-temperature-
austenization data. Finally, to characterize the 
rate-dependence of the material behavior of 
LH800 relevant to the forming stage of the 
process chain under consideration here, 
uniaxial tests were carried out at rates of ͸.͹ x ͳͲ−ଷ�−ଵ (quasistatic) and ͳ x ͳͲ−ଵ�−ଵ at 
the Institute of Material Science in Hannover. 
Since such tests involve predominantly isotropic 
hardening, other hardening mechanisms like 
kinematic and cross hardening were neglected. 
The flow rule parameters, as well as the 
isotropic hardening parameters were determined with the help of least-square fitting and 
finite-element simulation. The parameter values for kinematic and cross hardening were 
taken from [NOM10]. 
4  Modeling of a process chain 
The identified material model is applied in this section to the modeling of a process chain 
consisting of deep drawing followed by cutting and heat treatment. To this end, the finite-
element model shown in Figure 12 has been employed. The tools (punch, blankholder, 
die) have been modeled as rigid. The blank is meshed with three dimensional solid 
coupled temperature-displacement elements with reduced integration to prevent locking 
during the deep drawing. Contact and friction are accounted for between the tools and 
the blank. For efficiency, the blank is idealized as a 10 degree wedge subject to 
symmetry boundary conditions. These are chosen such that there is no displacement 
orthogonal to the cutting plane. The resulting model is then equivalent to a circular blank 
which is assumed axially symmetric. The model is set up such that it can be used also 
with axisymmetric elements (CAX). 
This is followed in the process chain by cutting. To model this step, the symmetry 
constraints are removed. The resulting predicted and corresponding experimental 
profiles after cutting are shown in Figure 14. The amount of springback resulting from 
cutting modeled in this fashion slightly underestimates the amount observed 
experimentally. As to be expected the full hardening model gives better results as 
isotropic hardening alone. 
Fig. 11:  Fit of Koistinen-Marburger 
equation (green curve) to data 
(black points) for LH800 
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Fig. 12:  FE-model for the deep drawing and heat treatment simulation. Left: Circular blank idealized 
via symmetry as a 10 degree wedge. Right: Geometry of the punch, blank holder and die 
 
 
 
Fig. 13:  Comparison of simulation and 
experimental results (black solid 
curve) for deep-drawing along a 
profile from the middle of the cup to 
the outer flange. Red dashed curve: 
Isotropic hardening alone. Blue dot-
dashed curve: Complete hardening 
 
Fig: 14:  Comparison of predicted and 
experimental (black solid curve) 
workpiece profiles after cutting. Red 
dashed curve: Isotropic hardening 
alone. Blue dot-dashed curve: 
Complete hardening. 
The final stage of the process chain under 
consideration, i. e. the heat treatment, 
consists in heating the cut workpiece from 20 
C to 950 C in 900 seconds followed by cooling 
in air in the same amount of time. This is 
sufficient for a complete transformation from 
ferrite to austenite during the heating phase, 
and for cooling back down to 20 C. Heating 
and cooling of the workpiece involves 
convection and heat flux boundary 
conditions. A comparison of the simulated 
change in profile form due to the heat 
treatment so modeled with the corresponding 
experimental results is shown in Figure 15. 
Because of the uncertainty in the parameter 
values, and in particular the transformation 
 
 
Fig: 15:  Comparison of simulated and 
experimental (black solid curve) 
workpiece profiles after heat 
treatment for two different values of ���: ��� = ʹ�ͳͲ−ଷ (red curve), ��� = 4�ͳͲ−ଶ (blue curve) 
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or less all of the analytical simulation methods are restricted in their applicability. The 
aim of this project was the development of a simulation method, which enables an in-
line process control. Furthermore the accurate prediction of the strain field within the 
part and the assumption of stresses were developed [CWI11a]. Fig. 18 shows the 
developed simulation approach in the context of computation speed and accuracy. 
 
Fig: 18:  Different simulation approaches and expected accuracy vs. computation time [CWI11b] 
The developed approach bases on a simplified mapping procedure in axisymmetric case 
(see fig. 19). Based on this geometrical approach an iterative procedure is started to 
calculate and correct the in-plane and normal strain distribution by assuming different 
stress states in the field of the flange, the drawing radius and the biaxial stretched part. 
 
Fig. 19:  Principle of simplified mapping procedure [CWI11b] 
This described procedure is transferred to 3D-part by the assumption of a so called flow 
field (see fig. 20) with the following assumption: 
 A field is given, indicating the flow direction of material in the plane orthogonal to 
the drawing direction  
 The flow field does not change its shape during the process. 
 Principal strains have the same direction as the flow field. 
The automated construction of the flow field is realized by a parametric description of 
the field and an optimization of the required deformation work during the process. 
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Fig. 20:  Flow field in a 3D-part 
A typical result of this simulation approach is shown in fig. 21. The dotted lines show the 
result coming from a finite element analysis (Abaqus Standard). The analytical 
simulation is carried out in the multi-step version by using 10 subsequent steps to 
achieve the final geometry. The maximum difference between the fully 3D FEA and the 
analytical approach is approximately 0.1, but the simulation time on a standard-PC 
without parallel computing is about 0.025s. Furthermore, the possibility to get a transient 
result with the strain history and resulting punch forces or blank holder forces is of great 
interest for process design and optimization. 
 
Fig. 21:  Results for 3D-parts 
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Summarizing the simulation approach one can say that the method is applicable to 
axisymmetric and prismatic deep drawing processes, and non-linear effects like material 
behavior, process parameters and deformation paths can be considered. The achieved 
accuracy is very good, especially when the needed time is also taken into account. The 
strategy is approximately 20 times faster than numerical onestep solvers. 
7  Conclusions 
Within the scope of the project the microstructure and properties evolution of the air-
hardening steel LH800 along the process chain of deep drawing, cutting, heat treatment 
and welding were characterized. Quantitative relationships between the microstructure 
and the strength parameters were defined. Such models as the Koistinen-Marburger 
model for a martensite formation and the Arrhenius model for a scale growth during heat 
treatment were parameterized. The obtained data serve for the continuous modeling 
and simulation of the process chain. 
To model the material behavior of LH800 during forming, cutting and heat treatment, a 
thermoelastic viscoplastic material model for complex hardening (i.e., isotropic, 
kinematic, distortional: [NOM10]) and thermal phase transitions (i.e., ferrite, austenite, 
martensite: [BAR13]) was formulated. With the help of mechanical and thermal 
experimental data, the parameters of the model were successfully identified. The 
identified material model was then incorporated into a finite-element model for the 
simulation of a process chain consisting of deep-drawing, cutting, heat treatment and 
welding. Comparison of simulation and corresponding experimental results showed 
generally very good agreement. 
The fast algorithm for deep drawing of 3D-parts is faster than conventional onestep 
algorithms and better regarding the achieved accuracy. Non-linear effects like material 
behavior and transient process parameters can also take into account. Summarizing 
these results coming from the partner, the aim to analyze and optimize the process 
chain was successful, especially regarding the possibility to apply these algorithms and 
methods to closed-loop process control strategy 
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1 Introduction / Initial state of the art 
The microstructure affects significantly the processing and application properties of 
wrought and finished steel wire and rod products. Therefore, a targeted modification of 
microstructure features by a sophisticated thermo-mechanical treatment during 
processing is an important aspect of modern production technologies. A detailed 
knowledge about the interplay between the process parameters, microstructure and 
materials properties is essential for process planning, control and optimization. Common 
approaches to describe these relationships are given in Part I, Chapter I.A.2 of this 
publication. 
Nowadays, the quality control in steel wire and rod production is usually done by means 
of mechanical testing methods. If additional microstructure information is needed, 
metallographic investigations become necessary, which are mostly quite time-
consuming. Especially for the multiphase ferrite/pearlite steels with a fine pearlitic 
structure or for heavily cold-deformed materials, high-resolving methods such as 
scanning or transmission electron microscopy (SEM or TEM) have to be employed. 
Because of the long time needed for the analyses, a fast feedback to the production 
process cannot be guaranteed. Therefore, the aim of our work was to prove whether the 
microstructure parameters obtained using X-ray diffraction (XRD) can be used to 
characterize the ferrite/pearlite steels quickly from the mechanical point of view. The 
main advantages of this method are less demand on the metallographic preparation of 
the samples and an easy automation of the analysis. Both open a possibility of 
shortening the analysis time to a few minutes, depending essentially on the XRD 
equipment. 
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Based on the XRD microstructure analysis, a fast estimation of mechanical properties 
of hot and cold deformed steel wires was aimed that would be suitable for a first-instance 
quality control in wire processing. Previous attempts of describing the correlation 
between the strength properties and selected microstructure characteristics of 
ferrite/pearlite steels make use of steel composition, amount of phase fraction, 
grain/colony size and pearlite interlamellar spacing [1,2,3,4]. In the present study, a new 
approach was introduced that utilizes the correlation between the local strain fields 
obtained directly from XRD experiments and the mechanical properties. 
2 Experimental simulation of wire processing 
A systematic analysis of the relationship between the process parameters during the 
wire and rod production, the microstructure and the materials properties has been 
carried out to provide a basis for development of reliable microstructure models. 
Therefore, the complete process line has been simulated experimentally using industry-
oriented laboratory equipment, which allows defined material states to be generated 
under variable technological conditions. The investigations have been carried out 
consecutively, which means that after every single processing step (rolling pass, 
drawing pass or heat treatment) samples were taken for mechanical testing and 
microstructure analysis. The main investigations were done on the plain carbon steel 
C45, which has a ferritic/pearlitic structure in normalized condition. Additionally, the 
eutectoide carbon steel C80 for drawing and cold heading applications and the 
austenitic X5CrNi18-10 for standard stainless-steel applications have been studied as 
reference materials. The chemical compositions of these steels are given in Table 1. 
Table 1: Chemical composition of the investigated steels 
 
2.1 Hot rolling of steel wire 
The technological simulation of hot wire rolling was done referring to various time-
temperature regimes and different cooling conditions. The main experiments were 
performed on a semi-continuous wire mill with a two-high reversing mill for roughing 
followed by a continuous four-stand finishing line. Some additional samples of grade 
C45 were prepared at a three-stand trio-rolling mill where the rolling in the finishing 
passes is done discontinuously. 
The feedstock of 45×45 mm square in case of C45 and X5CrNi18-10 and Ø 35 mm in 
case of C80 was heated to 1200°C for 30 minutes and then at first roughed at the 
reversing mill for 10 passes (C45, X5CrNi18-10) and 8 passes (C80), respectively, in 
oval/round grooves reaching a round of Ø 12 mm cross section. The initial rolling 
temperature was between 850 °C and 1100 °C and rolling speeds of 2 and 6 m/s were 
applied. Subsequent finishing on the continuous rolling stand to Ø 8.0 mm – also using 
C Si Mn P S Cu Cr Ni Mo Al N Nb
C45 0.46 0.22 0.79 0.012 0.034 0.03 0.19 0.04 0.02 0.040 <0.002 <0.001
C80D 0.81 0.22 0.68 0.008 0.013 0.14 0.05 0.09 0.02 0.005 0.011 0.001
X5CrNi18-10 0.03 0.35 1.01 0.039 0.030 0.45 19.25 8.05 0.50 0.006 0.094 0.023
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oval/round grooves at a rolling speed of 30 m/s in the last pass – was done according 
to different technological strategies for steel C45. 
Series 1 (KB) was rolled conventionally, meaning that roughing and finishing was 
performed in one heat with subsequent static air cooling. Series 2 (ZB) was rolled with 
intermediate static-air cooling between roughing mill and finishing section. The initial 
temperature for finishing thereby, lay at approx. 700 °C (2-phase region - After four 
finishing passes the material was cooled on static air, too. For the third series (HB) a 
reheating operation (10 min at 1000 °C) was inserted between roughing and finishing 
instead of cooling compared to series 2. The last series (PB) was a directly patented 
variant. Roughing and finishing were done in one heat with subsequent isothermal 
transformation in a lead bath at 550 °C for 5 min. All these samples developed a ferritic-
pearlitic microstructure with varying amounts of primary ferrite. The steels C80 and 
X5CrNi18-10 were only rolled according to KB-series resulting in a fully pearlitic or 
austenitic microstructure, respectively. 
Table 2: Technological parameters of the wire rolling 
 
Additionally, several samples of series 1 of steel C45 were subjected to special cooling 
or heat treatments. The samples below referred to as “Bainite” have been water 
quenched immediately after roughing, which than showed a bainitic-martensitic 
microstructure. The samples indexed as “Dipped” underwent a gradient cooling, 
meaning that only one side of the rolled sample was quenched in a water bath, resulting 
in a ferritic-pearlitic microstructure with high internal stresses. 
Water quenching immediately after hot deformation was also used for freezing the as-
rolled microstructure for several deformation conditions of steels C45, C80 and 
X5CrNi18-10. 
To a possible extent, the process parameters during the hot rolling have been 
determined experimentally. The rolling temperatures were measured along the 
Conti-Rolling stand Trio-Rolling stand
Calibre type Oval - Round Rhombic - Square
Square - Oval
Rolling passes
   Roughing 10 (8) 12
   Finishing 4 4
Rolling speed
   Roughing 2 - 6 m/s 1,4 m/s
   Finishing 6 - 30 m/s 1,4 m/s
Intitial temperature
   Roughing 800 - 1150 °C 1100 °C
   Finishing 700 - 1100 °C 930 - 1150 °C
conventionally (one heat) ---
with intermediate cooling ---
with intermediate heating with intermediate heating
directly patented directly patented
--- patented after holding 5s
Time-Temp.-Regime / 
Cooling cond.
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complete rolling process by high-temperature pyrometers and in some cases also by 
means of the thermographic system VarioCAM™. The mean deformation i and 
deformation rate i  have been determined based on the cross-sectional dimensions. 
Visioplastic and FE analyses have been applied to determine the inhomogeneity of 
forming parameters over the cross section [5].  
2.2 Cold drawing 
The experimental analysis of wire drawing process was performed using a single-pass 
drum-type drawing machine. The as rolled steel wires with the cross section of Ø 8.0 mm 
that were prepared by the different technologies described above were used as starting 
material. Conventional hard metal drawing dies and sodium stearate as a dry lubricant 
have been utilized. Before drawing (and also after intermediate heat treatments) the 
wires were subjected to a surface treatment containing a pickling and bonderizing 
treatment. The drawing forces and speeds have been measured for every pass. The 
wire surface temperature immediately after the drawing die was determined using a 
contact sensor. The mean deformation degree – true strain ei and logarithmic strain i – 
as well as the mean deformation rate i  were calculated from the geometries and 
drawing speeds. 
Table 3: Technological parameters of wire drawing 
 
In the first drawing series only steel C45 was investigated. A drawing schedule 
consisting of 27 single passes was applied that resulted in a final wire dimension of 
Ø 0.8 mm. A pass sequence with optimized single pass reductions and drawing angles 
was used. The first part of this drawing series was done without any heat treatment, 
whereby total area reductions of et = 98.2 % till et = 98.6 % (23 to 25 passes) were 
achieved until wire breakage occurred. The second part of the drawing series was done 
including heat treatment operations (patenting with austenitization at 850 °C and 
subsequent isothermal transformation in a lead bath at 550 °C) after the 5th, 10th, 15th 
and 20th pass. Thereby, the final dimension of Ø 0.8 mm (total area reduction 
et = 99.0%) could be reached without any crack formation. 
Test series II
Material C45, C80D,
X5CrNi18-10
Intermediate 
patenting treatm.
non after every 5th 
drawing step
non
No. of
drawing passes
until fracture
(max. 27)
27 5
Single pass 
reduction 
0,1 - 0,23 0,1 - 0,23 small: ca. 0,1
medium: ca. 0,2
large: ca. 0,3
Drawing anglel 2 14 - 8° 14 - 8° small: 8 - 12°
medium: 16 - 23°
large: 28 - 32°
Drawing speed < 15 m/min < 30 m/min < 30 m/min
Test series I
C45
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In a second test series, the single pass reductions and drawing angles have been 
varied to simulate different degrees of material loading. Thereby, the steels C45, C80 
and X5CrNi18-10 have been investigated and the material was only drawn five passes 
without any heat treatment. 
3 Microstructure analysis and determination of material properties 
In order to characterize the hot or cold deformed material conditions and to build-up the 
database several investigation methods like optical microscopy (OM), scanning electron 
microscopy (SEM) with electron back-scattered diffraction (EBSD), transmission 
electron microscopy (TEM) and X-ray diffraction (XRD) have been applied. These 
experimental methods differ concerning the time and effort for sample preparation, 
measuring and evaluation time as well as regarding the provided information, their 
length scale and accuracy of the measurement. The fast microstructure analysis based 
on XRD (see Part I, Chapter 4c) provides information on the atomic scale (lattice 
parameter, lattice deformation and strain, microstructure defects). The information 
usually needed in practice (mechanical properties, phase fractions, grain sizes and 
morphology of phase constituents, segregations etc.) are predominantly referring to the 
mesoscopic scale. Connecting these scales via physically based models is only possible 
in some particular cases [6]. Hence, in the first instance the information obtained from 
the fast XRD measurements has to be completed by means of conventional and more 
time-consuming methods for microstructure investigations to verify the proposed 
microstructure models. Within our approach, the information on atomic scale are linked 
with the microstructure model on mesoscopic scale in a material specific database. 
The determination of mean (prior) austenitic grain size D after hot rolling was performed 
on water quenched samples after metallographic preparation and etching on optical 
micrographs by means of the linear intercept (chord length) method. The mean primary 
ferrite grain size Df, and the pearlite colony size Dp as well as the ferrite grain elongation 
(after drawing) of the ferritic/pearlitic samples were measured using the same method. 
From the SEM micrographs, the area ratios of primary ferrite Xf and pearlite Xp 
(Xp = 1 – Xf) were determined using a statistical analysis of point-grid intersections. The 
mean interlamellar distance (ILD) was determined by using a circle intersection 
statistical analysis [7]. The TEM analysis was used for investigations of dislocations and 
pearlite lamellae structure after cold drawing. 
The mechanical properties were determined with the aid of uniaxial tensile tests 
according to the standard DIN EN ISO 6892-1 and partially by Vickers hardness 
measurements. The yield strength YS (upper and lower yield strength YSH and YSL in 
case of non-pronounced yield point or 0.2% yield strength, respectively), the ultimate 
tensile strength UTS and hardness value HV0.5 were determined as mechanical strength 
parameters and the elongation at break A and area reduction at break Z as strain 
parameters. 
Project Reports from DFG Priority Programme 1204 
 
340 
 
4 Results and discussion 
4.1 Microstructure analysis of hot-rolled F-P steel by means of conventional 
methods 
The development of austenitic grain size (AGS) during hot rolling in case of “conti”-rolled 
steel C45 was examined on water quenched samples. 
 
Parameters: 
s1 = 818.9 
s2 = -0.688 
s3 = 0.754 
s4 = 0.584 
s5 = 10.86 µm 
Q = 80 000 J/mol 
with r² = 0.9847  
Fig. 1: Measured and calculated AGS after hot rolling in semi-continuous wire mill for F-P steel 
The AGS was found to correlate with the technological parameters of the last rolling 
pass true strain , strain rate   and final rolling temperature  using the approach given 
in Fig. 1. The as finished condition of steel C80 also meets this correlation. 
For the roughing as well as the finishing rolled conditions, the F-P steels completely 
recrystallized prior austenitic grains were found, which transform into a ferritic/pearlitic 
microstructure with different amounts of the phase fractions depending on the AGS after 
rolling and the cooling conditions (static air cooling, patenting). During the - 
transformation, the nucleation of the primary ferrite predominantly takes place at the 
austenitic grain boundaries [8]. Assuming that the austenite grains are isometric and 
polygonal and that the cooling conditions are comparable, the primary ferrite amount Xf 
is proportional to the volume specific grain boundary interface and to the reciprocal 
mean AGS, respectively. For a two-phase microstructure, the pearlite volume fraction 
Xp can be calculated from Xf. The mean distance of cementite lamellae in pearlite (S) 
depends on the prior austenitic grain size and on the degree of undercooling during 
transformation (and therefore on the cooling rate) [9]. The following functions (Table 4) 
were found to meet the experimental data of steel C45 quite well: 
TEM investigations of the as rolled F-P steels revealed low dislocation densities in the 
primary ferrite as well as in the secondary ferrite matrix. The main amount of dislocations 
was found at the ferrite/cementite interfaces in the pearlite. These equally-spaced ‘misfit’ 
(or geometrically necessary) dislocations arise from the different lattice spacing of ferrite 
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and cementite. Hence, their density  increases with increasing pearlite volume fraction 
and decreasing ILD and can be calculated as Xp/S. 
Table 4: Empirical correlations approximating the microstructure parameters of the F-P steel C45 after 
hot rolling 
c
f bDaX   1
 
Parameters: 
a = -193.3 
b = 29.94 µm·s/K 
c = 0.364 
r² = 0.9895 
yx nDmS  1  Parameters: 
m = 3.6×10-3 
n = 4.5×10-5 µm·s/K 
x = 0.019 
y = 3.015 
r² = 0.9947 
fp XX  %100   
4.2 XRD analysis of hot rolled F-P steels 
The X-ray diffraction data were collected on the Bragg-Brentano goniometer and 
analysed according to the routine described in Part I, Chapter 4c-4. The correlation 
between the lattice parameter a100 recalculated from the measured data and the 
crystallographic anisotropy of the lattice parameter is plotted in Fig.. The linear 
dependence is obvious. For aaniso = 0, the value of a100 reaches (0.2868 ± 0.0001) nm 
that corresponds well with the stress-free lattice parameter of pure bcc iron (0.28665 nm 
after [10]).  
 
Fig. 2: Correlation between the lattice parameters recalculated into the crystallographic direction 100 
and their crystallographic anisotropy for hot rolled samples measured in rolling (R.D.) and 
normal (N.D.) direction. The stress-free lattice parameter for pure iron is represented by the 
horizontal dashed line. 
From Fig. 2, it is also obvious that the lattice parameters of hot-rolled steel are shifted 
to larger values, regardless of the direction of measurement (compare R.D. and N.D. 
results for measurement in the rolling direction and normal direction, respectively). This 
result excludes the macroscopic residual stress as the dominating reason for the 
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increase of the measured lattice parameters. Rather, the observed expansion of the 
lattice parameters in ferrite is caused by the interaction between different grains, i.e., by 
the 2nd kind residual stress as described in Part I, Chapter 4c-4.2. Moreover, the 
magnitude of this effect approaches zero for fully pearlitic samples of the C80 steel (cf. 
‘C80’ in Fig.). Thus, we can conclude that the observed change of the lattice parameter 
is connected with the interaction of two phases, namely with the interaction between 
(primary) ferrite and pearlite as expected in Part I, Chapter 4c-4.2. 
The transformation of austenite to pearlite is connected with a volume expansion (Fig. 
3). This volume expansion stretches the primary ferrite along the ferrite/pearlite grain 
boundaries and compresses it in the normal direction. Whereas the pearlite colonies are 
reinforced by the harder cementite lamellas, the (previously grown) matrix of primary 
ferrite is more compliable. Therefore, the primary ferrite is much more deformed than 
the pearlite. Near the sample surface, where the opposing deformation force is missing 
in the normal direction to the sample surface, the primary ferrite stands apparently under 
compressive biaxial residual stress that expands the lattice parameter measured in a 
symmetrical XRD experiment. The near-surface regions are especially important for the 
XRD experiments because of the small penetration depth of X-rays. 
 
 
Fig. 3:  schematic drawing of the direction of tensile component of the stress in the primary ferrite near 
surface. Pearlitic colonies are drawn as hatched polygons. The red arrows mark the expansion 
of the pearlite. 
The model described above expects that the mean residual stress in the ferrite phase 
(both in primary ferrite and pearlite) is in fact a consequence of the 2nd kind microstrain, 
i.e., a consequence of the inter-granular variation of the deformation. Such microstrain 
would definitely result not only in the change of the lattice parameter (recognized as a 
shift of the XRD line positions) but also in a diffraction peak broadening. As argued in 
Part I Chapter 4c-4.2, the magnitude of the 2nd kind microstrain may be expected to be 
proportional to the observed anisotropy of the lattice parameter. In Fig. 4, the mean 
squared microstrain in the crystallographic direction 100 (2100) as evaluated according 
to Equation (21) from Part I Chapter 4c-4.1 is plotted versus aaniso from Equation (15). It 
is obvious that the minimum observed microstrain increases with the magnitude of aaniso. 
The plotted line is the estimate of the 2nd kind microstrain contribution determined in 
order to explain the difference in microstrain evaluated at different cuts of the same 
samples. The effect is the strongest for the gradually cooled (“dipped”) samples. Due to 
expected anisotropy of lamellar growth, the value of aaniso is higher along the rolling 
direction that coincides with the cooling temperature gradient direction. The 3rd kind 
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4.3 Microstructure analysis of cold-drawn F-P steel by means of conventional 
methods 
Cold deformation of F-P steels by wire drawing leads to heavy changes in their 
microstructure. The most important effects are thereby occurring during the first 
deformation steps. The primary ferrite grains are elongated into the drawing direction, 
while the dislocation density increases homogeneously within the ferrite grains and in 
the ferrite lamellae (see Fig. 7b). During progressive cold deformation a further increase 
of dislocation density results in the formation of dislocation networks. At the same time, 
cementite lamellae start aligning into the drawing direction. The ILD was found to remain 
almost constant during the first drawing steps. Only when a critical total strain is reached 
(in experimental series after five drawing passes at approx. t ≈ 0.6), the plastic 
deformation encroaches to the pearlite phase, too, which results in a significant 
decrease of ILD (see Fig. 7a) until a minimum value Smin is reached. Low angle grain 
boundaries are developed in the wake of changes in the orientation of individual grains. 
A further cold deformation leads to the rupture of cementite lamellae as it can be seen 
in Fig 7c. 
 
Fig. 7: Microstructural changes during the cold deformation by wire drawing – (a) Decrease of the 
interlamellar distance with progressive plastic deformation for sample series ZB2, (b) Formation 
of dislocations in ferrite matrix and (c) rupture of cementite lamellae 
In the range of the pearlite deformation, the dependence of ILD on the total drawing 
strain t can be ascribed by the modified approach for plain pearlitic steels [12] given in 
Fig. 7. In the equation, k is a constant, SC0 the mean ILD and C0 the critical total strain 
at the start of the pearlite deformation. 
4.4 XRD analysis of cold-drawn F-P steel wires 
In XRD, like in the metallography, the behaviour of C45 steel is different for the first five 
steps of drawing (t < 0.6) and for further drawing (t > 0.6). In Fig. 8a, the correlation of 
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UTS with the dislocation-induced microstrain is plotted. For the increasing density of 
dislocations caused by cold drawing, the squared microstrain is now almost one order 
of magnitude higher than for hot-rolled samples. The tendency established from hot-
rolled samples (Fig. b) is indicated by the straight line in Fig. 8a. For the first five steps 
of drawing (‘cold-drawn 1-5’), the tendency is followed with a certain offset of the mean 
squared microstrain (about 2×10-6), which has no effect on the UTS enhancement. It is 
comparable with the maximum microstrain observed for hot-rolled samples. Starting with 
the sixth step of drawing (‘cold-drawn >5’), the microstrain value is more or less 
saturated and the further increase of UTS is not reflected in the microstrain determined 
using XRD. For the plot, only data of sufficient precision of the microstrain determination 
were used. On the contrary, if the samples were annealed after the fifth drawing step 
and if a further cold drawing was applied, the microstrain increases further, but UTS is 
not enhanced (‘C-D after annealing’ in Fig. 8a). Thus, the behaviour of the dislocations 
strongly depends on the thermo-mechanical history. 
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Fig. 8: Correlation of UTS with the dislocation-induced mean squared microstrain (a) and with the 
lattice parameter in the crystallographic direction 111 (b) as observed in the F-P samples along 
the drawing direction. The stress-free lattice parameter is indicated by the dashed line. 
Alternatively, the macroscopic residual stress in the ferrite phase that is visible from the 
departure of the lattice parameter from its intrinsic value can be exploited to predict UTS. 
During the cold drawing, the ferrite deforms plastically easier than cementite. After the 
drawing stress is released, the plastically deformed ferrite is in under compression along 
the drawing direction. It is the opposite of the tensile stress observed in the hot-rolled 
samples. According to equation (15) from Part I Chapter 4c-4.2, the lattice parameter in 
the crystallographic direction 111 can be evaluated as a111 = a100 + 1/3aaniso. It is the 
value calculated from all accessible ahkl. The experimental value of the lattice parameter 
a222 (referring to the same crystallographic direction) is difficult to be measured directly 
in the drawing direction, in particular for increasing lattice deformation and pronounced 
{110} texture. The value of a111 reflects the compressive stress applied to the grains 
oriented with their crystallographic direction 111 parallel or nearly parallel to the 
drawing direction. Thus, the lattice parameter a111 is a measure of the stress born by the 
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cementite during the drawing, when the ferrite deformed plastically. This parameter was 
found to correlate well with the UTS (Fig. 8b). 
4.5 Summary of the results obtained for the C45 steel 
The study of a variety of the C45 steel samples that were subjected to different thermo-
mechanical treatments allowed to create a cross-linked database of microstructures, 
mechanical properties and X-ray parameters. Furthermore, this study revealed some 
interesting correlations that are reported above. Exploiting the empirical dependencies 
from the hot-rolled and cold drawn C45 steel, it is now possible to estimate the 
mechanical strength (UTS) directly from the XRD measurement. If the XRD pattern is 
measured in the rolling (drawing) direction, the character of the stress 
(tensile/compressive) can be utilised to distinguish the method of estimation (either from 
correlation with 2disl or with a111). Hot-rolled samples exhibit tensile stress along the 
rolling direction, and the strength follows the dislocation induced microstrain. Cold drawn 
samples exhibit compressive stress along the drawing direction, and UTS follows the 
change of the lattice parameter in the crystallographic direction 111. The comparison 
of the UTS predicted from XRD experiments and the true experimental UTS is shown in 
Fig. 9. The prediction is more precise for hot-rolled samples, but it works with a lower 
precision (approx. ± 100 MPa) also for cold drawn samples in the range from 600 MPa 
to 2000 MPa. 
 
Fig. 9: Comparison of predicted and experimental value of UTS for hot-rolled and cold drawn C45 steel 
samples. The lines indicate the ±100 MPa error band. 
4.6 Investigation of hot rolled austenitic steel 
For the austenitic steel X5CrNi18-10, only few results are available until now. The steel 
contains a single-phase, so that only the grain size can be evaluated from the 
metallography. Fig. 10e shows a development of grain sizes during the rolling. The 
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original grain size of approx. 23 μm (Fig. 10a) is reduced rapidly during the first rolling 
step. At an initial rolling temperature of 1170 °C the microstructure is completely 
recrystallized, but the recrystallization splits the original grains to smaller ones (Fig. 
10b). Afterwards, the grain sizes as observed in the cross-sectional cut are only reduced 
according to the reduction of the ‘relative diameter’ of the sample, which was calculated 
as a square-root of the sample cross-section related to the cross-section of the initial 
state. Therefore, we can expect that under the applied conditions the grains are only 
elongated and recrystallized, but no grain growth takes place. After 10 passes with the 
decreasing temperature (final rolling temperature of approx. 950 °C), the 
recrystallization of the air-cooled sample is not completed (Fig. 10c) and the water-
quenched sample is not recrystallized at all (Fig. 10d). It leads us to the conclusion, that 
the dynamic recrystallization did not occur and that the static recrystallization is fast 
enough unless the temperature is decreased in the last steps of rolling. 
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Fig. 10: Development of grain sizes with rolling. The original microstructure (a), recrystallized 
microstructure after 1st pass (b), after 10 passes and air (c) and water (d) cooling. Comparison 
of mean austenite grain sizes with the reduction of diameter during rolling (e). 
With the reduction of the grain size, the increase of YS, UTS and microhardness is 
observed (Fig. 11a). As expected from the Hall-Petch relationship [13], the strength of 
the steel shall increase with inverse square-root of mean grain size. Concurrently, the 
microhardness increases nearly linearly with increasing microstrain (Fig. 11b). The 
highest microstrain is observed in the non-recrystallized samples as expected. The 
defects (dislocations/stacking faults) appear here to be the dominant source of the local 
lattice strains, which improve the microhardness of the steel.  
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Fig. 11: Correlation of mechanical properties and microstrain of X5CrNi18-10 stainless steel with inverse 
square-root of grain size (a). Correlation between microstrain and microhardness (b). 
5 Summary and conclusions 
:LWKLQWKH633SURMHFW³'HYHORSPHQWDQGIDVWRSWLPL]DWLRQRIFRPSOH[PLFURVWUXFWXUH
models for controlling of metal forming processes in real time by means of fast analysis 
PHWKRGV´DQHZPHWKRGIRUIDVWPLFURVWUXFWXUHDQDO\VLVRIKHDYLO\SODVWLFDOO\GHIRUPHG
multi-phase steel (F-P steel) by means of X-ray diffraction measurements has been 
developed and validated. Based on experimental simulation of wire production of steel 
grade C45, a technology-based microstructure database has been built, which allows 
the results of the XRD measurements to be correlated with microscopic and 
macroscopic material characteristics taking into account the thermo-mechanical history 
of the materials. The XRD analysis enables a fast measurement of the local elastic and 
plastic lattice deformations in dependence on the crystallographic orientation, which is 
the key for detection of internal stresses, stress fields and microstructure defects within 
the material. Hence, a direct prediction of hardening / softening state is possible allowing 
to estimate the macroscopic strength value UTS solely upon the results of XRD 
measurements. 
Furthermore, it was shown how the microstructure features accessible by XRD depend 
on the thermo-mechanical treatment of the samples. In the case of hot-rolled or 
normalized ferrite-pearlite steel conditions, the microstrain induced by the misfit 
dislocations at the ferrite-cementite interfaces in pearlite was identified to play the 
dominant role for the mechanical properties. The misfit dislocation density, which is 
directly proportional to the pearlite lamellae density G and to the mean squared 
microstrain H²disl, was found to be primarily responsible for the hardening effect being 
reflected in UTS. In the case of cold drawn ferrite-pearlite steel wires, the mean residual 
(compressive) stress, which is caused by the compression of the ferrite phase by 
cementite after relief and which is measurable as a decrease of the lattice parameter 
a111, was identified to correlate with UTS after drawing quite well. For the yield strength 
YS and the strain value A, a direct correlation with the XRD measurements is currently 
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not possible, so that these parameters have now to be extracted from the database 
containing the information about the forming process. 
The database is material specific. Currently, it contains mainly information concerning 
the steel grade C45. However, the transferability of the method to other steel grades 
was proven for steels C80 and X5CrNi18-10. In the case of hot rolled carbon steels (C45 
and C80), the dependence of the microstructure features obtained from the XRD 
measurements seem to be related to the pearlite characteristic regardless of the carbon 
content and therefore the method ought to be suitable for hypoeutectoid and eutectoid 
grades, too. Further investigation hereon will be carried out within the scope of an 
industrial transfer project. For the austenitic steel X5CrNi18-10, a good proportionality 
between the microstrain measured using XRD and the mechanical strength, especially 
concerning the Vickers hardness values, was found. Further investigations are to be 
done for statistical confirmation of these dependences. 
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1 Initial situation 
Based on the state of the art described in chapter I.A.3 in Part 1 of this volume the 
initial situation prior the beginning of the project is characterized as follows.  
“Modern open die forged products with high quality properties and material require a 
smooth and accurate forging process. During the open die forging process casting 
induced defects such as cavities, porosities and segregation, shall be removed by 
guaranteeing a sufficiently high yet homogeneous strain inside the workpiece. This 
leads to a defect free microstructure and thus to a workpiece with a homogenous 
distribution of mechanical properties within the workpiece.” [1]. During or after the 
forging process, the strain inside the material can only be estimated by global 
parameters like the true strain or the forging ratio. Therefore, workpieces for critical 
application have to undergo an ultrasonic testing which is often requested by the 
customer. As open die forged workpieces are usually quite large and are only produced 
as unique or small series, they bind a high material value. In case the ultrasonic testing 
shows defects which were not removed during forging the workpiece has to undergo 
further forming steps or heat treatment. This results in high efforts and costs for the 
company. Because of this the forging process is carried out with enough safety while 
this still cannot guarantee freedom of defects after forging process. 
As shown in chapter I.A.3 in Part 1 of this volume, “one forging stroke leads to an 
inhomogeneous distribution of the equivalent strain within the forming zone. As open 
die forging is an incremental forming process, the superposition of single forging 
strokes can lead to an inhomogeneous distribution of the equivalent strain and 
ultimately the microstructure throughout the whole workpiece. To counteract this 
phenomenon, specific pass schedules are calculated by either certain pass schedule 
software or numerical simulations which are carried out prior the forging process.” [1]. 
“Pass schedules show a strategy how to achieve the final dimensions efficiently with 
regards to machine and material limits (e.g. maximum force, maximum height 
reduction). By applying bite shift, the pass schedules aim to superpose individual 
forging strokes to achieve a more homogeneous distribution of the equivalent strain in 
the workpiece.” [2]. However, the pass calculation software is based on simplified 
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assumptions and equations to predict the geometry after the forging process. This 
leads to deviations between reality and the pass schedule so that even with a pre-
calculated pass schedule it cannot be guaranteed that the bite shift and the rest of the 
forging strategy is realised. Additionally, the pass schedule does not deliver any 
information about the equivalent strain in the workpiece and it does not show how 
individual strokes or forging passes influence the total distribution of the equivalent 
strain. Therefore, the pass schedule does not give information whether the workpiece 
was sufficiently forged [2]. “In contrast to pass schedule software, Finite-Element (FE-) 
simulation of the open die forging process is able to calculate accurate information 
about the equivalent strain and even the microstructure [3]. Additionally, it allows the 
user to design the process completely free, so that individual strokes with individual 
parameters can be designed. As the numerical simulation of complex open die forging 
processes still takes a lot of time, the FE-simulation is rather used as a tool for process 
documentation than for process design [4].” [2]. 
2 Motivation 
Based on the state of the art (see chapter chapter I.A.3 in Part 1) and the described 
initial situation the DFG project „Entwicklung eines Prozessmodells zur Online-
Optimierung von Freiformschmiedungen großer Blöcke” (HI 790/16-1/2/3) was funded 
by the „Deutsche Forschungsgesellschaft“ (DFG). The initial duration of the project 
was set for two years. The funding was renewed twice so that the total duration of the 
project was five years (09/2006 – 03/2012, with a half year break). Based on the results 
after the second funding period it was applied for the transfer project “Transfer eines 
Prozessmodells zur Online-Optimierung von Freiformschmiedungen großer Blöcke” 
(HI 790/28-1). This transfer project was funded by the DFG for two years (09/2010 – 
08/2012) and it was carried out in cooperation with the companies Buderus Edelstahl 
GmbH, MINTEQ International GmbH Ferrotron Division, Outukumpu VDM (former 
ThyssenKrupp VDM) and SMS Meer GmbH. 
The superior vision of both projects was to create a process monitor which can display 
the condition inside of the workpiece during the process. This shall be realised by only 
using process and machine data which is available during the forging process. This 
shall provide a kind of assistant or guiding system for the process operator so that they 
get information about the equivalent strain and the temperature inside of the 
workpiece. In combination with a sufficient microstructure modelling it can be seen 
during the process where and how much the microstructure is sufficiently 
recrystallized. Additionally, the system shall help to detect deviations from the forging 
pass schedule. In combination with optimisation algorithms the optimal continuation of 
the forging process shall be displayed to the operator (see Fig. 1). 
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All approaches were developed by using FE simulations of the forging process as 
reference solutions. It is assumed that the FE simulation delivers realistic results if all 
boundary conditions are described correctly. This provides a more accurate and 
cost/time efficient method than using real open die forging experiments. The models 
are described in the following. 
3.1 2D strain model for the core fibre 
Based on FE simulation results and according to [5, 6] the following assumptions were 
made (see also Fig. 2): 
 “Only a certain fraction xd of the bite length is stretched due to the forging stroke. 
 The maximum equivalent strain occurs in the centre of the forming zone. The 
minimum equivalent strain occurs at the edge of the forming zone. 
 According to [6], the strain distribution in the forming zone can be approximated by 
a sine² distribution. 
 The average local strain in one direction (e.g. l) is equal to the true strain in this 
direction (e.g. l). 
 The change in length of the core fibre and the tool position is known for every 
stroke.” [1] 
 
Fig. 2: Geometrical change of the forming zone during one forging stroke [1] 
Based on the assumptions, in the initial model the maximum equivalent strain V,max 
was calculated according to [7]: 
d
V
x
l 2max,  Equation 8 
The minimum equivalent strain V,min at the edges of the forming zone is assumed to 
be a fraction of the maximum equivalent strain: 
max,minmin, VV c    Equation 9 
“With the shown equations the equivalent strain in the forming zone after one forging 
stroke can be described. The change in length of the workpiece l can be gathered 
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from the process measurement. The contact length xd is a parameter which depends 
on the chosen bite ratio sB0/h0. It has to be determined empirically by a sensitivity 
analysis (e.g. finite element simulations) prior the actual forging process. 
For superposing the strain distributions of several forging passes, it is important to 
know how the nodes of the strain distribution of one pass change in a following pass. 
After a forging pass n-1, a certain strain distribution exists along the core of the 
workpiece. For the single strokes of a following forging pass n, all nodes of the strain 
distribution of the pass n-1 have to be moved accordingly. Generally, there are two 
cases to be distinguished: 
 the node of the forging pass n-1 lies outside of the forming zone of the stroke of 
pass n, 
 the node of the forging pass n-1 lies in the forming zone of the stroke of pass n. 
The accordant movement of the nodes is shown in Fig. 3. Is the node of the pass n-1 
outside of the forming zone during the stroke, the node is moved according to the 
movement of either the left (Rleft) or right (Rright) edge of the workpiece. At the end 
of the actual pass n, the node has moved to the new position: 
Rxx nnodennode  1,,  Equation 10 
If the node is in the forming zone, the total movement of the node depends on the 
distance to centre of the forming zone” [1]: 
 1,, 1 


  nnodecenter
d
centernnode xx
x
l
xx
 Equation 11 
 
Fig. 3: Movement of nodes during one forging stroke [1] 
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xnode: node for the sine² distribution
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“The total equivalent strain distribution after n forging passes is approximated by simply 
adding up the strain distributions of the individual forging passes:” [1] 



n
i
ipassVtotV xx
1
,,,
)()(   Equation 12 
To verify the fast model for the equivalent strain in the core fibre of the workpiece, a 
two dimensional finite element simulation of an open die forging process was used. 
The initial parameters of the workpiece and the assumed boundary conditions are 
given in Table 1. In total three forging passes were carried out while not the whole 
length of the workpiece was forged. 
Table 1: Simulation parameters for the two dimensional FE model [8] 
 
For every pass the bite length was adjusted so that in every pass a bite ratio (sB0/h0) 
of 0.8 or 0.5 was achieved. After every forging stroke the change in length of the 
simulated workpiece was measured and then processed by the strain model to 
calculate the equivalent strain in the forming zone. Subsequently, the strain distribution 
was compared with the results for the strain calculated by the finite element simulation 
[1]. 
For an initial bite ratio of sB0/h0 = 0.8 Fig. 4 (top) shows the results for the equivalent 
strain in the core fibre of the reference simulation at the end of the process. The 
calculated total equivalent strain is shown as well as the calculated strain distribution 
for each forging pass. As the results show, there is a good correlation between the 
calculated total equivalent strain and the FE results. Only small differences between 
FE solution and model solution can be observed. Similar results are achieved for a bite 
ratio of sB0/h0 = 0.5. Fig 4 (bottom) shows the good correlation between the model and 
the FE results, although the results are not as accurate as for the bite ratio of 
sB0/h0 = 0.8. The results show that the model can be used for a fast estimation of the 
equivalent strain distribution in the core fibre of the workpiece during the open die 
forging process [8]. 
Paramter Value Unit
l0 650 mm
h0 100 mm
saddle width 200 mm
saddle radius 20 mm
m 0.3 -
JStart 1200 °C
JEnvironment 25 °C
JTool 300 °C
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Figure 4: Comparison of the equivalent strain in the core fibre calculated by the 2D strain model and by 
FE simulation after three forging passes. Based on [8]. 
3.2 3D strain model for the core fibre 
The 2D strain model from the first project phase delivers good results in case two 
dimensional conditions apply. These apply for very wide forging pieces (e.g. slabs) and 
if the forging is only carried out in height direction. For the forging in different directions 
and workpieces with different cross sections (e.g. square) the influence in both, height 
and width direction, have to be considered. Therefore the 2D strain model is adjusted 
as described in the following. 
In this model the average in length direction is described by the true strain in length 
direction [1]: 



 
d
lx
x
l1ln
 Equation 13 
The average strain in width direction is approximated as follows [1]: 
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“Considering the assumption that the strain distribution in the forming zone can be 
approximated by a sine² distribution, the maximum equivalent strain (neglecting shear) 
in the forming zone can be calculated from the average equivalent strain:”[1] 
 blbleqV   22max, 3142  Equation 15 
The equation for the minimum strain V,min and the methods to calculate the movement 
of the nodes are the same as for the 2D model (Equation 9 – Equation 12). 
The verification of the 3D strain model was carried out similarly to the verification of 
the 2D model. This time a 3D FE simulation of an open die forging process consisting 
of four forging passes was carried out. A block with an initial square cross section of 
100 x 100 mm² is forged to a square cross section of around 75 x 75 mm² within four 
forging passes. As material the steel grade C45 is chosen and the initial temperature 
is 1200 °C. For every pass the bite length was adjusted so that in every pass a bite 
ratio (sB0/h0) of 0.8 was achieved. The verification shows how good the fast strain 
model matches the results calculated by the FE simulation (Fig. 5). “Although the 
model uses simple assumptions the overall agreement between model and simulation 
is quite good. Considering the computing time, the small differences between models 
and the finite element simulation can be neglected. As [the models] are based on very 
simple mathematical equations, the calculation can be realized within seconds, while 
the finite element simulation takes around 1.5 h/pass (depending on the mesh size). 
The fast computing time of the model makes [it] online compatible so that [it] basically 
could be used to calculate the equivalent strain and temperature along the core fibre 
of the workpiece during the open die forging process.” [1]. 
 
Fig. 5: Comparison of the equivalent strain in the core fibre calculated by the 3D strain model and by 
FE simulation after four forging passes. Based on [1]. 
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isolated (as mentioned above) and then transferred to the final shape of the workpiece 
of the conventional simulation (“superposition”). 
As the left part of Fig. 7 shows, the distribution of the equivalent strain of the 
superposition and the conventional FE simulation are quite similar. A more accurate 
comparison is given for the core, the workpiece surface and one fibre in between 
(“quarter height”) by the curves in the right part of Fig. 7. For the investigated fibres the 
results of the superposition match the results of the conventional FE simulation well. 
The biggest deviations are noticed at the edges of the forming zone (areas of the local 
minima of the equivalent strain in the core). These deviations increase with the 
distance to the core and are obviously the highest at the surface. These deviations can 
be explained by the shape of the template. As seen in Fig. 6 the template areas with 
the maximum strain at the surface of the workpiece will not be transferred to the final 
shape of the workpiece, as they are not overlapping the final shape. Therefore, the 
strain will be lower than the conventional FE simulation. 
During the project several methods were investigated to improve the method of 
superposition. As no significant improvement of the results could be achieved and 
because the method is slower than the mentioned model for the core fibre, this method 
was not further investigated during the project. 
 
Fig. 7: Comparison of the calculated strain distribution by conventional FE simulation and the method 
of superposition (bite ratio sB0/h0 = 0.8) 
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4 Temperature model 
The local temperature field occurring during the forging process will directly or indirectly 
influence many forming variables such as the flow stress, the equivalent strain 
condition and the required force. Thermal conditions determine the microstructure 
status which directly influences the mechanical properties and the quality of the final 
product. Knowing the temperature distribution, in particular at the core of the workpiece 
is therefore of essential significance to the forging process. Thus, the target is to 
develop a fast model which calculates the temperature distribution within the workpiece 
on basis of online measurements of the surface temperature of the forged block. 
“The basics of a one dimensional temperature model for the open die forging process 
are described in [5]. It divides the workpiece in different sections while heat transfer is 
only considered in one direction in each section. In each section the temperature of a 
node at the workpiece surface is considered to be known through measurement after 
one forging pass. With the surface temperature and a one dimensional finite difference 
model the temperature in a respective node in the core of the workpiece can be 
calculated. The results for each node in the core are then assembled to the 
temperature distribution along the core after the respective forging pass. To consider 
the increase of heat due to dissipation the results of the previously described strain 
model can be used. To keep the model simple, a linear relation between the equivalent 
strain and the temperature increase ΔJ(x) of a corresponding node is assumed:” [1] 
)()(
,
x
c
x totV
p
f 
J   Equation 16 
“In this equation f  is the mean flow stress,  the density and cp the specific heat 
capacity for the chosen forming temperature range. After the forging process the 
temperature decrease along the core can be calculated through the finite difference 
models in the according sections. The temperature increase resulting from the 
equivalent strain is then simply added, resulting in the final temperature distribution 
along the core.”[1] 
As verification the same model as described on page 363 was used. The fast and 
simple temperature model calculates the temperature distribution along the core which 
is comparable to the distribution calculated by the FE simulation. Slight deviations 
occur for every forging pass so that the deviations are the largest at the end of the 
reference process after four forging passes (Fig. 8). The deviations occur from the one 
dimensional calculation of the temperature flow from the core towards the surface. 
Therefore, the local minima and maxima in the calculated temperature distribution do 
not even out. In reality there would be temperature flow in longitudinal direction (along 
the core) as well as temperature flow towards the surface. 
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Fig. 8: Comparison of the equivalent strain in the core fibre calculated by the fast temperature model 
and by FE simulation after four forging passes. Based on [1]. 
As for the described strain model for the core fibre, the small differences between 
models and the finite element simulation can be neglected. In comparison to the initial 
temperature of 1200 °C the deviation is low. Additionally, the computation time of the 
temperature model is sufficiently lower than the FE simulation, so that it is usable to 
calculate the temperature during the forging process. 
4.1 2D temperature model 
In the further project phases the temperature model was enhanced to a two 
dimensional model. The procedure is basically the same as with the model for the core 
fibre. A two dimensional implicit FD model calculates the cooling of the material based 
on the measured surface temperature. This time the surface temperature is not kept 
constant but a linear decline from initial temperature to measured temperature over the 
time period between two measurements is assumed. The dissipation along the core 
fibre is calculated at the beginning of the FD model. A linear increase of the core 
temperature from initial temperature to dissipation temperature is assumed for every 
time step of the FD model. This helps to calculate a more realistic temperature 
distribution. The procedure of the different calculation steps is principally shown in 
Fig. 9. 
 
Fig. 9: Procedure of the 2D temperature model 
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The model was verified using the FE simulation described on page 363. The initial 
temperature field was defined by the homogeneous starting temperature of the 
workpiece. The temperature field was then calculated by the given equivalent strain 
from the strain model and the measured surface temperature after every forging pass. 
The comparison between model and FE reference simulation shows a good correlation 
for the first pass (Fig. 10). However, small differences occur near the surface of the 
workpiece. These differences accumulate during the further calculation (Fig. 10, lower 
right). Especially in the areas below the last stroke position (in Fig. 10 the left edge 
represents where one forging pass starts) the differences get quite high. Overall, the 
model still matches the FE reference simulation quite well. Nevertheless, this model 
approach was not further pursued as the complete implicit calculation of the 2D 
temperature field was too long for the online use of the model. Additionally, the net 
generation for the 2D FD model was relatively complex, as the non forged part (right 
part of the workpiece in Fig. 10) used a different mesh size than the forged part. 
However, as the principle of this model works, the parts of it were used in the 
temperature model of the transfer project (see chapter VIII Part 2). 
 
Fig. 10: Comparison of the 2D Temperature model with the FE simulation 
5 Optimisation of forging strategies 
As described in the motivation (page 353), another superior goal of the project was to 
create an automatic optimisation of the forging process. The target of the open die 
forging process is to achieve a homogeneously recrystallized microstructure. This 
requires a sufficiently high and homogeneous distribution of the equivalent strain. As 
the distribution of the equivalent strain is highly depending on the forging pass 
schedule, another important aspect of the project was to investigate a coupling of pass 
schedule software with automatic optimisation algorithms. “One commercially 
available pass schedule calculation software is ForgeBase [9], which allows estimating 
the average temperature in the ingot during the process. In ForgeBase, at the moment, 
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parameters can only be varied for the whole process, not for single passes. For first 
trials in this project, an self-programmed simple pass schedule calculation tool has 
been developed, which allows to calculate square to square forgings and to vary height 
reduction and manipulator feed in every pass [2].”[10]. This pass schedule algorithm 
was combined with the fast 3D strain model described on page 357. With regards to a 
homogeneous and fine microstructure the distribution of the equivalent strain has to 
be 
1. homogeneous, 
2. high enough to initiate recrystallization. 
“For an optimisation these criteria have to be formulated mathematically. According to 
[11] the homogeneity of the strain distribution can be described as difference between 
the maximum equivalent strain V,max and the minimum equivalent strain V,min. 
According to [12], a better way to describe the homogeneity of the distribution is by 
using the standard deviation of the equivalent strain Stdev(V). To describe the second 
criteria mathematically, the arithmetic average equivalent strain Avg(V) along the core 
of the workpiece can be used. To combine the two criteria in one mathematical 
equation, the homogeneity index Ci“ [2] can be defined according to [12]. In the 
investigations of this project this definition of the homogeneity index Ci resulted in a 
very homogeneous distribution of the equivalent strain at the end of the forging process 
[2]. However, “a problem is the long process time, which is not considered in this 
equation.” [10]. Therefore, an equation was developed that “additionally gives the 
possibility to evaluate the optimised process (Index “O”) with a reference process 
(Index “R”). The advantage of this method is that the proportions between the certain 
values (like Avg(V) and number of strokes, Nstrokes) keep in the same dimension. 
Where in a short process the standard deviation Stdev(V) is the dominating value, the 
average value Avg(V) is dominating in longer processes. The values gi can be used 
to balance the several single terms.” [10]: 
 
    3
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,
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


  Equation 17 
The index Ci delivers a quick way to evaluate a given strain distribution. With the aim 
of achieving a high average equivalent strain and a high homogeneity, the index Ci has 
to be minimized in an optimisation. 
To validate Equation 17, an optimisation loop is set up. The basic layout of the 
optimisation structure is shown in Fig. 11. It consists of an input where the user defines 
the initial and final dimensions of the workpiece, and the limits for the minimum and 
maximum specific height reduction h and bite ratio sB0/h0. Based on the input a pass 
schedule algorithm calculates a pass schedule which is then used by the strain model 
to calculate the equivalent strain in the core of the workpiece at the end of the forging 
process. The strain distribution is evaluated by using Equation 17. The optimisation 
algorithm varies the input data until a minimum value for Ci is found [2].  
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than of the reference process. The basic optimisation loop creates a way to optimise 
forging pass schedules with regards to the distribution of the equivalent strain. The 
fundamentals developed in this project show the possibilities of the automatic 
optimisation in combination with an online process calculation of the equivalent strain, 
temperature and the microstructure. 
Table 2: Comparison of optimised and non-optimised process 
 Reference process Optimised process 
Stdev(V) 0.57 0.18 
Avg(V) 2.83 2.93 
NStrokes 118 170 
 
6 Conclusion 
In the three project phases several goals were achieved: 
 Models for the fast, online compatible calculation of the equivalent strain and 
temperature were developed. These models calculate fast and are simple to adjust 
for new processes and materials. 
 The developed models only calculate the target parameters based on information 
which is available during the process due to appropriate measuring systems. In 
combination with and due to feedback from the transfer project, the models were 
adjusted for the industrial use. 
 Mathematical equations to evaluate the forging process based on the results of the 
equivalent strain model were developed. These equations are easily transferable 
to realise an evaluation of the microstructure based on the average grain size. 
 An automatic optimisation loop for open die forging processes was realised. 
Combined with the methods to evaluate the process it was possible to achieve a 
sensible optimisation of forging strategies. 
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Project Report: 
Transfer of a Process Model for Online 
Optimisation of Open Die Forging of Large 
Ingots  
(Transfer eines Prozessmodells zur Online-Optimierung von 
Freiformschmiedungen großer Blöcke) 
Gerhard Hirt 
Metal Forming Institute - ibf, RWTH Aachen University 
Intzestraße 10, 52056 Aachen, Germany  
1 Motivation and Goal 
The motivation of this project is strongly related to the motivation of the basic project 
“Development of a Process Model for Online Optimisation of Open Die Forging of 
Large Ingots” see chapter VII in Part 2 of this volume. The goal is to support the press 
driver to produce a high quality workpiece with good and homogeneously distributed 
mechanical properties. To achieve this, the properties influencing the mechanical 
quality of the workpiece, which are temperature, equivalent strain and austenitic grain 
size, need to be visible for the press driver. In the basic project, fast models have been 
developed, which include an empiric model for the equivalent strain, an adapted, 
combined 1D FDM model for the temperature calculation and the use of dynamic 
recrystallization equations for the core fibre of a workpiece [1,2,3]. The results of the 
models show a good correlation to several reference Finite Element simulations, which 
qualifies the models to be applied in industrial forging processes at an open die forging 
plant. Additionally the models may be applied not only for online analysis but also for 
process design prior real forging, particularly as a complement to pass schedule 
calculation programs.  
Four industrial partners from open die forging industry could be found to join this DFG 
Transfer project. The partners actively supported this project with manpower, services 
and material: SMS Meer GmbH (production of open die forging presses), MINTEQ 
International GmbH FERROTRON Division (production of measurement devices for 
open die forging), Buderus Edelstahl GmbH and Outokumpu VDM GmbH (both 
production of open die forged parts). The main goals of this collaborative project can 
be summarised to the following points. 
 Extract and provide useful data for each stroke of an open die forging process from 
online measured process data and a 3D point cloud (including thermal data) 
 Process the provided useful data and provide it to the fast models and by this, gain 
results for the equivalent strain and temperature in the core fibre of the workpiece 
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 Use this generated forming history to calculate the average austenitic grain size in 
the core fibre of the workpiece 
 Present the results online to the press driver during the forging of the process in a 
visualisation, which allows to quickly realise the results of the process 
 Adapt the implemented algorithms to calculate the equivalent strain, temperature 
and grain size also for pass schedules to support designing a process. Instead of 
measured data, pass schedules are used. 
2 On site situation analysis 
The fast calculation models are applied on two open die forging plants, which were 
both designed and set up SMS Meer. One press at Buderus Edelstahl is a 80/100 MN 
under floor press with one forging manipulator [4]. The press of Outokumpu VDM has 
a max. power of 45 MN and is overhead type, equipped with two different size 
manipulator for both forging in one manipulator and two manipulator mode [5]. Both 
presses are equipped with a LaCam Forge measurement system [4,6,7], which is 
basically performing an online processing and aggregation of data of several sensors 
and the forging press’s PLC data. LaCam’s integrated algorithms process the 
measurement data into a stroke specific data table which contains all relevant data for 
clearly describing the forging sequence, e.g. position of the stroke, workpiece length, 
workpiece height, temperature etc. Each line in the stroke table represents one stroke. 
The sensors which are analysed by LaCam Forge are 
 Two distance measurement sensors operating in the way of light barriers for the 
length measurement of the workpiece during forging 
 Laser distance sensor with integrated height position adjusting for the width 
measurement of the workpiece between the dies (only at Buderus) 
 Pyrometer for measuring the spot temperature on the upper surface of the 
workpiece next to the die (only VDM) 
 High-speed scanning pyrometer with max. value detection (50 kHz) for receiving the 
true temperature (only Buderus) 
 PLC of the forging press and the manipulator (pre-analysed data), providing the 
current upper die position, manipulator position, hydraulic pressure etc. 
The second functionality of the LaCam system, which is not used online during forging, 
is a 3D laser scanner with an integrated infrared channel to obtain a 3D temperature 
distribution and a high accuracy 3D point cloud of a workpiece. The scanner results 
can be used to evaluate the final dimension and straightness [6]. To scan the complete 
workpiece with the 3D scanner affords to place the workpiece out of the press to avoid 
shadowing effects of parts of the press. Furthermore to obtain the whole shape in 3D, 
at least three scans are required. This takes in total about 2 minutes. As a result, the 
evaluation of the point cloud data was no further pursued in this project. Furthermore 
the data which could be gained from the stroke table of LaCam Forge is sufficient for 
applying the fast forging models. 
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As one part of the project, data from open die forging processes recorded by the 
LaCam system was analysed. Two main problems were determined, which are based 
on the measuring principle. Using two light barriers for recognising the position of the 
workpiece, there are only two moments of time (or strokes) at which the length of the 
workpiece is really measured. The length values for the other strokes of the pass are 
approximated by extrapolation, which showed to be sometimes ineffective. This 
strongly influences the recognition of the elongation of the workpiece during one 
stroke. As the elongation is a major value for calculating the equivalent strain of the 
core fibre these results could possibly be inaccurate. The second problem is the 
temperature measurement which is only measuring a local spot of about Ø 25 mm 
(VDM) or the maximum value for one side of the ingot directly between the dies 
(Buderus). Both methods give only one temperature value for one stroke and thus only 
a limited small number of values for one pass. This influences the temperature 
calculation model, which expects a global temperature measurement for each stroke 
for the whole surface of the workpiece. 
3 Adaption of the fast models 
The strain model which was developed in the basic project is described in detail in [3], 
the temperature model in [1] and the implementation of equations on dynamic 
recrystallization in [2], see chapter VII in Part 2 of this volume. To apply the models in 
a real forging process and to improve the calculation speed, the models had to be 
modified and expanded. For modelling the equivalent strain, simulation studies were 
performed with the different materials (C45 medium carbon steel, 42CrMo4 heat-
treatable steel and Alloy 718 nickel base alloy), different bite ratios (from 0.2 to 1.4) 
and height reductions (10 % to 30 %). These models were parameterised to fit the 
squared sine curve and applying an offset in y-axis direction, as described in chapter 
VII in Part 2 of this volume. The maximum and minimum equivalent strain εmax, εmin and 
the total length of the forming zone xd were investigated and stored in data sheets 
Fig. 1. The adapted strain model interpolates from these values to find the correct 
parameters for intermediate values.  
Regarding the problem concerning possibly incorrect length values of the ingot during 
forging (see chapter 2), several possibilities have been discussed in the project. 
Finally, this problem is solved by doing a backward interpolation loop considering the 
measured values for the width and the height of the workpiece after each stroke. The 
change in length between two strokes with true measurement results is interpolated 
regarding the forged volume for every stroke in an iterative way. This method shows a 
good correlation with a manual analysis of the length during every stroke. 
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Fig. 1:  Evaluation of the parameters for the fast model for one stroke and for the whole process [8] 
When the fast model is used for longer processes, applying a one dimensional 
temperature model at the edge of the ingot is not describing the temperature 
distribution with a good accuracy. Using a 2D temperature model at the ends of the 
ingot, improves the accuracy at the workpiece edges, as the cooling is also regarded 
in longitudinal direction. Furthermore, the heat transfer between dies and workpiece is 
neglected, as the dies are only in a small area in contact with the workpiece for a short 
moment of time and therefore only little heat is lost. Additionally, the cooling effect is 
compensated by the surface measurement, which will be measured cooler, as a result 
of the heat loss. The dissipation was implemented on basis of FEM studies of single 
strokes on an isotropic heated workpiece by regarding the correlation between strain 
and temperature evolution. As a result, all nodes of the temperature model which have 
the distance to the core fibre of less than ଵଷ ⋅ ℎబ+ℎభଶ  (h0 and h1 are workpiece height 
before/after stroke) are considered for the dissipation relative to the induced equivalent 
strain. As there is only one measured temperature value available with every stroke 
(see chapter 2), the temperature model was only calculated once every pass. 
For the microstructure calculation of the model, the existing micro structure calculation 
tool StrucSim, whose functionality is explained in [9], was coupled using an adapter for 
MathWorks Matlab (campus license), which was programmed at the IBF. To calculate 
the microstructure for one virtual element in the core fibre, the strain, strain rate, 
temperature and time has to be transferred to StrucSim. It also needs a material model 
and a starting grain size. StrucSim returns the recrystallized fraction, average 
austenitic grain size and flow stress. Because the temperature calculation is performed 
only once every pass, in addition the grain size is also calculated only once every pass. 
4 Implementation of the fast models 
The implementation of the fast models in an open die forging shop is possible by using 
any measuring system, which is able to deliver the required data for the model 
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calculations. In the project, the measurement system LaCam Forge was used. The 
afforded data includes basic process information like die geometry, furnace 
temperature, transportation time from furnace to press and the starting grain size for 
the microstructure calculation. Furthermore for every stroke during the process the 
following data has to be available: 
 Current pass number (counting) 
 Current stroke number in the pass (counting) 
 Timestamp of the stroke 
 (Measured) length of the ingot after the stroke 
 (Measured) height of the ingot after the stroke 
 (Measured) width of the ingot after the stroke 
 Current position of the workpiece in length direction relatively to the press 
 Current absolute rotation of the manipulator 
During forging a workpiece in the open die forging shop, the data can be presented to 
the press driver in a graphic user interface (GUI), which is shown in Fig. 2. The system 
is called FAST (FORGING ANALYSIS TOOL). The GUI shows the equivalent strain, 
temperature and austenitic grain size for the core fibre of the workpiece. The interface 
includes showing the strain for the current stroke and pass as well as black lines for 
the average values and grey areas indicating the standard deviation. Furthermore, 
important process information is shown on the lower right. 
 
Fig. 2:  GUI for the press driver and the process engineer, displaying strain, temperature and average 
austenitic grain size in the core fibre of the workpiece during forging [8] 
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To realize the monitoring system, a TCP/IP interface was programmed which transfers 
the data of the measured stroke just after identification by the LaCam algorithm to the 
PC on which FAST is running. As the forging related data used to be only saved after 
the process was completed, MINTEQ implemented the transfer of the data at every 
process step for the LaCam system. The stroke specific information is sent as ASCII 
code over TCP/IP and can be read by MathWorks Matlab (campus license). The data 
is stored in the workspace of Matlab until it is further processed by the fast models. To 
achieve a high reliability, the TCP protocol was chosen, which uses checksum tests 
and sequential numbers to assure the correctness and order of the data transfer. On 
the other hand, FAST reads the data as soon as possible and stores it in internal 
variables. The flow chart of the whole program is shown in Fig. 3.  
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Fig. 3:  Flow chart of FAST Forging AnalysiS Tool, according to [8] 
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The data is transformed to a standardized format, which allows adapting FAST quickly 
to any other measuring system. In the next step, the part of the core fibre is identified, 
which is affected by the length change of the workpiece during the stroke and 
accordingly the data of the nodes is moved. In this 1D model of the core fibre, the 
movement of the nodes which is induced by the material flow is realised by keeping 
the number of the node and all corresponding data and just updating the longitudinal 
position in the core fibre. So it is achieved that the nodes “follow” the material flow. To 
guarantee a sufficiently high resolution of the node density at the end of the forging 
process, the standard number of nodes is set to 1.000 and can be edited by the user. 
In the subsequent step, the equivalent strain of the core fibre in the forming zone is 
calculated, based on the current bite ratio (sB/h0) and height reduction (εh). At this point, 
the strain distribution of the workpiece in the GUI is updated with the new results. When 
a new pass is recognized, the surface temperature along the workpiece is known. 
Intermediate temperature values for the surface, which have not been measured, can 
be interpolated between the measured values. As the die velocity is known, either by 
measurement or by the pass schedule, the pressing time to achieve the height 
reduction is known. By dividing the equivalent strain in the core fibre by the pressing 
time, the strain rate can be approximated for one stroke. Strain rate, equivalent strain, 
temperature, current time step and current position for the nodes are known and are 
sent to StrucSim for the grain size calculation. Temperature and grain size distribution 
are visualized in the GUI. 
In addition to the online calculation of the fast models, an offline calculation was 
developed, which is able to us data from a commercially available pass schedules in a 
similar way as for the measuring data [10]. As the pass schedule calculation is only 
able to deliver data according to passes and not for strokes, an additional algorithm 
has to split up the data for each stroke and to convert it to the standardized format. 
The pass schedule calculation is only able to give an average temperature for the 
whole workpiece based on heat balance calculation. This value strongly differs from 
the real temperature in the core fibre. As the fast 1D/2D FDM model is not including 
the heat loss by radiation at the surface of the ingot, for an exemplary calculation the 
average temperature of the ingot from the pass schedule calculation had to be used 
for the calculation of the grain size. This allows to quickly compare different pass 
schedules, as the average calculation time for normal pass schedules on a normal PC 
took less than 2 minutes [10].  
5 Experimental validation 
The process monitor has been validated using the measurement data from several 
recorded open die forging processes from the project partners. An experimental setup 
was chosen, were one PC was able to simulate the LaCam and transfer the measuring 
data to the PC with the fast models (FAST). During the testing using data from real 
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processes, it was found that the data was not always straight, e.g. some temperature 
values or length measurement values were inaccurate. By applying data filtration of 
several values, the robustness of the models was improved.  
Experimentally the models were validated by two open die forging processes at 
Buderus and VDM with two different types of presses. The main goal of the validation 
was, to show the system is able to be running parallel to the open die forging process 
and to gain online a prediction of the results for the strain rate, temperature and 
average austenitic grain size in the core fibre. For validation purpose, the grain size 
was measured after forging by metallography and compared to the calculated results.  
During forging, the results were presented on a 24’’ PC-screen in the forging booth and 
were visible to the press driver and the process engineer in the GUI, which is shown 
in Fig. 2. The results in the GUI were shown on the screen within less than 1 s for each 
stroke and less than 10 s for a pass and by this basically online capable. The results 
from the forging process will be presented in diagrams for better readability. At 
Buderus, a 20 t 42CrMo4 ingot with a squared cross-section of about 1000 x 1000 mm 
was forged in 10 passes to 585 x 580 mm. The final workpiece with a length of about 
6800 mm was forged with a starting temperature of 1240 °C. The equivalent strain in 
the core fibre can be observed in Fig. 4. The figure shows, how each pass influences 
the equivalent strain in the core fibre. The final curve after the 10th pass shows a 
minimum value at the position of about 4600 mm in the ingot. In Fig. 5 the temperature 
distribution is shown. It can be observed, that the core fibre temperature increases until 
pass 6 at about 600 s after withdrawal of the furnace, due to dissipation. After reaching 
about 1250 °C the temperature drops because the cooling reaches the core of the 
ingot. The grain size, which is calculated parallel to the running process, is shown in 
Fig. 6 for the passes 2 to 10. The assumed (virtual) starting grain size, resulting from 
the casting process was 1000 µm. After the forging is complete, the workpiece is taken 
out of the forging press and the measuring system can no further record the surface 
temperature. To do a further grain size calculation after the forging was completed, 
data from thermal simulations was used in the fast model for the grain size calculation. 
Fig. 6 shows the grain growth which is taking place as the workpiece is further cooling 
down. After about 2700 s, the final grain size is reached which is about 135 µm. The 
result of the grain size calculation was compared to extracted samples from the forging 
piece at the positions of 370 mm, 3360 mm and 6300 mm. The austenitic grain size 
could be estimated by analysing the ferrite network to be up to 1000 µm. The 
incoherence between the material model results and the experimental validation could 
be lead back to the functionality of the material model concerning grain growth at this 
extremely high temperature.  
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Fig. 4:  Equivalent strain in the core fibre of a 20 t 42CrMo4 workpiece during forging, according to [8] 
 
 
Fig. 5:  Temperature in the core fibre of a 20 t 42CrMo4 workpiece during forging, according to [8] 
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6 Summary 
As shown in the experimental validation, the FAST system is working on an 
experimental basis inside two forging shops and has successfully been coupled with a 
measuring system. The results of the equivalent strain, temperature and grain size 
calculation could be observed parallel to the forging (equivalent strain each stroke, 
temperature and grain size each pass). Unfortunately the grain size development in 
the forging piece usually is not completed when the workpiece is taken from the press. 
As a result, further time/temperature influence (grain growth) cannot be regarded 
currently by the models and the boundary conditions for the fast models had to be 
replaced for this time by FEM results. In the future development of the fast models, a 
solution of the problem is implemented. Furthermore the results of the microstructure 
calculation, as in usual FEM, strongly depend on the correctness of the material model. 
In the case of the 42CrMo4 model, which was taken partly from literature, problems 
occurred. For the use of the fast models for 42CrMo4, a lower temperature for forging 
would deliver adequate results. As the forging of the 20 t ingot was only an experiment, 
in real forging a lower end temperature could be present in the core fibre, for which the 
model would deliver adequate results. Furthermore, conducting additional experiments 
for the material model of 42CrMo4 will lead to an improvement of the capability of the 
model at higher temperatures. 
7 Outlook 
What was shown in the project, is, that just showing the results to the press driver and 
expecting an adequate reaction according to the results demands too much. On the 
one hand the press driver is busy doing his forging job; on the other hand he is not 
trained in performing proper reactions on critical situations. For further development, 
an automatic analysis needs to be implemented, which gives specific feedback, how 
to react on problems during forging. The results of the basic project and the transfer 
project aim at this combination of an online monitoring system with a forward 
optimisation for the continuation of the process. By applying the fast models in the 
open die forging industry, a great step has been made for further development and 
integration of these optimisation algorithms. Furthermore, using the models for 
designing a process or to analyse recorded forging processes already showed the 
great potential of fast models and are planned to be further pursued in the future 
together with industrial partners. 
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