Abstract. Knowledge graphs have become vital resources for semantic search and provide users with precise answers to their information needs. Knowledge graphs often consist of billions of facts, typically encoded in the form of RDF triples. In most cases, these facts are extracted automatically and can thus be susceptible to errors. For many applications, it can therefore be very useful to complement knowledge graph facts with textual evidence. For instance, it can help users make informed decisions about the validity of the facts that are returned as part of an answer to a query. In this paper, we therefore propose FacTify, an approach that given a knowledge graph and a text corpus, retrieves the top-k most relevant textual passages for a given set of facts. Since our goal is to retrieve short passages, we develop a set of IR models combining exact matching through the Okapi BM25 model with semantic matching using word embeddings. To evaluate our approach, we built an extensive benchmark consisting of facts extracted from YAGO and text passages retrieved from Wikipedia. Our experimental results demonstrate the effectiveness of our approach in retrieving textual evidence for knowledge graph facts.
paper, we therefore propose FacTify, an approach to complement knowledge subgraphs with relevant text passages extracted from a text corpus. For the above mentioned example, a relevant passage extracted from Wikipedia is:
President Kennedy was assassinated in Dallas, Texas, at 12:30 pm Central Standard Time on Friday, November 22, 1963 . He was in Texas on a political trip to smooth over frictions in the Democratic Party between liberals Ralph Yarborough and Don Yarborough (no relation) and conservative John Connally. Traveling in a presidential motorcade through downtown Dallas, he was shot once in the back, the bullet exiting via his throat, and once in the head.
Passages, such as the one above, serve many purposes. First, they provide evidence on the validity of the knowledge graph facts. This is particularly crucial in this era of "Alternative Facts", where misinformation and disinformation are flooding the Internet, and where there is a strong plea for providing more transparency in the way intelligent systems work. Second, the facts in many of the currently existing large-scale knowledge graphs are automatically constructed by making use of Information Extraction and NLP techniques. They are thus susceptible to errors and can have some invalid or inaccurate facts. Providing passages along with knowledge subgraphs allows the users to make informed decisions about the validity of the facts. Third, these passages will also contain additional information related to the knowledge subgraphs; information that might not even be present in the whole knowledge graph. For instance, from the passage shown above, the user can infer that President Kennedy was assassinated, and that he was shot twice.
Our task can be formulated as follows: given a knowledge graph and a text corpus, retrieve the top-k most relevant passages for a given knowledge subgraph consisting of one or multiple facts in the form of RDF triples. In this paper, we define passages as short ones consisting of three sentences. However, our approach is applicable to passages of any length. Since our goal is to retrieve short passages, we propose to combine exact matching using the Okapi BM25 model [22] with semantic matching using word embeddings. Word embeddings are distributed vector representations of words, which are capable of capturing semantic and syntactic relations between the words. To evaluate the effectiveness of our approach, we built a benchmark consisting of 56 knowledge subgraphs extracted from YAGO and a pool of passages retrieved from Wikipedia, which were assessed using Figure Eight crowdsourcing platform 3 . Our experimental results indicate that our approach, which combines exact and semantic matching, results in statistically significant improvements in IR effectiveness compared to using each type of matching on its own.
In summary, the contributions of this paper can be summarized as follows: -An approach (FacTify) for retrieving relevant passages for knowledge graph facts as well as knowledge subgraphs consisting of multiple facts.
-A retrieval method that combines exact matching through the Okapi BM25 ranking model with semantic matching through word embeddings. -An extensive comparative study of multiple IR models for the above task. The created benchmark containing knowledge subgraphs from YAGO and passages retrieved from Wikipedia has been made publicly available (http://qweb.cs.aau.dk/factify/). The remainder of this paper is organized as follows. In Section 2, we discuss related work. Section 3 describes our approach to retrieve textual evidence for knowledge graph facts. In Section 4, we give an overview of our benchmark and then present our experimental results. Finally, we conclude and discuss future work in Section 5.
Related Work
Our work is related to two different areas. The first consists of IR models used to retrieve passages for knowledge graph facts and the second consists of IR models that make use of word embeddings to rank search results. We discuss each one separately in the following.
Passage Retrieval for Knowledge Graph Facts
To the best of our knowledge, there are only a handful of approaches for the problem of retrieving text passage for knowledge graph facts [2, 6, 9, 18] . All these approaches, with the exception of [6, 18] , operate on single facts only. For instance, the approach in [2] relies on language modeling to rank short passages for a given input fact. It assumes the presence of labels for the components of the facts and ranks the passages based on the passages' probabilities of generating the words in the concatenation of these labels. It then assumes independence between the words and smooths the passage probabilities with document and collection probabilities. The approach, however, operates only on the level of single facts, and it assumes independence between the words representing the fact. Moreover, the approach deploys only exact matching, i.e., semantically related words to those in the fact labels would not play any role in the ranking of passages unless a list of synonyms for terms is provided. In this paper, we experimentally compare our approach to [2] and show that our approach significantly outperforms this approach in terms of retrieving relevant passages for knowledge subgraphs.
DeFacto [9] retrieves webpages that are relevant for a given input fact by issuing several queries to a Web search engine. These queries are generated by verbalizing the fact using natural-language patterns extracted by the BOA framework [10] . Once the webpages have been retrieved, they again use the BOA framework in addition to light-weight NLP techniques to determine whether a webpage contains useful evidence for the given fact. They then use a set of classifiers to predict trustworthiness of the webpages retrieved as well as the fact itself. As can be seen, DeFacto relies heavily on external search engines, NLP, machine learning and the BOA framework to retrieve textual evidence and estimate their trustworthiness as well as that of the fact. On the other hand, our approach is a general retrieval framework that can seamlessly operate on any knowledge graph and text corpus and does not rely on any external information that might not be available for certain knowledge graphs or corpora.
Similar to our approach, ROXXI [6, 18] can be applied to knowledge subgraphs containing multiple facts. However, it retrieves documents rather than passages as in our case. To do this, ROXXI makes use of textual patterns available in PATTY [20] to rank these documents using a language modeling based approach. Once retrieved, the documents are annotated to highlight the textual patterns of the given facts and a text snippet is generated using those textual patterns. However, ROXXI again relies on external textual patterns, which might not be available in general for many knowledge graphs.
Finally, ExFakt [7] is a framework that generates human-comprehensible explanations for knowledge graph facts form a given text corpus. It uses background knowledge encoded in the form of Horn clauses to rewrite a fact into a set of other easier-to-spot facts. The final output of the framework is a set of semantic traces for the fact generated from both the text corpus and the knowledge graph. However, ExFakt does not retrieve text passages for knowledge graph facts as in our case, and it can only support single facts.
Word Embeddings for Information Retrieval
As indicated above, our goal is to retrieve textual passage for a given set of facts. Vocabulary mismatch is a major challenge for many retrieval tasks, including ours. The semantic matching capability of latent models alleviates the vocabulary mismatch problem. Latent models, ranging from latent semantic models [16] to neural network based word embeddings [19] , are used extensively in natural language processing and more recently in information retrieval tasks. Nevertheless, building effective document representations using word embeddings is an open research topic.
A basic method to build document vectors from word embeddings is to aggregate the word vectors by summation or averaging [24] . Different aggregation strategies including Fisher Vectors are also used to build document vectors [4, 25] . As an alternative, the literature proposes methods that jointly learn the document representations (D2V) with word embeddings [17] . Document vectors are integrated into Skip-gram and CBOW methods [19] by adding an embedding layer for the documents.
While aggregation based methods provide a concise representation of documents, they do not fully take advantage of all pairwise similarities between the words in the documents. A method that makes use of pairwise similarities of words in the documents is the Word Mover's distance (WMD) [15] . WMD casts the similarity problem as a transportation problem, where the words in the first document produce items that should be transported to the second document's words and the cost of transportation is determined by the distance between the words in the embedding space. The production amount of words in the source document and the capacity of the words in the target document are determined by weights calculated using tf or tf-idf weights of the words. These weights control the amount of pairwise similarity taken into account. If the target words have infinite capacity, then transportation will take place between the most similar word pairs, this version of WMD is often referred to as Relaxed WMD. If the weights in the source document are large, then WMD uses all pairwise similarities.
Guo et al. [11] argue that both aggregate and WMD methods loosely match words in queries, thus causing a concept drift and degrading the performance of word embedding based IR methods. As a solution to this problem, they propose a non-linear scaling function depending on the inverse document frequency of the query word, allowing more strict matching for words with a high idf value, while retaining the ability to semantically match less discriminative words. Galke et al. [8] compare both aggregate and WMD based methods in an information retrieval task. The aggregate method using normalized tf-idf word weights achieves better results in a range of retrieval experiments compared to WMD and D2V methods. However, word embedding methods fail to beat the tf-idf baseline. Brokos et al. [3] use Relaxed WMD for document retrieval in question answering. They report better results using Relaxed WMD for re-ranking the results. Kenter and de Rijke [14] use Relaxed WMD and BM25 based weighting function as a feature in a sentence paraphrase classifier.
In this paper, we assess the applicability of embedding based methods when applied to our task of retrieving text passages for knowledge graph facts. More precisely, we propose hybrid methods that combine embedding based semantic matching with exact matching as we describe next.
Retrieving Textual Evidence
As mentioned in the introduction, the problem we are targeting in this paper can be defined as follows. Given a knowledge graph and a text corpus, retrieve the top-k most relevant passages for a given input knowledge subgraph. A knowledge subgraph is a subgraph of the underlying knowledge graph that consists of one or more RDF triples, i.e., facts. A passage is defined as a short text excerpt, for instance consisting of three sentences extracted from the text corpus. Finally, a relevant passage is a passage containing textual evidence that verifies the facts in the knowledge subgraph.
Since knowledge subgraphs are in RDF while passages are in plain text, we use the labels (i.e., surface names) of resources in the knowledge graph to transform a knowledge subgraph into a keyword query. For instance, in YAGO, John F. Kennedy is associated with the label John F. Kennedy. Similarly, the relation diedIn can be represented using the label died in. Our approach thus first transforms the knowledge subgraph for which passages are to be retrieved into a keyword query by replacing the RDF triples with their labels. For example, consider the knowledge subgraph John F. Kennedy diedIn Dallas John F. Kennedy diedOnDate "1963-11-22"
The corresponding keyword query for the above subgraph is "John F. Kennedy died in Dallas John F. Kennedy died on date 1963-11-22". Note that the date "1963-11-22" is a literal and thus does not need to be substituted by a label. Now, our original task of retrieving passages for a given knowledge subgraph is transformed into retrieving passages for the obtained keyword query representing the knowledge subgraph. We propose to combine two types of IR models to achieve this task. The first utilizes exact matching using term frequencies and the second employs semantic matching using word embeddings. Exact matching relies on term frequencies to rank query results. It thus assumes that the query terms will appear in some form in the documents. While this is an adequate assumption when retrieving long documents, short passages, such as the ones we are concerned with in this paper, might not miss some of the query terms but can still be highly relevant. For example, the word "married" in a query might not appear at all in some of the relevant passages that contain the words "wife" or "husband" instead.
A remedy to this vocabulary mismatch problem is to make use of word embeddings. Word embeddings are distributed vector representation of words, capable of capturing semantic and syntactic relations between the words. They have been successfully employed in various natural language processing tasks, such as question-answering, document classification, and more recently in IR [8, 15, 17] . On the other hand, word embedding based approaches are susceptible to concept drift as a word can have a high similarity to collocated, hypernyms and meronyms as well as synonyms. Recent results hint at these challenges [8, 11] .
Hence, we propose a hybrid model that combines both exact and semantic matching to retrieve relevant passages for knowledge graph facts. This is inspired by the results from previous work on other IR tasks such as biomedical document retrieval for question answering [3] or monolingual and cross-lingual information retrieval [24] , in which a hybrid approach, such as the one we propose, has been shown to achieve improvements in IR effectiveness. In the next two subsections, we explain each type of model separately, and then finally describe our hybrid model that combines both.
Exact Matching
For exact matching we use the OKAPI BM25 [22] retrieval model. Ad-hoc information retrieval experiments in early TREC shared tasks show that the BM25 retrieval model is one of the most effective IR models. The BM25 model uses term frequencies to estimate the relevance of passages as follows.
where f (q i , S) is the frequency of the query word q i in passage S, avgsl is the average passage length, and IDF (q) is the inverse document frequency calcu-lated using Equation 2. The terms k 1 and b are free parameters weighing the normalization and frequency components of the scoring function.
Semantic Matching
Word embeddings represent words as d-dimensional dense vectors. The similarity or distance between the vectors of words in the embedding space measures the semantic relatedness between them. Pre-trained word embeddings are typically built from a large corpus and have a vocabulary formed of frequent words in that corpus. The vocabulary of the word embeddings can contain both the upper and lower case form of a word. In addition, word vectors for some common phrases might be available. In the following, we describe several embedding based models that can be used to rank passages given a knowledge subgraph.
IWCS. The IDF re-weighted word centroid similarity (IWCS) model [8] uses the word embedding vectors to construct a d-dimensional vector representing a passage. In the IWCS model, the word vectors of the given text are aggregated into a single vector using a linear weighted combination of its word vectors. The weight of each word is determined by the tf-idf weighting. Let t(S, w) be the L 2 normalized tf-idf weight for word w in the passage S and − → w be the word vector.
A single vector for passage S can then be computed as follows:
The centroid vector for the query − → Q can also be constructed in a similar manner. Finally, to rank a passage S with respect to a given query Q, we utilize the cosine similarity between these two centroids, i.e., IW CS(S, Q) = cosine(
Average of Query IWCS. While the IWCS model was shown to be effective in some IR benchmarks [8] , it is difficult to encode diverse relationships between word vectors in the d-dimensional space with simple aggregation. In order to test the validity of this hypothesis, we propose a model that unfolds the query and use the average similarity of query words to the passage centroid as an estimate of relevance as follows.
We refer to such model as QIWCS.
Pairwise Similarity. As a final word embedding based model, the average pairwise similarities between the query word vectors − → q and the passage word vectors − → w can be used as follows.
We will refer to this model as PairWise in the remainder of this paper.
FacTify Model
Our approach combines both exact and semantic matching as follows. Given a knowledge subgraph transformed into a keyword query Q and a passage S, FacTify utilizes a hybrid model that ranks a passage S based on a linear combination of its score using BM25 and a word embedding based one as follows:
where F T (S, Q) is the score of passage S for query Q using FacTify's hybrid model, BM 25(S, Q) is the BM25 score as computed using Equation 1, Embedding(S, Q) is an embedding based similarity (Section 3.2), and α is a weighting parameter. This results in three different hybrid models: FT-IWCS, FT-QIWS, and FT-PairWise, which result from combining BM25 with IWCS, QIWCS, and PairWise.
Evaluation
In this section, we present the results of experimentally comparing FacTify with its different hybrid models to each other and to several baselines. We start by describing the baselines and the evaluation setup, then give an overview of our benchmark, and finally present our evaluation results.
Baselines
We compare FacTify to three different baselines. The first baseline is the plain BM25 model (see Equation 1 ) without combining it with word embeddings. The second baseline is a recent approach proposed by Bhatia et al. [2] , which is based on language models (LM). This model assumes that the words in a fact are conditionally independent and uses the probability P (Q|S) to rank a passage S based on its probabilities of generating the knowledge subgraph query Q as in Equation 8 .
where q is a query keyword, λ 1 , λ 2 , and λ 3 are weighting parameters. The probability of a word given a passage P (q|S) is defined as a mixture of three different language models. The first is the passage language model θ S , the second is the language model of the document from which the passage was extracted θ D , and the third is the collection language model θ C , where the collection is the whole text corpus. The language models are estimated using maximum likelihood estimators with Laplacian smoothing, where V is the vocabulary, D is the document containing the passage S, and C refers to the collection.
Note that this model uses two smoothing methods, Laplacian and Jelinek-Mercer smoothing, where the latter is achieved through the collection language model. Since the length of passages |S| is relatively small with respect to |V | and |D|, the Laplacian smoothing often weakens the signal encoded in P (q|θ S ). As a third baseline, we therefore propose a modification of the LM model that does not employ Laplacian smoothing, which we refer to as LM-noLap. Only Equations 9 and 10 are modified by removing the additive terms used for Laplacian smoothing.
Evaluation Setup
For the BM25 and the LM-based models, both the queries and the passages were tokenized, words were lower-cased and the passages were transformed into bags of words and indexed using Lucene 4 . For the hybrid models which make use of word embeddings, we used a Gazetteer approach to tokenize the text into word vectors. A Directed Acyclic Finite State Automata (DAFSA) was built for the vocabulary of the word embeddings using the construction algorithm of Daciuk et al. [5] . A word or phrase in the text was then mapped to a word vector with the closest form. Although any word embedding can be used, GloVe word embeddings pre-trained with 840 billion word corpora 5 and with word vector dimensions d = 300 was used [21] .
The parameters of the Okapi BM25 were set as k 1 = 1.2, and b = 0.75, which are the default parameters optimized using the TREC dataset [13] . The linear weighted combination parameter α for the hybrid models in Equation 6 was empirically set to 0.2, the linear weighted combination parameters for the language model approaches were set as λ 1 = 0.6, λ 2 = 0.2, and λ 3 = 0.2 as suggested by the authors of that model [2] . 
Benchmark
To evaluate the effectiveness of FacTify (Section 3), we constructed a benchmark consisting of 56 different knowledge subgraphs extracted from the large knowledge graph YAGO [23] . The knowledge subgraphs are composed of both single facts, for example Cuba hasCapital Havana, or multiple related facts such as Albert Einstein wasBornIn Ulm; Albert Einstein wasBornOnDate 1879. The average number of facts per knowledge subgraph in our benchmark is 1.41. Table  1 shows several sample knowledge subgraphs and their corresponding keyword queries.
For each knowledge subgraph in our benchmark, the top 20 passages using our three hybrid models and all the baselines were retrieved. Each passage was assessed for relevance using Figure Eight crowdsourcing platform 6 , on a threelevel scale: relevant, somehow relevant, or irrelevant. A passage was considered relevant if the annotator was capable to verify all the facts from the knowledge subgraph in the passage. If the annotator could only verify part of the knowledge subgraph, say a single fact for multi-fact subgraphs, or if the passage just implied the facts in the knowledge subgraph, the passage was marked as somehow relevant.
Overall, we had a pool of 4,145 unique passages for our 56 knowledge subgraphs. Each passage was annotated as described above by three different annotators. The inter-rater agreement between the three annotators was 0.39 using Fleiss' Kappa. A final relevance score for each passage was computed using a standard majority voting. For 329 passages, there was no consensus among the three annotators and these were thus assigned the mean of the three relevance levels (i.e., they were considered somehow relevant). Our benchmark is publicly available at http://qweb.cs.aau.dk/factify/. 
Results
To evaluate the effectiveness of our proposed models, we use the Normalized Discounted Cumulative Gain (NDCG) [12] . NDCG is a common metric for IR effectiveness that takes into consideration the rank of relevant results and allows the incorporation of different relevance levels. In addition, we also report the Mean Reciprocal Rank (MRR) and precision for the relevant passages. MRR and precision use binary relevance and allow us to evaluate the effectiveness of the different models in retrieving relevant passages which can fully verify all the facts in a knowledge subgraph (i.e, considering somehow relevant passages as irrelevant). Particularly, MMR evaluates whether the top-ranked results is relevant or not. Precision, on the other hand, measures the percentage of relevant results retrieved up to a particular rank.
In Table 2 , we report the average NDCG at different ranks over all the knowledge subgraphs in our benchmark. Overall, the hybrid model FT-PairWise achieves the highest NDCG for all ranks. It significantly outperforms the plain BM25 model and LM-noLap model in ranks 5 to 20 (p-value < 0.05). When comparing the different hybrid models, the model that makes use of word embeddings without any aggregation, i.e., FT-PairWise, achieves the highest NDCG. Recall that FT-IWCS aggregates the word vectors of both the query and the passage, while FT-QIWCS aggregates only the words in the passage, and PairWise does not perform any aggregation. This result confirms our initial hypothesis that taking the sum of the word vectors results in information loss and can degrade the retrieval effectiveness. When the word embedding methods IWCS, QIWCS, and PairWise are used alone without combining them with the BM25 model, their performance was as low as 0.35 (NDCG@20).
Comparing the two language model baselines LM and LM-noLap, the LM model was significantly improved when the Laplacian smoothing was removed from the ranking model (i.e., the LM-noLap model). This result supports our intuition that using two smoothing techniques weakens the signal from the passage language model and gives more weight to the document one. Furthermore, having the document language model in the retrieval function improves the effectiveness for the top ranked passage, but tends to retrieve irrelevant passages from documents with high similarity to the query terms. The Okapi BM25 model achieved higher NDCG values compared to both the LM and LM-noLap models. Table 3 shows the effectiveness of the evaluated models when it comes to retrieving only relevant passages (i.e., considering somehow relevant passages as irrelevant). MRR measures the average rank of relevant passages. Both FTPairWise and LM-noLap achieve higher MRR scores than BM25. On the other hand, the two other hybrid models FT-IWCS and FT-QIWCS did not show consistent improvements over BM25 when retrieving only relevant passages. We also report the precision for all models, and again the FT-PairWise and LMnoLap models were the most effective in retrieving a relevant passage in the top rank (i.e., Precision@1) for 66% of the knowledge subgraphs in our benchmark. When considering lower ranks, the precision of LM-noLap drops, even below that of BM25 when considering the top 10 passages. On the other hand, FT-PairWise was able to retrieve more relevant passages at all ranks. We conjuncture again that this is a consequence of relying on the document level language model, which limits the top ranking passages to only relevant documents, penalizing passages retrieved from documents that might not be entirely about the resources mentioned in the subgraph, but that might nonetheless contain relevant passages.
Discussion
When considering the results of the LM and LM-noLap models, our observation is that their performance is degraded mostly due to the document language model included in their ranking models. Especially when the Laplacian smoothing is used, the passage-level language model is smoothed more harshly as the length of the passages are relatively smaller compared to the vocabulary size. This gives significantly more weight to the document language model. Wikipedia contains articles listing information such as birth dates or various profiles grouped by an aspect (e.g., U.S Presidents). These articles repeat certain words like born or numbers in dates with high frequencies, causing a high probability for generating these specific words. The original model LM is affected by this component and retrieve passages from these documents containing only a portion of the words with high frequencies. Removing the Laplacian smoothing alleviates this problem, as the passage-level language model will have more weight and the frequencies will be leveled-out. Moreover, the document-level language model improves the ranking of passages extracted from relevant documents, for example for a subgraph about Abraham Lincoln, the LM model retrieves passages from his Wikipedia article in the top ranks. While this strategy improves the accuracy of the top 1 result, it degrades the accuracy of the following passages in the result set as typically the same fact is not repeated in the same document multiple times. On the other hand, since our proposed hybrid models do not rely on any document-level information, this allows them to retrieve passages from various Wikipedia articles and that might not be strongly associated with one particular resource in the knowledge subgraph. For example, for the subgraph BarackObama graduatedFrom ColumbiaUniversity a relevant passage from the Wikipedia article titled "College Transfer" is retrieved stating that Barack Obama transferred from Occidental College to Columbia University. Similar observations can be made for all the knowledge subgraphs in our benchmark, as facts are usually repeated in different articles with different contextual information, rather than just only appearing in the most relevant articles. We thus advocate that incorporating document-level information should be limited when retrieving passages to complement knowledge subgraphs.
As for BM25 , it uses the parameter k 1 to determine the saturation level of word frequencies, which is important for scoring passages containing only part of the subgraph with high frequency. LM on the other hand is linearly affected by word frequencies, a passage containing the word "born" but not the objects and subjects in the subgraph will have a higher score with LM than with BM25.
Finally, in Table 4 , we display the top passages retrieved by our bestperforming model, FT-PairWise, for several example knowledge subgraphs. As can be seen from the table, the top ranked passages are all relevant to the knowledge subgraphs. They provide textual evidence that verify the facts in the knowledge subgraphs and in addition might provide additional contextual information. For instance, for the first knowledge subgraph in Table 4 , one can verify that Albert Einstein graduated from ETH Zurich, but that also more than twenty Nobel laureates have either studied at ETH or were awarded the Nobel Prize for their work achieved at ETH. Similarly, for the last subgraph in Table  4 , the top passage does not only confirm that Marie Curie and Henri Becquerel won the Nobel Prize in Physics but it also indicates that Curie later won another Nobel Prize in Chemistry, and that her daughter Irène Curie also won a Nobel prize in Chemistry. Note that this passage was retrieved from the Wikipedia article of Marie and Pierre Curie's grandson, Pierre Joliot. Similar interesting information can be deduced from the top passages retrieved for the other two knowledge subgraphs shown in Table 4 as well.
Conclusion
In this paper, we have proposed FacTify, a novel approach to retrieve textual passages for knowledge subgraphs consisting of one ore more facts. We proposed multiple IR models that combine exact matching through the Okapi BM25 model with semantic matching using word embeddings. We evaluated our approach using a benchmark consisting of 56 knowledge subgraphs extracted from YAGO and passages retrieved from Wikipedia, which were manually annotated for relevance through crowdsourcing. Our experimental results show that our approach outperforms the baselines and related work for retrieving relevant passages for knowledge graph facts. In future work, we plan to evaluate our approach on other knowledge graphs and text corpora. Furthermore, we plan to use our benchmark to train supervised deep-learning models that can rank passages based on their relevance to knowledge subgraphs consisting of one or more facts.
