Abstract A well known property of a harmonic function in a ball is that its value at the centre equals the mean of its values on the boundary. Less well known is the more general property that its value at any point x equals the mean over all chords through x of its values at the ends of the chord, linearly interpolated at x. In this paper we show that a similar property holds for polyharmonic functions of any order when linear interpolation is replaced by two-point Hermite interpolation of odd degree.
Introduction
Let be the Laplace operator n i=1 ∂ 2 /∂x 2 i in R n , n ≥ 2. A function u that is C 2m , m ≥ 1, in a domain is said to be polyharmonic of order m if m u = 0 there, where k = ( k−1 ). Various properties of polyharmonic functions have been developed [1, 2, 10, 15] . In this paper we derive a new property, based on a method proposed by Gordon and Wixom [9] for interpolating functions in convex domains given data on the boundary.
Let B(R) denote the ball in R n of radius R > 0, 
B(R)
=
Suppose that u is a polyharmonic function in B(R) of order m, and that u is C m−1 in the closure B(R) = B(R) ∪ S(R).
Fix some point x ∈ B(R) and let μ be any unit vector in S n−1 , the unit sphere in R n . The line through x in the direction μ intersects S(R) at two points,
where s 0 < 0 < s 1 . Specifically, using the scalar product in R n ,
and we deduce that
Let p μ (s) be the unique polynomial of degree ≤ M := 2m − 1 such that
where D μ denotes the directional derivative in the direction μ. We will show
where dμ denotes the element of (n − 1)-dimensional area, ω n−1 is the surface area of S n−1 , and H n−1 is any hemisphere of S n−1 , for example,
The harmonic case of the theorem (m = 1) was shown for n = 2 in [9] (attributed to W. W. Meyer) and for n > 2 in [3] . The biharmonic case for n = 2 and R = 1 was derived in [7] , based on the formula of [17, for the solution to the biharmonic equation.
The harmonic case
In the harmonic case, m = 1,
Writing y j = y j,μ and s j = s j,μ , j = 0, 1, to indicate dependence on μ, observe that y 0,μ = y 1,−μ , and s j,μ = −s 1−j,−μ , j = 0, 1, and thus we can express the right hand side of (3) as
Now y 1 = Rν for some ν ∈ S n−1 , and we change the variable of integration from μ to ν. The relation between the (n − 1)-dimensional area elements dμ and dν is
where α is the angle between μ and ν. Since α is also the angle at y 1 
Further, by the Intersecting Chords Theorem (ICT) for x in B(R),
(which can also be seen from (2)). Hence,
and substituting this and (5) and (6) into (4) shows that the right hand side of (3) is
This we recognize as the Poisson integral formula for u(x) [8] .
Concentric spheres
To deal with general m we first establish a mean value property for u with respect to concentric spheres, and show later, in Section 4, that Theorem 1 is the limiting case as the spheres coallesce. Let R 1 , . . . , R m be any sequence of radii such that
We will make use of a representation of u with respect to S(R 1 ), . . . , S(R m ) due to Duffin and Nehari [5] . First recall that u has the unique Almansi representation
for functions u 0 . . . , u m−1 that are harmonic in B(R); see [1, 16] , and [2, Chap. 1]. By Lagrange polynomial interpolation of degree m − 1,
and substituting this into (9) gives the representation of u of [5] ,
where, for any ρ, 0 < ρ < R,
Observe that v(·, ρ) is harmonic for each ρ, and, comparing (11) with (9), we see that if |x| = R j , then v(x, R j ) = u(x), i.e., v(·, R j ) agrees with u on the sphere S(R j ). Consider now, as in Section 2, the line in the direction μ ∈ S n−1 through x. It intersects the spheres S(R 1 ), . . . , S(R m ) at the 2m points
The intersections with S(R j ) are z 1−j and
Using the representation (10) we will show
Proof From the Lagrange form of q μ (s),
where
In analogy to the derivation of (4), writing L j = L j,μ to indicate its μ-dependence, we find L 1−j,μ = L j,−μ , and therefore the right hand side of (12) is
For j = 1, . . . , m, we can express L j as
By ICT for x in B(R k ) we have
For k > j in (14) , by ICT for z j in B(R k ), (14) , by symmetry,
and so by ICT for z k in B(R j ),
Substituting this into (13) , and since v(x; R j ) can be expressed as (4) with R = R j , we find that (13) equals the right hand side of (10), which equals u(x).
Proof of Theorem 1
To prove Theorem 1 from Lemma 1 it remains to show that
as R 1 , . . . , R m → R, under the assumption that u is C m−1 in B(R). The convergence of (15) is equivalent to
Fix μ ∈ H n−1 . By the Newton error formula for Lagrange and Hermite interpolation, (17) that |u(x) − q μ (0)| is bounded by a constant, independent of μ ∈ H n−1 , and this proves the convergence of (16) and hence Theorem 1.
Boundary derivatives
To express the integral formula (3) in terms of the boundary derivatives of u, we can first express the Hermite polynomial p μ in Bernstein form [18, Sec. 4.4] as
where λ = (s − s 0 )/(s 1 − s 0 ), and
and
for j = 0, 1, . . . , m − 1. From this we find
Then, similar to the derivation of (4) and (13), we obtain a more explicit form of (3):
From this we obtain an apparently new mean value property of u at the centre of the ball B(R) by specializing to x = 0. In that case, s 1 = R, s 0 = −R, and y 1 = Rμ, and we deduce Corollary 2 (c 0,2 , c 1,2 ) = (4, 1),  (c 0,3 , c 1,3 , c 2,3 ) = (16, 5, 1)  (c 0,4 , c 1,4 , c 2,4 , c 3,4 ) = (64, 22, 6, 1 ).
Poisson-type integral
It is interesting to compare the integral formula (3) with the Poisson-type integral formula derived by Duffin and Nehari [5] and Edenhoffer [6] . Equation (10) 
By the Leibniz rule applied to the product of 1/(|x| 2 − R 2 ) and v(x; R), we can rewrite this as
Applying the Poisson formula (8) to v now gives
as found in [5] and [6] . Unlike (3), this formula requires repeated differentiation in the integrand with respect to R 2 , and it would be more difficult to derive Corollary 2 from this for general m. One might also try to prove Theorem 1 by transforming (3) into (20). In the special case that n = 2 and m = 2, this was the approach used in [7] , based on expressing the first directional derivative with respect to μ at a point on the sphere as a linear combination of a normal and tangent derivative. This approach, however, does not look promising when either m ≥ 3 or n ≥ 3.
Final remarks
• Various numerical integration methods can be used to evaluate the integral in (3) and to verify Theorem 1 and Corollaries 1 and 2 numerically. A simple choice in the planar case (n = 2) is to let μ = (cos θ, sin θ) and use the periodic trapezoidal rule with respect to the angle θ , as suggested in [9] .
• The linear-based method of Gordon and Wixom [9] (m = 1) for general convex domains has recently gained interest as a method of constructing generalized barycentric coordinates (GBCs) in polygonal domains [3, 7, [12] [13] [14] . GBCs have various applications in graphics and geometric modelling, such as surface parameterization and the deformation of images and shapes. Although Gordon-Wixom coordinates do not have a simple closed form like Wachspress and mean values coordinates for example, they have the advantage of being 'pseudo-harmonic', i.e., they are close to harmonic when the polygon is close to a circle. This paper shows that Gordon-Wixom coordinates of any order m are similarly 'pseudopolyharmonic'. This means that, at least for convex domains, Gordon-Wixom coordinates of general order could be considered as a practical alternative to polyharmonic coordinates: requiring less computational effort, but approximating the polyharmonic ones. For shape deformation, the advantage of using biharmonic coordinates instead of harmonic ones was recently demonstrated in [19] , and in that case one might consider the alternative of Gordon-Wixom coordinates of order m = 2.
