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Abstract
We present an implementation of G0W0 and eigenvalue-self-consistent GW (evGW )
in the Gaussian and plane waves scheme for molecules. Technically, we calculate
the correlation self-energy for imaginary frequencies employing the resolution of the
identity. The correlation self-energy for real frequencies is then evaluated by analytic
continuation. This technique allows an efficient parallel implementation and applica-
tion to systems with several hundreds of atoms. Various benchmark calculations are
presented. In particular, the convergence with respect to the most important numerical
parameters is assessed for the benzene molecule. Comparisons with respect to other
G0W0 implementations are reported for a set of molecules, while the performance of the
method has been measured for water clusters containing up to 480 atoms in a cc-TZVP
basis. Additionally, G0W0 has been applied for studying the influence of the ligands
on the gap of small CdSe nanoparticles. evGW has been employed to calculate the
HOMO-LUMO gaps of linear acenes, linear chains formed of connected benzene rings.
Distinct differences between the closed and the open-shell (broken-symmetry) evGW
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HOMO-LUMO gaps for long acenes are found. In future experiments, a comparison
of measured HOMO-LUMO gaps and our calculated evGW values may be helpful to
determine the electronic groundstate of long acenes.
1 Introduction
In recent years, GW with localized basis sets has emerged as an accurate method for
the calculation of quasiparticle energies of molecules1–19. Additionally, in combination with
the Bethe-Salpeter equation, GW is a promising method for computing molecular electronic
excitations with high accuracy7,20–25. Most of the traditional GW implementations employ
a plane-wave (PW) or augmented plane-wave (APW) basis26–44. While the main field of
application of PW and APW GW is still the condensed phase, they have also been employed
recently to calculate quasiparticle levels of molecules45–48. When treating molecules, the main
advantage of a localized basis compared to PWs is the reduced number of basis functions
required to represent the Hamiltonian and thus the wavefunctions. The number of PWs can
be a factor 100-1000 larger compared to that of a localized basis,49 mainly due to the need
of a large supercell in the former method in order to decouple the periodic images. On the
other hand, the generation of a localized basis that provides systematic convergence is much
harder to be obtained and the convergence of the GW quasiparticle energies with respect to
the basis parameters is still under investigation.2,9,12,14
The computational effort of G0W0 is quickly growing for increasing system size N with a
scaling O(N4) for state-of-the-art implementations1. As consequence, an efficient implemen-
tation for high-performance computing is needed to study large systems with G0W0
27,46. As
basis of our G0W0 implementation in the Gaussian and plane waves scheme
50 in CP2K51,52,
we employ the previous efficient implementation of wavefunction correlation methods53–56
which enabled large-scale molecular-dynamics and Monte Carlo simulations based on second
order Møller-Plesset (MP2) and random phase approximation (RPA) total energies57–59. We
use the G0W0 framework in the resolution-of-the-identity approach as elaborated by Ren et
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al.1 Our G0W0 methodology can be applied to systems containing hundreds of atoms. As
starting point for G0W0, a wide range of local, semilocal, hybrid and range-separated hybrid
functionals can be employed60. In agreement with the literature1,2,14,21,22,46,61–63, we find
that the PBE064 and the tuned CAM-B3LYP65 starting points perform remarkably well
for molecules with an average deviation of 0.1 – 0.2 eV between the computed G0W0-HOMO
energy and the experimental vertical ionization potential66. Moreover, our G0W0 and evGW
implementation can treat systems with unpaired electrons.
We apply our GW implementation to compute the HOMO-LUMO gap of linear acenes,
molecules consisting of repeating units of benzene rings. This application is motivated by a
recent study by Koryta´r et al.67 indicating that the HOMO-LUMO gaps of acenes may not
decay monotonously with increasing number of benzene rings, but can oscillate. The reason
is the presence of a level crossing in the one-dimensional band structure of polyacene68 which
is shifted from the Γ-point. Such HOMO-LUMO gap oscillations are well-known in carbon
nanotubes69,70 and armchair graphene nanoribbons71–74 due to the presence of the Dirac
cone in the band structure of graphene75. Remarkably, the HOMO-LUMO gap oscillations in
acenes on the level of closed-shell PBE76 have not been reported before Ref. 67 despite of
the intensive research on the electronic groundstate properties of acenes77–84, which is driven
by organic electronics85–89 and photovoltaics90–94. In Ref. 67, G0W0 HOMO-LUMO gaps
have been presented up to tetracene. We report G0W0 and eigenvalue-selfconsistent GW
6,7
calculations of the HOMO-LUMO gap up to 11-acene.
The manuscript is organized as follows: First, we introduce the GW methodology of our
implementation (Sec. 2). In Sec. 3, we perform extensive benchmark calculations with our
implementation: the convergence of a wide range of numerical parameters is illustratively
tested for benzene. We report about execution times, system size scaling and the parallel
speedup measured for water clusters containing up to 160 molecules. Also, G0W0-HOMO
energies of molecules and G0W0 gaps of CdSe nanoclusters are reported. In Sec. 4, we apply
eigenvalue-self-consistent GW to predict the HOMO-LUMO gap of linear acenes.
3
2 Theory and implementation
In this section, the theoretical and computational framework of the G0W0 implementation
is briefly presented. In Sec. 2.1, we describe the evaluation of the quasiparticle energies
starting from the precomputed frequency-dependent correlation-self-energy Σc(ω).1,2 The
resolution-of-the-identity (RI) approximation for four-center two electron repulsion integrals
(ERIs) is introduced in Sec. 2.2.54 In Sec. 2.3, we apply RI to G0W0 and we give the working
expressions as employed in the implementation.1,54
The following index notation has been adopted: µ, ν, λ refer to Gaussian functions φ of
the primary basis, n,m, k, l refer to general molecular orbitals (MOs) ψ, i to an occupied
MO, a to a virtual one and P,Q to auxiliary RI Gaussian basis functions ϕ.
2.1 Starting point and quasiparticle energies
For G0W0, we start from a self-consistent generalized Kohn-Sham (GKS) DFT
95 cal-
culation, including hybrid functionals and Hartree-Fock (HF)96. The total energy of a
many-electron system in GKS-DFT is obtained by solving the eigenvalue problem
h0ψn(r) +
∫
dr′ vxc(r, r′)ψn(r′) = εnψn(r) . (1)
h0 contains the external and the Hartree potential as well as the kinetic energy. vxc(r, r′)
denotes the exchange-correlation potential which is local for most non-hybrid density functional
approximations, vxc(r, r′) = δ(r, r′)vxcKS(r). In HF, exact exchange
97–99
Σx(r, r′) = −
occ∑
i
ψi(r)ψi(r
′)v(r, r′) (2)
is the only term included in vxc(r, r′), where v(r, r′) = 1/|r− r′| denotes the bare Coulomb
interaction. In this case the potential is fully non-local and no correlation effects are accounted.
Note that the spin variable has been dropped for convenience.
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In the following, we briefly introduce the G0W0 method giving the equation to compute
the quasiparticle energies εG0W0n . For a concise introduction into quasiparticles and the
GW method in the Green’s function framework, we refer to the work of Hu¨ser et al.45 By
construction, the GKS-DFT MOs ψn(r) and their corresponding eigenvalues εn are auxiliary
quantities for computing the total energy of the many-body problem. In contrast, the poles
of the Green’s function correspond to vertical electron addition or removal energies and
consequently, these poles are interpreted as quasiparticle energies.45 In G0W0, the MOs from
GKS-DFT serve as quasiparticle wavefunctions and only their quasiparticle energies (poles of
the Green’s function) are computed by means of G0W0:
εG0W0n = εn + Zn(n|Σx + Re Σc(εn)− vxc|n) , (3)
where Σc(ε) stands for the G0W0 correlation self-energy which is calculated according to the
algorithm described in the following sections. The renormalization factor Zn,
Zn =
(
1− ∂(n|Re Σc(ω)|n)/∂ω|ω=εn
)−1
, (4)
accounts for the linearized energy-dependence of Σc(ω).2
2.2 RI approximation
The four-center electron repulsion integrals (ERIs) are of central importance for calculating
the correlation self-energy Σc(ε) in the G0W0 approximation. These integrals, in Mulliken
notation, are defined as
(nm|kl) :=
∫
drdr′ψn(r′)ψm(r′)ψk(r)ψl(r)v(r, r′) (5)
5
where v(r, r′) = 1/|r − r′| is the Coulomb interaction. Within the RI approximation100,101
based on the Coulomb metric102, these integrals are factorized to
(nm|kl)RI =
∑
PQ
(nm|P )V −1PQ(Q|kl) . (6)
Here, V −1PQ is the inverse of the Coulomb matrix VPQ:
VPQ ≡ (P |Q) =
∫
drdr′ϕP (r′)ϕQ(r)v(r, r′) . (7)
The matrix elements (nm|P ) are given by
(nm|P ) =
∑
µν
CµnCνm(µν|P ) , (8)
(µν|P ) =
∫
drdr′φµ(r′)φν(r′)ϕP (r)v(r, r′) (9)
where the Cλk are the elements of the MO coefficient matrix obtained as solution of the KS
equations.
The RI-basis functions P,Q are Gaussian functions, which are local for gas phase systems
and periodically repeated for the condensed phase. The two- and three-center ERIs are
computed by direct integration between the Gaussian basis functions [bra in Eq. (7) and (9)]
and the electrostatic potential associated to auxiliary RI Gaussian basis functions [ket in
Eq. (7) and (9)]. The electrostatic potential is obtained in a plane wave basis set after
solving the Poisson equation in Fourier space. The advantage of this method is that, for
each electrostatic potential, the evaluation of the matrix elements of Eq. (9) is obtained in
linear scaling time, since only integrals over overlapping basis function product φµ(r
′)φν(r′)
need to be evaluated. Additionally, due to the introduction of an auxiliary PW basis for
the expansion of the electrostatic densities, periodic boundary conditions can be included
straightforwardly. On the other hand, pseudopotentials have to be employed in order to
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remove core states and to provide smooth densities. For more details, we refer to Ref. 54.
The main advantage of the RI approximation [Eq. (6)] is that four center electron repulsion
integrals of the type (nm|kl) are computed from three and two center ERIs. This allows to
strongly reduce the storage requirement as well as the computational effort for the integral
evaluation and subsequent matrix operations without significant loss of accuracy.101,103
Since the Coulomb matrix VPQ is positive definite, the calculation of V
−1
PQ can be efficiently
performed by a Cholesky decomposition of VPQ,
VPQ =
∑
R
LPRL
T
RQ (10)
followed by the efficient inversion of the triangular matrix L such that
V −1PQ =
∑
R
L−TPRL
−1
RQ . (11)
In this way, the factorization of the (nm|kl) ERIs can be expressed in a compact form as
(nm|kl)RI =
∑
P
BnmP B
kl
P , (12)
where B is given by
BnmP =
∑
R
(nm|R)L−1PR . (13)
2.3 G0W0 self-energy
In the GW approximation104, the G0W0 self-energy Σ = Σ
x + Σc for an imaginary fre-
quency iω is given by1
Σ(r, r′, iω) = − 1
2pi
∫ ∞
−∞
dω′G0(r, r′, iω − iω′)
×W0(r, r′, iω′)
(14)
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where G0(r, r
′, iω) is the Green’s function of the KS reference system [Eq. (1)],
G0(r, r
′, iω) =
∑
m
ψm(r
′)ψm(r)
iω + εF − εm , (15)
and W0(r, r
′, iω) the screened Coulomb interaction,
W0(r, r
′, iω) =
∫
dr′′−1(r, r′′, iω)v(r′′, r′) . (16)
The dielectric function (r, r′, iω) is defined as
(r, r′, iω) = δ(r, r′)−
∫
dr′′v(r, r′′)χ(r′′, r′, iω) . (17)
With (1−x)−1 = 1 +x+x2 + . . . for |x|< 1, we write
−1(r, r′, iω) = δ(r, r′) +
∫
dr′′v(r, r′′)χ(r′′, r′, iω) + . . . (18)
where the density response χ(r, r′, iω) is given by
χ(r, r′, iω) = 2
occ∑
i
virt∑
a
ψa(r
′)ψi(r′)ψi(r)ψa(r)
× εi − εa
ω2 + (εi − εa)2
.
(19)
In order to employ Eq. (3), we calculate the (n, n)-diagonal matrix element of Σ(iω),
Σn(iω) ≡ (n|Σ(iω)|n) =
∫
drdr′ψn(r′)ψn(r)Σ(r, r′, iω) (20)
for considered quasiparticle state n and for a given set of iω grid points. By considering Naux
RI-auxiliary Gaussian functions P and Q, inserting the Eqs. (14) – (16), (18), (19) and then
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Eq. (6) and (12) into Eq. (20), we obtain1
Σn(iω) =− 1
2pi
∑
m
∫ ∞
−∞
dω′
1
i(ω − ω′) + εF − εm
×
∑
PQ
BnmP [1− Π(iω′)]−1PQBmnQ ,
(21)
where ΠPQ(iω) is the Naux×Naux matrix representation of the density response function,
ΠPQ(iω) = 2
∑
ia
BiaP
εi − εa
ω2 + (εi − εa)2
BiaQ . (22)
For numerical stability and to avoid the RI-approximation for Σxn, we calculate the exact
exchange self-energy by means of Eq. (2):
Σxn := (n|Σx|n) = −
occ∑
i
(ni|in) . (23)
The exchange self-energy [Eq. (23)] is subtracted from the total self-energy to obtain the
correlation part. Similarly to Eq. (21), we get13
Σcn(iω) =−
1
2pi
∑
m
∫ ∞
−∞
dω′
1
i(ω − ω′) + εF − εm
×
∑
PQ
BnmP
[
[1− Π(iω′)]−1PQ − δPQ
]
BmnQ .
(24)
The integration over ω′ is computed employing a Clenshaw-Curtis grid105 as proposed by
Eshuis et al.106 We employ the same grid to evaluate Σcn(iω).
To evaluate Eq. (3), we obtain the real-frequency self-energy by means of analytic
continuation107,108 which has been proven to be accurate1,12,13,34,109,110. In this approach,
Σcn(iω) from Eq. (24) is fit to a two-pole model Pn for every quasiparticle state n (Npoles = 2):
Σcn(iω) ' Pn(iω) :=
Npoles∑
j=1
an,j
iω + bn,j
+ an,0 . (25)
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Figure 1: Clenshaw-Curtis grid points iωk (blue dots), fit of the self-energy [Eq. (24)] on
imaginary frequencies (red and magenta lines) and evaluation of the fitting function at the
GKS eigenvalues εn (green dots). We set the Fermi level εF in Eq. (24) as εHOMO + 0.3 eV for
occupied orbitals and as εLUMO− 0.3 eV for virtual orbitals.
The complex coefficients an,j and bn,j are determined by a nonlinear least-square fit, solved
with a Levenberg-Marquardt algorithm. During the fitting procedure, we apply the constraint
Pn(0) = Σ
c
n(i0) to fix the fit at ω= 0 to the computed self-energy Σ
c
n(i0). To avoid branch
cuts, the self-energy of an occupied orbital n is fitted for negative imaginary frequencies while
the self-energy of a virtual orbital is fitted for positive imaginary frequencies, see Fig. 1.107,108
As also sketched in Fig. 1, we set the Fermi level εF in Eq. (24) for occupied orbitals n as
εF = εHOMO + 0.3 eV and for virtual orbitals n as εF = εLUMO− 0.3 eV. The advantage of this
procedure is that the fit has an anchor point Σcn(i0) close to the eigenvalues εn of the SCF,
see Fig. 1.
By replacing iω with ω in Pn in Eq. (25), the self-energy can be evaluated on the real-
frequency axis. Then, Eq. (3) to determine the quasiparticle energies turns into the working
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expression
εG0W0n = εn + Zn [Σ
x
n + RePn(εn − εF)− vxcnn] , (26)
with Zn = 1/[1−ReP ′n(εn− εF)] and the diagonal element vxcnn of the exchange-correlation
matrix.
3 G0W0 benchmark calculations
In this section, we report G0W0 benchmark results to validate our G0W0 implementation.
The section is organized as follows: In Sec. 3.1, we give the computational parameters
which have been used for all calculations. Then, we investigate the convergence of the
benzene-G0W0-HOMO energy and the G0W0-HOMO-LUMO gap with respect to the most
important numerical parameters (Sec. 3.2). Execution times, parallel speedup and the system
size scaling of our implementation are reported in Sec. 3.3. As application of our G0W0
implementation, we study the influence of different ligands on the gap of CdSe nanoclusters
and we compare G0W0-HOMO energies of small molecules to experimental values and other
G0W0 implementations (Sec. 3.4).
3.1 Computational details
For all calculations reported here, we employ the Gaussian and plane waves scheme
(GPW)50 for the underlying generalized Kohn-Sham (KS) equations as implemented in
CP2K51,52,111–113. The GPW scheme makes use of a Gaussian basis to expand molecular
orbitals and an auxiliary plane-wave basis for the expansion of the electronic density. This
dual representation allows for evaluating the Hartree contribution to the KS matrix in linear
scaling time at full accuracy.111 In order to have an efficient expansion of the density in plane
waves, core electrons are replaced by pseudopotentials. We use dual-space pseudopotentials of
the Goedecker-Teter-Hutter (GTH) type114,115 specifically parameterized for LDA116, PBE76,
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PBE064 and B3LYP65.
Regarding the Gaussian basis, we employ valence-only correlation-consistent basis sets117,118,
generated specifically for the use with GTH pseudopotentials119. The basis sets have been
labeled as cc-DZVP, cc-TZVP, cc-QZVP and cc-5ZVP, denoting double, triple, quadruple and
quintuple-zeta quality, respectively. For each primary basis set, the corresponding auxiliary
RI basis has been generated54 according to the procedure proposed by Weigend et al.120
The plane-wave cutoff for the DFT part of the calculations is Ecut = 1200 Ry to guarantee
convergence of the SCF, at small cost compared to the GW calculations. For the calculations
of two- and three-center ERIs for GW , we employed a high quality plane-wave cutoff of
Ecut = 300 Ry for the expansion of the RI fitting densities. Gas phase systems have been
computed using cluster boundary conditions for solving the Poisson equation121.
As input geometries for the SCF and the subsequent G0W0 calculations, we take B3LYP-
relaxed molecular geometries from the CCCBDB database122. As general computational
G0W0 setup, we use 100 grid points for the frequency integration in Eq. (24) and a Fermi
level which is 0.3 eV above εHOMO for occupied MOs and 0.3 eV below εLUMO for virtual MOs.
The range for fitting the correlation self-energy [Eq. (25)] is chosen as [0,±10 eV]i on the
imaginary-frequency axis, where ‘−’ refers to quasiparticles and ‘+’ to quasiholes.
3.2 Convergence of numerical parameters: the benzene molecule
In this section, we present convergence tests of the HOMO level and the HOMO-LUMO
gap of benzene for the PBE0 starting point with respect to the main computational parameters.
Similar convergence has been obtained for other systems and different starting wavefunctions.
We are also testing auxiliary density matrix methods (ADMM)123,124 for the approximate,
but faster computation of exact exchange at the SCF level. The reference value for benzene is
εG0W0@PBE0HOMO =− 9.29 eV, which has been obtained employing the cc-5ZVP basis and numerical
parameters as described in the previous section. Our reference is in good agreement with the
experimental vertical ionization potential of 9.24 eV125 and G0W0@PBE0 HOMO energies
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from other implementations (– 9.20 eV from Ref. 1 and – 9.32 eV from Ref. 46).
3.2.1 Primary basis set
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Figure 2: (a) Extrapolating the basis set size of the G0W0@PBE0 HOMO energy of benzene
in the correlation-consistent (cc) basis. As comparison, we show the basis set convergence
in the augmented (aug) basis. We observe that an accuracy of 0.1 eV compared to the
complete-basis limit is only reached at the level of a cc-5ZVP basis set. (b) G0W0@PBE0
HOMO-LUMO gap of benzene for various cc and aug basis sets. We observe that the
convergence of the G0W0-HOMO-LUMO gap in an augmented Gaussian basis is already
reached using an aug-DZVP basis with an accuracy below 0.02 eV compared to the complete
basis-set limit.
In Figure 2 (a), the convergence and the extrapolation of the G0W0@PBE0-HOMO energy
with the size of the basis set is sketched. As previously reported in the literature2,9,12,14, the
convergence of single G0W0 quasiparticle levels in a Gaussian basis is very slow. An accuracy
of 0.1 eV compared to the complete-basis limit is only reached at the level of a cc-5ZVP basis
set, which means as many as 816 basis functions for the benzene molecule.
Figure 2 (b) displays the convergence of the G0W0@PBE0-HOMO-LUMO gap with the
size of the basis set. As previously reported in the literature6,8,14,20,21, the convergence of the
G0W0-HOMO-LUMO gap in an augmented Gaussian basis is very fast and already reached
using an aug-DZVP basis with an accuracy of less than 0.02 eV for benzene. In contrast, the
HOMO-LUMO gap converges much slower employing a correlation-consistent basis without
augmentation functions.
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3.2.2 RI-basis set
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Figure 3: G0W0@PBE0 HOMO of benzene for the cc-5ZVP basis and various RI-basis sets.
The RI-basis sets contain Gaussians of angular momenta up to lRI-DZVP = 3, lRI-TZVP = 4,
lRI-QZVP = 5 and lRI-5ZVP = 6, respectively. We observe that an RI-QZVP basis already reaches
convergence for a cc-5ZVP primary basis with a precision < 0.001 eV.
Figure 3 shows the convergence of the G0W0@PBE0-HOMO energy with the size of the
RI-basis set for benzene. As primary basis, we use the cc-5ZVP basis. The RI basis sets
have been generated specifically for GTH pseudopotentials54 employing the procedure of
Weigend and co-workers120. The maximum angular momentum of the RI basis is identical
to the RI basis sets of Weigend et al.120 and the size of the RI basis is similar to Ref. 120.
As it can be seen in Fig. 3, an RI-QZVP basis already reaches convergence for a cc-5ZVP
primary basis when computing the G0W0@PBE0-HOMO energy: The difference between the
G0W0@PBE0-HOMO energy with the RI-QZVP and the RI-5ZVP basis is less than 0.001 eV.
Since the overall execution time of our G0W0 scheme scales quadratically with the number
of RI basis functions for large systems, the computational cost for a cc-5ZVP basis set may
be reduced by a factor of two for large systems when using the RI-QZVP basis instead of
the RI-5ZVP basis without significant loss of accuracy. We conclude that the computational
cost can be reduce by employing a smaller RI basis but the angular momentum components
have to be chosen carefully in order to properly fit the primary basis. Clever RI basis sets
are minimum in size and tuned properly with angular momentum.
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3.2.3 Auxiliary density matrix method (ADMM)
In ADMM123,124, an approximate auxiliary density matrix is employed to compute the
exact Hartree-Fock exchange at the SCF level. For the auxiliary density matrix, a smaller
Gaussian basis is used compared to the Gaussian basis in the SCF. When employing the
ADMM methodology, the cost and memory for computing the exact exchange in the SCF
can be reduced significantly.
The auxiliary density matrix can be derived from several schemes named ADMM1123,
ADMM2123, ADMMQ124, ADMMP124 and ADMMS124. In ADMM1, the MOs in the auxiliary
basis remain orthogonal, while in ADMM2 this is not the case in order to allow a higher
flexibility for the auxiliary fitting basis. As consequence, the ADMM2 auxiliary density
matrix is purified to restore the idempotency of density matrices. In ADMMQ, the particle
number in the auxiliary density matrix is constrained to the particle number of the full
density matrix. In ADMMS and ADMMP, the particle number in the auxiliary basis is also
constrained and scaling laws of exchange are respected in two ways which are different for
ADMMS and ADMMP.
Here, the influence of ADMM on the G0W0 quasiparticle energies is tested when using
the ADMM approximation in computing the reference PBE0 wavefunctions. The reason for
testing ADMM is that for a high-quality basis as needed for G0W0, the computation of the
exact exchange at the SCF level can by far dominate in the total execution time.1
Figure 4 displays the G0W0@PBE0-HOMO energy in case ADMM has been employed in
the SCF while exact exchange with the full primary basis has been used for the exchange
self-energy in Eq. (26). We observe that irregardless of the ADMM scheme, the G0W0@PBE0-
HOMO energy of benzene differs by 0.03 eV between exact Fock exchange in the SCF and an
1The reason for the high computational cost for computing the exact exchange in the SCF is, that during
the SCF procedure, the ERIs are needed in each cycle while at the G0W0 level, the computation of the ERIs
for the exact-exchange Fock matrix elements has to be performed only once. For a high quality basis, the
screening in the computations of the ERIs is not efficient and the available memory can thus not be enough
for their complete storage, meaning that part of them have to be recomputed at each SCF cycle making the
SCF computationally more demanding than the G0W0 quasiparticle energy evaluation.
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Figure 4: G0W0@PBE0 HOMO of benzene for an approximative treatment of the exact
exchange in the SCF for five auxiliary density matrix methods (ADMM)123,124. The exchange
self-energy in Eq. (26) is treated exactly without ADMM. Both auxiliary ADMM basis
functions contain basis functions up to l= 3, where aug-cpFIT3 contains more basis functions
than pFIT3. We observe that irregardless of the ADMM scheme, the G0W0@PBE0-HOMO
energy of benzene differs by 0.03 eV between exact Fock exchange in the SCF and an
ADMM-treated Fock exchange in the SCF.
ADMM-treated Fock exchange in the SCF. Since the systems considered in this work are not
prohibitively large for exact exchange calculations, we treat the Fock exchange exactly97,98
throughout this work.
3.2.4 Grid for frequency integration, fitting range and number of poles
The correlation self-energy Σc(iω) on the imaginary-frequency axis, with a fixed value
of ω, is obtained by numerical integration of Eq. (24). Consistently to the way the RPA
correlation energy is computed54, a Clenshaw-Curtis grid105,106 {ωk} is employed with a
fixed scaling parameter106 a= 0.2 Hartree. The same grid {ωk} is employed for ω′ and ω
in Eq. (24), meaning that the self-energy Σc(iω) is evaluated at the same frequencies ω as
those employed for the numerical integration over ω′. Subsequently, Σc(iωk) is fitted with the
two-pole model of Eq. (25). According to the target accuracy, an ω-interval is defined and
only the ωk points that are contained in this range are employed for the fitting procedure.
Figure 5 displays the convergence of the G0W0@PBE0 HOMO energy of benzene with
respect to the number of grid points for different fitting intervals of Σc(iω). The drawback of
using a large fitting interval is that for an ωj with large absolute value, Σ
c(iωj) is calculated
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Figure 5: G0W0@PBE0 HOMO of benzene for different numbers of Clenshaw-Curtis inte-
gration grid points of Eq. (24) and for three intervals on the imaginary axis for the fitting
procedure in Eq. (25). For a fitting range of [− 10 eV, 0 eV]i and 50 grid points, we obtain a
result being converged with a precision < 0.01 eV.
with lower accuracy compared to Σc(iωj) with smaller absolute value |ωj|. The reason is that
the integrand in Eq. (24) is large for ωj =ω
′
j but the resolution of the {ω′k} grid around ωj
with large |ωj| is coarse, see e. g. Fig. 1. The consequence of this issue is seen in Fig. 5 for
the large fitting interval [– 20 eV, 0 eV]i: The HOMO energy converges more slowly and
non-monotonously compared to the smaller fitting intervals. On the other hand, a too small
fitting interval may miss the structure of Σc on the imaginary-frequency axis. Consequently,
we take a medium fitting interval of [– 10 eV, 0 eV]i for all calculations presented in this work.
Moreover, we observe in Fig. 5 that with 50 grid points and a fitting interval of [– 10 eV,
0 eV]i, the HOMO energy is converged with an accuracy of < 0.01 eV. To ensure high-quality
results, we use 100 grid points for all following calculations.
The fit of the correlation self-energy on the imaginary-frequency axis is performed by
using a multi-pole model employing a given number of poles Npoles, see Eq. (25). Figure 6
displays the G0W0@PBE0 HOMO energy of benzene for various numbers of poles used. In
agreement with previous works1,13, we find that two poles for the fitting procedure are already
sufficient: the result changes by less than 0.005 eV for three or more poles compared to two
poles. As consequence, we take two poles for all following calculations.
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Figure 6: G0W0@PBE0 HOMO of benzene as function of the number of fitting poles Npoles
in Eq. (25). We observe that two poles are already sufficient for the fitting procedure: The
result changes by less than 0.005 eV for three or more poles compared to two poles.
3.2.5 Fermi level
The Fermi level εF is needed in order to compute the Green’s function for imaginary
frequencies, see Eq. (24). As sketched in Fig. 1, we set the Fermi level εF in Eq. (24) for
occupied orbitals n as εF = εHOMO + 0.3 eV and for virtual orbitals n as εF = εLUMO− 0.3 eV.
In principle, the Fermi level may be chosen arbitrarily between the HOMO and the LUMO
energy of the underlying GKS calculation. Indeed, we observe in Fig. 7, that as long as the
Fermi level is located more than 0.1 eV above the HOMO energy of the SCF, we get identical
results for the benzene G0W0@PBE0 HOMO energy. Due to the numerical issues seen for
δ < 0.1 eV in Fig. 7, G0W0 calculations for a system with a GKS gap smaller than 0.2 eV
need a careful treatment within our methodology.
3.2.6 Geometry optimization
Prior to a G0W0 calculation, it is a common practice to relax the ground state geometry
employing the same KS method as used to generate the input orbitals for the G0W0 calculation.
For hybrid functionals, the computation of the exact HF exchange can be significantly more
expensive such that the geometry optimization would be more costly than the subsequent
G0W0 calculation. Here, we examine the influence of the input geometry on the G0W0@PBE0
HOMO energy, see Fig. 8. The geometries have been obtained by a structure optimization with
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Figure 7: G0W0@PBE0 HOMO of benzene as function of a varying Fermi level εF in the
Green’s function in Eq. (24). We observe in Fig. 7 that as long as the Fermi level is located
more than 0.1 eV above the HOMO or 0.1 eV below the LUMO energy, we get identical
results for the benzene G0W0@PBE0 HOMO energy.
the PBE and the PBE0 functional, respectively and various basis sets, while the G0W0@PBE0
HOMO is obtained using the cc-5ZVP basis. As shown in Fig. 8 (a), the structure relaxation
with a cc-TZVP is sufficiently close to the complete-basis limit. Moreover, we find that
the G0W0@PBE0 HOMO level differs by 0.04 eV between structures relaxed at the PBE
and PBE0 level (or other hybrids). We conclude that using a non-hybrid functional for
the geometry optimization may introduce a non-negligible systematic error in G0W0@PBE0
quasiparticle energies. In order to reduce the cost necessary to generate the initial geometry,
a small primary basis at the triple-zeta level can be used to obtain converged quasiparticle
energies.
3.3 Execution time, system size scaling and parallel speedup
For an exemplary benchmark of the computational cost, we show the execution time for
computing 20 G0W0 quasiparticle energies (HOMO–9,HOMO–8, . . . ,LUMO+9) for various
water clusters in Fig. 9 (a) (without the time spent for the GKS calculation) employing
Nω = 60 grid points for the frequency integration in a cc-TZVP basis.
According to Eq. (22), the computation of ΠPQ(iω) for all grid points ωk requires
N2auxNoccNvirtNω operations, where Naux is the number of auxiliary RI-basis functions, Nocc
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Figure 8: G0W0@PBE0 HOMO of benzene for various geometries. The geometries have been
obtained by a geometry optimization with the PBE0 (blue dots) and the PBE functional
(green dots). The basis set for the G0W0 calculation is of cc-5ZVP quality. We observe that
a structure relaxation with a cc-TZVP basis is sufficiently close to the complete-basis limit.
Moreover, we find that the G0W0@PBE0 HOMO level differs by 0.04 eV for the structures
obtained with the PBE and the PBE0 functional for the structure relaxation, respectively.
(Nvirt) the number of occupied (virtual) molecular orbitals and Nω the number of Clenshaw-
Curtis grid points. Assuming Nω to be independent on the system size N , this step scales as
O(N4). The measured exponent is 3.93, see Fig. 9 (a) and therefore matching the expected
value. Note that once ΠPQ(iω) is made available for all ωk, the computation of Σ
c
n(iω) in
Eq. (24) requires only O(N3) operations, more specifically N2auxNG0W0(Nocc+Nvirt)Nω, where
NG0W0 is the number of computed G0W0 quasiparticle energies. We observe an exponent of
3.34 in Fig. 9 (a) which is slightly exceeding the expected exponent of 3. According to this
analysis, we expect a numerical effort for the overall computation of the G0W0 quasiparticle
energies which asymptotically scales as O(N4). This is what we observe as total execution
time for our G0W0 algorithm, see Fig. 9 (a): The computational effort for the integral evalu-
ation part has an asymptotic scaling that grows quadratically with system size: For each
auxiliary RI density, only matrix elements between overlapping Gaussian functions need to
be calculated. For this reason, the effort for the integral evaluation strongly depends on the
structure of the system, since this affects the overlap between the atom-centered Gaussian
basis functions and thus is directly related to the effectiveness of the screening on the matrix
elements. For small and compact systems, the integral evaluation is in general dominating the
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overall time of a G0W0 calculation
54. On the other hand, in the evaluation of ΠPQ(iω), that
scales O(N4) with system size, no screening is considered and thus this part is independent
on the actual structure of the system. This part is by far the most time consuming in a large
G0W0 calculation
55.
(a)
32 64 96 128 160
100
101
102
103
104
Number of water molecules
E
xe
cu
tio
n
tim
e
(c
or
e
ho
ur
s)
overall G0W 0 calc.
computing PQ(ω)
fit (exponent: 3.93)
c
n
(iω), analyt. contin.
fit (exponent: 3.34)
l
(b)
512 1024 2048 4096 8192
512
1024
2048
4096
8192
Number of processes
S
pe
ed
up
0
25
50
75
100
E
fficiency
(percent)Measured speedup
wrt 512 processes
Measured efficiency
wrt 512 processes
Figure 9: (a) Execution time for the calculation of 20 G0W0 quasiparticle levels of water
clusters containing up to 480 atoms in a cc-TZVP basis with 60 grid points for the numerical
integration of Eq. (24) on a Cray XC30 machine. The blue dots belong to the time spent for
the whole G0W0 calculation (without the time spent for the SCF), the green circles belong
to the time for computing the matrix ΠPQ(iω) [Eq. (22)] and the magenta circles belong
to the computation time of the self-energy [Eq. (24)] and the analytic continuation. The
magenta and green lines represent a linear two-parameter fit of the form y= axb with an
exponent b as reported in the legend. (b) Measured speedup (blue dots, left ordinate) and
efficiency (green dots, right ordinate) with respect to 512 processes for the calculation of 20
G0W0 quasiparticle energies of a 64 water-molecule cluster. We used a cc-TZVP basis and
60 grid points for the numerical integration of Eq. (24). The gray lines represent the ideal
speedup and the ideal efficiency, respectively.
We assess the parallel speedup of our implementation with a cluster containing 64 water
molecules (256 occupied orbitals, 3392 virtual orbitals and 8704 auxiliary basis functions), see
Fig. 9 (b). Our algorithm shows a good parallel scalability with an efficiency around 70 % for
4096 processes compared to 512 processes. The total execution time of the G0W0 calculation
with 512 processes is 606 seconds, while the G0W0 calculation is completed in 70 seconds
employing 8192 processes.
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3.4 Comparison to experiments and other G0W0 implementations
In this section, we compare G0W0-HOMO energies of small molecules to experimental
values and other GW implementations. Additionally, we apply G0W0 to study the influence
of different ligands on the gap of CdSe nanoclusters.
3.4.1 HOMO levels of molecules
Table 1: G0W0 HOMO energy ε
G0W0
HOMO of small molecules containing atoms from the first
period. We present results for the PBE76, PBE064 and the tuned CAM-B3LYP60,65,126 (tCB)
starting point. The experimental vertical ionization potentials (VIPs) are taken from Ref. 66
besides the one of methane127. The mean absolute deviation (MAD) measures the deviation
with respect to the experimental VIPs and the G0W0 HOMO energies reported by Ren et
al.1, Bruneval and Marques2, Govoni and Galli46, Turbomole without RI and full-frequency
(ff) BerkeleyGW from the GW100 benchmark by van Setten et al.49 The unit of all numbers
is eV.
Molecule G0W0@PBE G0W0@PBE0 G0W0@tCB Exp. VIP
Basis set cc-QZVP cc-5ZVP cc-QZVP cc-5ZVP cc-TZVP cc-QZVP
C6H6 – 9.00 – 9.07 – 9.21 – 9.29 – 9.33 – 9.51 – 9.24
CH4 – 14.00 – 14.05 – 14.28 – 14.33 – 14.47 – 14.59 – 14.40
C2H2 – 11.01 – 11.11 – 11.25 – 11.33 – 11.35 – 11.52 – 11.49
C2H5OH – 10.26 – 10.35 – 10.63 – 10.73 – 10.77 – 10.99 – 10.64
CO2 – 13.20 – 13.33 – 13.58 – 13.72 – 13.64 – 13.85 – 13.78
N2 – 14.87 – 15.03 – 15.37 – 15.52 – 15.44 – 15.66 – 15.58
NH3 – 10.29 – 10.42 – 10.64 – 10.75 – 10.80 – 11.00 – 10.82
H2O – 11.97 – 12.13 – 12.33 – 12.46 – 12.46 – 12.72 – 12.62
O2 – 11.65 – 11.83 – 12.24 – 12.40 – 12.43 – 12.70 – 12.30
MAD to exp. VIPs 0.51 0.39 0.15 0.09 0.12 0.21
MAD to FHI-aims1 (tier+a5Z-d basis) 0.02 0.10 0.05 0.07 – –
MAD to molgw2 (QZVP basis) 0.06 0.04 0.04 0.04 0.18 0.08
MAD to WEST46 (PW basis) 0.09 0.11 0.11 0.03 – –
MAD to Turbomole49 (QZVP basis) 0.03 0.11 – – – –
MAD to ff BerkeleyGW 49 (PW basis) 0.14 0.26 – – – –
As generalized Kohn-Sham (GKS) starting points for the G0W0 calculation of molecules, we
consider PBE76, PBE064, which contains 25 % exact exchange, and tuned CAM-B3LYP65,126,
a range-separeted hybrid functional as implemented in the exchange-correlation library
LIBXC, version 2.2.260 with 100 % exact long-range exchange. It has been reported in the
literature that G0W0 HOMO energies are in excellent agreement with experimental vertical
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ionization potentials (VIPs) and CCSD(T) values if the GKS calculation was performed with
the tuned CAM-B3LYP functional2,21,128 or the PBE0 hybrid functional1,2,14,22,46,61–64,76 while
local functionals as PBE or pure Hartree-Fock perform worse1,2.
For PBE, PBE0 and tuned CAM-B3LYP, the G0W0 HOMO energies of small molecules
are listed in Table 1. The results indicate that for the G0W0@PBE0 HOMO energies, the large
basis cc-5ZVP provides the best agreement with experimental values: The observed mean
absolute error is below 0.1 eV compared to the experimental vertical ionization potential
(VIP). In contrast, the best agreement with experimental VIPs for G0W0@tuned CAM-
B3LYP HOMO energies are obtained within the cc-TZVP basis. The larger cc-QZVP basis
deteriorates the mean absolute error compared to experimental VIPs. We mention that the
accuracy of inner orbitals (higher IPs) in G0W0 is of similar accuracy as reported here for
the HOMO61.
Overall, our results agree well with the results reported by Ren et al.1, Bruneval and
Marques2, Govoni and Galli46 and from GW10049,129, see Table 1. Possible differences are
due to our use of pseudopotentials and the differing basis.
3.4.2 G0W0 HOMO-LUMO gaps of Cd33Se33 nanoclusters in the presence of
ligands
(a) (b)
Figure 10: Molecular structure of the bare Cd33Se33 nanocluster: (a) side view and (b) top
view.130 The Cd is light yellow and the Se is bronze in the ball-and-stick models.
In this section, we apply G0W0@LDA and G0W0@PBE to compute the HOMO-LUMO gap
of the Cd33Se33 nanocluster with different surrounding ligands, see Fig. 10 for the molecular
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geometry of the bare Cd33Se33 cluster. At best of our knowledge, no GW calculations have
been reported in the literature on the Cd33Se33 nanocluster.
We are motivated by the fact that CdSe has been one of the most studied II-VI quantum
dots due to the ease of synthesis and, according to the dimension of the QDs, its optical gap
can cover the visible spectrum.131,132 We chose the Cd33Se33 quantum dot since it is one of
the “magic-size” clusters that have been characterized by high stability and large optical
gaps. For quantum dots, surface ligands are fundamental for enhancing the solubility and for
stabilizing the core structure. Here, the ligands can strongly affect the electronic properties
of the quantum dots, in particular the optical gap.133–138 We investigate the influence of
these surface ligands on the HOMO-LUMO gap of Cd33Se33 quantum dots on the level of
G0W0@LDA and G0W0@PBE. As model ligands, we employ formic and acetic acid, ammonia
and methyl amine.130
As molecular geometries of the bare Cd33Se33 cluster and Cd33Se33 with ligands, we
employ the structures from Ref. 130: The bare cluster has been obtained by carving out an
almost spherical portion of the wurtzite lattice with bulk CdSe bond lengths and subsequent
relaxation on the level of LDA116. Similar constructions of CdSe clusters from the bulk
semiconductor have been used in previous theoretical studies.133,134,139,140 The cages in
presence of the ligands have been fully relaxed on the LDA level. We employ GTH114,115
pseudopotentials. In the SCF, we optimize twelve electrons for Cd and six electrons for Se.
We employ G0W0@LDA and G0W0@PBE to compute the HOMO-LUMO gap of the
Cd33Se33 nanocluster. Here, we follow the authors of Refs. 16 and 46 who employed
G0W0@LDA and G0W0@PBE for computing the HOMO-LUMO gap of silicon nanoclusters.
We employ an aug-DZVP basis set which is listed in the supporting information. In this
basis set, we expect G0W0 HOMO-LUMO gaps which are close to the complete-basis-set
limit6,8,14,20,21.
We have computed the HOMO-LUMO gap of the Cd33Se33 nanocluster in the bare form
and with ligands on different levels of theory, see results in Table 2. For the bare cluster, we
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Table 2: LDA, G0W0@LDA, PBE and G0W0@PBE HOMO-LUMO gaps in eV of Cd33Se33
nanoclusters with surrounding ligands in an aug-DZVP basis set. Exemplarly, for the Cd33Se33
nanocluster, 594 non-core electrons (12 electrons per Cd atom, 6 electrons per Se atom), 2574
primary basis functions and 8316 RI basis functions have been employed. This calculation
took 15 minutes on 1536 Cray XC40 cores.
System LDA G0W0@LDA PBE G0W0@PBE Exp. optical gap
bare Cd33Se33 1.51 3.64 1.60 3.62 3.0
141
Cd33Se33 + 9 NH3 1.57 3.59 1.70 3.56
Cd33Se33 + 12 NH3 1.61 3.60 1.73 3.60
Cd33Se33 + 21 NH3 1.75 3.69 1.87 3.69
Cd33Se33 + 9 H3CNH2 1.56 3.56 1.68 3.56
Cd33Se33 + 9 HCOOH 2.03 4.10 2.19 4.14
Cd33Se33 + 9 HCOOH + 12 NH3 2.03 4.06 2.20 4.10
Cd33Se33 + 9 H3CCOOH 2.00 4.05 2.16 4.09
find an LDA and a PBE HOMO-LUMO gap of 1.51 eV and 1.60 eV, respectively. Both values
strongly underestimate experiments with a measured optical gap of 3.0 eV of Cd33Se33
141
probably due to the spurious self-interaction of the HOMO. In contrast, after one-shot
G0W0@LDA and G0W0@PBE, the HOMO-LUMO gap opens up to 3.64 eV and 3.62 eV,
respectively. Here, the G0W0 HOMO-LUMO gaps are compatible with the experimental
optical gap in the sense that the experimental optical gap ist smaller than the G0W0 HOMO-
LUMO gap due to the exciton binding energy. For a computation of the optical gap, the
Bethe-Salpeter equation on top of G0W0 would be necessary.
For the Cd33Se33 cluster with ligands, electron-donating ligands as amines hardly affect
the HOMO-LUMO gap of the Cd33Se33 nanocluster. This effect is seen on both levels of
theory, LDA/PBE and G0W0. In contrast, the HOMO-LUMO gap of Cd33Se33 is strongly
affected by electron-attracting ligands as formic acid. Again, this effect is seen on both levels
of theory, LDA/PBE and G0W0. The influence of the ligands on the HOMO-LUMO gap of
Cd33Se33 was already found in Ref. 130 by LDA and PBE calculations and we have validated
this finding by G0W0.
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4 Application of eigenvalue-selfconsistent GW to lin-
ear acenes
Benzene
Nrings =1
Naphtalene
Nrings =2
Anthracene
Nrings =3
Tetracene
Nrings =4
Figure 11: Molecular structure of the first acenes.
In this section, we apply eigenvalue-selfconsistent GW (evGW ) to compute the HOMO-
LUMO gap of linear acenes, see Fig. 11 for the molecular geometry. This application is
motivated by a recent DFT-based study by Koryta´r et al.67 indicating that the HOMO-
LUMO gaps of acenes may not decay monotonously with increasing number of benzene
rings, but can oscillate. The key ingredient to obtain a reasonable evGW HOMO-LUMO
gap is to employ a proper electronic ground state. Concerning the ground state of acenes,
contradictory findings have been reported, see Sec. 4.1. The main point of debate is whether
the groundstate of acenes is a radical or not. For our evGW HOMO-LUMO-gap calculations,
we employ closed-shell and open-shell broken-symmetry DFT groundstates as described in
the computational details in Sec. 4.2. Then, we compare evGW HOMO-LUMO gaps of
anthracene, tetracene and pentacene to experimental values (Sec. 4.3). In Sec. 4.4, we turn
over to predict the HOMO-LUMO gap of long acenes employing evGW based on closed-shell
and open-shell broken-symmetry DFT groundstates. We find distinct differences between the
closed- and the open-shell evGW HOMO-LUMO gaps for long acenes. In future experiments,
a comparison of measured HOMO-LUMO gaps and our calculated evGW values may be
helpful to identify whether the groundstate of the acene exhibits a closed-shell or polyradical
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configuration.
4.1 Electronic groundstate of acenes
In DFT studies employing hybrid functionals, singlet broken-symmetry, spin-polarized
ground states have been reported for acenes with Nrings≥ 6.79 This finding can be rationalized
by Clar’s theory. For details, we refer to Ref. 142. Since a polyradical singlet groundstate
is not described by a single Slater determinant, it is difficult to interpret whether DFT or
Hartree-Fock based studies predict the correct spin configuration of the groundstate.
Two findings from density matrix renormalization group (DMRG) calculations, which
incorporate multiple Slater determinants, have been reported: In the recent study by Ko-
ryta´r et al.67, the DMRG with on-site and nearest-neighbor interactions indicates that the
groundstate of acenes does not exhibit a (simple) broken-symmetry phase. Hachmann et al.78
concluded in their DMRG study based on the full Coulomb interaction that longer acenes
exhibit singlet polyradical character in their ground state. The latter finding was supported
by multiconfiguration SCF calculations by Plasser et al.77 Experimental evidence for the
groundstate of longer acenes is missing since the synthesis of gas-phase acenes with more
than six rings (hexacene) remains a challenge143,144.
4.2 Computational details
We perform closed-shell and open-shell DFT calculations on the acenes as basis for
geometry optimizations and the evGW calculations. For open-shell calculations, we initialize
the wavefunctions with a singlet broken-symmetry guess and keep zero total spin during the
SCF cycle. We obtain the oligoacene structures by a geometry optimization employing the
PBE064 functional in a cc-TZVP basis.2
Eigenvalue-selfconsistent GW (evGW ) calculations are performed as suggest by X. Blase et
2Geometry optimizations are performed with a closed-shell restriction for closed-shell evGW HOMO-
LUMO gap calculations and with a singlet broken symmetry for open-shell evGW HOMO-LUMO gap
calculations.
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al.6 In this methodology, the eigenvalues εG0W0n from Eq. (26) are employed to recompute
the correlation self-energy and finally every eigenvalue. This procedure is repeated up to
convergence and has been shown to give HOMO-LUMO gaps which are in good agreement
with experimental values, especially for organic semiconductors with extended pi-systems.7
As starting points for the evGW calculations, we employ wavefunctions and eigenvalues from
DFT calculations with the PBE0 and the tuned CAM-B3LYP functional. It has been pointed
out by Bruneval and Marques2 that both functionals are two of the most reliable starting
points for GW calculations for molecules.
For the evGW HOMO-LUMO gap calculations, augmented basis sets are used. In
augmented basis sets as the aug-DZVP and aug-TZVP, evGW HOMO-LUMO gaps are close
to the complete-basis-set limit, see Fig. 2 (b) for benzene, the supporting information for
acenes and the literature6,8,14,20,21. All other parameters are chosen as specified in Sec. 3.1 to
ensure excellent convergence of the evGW results.
4.3 G0W0 and evGW HOMO-LUMO gaps of acenes compared to
experiments
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Figure 12: Deviation of the open-shell (broken-symmetry) G0W0 and eigenvalue-self-consistent
GW 6 (evGW ) HOMO-LUMO gap of acenes (aug-TZVP basis) from experimental HOMO-
LUMO gaps. The raw data is listed in the supporting information.
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In Fig. 12, we compare open-shell G0W0 and evGW HOMO-LUMO gaps of anthracene,
tetracene and pentacene to experimental data66. It is important to note that the experimental
assignment of the vertical IP in acenes is controversial and displays large error bars, see
Ref. 145 and references therein. As an example, for the molecular crystal of tetracene, the
error of the HOMO-LUMO gap is estimated to be 0.5 eV. We find that the G0W0@tuned
CAM-B3LYP HOMO-LUMO gaps are close to experiment with a maximum deviation of
0.21 eV, while the G0W0@PBE0 HOMO-LUMO gaps exhibit an average error of 0.4 eV
compared to experiments. After applying the self-consistency scheme on the eigenvalues as
suggested by Blase et al.6,7,20,146 (evGW ), we find that HOMO-LUMO gaps of both starting
points are in average agreement of 0.03 eV to each other which has already been reported by
previous authors6,145,147. The mean absolute deviation of the evGW HOMO-LUMO gaps to
the experimental HOMO-LUMO gaps remains below 0.1 eV for anthracene, tetracene and
pentacene.
The difference of our values to previously reported evGW calculations on acenes in Refs.
6 and 128 can be attributed to the use of LDA wavefunctions6 and PBE wavefunctions128 as
DFT input of evGW .
4.4 evGW HOMO-LUMO gaps of long acenes
We present HOMO-LUMO gaps of linear acenes computed with evGW for the PBE0 and
the tuned CAM-B3LYP starting point, see Fig. 13. First, we observe, that for all acenes, the
evGW HOMO-LUMO gaps based on PBE0 and tuned CAM-B3LYP starting points deviate
by less than 0.10 eV (besides 10-acene and 11-acene in the closed-shell case). Second, we
observe that the gaps of anthracene and tetracene (Nrings = 3, 4) are identical for closed-shell
and open-shell calculations. The deviation between the closed-shell and open-shell evGW
HOMO-LUMO gap of pentacene is below 0.1 eV. This finding can be rationalized by Clar’s
theory142: For small acenes, Clar’s theory predicts a closed shell configuration, while for
longer acenes, an open-shell configuration is expected to be favoured. In agreement with this
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Figure 13: evGW HOMO-LUMO gap of acenes within an aug-DZVP basis for the PBE0
(blue) and the tuned CAM-B3LYP starting point (green) with broken-symmetry open-shell
(circles) and closed-shell configuration (triangulars). We find that the evGW gaps are only
weakly dependent on the starting DFT functional, but strongly dependent on restricting the
DFT calculation to closed shell or not: The deviation of the evGW HOMO-LUMO gaps
between open-shell and closed-shell can be as large as 2.0 eV (for 10-acene and 11-acene). The
distinct jump of the evGW closed-shell gaps between 8-acene and 10-acene is in agreement
with the DFT-based study by Koryta´r et al.67 The reason is that close to the 9-acene, the
symmetry of the HOMO and LUMO interchanges due to a level crossing in the bandstructure
of polyacene68 as elaborated in Ref. 67 The raw data is listed in the supporting information.
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expectation, our (singlet) open-shell calculations on anthracene to pentacene converge to a
closed-shell-like groundstate. As consequence, the evGW HOMO-LUMO gaps for anthracene
to pentacene are (nearly) identical for the closed-shell and the open-shell calculation.
For longer acenes, the difference between the closed-shell and the open-shell evGW gaps
is strongly increasing with a maximum of 2.0 eV for 10- and 11-acene: While the open-shell
evGW gaps are quickly saturating between 4.4 and 4.6 eV for 7-acene to 11-acene, the
closed-shell evGW gaps are rapidly decreasing from 4.0 eV (7-acene) to 2.3 eV or 2.4 eV
(11-acene, evGW@PBE0 and evGW@tuned CAM-B3LYP). We conclude that a measurement
of the HOMO-LUMO gap of longer acenes (Nrings≥ 6) may be able to identify whether the
groundstate of the acene exhibits a closed-shell or polyradical configuration.
5 Conclusions
We have presented a G0W0 and eigenvalue-selfconsistent GW (evGW ) implementation
within the Gaussian and plane waves scheme. Technically, we calculate the correlation
self-energy for imaginary frequencies employing a resolution-of-the-identity approach based on
the Coulomb metric. The correlation self-energy for real frequencies is evaluated by analytic
continuation. Our implementation is highly efficient and displays good parallel scalability
enabling large-scale G0W0 and evGW calculations for systems containing hundreds of atoms.
We benchmarked our implementation for molecules and clusters. For molecules, we found
an average error of 0.1 eV between the G0W0@PBE0-HOMO energy in a 5ZVP basis and the
vertical ionization potential which is in agreement with previously published G0W0 data.
We applied evGW to compute the HOMO-LUMO gaps of closed-shell and open-shell
broken-symmetry linear acenes as function of the oligoacene length up to 11-acene. We
find that the closed-shell and broken-symmetry open-shell evGW HOMO-LUMO gaps of
acenes differ by up to 2.0 eV (for 11-acene). In future experiments, a comparison of measured
HOMO-LUMO gaps and our calculated evGW values may be helpful to determine whether
31
the electronic groundstate exhibits a closed-shell or polyradical configuration.
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