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Heterostructures combining topological and non-topological materials constitute the next frontier
in the effort to incorporate topological insulators (TIs) into functional electronic devices. We show
that the properties of the interface states appearing at the planar boundary between a topologically-
trivial semiconductor (SE) and a TI are controlled by the symmetry of the interface. In contrast
to the well-studied helical Dirac surface states, SE-TI interface states exhibit elliptical contours
of constant energy and complex spin textures with broken helicity. We derive a general effective
Hamiltonian for SE-TI junctions, and propose experimental signatures such as an out of plane spin
accumulation under a transport current and the opening of a spectral gap that depends on the
direction of an applied in-plane magnetic field.
PACS numbers:
Introduction. The control of topologically-protected
metallic interface states [1–3] in heterostructures contain-
ing topological insulators (TIs) along with materials such
as semiconductors (SE) [4–6], superconductors [7–9], or
magnets [10, 11], may allow new functionalities ranging
from spintronics [12–14] to thermoelectrics [15], to quan-
tum computing [16] and beyond. In the analysis of the
properties of such heterostructures, it is often assumed
that the main features of the interface states are identical
(at least in the low energy limit) to the surface states at a
vacuum termination of a TI. The isotropic Dirac disper-
sion and helical spin-momentum locking, well established
for the surface states [1, 2, 17, 18], are commonly ascribed
to the interface states by extension.
We show that the these features of the TI surface states
require protection by spatial symmetries that can be bro-
ken at interfaces. We consider allowed nonmagnetic in-
terface potentials that can break such spatial symmetries
(while preserving time-reversal (TR) symmetry), and de-
rive the most general low-energy Hamiltonian for SE-TI
interfaces. We find that the interface states exhibit bro-
ken helicity, with spins rotating out of the plane of the
interface, and broken in-plane rotational symmetry lead-
ing to an elliptical Dirac-like energy spectrum, as summa-
rized in Fig. 1. As a result, an in-plane Zeeman field may
not only shift the Dirac cone [19], but also open a field-
orientation-dependent gap in the spectrum. In addition,
under an in-plane transport current, the spin accumu-
lation often has an out-of-plane component, broadening
the range of potential applications.
Symmetries of a SE-TI junction. We consider a flat
planar interface, z = 0, between a semi-infinite three-
dimensional TI and a topologically-trivial SE, see Fig. 1
(inset), that supports two-dimensional states [20–22]. In
the well-studied TI-vacuum case the interface states are
described by a Dirac Hamiltonian in spin space,
HD = v(σ × p)z , (1)
FIG. 1: Generic energy dispersion and spin texture (arrows)
of the topological state at a SE-TI interface. Plot is for the
parameters corresponding to Bi2Se3, and u3 = u4 = 0.71A1
and u5 = 0.1A2 in Eq. (6). Note the ellipticity of the constant
energy contours, and the out of plane tilt of the spins. Inset:
Geometry of the SE-TI junction.
where p = (px, py) is the in-plane momentum, v is the
effective velocity (~ = 1) and σ is a vector of the Pauli
matrices. The eigenstates of HD have a linear dispersion,
E(p) = ±v|p|, with circular constant energy contours,
obeying full rotational symmetry around the zˆ axis, C∞.
In addition, HD commutes with with the helicity opera-
tor, hˆ = (σ×p)z/p, and hence the eigenstates are helical,
with the spin expectation value in the plane and perpen-
dicular to p. These are the symmetries of the low energy
limit of the k ·p Hamiltonian for bulk TI materials, such
as Bi2Se3 or Sb2Te3 [20]. Thus, Eq. (1) implicitly as-
sumes that no additional symmetries are broken by the
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2Irrep E C2 σˆe σˆe¯ Term in HI Term in Û
A1 1 1 1 1 ∆, v1, v4 u0, u1, u2
A2 1 1 -1 -1 v2, v6 u5
B1 1 -1 1 -1 v5 None
B2 1 -1 -1 1 v3 u3, u4
TABLE I: Character table of the irreducible representations of
C2v. Here, E is the identity operation, C2 is two-fold rotation,
and σˆe and σˆe¯ are mirror reflections with respect to the e-zˆ
and e¯-zˆ planes, respectively. The third and fourth columns
classify the symmetries of the interface Hamiltonian, Eq. (3),
and the interface potential Û , Eq. (6), respectively.
interface [23, 24].
Crucially, a SE-TI interface is likely to have lower
symmetry than the bulk materials on each side, [25, 26]
strongly modifying electronic properties. The most gen-
eral linear in p Hamiltonian that is invariant under TR
(σ → −σ and p→ −p),
HI = σ0∆ +
∑
m=x,y,z
∑
n=x,y
cmnσmpn , (2)
is characterized by seven real parameters: An overall en-
ergy shift ∆, and the coefficients cmn. Here σ0 is the
2× 2 identity matrix. Note that, while the momenta are
constrained to the plane of the interface, electron spins
can have a z-component.
The Hamiltonian, Eq. (2), has a much lower symmetry
than HD. Continuous rotational symmetry around the
zˆ axis, C∞, is conspicuously absent. The helicity is also
broken. However, HI is particle-hole symmetric (relative
to the energy shift ∆) since the anticommutator {σ ·
m, HI − σ0∆} = 0 for the vector m with mx = cyxczy −
cyyczx, my = cxyczx− cxxczy, and mz = cxxcyy − cxycyx.
Moreover, the spins of all the eigenstates of HI are in the
plane normal to m [27].
In typical models of a TI-vacuum interface, m‖ẑ,
maintaining the C∞ symmetry. When m points away
from the z-axis, the group of rotations is reduced. The
remaining symmetry depends on the spin-orbit structure
of the interface potential.
If e is a vector in the plane of the interface (given its
physical meaning below by the interface potentials), we
define e¯ = ẑ × e and rewrite Eq. (2) as [27]
HI = ∆σ0 + v1(σ × p)z + v2σ · p+ v3σzp · e (3)
+v4(σ · e¯)(p · e) + v5σz(p · e¯) + v6(σ · e)(p · e) .
The advantage of this form is that each term in Eq. (3)
belongs to a particular irreducible representation (irrep)
of the C2v group, as listed in Table I. It is clear that
the spin structure of the eigenstates of HI is complex.
For example, the v1 and v2 terms favor spin orientation
normal to and along p respectively, while the v3 and v5
terms tend to tilt the spins out of the plane of the in-
terface. At low energies the only source of symmetry
breaking is the interface potential, and Eq. (3) gives the
most general Hamiltonian for the analysis of the inter-
face states. Hence, controlling the parameters vi allows
control of the spin properties of the interface state, and
we now compute those within a specific model.
Model of a SE-TI junction. We model the interface in
Fig. 1 by the Hamiltonian
H = HTIΘ(−z) +HSEΘ(z) + Ûδ(z) . (4)
Here HTI (HSE) describes a bulk topological insulator
(semiconductor) at z < 0 (z > 0), and Θ(z) is the Heav-
iside step function. The last term describes the interface
potential, and the choice of the delta-function simplifies
calculations without loss of generality.
We take HI to be the model Hamiltonian for
Bi2Se3 [22], written as a 4 × 4 matrix in the basis of
column vectors ψ = (ψ+↑, ψ−↑, ψ+↓, ψ−↓)T , where the
subscripts ± (↑, ↓) refer to parity (spin),
HTI = σ0 ⊗ [τz(M −B1p2z −B2p2) +A1τypz]
+A2(σ × p)z ⊗ τx . (5)
Here Ai, Bi, (i = 1, 2) are material-dependent constants,
M > 0 determines the TI bulk band gap, τi is the Pauli
matrix in the parity space, and ⊗ denotes a direct prod-
uct. Since it is the relative sign of M and Bi in Eq. (5)
that determines the topological nature of the insulator,
we take HSE to differ from HTI only by the sign of
mass parameter (M → −m < 0). All the results are
obtained using the parameters for Bi2Se3 from Ref. 22:
A1 = 2.26 eV A˚, A2 = 3.33 eV A˚, B1 = −6.86 eV A˚2,
B2 = −44.5 eV A˚2, and M = −m = 0.28 eV . Note that
both HTI and HSE have particle-hole symmetry since, for
P = σz ⊗ τx, we have {P, HTI/SE} = 0.
The symmetry of the matrix Û controls the nature
of the low-energy interface states. This matrix has 16
independent coefficients corresponding to σi ⊗ τj with
i, j = 0, x, y, z. For a non-magnetic interface the require-
ment that the commutator [Û , T̂ ] = 0, where the time-
reversal operator, T̂ = iσy ⊗ τ0C, and C denotes complex
conjugation, leaves only six allowed independent terms
Û =σ0 ⊗ [u0τ0+u1τz+u2τx]+[u3σx+u4σy + u5σz]⊗ τy .
(6)
Here, u0 ± u1 denotes potential scattering for even/odd
parity states, while u2 describes parity mixing due to
the interface potential (note that parity is explicitly bro-
ken at the SE-TI interface). Due to spin-orbit coupling,
lowering the in-plane spin rotational symmetry breaks
real-space rotations as well. Consequently, the u3 and u4
potentials define the vector e according to
u3σx + u4σy = qe · σ, q =
√
u23 + u
2
4 . (7)
3We see below that this is precisely the vector introduced
in Eq. (3). Any potential that modifies the spin-orbit
term at the interface (strain, interdiffusion of atoms, etc.)
yields such terms. Finally, u5 is the spin-orbit term that
breaks mirror symmetries but preserves rotations.
Notably, as seen in Table I, the various terms in Û can
also be classified according to the C2v point group, show-
ing the connection between interface potentials and terms
in HI . We now derive Eq. (3) from the Hamiltonian of a
SE-TI interface, Eq. (4).
Effective Interface Hamiltonian. Using Eq. (4) we de-
termine the energies, Ei, and normalized eigenfunctions,
|Ψi〉, of the states localized at the interface, and form
the matrix representation of the interface Hamiltonian
HI =
∑
iEi|Ψi〉〈Ψi|. We choose the states of of HTI and
HSE in the helical representation [23],
ψtνµ(r, z) =

iatνµ
ibtνµ
tatνµe
iθp
tbtνµe
iθp
 eip·reλνµz . (8)
Here t = ±1 is the helicity quantum number, r is the
in-plane coordinate, tan θp = py/px, µ = B (µ = T )
denotes the TI, Bottom (SE, Top) side of the interface,
atνµ = A1λνµ − tA2p , (9a)
btνµ = Mµ +B1λ
2
νµ −B2p2 − E , (9b)
MT = M , and MB = −m. For each E,p there are two
allowed values of the decay exponent λνµ(E,p) (labelled
by ν = ±) on each side of the interface, which are the
roots of
E2 −M+µM−µ −A22p2 = 0 , (10)
whereMνµ = Mµ+B1λ2νµ−B2p2±A1λνµ. For interface
states Re[λνT ] < 0 and Re[λνB ] > 0.
The eigenfunctions of Eq. (4), HΨ(r, z) = EΨ(r, z),
at each energy E and momentum p, can be written as
Ψ(r, z) = ΨB(r, z)Θ(−z) + ΨT (r, z)Θ(z) with
Ψµ(r, z) =
∑
t=±
∑
ν=±
Ctνµψtνµ(r, z) . (11)
The coefficients Ctνµ in Eq. (11) as well as the disper-
sion, E(p) of the interface states are determined from the
boundary conditions. The continuity of the wave func-
tion requires ΨB(r, 0) = ΨT (r, 0) ≡ Ψ(r, 0), while the
interface enforces the discontinuity in the derivatives,
B1σ0 ⊗ τz
[
∂zΨB(r, 0)− ∂zΨT (r, 0)
]
= ÛΨ(r, 0) . (12)
Since ψtνµ are four-component functions, these boundary
conditions take the form of Bx = 0 where B is an 8 × 8
matrix and x is a vector of the Ctνµ. The roots of detB =
0 give E(p), while the eigenvectors xE(p) determine the
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FIG. 2: Numerical (solid lines) and approximate analytical
(dashed lines) dispersion curves along the py = 0 (left column,
panels (a) and (c)), and px = 0 (right column, panels (b) and
(d)) directions. The choice of interface potentials is u0 =
0.6A2, u2 = −0.3A2, u1 = 0.1A2, u5 = 0.15A2, q = 0.9A2
and φ = 0 for panels (a),(b), and u2 = 0.3A2, q = 0.3A2 and
φ = pi/2, with all other ui = 0 for panels (c),(d).
eigenfunctions, Eq. (11). We note that neglecting the
second derivative, p2z = −∂2z , in Eq. (4) and allowing for
a discontinuity in Ψ(r, z) at the topological boundary [38]
gives results qualitatively different from ours.
To derive an analytic form of the interface Hamilto-
nian valid at low energies,we expand λνµ(E,p) around its
value at E = 0,p = 0, and evaluate detB to second order
in E and p. The resulting lengthy expressions directly
give the the coefficients ∆ and vi of Eq. (3) in terms of
the parameters of the bulk Hamiltonian and the interface
potential Û [27]. Fig. 2 shows excellent agreement of the
dispersion obtained in this linearized approximation with
the numerical solution, and clearly demonstrates broken
rotational symmetry of the spectrum.
This approach makes clear the reduction from the 4×4
band basis to the 2×2 form of HI . Only two of the com-
ponents of the eigenstates Ψ are linearly independent:
those correspond to different spin eigenstates (protected
by the TR invariance), but mix the parities of the wave
functions. As a result, the Hamiltonian has only four
non-vanishing components and takes the form of Eq. (3).
According to Table I no part of the interface potential in
our model belongs to the B1 irrep, and hence v5 = 0.
Representative results. Since the interface is charac-
4FIG. 3: Constant energy surface and spin texture of the in-
terface states. Panel (a) shows the remaining twofold sym-
metry with the vectors e and e¯ along the semi-axes of the
elllipse, see text. Color indicates the z component of the spin,
~Sˆz/2 = 〈σz〉 with E = 2meV and other parameters the same
as in Fig.1. Panel (b): effect of broken helical symmetry due
to the A2 irrep potential u5 = A2. Panel (c): All the spins for
E = 2meV, for q = 0.45A2 and φ = pi/4 (u3 = u4 = 0.32A2)
are normal to a vectorm described in text. Here p̂ = A2p/E.
terized by six coefficients, ui in Eq. (6), there is a large
parameter space to explore, and here we focus on con-
ceptually important cases. First, for any ui →∞, we re-
cover the pure Dirac Hamiltonian since strong interface
potential decouples the two sides of the heterostructure,
reducing the problem to that of a TI surface.
If only u0, u1, and u2 are non-zero, the interface po-
tential is spin-independent and belongs to the A1 repre-
sentation. For our choice of Û all the terms in A1 pre-
serve the helicity, while the v4 term in Eq. (3) does not,
and hence must vanish [28]. Consequently the interface
Hamiltonian again reduces to the Dirac form
HI = ∆σ0 + v1(σ × p)z . (13)
Since the u1 term anticommutes with P, the shift, ∆, is
induced only by u0 and u2 [27].
Perfect helicity is broken for time-reversal-invariant,
but spin-dependent, potentials. Consider Û = u5σz ⊗ τy,
with all other ui = 0, so that it is in the A2 irrep. Since
{P, H} = 0, there is no shift of the Dirac cone, ∆ = 0. In
addition, C∞ is preserved, and hence v4 = v6 = 0. The
remaining terms in the A1 and A2 representations give
HI = v1(σ × p)z + v2σ · p = v′(σ × p)zeiσzβ . (14)
The competition between the two terms results in the
Dirac Hamiltonian with the renormalized velocity, v′ =√
v21 + v
2
2 , and an additional global spin rotation by an
angle β = tan−1(v2/v1) around the z-axis. The spins
of the eigenstates stay in the plane, but are no longer
normal to the momenta, as depicted in Fig. 3(b). The
coefficient v2, and the deviation from the helicity, tanβ,
are both proportional to u5.
The breaking of rotational symmetry requires u3,4 6=
0, and we now consider this case, with all other ui =
0. Then the C2 and one of the mirror symmetries are
broken, see Table I, implying
HI = v1(σ × p)z + v3σzp · e+ v4(σ · e¯)(p · e), (15)
where v1, v3 and v4 depend on ui [27]. The powers of
e in this expression correspond to the powers of q from
Eq. (7), so that v3 ∝ q, while v4 ∝ q2. The former in-
duces a spin rotation around the e axis (as illustrated
in Fig. 3(c)), which leads to tilting of spins out of the
plane of the interface. At the same time the constant en-
ergy contours stretch along the direction of e and become
elliptical, as shown in Fig. 3(a).
Simple power counting arguments (confirmed by our
calculations) show that v6 ∝ u5q2 only appears in the
presence of two different symmetry-breaking components
of Û (in the A2 and B2 irreps). The expressions for vi
become complex when all ui 6= 0 [27], but the same con-
clusions remain valid. The essential advantage of the
form of Eq. (3) over Eq. (2) is precisely the ability to
predict the functional dependence of the coefficients of
HI from the symmetry of the interface.
Experimental Consequences. The key qualitatively dif-
ferent predictions of our analysis include the rotated
helical spin texture in the presence of the A2 poten-
tials, and the elliptical shape of the constant energy con-
tours and out-of plane spin orientation for B2 potentials.
These yield unexpected and non-trivial experimental con-
sequences.
First, for perfectly helical states, the application of a
magnetic field parallel to the interface shifts the Dirac
cone in momentum space, but does not change the spec-
trum or the helicity [19]. In contrast, if the spin of the
interface state has an out-of plane component, as for the
SE-TI interfaces with the B2 interfaces, Eq. (7), an in-
plane field, B, opens a spectral gap, δ(B).
If B is at an angle θ to the x-axis, δ(B) = 2|h · m̂|,
where h = gµBB, m̂ = m/|m|, and m is the vector
normal to the spins at the interface, given above. The gap
is maximal for the field along (or opposite to) the in-plane
projection of m, and vanishes when B is normal to that
direction, see Fig. 4a). This result is consistent with a
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FIG. 4: Experimental consequences of the broken helicity and
anisotropy of the Dirac cone. a) Polar plot of the gap gener-
ated by an in plane magnetic field as a function of the field
direction. m‖ is the in-plane projection of m. b) Spin accu-
mulation under transport current along the x-axis as a func-
tion of the in-plane helicity deviation angle, β, and the angle
between the major semi-axis of the elliptical dispersion, e,
and the y-axis, φ. Arrows and color indicate the spin orien-
tation, and the out of plane component of spin respectively.
The full z-axis polarization is achieved for current along e,
while for the current along e¯ the magnetic moment is entirely
in the plane. For panel b) q = 0.9A2.
gapless spectrum for m‖ẑ. Detection of this orientation-
dependent field-induced gap (shown in Fig. 4a)) tests for
the symmetry breaking u3,4 potentials.
Second, as seen from Eq. (3), the components ji of the
current operator are proportional to the spin density [14]
along a direction that depends on the coefficients of HI .
Therefore, a transport current generates net spin mag-
netic moment.
For the usual helical surface states the direction of this
moment is in the plane and normal to the current [12, 13].
Such an accumulation was observed experimentally [29–
31]. We find that the spin structure depends on the in-
terface. As discussed above, the u5 potential leads to an
in-plane spin rotation (hence the net magnetic moment
acquires a component along the current), while the u3
and u4 potentials rotate the spins out of the interface
plane, leading to an accumulation of the z-component of
the spin. This behavior is shown in Fig. 4b). Putting
the transport current along the vector e, see Fig. 3 yields
a complete polarization normal to the interface. Setting
a current along the e direction, in contrast, yields an
in-plane spin accumulation. Importantly, accumulation
of the spin component parallel to m never occurs. An
externally imposed strain [32, 33] breaks rotational sym-
metry, and is expected to induce the u3 and u4 terms,
allowing control of the direction of the spin polarization.
The richness of the exhibited behavior allows targeted
control of the interface properties in SE-TI systems.
Discussion and Concluding Remarks We have shown
that the properties of electronic states at SE-TI inter-
faces are determined by the symmetries of the inter-
face, and not simply by topological considerations. Only
under special conditions are these states described by
the simplest Dirac Hamiltonian, possessing perfect he-
licity. In general SE-TI interfaces are characterized by
an anisotropic energy dispersion, with the electron spin
locked at an interface-dependent angle relative to the mo-
mentum, see Eq. (3). This implies dramatic control of
the spin polarization and the gap in the spectrum. Our
results suggest that some of the conclusions about the
properties of topological heterostructures [7, 34–36] may
need to be revisited.
First principles calculations are required to precisely
determine the values of the ui for specific interfaces. In
conventional semiconductor heterostructures the relax-
ation of atomic positions leads to a lowering of the crys-
tal symmetry to C2v at the interface irrespective of the
bulk symmetry [25, 26]. Our analysis is consistent with
this picture. Dependence of the interface potential on
the in-plane coordinates, x and y (e.g. due to buckling)
gives higher order terms in px,y, relevant only at higher
energies (similar to trigonal lattice potentials [37]).
In summary, our analysis yields the most general low-
energy (linear in momentum) Hamiltonian, Eq. (3), that
describes topological interface states, and lays the foun-
dation for further work. Our results suggest the tantaliz-
ing possibility of tuning the effective low energy Hamil-
tonian by experimental design of the interface proper-
ties, enriching and enhancing the range of applications
of topological insulators.
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1Supplementary Material: Interface symmetry and spin control in topological
insulator-semiconductor heterostructures
PARTICLE-HOLE SYMMETRY AND THE SPINS: THE VECTOR m
Particle-hole symmetry is present if there is an operator anticommuting with the Hamiltonian. Consider an operator
M = m · σ, such that for any momentum p = (px, py, 0) we have {H ′I ,M} = 0 with
H ′I = HI −∆σ0 =
∑
m=x,y,z
∑
n=x,y
cmnσmpn ≡ cp · σ, (S1)
where cp,m =
∑
n cmnpn. Anticommutation requires that m · cp = 0 for any p, which is satisfied for the unit vector
m̂ ≡ m|m| = −
(
cyyczx − cyxczy
)
xˆ+
(
cxxczy − cxyczx
)
yˆ +
(
cxycyx − cxxcyy
)
zˆ√(
cyyczx − cyxczy
)2
+
(
cxxczy − cxyczx
)2
+
(
cxycyx − cxxcyy
)2 . (S2)
Since the spin eigenstates of H ′I and HI have spins pointing along or opposite cp, it follows that spins of all the
eigenstates are in the plane normal to m.
TRANSFORMATION OF THE HAMILTONIAN TO THE FORM SUITABLE FOR SYMMETRY
ANALYSIS.
Equating the coefficients of Eq. (2) and Eq.(3) of the main text for the choice e = (sinφ, cosφ,0) and e¯ = ẑ × e =
(cosφ,− sinφ, 0) gives
v6 = (cxy + cyx) sin 2φ+ (cyy − cxx) cos 2φ , (S3)
v5 = czx cosφ− czy sinφ , (S4)
v4 = (cxy + cyx) cos 2φ− (cyy − cxx) sin 2φ , (S5)
v3 = czx sinφ+ czy cosφ , (S6)
v2 =
1
2
[
(cyy + cxx)− v6
]
, (S7)
v1 =
1
2
[
(cxy − cyx)− v4
]
. (S8)
When the vector e is selected by the interface potential, Û , and the coefficients cmn of the effective surface hamiltonian
are also determined by the same potential and the bulk parameters, there is a unique choice of the coefficients vi,
which follows from the solution of the boundary problem, described below. Similarly, for a given Û , the vectors m
and e are fixed relative to each other.
DETERMINING vi FROM THE MICROSCOPIC MODEL.
Boundary value problem and numerical calculations.
To obtain the coefficients vi for a given set of the parameters ui defining the interface potential, we solve the
boundary value problem, Eq. (4) in the main text. We start by finding the eigenfunctions corresponding to the bulk
states of the TI and the SE that decay away from the interface, which satisfy HSE/TIψ = Eψ, with HSE/TI given in
Eq.(5) of the main text. Explicitly,
Mµ +B1∂
2
z −B2p2 −A1∂z 0 iA2p−
A1∂z −(Mνµ +B1∂2z −B2p2) iA2p− 0
0 −iA2p+ Mνµ +B1∂2z −B2p2 −A1∂z
−iA2p+ 0 A1∂z −(Mνµ +B1∂2z −B2p2)
ψ = Eψ (S9)
2where µ = (B, T ) denotes bottom/top of the heterostructure, MB = M , MT = −m, p± = px± ipy, and p2 = p2x+p2y.
Since the Hamiltonian commutes with the helicity operator, hˆψtνµ = tψtνµ, the wave functions, ψ, can be chosen to
be simultaneously the eigenfunctions of hˆ, and written as
ψtνµ(x, y, z) =

iatνµ
ibtνµ
tatνµe
iθp
tbtνµe
iθp
 eip·reλνµz , (S10)
such that hˆψtνµ = tψtνµ, with t = ±. Here p and r are in the x-y plane, θp = tan−1(py/px), and
atνµ = A1λνµ − tA2p , (S11a)
btνµ = Mµ +B1λ
2
νµ −B2p2 − E . (S11b)
In order to satisfy Eq. S9, the decay exponents of the interface state, λνµ(E,p), must be the roots of Eq.(13) in
the Methods section,
E2 −M+µM−µ −A22p2 = 0 , (S12)
where M±µ = Mµ +B1λ2µ −B2p2 ±A1λµ. This gives
λνB =
√
A21 − 2B1M + 2B1B2p2 + ν
√
A41 − 4A21B1(M −B2p2) + 4B21(E2 −A22p2)√
2|B1|
, (S13a)
λνT =
−
√
A21 + 2B1m+ 2B1B2p
2 + ν
√
A41 + 4A
2
1B1(m+B2p
2) + 4B21(E
2 −A22p2)√
2|B1|
, (S13b)
The wave function, Eq.(12) of the Methods section, is the solution of the full interface problem if it satisfies the
boundary conditions at z = 0 ∑
tν CtνBψtνB(x, y, 0)−
∑
tν CtνTψtνT (x, y, 0) = 0 , (S14a)
B1 (
∑
tν CtνBλνBψtνB(x, y, 0)−
∑
tν CtνTλνTψtνT (x, y, 0))− τzUˆψ(x, y, 0) = 0 . (S14b)
This boundary value problem is written in a matrix form as
Bx = [B0 − (Bτ0 + Bτz + Bτx + B5 + Bq)]x = 0 , (S15)
where
B0 =

a++B a+−B a−+B a−−B −a++T −a+−T −a−+T −a−−T
b++B b+−B b−+B b−−B −b++T −b+−T −b−+T −b−−T
a++B a+−B −a−+B −a−−B −a++T −a+−T a−+T a−−T
b++B b+−B −b−+B −b−−B −b++T −b+−T b−+T b−−T
B1λ+Ba++B B1λ−Ba+−B B1λ+Ba−+B B1λ−Ba−−B −B1λ+T a++T −B1λ−T a+−T −B1λ+T a−+T −B1λ−T a−−T
B1λ+Bb++B B1λ−Bb+−B B1λ+Bb−+B B1λ−Bb−−B −B1λ+T b++T −B1λ−T b+−T −B1λ+T b−+T −B1λ−T b−−T
B1λ+Ba++B B1λ−Ba+−B −B1λ+Ba−+B −B1λ−Ba−−B −B1λ+T a++T −B1λ−T a+−T B1λ+T a−+T B1λ−T a−−T
B1λ+Bb++B B1λ−Bb+−B −B1λ+Bb−+B −B1λ−Bb−−B −B1λ+T b++T −B1λ−T b+−T B1λ+T b−+T B1λ−T b−−T

, (S16)
Bτ0 =
u0
2

0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
a++B a+−B a−+B a−−B a++T a+−T a−+T a−−T
−b++B −b+−B −b−+B −b−−B −b++T −b+−T −b−+T −b−−T
a++B a+−B −a−+B −a−−B a++T a+−T −a−+T −a−−T
−b++B −b+−B b−+B b−−B −b++T −b+−T b−+T b−−T

, (S17)
Bτz =
u1
2

0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
a++B a+−B a−+B a−−B a++T a+−T a−+T a−−T
b++B b+−B b−+B b−−B b++T b+−T b−+T b−−T
a++B a+−B −a−+B −a−−B a++T a+−T −a−+T −a−−T
b++B b+−B −b−+B −b−−B b++T b+−T −b−+T −b−−T

, (S18)
3Bτx =
u2
2

0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
b++B b+−B b−+B b−−B b++T b+−T b−+T b−−T
−a++B −a+−B −a−+B −a−−B −a++T −a+−T −a−+T −a−−T
b++B b+−B −b−+B −b−−B b++T b+−T −b−+T −b−−T
−a++B −a+−B a−+B a−−B −a++T −a+−T a−+T a−−T

. (S19)
B5 =
iu5
2

0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
−b++B −b+−B −b−+B −b−−B −b++T −b+−T −b−+T −b−−T
−a++B −a+−B −a−+B −a−−B −a++T −a+−T −a−+T −a−−T
b++B b+−B −b−+B −b−−B −b++T −b+−T b−+T b−−T
a++B a+−B −a−+B −a−−B −a++T −a+−T a−+T a−−T

, (S20)
Bq =
iq
2

0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
b++Be
i(θp+φ) b+−Bei(θp+φ) −b−+Bei(θp+φ) −b−−Bei(θp+φ) b++T ei(θp+φ) b+−Bei(θp+φ) −b−+Bei(θp+φ) −b−−Bei(θp+φ)
a++Be
i(θp+φ) a+−Bei(θp+φ) −a−+Bei(θp+φ) −a−−Bei(θp+φ) a++T ei(θp+φ) a+−Bei(θp+φ) −a−+Bei(θp+φ) −a−−Bei(θp+φ)
b++Be
−i(θp+φ) b+−Be−i(θp+φ) b−+Be−i(θp+φ) b−−Be−i(θp+φ) b++T e−i(θp+φ) b+−Be−i(θp+φ) b−+Be−i(θp+φ) b−−Be−i(θp+φ)
a++Be
−i(θp+φ) a+−Be−i(θp+φ) a−+Be−i(θp+φ) a−−Be−i(θp+φ) a++T e−i(θp+φ) a+−Be−i(θp+φ) a−+Be−i(θp+φ) a−−Be−i(θp+φ)

,
(S21)
with
x =

C++B
C+−B
C−+B
C−−B
C++T
C+−T
C−+T
C−−T

. (S22)
In order to have non-trivial solutions for Ctνµ, we need detB = 0 To solve this problem numerically find the
eigenvalues E at each in-plane momentum p from this condition, and determine the corresponding Ctνµ coefficients
from the eigenvectors.
Analytical approach and derivation of the surface Hamiltonian
We now make a small energy and momentum expansion that allows us to find the analytical forms of the energy
dispersion and the eigenvectors, which, in turn, gives the analytical form of the interface Hamiltonian. We first
approximate the coefficients atνµ and btνµ (Eq. S11) up to linear order in E and p. Since the expansion of λνµ,
Eq. (S13), starts with the quadratic terms, we replace these lengths by their values at E = p = 0,
λνB =
A1 + ν
√
A21 − 4B1M
2B1
, (S23a)
λνT = −νA1 +
√
A21 + 4B1m
2B1
. (S23b)
4Consistently with this (and our expectation of linear dispersion), we omit the B2p
2 term in the expressions for the
coefficients atνµ and btνµ , which gives
atνB =
A21 + νA1
√
A21 − 4B1M
2B1
− tA2p , (S24a)
atνT = −νA
2
1 +A1
√
A21 + 4B1m
2B1
− tA2p , (S24b)
btνB = M +
(
A1 + ν
√
A21 − 4B1M
2
√
B1
)2
− E (S24c)
btνT = −m+
(
νA1 +
√
A21 + 4B1m
2
√
B1
)2
− E . (S24d)
Substituting the coefficients in Eq. (S24), we expand detB up to second order in both E and p, and find the
electronic dispersion, E(p) as well as coefficients Ctνµ. This determines the eigenfunctions ψB(x, y, z) and ψT (x, y, z)
in Eq.(13) of the main text.
We find the interface state by setting z = 0 in the wave functions, determining ψ(x, y) = ψB(x, y, 0) = ψT (x, y, 0),
and using it to form a 4×4 Hamiltonian matrix. That matrix has rank 2. Therefore, in order to find the effective
interface Hamiltonian in the spin basis, we first apply the unitary transformation R = eiτyσ0ϑ to the 4-component
interface spinor ψ(x, y). The presence of τy in this rotation means that the wave functions of different parity are
mixed (inversion symmetry is broken), but the spin remains a good quantum number (time-reversal is preserved).
This unitary transformation eliminates two of the spinor components, such that
Rψt(x, y) = ψ˜t(x, y) =

ψ˜↑
0
ψ˜↓
0
 eip·r , (S25)
where ψt=± are the eigenvectors corresponding to E + ∆ and −E + ∆. Then in the space defined by the operators(
ψ¯↑
ψ¯↓
)
=
(
ψˆ+↑ cos(ϑ) + ψˆ−↑ sin(ϑ)
ψˆ+↓ cos(ϑ) + ψˆ−↓ sin(ϑ)
)
. (S26)
the Hamiltonian for the interface takes the form of Eq.(3)
HI = ∆σ0 + v1(σ × p)z + v2σ · p+ v3σzp · e+ v4(σ × e)zp · e+ v5σz(p× e)z + v6(σ · e)(p · e) . (S27)
We now consider several representative cases.
A1 irrep: Uˆ = σ0 ⊗ (u0τ0 + u1τz + u2τx).
In this case the dispersion relation up to linear order p is given by
E = ±FA2p+ ∆ , (S28)
where A2 is the band parameter in Eq.(5), and
∆ = −4A1(u0 + u2)mM
β0
, (S29a)
F = −β1
β0
, (S29b)
β0 = 2A1(u0 + u2)(M −m) + 2B1λ+T (A1(m+M)− 2u1m)− 2m(u21 + u22 − u20 +B1(m+M)) (S29c)
β1 = −2(u0 + u2)(2B1Mλ+T +A1(m+M))− 2B1λ+T (A1(m+M)− 2u1m) + 2m(u21 + u22 − u20 +B1(m+M)) .(S29d)
5The interface state spinor is
ψt(x, y, 0) =
1
N

iA1λ−Tλ+T (u0 + u2 − u1 +B1(λ+B − λ+T ))
i((u0 + u2)λ−T (∆−A1λ+T )− (∆ +A1λ−T )(u1 +B1(λ+T − λ+B)))
tA1λ−Tλ+T (u0 + u2 − u1 +B1(λ+B − λ+T ))eiθp
t((u0 + u2)λ−T (∆−A1λ+T )− (∆ +A1λ−T )(u1 +B1(λ+T − λ+B)))eiθp
 eip·r (S30)
where t = sgn(E −∆), and N is the normalization factor. Clearly only the first and the second components of the
spinor are linearly independent, so that rotation by
ϑ = tan−1
(
((u0 + u2)λ−R(∆−A1λ+R)− (∆ +A1λ−R)(u1 +B1(λ+R − λ+L)))
A1λ−Rλ+R(u0 + u2 − u1 +B1(λ+L − λ+R))
)
, (S31)
brings the Hamiltonian to the desired form,
HI = ∆σ0 + v1(σ × p)zˆ (S32)
with v1 = A2F .
A2 irrep: Uˆ = u5σz ⊗ τy.
In this case the energy shift vanishes, and the dispersion relation is given by
E = ±F5A2p , (S33)
F5 =
√
(G + G5)2 − 4MGG5(m+M)
G + G5 , (S34)
G = 2(B1λ+T )2(m+M) , (S35)
G5 = 2mu25 . (S36)
The interface spinor,
ψ(x, y, 0) =
1√
2

i
i
sgn(E)ei(θp−β)
sgn(E)ei(θp−β)
 eip·r , (S37)
with
β
2
= tan−1
(
u5(λ−B + λ−T )
(m+M)
)
, (S38)
obviously has only two independent components. Then rotation by ϑ = pi/4 gives the effective interface Hamiltonian
HI = v1(σ × p)zˆ + v2σ · p , (S39)
with
v1 = A2F5 cos(β) (S40a)
v2 = −A2F5 sin(β) . (S40b)
B2 irrep: Uˆ = (u3σx + u4σy)⊗ τy ≡ qσye−iσzφ ⊗ τy.
In this final case the eigenvalues take the form
E = ±A2pFθp , (S41)
6where
Fθp =
√
G21 + G2q + G1Gq + G1Gq cos(2(θp + φ))
G1 + Gq , (S42a)
G1 = 2G (S42b)
Gq = 2
√
2mq2 . (S42c)
The approximate interface eigenstates,
ψ(x, y, 0) =
1
N

i(sgn(E)(G1 + Gq)Fθp −
√
2G1Gq sin(θp + φ))ei(θp+2φ)
i(sgn(E)(G1 + Gq)Fθp −
√
2G1Gq sin(θp + φ))ei(θp+2φ)
Gq + G1e2i(θp+φ)
Gq + G1e2i(θp+φ)
 eip·r (S43)
with N again the normalization constant, once again clearly have only two independent components. Choosing
ϑ = pi/4 as before we find
HI = v1(σ × p)zˆ + (v3σz + v4(σ × e))p · e , (S44)
with
v1 =
A2G1
G1 + Gq , (S45)
v3 = −
A2
√
2G1Gq
G1 + Gq , (S46)
v4 = − A2GqG1 + Gq . (S47)
EFFECTS OF IN-PLANE MAGNETIC FIELDS
The in-plane magnetic field, B = B(cos θ, sin θ, 0) only couples to the interface states via the Zeeman coupling,
gµBB · σ ≡ h · σ, where µB is the Bohr magneton, and g is the gyromagnetic ratio. Adding this term to the
Hamiltonian, Eq.(2) to obtain
HI(B) = (cxxσx + cyxσy + czxσz)px + (cxyσx + cyyσy + czyσz)py + ∆σ0 + σxhx + σyhy , (S48)
and finding the eigenvalues, we determine the spectral gap
δ(B) =
|czx(cyyhx − cxyhy) + czy(cxxhy − cyxhx)|√(
cyyczx − cyxczy
)2
+
(
cxxczy − cxyczx
)2
+
(
cxycyx − cxxcyy
)2 . (S49)
Comparison with Eq. (S2) shows that the gap can be rewritten in the form
δ(B) = 2|h · m̂| . (S50)
For m‖ẑ (if both czx and czy vanish), the in-plane field does not open a gap. However, if the spins are not locked into
the plane of the interface, when m acquires a component along the z-axis, the spectral gap depends on the relative
orientation of the field and the in-plane projection m‖ = (mx,my, 0). Maximal value of δ(B) is reached for B along
or opposite to B‖, while the gap vanishes identically for the field applied normal to m‖.
For the specific case of only u3,4 6= 0, m · e = 0, and therefore the gap vanishes for B along the direction of e. In
this case,
δ(B) = 4h
√
GGq
4G2 + G2q
| cos(θ + φ)| , (S51)
where e = (sinφ, cosφ, 0).
