In our recent paper [8] we gave an efficient algorithm to calculate "small" solutions of relative Thue equations (where "small" means an upper bound of type 10 500 for the sizes of solutions). Here we apply this algorithm to calculating power integral bases in sextic fields with an imaginary quadratic subfield and to calculating relative power integral bases in pure quartic extensions of imaginary quadratic fields. In both cases the crucial point of the calculation is the resolution of a relative Thue equation. We produce numerical data that were not known before.
Introduction
Calculating power integral bases is a classical field of algebraic number theory (c.f. [7] ). Considering several types of number fields we have seen that this problem often leads to the resoltion of various types of Thue equations [3] , [4] , [5] , [6] , [9] , [10] .
We often used the method of A.Pethő [19] , based on the continued fraction algorithm, which gave an efficient way to calculate "small" solutions of Thue equations. "Small" yields here an upper bound, say 10 500 , for the absolutie values of the solutions. This was very much faster than the complete resolution of the equation, and gave all solutions with very high probability, certainly all that can be used in practice. (Our experience shows that such equations usually only have a few and rather small solutions.) It made possible to get an overview on the solutions of a huge number of equations. Applying it to problems on power integral bases, we got an overview about the existence of power integral bases of a huge number of fields (cf. e.g. [13] ).
We have also learnt that calculating power integral bases in higher degree number fields having certain subfields often leads to relative Thue equations [6] , [9] , [10] . Although there is an algorithm for the complete resolution of Thue equations [11] , an analogue of Pethő's fast algorihtm [19] in the relative case was missing. Recently the first author [8] developed such a fast algorithm to calculate "small" solutions (e.g. with sizes less than 10 500 ) of relative Thue equations. The algorithm is based on the LLL reduction algorithm [16] as one could expect. Since in higher degree number fields even the calculation of basic field data (integral basis, fundamental units) can become a hard and time consuming problem, this algorithm seems to have several useful applications.
In this paper we present two applications. First we calculate power integral bases in sextic fields with an imaginary subfield. This type of problem we studied already in [9] , our purpose to reconsider it is to compare CPU times and to extend the short list of results we got in [9] .
Second, we consider pure quartic extensions of imaginary quadratic fields and calculate relative power integral bases in these relative quartic extensions. This calculation generalizes our recent results [13] on power integral bases in pure quartic fields.
Basic concepts of power integral bases
Let K be an algebraic number field of degree n with ring of integers Z K . An important task in algebraic number theory is to decide if K has power integral bases, that is integral bases of the form {1, γ, γ 2 , . . . , γ n−1 }, and to determine all generators γ of power integral bases (cf. [7] ). In general, if {1, ω 2 , . . . , ω n } is an integral basis of K, then the discriminant of the linear form ω 2 X 2 + . . . + ω n X n can be written as
where D K denotes the discriminant of the field K, and I(X 2 , . . . , X n ) is the index form corresponding to the above integral basis. As is known, for any
where the index of the additive groups of the corresponding rings are taken. I(γ) is the index of γ, which does not depend on x 1 . Therefore the element γ = x 1 + ω 2 x 2 + . . . + ω n x n generates a power integral basis of K if and only if x 1 ∈ Z and (x 2 , . . . , x n ) ∈ Z n−1 is a solution of the index form equation
This is the way the problem of power integral bases reduces to the resolution of diophantine equations.
There is an extensive literature of index form equations and power integral bases (for a summary cf. [7] ).
Sextic fields with an imaginary quadratic subfield
In this section we recall the method of [9] based on the input data of M.Olivier [18] , calculating power integral bases in sextic fields with an imaginary quadratic subfield. In [9] we calculated all generators of power integral bases in 25 sextic fields of this type. Here we only give the most important steps of the calculation, our point is to compare CPU times with that of [9] and to extend considerably the list of [9] by applying the method of [8] .
In the table of [18] the discriminant D K of the sextic field K, the discriminant D L of its imaginary quadratic subfield and the cubic minimal polynomial f (x) of ϑ generating K over L is given.
Let {1, ω} be the integral basis of L. The element ϑ is choosen (see [9] ) to have relative index 1 over L so that all integral elements of K can be written in the form
with two distinct roots of f (x). The element α of (2) generates a power integral basis of K if and only if the quadratic integers X = x 1 + ωy 1 , Y = x 2 + ωy 2 satisfy the relative Thue equation
(with a unit ν of L) and x 1 , x 2 , y 0 , y 1 , y 2 is a solution of a degree 9 polynomial equation
(for the construction of F see [9] ). Therefore in order to determine all generators of power integral bases (2) of K one has to determine x 1 , x 2 , y 1 , y 2 by solving the relative Thue equation (3) and to calculate y 0 from (4) (x 0 ∈ Z is arbitrary). In [9] for the complete resolution of the relative Thue equation one had to calculate the basic data (integral basis, fundamental units) of K. We represented X − ̺Y as a power product of the fundamental units of K and the calculation was focused on the unknown exponents. We used Baker's method, reduction of the bounds and then enumerated the small exponents. The CPU time was about 20 minutes per example.
In our present calculation we compute the solutions of (3) with
(|γ| denotes the size of γ, that is the maximum absolute value of its conjugates). This yields that we calculate all generators of power integral bases of K with max(|x 1 |, |x 2 |, |y 1 |, |y 2 |) < C where C is of magnitude 10 250 (the exact value of C can be easily calculeted in view of ω). Our list of solutions contains all solutions with very high probability, certainly all that can be used in practical calculations. Our calculation is focused on the solutions themselves, we do not need any additional calculation of the basic field data.
The running time of this method was about 2-5 minutes per example, therefore it was at least 5-10 time faster and made possible to list the results of the first 100 number fields of smallest discriminant in absolute value.
In the following table for brevity we only list the coordinates (x 1 , x 2 , y 1 , y 2 , y 0 ) of those generators of power integral bases of K (satisfying (5)) which have one or more coordinates ≥ 3 in absolute value. We indicate if there are no solutions (no generators of power integral bases) at all. In all lines where only the field data appear we mean that all solutions have coordinates ≤ 2 in absolute value. In the lines where solutions appear we skiped the solutions with coordinates ≤ 2 in absolute value. The complete list can be fould at http://www.math.unideb.hu/∼igaal/ . 
4 Relative power integral bases of pure quartic extensions of imaginary quadratic fields
In a recent paper [13] we considered power interal bases in pure quartic fields. [19] we calculated the solutions with max(|x|, |y|) < 10 500 of these binomial Thue equations up to m < 10 7 and used these data for listing all generators of power integral bases of the pure quartic field K = Q( 4 √ m) with coefficients in absolute values less than 10 1000 . As we shall see in the following, the generalization [10] of [12] can be applied to calculate relative power integral bases of quartic extensions. Moreover, if we consider pure quartic extensions K = L( 4 √ m) of imaginary quadratic fields L, then we obtain a binomial relative Thue equation for the resolution of which we can efficiently use our algorithm [8] .
To fix our notation we let d > 1 be a square free integer and 3 . As it is well known ( [17] , [4] 
is an integral basis in the composite field
√ m). To use this property we shall assume that −d ≡ 1(mod 4), 1 < m ≡ 2, 3 (mod 4) and (d, m) = 1. Moreover, since our arguments use that Z L has unique factorization, we assume that −d is any of -3,-7,-11,-19,-43,-67,-163 (cf. [1] ). Then we can write any α ∈ Z K in the form
with H, X, Y, Z ∈ Z L . We apply now the main result of I.Gaál, A.Pethő and M.Pohst [10] to our relative quartic extension K/L.
If α of (6) generates a relative power integral basis in K over L then there
Proof. This is a direct consequence of [10] using that ξ has relative defining polynomial x 4 − m over L. ✷
From index equations to binomial Thue equations
In this section we show that using Lemma 1, determining elements of Z K generating relative power integral bases over L can be reduced to solving quartic relative binomial Thue equations over L.
L of the relative binomial Thue equation
Proof. Assume that α = H + Xξ + Y ξ 2 + Zξ 3 of (6) generates a relative power integral basis of K over L. The first equation of Lemma (1) implies that
which implies that the only possible value of V is V = 0.
We utilize now the equations of Lemma 1 concerning Q 1 and Q 2 . Equation
finally by ε x ε y = ε 2 we get
x . This way we arrive at the relative binomial Thue equation
where ζ is a unit in Z L . Collecting the relations between X, Y, Z and X 0 , Y 0 we obtain
x . For any ε x we can obviously choose an ε y such that their product is a square. As we see, finally X, Y, Z are only related with X 0 , Y 0 by means of ε x , therefore we obtain the statement of Theorem 2 by taking ε 0 = ε −1
x . ✷
Solutions of relative binomial Thue equations
It follows from Theorem 2 that in order to determine generators of relative power integral bases of K over L we have to solve the relative binomial Thue equation (8) .
We have considered −d = −3, −7, −11, −19, −43, −67, −163. For all these values of d we used the algorithm [8] to calculate the solutions with max(|X 0 |, |Y 0 |) < 10 250 of equation (8) 
250 of equation (8) in Proof. This is a consequence of Theorem 2. ✷
Specialities of the actual calculations
The algorithm for calculating small solutions of relative Thue equations given in [8] consists of two parts. First the bound on the variables (in our case 10 250 ) is reduced by using LLL reduction algorithm. In these examples the reduced bound was mostly between 10 and 200. In the second step the tiny solutions under the reduced bound (say 200 in our case) are enumerated. In our present calculation for relative binomial Thue equations we reorganized these two parts to make the procedure more efficient.
We proceeded for the given values of d separately. The first part, the reduction was executed for all single m with the fixed d. (This yields about 3000 values of m allowed by the assumptions.) These (about 3000) reduction procedures were executed (all together) within about 3.2-3.6 hours of CPU time for each d.
The second part of the procedure described in [8] , the enumeration of tiny values of the variables (with absolute values under the reduced bound, say 200 in our examples) was performed a different way. We proceeded for all values of d separately. It turned out to be very CPU time consuming to test the tiny values of x 1 , y 1 , x 2 , y 2 for all m if they satisfy the relative Thue equation. On the other hand we have run the cycles for all x 1 , y 1 , x 2 , y 2 under the reduced bound and determined those m for which they yield a solution. Using integer arithmetic and obvious refinements in the enumeration process, to test all x 1 , y 1 , x 2 , y 2 and finding the suitable values of m took about 3.5 hours.
CPU times
The CPU times of the paper refer to an average laptop. The programs were developed in Maple [2] and were executed under Linux. The same programs were also tested on the high performance computer (supercompuer) of the University of Debrecen where we obtained about 20% better results, calculated for a single processor node.
