Abstract. In this note we will study the p-divisibility of partial sums of multiple zeta value series. In particular we provide some generalizations of the classical Wolstenholme's Theorem.
Introduction
The Euler-Zagier multiple zeta functions of depth d are nested generalizations of Riemann zeta function. They are defined as ζ(s 1 , . . . , s d ) = The special values of multiple zeta functions at positive integers have significant arithmetic and algebraic meanings, whose defining series (1) will be called MZV series, including the divergent ones like ζ(. . . , 1). These obviously generalize the notion of harmonic series whose weight is equal to 1.
MZV series are related to many aspects of number theory. One of the most beautiful computations carried out by Euler is the following evaluation of zeta values at even positive integers:
where B k are Bernoulli numbers defined by the Maclaurin series t/(e t − 1) = ∞ k=0 B k t k /k!. In this paper, we will study partial sums of MZV series which turn out to be also closely related to Bernoulli numbers. Our focus is on p-divisibility for various primes and special attention will be paid to the cases where the sums are divisible by higher powers of primes than ordinarily expected which is often related to the irregular primes, i.e., primes p which divide some Bernoulli numbers B t for some positive even integers t < p − 2. We say in this case (p, t) is an irregular pair. 
Wolstenholme's Theorem
By convention we set H( − → s ; r) = 0 for r = 0, . . . , d − 1, and H(∅; 0) = 1. To save space, for an ordered set (e 1 , . . . , e t ) we denote by {e 1 , . . . , e t } d the set formed by repeating (e 1 , . . . , e t ) d times. For example H({s} d ; n) is just a partial sum of the nested zeta value series ζ(s) of depth d which we refer to as a homogeneous partial sum. The partial sums of nested harmonic series are related to Stirling numbers S(n, j) of the first kind which are defined by the expansion
x(x + 1)(x + 2) · · · (x + n − 1) = n j=1 S(n, j)x j .
We have S(n, n) = 1, S(n, n − 1) = n(n − 1)/2, and S(n, 1) = (n − 1)!. It's also easy to see that S(n, j) = (n − 1)! · H({1} j−1 ; n − 1), forj = 1, · · · , n.
Now we restrict n to prime numbers. We find on the Internet the following generalization of the above theorem by Bruck [3] although no proof is given there. Denote by p(m) the parity of m which is 1 if m is odd and 2 if m is even. This of course implies that p|S(p, j) for 1 < j < p which was known to Lagrange [16, p.87] .
It is noticed that not only p 2 but also p 3 possibly divides S(p, 2), though rarely, and therefore p 3 possibly divides the numerator of H(1; p−1) written in the reduced form. So far we know this happens only for p = 16843 and p = 2124679 among all the primes up to 12 million (see [20, 21, 10, 5, 6] ). The reason, Gardiner told us in [13] , is that these two primes are the only primes p in this range such that p divides the numerator of B p−3 . Bruck [3] further gave a heuristic argument to show that there should be infinitely many primes p such that p 3 divides S(p, 2), which is equivalent to say that there are infinitely many irregular pairs (p, p − 3).
Partial sums of homogeneous MZV series
The classical result of Wolstenholme is the original motivations of our study. We will prove the following generalization of Thm. 
In particular, the above is always true if p ≥ sd + 3.
We also look at some cases when the congruences hold modulo higher powers of p. The main result is (see Thm. 2.6): Theorem 1.4. Suppose n is a positive integer and p is an odd prime such that p ≥ 2n + 3. Then we have the congruences:
Therefore the following statements are equivalent:
This theorem partially generalizes the main result of Gardiner in [13] . We further provide a result which says that the above equivalent statements are still equivalent if we increase the powers of p by 1 in all of them (in (4) for odd n only). As a consequence the p-powers in the congruences (1), (2) and (3) of Thm. 1.4 are exact for all irregular p < 12, 000, 000 because p 2 ∤ B t for all irregular pairs (p, B t ) in this range [4] . By tracing through the proof of [13 
Partial sums of non-homogeneous MZV series
The third section of this paper deals with non-homogeneous MZV series. We consider the depth 2 case in Thm. 3.1 whose proof relies heavily on generating functions of the Bernoulli polynomials and properties of Bernoulli numbers such as Claussen-von Staudt Theorem. 
The same idea but more complicated computation enables us to deal with the depth 3 odd weight case completely (see Thm. 3.7).
where I is defined as follows. Let w ′ = w − (p − 1) if p < w < 2p and w ′ = w otherwise. Then
However, it seems to be extremely difficult to adopt the same machinery for general larger depth cases. For the even weight cases in depth 3, we are only able to determine the p-divisibility for H(4, 3, 5; p−1), H(5, 3, 4; p−1) and the three MZV series of weight 4: H(1, 1, 2; p−1), H(1, 2, 1; p−1), and H(2, 1, 1; p − 1), which are distinctly different from the behavior of others.
One can also investigate the partial sums H( − → s ; n) with fixed − → s but varying n. We will carry this out in the second part of this series [23] . Such a study for harmonic series was initiated systematically by Eswarathasan and Levine [12] and Boyd [2] , independently.
The theory of Bernoulli numbers and irregular primes has a long history, and results in this direction are scattered throughout the mathematical literature for almost three hundred years starting with the posthumous work "Ars Conjectandi" (1713) by Jakob Bernoulli (1654-1705), see [1] . Without attempting to be complete, we only list some of the modern references at the end. In particular, I learned a lot from the work by Buhler, Crandall, Ernvall, Johnson, Metsänkylä, Sompolski, Shokrollahi, [5, 6, 7, 9, 10, 11, 18] , and Wagstaff [21] on finding irregular primes. For earlier history, one can consult [21] and its references. Often in my computation I use the table for irregular primes less than 12 million available online at ftp://ftp.reed.edu/users/jpb maintained by Buhler. My interest on partial sums of MZV series was aroused by the work of Boyd [2] , Bruck [3] , Eswarathasan and E. Levine [12] , and Gardiner [13] on the nice and surprising relations between partial sums of harmonic series and irregular primes. I'm indebted to all of them for their efforts on improving our knowledge of this beautiful part of number theory.
Generalizations of Wolstenholme's Theorem
It's known to every number theorist that for every odd prime p the sum of reciprocals from 1 to p − 1 is congruent to 0 modulo p. However, it's a little surprising (at least for me) to know that the sum actually is congruent to 0 modulo p 2 if p ≥ 5. This remarkable theorem was proven by Wolstenholme in 1862.
Generalization to zeta-value series
To generalize Wolstenholme's Theorem we need the classical Claussen-von Staudt Theorem on Bernoulli numbers (see, for example, [17, p. 233, Thm. 3] ):
We begin with a special case of our generalization which only deals with zeta-value series, i.e., MZV series of depth 1. The general case will be built upon this. 
This implies that the map a → a −s is surjection on (Z/pZ) × . So for any s, whether even or odd, if p − 1 ∤ s then H(s; p − 1) ≡ 0 (mod p). The case for odd s can be handled by the same argument as in the proof of Wolstenholme's Theorem. We produce two proofs below for both completeness and later reference.
Let s be an odd positive integer. Choose n large enough so that t := np(p − 1) − s ≥ 3 is odd. Then by the general form of Fermat's Little Theorem
By a classical result of sums of powers (see [17, p. 229 
where B m (x) are the Bernoulli polynomials and so
Observing that pB j is always p-integral by Lemma 2.1 we have
When p − 1 ∤ s + 1 the lemma follows from the facts that B j = 0 if j > 2 is odd and that (5) we get
In fact, there's a shorter proof for the odd case which is not as transparent as the above proof. By binomial expansion we see that
When s = p e we can work more carefully with binomial expansion in the shorter proof and see that p 2+e divides H(s; p − 1). When e = 1 this explains the fact that 125 divides H(5; 4). We record the phenomenon in the following proposition. 
Suppose p is irregular and let
If p − 1 ∤ s + 2, s + 3 and p 2 ∤ B m /m then the nonzero valuations can increase by at most 1.
Proof. We only consider the case when p − 1 ∤ s. Suppose s = p v a and p ∤ a. Let e ≥ v + 2 be any positive integer such that t := p
If s is even then t is even and
by Kummer congruences, where
. Note that v p -valuation of the first term is v + 1 or higher depending on whether (p, t ′ ) is regular pair or not. The smallest v p -valuation of the second term is v + 2 which happens if and only if p − 1|t ′′ . If p is irregular then p − 1 ∤ t ′′ by our assumption p − 1 ∤ s + 2 and hence the second term is always divisible by p v+3 . It follows that the v p -valuation is v + 1 if p is regular and is at most v + 2 if p is irregular since we assumed p 2 ∤ B t ′ /t ′ . This proves the proposition when s is even. When s is odd, then we need to consider two cases: u = 0 or v = 0. Both proofs in these two cases are similar to the even case and hence we leave the details to the interested readers.
Remark 2.4. One can improve the above by a case by case analysis modulo higher p-powers. For example, one should be able to prove that the nonzero valuations can increase by at most 6 if p is irregular less than 12 million.
Numerical evidence shows that if p is irregular then the nonzero valuations seems to increase by at most 1 in most cases. The first counterexample appears with p = 37, and s = 1048. Note that s is even and p − 1 ∤ s so that if one leaves out the conditions in the lemma then the prediction would say v p (H(s; p − 1)) is at most 2 because 37 is irregular. But 
p-ivisibility, Bernoulli numbers, and irregular primes
Numerical evidence shows that congruences in Lemma 2.2 is not always optimal. For any zeta value series, every once in a while, a higher than expected power of p divides its p − 1-st partial sum. A closer look of this phenomenon reveals that all such primes are irregular primes. Going through the proof of Lemma 2.2 a bit more carefully we can obtain the following improvement. Theorem 2.6. Suppose n is a positive integer and p is an odd prime such that p ≥ 2n + 3. Then we have the congruences:
Proof. First we know p ≥ 5 since p ≥ 2n + 3. Let t := p 3 (p − 1) − 2n. Then by Kummer congruence
On the other hand, it follows from Fermat's Little Theorem that
Using equation (4) we obtain
Because p ≥ 2n + 3 we have p − 1 ∤ t and thus B t is p-integral by Lemma 2.1. We see that for even number t ≥ 4
Again from equation (4) we get
Putting congruences (7), (9) and (10) together we arrive at (6) which shows that (1), (2) and (3) are equivalent to each other. Now the equivalence of (2) and (4) follows immediately from the shuffle relation * :
Gardiner [13] proves the special case of the equivalence when n = 1. He has one more equivalence condition which involves the combinatorial number 2p p . It would be an interesting problem to find the analog in the general case.
What can happen when t < p and p
Further study of equation (4) tells us more information when (p, t) is an irregular pair with p 2 |B t , which never happens for primes p less than 12 million ( [4] ). The relevant question is: for an irregular pair (p, p − 2n − 1) is it true that v p H(2n; p − 1) = 2 and v p H(2n − 1; p − 1) = 3? An affirmative answer for all primes less than 12 million is given next. Proposition 2.7. Suppose n is a positive integer and (p, p − 2n − 1) is an irregular pair. Then the following are equivalent:
When n is odd they are all equivalent to
When n = 1 the above are all equivalent to
we must have p = 2n + 3 and so p − 2n − 1 = 2. But (p, 2) is never an irregular pair. Now suppose p > 2n + 3 and so p − 1 ∤ t − 2. Then we know that B t−2 is p-integral. Equation (8) now leads us to the congruence
The same equation also yields the congruence
The equivalence of (1), (2) and (3) now follows easily from the these two congruences.
(2) ⇐⇒ (4) when n is odd. This is clear by equation (11) . (3) ⇐⇒ (5) when n = 1. This follows from Lemma 2.9 below because the smallest irregular prime is p = 37 > 7. 
Proof. We omit p − 1 from H(. . . ; p − 1) in this proof. Set 
By Thm. 2.13 (whose proof does not rely on this lemma) pH({1}
Further, putting n = 1 in shuffle relation (11) we see that 2H(1, 1) ≡ −H(2) (mod p 4 ), while by putting n = 1 in the congruence (12) and (13) we get 2H(1) ≡ −pH(2) (mod p 4 ). Consequently pH(1, 1) ≡ H(1) (mod p 4 ) and therefore
as desired. Another way to prove 2H(1) ≡ −pH(2) (mod p 4 ) is
by Lemma 2.2.
Wolstenholme type theorem for homogeneous MZV series
In the above we have studied the p-divisibility of H(s; p − 1) for positive integers s. It seems very difficult to do this for arbitrary − → s so we only consider the homogeneous MZV series at the moment. First we can easily verify the following shuffle relations: for any positive integers n, m, s 1 , . . . , s d ,
where for any two ordered sets (r 1 , . . . , r t ) and (r t+1 , . . . , r n ) the shuffle operation is defined by Shfl (r 1 , . . . , r t ), (r t+1 , . . . , r n ) := σ permutes {1,...,n},
Hence for any l = 1, . . . , d − 1, we have 
We now derive a formula of the homogeneous partial sum H {s} d ; n in terms of partial sums of ordinary zeta value series. Let P (d) be the set of unordered partitions of d. For example, P (2) = {(1, 1), (2)}, P (3) = {(1, 1, 1), (1, 2), (3)} and so on. For λ = (λ 1 , . . . , λ r ) ∈ P (d) we put H λ (s; n) = r i=1 H(λ i s; n). Lemma 2.11. Let s, d, and n be positive integers. Then there are integers c λ such that
where
Proof. We proceed by induction on d. The lemma is trivial for d = 1. Suppose the lemma is true for depth up to d − 1. Then by shuffle relation (14) in Lemma 2.10 we have
This yields the recurrence relation for c λ as follows: if λ = (λ 1 , . . . , λ r ) ∈ P (d) then
where ′ means that we only take non-repeating sub-partitions (λ 1 , . . . , λ i , . . . , λ r ) in the sum. Now it is easy to see that c λ are integers by induction assumption.
Remark 2.12. We don't know any closed formula for c λ . It is possible to derive it by using the theory of Young diagrams.
It is obvious that c (1,··· ,1) = 1. When d = 3 we have c (1,2) = −2c 1 + c 2 = −3, which implies 6H {s} 3 ; n = H(s; n) 3 − 3H(s; n)H(2s; n) + 2H(3s; n).
When d = 4 we have c (1,1,2) = c (1,2 ) − 3c (1,1) = −6, c (1,3) = c 3 + 6c 1 = 8, and c (2,2) = 3c 2 = −3, which implies 24H {s} 4 ; n = H(s; n) 4 − 6H(s; n) 2 H(2s; n) + 8H(s; n)H(3s; n) − 3H(2s; n) 2 − 6H(4s; n). 
In particular, if p ≥ sd + 3 then the above is always true and so p|H({s}
Proof. This follows from equation (15) and Lemma 2.2.
Higher divisibility and distribution of irregular pairs
We now look at the particular case of depth 3 homogeneous MZV series.
Proposition 2.14. Suppose (p, p − 3s − 2) is an irregular pair (so s must be an odd number). Then
Proof. This follows from equation (16) and Thm. 2.6 quickly.
The first instance of this proposition is when s = 1 given by the first irregular pair (37, 32), which, by our proposition, implies that H(1, 1, 1; 36) ≡ 0 (mod 37
3 ). The case when s = 3 appears first with the irregular pair (9311, 9300). So we know H(3, 3, 3; 9310) ≡ 0 (mod 9311
3 ). We believe these are just the first two of infinitely many such pairs because evidently not only Bernoulli numbers but also the difference p − t for irregular pairs (p, t) are evenly distributed modulo any prime. Precisely, we have the following 
(18)

Further we can replace the sets by restricting p to all irregular primes with a fixed irregular index which is defined as the number of such pairs for a fixed p.
As a result we expect there are about one-third irregular pairs satisfying the conditions in Prop. 2.14. In Table 1 we count the first 11,000 irregular pairs. We denote by N (k, m) the number of irregular pairs (p, t) satisfying p − t ≡ k (mod 3) in the top m irregular pairs, 0 ≤ k ≤ 2, and by P (k, m)% the percentage of such pairs. . For irregular primes with fixed index we compiled some tables available online [24] .
Non-homogeneous MZV series
Having dealt with homogeneous MZV series we would like to do some initial experiments on the non-homogeneous ones. m 1,000 2,000 3,000 4,000 5,000 6,000 7,000 8,000 9,000 10,000 11,000 
Non-homogeneous MZV series of depth 2
We begin with ζ(1, 2) and ζ(2, 1) series. For any positive integer n from shuffle relation we have
However, it is very hard to disentangle H(1, 2; n) from H(2, 1; n). Maple Computation for primes up to 20000 confirms the following 
Proof. We leave the trivial cases to the interested readers and assume in the rest of the proof that m, n ≥ 1.
(mod p).
Define the formal power series in two variables
Exchanging summation we get f (x, y) = Let l + i = M and j − l = N. Then we see that the coefficient of
Note that 0 (20) is always congruent to 0 mod p. Otherwise, if M + N ≥ p − 2 then all the terms are in pZ p except when N + l = p − 1. Hence
So finally we arrive at
H(m, n; p − 1) =
One can now use Wilson's Theorem to get the final equivalence in our theorem without too much difficulty.
Taking m = 1, n = 2 in the theorem we obtain H(1, 2; p − 1) ≡ B p−3 (mod p) for p ≥ 3. We verified this on Maple for the only two known irregular pairs of the form (p, p − 3), namely, p = 16843 and p = 2124679. If we take m = 2, n = 3 we find that H(2,
There is only one irregular pair of the form (p, p − 5) among all primes less than 12 million, namely, (37, 32). Indeed, for p = 37 computation shows that H(2, 3; 36) ≡ 0 (mod 37). As a matter of fact, we formulated Thm. 3.1 only after we had found these intriguing examples.
An interesting sum related to ζ(1, 2)
The next result is of some independent interest. We discovered this when trying to prove the last congruence in Prop. 2.7 following Gardiner's suggestion in [13] . We failed but obtained this unexpected byproduct.
Proposition 3.2. Suppose p is an odd prime. Then
Proof. By shuffle relation (19) the first congruence is obvious. Let's prove the second. The cases p = 3 and 5 can be checked easily:
Suppose now p ≥ 7. Let's go through Gardiner's proof of [13, Thm. 1] . Suppose m > 3 is a positive integer (we will take m = p − 1 later). Combinatorial consideration leads us to
where X and Y are given below. Set
Then by equation (3)
As for Y we have
Putting every thing together with m = p − 1, comparing to Lemma 2.9, using the fact 2H(1; p − 1) ≡ −pH(2; p − 1) (mod p 4 ), and cancelling the factor m(m − 1)/2, we arrive at
With m = p − 1 this simplifies to
whence the second congruence in the proposition.
Combining Prop. 3.2 with Thm. 3.1 we find the following corollary. It would be very interesting to find a direct proof of this without using partial sums of MZV series. 
The palindrome case
Proof. Use the old substitution trick k i → p − k i for all i in the definition (2) of H( − → s ; p − 1). On the contrary, a lot of examples show that if the weight wt( − → s ) ≥ 6 is even and if the depth is bigger than 2, then we often have H( − → s ; p − 1) ≡ 0 (mod p) when p is large (say, p ≥ wt( − → s ) + 3), even in the case that − → s is a palindrome. For example, in depth 3 if − → s = (4, 3, 5), (5, 3, 4) then this seems to be always the case (see Problem 3.10). A remarkable different pattern occurs for depth 3 weight 4 case which we will consider in subsection 3.5. Clarifying this completely might be a crucial step to understand the structure of H( − → s ; p − 1) in general.
An immediate consequence of this lemma is
Corollary 3.6. Let p be an odd prime. Suppose s 1 and s 2 are two positive integers such that (i)
In particular, this always holds if p > s 1 + s 2 + 1 and both s 1 and s 2 have the same parity.
Proof. One can prove the corollary by using Thm. 3.1 rather quickly. We give a much easier proof below. By shuffle relation (dropping p − 1 again) we see that
By the conditions on s 1 and s 2 we know from Lemma 2.2
On the other hand
by Lemma 3.4. The corollary follows at once.
The proof actually tells us more. Suppose p, s 1 and s 2 satisfy the conditions in the corollary. Suppose further that s 1 ≡ 0, s 2 ≡ 0 (mod p − 1) and p ≥ s 1 + s 2 + 3. Then p 2 divides the left hand side of (21) . Since s 1 + s 2 is even from the second congruence of (6) we get
Non-homogeneous MZV series of depth 3
One may want to generalize Thm. 3.1 to MZV series of bigger depths. However, the proofs become much more involved. Extensive computation confirms the following Theorem 3.7. Let p be an odd prime. Let (s 1 , s 2 , s 3 ) ∈ N 3 and 0 ≤ l, m, n ≤ p − 2 such that
Suppose l, m, n ≥ 1. Suppose further that w = l + m + n is an odd number. Then
Proof. We leave the trivial cases to the interested readers and assume in the rest of the proof that l, m, n ≥ 1 and w = l + m + n is odd. Similar to the proof of Thm. 3.1 we put
Define the formal power series in three variables 
We are interested in the x L y M z N -term of the above sums where L, M, N ≥ 1. With this in mind we can safely replace all the B m (1) by plain B m . It follows that H(l, m, n; p − 1) (mod p) is the coefficient of
As L + M + N = 3(p − 1) − w is odd, we know that for a term in (23) to provide a nontrivial contribution to x L y M z N it is necessary that either i = 0, or j = 0, or k = 1 because the only nonzero Bernoulli number with odd index is B 1 = −1/2. But k = 1 is not an option because all terms corresponding to x a y b z cancel out. So we're left with only two cases (I) i = 0 and (J) j = 0. We now handle them separately.
(I) When i = 0 only the following terms really matter:
where the first sum of (24) comes from setting j = −1.
(I 0 ) In the first sum of (24) putting L = a, M = r − 1 − a, and N = k − r. Then we obtain the unique term (after multiplying L!M !N !)
It is an easy matter to see that the denominator is a p-unit unless l + m = p − 1 and the numerator is in pZ p except when w = 2p − 1 or w = p. So we find the contribution to the coefficient of
y, z) from this case:
Now let's turn to the second sum in (24) . Setting L = a + c, M = j + b − c, and N = k − a − b we see that the contribution to the coefficient of
Simple combinatorial argument shows that
So we get 
