We present a reanalysis of the data from Stanford Linear Accelerator Center (SLAC) experiments E140 [R. C. Walker et al., Phys. Rev. D 49, 5671 (1994)] and NE11 [L. Andivahis et al., Phys. Rev. D 50, 5491 (1994)] on elastic electron-proton scattering. This work is motivated by recent progress in calculating the corresponding radiative corrections and by the apparent discrepancy between the Rosenbluth and polarization transfer measurements of the proton electromagnetic form factors. New, corrected values for the scattering cross sections are presented, as well as a new form factor fit in the Q 2 range from 1 to 8.83 GeV 2 . We also provide a complete set of revised formulas to account for radiative corrections in single-arm measurements of unpolarized elastic electron-proton scattering.
I. INTRODUCTION
The proton is an essential constituent of all atomic nuclei. Its static properties, including mass, electric charge, and magnetic moment, have been measured precisely [1] . In contrast, the proton's electromagnetic form factors, its fundamental dynamic characteristics, are still the subject of much ongoing research [2] [3] [4] [5] [6] .
The proton electric and magnetic spacelike form factors, G E (Q 2 ) and G M (Q 2 ), are real-valued functions of the four-momentum transfer squared, Q 2 = −q 2 0, related to the spatial distributions of the electric charge and magnetic moment inside the proton. These can be measured in elastic lepton-proton scattering experiments. Starting from the pioneering work of Hofstadter [7] and up to the 1990s, the only method available was the Rosenbluth separation technique utilizing unpolarized e − p scattering. An alternative approach, the so-called polarization transfer method, is to measure the ratio G E /G M using polarization observables. This was proposed back in 1968 [8, 9] , but became available only recently with the development of intense polarized electron beams and recoil proton polarimeters. Surprisingly, the polarization transfer measurements [10] [11] [12] [13] [14] yielded results contradicting the well-established data obtained with the Rosenbluth method. It was found that the discrepancy between the two sets of data rises with increasing four-momentum transfer.
As the Rosenbluth technique is much more sensitive to radiative corrections (RCs) than the polarization transfer method, this apparent contradiction could be explained by the neglected hard two-photon exchange (TPE) contribution to the elastic e − p scattering cross section [15] . Although the recent experimental data [16, 17] support this explanation, they were obtained for Q 2 < 2 GeV 2 while the discrepancy is significant only at higher fourmomentum transfers. It has been alternatively proposed that inaccurate bremsstrahlung corrections are responsi- * Corresponding author: gramolin@inp.nsk.su ble for the discrepancy rather than the hard TPE effect. For example, the authors of Refs. [18, 19] claim that the conflicting form factor measurements can be brought into agreement if the so-called structure function method is used to account for real photon emission. Because the proton form factor puzzle remains unsolved, it is important to consider all possibilities and to reexamine RCs applied in past Rosenbluth extractions of the proton form factors.
Unfortunately, for most of the measurements there is not sufficient information to perform an independent analysis of their RCs. Two notable exceptions are the Stanford Linear Accelerator Center (SLAC) experiments E140 [20, 21] and NE11 [22, 23] , covering together the Q 2 range from 1 to 8.83 GeV 2 . Both groups applied the same RC procedure, based on the standard prescription [24] , but including additional improvements presented in Ref. [20] . Note that this procedure was later used again in the experiment [25] performed at Jefferson Lab. However, both the original [24] and additional [20] RC formulas contain misprints and inaccuracies, whose effects on the measurement results have never been investigated. To fill this gap, we revisit the RCs applied in Refs. [20, 22] and perform a new extraction of the proton electric and magnetic form factors.
The paper is organized as follows. In Sec. II, the basic formulas describing the unpolarized elastic e − p scattering are recalled. Section III reviews the corresponding RCs and may be of independent interest. In Sec. IV we reanalyze the SLAC measurements and present our results. Finally, Sec. V summarizes this work and the conclusions drawn from its results.
Throughout the paper we use a natural system of units where = c = 1 and the fine-structure constant is α = e 2 /(4π) ≈ 1/137. With this choice of units, all energies, momenta, and masses are expressed in GeV and scattering cross sections in GeV −2 (1 GeV −2 ≈ 0.389 mb). All formulas are written in the laboratory frame and neglecting the mass of the electron compared to its energy.
A measured elastic scattering cross section inevitably contains the contributions of higher-order QED processes and therefore differs from that of Eq. (1). The measured and Rosenbluth cross sections can be related by
where C rad is the RC factor. The RCs represented in Eq. (8) by C rad are divided into two categories: internal and external. The former arise from the exchange of additional virtual photons and the emission of real photons during the act of electron-proton scattering [26] . External RCs are due to bremsstrahlung and ionization processes accompanying the passage of the incident and outgoing particles through the target materials.
In general, RCs depend on the scattering kinematics, specific experimental conditions, and exact event selection. For this reason, accounting for RCs in coincidence experiments usually requires performing realistic Monte Carlo simulations [26] . However, in a single-arm experiment where only electrons scattered at a fixed angle θ are detected, the event selection procedure can be characterized by a single cut value, ∆E, requiring that
where E el 3 = E 1 /η is the elastic peak energy and E 3 is the measured energy of the scattered electron. The latter is smaller than E el 3 because of inelastic processes accompanying the elastic scattering. In this paper, we consider only the case of a single-arm experiment (performed, typically, with a high-resolution magnetic spectrometer).
To leading order in α, the RC factor is
where δ(∆E) can be calculated using various theoretical prescriptions. The most commonly applied is that given by Mo and Tsai in 1969 [24] . More recently, Maximon and Tjon [27] provided another prescription, removing several mathematical and physical approximations used by Mo and Tsai. We refer to the calculations [24, 27] as the standard RC prescriptions. The factor (10) accounts only for the lowest-order RCs, when bremsstrahlung is reduced to the emission of a single photon. As shown by Yennie, Frautschi, and Suura [28] , the emission of an arbitrary number of soft photons can be taken into account via the exponentiation of δ(∆E):
The difference between the values of C rad given by Eqs. (10) and (11) increases with decreasing ∆E and can be large for experiments using high-resolution detectors.
In this paper we adopt the definition of C rad similar to that used in Refs. [20, 22] : (12) where δ MTj represents the standard RCs according to Maximon and Tjon [27] , δ vac is the part of the vacuum polarization correction unaccounted for by the standard prescriptions, δ int.br. is an additional correction helping to improve the description of hard internal bremsstrahlung, δ ext.br. is the term accounting for external bremsstrahlung, and C L is the correction factor due to ionization losses in the target materials. It has been argued that the vacuum polarization correction is infrared finite and therefore should not be exponentiated. However, this does not lead to a significant change in the numerical value of C rad since δ vac is small compared to the other terms exponentiated.
The terms δ MTj , δ vac , and δ int.br. correspond to internal RCs, while δ ext.br. and C L represent the external ones. We discuss each of these contributions separately in the following subsections.
A. Standard radiative corrections
In the measurements [20, 22] discussed, Eq. (II.6) of Mo and Tsai [24] was used to account for the standard RCs. In contrast, we use the following correction derived more recently by Maximon and Tjon [27] :
where m is the electron mass, 
The Mo-Tsai [24] and Maximon-Tjon [27] calculations differ in three major aspects (see Ref. [29] for a detailed discussion). First, an additional term, δ (1) el , was introduced in Ref. [27] to better account for the proton vertex correction. We have neglected this term in Eq. (13) because it is small and model dependent on the proton form factors. Second, two different parametrizations of the soft TPE terms were used in Refs. [24] and [27] . It is a matter of convention which definition to use. To switch from the Maximon-Tjon prescription for the soft TPE terms to the Mo-Tsai prescription, one should subtract from Eq. (13) the following correction [26] :
Finally, both groups of authors rely on the same assumptions while calculating the soft bremsstrahlung terms, but their results are different. The reason for this was identified in Ref. [29] as an incorrect substitution made by Mo and Tsai [24] .
B. Vacuum polarization
The contributions from virtual e + e − , µ + µ − , and τ + τ − loops to the vacuum polarization correction are described by the general formula
where m is the mass of the corresponding lepton (electron, muon, or tau). Note that Eq. (16) is different from the misprinted Eq. (A5) in Ref. [20] . Typically, Q 2 m 2 (recall that m is the electron mass) and the correction due to e + e − loops can be simplified to
The contribution (17) is already taken into account in the standard RC prescriptions and, in particular, it is included in Eq. (13) . The hadronic part of the vacuum polarization correction, δ q vac , cannot be calculated from first principles, but can be reliably extracted from experimental data on the annihilation of e + e − into hadrons. We use the same parametrization as that given by Eq. (A6) in Ref. [20] :
Summing up, the total vacuum polarization correction unaccounted for in Eq. (13) is
C. More accurate description of hard internal bremsstrahlung Differentiating Eq. (13) with respect to ∆E, we obtain
Then, taking into account Eq. (9), we can write the following differential cross section describing the radiative tail due to internal bremsstrahlung:
The terms proportional to Z 0 , Z 2 , and Z 1 represent, respectively, the electron bremsstrahlung, the proton bremsstrahlung, and the interference between them. Note that an equivalent expression follows also from Eq. (II.6) of Mo and Tsai [24] .
Both Eq. (13) and its counterpart (21) are valid only in the soft-photon approximation, i.e., assuming that the emission of a bremsstrahlung photon does not affect the elastic cross section dσ 0 /dΩ. However, if the incident electron emits a hard photon and thus loses a sufficient part of its energy, the probability of a subsequent scattering on the proton increases [24, 26] . This can lead to the substantial growth of the cross section with increasing energy of the bremsstrahlung photon or, in other words, to a large rise in the radiative tail at low energies (see Fig. 1 ).
To account for the kinematic effect discussed, we use Eq. (C.11) proposed by Mo and Tsai [24] , which describes electron bremsstrahlung in the peaking approximation:
where (21) based on the soft-photon approximation. The red solid line provides a better description of the radiative tail and is given by the sum of Eq. (22) with the terms from Eq. (21) proportional to Z and Z 2 . The points are simulated using the ESEPP (elastic scattering of electrons and positrons on protons) event generator [26] with the accurate QED model.
Here, ω 1 (ω 3 ) is the energy of the bremsstrahlung photon emitted in the direction of the incident (scattered) electron and R is the ratio of ω 1 to ω 3 . The first and the second terms in Eq. (22) are due to bremsstrahlung by the incident and the scattered electrons, respectively. Note that in the soft-photon limit, when ω 1,3 E 1,3 , the differential cross section (22) reduces to (27) which coincides with the terms in Eq. (21) describing electron bremsstrahlung. The resulting additional correction to Eq. (13) can be written as
where the integrand is given by Eq. (22) and the integration can be performed numerically. As expected, the value δ int.br. = 0 is obtained when using the cross section (27) as the integrand. The cutoff energy δE should be chosen so that δE ∆E. In our analysis, we use the value δE = 10 −4 GeV. Figure 1 compares two analytical descriptions and a numerical calculation of the radiative tail for certain kine-matics. It can be seen that the cross section given by Eq. (21) decreases monotonically with decreasing E 3 . A more accurate analytical description is obtained by combining Eq. (22) with the terms from Eq. (21) proportional to Z and Z 2 . This corresponds to the correction (28) and is in good agreement with the data points simulated using the ESEPP event generator [26] .
D. External bremsstrahlung
To calculate the radiative tail due to external bremsstrahlung, we use the following cross section similar to that given by Eq. (C.13) in Ref. [30] :
where the function
describes the shape of the bremsstrahlung spectrum in the complete screening case and normalized such that φ(0) = 1. As usual, Γ denotes the gamma function. The quantity t i,f represents the thickness of the material expressed in units of its radiation length, X 0 , where the subscripts i and f refer to the materials traversed by the incident and scattered electrons, respectively. The dimensionless parameter
where r e is the classical electron radius, N A is the Avogadro constant, Z is the atomic number of the material, and A is its atomic mass. Note that the factor αr The cross section (29) is similar to that derived in Ref. [20] . In fact, their Eq. (A14) can be obtained from Eq. (29) after substituting ω 1 = R∆E and ω 3 = ∆E and using the approximation
In the vicinity of the elastic peak, the cross section (29) can be integrated as
This allows us to finally write the following expression for the RCs due to external bremsstrahlung:
Note that the correction (34) is already exponentiated.
E. Ionization losses
Another process that causes a decrease in energy of electrons passing through the target materials is the ionization and excitation of the target atoms. In the case of ultrarelativistic electrons, the most probable energy loss due to this process is given by the formula [1] 
where
X 0 t is the thickness of the material in g/cm 2 , and ρ is its density in g/cm 3 . The factor 2πmr 2 e N A in Eq. (36) is about 1.535 × 10 −4 GeV cm 2 /mol. The nominal beam energy and the measured energy of the scattered electron should be corrected for the corresponding values of the most probable energy loss. This has already been done in the discussed papers [20, 22] , and the incident electron energies given there are after subtracting ∆E 0 . Equation (11) from Ref. [20] was used for this purpose, which is equivalent to Eq. (35).
The energy loss due to ionization is subject to random fluctuations described by the Landau distribution [32] :
is a parameter characterizing the deviation of the actual energy loss ∆E λ from the most probable value (35) . For λ 1, the distribution (37) is L(λ) ∝ λ −2 . For the experiments under consideration, a correction due to Landau fluctuations is small and thus can be approximated as [20] 
where the subscripts i and f have the same meaning as above. Note that the corresponding Eq. (A19) in Ref. [20] contains misprints. The value of C L represents the probability that the condition (9) is satisfied despite the ionization losses. To calculate the integrals in Eq. (39) more effectively, the following identity can be used [32] :
IV. REANALYSIS OF THE SLAC MEASUREMENTS
Here we perform a reanalysis of the data collected in the SLAC experiments [20] and [22] . Walker et al. [20] measured the elastic e − p scattering cross sections for 22 different kinematics with the Q 2 values of 1, 2.003, 2.497, and 3.007 GeV 2 . According to Ref. [33] , the small-angle data of Ref. [20] are not reliable because of a missing experimental correction and, therefore, should be excluded from the analysis. The remaining N 1 = 16 data points with θ > 15
• are referred to as "Set 1" (see Table I ). Andivahis et al. [22] performed their measurements at the Q 2 values of 1.75, 2.5, 3.25, 4, 5, 6, 7, and 8.83 GeV 2 . Two separate magnetic spectrometers were used in the experiment. The larger one detected electrons with momenta up to 8 GeV and was rotated around the target pivot to set the scattering angle. The N 2 = 24 cross sections obtained with this apparatus are referred to as "Set 2." The smaller spectrometer, operating at momenta up to 1.6 GeV, was fixed at the angle θ = 90
• . The corresponding N 3 = 8 data points comprise "Set 3."
The RCs discussed in Sec. III are expressed through the cut value ∆E appearing in Eq. (9) . In contrast, a cut on the missing mass squared, W 2 W 2 cut , was used to select elastic scattering events in the measurements reanalyzed. Let us show how the quantities ∆E and W 2 cut are related. The missing mass squared is, by definition,
where 1 ( 3 ) is the four-momentum of the incident (scattered) electron and p 2 is the four-momentum of the target proton. In particular, W 2 = M 2 in the case of purely elastic scattering, i.e., when E 3 = E el 3 . It can be easily seen that the condition (9) is satisfied if
In the experiments of interest, the values of W 2 cut were in the range from 0.96 to 1.16 GeV 2 . The upper limit is approximately equal to the pion production threshold,
where m π is the π 0 mass. The corresponding values of ∆E can be calculated using Eq. (42).
The numerical results of applying the RCs described in Sec. III to the uncorrected data of the measurements [20, 22] are shown in Table I . The values of Q 2 and ε listed there are nominal, while in the original analyses RCs were applied to the measured cross sections before converting them to the nominal kinematics. For this reason, we calculated the new RCs based on the actual values of E 1 and θ also provided in Refs. [20] [21] [22] [23] . All input data used and our python analysis routine are made freely available [34] .
The ninth column of Table I lists the new RC factors C new rad , calculated in accordance with Eq. (12) . The next column shows the ratios C old rad /C new rad , ranging from 1.0009 to 1.0217. These are the overall correction factors by which we multiply the differential cross sections reported in Refs. [20, 22] . The values of C old rad /C new rad increase with decreasing ε and are especially large for Set 3 where θ = 90
• . The new, corrected values of dσ 0 /dΩ are also given in Table I . Finally, its last three columns list the statistical, point-to-point systematic, and overall normalization uncertainties of the cross sections.
The overall normalization uncertainties are 1.9% for Set 1 and 1.77% for the other two sets. These are due to the absolute normalization of the cross sections and are completely correlated for the measurements within the same set. All the uncertainties reported here are taken directly from the original analyses. The only difference is that the authors of Ref. [22] assigned an additional point-to-point systematic uncertainty of 0.7% to the cross sections of Set 3 because these were normalized to the overlapping points from Set 2. The normalization factor found was 0.958 ± 0.007. In our extraction of the proton form factors, we normalize the three data sets simultaneously.
In the original analyses, the normalization uncertainty due to RCs was estimated as 1%. The systematic uncertainty of 0.5% was additionally introduced in Ref. [22] to account for inaccuracies in the RCs. Therefore, some of the corrections we made to dσ 0 /dΩ are beyond the RC uncertainties claimed in Refs. [20, 22] .
Let us now describe our extraction of the proton form factors, which is different from the procedures used in the original analyses. First of all, we assign to each data set a single normalization factor which multiplies all the cross sections within the set. Then, the usual least-squares technique is used to fit the cross-section data. The function to minimize is where n i are the three unknown normalization factors, ∆n i are the corresponding normalization uncertainties, σ ij are the fitted reduced cross sections, and ∆σ ij are the combined statistical and systematic uncertainties of σ ij . Here, i = 1, 2, and 3 enumerates the data sets and j enumerates the kinematics within each set. The minimization can be done in an especially simple and elegant way if we choose the following parametrization for
where a i and b i are six unknown parameters and G D is the dipole form factor. Although the functions (44)-(45) do not satisfy the asymptotic behavior
expected from dimensional scaling laws in perturbative QCD [35] , they have the advantage of being linear in the unknowns a i and b i . Therefore, if we calculate and then set to zero the partial derivatives ∂χ 2 /∂n i , ∂χ 2 /∂a i , and ∂χ 2 /∂b i , we obtain nine linear equations to determine the nine free parameters.
These linear equations can be written in a matrix form as Ax = b, where A is a real symmetric 9 × 9 matrix and x, b ∈ R 9 . The vector x of the best-fit parameters is calculated as x = A −1 b. Note that the matrix A −1 , inverse to A, is conveniently the covariance matrix providing information about the uncertainties of and the correlations between the fitted parameters.
The whole analysis procedure was repeated iteratively to take into account the dependence of the bremsstrahlung corrections (28) and (34) on the form factor parametrization used to calculate dσ 0 /dΩ. We started from the dipole form factors (a i = 0, b i = 0) and then obtained subsequent values of a i and b i . The procedure converged after only a few iterations.
The resulting best-fit parameters and their uncertainties are given in Table II . The corresponding chi-square value is χ 2 = 26.1 for N 1 + N 2 + N 3 − 9 = 39 degrees of freedom. Figure 2 compares our results with the original ones and with the Kelly fit [36] , which accounts for some polarization transfer measurements. The data points reported in Refs. [20] and [22] are shown by the blue open and solid circles, respectively. The error bars correspond to the combined statistical and systematic uncertainties. The black crosses and asterisks illustrate how the original results of Refs. [20] and [22] change after reanalysis. These were obtained with the standard Rosenbluth separation technique using the corrected cross sections multiplied by the normalization factors listed in Table II . [20] and [22] , respectively. The black crosses (asterisks) illustrate how the individual data points reported in Ref. [20] (Ref. [22] ) change after reanalysis. The gray dashed lines correspond to the Kelly parametrization [36] . Results of the polarization transfer measurements [11] (green squares), [13] (green triangles), and [14] (green inverted triangles) are also shown in panel (c).
Note that for Q 2 = 8.83 GeV 2 there is only one value of dσ 0 /dΩ measured and the Rosenbluth method cannot be applied without using third-party data, as was done in Ref. [22] .
The red solid lines in Fig. 2 represent the best fit to the corrected cross sections. The shaded areas are the corresponding 68% confidence bands calculated using the uncertainty propagation method and taking into account correlations between the fitted parameters. By choosing a specific form factor parametrization we introduced a model bias that is another source of uncertainty. We expect that this effect is not significant because the polynomial model (44)- (45) is flexible and the best fit is in good agreement with the Rosenbluth extraction. However, our results for Q 2 > 7 GeV 2 , where only one cross section is available, should be interpreted with caution.
As can be seen from Fig. 2 , at Q 2 7 GeV 2 our analysis gives for G E and G E /G M slightly lower values than those extracted previously. At the same time, the new values of G M are consistently higher and thus closer to the Kelly parametrization. The original data from Ref. [20] is in poor agreement with the more precise measurement [22] and appear to be less reliable.
V. CONCLUSION
We have reanalyzed the data from the SLAC measurements [20] [21] [22] [23] in light of the discrepancy between the Rosenbluth and polarization transfer methods. The corresponding RCs were revisited taking into account recent theoretical developments in this field. We followed the RC procedure proposed by Walker et al. [20] , but corrected misprints and inaccuracies that could possibly affect the results of the original analyses. We calculated the standard internal RCs in accordance with the MaximonTjon prescription [27] , which is an improvement over the previously used Mo-Tsai formalism [24] . The revised formulas and their python implementation [34] may be useful for future single-arm measurements of unpolarized elastic electron-proton scattering.
The new values of dσ 0 /dΩ obtained after reapplying RCs are listed in Table I . They are higher than the original values by an amount of 0.09% to 2.17%. Using the corrected cross sections, we determined the proton electric and magnetic form factors in the Q 2 range from 1 to 8.83 GeV 2 . The parametrization we chose for G 2 E and G
2
M is given by Eqs. (44)- (45), and the best-fit parameters found are shown in Table II .
Our extraction of the proton form factors differs from the standard Rosenbluth separation technique. The procedure we used does not require measuring two or more cross sections at the same Q 2 value. The only apparent disadvantage of this approach is the need to assume a specific form factor parametrization.
Finally, the detailed reanalysis of the Rosenbluth measurements [20, 22] brings their combined results into better agreement with the polarization transfer data. Our results confirm a significant experimental discrepancy from polarization measurements for Q 2 
GeV
2 , but not at lower Q 2 .
