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Abstract 
This thesis demonstrates, through the exploration of two very different examples, the 
general claim that haptic feedback relating to a user's representation in a computer 
system (typically a cursor) can lead to increases in objective performance and 
subjective experience. Design guidelines covering each of these two topics are also 
presented, to ensure that the research described here can be readily adopted by other 
researchers, designers and system developers. 
The first topic to be investigated was desktop user interfaces. This thesis describes 
the design of a variety of different forms of haptic feedback for use with number of 
different Graphical User Interface (GUI) widgets, or widget groups. Two empirical 
evaluations of these designs are also described in some depth. The results of these 
studies indicate that although haptic feedback can provide improvements in objective 
performance, it can also reduce performance and increase subjective workload if 
inappropriately applied. From these results, and from the previous literature, detailed 
guidelines were drawn up covering the addition of haptic feedback to GUIs. The goal 
of these guidelines is to support the creation of performance-enhancing haptic 
feedback. 
The second topic examined was communication in interactive collaborative systems. 
The design of a suite of haptic communication is presented in detail, before two 
studies investigating different aspects of its use. The first study focuses on the 
subjective influence of the haptic communication as a whole, while the second is a 
more thorough look at one particular form of the feedback and includes objective 
measurements. The combined results of these studies indicate that haptic feedback 
has a valuable potential for increasing the quality of a user's subjective experience. 
Observations from these studies also reveal insights into the role of haptic feedback 
in communication. A set of guidelines summing up this research and the previous 
literature relevant to this topic are then presented. As research on this domain is in its 
infancy, the goal of these guidelines is to concisely present the main issues and 
potential benefits that respectively restrict and drive this work. 
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Thesis Statement 
Haptic augmentation of cursor interactions can improve user task performance and 
subjective experience. 
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1. Introduction 
Haptic, according to Webster's dictionary [198], is a term that "refers to something 
of, or relating to the sense of touch". Haptic, or touch, cues are therefore a 
ubiquitous part of everyday life. They are a continual and essential source of 
information during the performance of virtually any physical activity ranging from 
reading a book, where we almost subconsciously hold and turn the pages, to 
participating in a sport, where proficiency in haptic interaction is highly prized and 
honed to near perfection. Haptic feedback is of critical importance whenever we 
come into contact with objects, perhaps picking them up or simply manipulating 
them in some way, and we instinctively rely on the inherent haptic cues we receive 
from these actions to inform us about the world and regulate our performance. 
Given this fact, it is unsurprising that haptic feedback has been explicitly 
incorporated into the physical interfaces to devices that could operate equally well 
without it; into electronic devices. Although there is little requirement for them to do 
so, as alternatives such as pressure or capacitive [153] sensors allow users to input 
data without experiencing any haptic stimuli (and indeed, lacking moving parts, 
these sensor systems are often more reliable and long-lasting), the interfaces to 
electronic devices almost universally exhibit haptic feedback in the basic form of 
their construction. Controls protrude from the surface to which they are fixed, 
affording haptic notification when they are encountered, and haptic feedback is 
explicitly engineered and apparent in the dynamics of such objects. Dials feature a 
reassuring resistance to motion when turned, and pressing a button results in an 
affirming click. Millar and Zeleznik [136] classify these types of feedback as 
1 
"guidance" and "follow-through". The former supports the haptic discovery of 
objects while the later indicates that an action has been achieved. Standard computer 
keyboards possess these properties and, in work forming a powerful argument for the 
adoption of this kind of feedback, it has been demonstrated that the follow-through 
cues provided by depressing and releasing keys is vital to the performance of both 
novice and expert typists [12]. 
As with the keyboard, the controls on a mouse are also augmented with haptic cues: 
pressing a button results in a clicking sensation, and the scroll-wheels [207] that are 
becoming commonplace feature a series of physical detents (or bumps) when they 
are turned. However, in contrast, no explicit and designed haptic feedback is 
associated with mouse motion. Kinaesthetic feedback, in the form of our awareness 
of the position and orientation of our limbs is present; it is a property of our haptic 
sensory system. Although this self-referential feedback is no doubt valuable to a 
user, it is obviously incapable of representing the complexities of interface state; as it 
is not actively generated through the mouse it is essentially the same at any given 
moment, for any given task, and cannot compare with the richness that can be 
achieved through the construction of specific, carefully designed haptic cues. This 
absence of intentional, mechanical, haptic feedback separates mouse input from 
input with the vast majority of other controls, and this difference becomes more 
dramatic when the importance of cursor motion is considered. Arguably the concepts 
behind GUls are fundamentally built on interaction through cursor motion. Although 
the depression or release of a button usually signifies intent, this is mediated by the 
position of the cursor. In GUIs, objects are inherently spatially segregated and cursor 
position is the chief determinant as to what action is taken in response to a command. 
The lack of active, purposefully generated, haptic feedback in mouse motion is both 
explained and its significance exacerbated by the fact that it forms a rich input 
channel: it involves two independent spatial axes, which are of sufficiently high 
resolution to support varied and expressive physical interaction. This richness 
enables the performance of complex sets of actions and tasks, a potentially 
demanding scenario where it would seem likely that users could strongly benefit 
from haptic cues designed to aid them; the inherent richness of the input channel 
highlights the absence of meaningful haptic feedback accompanying it. Examples of 
2 
the range of tasks that can be performed are targeting key objects, for instance when 
interacting with buttons; using absolute displacement to indicate change, as when 
interacting with scrollbars; and specifying isometric parameters, as when interacting 
with AutoScroll widgets. The lack of haptic feedback relating to mouse motion is 
also explained by the complexity of the input channel: mouse motion is an 
interaction technique intended to be general in scope and work in a variety of 
situations, and these desirable features separate it from the vast majority of other 
input techniques and devices which typically behave in a single way and serve a 
single purpose. This non-specificity of function means that no single haptic cue can 
be engineered into the hardware of the mouse, as any given cue would be 
inappropriate in almost every situation. In short, there is no simple physical mapping 
between mouse state and meaningful haptic cue. This is true because mouse-
movement is an input technique that gains its context, and therefore the information 
about the haptic cues that might be appropriate, not from its physical environment, 
but instead from the virtual environment, the desktop, that its virtual representation, 
in the form of the cursor, inhabits. 
This fact presents substantial challenges to the creation of haptic feedback to support 
mouse motion. Historically, the most significant of these has been the demanding 
constraints placed on the hardware which renders the haptic cues. As the feedback 
produced must be controlled from within the virtual environment, the generation and 
construction of the cues must be based in software. The hardware, then, must be able 
to dynamically and precisely produce feedback that satisfactorily matches the input 
capabilities of mouse motion: two active Degrees Of Freedom (DOF). Until 
relatively recently, hardware capable of producing this kind of feedback has not been 
available, and this fact has doubtlessly contributed significantly to the largely 
unexamined nature of this topic. 
Now, however, suitable haptic devices are available, but further problems are 
emerging. The most significant of these is simply that there is little knowledge or 
expertise on what haptic feedback is appropriate for the kind of virtual tasks that the 
cursor is used for. Haptic cues in the design of physical controls have a long and 
established pedigree [146], and there are a lot of de facto standards and common 
sense knowledge regarding what cues are appropriate in different situations. The 
3 
ubiquitous click upon press in a switch or button is a excellent example of this fact, 
and the kind of evolved understanding that this represents is a strong contributory 
factor to the general high quality and significant value of these kinds of cues. 
Unfortunately, this knowledge about physical design does not seem to be directly 
transferable to cursor interactions in virtual environments. An example of this comes 
from a recent study of button selection [160]. In this work, the authors contrasted 
user performance operating a haptic ally rendered button that needed to be physically 
pressed, much like a button in the real world, with one that was activated through the 
depression of a physical button mounted on the haptic device. Despite its weaker 
metaphorical connection to real world interaction, they found this second technique 
to be superior. 
One reason why the design heuristics and principles that are successful and 
appropriate in physical design do not generalise to the design of virtual haptic stimuli 
in a computer mediated scenario is simply that the tasks that are undertaken in these 
different situations do not match. Most physical interfaces in the real world are 
relatively simple in construction; they feature a number of buttons, and perhaps one 
or ,more dials or sliders, and no more complex constructs. Arguably, even very 
complex physical interfaces, such as those in the cockpits of planes, are composed of 
little more than a large number of relatively straightforward basic components. Even 
simple virtual interfaces, on the other hand, often possess many different and more 
complex controls. These include menus, movable objects and a range of buttons 
possessing subtly different standards for interaction (e.g. double-click or single-click 
to activate). More complicated virtual tasks feature yet more complex controls such 
as grids and rulers, which support a variety of different forms of behaviour and 
interaction, and multi-dimensional selection tools such as colour pickers. These 
kinds of advanced virtual interaction devices do not even possess a physical 
equivalent that haptic feedback could be based upon and it is hard to envisage how 
knowledge relating to the construction of physical controls can be generalised to 
these sophisticated interfaces. This lack of knowledge about what haptic feedback to 
apply to virtual interactions is a barrier to the adoption of this technology that is 
arguably as strong as the historical lack of suitable display devices. 
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In work very relevant to this argument, Maclean and colleagues [124, 176] have 
investigated the role of software driven haptic feedback in general-purpose control 
devices. Typically, this work has focused on the scenario of media control, and 
considers the design and architecture of a system that would allow users to operate a 
single control in order to access all functions of, for instance, their stereo. Examples 
of the kind of operations this control might have to perform are to adjust the volume, 
skip forward to a specific track, or tune a radio. The work suggests that a single 
physical interface device (typically a dial or rotational knob) could meaningfully 
control all these functions if it possessed dynamically generated haptic cues. In 
supporting their work, they state [124]: 
"It [software controlled haptic feedback] further enables powerful metaphoric 
operations: interaction with a target via a mediating virtual physical model can be 
designed to permit seamless, intuitive control" 
While these ideas have not yet undergone formal evaluation, the authors do present a 
compelling case for their validity. A similar, and equally persuasive, example of 
haptic feedback in a general purpose control has recently appeared in a commercially 
available vehicle [8]. In this car a single haptic ally augmented dial is used to interact 
the vast majority of the electrical systems. While neither of these cases provides 
formal evidence for their claims, the academic and design interest that they represent 
does suggest that further investigations into these ideas may prove valuable. This 
thesis intends to do this, to investigate the addition of haptic cues to a virtual user 
interface from the perspective of creating controls which feature a beneficial 
physical representation. 
In short, the main point of this discussion is that cursor interactions are extremely 
complex and flexible and, in contrast to the majority of other controls and interfaces, 
are not supported by any haptic feedback. Haptic feedback has attracted interest as a 
mechanism for creating a physical aspect to general purpose controls, and this thesis 
extends this idea. It takes the position that the addition of haptic cues to cursor 
interactions will lead to increases in performance and subjective experience. A 
further point from this discussion, and correspondingly a further aspect of this thesis, 
is concerned with how the addition of haptic feedback to these interactions might be 
achieved. It seems likely that existing knowledge about the design of physical 
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interfaces will not generalise effectively to this new situation. Consequently a 
secondary goal of this thesis is to further the current understanding of design in this 
topic. This will be achieved through the compilation of design guidelines. 
1.1. Demonstration of general claim 
This central claim of this thesis is a general one: that haptic cues relating a user's 
representation in a computer system (typically tenned a cursor, or avatar) can 
provide measurable benefits in tenns of user perfonnance and subjective experience. 
In order to demonstrate this claim, this thesis proposes to evaluate it empirically in 
two very different scenarios. This mechanism, essentially proof by example, is a 
historically established one, and while it cannot provide an absolute proof, it can 
fonn a convincing and well-justified argument. This is what is sought here. 
From the discussion in the introduction, a distinction can be made between relatively 
simple controls, such as GUI buttons which are based on analogous real world 
objects, and more complex interaction devices which are not based on physical 
objects. The two domains studied to construct the proof by example also follow this 
distinction; one is based around relatively simple interactions with a direct real-
world metaphor, while the other looks at a fonn of interaction which is inherently 
and uniquely virtual. The significant advantage of this choice is that it ensures that 
the two domains go some way towards being representative of overall design space 
available for cursor interactions. They will also be radically different from one 
another, a beneficial property for two examples attempting to demonstrate a general 
claim; they have the potential to show the wide applicability of the idea. The two 
areas studied are introduced and discussed briefly below. 
1.1.1. Haptics in graphical user interfaces 
OUIs are presently the dominant fonn of computer interface for the vast majority of 
work and leisure activities [173]. The most common cursor interactions involve 
simple GUI widgets designed to allow users to issue commands: to execute 
programs, handle files, select options and adjust views, among many others. The 
kind of controls users interact with to achieve these operations are buttons, icons, 
menus, scrollbars and so forth. As an everyday aspect of computer use, and one that 
involves interaction with virtual objects often based around existing physical 
6 
controls, this domain is an obvious choice for study in this thesis. An investigation 
into this topic has the potential to reveal benefits and insights applicable to a large 
number of users, and the importance of haptic cues in analogous real world objects 
(such as buttons) strongly suggests that user performance or subjective experience 
could be improved through the addition of feedback in this novel modality. 
1.1.2. Haptics in collaborative systems 
In order to investigate a domain that has a vastly different focus from the 
examination of aUIs, and one that supports interactions not based on a direct real 
world metaphor, this thesis turned to communication in interactive collaborative 
systems [50]. Unlike aUIs, interactive collaborative systems are not an everyday 
part of computer use, and consequently this research may not be generally applicable 
to most users. However, with the advent of networking technologies such as the 
Internet, these kinds of tools are developing rapidly, and have substantial potential. 
Furthermore, research on this topic suggests that users find communication in 
collaborative environments challenging [57, 84, 103], in part due to the reduced 
richness of the computer mediated medium; typically they can talk, and may be able 
to see one another, but this is often no substitute for occupying the same physical 
space. As novel channel for communication, haptic feedback may prove useful by 
providing new ways for users to express themselves to one another. 
1.2. Contents of this thesis 
The goal of this thesis is to demonstrate the general claim that haptic cues relating to 
a user's avatar can provide improvements in task performance and subjective 
experience through the exploration of two specific examples. The structure of this 
thesis reflects this fact. After an initial literature review, in Chapter 2, that covers the 
general research relating to haptics, there are two distinct threads within the thesis. 
Chapters 3 and 4 deal with the first of the examples chosen: the addition of haptic 
cues to desktop interactions. Similarly Chapters 5 and 6 cover the second example: 
haptics cues in communication and collaboration scenarios. Chapter 7 summarises 
the whole of this work, and draws conclusions from this thesis. A more detailed 
description of the contents of each chapter is presented below. 
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Chapter 2 reviews the general literature relating to haptic feedback in computer 
interfaces. It sets the context for this thesis by exploring the background literature 
relating to touch, and is important as the research discussed within it played a crucial 
role informing the design of the various novel forms of haptic feedback presented in 
the subsequent chapters. The chapter itself is split into a review of three distinct 
topics, each important for any design effort in this field. The topics are: 
psychophysics, hardware and applications. The section examining psychophysics 
considers the psychological research on the human sense of touch. This substantial 
body of work describes the physical capabilities and perceptual processes that 
underlie the sense of touch, and consequently is a vital resource for the design of any 
haptic stimuli: it describes what we perceive and how we do it. The section covering 
hardware looks at the various display technologies for the production of haptic cues. 
An understanding of this research is important, as currently available devices are not 
capable of producing haptic sensations that match the richness of those present in 
real world interactions. Just as the psychophysics of touch imposes constraints on the 
creation of haptic stimuli, so do the capabilities of the output devices available. The 
designer of a haptic cue must consider not only what would make an effective 
percept, but also whether or not the cue can be adequately rendered. Indeed, using 
currently available technologies, the choice of output device is inextricably linked to 
the specific qualities of the desired stimuli. The section on applications briefly 
examines where haptic feedback has been previously applied in computer interfaces. 
This review serves to provide context to the designs and evaluations described in the 
following chapters. It is presented from the perspective that the previous successes 
and failures of haptic feedback in computer interfaces can provide valuable insight 
into where haptic feedback might prove effective in novel situations. This chapter 
concludes with the statement that the application of haptic feedback in user 
interfaces is challenging, at least in part due to the complexities of haptic 
psychophysics and hardware. It suggests that design guidelines relating to different 
aspects of this topic would be beneficial, and facilitate the adoption of this 
technology. 
Chapter 3 presents an in-depth literature review of haptic feedback in desktop user 
interfaces, the first of the two specific domains to be examined in this thesis. As such 
it serves as a detailed exploration of haptic feedback in this scenario, setting the 
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stage for the empirical work presented in the next chapter. The literature review is 
split into a section covering the motivations for the addition of haptics to desktop 
user interfaces, and two sections describing the previous literature on this topic. 
Respectively, these sections discuss work termed in this thesis as single-target and 
multi-target, referring to work that considers the simple case of individual haptic ally 
active targets and work that examines the more complex and realistic situation when 
many haptically active targets are presented simultaneously. This chapter closes by 
summarising this body of work, and describing its main weaknesses and omissions. 
Critically, these are a lack of work directly comparing the different forms of haptic 
feedback that can be used in GUls, an absence of an effective technique for applying 
haptic feedback in multi-target situations and a lack of design guidelines, or any 
other tool, that distils the disparate research on this topic into a palatable form that 
interface designers can easily adopt. 
Chapter 4 is composed of empirical and design work on the topic of haptic feedback 
in desktop user interfaces. The goal of this chapter is to demonstrate that haptic 
feedback relating to a user's cursor can yield performance increases and 
improvements in subjective experience in this domain. The work presented in this 
chapter addresses the limitations identified in the previous chapter and includes the 
detailed description of two studies, some additional design work and a set of design 
guidelines. The two studies examine two of the topics identified as important in the 
previous chapter. The first compares four different forms of haptic feedback in a 
simple single-target situation in order to characterise the influence of the different 
types of feedback. The second study introduces and examines a novel approach to 
the mediation of haptic feedback in a multi-target scenario. The evaluation yielded 
promising results, and this idea is extended with the design of another haptic widget 
set. This is followed by a brief description of work strongly related to this thesis, 
where this design was evaluated in two different situations. This chapter closes by 
presenting a set of design guidelines drawn not only from the studies described here, 
but also from the wider body of literature. These guidelines are the first of their kind 
on this topic and are intended to support the integration of this novel form of 
feedback into the creations and products of designers and system developers working 
in real world scenarios. Overall, this chapter achieves its objectives: the work 
presented here furthers knowledge on this topic, provides a compelling argument for 
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the integration of haptic cues into desktop scenarios and, in the form of the design 
guidelines, describes how this might be achieved by system developers working on 
real problems and products. 
Chapter 5 contains a literature review covering the second of the examples to be 
examined in detail in this thesis: haptics in communication and collaboration 
scenarios. The role of this chapter in this thesis is to provide a context in which 
haptic feedback can be applied to a collaborative environment. To this end, it begins 
with the motivations for adding haptic feedback to these environments, and then 
focuses in on the specific class of applications that are considered here: shared 
editors. Shared editors are then described in some detail, with a specific focus on the 
communication problems apparent in these systems and the previous work that has 
attempted to enhance the relatively basic communication available through visual, 
audio or semantic augmentations of the presented environment. With the domain for 
the empirical work described, the review then turns to the topic of evaluation 
methodologies and techniques for assessing the effectiveness of collaborative 
systems. This section is important, as evaluation in collaborative systems is a 
difficult task, due to the fact that the assessment is typically focused on the quality of 
communication supported and not on some more directly measurable feature of the 
system. Finally, the chapter includes a detailed examination of the role of touch in 
communication. It covers a diverse range of work from psychological perspectives 
on interpersonal touch, to descriptions of the collaborative and communication 
systems that have been built to explore the potential of sending and receiving haptic 
messages. 
Chapter 6 builds on the literature review presented in the previous chapter and 
describes the design, implementation and evaluation of a novel form of haptic 
feedback for shared editors. The goal of this chapter is to show that haptic cues 
presented in this collaborative scenario can improve user performance and 
experience. The design of the feedback involved the augmentation of telepointers -
essentially distributed cursors - with five different haptic interactions. Two studies 
exploring the influence of this feedback on users are then described. The first 
examines users engaged in a complex high-level design task, and observationally and 
subjectively contrasts user experience and behaviour with and without the haptic 
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feedback. This study was intended to provide a broad overview of the influence of 
the haptic feedback, and the qualitative measures employed reflect this fact. The 
second study follows on directly from observations in the first study, and is a 
focused investigation of one specific aspect of one of the haptic interactions. The 
more constrained nature of this second study is reflected in the objective measures 
used; these include task performance time and quality of solution as well as a 
subjective assessment. Although an interesting observational study, the results of this 
experiment do not indicate that the haptic feedback provides an objective 
improvement in task performance. Drawing on the insights gained from these 
studies, and from the previous literature, guidelines for the application of haptic 
feedback in collaborative systems are then presented. Given the embryonic nature of 
research on this topic, the goal of these guidelines is to present a concise description 
of the main design issues that influence the creation of haptic communication, and 
the advantages that it can offer users. On the whole, this chapter achieves its 
objectives. The first study shows a broad spread of subjective improvements due to 
the haptic communication, while the observations of both experiments provides 
insight into the inner workings of communication through touch. Finally, the 
guidelines summarise the research on this topic, presenting it main tenets In a 
palatable form for the consumption by future researchers or designers. 
Chapter 7 summarises the contribution of this thesis. It also discusses the limitations 
of the work presented here, and comments on areas that deserve further study. 
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2. Haptics 
2.1 Introduction 
In order to design haptic interfaces the general background behind such systems 
must be considered. This chapter achieves this by reviewing the existing haptic 
literature from three stances. The first stance considers psychophysical research, 
describing and classifying the perception of touch. The second relates how 
psychological research has been instantiated in the design of haptic devices, and 
briefly describes and classifies these devices, focusing on their capabilities and 
limitations. The final stance looks at previous applications in which haptic feedback 
has been applied, in order to gain a perspective on what it can offer a user. This 
chapter then moves on to specify and define the terminology used in this thesis. This 
is an important task as the field of haptics is currently at a stage in which there is no 
universally agreed lexicon of terms: different researchers are likely to assign terms 
with widely varying meanings. This chapter closes with a brief discussion of the 
absence of explicit design knowledge in this domain, and how such understanding 
would facilitate the integration of this kind of feedback into real world systems. 
2.2 Psychophysics of Touch 
The psychophysics of touch, the study of perception through touch, plays a vital role 
in the design and construction of any haptic interface. The knowledge drawn from 
this field delineates the requirements for the creation of haptic interfaces at all levels 
from the design of devices, to the presentation of stimuli using these devices. Failing 
to take heed of the psychophysical literature in the process of designing of a haptic 
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device is likely to lead to a final product whose capabilities do not match those 
possessed by the human perceptual system, and which is consequently unable to 
produce realistic stimuli. Similarly the costs associated with ignoring the 
psychophysical literature when creating haptic stimuli are that those stimuli may be 
indistinguishable from one another, beneath perceptual thresholds, or may 
fundamentally interfere with a user's intended actions. 
The psychophysical literature reveals several crucial facts concerning the sense of 
touch. Firstly, a distinction is made between two separate perceptual systems, 
typically gathered together under the single banner of touch [178], and often both (or 
either) referred to as haptic. The first of these systems, the cutaneous or tactile 
system, refers to information sensed through the medium of skin, and encompasses 
such disparate sensations as texture, temperature and pain [31]. Perhaps the most 
important aspect of the tactile sense is its ability to perceive vibrations or 
perturbations of the skin [194]. This enables it to distinguish a wide variety of 
textural information. The second system, known as the kinaesthetic system, relates to 
stimuli originating from an intimate knowledge of the internal state of the body [31]. 
Awareness of the positions of the limbs, the forces exerted by the muscles, and the 
resistances opposing these forces are all kinaesthetic stimuli. The information gained 
from these two senses is in the most part different, with one crucial overlap: contact. 
Physical contact with an object can be felt through the tactile sense via the pressure it 
exerts on the skin, and also through the kinaesthetic sense due to the displacement 
(or lack thereof) of the limbs. Other than this similarity, the tactile and kinaesthetic 
senses yield distinct but complementary information. The tactile sense provides 
information about the fine grained details of an object, such as its texture, while the 
kinaesthetic sense informs us about the larger scale details of an object, such as its 
shape, weight, and how compliant or stiff it is. 
There is a large body of literature cataloguing the abilities of the tactile and 
kinaesthetic systems, and this is briefly summarised here. This review focuses on the 
abilities of the hand, and to some extent the upper limbs, as these areas of the body 
possess the greatest tactile and kinaesthetic acuity, and have traditionally attracted 
the most study. These areas are also the most relevant to this thesis. The hand itself is 
an elaborate structure consisting of nineteen bones, connected by low friction joints 
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and attached by tendons to approximately forty muscles [79]. This framework 
provides twenty-two Degrees Of Freedom (DOF). The tactile and kinaesthetic senses 
are equally sophisticated. 
Tactile sensory capabilities peak on the finger pad. On this most sensitive area of the 
body, the location of a point can be determined to within 0.15 mm [119] and the 
resolution at which two points can be discriminated is approximately 1 mm [107]. A 
single dot 2 microns high can be detected on a smooth surface, as can a grating of 
0.06 microns in height [112]. Vibrations up to 10 kHz can be sensed and differences 
of 320 Hz can be discriminated [140]. Pressure of 10-5 Newtons (N) to the skin can 
be detected. Emphasising the importance of tactile cues in the performance of 
physical tasks, studies in which participants have had to perform physical 
manipulations while wearing thick gloves such as work gloves [167] or space-suit 
gloves [44] have found that task completion times were prolonged by between 10-
80%, depending on the thickness of the gloves. 
The kinaesthetic sense is also highly accurate. The resolution of joints, calculated by 
Just Noticeable Difference (JND), in the hand is approximately 2.5 degrees, in the 
wrist and elbow 2 degrees and in the shoulder 0.8 degrees [188]. When sensing 
forces the JND, or Weber fraction, is approximately 7% regardless of test conditions. 
Similarly, the JND for sensing viscosity is approximately 12%, for mass 20%, 
velocity 11% and acceleration 17% [15]. Fingertip positional resolution when 
grasping objects of 1 to 80 mm in size is between 0.5 and 2.5 mm [62]. In the hands, 
force control resolution, the accuracy at which a person can produce forces, is 0.04 
N, or 1 %, whichever value is higher [180]. The maximum controllable force that can 
be exerted at fingertip is between 50 and 100 N, depending on whether the shoulder 
muscles are in use [188]. However, typical forces used in exploration and 
manipulation are between 5 and 15 N [178]. The force required to present a stiff wall 
- a wall that feels solid - has been estimated at approximately 25 N, though it has 
been suggested that as little as 5 N, a fairly compliant surface, is sufficient for the 
suspension of disbelief [188]. One unique and important aspect of the kinaesthetic 
sense is that it allows duplex communication; it can act as a closed loop system. 
Through our kinaesthetic sense we can both perceive and respond to stimuli 
simultaneously and dynamically; indeed it is often beneficial to actively explore in 
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this way [74]. This observation characterises how individuals use their sense of 
touch, and exerts a considerable influence on the design of haptic devices and 
stimuli. 
In landmark work extending this idea of touch as an active exploratory sense, 
Lederman et al. [113, 114] recorded and classified the mechanisms by which we 
employ both our tactile and kinaesthetic senses to investigate and perceive objects. 
They observed eight distinct Exploratory Procedures (EP): lateral motion, pressure, 
static contact, unsupported holding, enclosure, contour following, part motion and 
function. These are illustrated in Figure 2.1. Lederman et al. state that each of these 
techniques is distinct, and that each facilitates the extraction of different information. 
For instance, lateral motion, the act of rubbing the fingertips rapidly back and forth 
on the surface of an object provides information regarding the surface texture of the 
object. Similarly, exerting pressure on an object yields information concerning its 
hardness. Static contact, holding the skin still against a object is an effective method 
of revealing it temperature. Unsupported holding, or picking an object up, often also 
hefting it up and down, provides information as to its mass. Enclosure, the act of 
covering an object as completely as possible with the hands, serves to reveal 
information relevant to that object's overall shape and volume. Contour following, 
tracing the edges of an object with the fingertip, provides information on its fine 
details; its precise shape. The final two EPs apply only to specific subsets of objects. 
Part motion refers to the EP of exploring the relative movement of subparts of an 
object, while function refers to the act of testing an object for its suitability for 
various purposes; for instance trying an object on as a glove, or squeezing part of an 
object thought to make noise. 
Although this work contributes little to the basic psychophysical literature (it does 
not, for instance, provide a numerical account of some perceptual acuity), it is of 
vital importance as it exposes novel aspects of haptic perception, offering an 
explanation for some of the differences between the poor performance observed in 
previous abstract studies of haptic object recognition [115] and clearly observable 
superior real world performance [111]. While not addressing every aspect of haptic 
perception, the treatment and explanation, of these processes as active has substantial 
implications for the creation of any haptic stimuli; it suggests this property should be 
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Figure 2.1. Lederman's Exploratory Procedures (reprinted without 
permission from Lederman et al. [114]). 
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exploited. In short, this dynamic view of haptic perception seems both informative 
and useful, and should be considered in tandem with the more traditional 
psychophysical data during the construction of any system incorporating haptic cues. 
A final important point regarding the characteristics of the human sense of touch is 
that haptic experiences are extremely susceptible to influences from cues presented 
in other modalities; specifically visual and auditory cues [199]. Studies have shown, 
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for instance, that a haptic surface presented with no visual cues will be judged softer 
than the presentation of that same haptic surface in conjunction with a graphical 
representation that appears stiffer; one in which the graphical cursor remains on top 
of a surface, irrespective of inward motion of the haptic cursor [179]. Similar results 
have been obtained with auditory stimuli [54]. A knocking sound on contact with a 
wall will increase subjective judgements of the stiffness of that wall. The presence of 
these cross-modal interactions is significant because they have the potential to be 
leveraged to create stimuli more compelling than solely haptic equivalents. 
2.3. Haptic Technologies and Devices 
The ultimate goal in the creation of a haptic device is to generate realistic sensations 
of touch; to match the stimulus production capabilities of the device against those of 
the human perceptual system, as described by the body of psychophysical research 
[188]. By achieving this aim a virtual stimulus will be indistinguishable from a real 
stimulus. This goal has been achieved, to some extent, in the domains of both visual 
and auditory display. These technologies have been developed to such an extent that 
they convincingly match human sensory abilities, creating engrossing illusions of 
reality. The minimum refresh rate for a visual display is 30 Hz because presentation 
of still images at this speed fools the human visual system into believing that it 
perceives a moving picture. Similarly, audio speakers are capable of producing 
sound in a range of frequencies and amplitudes that match the abilities of the human 
ear. Haptic technologies are not yet at this level; the available hardware does not 
match the performance of the human sense of touch. Consequently, the design of 
haptic stimuli currently depends as heavily on the restrictions imposed by the 
hardware, as it does on basic capabilities of our perceptual system. A brief review of 
the current hardware is presented below, drawing the distinction between devices 
appealing to the tactile sense and devices appealing to the kinaesthetic sense. The 
limitations of these devices are also outlined. 
2.3.1. Tactile hardware 
Existing tactile devices present stimuli to the surface of the skin; they perturb the 
skin, often with very small forces, and make no attempt to move any part of the 
body. They are typically designed for application to the hand or fingertip, the areas 
of greatest tactile acuity, but devices have been made which apply stimuli to other 
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areas of the body. Examples of such systems are those that integrate tactile output 
devices into belts or jackets in order to present spatially distinct cues to the torso to 
support navigation tasks [193]. Irrespective of the desired target area of the body, 
there are several different mechanisms by which tactile stimuli can be produced. 
Shimoga [172] reviews tactile display technologies with an eye to telemanipulation, 
the remote control of robotic devices. He is concerned with any mechanism for the 
display of tactile information, and divides the available displays into five camps: 
visual display, neurological stimulation, pneumatic stimulation, vibro-tactile 
stimulation, and electrotactile stimulation. In his classification, visual displays are 
devices which present a graphical representation of tactile information [154] and 
neurological stimulation encompasses a set of devices which can apply electrical 
stimulation directly to the brain in order to create the illusion of tactile stimuli [175]. 
Neither of these two techniques fall into the definition of tactile hardware used in 
this thesis, as they do attempt to produce tactile stimuli, instead aiming to provide 
tactile information through some other means. 
Electrotactile, pneumatic and vibrotactile displays all present information directly to 
the skin, and yield stimuli that are perceivable by the tactile sense. Electrotactile and 
pneumatic devices are usually attached to the skin, typically mounted on the hand or 
fingertip, and often encapsulated in gloves. Examples of devices that use these 
technologies are those developed by Zhu [208] and Sato [168]. Electrotactile 
displays work by applying small currents to the skin, creating tingling sensations of 
varying intensity. Pneumatic displays work using either air jets aimed towards the 
skin, or air pockets resting against the skin. Activating the air jets or pressuring the 
air pockets results in differing tactile sensations of pressure. 
Vibro-tactile devices are the most common sort of tactile device and create feedback 
by vibrating an object against a user's skin. These displays are typically embedded 
within an object and the stimuli are presented when a user places his or her skin 
against the display; they are often constructed in such a way that a user is not 
required to don special equipment. This flexibility makes them suitable for a wider 
variety of situations than other tactile display technologies. The simplest form of 
vibrotactile display involves a single oscillating element, which a user comes in 
contact with to perceive the vibrations. These displays have been constructed by 
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Figure 2.2. The Tractile vibrotactile device (reprinted without permission 
from Campbell et al. [38]). 
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adapting small speakers, and also by more complex technologies such as specialised 
vibrating pins. Single element vibrotactile displays have been integrated into a 
variety of devices, including both mice [3] and isometric trackpoints [38] (pictured 
in Figure 2.2). More sophisticated devices using arrays of oscillating pins have also 
been produced, and these have the potential to display more complex information. 
Indeed, such systems have been used to display Braille [71]. The BrailleNote [101], 
a typical device, is illustrated in Figure 2.3. One significant limitation to these multi-
pin devices is that they typically have very low refresh rates (when the whole array is 
considered), often in the order of one or more seconds, or greater. 
The range of tactile hardware currently available fails to provide accurate tactile 
feedback - no device has been produced that can even begin to match the capacity of 
the human sensory system. The stimuli that existing tactile devices are able to 
Figure 2.3. The Braillenote, a tactile display for visually impaired users 
(reprinted without permission from www.braillenote.com). 
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produce does not attain the resolution and sensitivity required to simulate realistic 
tactile cues. Arguably then, the aim of existing tactile display technologies is not to 
provide realistic feedback but instead to facilitate feedback that is sufficiently 
realistic that the mapping a user must make between stimulus and meaning is not 
wholly symbolic. For instance, while current tactile devices are unable to present 
realistic feedback to support the action of gripping an object between thumb and 
forefinger, they can instead apply their unrealistic feedback to the appropriate 
sections of the hand. This basic feedback provides confinnation that an object has 
been gripped, and conveys infonnation as to what parts of the hand are in contact 
with the object, despite bearing little resemblance to the sensation of gripping an 
object in the real world. 
2.3.2. Kinaesthetic hardware 
Devices designed to apply kinaesthetic stimuli are known as force feedback devices. 
To provide realistic kinaesthetic stimuli they need only present the net forces and 
torques involved in interacting with virtual objects - they are not concerned with 
feedback that palpates the skin. Typically this means that a force feedback device 
consists of some armature designed to apply precisely controlled forces to a specific 
part of its mechanism. To experience stimuli presented by the device, a user holds 
this part, known as a surrogate, and through it can feel the forces the device exerts. 
The experience for a user can be likened to exploring the world through the 
intennediary of a tool; the feel of the tool against the skin remains the same, while 
the forces felt through the tool vary according to the objects it encounters. 
Fundamental to the design of force feedback devices (and the stimuli they display) is 
the concept of distal attribution. This tenn, coined by Loomis [120], refers to the 
ability people possess to extend their sense of touch through an object they are 
manipulating so that subjectively they do not sense their contact with the object, but 
instead the object's contact with the environment. Examples of this phenomenon are 
in driving, where users sense the vehicle's contact with the road and not their contact 
with the seat or steering wheel, and in tool-mediated manipulation (such as using a 
screwdriver), where users perceive the tool's interaction with the environment rather 
than the force the tool exerts on their body. This principle underpins the ability of 
force feedback devices to create compelling simulations of reality, and is important 
in the design of stimuli for display on such devices. 
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The generation of kinaesthetic feedback has been found to be highly sensitive to 
refresh rate issues. Early work by Minsky et al. [137] indicated that the refresh rate 
required to smoothly render a surface was a function of the desired stiffness of that 
surface; stiffer objects required higher refresh rates, typically of 500 Hz or 1000 Hz. 
This observation is a consequence of the sensitivity of the kinaesthetic and tactile 
senses, combined with the properties of the basic spring algorithms used to generate 
surfaces. In a haptic ally presented surface rendered by a linear spring the force 
applied (f) is a function of the stiffness of the surface (k) multiplied by the distance a 
user is displaced within that surface (d): f = k • d. A compliant surface, with a low 
value of k, yields forces which change gradually over distance and can be rendered 
at lower refresh rates than a stiff surface, with a high value of k, in which forces 
change very rapidly over small distances. Rapidly changing forces require high 
refresh rates to be smoothly rendered. Minsky et al. [137] observed that instabilities, 
in the fonn of vibrations, were the consequence of attempting to produce a stiff 
surface with a low refresh rate. With a stiff surface, the change in force between one 
refresh of the system and the next can become too great to provide the illusion of a 
smooth transition. As the tactile system is extremely sensitive to vibrations [194], 
these unwanted by-products rapidly destroy the illusion of a haptic ally realistic 
surface. Needless to say, these high refresh rate requirements have strongly 
influenced the development of force-feedback hardware and software, all of which 
must function in a control loop with a duration of 1-2 milliseconds. This demanding 
perfonnance requirement is one significant reason why force-feedback technologies 
only became popular in the relatively recent past. 
A second crucial consequence of the spring model is that to render surfaces, forces 
must be unifonnly applied to the surrogate as it changes position. The ability to do 
this enables a device to exert constant feedback, for instance, as a user pushes 
against, and sinks into, a surface. This consideration has heavily influenced the 
physical design of force feedback technologies. 
In order to provide a detailed and structured review of force feedback devices, here 
they are classified into the following categories: enabling technology, grounding 
mechanism, and number of degrees of freedom possessed. In the next few 
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paragraphs, each of these distinctions is explained and discussed, and their 
advantages and limitations are highlighted. 
Three main technologies exist to enable force feedback. Electromagnets can be used 
to influence the positioning of an iron surrogate, brakes can be used to create 
resistance, and motors can be used to apply forces. Early electromagnetic systems 
took the form of augmented mice incorporating solenoids that were used in 
conjunction with an iron mouse mat [3]. Akamatsu & Sate describe a typical device, 
which is illustrated in Figure 2.4. Activating the solenoid generated a crude velocity 
damping effect. The latest devices to employ this technique are sophisticated 6 
degree of freedom free-floating devices such as the Maglev [19] (shown in Figure 
2.5). To operate these devices a user holds a surrogate floating in a electromagnetic 
field. The device applies forces by adjusting the electromagnets generating this field, 
influencing the position of the surrogate. The absence of moving parts in the e 
systems means that they can provide a high quality of feedback. However, they are 
typically limited to a small workspace, a consequence of the short effective range of 
magnetic fields. 
Braking systems provide force feedback by restricting a user's motion [163]. While 
this technique allows the presentation of virtual objects, it does not support the 
exertion of active forces - forces actually pushing or pulling a user about. Thi i a 
substantial limitation in the majority of situations, but can be useful in some cases, 
for instance in systems designed to prevent surgical error and reduce unnece sary 
trauma [171]. In such a system the movements of a surgeon could be restricted to a 
Figure 2.4. Akamatsu's haptic feedback mouse (reprinted without 
permission from Akamatsu [4]). 
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pre-defined critical area, or small motions due to tremor could be damped, reducing 
the potential for unnecessary damage to tissue. As such a system would not have the 
ability to actively move the surgeon, it could not itself be a source of surgical error. 
Motor-based systems are the most common and successful force feedback 
technology [157, 165]. There are two basic mechanisms for enabling motor-based 
force feedback. Forces can either be transmitted from the motors to the surrogate via 
a system of gears, or via cabling. Both of these approaches are used, although cable 
systems typically provide a better quality of feedback, as they have low friction and 
are back-drivable. 
The majority of force feedback devices suffer the disadvantage that any force they 
apply entails the production of an equal and opposite force, which must be grounded, 
or absorbed, to prevent an imbalance. In other words, as a device generates a force in 
a certain direction, it experiences an equal force in the opposite direction, and must 
possess the (typically mechanical) ability to negate, or ground, this or be subject to 
motion in accordance with this force. Grounding can be achieved by applying the 
extraneous, opposite, force to either the user, or to the earth. This provides a 
classification of devices into body-based or ground-based devices. Body-based 
devices are typically designed to be held or worn, while ground-based devices have a 
relatively tationary aspect and often incorporate a heavy ba e to lend stability 
against the application of grounding forces. 
Figure 2.5. The Maglev haptic device (reprinted without perrrussion from 
www-2.cs.cmu.eduJafs/cs/project/msl/www/haptic/haptic _ device.htrnl). 
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Figure 2.6. Rutgers Master II-ND force feedback glove, a typical body 
based device (reprinted without permission from Bouzit et al. [23]). 
There are advantage and disadvantages to both approaches. Body-ba ed devices 
provide great freedom of movement and potentially a workspace that coincides with 
that of the user. However they suffer the disadvantage that users will always be 
subjected to the grounding forces generated by their interactions with the virtual 
world, and this may reduce the effectiveness of the presented stimuli. This issue 
becomes especially significant with regard to the large forces required to simulate 
rigid objects [188]. As users push hard against an object, a similarly large but 
opposite force will have to be grounded on some part of their body. Furthermore 
with complex and consequently often heavy devices, user fatigue can become a 
problem, preventing prolonged use. Finally, the engineering constraints for 
sophisticated body-based devices such as exoskeleton arms that are designed to fit 
around parts of the human body are very complex. A consequence of this is high 
prices. The Rutgers Master II-ND force feedback glove [23], a recent and typical 
high-end body-based device, is illustrated in Figure 2.6. 
Ground-based devices, on the other hand, suffer the disadvantage that they are not 
portable during the course of a user's interaction with them; the user is confined 
within the workspace dictated by the physical range of the device. This is offset, 
however, by the fact that users will feel no discrepant grounding forces, nor suffer 
fatigue from the mass of the device, and finally by the far simpler engineering 
constraints imposed in the creation of a ground-based device. Ground-based devices 
are not required to fit around the human body, thus simplifying the design. This is 
reflected is lower costs. Figure 2.7 shows the HapticMaster, a ground ba ed device. 
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Figure 2.7. A typical ground based haptic device, the HapticMaster 
(reprinted without permission from www.fcs-cs.comlrobotics/). 
Beyond these distinctions, force feedback devices are characterised chiefly by the 
number of independent axes down, or around, which they can exert force ; in short, 
the number of degrees of freedom that they possess. Available devices range from 
those capable of producing non-directional forces, such as large-scale vibrations, to 
six DOF devices that can independently activate high fidelity forces along and 
around all three spatial axes. A range of these devices is described below, separated 
into consumer devices, mainly aimed towards the entertainment market, and the 
much more sophisticated specialist and research devices. 
The games industry has recently adopted force feedback with enthusiasm. A variety 
of devices are now available, and are becoming ubiquitous. The simplest force 
feedback devices, available for game consoles, are body-based motor-activated 
devices that allow a variable sensation of vibration to be presented [98] (illustrated in 
Figure 2.8) A user holds the game controller in his or ber hand, and motors spin 
weights to vibrate the entire device. Typically the frequency and amplitude of this 
spin can be adjusted, and the feedback is primarily used to indicate an impact of 
some sort. A number of mice using similar technology have recently been introduced 
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Figure 2.S. The Wingman Extreme vibration device (reprinted without 
permission from www.logitech.com). 
[99]. These devices are again intended for gaming use, but also support a haptically 
enabled desktop, in which moving over targets is mapped to various sensations of 
vibration. A similar technology is also used in the vast majority of mobile phones. 
This allows users to configure their device to signify the presence of an incoming 
call or message with a haptic buzz, rather than an audible ring tone. 
More sophisticated motor activated, ground based gaming devices that can apply 
directional feedback are also popular. These range from one degree of freedom force 
feedback devices, such as force feedback steering wheels [98] , to more general 
Figure 2.9. The Wingman force feedback joystick (reprinted without 
permission from www.logitech.com). 
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Figure 2.10. The Wingman force feedback mouse (reprinted without 
pennission from www.logitech.com). 
purpose force feedback joysticks, which activate force along two axes [98] (shown in 
Figure 2.9). Although nowhere near as popular, two DOF force feedback mice are 
also available. A typical example of this type of device is the Wingman Force 
Feedback Mouse [118] (illustrated in Figure 2.1 0). This device is mounted on a fixed 
platform and forces are applied through the mounting. Forces are enabled in games, 
but the haptic augmentation of other tasks is also supported. The force feedback has 
been integrated into the desktop, with the goal of providing targeting benefits, and 
into applications such as drawing packages, to aid complex manipulations. One 
potential reason why mice featuring force-feedback have not attained the same level 
of commercial success as similarly marketed and produced gaming technologies is 
the fact that adding haptic cues to a GUI is a challenging task, and one not yet fully 
addressed by current research. Indeed, some studies have [4] have indicated that the 
addition of different haptic cues can lead to either increases or decreases in task 
performance levels in typical GUI tasks. 
The scope of haptic devices within specialist markets and a research context is much 
greater. Body-based glove systems such as CyberGrasp [97] (shown in Figure 2.11) 
present one DOF force feedback separately to each finger, allowing the creation of a 
compelling sensation of grasping an object. Such systems are designed to support the 
manipulation of objects in virtual environments. Force feedback devices for the 
simulation of specific surgical procedures have also been created. Examples include 
devices that have been designed explicitly to support simulations of laparoscopic 
surgery, such as the laparoscopic surgical workstation pictured in Figure 2.12 [100]. 
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Figure 2.11. The Cybergrasp glove based force feedback device (reprinted 
without permission from www.immersion.com). 
Figure 2.12. The Laparoscopic Surgical Workstation, a haptic device 
for the simulation of laproscopic surgery (reprinted without pennission 
from www.immersion.com). 
Many more general-purpose force feedback devices also exist. Such systems are 
usually ground-based and motor activated. Examples include SPIDAR [22] (shown 
in Figure 2.13), a 3 DOF system consisting ofa ring surrogate suspended in space by 
cables. Forces are exerted down the cables to move the ring. This system bas a 
relatively novel design, and the advantage that it can scale up to large workspaces, 
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Figure 2.13. The SPIDAR haptic device (reprinted without permission 
from Bouguila et al. [22]). 
ProjoclOr 
Figure 2.14. The Delta haptic device (reprinted without permission 
from www.forcedimension.comh 
encompassing body sized spaces. Other examples typically exert force down a 
robotic exoskeleton. Examples are Delta [69] (illustrated in Figure 2.14), a six DOF 
device with a relatively small workspace, designed to be mounted on a desk, and the 
Haptic Master [192] (shown earlier in Figure 2.7), a floor mounted device with a 
workspace designed to be shoulder-sized, and the capacity to exert extremely strong 
forces (of 100 N or greater). Devices merging several kinaesthetic technologies have 
also been created. The CyberForce [96] (shown in Figure 2.15) is a glove system 
capable of providing a one DOF grasping sensation to each finger, mounted on the 
tip of a three DOF exoskeleton device. The most popular and widespread force 
feedback controller in use in a research context is the PHANToM from SensAble 
Technologies Inc. [128]. Two very similar models of this device (the PHANToM 1.0 
and 1.5) are used extensively in the studies reported in this thesis, and are described 
in detail below. Differences between the two models are highlighted. 
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2.3.3. The PHANToM 
All PHANToM devices take the form of a triple jointed robot arm. A PHANToM 1.0 
is pictured in Figure 2.16. Both the 1.0 and 1.5 models can exert force along all 
three spatial axes and are operated by manipulating a surrogate attached to the tip of 
the arm. This surrogate is interchangeable; with modification any appropriately sized 
object can be used. Typically the surrogates are chosen to match the application 
domain - in a surgical simulator, the handle from a relevant medical instrument can 
be used. Each surrogate attaches to a PHANToM via a frictionless gimbal with 3 
rotational degrees of freedom, all coinciding on a single point. This point is also the 
Figure 2.15. The CyberForce haptic device (reprinted without 
permission from www.immersion.com). 
Figure 2.16. The PHANToM 1.0 haptic device (reprinted without 
permission from www.sensable.com). 
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focus of the force feedback. This spatial conjunction of the passive rotational degrees 
of freedom and the active axial forces leads to the beneficial property that the net 
force applied can always be sensed without bias, irrespective of the orientation of the 
gimbal. A user is able to rotate the surrogate freely and this action will not affect the 
displayed force. 
The PHANToM 1.0 and 1.5 are of extremely high fidelity and each model can sense 
the position at the tip of its arm at a resolution of 0.03 mm. They can exert a peak 
force of 8.5 N in strength independently on each axis. The maximum continuous 
force is 1.4 N. The backdrive friction, the impediment to free motion produced by 
the presence of the motors, is small at 0.04 N. When operating they have an inertia 
(an apparent mass at the tip) of less than 75 grams. The PHANToM 1.0 has a 
footprint of 18 by 25 centimetres and a workspace of 13 by 18 by 25 centimetres. 
The PHANToM 1.5 has a footprint 25 by 33 centimetres and a workspace of 19.5 by 
27 by 37.5 centimetres. Drivers guarantee a refresh rate of 1000 Hz, sufficient to 
provide a smooth haptic sensation in demanding conditions [137]. Another larger 
version of the PHANToM exists with similar, but spatially expanded statistics. 
Recently, prototype versions of the PHANToM have become available which are 
able to produce 6 DOF force feedback. These devices are not discussed nor used in 
this thesis, as most of the work described here predates their appearance. 
Standard versions of the PHANToM cannot exert rotational forces, a deficiency 
discussed in the next section, but with this substantial exception, the feedback it 
produces can match the majority of the requirements of the human kinaesthetic 
system. The PHANToM lacks somewhat in the strength of the forces that it can both 
sustain and maximally produce. It has been observed, however, that the forces a user 
typically exerts when interacting with a PHANToM are small, typically around 1 N 
[128]. This is substantially lower than the exploratory forces observed in real world 
interactions, and is probably a consequence of user perceptions of the fragility of the 
device itself. 
2.3.4. Point Force 
A crucial consequence of not incorporating rotational force feedback into a 
kinaesthetic device is in terms of the representation of a user's presence in the 
simulated world, the properties of the virtual avatar through which they experience 
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forces. A device that applies only axial forces is capable of representing stimuli that 
would be experienced by a single point of contact, or a sphere, but not of any more 
complex object. Massie [128] coins the term 'point force' to describe such interfaces. 
Adding rotational DOFs enables the simulation of more complex avatars, more 
reminiscent of real world tools. An illustrative example comes from the surgical 
domain, where exploration is often conducted using thin cylindrical manipulators. 
The rotational forces experienced by such a tool provide a surgeon with vital 
information. However, a point force device is not able to simulate these key forces; it 
could not represent the rotational forces that result from multiple points of contact. 
Instead it would only be able to display the forces accessible from a single point at 
the tip of the tool. This fact limits the usefulness of point-force devices in a number 
of domains. 
Addressing this weakness, Massie [128] discusses the implications of point force at 
length. He justifies devices that produce point force with the assertion that: 'many 
meaningful haptic interactions involve little torque'. He states that if users can be 
provided with three passive rotational degrees of freedom then they can comfortably 
interact with the remaining three axial ones, and that a large number of haptic 
interactions do not require the presence of rotational forces. He states that although a 
point force interface may not be suitable for the simulation of all interactions, there 
are many that it can convey compellingly. 
Accepting this assertion, there are also several advantages to point force interfaces. 
Foremost is that of simplicity. Hardware design is made easier if only axial forces 
are desired. The creation of simulations which treat the user as a point also avoid the 
majority of the issues involved in complex collision detection [206], which, at the 
high refresh rates required to produce kinaesthetic stimuli, can be very challenging. 
There are several other features of point force interactions. If a user is represented as 
a sphere in the virtual world, varying the size of this sphere can effectively change 
the resolution at which the haptic scene is rendered. As the sphere becomes larger it 
will cease to fit in small gaps, providing an illusion of smoothness. Using a sphere as 
a cursor can also smooth unintentional defects such as those arising from 
inaccuracies in floating point mathematics. Another consequence is that a friction 
effect cannot be accurately simulated using a point force interface - a totally realistic 
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friction would involve torque about the centre of the sphere representing the user. 
Fortunately this is a minor component of friction and its absence has not prevented 
successful and compelling friction implementations in point force systems [128, 
135]. A final, and potentially cognitively disturbing, side effect of point force 
systems is that as users are represented by a single sphere (or point) in the world they 
can easily move their hands inside virtual objects while the simulation constrains the 
tip of the surrogate, the sphere, to remain on the surface. This physically impossible 
situation can lead to confusion on the part of some users while others immediately 
capitalise on their new found freedom to explore an object in novel ways [128]. 
2.4. Application Domains 
Haptic feedback has attracted a large amount of interest and proven successful in a 
number of application domains. Viewed as a whole these previous successes exert a 
substantial influence on the creation of novel systems as they can be viewed as a 
practical, but very loosely defined, set of ad hoc guidelines as to the use of haptic 
feedback. Studying these topics can provide an indication of where, and where not, 
haptic feedback should be applied. While any insights gained from such an 
examination are unlikely to have the benefits of a grounded or rigorous theoretical 
understanding, nor invariably be accurate, a broad knowledge of the field seems 
likely to positively inform the development of systems in novel application domains. 
It is to this end that this section briefly reviews some of the areas in which the role of 
haptic feedback has previously been investigated. 
One of the earliest application areas in which haptic feedback flourished was 
telemanipulation [64]. Telemanipulation is the remote control of some distant robotic 
device, called a slave, by manipulating a local robotic device, a master. For instance, 
if both the slave and master devices were robot arms then movements a user would 
make with the master device would be reflected in the slave, potentially providing a 
remote control arm with a transparent interface. Interest in telemanipulation has 
traditionally stemmed from the desire to perform complex, human controlled, 
physical manipulations in inhospitable environments, such as deep under water [196] 
or in space [49] or for dangerous activities such as bomb disposal [68]. In this kind 
of manipulation, haptic feedback has typically been used to provide a representation 
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of the objects the slave physically encounters aimed at our sense of touch, theorising 
that this direct representation would be beneficial. 
Another early use of force feedback was scientific visualisation, specifically 
molecular docking [29]. Molecular docking systems allow chemists to virtually 
assemble molecules according to the rules governing chemical bonds. They can then 
manipulate atoms, typically by virtually picking them up and repositioning them 
with the cursor. As they do this there is a continual evaluation of the constraints on 
the atom being repositioned, preventing the creation of impossible structures. Haptic 
feedback has been shown to be a useful addition to the visualisation of these 
constraints, as the resistance to motion possessed by an atom can be simply 
translated into a force vector. Haptic molecular docking systems such as GROPE III 
[29] and more recently Sculpt [197] have proved highly successful, providing 
chemists with what some authors have described as "intelligence amplification" 
[140] whereby haptic feedback conveys a greatly increased understanding of the 
constraints and tensions in place between the atoms. 
Haptic feedback has also been applied to other visualisation tasks. It has been 
integrated into scientific data visualisation packages [60], to allow researchers to 
haptic ally explore their data. There is also a growing body of literature detailing the 
potential benefits of haptic interfaces for the visually impaired, for instance in the 
presentation of mathematical data [205], or musical notation [39]. Haptics has also 
been integrated into 3D design systems. Researchers have considered haptics as a 
mechanism for supporting object assembly [41] and as an integral mechanism for 
creating the objects themselves [42]. 
However, perhaps the largest research effort in the field of haptics today is that of 
surgical training. The majority of surgical procedures are essentially skilled physical 
tasks, in which practitioners rely heavily of their sense of touch [31]. Traditional 
methods for training surgeons involve a lengthy apprenticeship period in which a 
substantial number of operations are firstly observed and then performed. This 
process often follows the routine: see one, do one, teach one. This method is not 
without danger to patients [76] and can also prolong operation times and incur 
substantial costs. Furthermore suitable patients for training are not available on 
demand, and this can lead to the omission, or reduction, of training in particular 
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procedures. Haptic virtual reality simulations have the potential to augment 
traditional training methods, by providing simulations of procedures in which 
students can practice. These simulations are by necessity highly complex - to 
provide valuable training they must achieve realism. This will often entail simulating 
the feel of a variety of medical implements as they grasp or cut and also simulating 
the behaviour of deformable organic surfaces. These factors mean that surgical 
simulations require high precision hardware and are often extremely algorithmically 
complex. Dedicated hardware to support surgical simulations is continually under 
development [100], as are new algorithms for modelling objects with complex 
behaviours, such as deformable surfaces, or for increasing the efficiency of collision 
detection to facilitate the use of arbitrary cursor objects [33]. Recent surgical training 
simulators are undergoing evaluations that seem promising [76]. 
Systems that support the performance of actual surgical procedures are also 
gradually gaining acceptance [171]. These systems typically either restrict a 
surgeon's movements to a specific critical area in order to prevent the occurrence of 
trauma through surgical error, facilitate laparoscopic or microsurgical operations that 
have previously only been achievable through more substantial surgeries, or are 
designed to support the remote execution of medical procedures [36]. This kind of 
tele-surgery promises significant benefits for isolated communities, and in dangerous 
or inhospitable situations such as battlefield scenarios. 
A final application area where force feedback has proven popular is simply 
interacting with virtual worlds, typically for entertainment. The most obvious market 
for this sort of interaction is the gaming market and modern game consoles are 
beginning to be supplied as standard with rudimentary force feedback controllers, 
while personal computers can be equipped with fairly advanced 2 degree of freedom 
force feedback joysticks at little cost. One of motivations for force feedback in 
entertainment is to heighten the sense of realism, to increase a user's involvement 
with the simulated environment. Indeed, research has suggested that haptic feedback 
is linked to increased feelings of virtual presence [61], of immersion in a virtual 
world, but otherwise this aspect of haptic feedback has been relatively unexplored. 
35 
2.5. Terminology 
Due to the infancy of the field, the literature on haptics is characterised by a wealth 
of terminology, often applied to different ends. The specific terminology adopted in 
this thesis is presented in Table 1.1. Originally presented by McGee [129] (and 
subsequently in Oakley et al. [151]), these definitions draw on concepts introduced 
earlier in this chapter, and hold throughout this thesis. 
2.6. Conclusion 
This chapter has broadly reviewed research in the field of haptics with the goal of 
providing an informed background knowledge of the topic in order to support the 
design of novel haptic cues for use in novel situations. To achieve this goal, three 
distinct areas were reviewed: haptic psychophysics, haptic hardware and haptic 
applications. A thorough understanding of the first of these is critical for the creation 
of any haptic cue as it describes and explains the very sophisticated capabilities of 
the human sense of touch. It provides background regarding what and how we feel. 
A review of haptic hardware, the second of these areas, is also important as the 
strengths and limitations possessed by current display devices fundamentally affects 
the nature of the stimuli that can be rendered. Understanding these capabilities is 
vital for the creation of functional and useful haptic cues. Finally, an understanding 
of the role of haptics in a variety of application areas is important, as it can serve as 
an informal, rule of thumb, guide as to where and how haptic information is 
beneficial, and where and how it is not. 
Table 2.1. Definitions of terms used in this thesis. 
Term Definition 
Haptic Relating to the sense of touch. 
Proprioceptive Relating to sensory information about the state of the body (including 
cutaneous, kinaesthetic, and vestibular sensations). 
Vestibular Pertaining to the perception of head orientation, acceleration, and 
deceleration. 
Kinaesthetic Meaning the feeling of motion. Relating to sensations originating in 
muscles, tendons and joints. 
Cutaneous Pertaining to the skin itself or the skin as a sense organ. Includes 
sensation of pressure, temperature, and pain. 
Tactile Pertaining to the cutaneous sense but more specifically the sensation of 
pressure rather than temperature or pain. 
Force Feedback Relating to the mechanical production of information sensed by the 
human kinaesthetic system. 
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The review presented in this chapter is important for the research described in the 
remainder of this thesis. One of the significant aspects of this thesis is its focus on 
the design of haptic cues for a variety of application areas, and this review is geared 
towards this end. The feedback described throughout the rest of thesis was created 
with an eye to the nature of the human haptic sensory system, an understanding of 
the capabilities of currently available display devices and bearing in mind the lessons 
that can be learnt from previous uses of haptic feedback in computer systems. 
The review presented here also serves to justify the secondary aim of this thesis - to 
further design knowledge on the topic of haptic interfaces - as it highlights how 
much literature must be absorbed to gain an understanding of this topic. In order to 
create appropriate and valuable haptic feedback, a basic comprehension of the broad 
body of research discussed in this chapter is required. Furthermore, the 
understanding gained from this literature is no substitute for the kind of explicit 
design guidelines present in many other domains; at best it abstracted from real 
interaction tasks (in the case of the literature relating to psychophysics and hardware) 
or informal and rule of thumb (as that gained from the previous application 
domains). It is clear that the creation of concise and explicit design guidelines would 
facilitate the adoption of haptic feedback by designers and system developers and 
help ensure that it appears in future interfaces to computer systems. One of the goals 
of this thesis is to take steps towards this objective through the development of 
design guidelines relating to each of the domains studied in depth. 
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3. Haptic Augmentation of the Desktop 
3.1. Introduction 
This chapter reviews the literature relating to the haptic augmentation of Graphical 
User Interface widgets. It begins with a discussion of the motivations for adding 
touch to desktop interfaces borrowing from, and briefly covering, the related 
literature on audio augmentations. The subsequent literature review is split into two 
parts. The first, and more substantial, deals with the general literature and more 
specifically what is termed here as single-target interactions, while the second looks 
at multi-target interactions. The difference between these two areas is that the 
section on multi-target interactions is focused on the literature that explicitly 
considers the addition of haptics to groups of widgets while the section on single-
target interactions makes no mention of this and examines either systems not backed 
up by empirical work or studies of widgets in isolation. 
The addition of haptic feedback to GUI widgets is an important aspect of this thesis. 
It forms the first of the two exemplars chosen to illustrate the general claim that 
haptic cues relating to a user's representation (or avatar) in a computer system can 
improve a user's performance with (or experience of) that computer system. As a 
review of the literature in this area, this chapter provides a context in which the 
designs and evaluations of haptic widgets presented in the next chapter can be 
considered. It relates the current thinking on this topic, and represents the standpoint 
from which the empirical research described in the next chapter was conducted. 
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3.2. Motivations 
The addition of non-visual information to interactions in aUIs is the focus of a 
growing body of research. While in recent years there have been a number of 
systems (reviewed in the next section) that have looked at haptic cues in this 
situation, there is a more established body of work examining non-speech audio 
augmentations. Consequently, much of the rationale for research into haptically 
enhanced desktops stems from this earlier audio work. This section describes the 
motivations for adding haptics to GUIs with an eye to the more established literature 
on audio augmentations. 
Probably the most fundamental reason for augmenting a GUI with non-visual 
information is to increase user performance, the rationale being that the additional 
information will make tasks in the GUI easier. Typically, an increase in performance 
can occur either in terms of faster task completion times or lower error rates. A 
related aspect is the reduction of subjective workload [88], the amount of effort users 
feel they have to exert in order to perform a task. Brewster and colleagues [27, 28, 
121] present a significant realisation of this motivation. They describe a series of 
studies investigating user performance with a variety of different sonically enhanced 
widgets including buttons and scrollbars. They report, in particular situations, 
improvements in task completion time, error rates and subjective workload. These 
results strongly support further work investigating the addition of non-visual 
information to GUIs, and are a strong motivational factor in the investigations of 
haptic widgets presented in this thesis. One significant difference between the audio 
and haptic modalities in the scenario of desktop interactions is that although audio 
feedback can notify users of the occurrence of errors, haptic feedback has the 
potential to go further and provide forces that physically prevent the occurrence of 
errors. This potentially beneficially property will be explored in this thesis. 
Non-visual information can also be used to overcome problems of visual overload, a 
situation that can occur when so much information is being presented graphically 
that a user cannot simultaneously attend to all of it [27]. In this situation, the use of 
non-visual information can free up a user's sense of sight, allowing him or her to 
work more effectively. A significant example of visual overload relates to 
interactions with widgets that occur in the periphery of a user's attention. For 
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instance, in a task involving working with text, a user typically concentrates on 
studying the text and interacts with various widgets to perform operations (such as 
cut, copy, paste, save and search) in the sidelines, without fully focusing on them. 
This behaviour can lead to users experiencing problems (in terms of increased errors 
and task completion times) interacting with the widgets as their attention is directed 
elsewhere. Studies examining non-speech audio feedback have shown that it is 
possible to reduce the amount of visual attention required to manipulate widgets, 
which may alleviate this problem [27]. As another channel for the transmission of 
non-visual information there is the potential that haptic feedback could be used to 
gain similar benefits. 
A related motivation for using non-visual feedback is to display information that is 
simply not presented in a GUI, often due to the additional visual clutter that would 
result from its inclusion. The literature on non-speech audio augmentations provides 
several significant examples of this. For instance, in one of the studies mentioned 
above Brewster et al. [28] observed that the visual presentation of a button in a GUI 
does not provide feedback that differentiates between all possible outcomes of an 
interaction. Critically, they isolated a situation in which failure to select a target 
results in identical visual feedback to a successful targeting operation. They then 
designed and evaluated audio feedback that distinguished between these two cases, 
and observed an increase in user performance they attributed to presence of this extra 
information about the system state. Another powerful example of the use of non-
speech audio to transmit additional information about a system is Gaver's [73] audio 
icons. In this system graphical objects were associated with sampled sounds that 
reflected their properties. For instance, in one scenario files were associated a 
wooden sound, and this sound varied according to the size of the file. When a small 
file was selected a wooden sound that resembled one that might emanate from 
tapping a small wooden object was played, and conversely when a large file was 
selected, the sound of tapping a large wooden object was played. An important 
aspect of audio icons was that the audio feedback was carefully designed to leverage 
this kind of metaphor: there was typically a strong intuitive link between the 
meaning of a sound in the real world and its meaning in the virtual world of the GUI. 
While little evaluation of this system was presented, it is a compelling example, and 
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serves to highlight the possibilities afforded by using non-visual information to 
reveal hidden aspects of GUls. 
Finally, interfaces including non-visual information may be useful for impaired 
users. Specifically, the literature suggests that haptic interfaces have the potential to 
support interactions with both visually impaired users, and motion impaired users. 
The most striking example of an existing haptic interface for visually impaired users 
is Braille, the notation system that presents a haptic representation of written 
language, but the scope for the development of other displays seems large. For 
instance, work has begun examining the presentation of the much more complex 
structure of musical notation in a haptic form [39]. Understandably, haptic interfaces 
for motion impaired users focus less on information presentation and more on 
providing forces that support movement. The majority of existing examples come in 
the form of systems for rehabilitation. These provide haptic feedback designed to 
serve as a physiotherapeutic aid and include the Rutgers Ankle Master [53], an 
actuated foot pedal used to control a flying simulation and intended to help users 
recover from the motion impairments caused by a stroke, and several devices for the 
rehabilitation of the hand or wrist [30, 32]. While the examples described here do not 
directly relate to GUI tasks, they do highlight the applicability, and potential 
benefits, of haptic feedback to these user groups. 
3.3. Single Target Haptic Augmentation 
Empirical studies investigating the effects of haptic feedback on the performance of 
users engaged in typical GUI interaction tasks, such as target acquisition, began with 
simple augmentations of standard pointing devices in the early 1990's. In 1994 
Akamatsu & Sate [3] developed a haptic ally enabled mouse with the ability to 
produce both tactile and force feedback. The tactile feedback was generated using a 
vibro-tactile technique. It was created by the motion of a pin positioned so as to 
slightly protrude through an area at the tip of the left mouse button, an area of the 
mouse over which a user's finger typically resides. The force feedback took the form 
of a simple electro-magnetic friction effect. This effect was created by embedding a 
solenoid in the housing of the mouse and using it in conjunction with an iron mouse 
mat. Activating the electromagnet caused the mouse to be attracted, and 
consequently to stick, to the surface of the mat. Using this mouse they conducted a 
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study investigating user performance in a target acquisition task. Each trial in their 
study consisted of participants moving from a preset starting point to a target, and 
then selecting that target. The study compared a control condition with a condition 
incorporating the use of haptic ally augmented targets. The haptic augmentation 
included both tactile and force display. The results indicated that the haptic condition 
led to small (in the order of 7-10%), but significant, reductions in task completion 
times, and Akamatsu & Sate concluded that haptic feedback has the potential to 
improve user performance in GUIs. 
A follow up study was conducted by Akamatsu & MacKenzie [4] using the same 
multimodal mouse, but including two extra feedback conditions: one involving the 
display of only the tactile feedback, and one featuring only the force feedback. The 
results of this study essentially reinforce those of the first - that haptic feedback can 
exert a beneficial influence on user performance in GUI tasks - but are not so clear-
cut. The sole presentation of tactile feedback was found to provide reductions in task 
completion time when compared to the control (5.6%), but could actually increase 
the error rate substantially (by up to 65%). Sole presentation of the force feedback, 
on the other hand, led to equivalent temporal performance to that observed in the 
control, but yielded reduced errors rates (by 12.1 %). The combined force and tactile 
condition resulted in the quickest times (an improvement of 7.6% over the control), 
at the cost of a still substantial increase in the error rate (of 30.3%). The authors 
conclude that although haptic feedback appears to have the potential to provide 
performance improvements to users engaged in typical GUI tasks, it can also reduce 
performance. They suggest that the application of haptic feedback to these 
environments, if it is to be useful, will be a complex process. 
Also in 1994, Engel et al. [65] built and investigated a trackball that incorporated 2 
DOF force feedback. It had the ability to exert rotational forces independently 
around both x and y axes. They describe several studies conducted using this device. 
These included a maze navigation task in which the addition of force feedback cues 
representing the maze walls led to substantial reductions in task completion time (by 
37%) and the rate of occurrence of boundary (or maze wall) crossing errors (by 
76%). Acknowledging that the results from this maze task would not generalise well 
to all cursor activities, they also studied a target acquisition task. In this study 
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participants were required to select a randomly positioned button as rapidly as 
possible, and a control condition was contrasted with one in which attractive haptic 
forces were in place over the target. The results of this study reinforced those of the 
maze study; they demonstrated significantly reduced task completion times and error 
rates. The authors also note that the results, and their own anecdotal experience, 
appear to indicate that the time taken by users to learn how to use the trackball was 
dramatically reduced with the addition of force feedback. 
Although the results cited in these studies seem promising, the devices that feature in 
them have now been superseded. More recently devices with a richer capacity for 
feedback have emerged, and in some cases have themselves been superseded. For 
instance, a commercial product, the Wingman Force Feedback Mouse [118], has also 
been developed. This is a mouse permanently mounted on a special base containing 
an assemblage of motors able to provide 2 DOF force feedback in a 2 inch square 
area. Drivers were provided for this device that integrated sophisticated haptic 
effects into Microsoft Windows. Buttons, icons and hyperlinks were enhanced with a 
snap to effect, which served to draw the cursor to their centre. Scrollbars and 
windows were bevelled into the surface of the workspace, providing haptic walls 
around their perimeter. Finally, isometric input mechanisms, which depend on the 
pressure a user exerts, were implemented in software and enabled for pressure 
sensitive selection and scrolling. 
Some formal evaluation of basic haptic augmentations took place using this device. 
Hasser et al. [90] describe a target acquisition study comparing user performance in 
a condition in which targets were overlaid with an attractive force against those 
attained in a condition with no additional haptic feedback. They reported that the 
haptic feedback led to significant improvements in task completion time. Dennerlein 
et al. [51] continued this work, and examined performance in two more complex 
tasks. The first of these involved moving down a tunnel, and the second was a 
compound task consisting of moving down a similar tunnel, and selecting an item 
positioned at its far end. These tasks were intended to be analogous to menu 
interaction. In these studies a haptic condition featuring forces that pulled a user to 
the centre of the tunnel were contrasted with a condition with no additional feedback. 
The results revealed substantial reductions in task completion time (by 50%) in the 
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simple task of moving down the tunnel, and large, but reduced, improvements in the 
compound task of moving and selecting (of 25%). While this research provides 
positive evidence for the integration of haptic feedback into GUIs, it also highlights 
the complex nature of the influence that haptic cues can exert on user performance in 
this domain. Critically, in these studies, it is unclear why performance in the 
compound task is much reduced compared to the simpler task only involving 
movement. These unexpected effects underline the requirement for further study of 
this topic. 
Rosenburg & Brave [162] briefly describe a pilot study involving a force feedback 
joystick and tasks involving interacting with buttons, menus and scroll bars. They 
explored the differences in performance achieved using what they termed active and 
passive haptic feedback. The active feedback involved the application of attractive 
haptic feedback over the interface targets (focused on a point in the case of the 
button, and on a line along the horizontal and vertical axes of the menu items and 
scrollbars respectively) while the passive feedback merely provided forces that 
resisted motion away from these critical areas. They found improvements in task 
performance time of up to 40% comparing their haptic augmentations against a 
control condition, but provide no formal analysis of their data. In general, they 
observed that the active feedback yields slightly improved results when compared to 
those achieved using the passive feedback. Although they do not formally examine 
it, one interesting aspect of Rosenburg & Brave's research is that they designed their 
system for use by motor-impaired users. Specifically they suggest the haptic 
feedback will be beneficial for users who experience difficulties in fine motor 
control. Such users can find working in a GUI very frustrating as it can be extremely 
challenging for them to successfully perform a basic targeting operation. 
Recent research taking place at Cambridge University provides a more thorough 
examination of this topic. It includes studies characterising the movement 
capabilities of a group of users with different motor impairments [94] through to a 
number of investigations into the effects of different haptic feedback on this user 
group's performance in targeting tasks [108]. Using the Wingman force-feedback 
mouse described above, they have compared the performance attained by their group 
of impaired users when interacting with standard GUI targets against that achieved 
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when the targets are overlaid with what they term gravity wells, which are areas of 
attractive force, and also with a number of different types of friction, or resistive 
force. Their results are complex, due largely to the diverse motor skills of their 
subject group. For example, several of their users gain significant benefits (in the 
order of 50%) from both the gravity wells and the friction augmentations, while 
others only from the gravity, and yet others show little improvement from the 
addition of the haptic cues. Once again, these results highlight the fact that although 
haptic feedback has the potential to increase user performance in GUIs, its 
application is not simple, and performance improvements are not guaranteed. Indeed, 
this research suggests that it is more challenging to develop haptic augmentations 
that aid impaired users, than it is to create augmentations that help able-bodied users. 
There have also been a number of systems developed where there has been little or 
no emphasis on evaluation. For instance, Ramstein et al. [158] produced the 
Pantograph, a ground-based two DOF force feedback device consisting of a 
surrogate that has free movement across a plane. Force feedback is exerted on this 
surrogate by motors through two exoskeletal arms. Several papers have been 
published discussing the use of the Pantograph in a variety of application areas 
including the kind of haptic ally augmented desktop discussed here [159]. In this 
desktop system the Pantograph was used to render two basic haptic objects: 
enclosures and frames. Each of these corresponded to different interaction objects in 
a GUI. Enclosures were haptic ally walled areas that exhibited a snap-to effect when 
a user moved over them, and provided resistance against any attempts to move off 
them. Enclosures were used to represent buttons, icons, and menu items. Frames 
resembled a thin groove and were presented over the borders of windows. They were 
designed to enable users to stay on the borders in order to manipulate, move and 
resize the windows. Unfortunately, no concrete evaluation of this system was 
presented. 
Similarly, Zeleznik & Miller [135] extensively augmented the X Windows [169] 
desktop using the PHANToM [128]. Taking advantage of the PHANToM's three 
DOF force feedback, the surface of the desktop was represented as a horizontal 
plane, while icons formed dimples, or recessed areas and three-dimensional ridges 
separated menu items from one another. Windows were extensively augmented both 
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with haptic feedback and with pressure sensitive input mechanisms built on top of 
this feedback. For instance, users were able to adjust the position of a window by 
pressing into its surface and then moving laterally, much as objects are slid along a 
surface in a real environment. Collisions with other windows were also represented 
haptic ally, allowing users to neatly align them. Windows were also slightly dimpled 
and users could push against the lip of this recessed area in order to adjust the 
position of the window. Finally, users were able to raise and lower windows, in 
terms of their occlusion of one another, using vertical motions (motions orthogonal 
to the plane of the desktop). There is little evaluation of this system, save for a claim 
that in informal, observational tests of haptified drag and drop, users halved their 
task completion time, and become accustomed to the device very rapidly. Zeleznik & 
Miller acknowledge that this informal test is no substitute for rigorous user studies. 
Finally, there have also been recent attempts to augment desktop interactions using 
tactile devices. Campbell et al. [38] describe a device they call the Tractile, a 
modified version of the isometric trackpoint device that is used for cursor control in 
many laptop computers. The functionality of this device resembles that of a small 
and very sensitive joystick. It typically appears as a cylindrical rubber protrusion 
positioned in the centre of the keyboard and is manipulated by a single finger. 
Campbell et al. added vibro-tactile feedback to this device through an electro-
magnetically activated pin mechanism situated underneath the rubber housing. They 
investigated user performance with this device in what they term steering tasks [1]. 
Steering tasks are operations in which a user has to move along a defmed path, or 
tunnel, and are distinct from target acquisition tasks. Steering tasks have been 
likened to elementary aUI operations such as moving along a menu item in order to 
reach a submenu. Campbell et al. 's task involved participants moving along a 
visually defined horseshoe-shaped tunnel, under one of several conditions: a visual 
condition with no tactile feedback was compared to three conditions with additional 
tactile feedback. The first of these was a visual plus tactile condition in which visual 
dots on the screen matched haptic ally rendered bumps clustered along the line in the 
centre of the horseshoe's path. The second of these was an unconcerted condition in 
which visual dots were presented towards the borders of the horseshoe, while tactile 
stimuli were presented towards its centre. The final condition consisted of visually 
and haptically presented dots and bumps in a thin line on the borders of the 
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horseshoe.' The results of this study revealed that the fastest task completion time 
was achieved in the visual and tactile condition, while the lowest error rate was 
found in the condition incorporating a narrow wall of bumps on the edge of the 
horseshoe. Unlike the other two tactile conditions the unconcerted condition resulted 
in no perfonnance improvement over the visual condition. Campbell et al. suggest 
that this was due to the non-complementary nature of the visual and haptic cues 
presented in the unconcerted condition; the fact that the placing of the visual and 
haptic stimuli did not match. From this result they conclude that, in order to create 
effective haptic feedback, what you feel must be what you see. Their study also 
highlights the difficulties in creating useful haptic augmentations for desktop 
interactions, as the effects of haptic feedback on user perfonnance are not simple or 
easily understood. 
3.4. Multi Target Haptic Augmentation 
The research reviewed thus far is mainly concerned with the presentation of single 
haptic targets - that is, individual haptic targets presented in an otherwise featureless 
haptic space - rather than the more realistic scenario incorporating multiple haptic 
targets presented simultaneously. This complex scenario is a more accurate portrayal 
of real interactions in GUIs as a typical interface currently involves the simultaneous 
presentation of tens, if not hundreds, of targets. In such a situation the influence 
exerted by haptic targets incidentally traversed by users as they move towards their 
desired destinations must be considered. It seems likely that the extraneous forces 
these widgets apply have the potential to alter the paths users wish to take, and 
consequently reduce their perfonnance and subjective satisfaction. 
One possible solution to this issue is to try to remove the unwanted haptic feedback 
by attempting to predict a user's desired destination, and applying the feedback only 
on this target. Such a calculation, if successful, would serve to reduce the complexity 
of the multi-target case to the simplicity of the single target case, and transfer the 
perfonnance benefits gained there. However, as Dennerlein et al. [52] point out: 
It ••• only enabling one force field is an unrealistic simulation for the implementation 
of force-feedback algorithms. If one confidently knew the desired target, why not 
then select that target automatically without using the mouse?" 
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According to this rationale, Dennerlein et al. [52] have begun to consider the 
implications of partially successful target prediction systems. They describe a study 
in which multiple targets are presented to users, and the number of haptic distracter 
targets active between a user and the destination target is manually controlled. They 
reason that adjusting the number of distracter targets simulates different accuracies 
of target prediction. 
Their task involved the display of 13 evenly spaced circular targets arranged in a 
cross formation. Each trial consisted of one target becoming highlighted, which the 
user then had to select. They compared three haptic conditions against a control that 
featured no haptic feedback. The haptic feedback they used was in the form of an 
attractive force: a cursor moving over a target experienced forces drawing it to the 
target's centre. In the first haptic condition only the highlighted target was overlaid 
with forces. This simulated perfect target prediction and, therefore, the single target 
case. In the second haptic condition the highlighted target and one adjacent target 
were haptically active. This, they reasoned, might be the result of a relatively 
accurate target prediction algorithm. In the final haptic condition all 13 of the targets 
were haptically active. This condition represented a situation in which no target 
prediction was in use. Dennerlein et al.'s conclusions are mixed. As they use a 
similar set-up (in terms of the hardware used and forces generated) to Hasser [90], 
they replicate his results as regards objective measures in the condition resembling 
the single target case. They show a significant reduction in task completion time, 
relative to the control, in the condition in which a single target is haptically active. 
This objective gain is maintained, albeit at slightly reduced levels, in the other two 
haptic conditions. However, SUbjective measures (in Dennerlein et al. 's case 
designed to measure musculo-skeletalload) were more seriously effected. The haptic 
condition incorporating a single active haptic target led to significantly reduced 
musculo-skeletal load when compared to the control, but this advantage was not 
maintained in the other two haptic conditions. Indeed, the condition which rendered 
all targets as haptic ally active led to slight, and non-significant, increases in 
musculo-skeletalload when compared to the control condition. 
The practicalities underpinning target prediction, however, seem more in doubt than 
the validity of the idea. Keuning & Houtsma [109, 110] describe several studies 
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investigating the accuracy of prediction of the final destination of a movement given 
its initial trajectory. They conclude that although the creation of an algorithm to 
perform such a task may be possible, the parameters that control it would vary 
substantially from direction to direction, device to device and user to user. 
Munch & Dillmann [140] present a paper that supports this statement. They describe 
a complete system that provides not only haptic feedback in a GUI, but also a target 
prediction system that attempts to mediate the application of this feedback. The 
haptic feedback they use was based on that described by Akamatsu & Sate [3] - they 
developed a haptic mouse capable of generating vibro-tactile feedback through the 
use of an oscillating pin placed under a mouse button, and force feedback in the form 
of friction generated by the activation of a pair of solenoids over an iron mouse mat. 
Their target prediction system relied on both trajectory analysis and a dynamically 
generated model of application behaviour to determine user destination. An intrinsic 
element of this behaviour model was a substantial learning period for each specific 
combination of user and application. No formal evaluation of this system was 
presented, either in terms of the effectiveness of the target prediction system, or 
whether the haptic feedback generated was beneficial. 
3.5. Summary 
The pace of technological advancement in this field has been rapid, both in terms of 
the hardware produced and the software developed. For example, more recent 
projects to 'haptify' the desktop are not constrained to use the basic haptic effects 
described in the early studies by Akamutsu & Sato [3] and Engel et af. [65]. 
However, as technology has advanced there has been no corresponding progress in 
its evaluation. A number of systems have been created featuring a diverse range of 
haptic feedback, and there has been something of a sense that evaluation has taken a 
secondary role to implementation [135, 157]. A significant example of this is the 
lack of literature empirically and directly comparing within or across different haptic 
augmentations. For example, it is unclear from the literature at what strength it is 
appropriate to render an attractive force, or what height a haptic wall. Furthermore, it 
is even harder to discern whether a haptically walled area is superior to an area 
featuring an attractive force. This absence of comparative empirical data has led to a 
situation where it is extremely difficult to meaningfully assess and contrast the 
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different types of feedback available. Consequently, the haptic feedback used in 
many systems appears to have been designed on an ad hoc basis. 
This problem is exacerbated by the fact that while the studies that have taken place 
have highlighted interesting aspects of the influence that haptic feedback can exert 
on the perfonnance of GUI tasks, there is little real consistency in the results 
reported. There are no fonnal guidelines regarding what haptic feedback is 
appropriate in different situations, and this lack of consensus is reflected in the 
number of studies investigating essentially similar topics: numerous studies have 
focused on the augmentation of simple targeting tasks involving a single target. 
Indeed, the only firm conclusion that can be drawn from this research is that the 
addition of haptic cues to GUIs will have to be a complex process if it is to be an 
effective one. 
Beyond this issue, the problems that haptic feedback may exert in multi-target 
situations must also be considered. The limited literature relating to target prediction 
suggests that although it may be an objectively effective solution to the potential 
problems of multi-target haptic interaction, it is also a costly and underdeveloped 
one. Differences between individuals, devices, and even applications may be enough 
to render such systems useless without substantial training times. More worryingly, 
the evidence suggests that partially successful systems may exert a damaging 
influence on subjective satisfaction. The presence of these significant disadvantages 
indicates that alternative solutions to these problems should be investigated. 
Overall, the lack of concrete results relating to this topic presents significant 
problems for the application of haptic feedback in general situations - there is no 
simple methodology for adding haptic feedback to GUIs, and application developers 
may be forced to design their own solutions from the ground up. This problem is 
exacerbated by evidence indicating that arbitrary combinations of information 
presented in different modalities is ineffective, and can in fact lead to reductions in 
user perfonnance [38]. These two facts combine to highlight the importance of a 
systematic empirical evaluation of the complex haptic augmentations of the desktop 
that current technologies are able to create. Without such research much time and 
effort may be wasted, and it is possible that we might even end up with haptically 
enhanced interfaces that are in fact harder to use than standard ones and haptics may 
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become relegated to the status of a gimmick. Consequently, it is important to ensure 
that as the complexity of the haptics that can be produced increases, the focus ofRCI 
remains firmly on the user. There is a pressing need to evaluate, understand and 
disseminate in a palatable form how and where the complex haptic stimuli that can 
now be created should be applied. 
3.6. Conclusions 
This chapter reviewed the literature relating to the addition of haptic feedback to 
GUls. It briefly detailed the motivations for such an addition, before discussing the 
previous literature. A crucial segregation in this review is between research that 
considers the potentially undesirable side effects of haptic feedback in multi-target 
scenarios, and that which does not consider this issue. 
Within this thesis, the purpose of this chapter is to provide a context in which the 
research presented in the next chapter can be considered, to introduce the thinking 
behind it. This occurs throughout the review, but more specifically, it is achieved in 
the summary of the literature, where three critical weaknesses in the existing body of 
research are highlighted. The first of these is a general lack of comparative 
evaluation in systems featuring haptically augmented GUls, which has led to a 
situation where it is difficult to determine what type of feedback it is most 
appropriate to use. The second of these relates to the problems apparent with the 
current approach to mediating the application of haptic feedback in situations 
incorporating multiple targets: it is inadequate, and new mechanisms need to be 
considered. Due in part to these two problems, the final significant weakness is that 
there is no methodology through which application developers or designers can 
integrate haptic cues into their systems; there are no guidelines that they can follow 
to simply plug in this functionality. These three facts motivate the research described 
in the next chapter. 
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4. Design, Implementation and Evaluation 
of Desktop Haptic Feedback 
4.1. Introduction 
In this chapter two studies that attempt to determine how haptic feedback can be 
added to Graphical User Interfaces are described and discussed. The first of these 
experiments looks at a simple target acquisition task. Its goal was to qualify what 
kind of haptic feedback is appropriate for general targeting tasks. This done, the 
second study examines a more complex situation involving multiple simultaneously 
active haptic targets. It attempts to address the question: does extraneous haptic 
feedback interfere with users performing targeting tasks, and, if so, is it possible to 
design feedback that does not possess this damaging influence? Some follow up 
work conducted to extend these ideas is then briefly described and discussed. This 
chapter closes with a set of design guidelines that attempt to support the creation of 
haptic widgets in general situations. They are drawn both from the research 
described here and also from the wider body of available literature, and are the first 
of their kind on this topic. 
This work fits into the overall structure of this thesis by illustrating the performance 
improvements that can be gained using haptic ally augmented cursor interactions in a 
simple, well-established everyday scenario. Basic GUI interactions are the first 
example chosen to illustrate the general claim of this thesis: that haptic feedback 
relating to a user's avatar, or cursor, in a digital environment is beneficial and can 
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lead to increases in performance, or improvements in subjective experience. The 
guidelines presented at the end of the chapter fulfil the secondary goal of this thesis: 
to ensure that the design knowledge gained from the research described is presented 
in a form that easily is accessible to future designers and system developers. 
4.2. Comparison of different forms of haptic feedback 
4.2.1. Motivations 
This section describes an initial experiment to evaluate the effects of a variety of 
haptic modifications in a simple targeting task using a sophisticated force feedback 
device: a PHANToM 1.0. The goal of this study was to distinguish between the 
performance levels obtained under different haptic augmentations. This choice of 
focus addresses a significant weakness observed in the previous literature: an 
inability to compare among the different forms of feedback employed by different 
researchers. The results of this study (which is the first to examine this particular 
topic) should provide detailed information as to the appropriateness (for haptic ally 
enabled targeting) of the various haptic effects that current devices are capable of 
producing. These data should inform the process involved in the creation of haptic 
widgets by clearly illustrating the positive and negative aspects of different haptic 
augmentations. 
4.2.2. Experimental Task 
The task chosen in this study was a simple target acquisition task; participants were 
required to seek to, and then select on-screen buttons. This task was chosen because 
it features prominently in the previous literature [3,65] and also because it is a very 
elementary operation - it is both simple to perform and also perhaps the most 
fundamental and common cursor interaction. 
Two factors were engineered into the task to make it more suitable for haptic 
augmentation. Firstly, it was felt that participants in the experiment should 
experience some visual distraction. This is not an unlikely circumstance in the 
typical operation of a aUI, particularly in the case of expert users. Expert users often 
concentrate on some central task and interact with graphical widgets in the periphery 
of their attention [27]. 
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Figure 4.1. Screen shot of buttons experiment (annotated with lines indicating the 
path of the comer buttons). 
Secondly, in this atmosphere of visual distraction, it seems likely that the haptic 
feedback will only really prove useful if the task encompasses some repetitive 
motion. Without some sort of repetitive motion the haptic task would rapidly 
dissolve into exhaustively searching the entire workspace for some haptically distinct 
area. This is clearly an inefficient strategy when compared to visually scanning the 
screen. Furthermore, repetitive motions are relatively common in desktop 
interactions [144] partly due to the fact that key widgets such as scrollbars and 
menus have relatively standardised screen positions (at least with respect to the 
content of the application they control). 
To encompass these two factors two windows were placed on the screen at all times. 
One occupied the left-hand side of the screen and contained instructions as to the 
next target to seek. The other, larger, window was square and occupied the centre 
and right-hand side of the screen. It contained the experimental targets in the form of 
five buttons. One button was always positioned in the centre of the window. The 
other four were positioned one in each quadrant of the window, on the diagonals of 
the window. The position along the diagonals changed in the course of the 
experiment, but each button remained in a single quadrant of the screen throughout. 
This meant that each button remained in the same direction relative to the centre of 
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the window at all times. This was felt to provide an experimental task incorporating 
repetitive motions. Figure 4.1 is a screenshot illustrating the experimental 
environment, annotated with four diagonal lines indicating the paths that the comer 
buttons traverse. 
Each of the buttons was labelled in accordance with its position on-screen. For 
instance "Top right" or "Bottom left". The instructions in the left-hand window 
consisted of a list of these button names. In each trial the subject had to move over 
and select the button named at the bottom of the list. Target selection took place on 
the consecutive depression and release of the controller's button over the target. 
Completion of this task caused a new button name to be appended to the list. When 
the window became filled, it was cleared again and the list began anew. This update 
mechanism was chosen to be more visually demanding than merely presenting the 
button names sequentially in an identical position. 
To increase the repetitiveness of the motions required the centre button was named 
in every alternate trial. This led to the participants always moving along one of a 
very few paths, but continually experiencing variability in the distance they have to 
travel along these paths. This situation was one where it was felt that haptic feedback 
would afford performance increases while not being too far removed from an actual, 
realistic task. 
4.2.3. Haptic Effects 
Four different haptic effects were created: texture, friction, recess and gravity well. 
These effects are described in the subsequent sections. For each haptic effect three 
levels of magnitude were defined. This was thought necessary because while there is 
little literature comparing different haptic augmentations in aVIs there is none 
whatsoever comparing user performance on different versions of the same 
augmentation. For example, there is no empirical basis for choosing how deep to 
make a recess or dimple, or for determining the appropriate magnitude at which to 
present an attractive force. It was felt that in the absence of relevant information, it 
was an appropriate solution to present several different versions of each haptic 
augmentations varied along a salient scale. It should be noted that the primary goal 
of this study was to quantify the differences between the various haptic 
augmentations, and not to meaningfully distinguish between the levels of magnitude 
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within each of the e augmentations. Instead, the motivation to include these levels 
was to take some initial measure of how user performance varied with different 
ver ion of the same haptic augmentation; to discover how sensitive users were to 
the e variations as compared to their sensitivity between different haptic effects. 
The magnitude of each augmentation used in the study was determined subjectively. 
They were validated in a pilot study conducted prior to the main experiment in which 
three participants were asked to rank the magnitude of the effects they experienced. 
These data, while present in insufficient quantities for analysis, was supportive of the 
validity of the chosen magnitude levels. 
Texture 
Texturing a button in a texture-less, flat workspace is a potential way of haptically 
ignifying that the cur or is positioned over some interesting object. The texture used 
in thi e periment was a set of ridges forming concentric circles centred on the 
middle of the target. This is illustrated in Figure 4.2. 
Till particular texture design was used because, when compared with other simple 
mathematical texture such as gratings, it was felt that this circular texture would go 
fartbe t to guaranteeing that users would encounter a number of ridges irrespective 
of both the direction from which they entered the target and the orientation of their 
path through it. It was also felt that a texture of circles might provide useful 
contextual information to a user. A motion perpendicular to any ridge on the surface 
of the butt n i guaranteed to move the cursor either directly towards, or away, from 
it centre. Furthermore, the curvature of the ridges provides an indication as to which 
djr ction is which. 
Figure 4.2. 3D visualisation of the texture effect. 
I 
I 
j 
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The textures were created through rotation of the normal vector of the surface of the 
workspace [178]. This is a commonly used mechanism for the generation of haptic 
textures [174, 195]. One consequence of this algorithm is that the strength of the 
textures (in terms of the lateral forces they generate) varies according to the force 
that a user exerts on the plane of the desktop. As a user exerts more force against the 
desktop plane, the strength of the normal force generated increases, which leads to a 
corresponding rise in the magnitude of the rotated force representing the texture. 
This is realistic in that if one were to push against a textured surface one would 
expect to experience more disturbance from that texture the harder it was that one 
pushed. However, it is not ideal, as it has the potential to form a confounding 
variable across participants. Each participant will rest against the plane with varying 
force, according to his or her preference, and will therefore feel the texture at 
different strengths. Consequently, although it is a less physically realistic model, it 
may have been advisable to implement the texture in some other way, such as with 
purely lateral forces. This mechanism of texture generation is illustrated in Figure 
4.2. 
The three levels of texture chosen varied the height of the ridges upward and the 
frequency of their spacing downward. A low level of texture consisted of a large 
number of ridges of small magnitude, while a high level of texture consisted of a 
smaller number of ridges that were of a larger magnitude. The distance between 
ridges on low magnitude was 1 mm, medium 1.5 mm and large 2 mm. The 
maximum angular rotation of the ridges ranged from 6 degrees to 12 degrees to 18 
degrees. Although texture is extremely complex, and recent studies have suggested 
that the concept of roughness is poorly defined [130], for the purposes of this study 
these manipulations served to produce textures ranging from fine to coarse. 
Figure 4.3. Cross-section of the texture effect with force orientation 
Orientation of force applied 
(space. between ridge. have been magnified 
for clarity of pre.entation) 
'. 
I I 
Left edge of Right edge of 
textured target textured target 
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Friction 
The friction effect damped a user's velocity. This kind of haptic augmentation has 
appeared a number of times in the previous literature [3, 95], and, at least 
hypothetically, can influence user behaviour in several ways. Firstly (and similarly to 
the texture effect described above), a user should be able to feel the difference 
between the workspace as a whole and the augmented surface of a target. Secondly, 
users may experience an increase in performance simply from the fact that their 
velocity is damped when they are over key targets. For instance, users could develop 
a strategy whereby targets were approached more rapidly than normal, and the 
damping influence of the widget was used to snare them over the target and to 
prevent them from slipping off. A final benefit of augmenting a target with friction is 
that users may be less prone to make minor movement errors while resting over 
targets. The friction effect may damp unintentional motions into insignificance, 
meaning that users will only leave a target when they make explicit effort to do so. 
The friction effect consisted of two components - a static and a dynamic friction. 
This is physically realistic [178]. Static friction refers to the force that must be 
overcome in order to set a stationary object into motion, while dynamic friction 
describes the resistance experienced by moving objects. The static friction was 
created using an attractive force, holding the cursor at its current location. It became 
active when users stopped moving, and inactive when a preset maximum force was 
overcome, or a preset distance travelled. It was implemented as a small attractive 
force, or gravity well. The dynamic friction was applied at all other times and was 
created using a force opposite to the user's last vector of motion - essentially a 
damping force. 
Varying the magnitude of the friction effect was simply a matter of changing the 
strength of the force of the gravity well forming the static friction and by varying the 
magnitude of the vector applied during the simulation of dynamic friction. Both of 
these variables were increased as magnitude increased. Algorithmically the strongest 
friction was twice the strength of the weakest with the medium value equidistant 
between these two. 
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Recess 
The recess effect was a three dimensional dimple in the plane of the workspace. Two 
illustrations of its geometry are shown in Figures 4.4 and 4.5. The sloped planes of 
the recess were slightly curved so as to minimise physical instabilities in the device 
during operation. The recess was similar to that implemented by other researchers 
[135, 159]. Like the friction effect, it also has the potential to serve three purposes: 
moving over (and falbng into) or climbing out of the recess not only served to 
indicate that a target object was under the cursor, but also had the potential to 
support a user 's targeting process. Participants, having moved into a recess, had to 
exert a degree of explicit effort to order to climb its walls and move away from it. 
This fact seemed likely to ensure that only purposeful attempts to leave the target 
would be successful. 
To vary the magnitude of the recess augmentation, the angle of the slope of its walls, 
the final depth of its base, or both could be modified. In this instance, a decision was 
made to change the depth of the recess and to maintain the angle of the walls as a 
con tant. The motivation for this was a feeling that the recess was essentially a hole, 
Figure 4.4. 3D visualisation of the recess effect. 
Figure 4.5. Cross-section of the recess effect. 
Plane of desktop 
Base of recess 
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and that the depth of a hole is a more salient characteristic (with respect to 
magnitude) than the angle at which its sides slope. The depth of the recess ranged 
from low at 2 mm deep, through medium at 3 mm deep, to high at 4 mm deep. The 
angle of the slope remained constant at 30 degrees. Subjectively, a slope of this angle 
felt fairly steep. 
Gravity Well 
The gravity well was a 'snap-to' effect, sometimes called an attractive basin, and 
similar effects appear commonly in the previous literature on haptic ally augmented 
targeting [90]. When users moved over a target a constant force was applied pushing 
them towards the target's centre. This force was tapered off around the very centre of 
the target, creating an area of softer force there. This was done for two reasons. 
Firstly, it minimised physical instabilities in the hardware, and secondly, it simply 
felt more natural to have some flexibility in the centre of the well. Figure 4.6 shows a 
plan view of a target augmented with a gravity well including arrows indicating 
force direction and magnitude. 
As with the recess and friction effects, the gravity well has the potential to signify 
the presence of a target, in this case simply by the presentation of an attractive force. 
It may also provide a strong error reduction facility as it is essentially a homing force 
that attempts to ensure that the user remains on the central portion of a target. 
Hypothetically, it has the ability to capture users that move over it, and also to 
prevent small unintentional movements from causing the cursor to stray off it. A user 
must overpower the attractive force of the gravity well in order to leave the target. 
Figure 4.6. Plan view of the gravity well effect with force direction and 
magnitude illustrated. 
Forces applied 
Direction of Irrow Indlcltes dlrlctlon of forci 
Size of arrow Indicates magnitude of forca (relativa to mill) 
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Varying the magnitude of the gravity was a simple matter of changing the maximum 
force it exerted. The three peak values chosen were 0.2 N, 0.4 Nand 0.6 N. This was 
felt to encompass a range of forces from weak to strong. 
4.2.4. System 
The experiment was conducted under Windows NT SP3 on an Intel PH running at 
300MHz. All software was written in C++ using Microsoft Visual Studio version 5. 
The graphical user interface presented to the user was generated using the standard 
Microsoft Foundation Classes and as such had the same look and feel as a typical 
application running on a Microsoft platform. The haptics code was created using the 
GHOST API supplied by SensAble Technologies. The force feedback was provided 
by a PHANToM 1.0 equipped with a pen stylus featuring a button. The operation of 
this button was linked to mouse click events. The workspace available to participants 
was restricted to a narrow vertical plane, 110 mm wide by 110 mm high and 2 mm 
deep. Motion along the x and y axes controlled cursor position. No explicit action 
was mapped to motion on the z-axis. 
However, motion on the z-axis did playa significant role in the study as the feedback 
generated in both the texture and recess augmentations relied on the three 
dimensional position of the user. In the case of the recess effect this was due to the 
fact it formed a true three dimensional shape, while the lateral forces generated in the 
texture effect were reliant on the force a user exerted along the z axis. Both these 
effects could only be felt by a user resting on the back wall of the workspace. To 
ensure that participants were exposed to the haptic effects on the same basis 
throughout the course of the study the gravity well and friction effects were also 
made to function only when a user was against the back wall. Furthermore, to ensure 
that users were experiencing the haptic effects throughout the course of the study, 
cursor interactions were only enabled when users were against the back wall. 
Graphically, the five target buttons were 75 pixels long by 25 pixels high on a 17 
inch screen with a resolution of 1280 by 1024. This is a typical size for buttons or 
menu items on the screens of this size and resolution. Correspondingly, the haptic 
representations of the targets were approximately 10.5 millimetres long by 3.5 
millimetres wide. Graphical cursor motions were confined to the window containing 
the targets which was 780 pixels square. The font used for all text in the study (the 
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instructions and labels on the buttons) was 8 point Times New Roman. A small size 
of font was used to increase the amount of visual attention that would be required for 
participants to read it. 
4.2.5. Participants 
There were sixteen participants. Four were female and twelve male. All were 
between the ages of eighteen and thirty. Most were computing students. All were 
regular and fluent computer users. Three users were left-handed and one was 
dyslexic. No subject had anything more than trivial previous exposure to haptic 
interfaces. 
4.2.6. Experimental Design 
The experiment followed a fully within subjects repeated measures design. Four 
different haptic effects were tested, each of these at three different magnitudes. This 
led to twelve haptic conditions. To balance this the Visual condition (which featured 
no additional haptic feedback) was also split into three separate sub-conditions, 
resulting a total of fifteen conditions. Each condition consisted of 40 button 
selections. 
A repeated measures design was chosen for this study despite the nearly prohibitive 
number of conditions because of the novelty of haptic interfaces. Participants had not 
experienced haptic interfaces previously, and it seems likely that they would possess 
radically different levels of ability using such interfaces. A repeated measures design 
is the best way to factor out these individual differences. 
Participants experienced the same stimuli in the same order for each condition. This 
fact heightened the already substantial potential influence of order effects. To 
remedy these effects the order that the conditions were presented to participants was 
carefully controlled. In this experiment a random or exhaustive allocation of 
condition orders to participants is clearly not a solution; the number of possible 
orders vastly exceeds experimental plausibility. A reasoned approach was used 
instead. The subject pool was split into eight groups. Table 4.1 shows the order in 
which each group experienced the conditions. Possible biases with this design are 
that the Visual condition is always in the central position and that different effect 
magnitudes are always grouped together. 
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Table 4.1. The eight different orders of condition presentation in buttons 
experiment. 
Group Number 
I 2 3 4 5 6 7 
Friction Texture Gravity Recess 
Low High Low High Low High Low 
Med Med Med Med Med Med Med 
High Low High Low High Low High 
Texture Friction Recess Gravi~ 
High Low High Low High High Low 
Med Med Med Med Med Med Med 
Low High Low High Low Low High 
Visual Visual Visual Visual 
----- -- --- --- ---- ----- ----
Gravity Recess Friction Texture 
Low High Low High Low Low High 
Med Med Med Med Med Med Med 
High Low High Low High High Low 
Recess Gravity Texture Friction 
High Low High Low High High Low 
Med Med Med Med Med Med Med 
Low High Low High Low Low High 
8 
High 
Med 
Low 
High 
Med 
Low 
----
Low 
Med 
High 
High 
Med 
Low 
As participants had no previous exposure to haptic interfaces extensive training was 
thought to be essential to reduce the influence of practice effects. Users performed a 
training session that was a shortened version of the actual experiment. In the practice 
participants experienced all the conditions in the actual experiment but each 
condition contained half the number of trials. The order of the practice trials was not 
balanced - it remained the same for all subjects. This was a possible bias in the 
experiment and time constraints were the crucial factor in making this decision. 
4.2.7. Measures 
Timing Measures 
Akamutsu & Sate [4] conducted a target acquisition study similar to the one 
described here. They were evaluating the effects of the tactile and force feedback 
generated by a simple haptic mouse and measured three distinct times for each target 
acquisition trial in the study: approach time, stopping time and clicking time. 
Approach time was the time taken for a user to reach a target from a pre-set starting 
position. In their study, an auditory stimulus signified the start of the clock (and the 
user motion). Stopping time was defined as the time it took users from when they 
moved over a target until they depressed the controller button, beginning to select the 
target. Clicking time was the span of time between a user depressing and releasing 
the controller button, the time required to actually select the target. This 
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Figure 4.7. Timing measures used in buttons study. 
Total Time to Complete a Trial 
Approach Time Stopping Time Clicking Time Leaving Time 
Mouse off 
previous button 
Mouse over 
button 
Mouse 
Down 
Mouse 
Up 
Mouse off 
button 
measurement scheme provided a great deal of detail as to the effects of haptic 
feedback on the precise details of user performance in target acquisition tasks, and 
consequently it is adopted here. However, for use in this study Akamatsu & Sate's 
[3] scheme is extended with an additional temporal measure: leaving time. Leaving 
time is defined to be the time between the successful selection of the target (the 
release of the controller button) and the user moving off the target. It is hoped that 
this measure will shed further light on user performance under haptic feedback. It is 
possible that it did not appear in Akamatsu & Sate's original scheme simply because 
each trial in their study was completed by the release of the controller button. They 
were concerned with user performance when selecting a target, but not with any 
subsequent effects that haptic feedback might exert. However, this new measurement 
scheme more accurately reflects real user experience; after a user has selected a 
target, the haptic feedback is still active and could affect performance in future tasks~ 
This measurement scheme used in this study is illustrated in Figure 4.7. 
The fact the experimental trials followed each other continuously, without an explicit 
break, exerts an influence on the measurement of the approach time. Without the 
occurrence of a definite event to indicate the start of each trial it is unclear at what 
point the approach time should begin to be measured. To resolve this issue, approach 
time was measured from the moment at which a participant last moved off a target. 
Error measures 
Four types of error were recorded, representing a comprehensive taxonomy. The 
error classifications were entitled wrong-target, slide-over, slip-off, and off-target. 
Wrong-target errors arose when participants simply selected the wrong target; one 
that was not currently named in the instruction window. A slide-over error was 
recorded when a subject moved over the correct target and then moved off it again 
without depressing the controller's button. This action represents non-optimal 
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behaviour (a chance has arisen to select the target, but this action did not occur), but 
is arguably a natural part of the targeting process. A slip-off error, defined by 
Brewster et al. [27], occurred when a user depressed the PHANToM's button over 
the appropriate target but then either purposely or accidentally moved off the target 
before releasing the button. This does not lead to a successful target selection, and is 
often confusing for users as it exhibits the same visual feedback as a correctly 
performed operation. The final error classification, off-target errors, was defined as 
when participants performed actions with the controller's button on the window area 
outside of the targets. This was a 'catch-all' category for remaining interactions that 
could occur through operation of the PHANToM's button. An example of such a 
situation is when a user's selection process misses a target entirely. 
Subjective measures 
There is evidence suggesting that quantitative measures of performance do not 
provide a full picture of the usability of an interface [202]. For instance, it is 
conceivable that users may be able to perform rapidly and accurately using an 
interface, but find it frustrating, tiring or mentally demanding. Questionnaires 
represent a mechanism for gaining access to this SUbjective data. Specifically, the 
concept of workload, defined by Hart & Wickens [89] as " ... the effort invested by 
the human operator into task performance ... ", provides a framework for measuring 
this information. Consequently, a workload test was used in this evaluation to 
provide a more thorough and sensitive understanding of the influence of the haptic 
feedback. 
The NASA Human Performance Research Group [81] analysed workload into six 
categories: mental demand, physical demand, time pressure, effort expended, 
performance level achieved and frustration experienced. These are defined as 
follows: 
• Mental demand: the amount of mental and perceptual activity required by the 
task. 
• Physical demand: the amount of physical activity required. 
• Time pressure: the time pressure felt. 
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• Performance level achieved: the individual's perception of the degree of 
success. 
• Effort expended: the degree of effort an individual invested. 
• Frustration experienced: the amount of insecurity, discouragement, irritation 
and stress felt. 
One way of assessing workload, known as the raw TLX method [35], was used in 
this study. It essentially involves gathering a measure of overall workload by having 
participants rate each of the six factors mentioned above, then simply calculating 
their average. For use in this study, the basic format was modified with the inclusion 
of an additional scale under the banner 'fatigue experienced'. This was an attempt to 
measure the physical discomfort participants experienced using the PHANToM for a 
protracted period. It seems likely that this is an important consideration in any 
situation where haptic feedback is applied to a user. Appendix A contains the 
materials used to gather TLX subjective workload throughout this thesis. 
A questionnaire that gathered basic demographics, asked participants to order their 
preferences for each of the 5 feedback conditions, and then to rate their perceived 
performance under each of these conditions was also administered. A copy of this 
questionnaire is presented in Appendix B. 
4.2.8. Procedure 
All participants first performed a practice session. At this time written instructions 
were presented explaining the experimental task, and participants were free to ask 
any questions to clarify these. During the course of the practice participants were 
encouraged to explore the different haptic effects, in order to become accustomed to 
them. After every magnitude condition a window appeared requesting that they rest 
until they felt ready to continue. 
After completion of the practice session participants immediately moved onto the 
experiment itself. This was essentially the same as the practice session except that 
participants were informed in the instructions that there was a prize of £30 for the 
fastest and most accurate participant. They were also required to fill out a NASA 
TLX subjective measures questionnaire [88] after they had completed each group of 
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three magnitude conditions that comprised an effect condition. In certain situations 
and depending on the forces being exerting the PHANToM can sometimes produce 
unwanted noise. To prevent any such noise from influencing participants' 
performance they were required to wear Sennheiser HD25 headphones throughout 
the experimental session. At the very end of the experiment participants were 
required to fill out the questionnaire gathering their demographics and preferences 
for each of the haptic conditions. 
4.2.9. Hypotheses 
This experiment was exploratory in nature - it sought to investigate the differences 
between the four haptic effects against the context provided by the Visual condition, 
which featured no additional haptic feedback. Therefore, the experimental 
hypotheses were suitably unspecified and two-tailed: they simply suggested that 
differences would be observed in task completion time, number of errors and in the 
subjective data gathered. 
4.2.10. Results 
The raw data from this study are presented in Appendix C. Two basic comparisons 
were made during the analysis of all the temporal and error data. Firstly, each of the 
three different magnitude conditions within each haptic condition were compared 
against one another. Secondly, the data from each of the five sets of three magnitude 
conditions were averaged together and these data were used to compare the 
differences between the actual haptic effects. All group comparisons performed on 
the experimental data (including the subjective measures) were repeated measures 
multi-factorial ANOVA [48]. All subsequent pairwise comparisons were conducted 
with post-hoc t-tests [48], adjusted using Bonferroni confidence interval adjustments 
[93]. 
Temporal Analyses 
Only one significant effect was detected when comparing the temporal results from 
the different magnitude conditions within each haptic augmentation. Within the three 
magnitude levels of the gravity well, there was a slight (60 ms) but highly significant 
(F(3, 15)=10.834, p<O.OOI) increase in the leaving time, the time measured from the 
moment the PHANToM's button is raised to the moment it moves off the target, 
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with increa ing gravity well strength. This is illustrated in Figure 4.8. Post-hoc 
pairwi e com pari on revealed that the low magnitude gravity well led to 
ignificantly shorter leaving times than the mid and high strength wells (respectively 
p<O.OS and p<O.OI . The leaving time for the mid strength well also approached a 
significant improvement when compared to that achieved under the high strength 
well (p=O.062). 
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Figure 4.8. Mean leaving time in different Gravity Well magnitude 
condition in buttons study. 
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Significant effects when comparing the averaged scores for each haptic effect were 
more commonplace. No significant effect was found for the overall time for each 
trial (F(4, 15)= l.765, p=0.128) but they were observed for each of the individual 
measures ; the approach time (F(4, 15)=5.108, p<O.OI), the stopping time (F(4, 
15)=5.750, p<O.Ol), the clicking time (F(4,15)=2.877, p<0.05) and the leaving time 
(F(4, 15)=9.668, p<O.OI) . Figures 4.9,4.10, 4.11 , 4.12 and 4.13 illustrate total trial 
time and each of the individual timing measures. No order effects were found in an 
analysis of total task completion time (F(4, 15) = 0.913, p=0.462). 
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Despite these highly significant results post-hoc pair-wise t-tests on the means for 
these conditions yielded relatively few significant results. The gravity condition was 
found to yield a significantly slower leaving time than the Visual (p<O.O 1), the recess 
(p<O.Ol) and the texture conditions (p<O.Ol), and a faster clicking time than the 
texture condition (p<O.05). It is also worth noting that the difference between the 
best and worse performing effects (on the total trial time) was only 42 ms, a very 
short time. 
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Error Analyses 
Once again few significant differences were detected among any of the magnitude 
conditions. As the strength of the gravity wen increased participants made 
significantly fewer slide-over errors (F(3, 15)=5.095, p<0.012), although post-hoc 
comparisons did not reveal any significant differences between the means. The 
difference between the low and high magnitude gravity wells did approach 
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Figure 4.14. Mean total slide-over errors in different Gravity Well 
magnitude conditions in buttons study. 
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Figure 4.16. Mean total slide-over errors in buttons study. 
150 ~------------------------------------------~ 
~ 
g 100 +-------------------------~--­
UJ 
.... 
(I) 
.0 
E 
::J 
Z 
c:: 
~ 50 +-~------------------~~----­
:2 
o 
Gravity Recess Friction 
Condition 
Texture Visual 
significance (p=0.056). Conversely, as the magnitude of the texture increased 
participants made significantly more slide-over errors (F(3 , 15)=5.757, p<O.Ol), and 
post-hoc comparisons bore this out. The low magnitude texture led to significantly 
fewer slide-over errors than the high magnitude texture (p<0.05). These data are 
illustrated in Figures 4.14 and 4.15. 
Significant effects were found when comparing the averaged scores for each haptic 
effect for slide-over (F(4, 15)=48.487, p<O.OI), slip-off (F(4, 15)=20.81, p<O.OI) and 
off-target errors (F(4, 15)=6.429, p<O.Ol). No significant effects were found for 
participants attempting to select the wrong target (F( 4, 15)=0.315, p=0.867). This 
was taken as positive evidence towards an absence of practice effects. Furthermore, 
order effects for the critical error classifications of slide-over (F(4, 15) = 0.152, 
p=0.961) and slip-off (F(4, 15) = 0.123, p=0.974) were not found. Figures 4.16, 4.17, 
4.18 and 4.19 show these error results. An interesting aspect of these error data is 
that the graphs for all the slip-off and slide-over results possess very similar curves, 
suggesting a strong relationship between these error types. 
Post-hoc analysis of the means generated from the slip-off data revealed that the 
results from the Gravity effect were significantly lower than those from the Friction 
(p<O.OI), Texture (p<O.OI) and Visual (p<O.Ol) conditions. The results from Recess 
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Figure 4.17. Mean total slip-off errors in buttons study. 
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Figure 4.18. Mean total off-target errors in buttons study. 
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effect were also significantly improved when compared to the Friction (p<O.Ol) and 
Texture (p<O.Ol) effects. Finally, the Friction and Visual conditions yielded better 
results than the texture condition (p<O.Ol, p<O.05 respectively). Similar, post-hoc 
analysis of the slide-over results indicated that the Gravity and Recess effects 
performed better than the Friction, Texture and Visual conditions (all at p<O.Ol or 
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Figure 4.19. Mean total wrong-target errors in buttons study. 
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better). The Friction and Visual effects were also yielded improved results when 
compared to the Texture effect (p<O.Ol). The analysis of the off-target data showed 
that Texture condition led to significantly more errors than all the other conditions 
(all at p<O.05 or better) and that the Friction effect performed better than the Visual 
condition (p<O.05). Tables 4.2, 4.3 and 4.4 present a more concise representation of 
the significance results observed in the pairwise comparisons of the error data. 
Table 4.2. Results from pairwise comparisons of slip-offs in buttons 
experiment. 
Gravity Recess Friction Texture Visual 
Gravity --------- Not sig. p<O.Ol p<O.Ol p<O.Ol 
Recess --------- ----... _--- p<O.Ol p<O.Ol Not sig. 
Friction --------- --------- ------_ ...... p<O.05 Not sig. 
Texture ---------
--------- --------- ---------
p<O.05 
Table 4.3. Results from pairwise comparisons of slide-overs in buttons 
experiment. 
Gravity Recess Friction Texture Visual 
Gravity --------.... Not sig. p<O.Ol p<O.Ol p<O.Ol 
Recess --------- --------- p<O.Ol p<O.Ol P<O.Ol 
Friction -------... - -_ ..... __ ..... - --------- p<O.Ol Not sig. 
Texture --------- ... _------- ... -------- _ ... _------ p<O.Ol 
Table 4.4. Results from pairwise comparisons of off-targets in buttons 
experiment. 
Gravity Recess Friction Texture Visual 
Gravity --------- Not sig. Not sig. p<O.05 Not sig. 
Recess .... _------ --------- Not sig. p<O.05 Not sig. 
Friction --------- --------- --------- p<O.OI P<O.05 
Texture --------- --------- --------- --------- P<O.Ol 
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Subjective Measures 
Figure 4.20 shows the TLX workload scores, scored out of 20 and adjusted so that 
higher scores consistently indicate higher workload. ANOV As revealed that Overall 
Workload and all individual factors bar Time Pressure differed significantly. The 
details of these statistics are presented in Table 4.5. However, post-hoc pairwise 
comparisons between the conditions turned up relatively few concrete results. The 
Gravity condition was rated as yielding significantly lower Overall Workload than 
the Friction (p<0.01), Texture (p<0.05) and Visual (p<0.05) conditions, while the 
Recess and Visual conditions achieved significantly lower workload than the Texture 
condition (both at p<O.05). Turning to the individual scales, no significant 
differences were observed in the Mental Demand data. Participants rated the Gravity 
condition as significantly less Physically Demanding than the Texture condition 
(p<0.05), and also the Recess and Visual conditions as requiring less Effort 
Expended than the Texture condition (p<O.Ol and p<0.05 respectively). Gravity 
achieved significantly better Performance Level Achieved than the Visual (p<0.05). 
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Figure 4.20. TLX workload results from buttons study. 
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Table 4.5. Results from ANOVA analysis ofTLX results in buttons 
experiment. 
MD PD TP EE PLA FE Fat E Overall 
F value 5.033 2.803 2.471 5.654 5.191 10.693 4.138 26.449 
P value p<O.Ol p<0.05 p=0.054 p<O.Ol p<O.Ol p<O.Ol p<O.OI p<O.Ol 
The Gravity, Recess and Friction conditions all resulted in significantly lower ratings 
of Frustration Experienced than the Texture condition (all p<O.Ol). Finally, the 
Recess condition led to significantly lower levels of Fatigue Experienced compared 
to the Texture condition (p<O.05). 
The results of the post experiment questionnaire are shown in the Figure 4.21. Due to 
the unvalidated nature of this questionnaire no statistics were performed on these 
results. However, it is possible to observe a strong participant preference for the 
Gravity well and Recess conditions and a strong dislike for the Texture condition. 
Indifference is reserved for the Friction and Visual conditions. The results from this 
questionnaire appear to follow the same general trend as that found across the TLX 
subjective measures data. 
4.2.11. Discussion 
The timing results reveal few concrete significant differences. One reason for this 
may be that the approach time does not accurately represent the average time spent 
moving towards a target from the previous target. As mentioned in the measures 
section it instead represents the time from the immediately previous instance when a 
Figure 4.21. Mean ratings from post-experiment questionnaire in 
buttons studv. 
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user left a target, even if that target is the same target that they are moving over once 
again. Essentially, this means that if a user performs a slide-over or a slip-off the 
approach time is measured from the time of the occurrence of this error until he or 
she moves over the target once again. This is typically a very short span compared to 
the time taken to traverse the distance between two targets. Given the substantial 
differences in the occurrence of movement errors (such as slide-over) among the 
conditions, it seems likely that approach time is inversely related to the incident rates 
of these errors. This observation places serious doubts on the validity of the approach 
time measure used in this study. 
Other than differences observed in the approach time, the most important timing 
differences are that participants took both longer to move off gravity wells of 
increasing strength, and to move off gravity wells when compared to performance 
under other conditions. This suggests that a weakness of the gravity well 
augmentation may be that it impedes users' performance as they attempt to leave a 
target. This factor has typically been overlooked by other researchers [3, 51] as 
target selection is usually viewed as completion of the experimental task. In a real 
scenario, however, users not only select their desired target, but also subsequently 
move off it in order to perform further interactions. The omission of this aspect of 
targeting from the previous literature casts doubt over its validity. 
An analysis of the timing results based around this hypothesis yields an interesting 
trade-off. Ignoring the approach time, Figures 4.22 and 4.23 plot the selection time 
(the sum of the times to stop and click on the target) and the total time on target. 
They show that when considering only the selection time, the Gravity, and to some 
extent the Friction conditions, perform substantially better than they do when the 
total time on target is examined. Indeed, the Gravity condition yields the fastest 
selection time and one of the slowest total times on target. Formal analysis of these 
data reveals that both selection time and total time on target vary significantly 
(respectively F(4, 15) = 6.860, p<O.OI and F(4, 15) = 2.647, p<0.05). Post-hoc 
analysis indicates that the Gravity condition provides a faster selection than the 
Texture condition (p<0.05), and a slower total time on target than the Recess 
condition (p<O.05). The reduction in total time on target achieved by the Recess 
condition in comparison to the Friction condition approached significance (p=0.085). 
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The difference is not surprising if the feedback that these effects generate is 
examined. Gravity wells exert a force that actively prevents a user from moving off a 
target. Therefore, this results in users spending a larger amount of time performing 
this action than they do in the other conditions. Similarly, the static component of the 
friction effect, which becomes active when a user is moving very slowly (such as 
78 
when they are performing a target selection) acts like a weak gravity well centred on 
the user's current position. The comparable nature of the feedback probably accounts 
for the similar effect it exerts on user performance. 
This trade-off also suggests that different haptic augmentations may be suitable for 
different situations. In a scenario where targeting and selection, simply reaching and 
selecting a widget, are of paramount importance the gravity well may be appropriate. 
It has the potential to yield optimised times for this portion of the interaction. 
However, when considering more general purpose scenarios incorporating all stages 
of interaction with a target, the recess effect, which led to the lowest total time on 
target, may well be more suitable. 
The error results from different magnitude conditions within the same effect revealed 
few differences. There was a reduction in number of slide over errors as gravity well 
strength increased. This suggests that the increasingly strong attractive forces make 
users less likely to overshoot their desired target. In other words, stronger gravity 
wells result in a significantly more effective snap-to behaviour, reinforcing the 
suggestion that gravity wells may be the most appropriate haptic augmentation if 
target selection (and not full interaction) is the primary goal. There was also an 
increase in slide over errors as texture strength increased, indicating that users found 
controlling their position more and more difficult as the magnitude of the texture 
increased. 
More substantial significant effects were found comparing the error rates of the 
different haptic conditions with one another; indeed differences of several orders of 
magnitude were observed. The recess and gravity conditions resulted in the lowest 
occurrences of the slip-off and slide-over errors, while friction matched the 
performance of the Visual condition, and the texture effect resulted in far larger 
incidences of these errors. These two error types represent situations involving 
moving over the correct target and then moving off it, without successfully selecting 
it. It therefore seems reasonable to suggest that gravity well and recess effects 
strongly support targeting interactions, while the texture effect strongly hinders 
them. This evidence suggests that the texture effect substantially interferes with a 
user's ability to control their position accurately. 
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As a whole, the subjective data were generally in favour of the Gravity and Recess 
conditions, and firmly against the Texture condition. The Gravity and Recess 
conditions resulted in significantly less workload than the Texture condition on a 
number of factors, including Overall Workload. The Friction and Visual conditions 
each yielded a reduced workload when compared to the Texture condition on a 
single factor (respectively Frustration Experienced and Effort Expended). The only 
significant result from the TLX questionnaire not involving the Texture condition 
was an improvement in ratings of Performance Level Achieved in the Gravity 
condition over the Visual condition. This suggests that, subjectively, participants feel 
that they can gain performance benefits from this haptic augmentation, and indicates 
a willingness to accept the aid it offers in targeting tasks. The results from Fatigue 
Experienced, the additional term incorporated to the TLX questionnaire in this study, 
indicate that, at least in short term, haptic feedback does not lead to higher perceived 
levels of fatigue when compared to a Visual condition featuring no additional haptic 
feedback. This is an encouraging result. 
Taking these results as a whole several conclusions can be drawn. Firstly, and most 
importantly, they demonstrate that the addition of haptic feedback to target 
acquisition tasks can either improve or reduce user performance substantially. The 
Gravity and Recess effects led to order of magnitude reductions in error numbers 
when compared to the standard Visual condition, while the Texture effect led to 
considerable increases. Supporting this claim is Akamatsu and Mackenzie's 1996 
study [4] in which the presentation of tactile feedback on their haptic mouse 
increased the number of errors performed by participants, while force feedback 
reduced them. This conclusion supports the statement made in the previous chapter 
that applying haptic feedback to desktop user interfaces is far from straightforward, 
and that design guidelines are urgently needed to facilitate the consistent creation of 
beneficial haptic feedback. 
Secondly, it seems clear that the addition of haptic feedback to widgets exerts its 
most dramatic and observable effects not by decreasing task completion time, but 
instead by reducing the occurrence of errors. While these two different metrics can 
access the same basic aspect of performance - for instance the occurrence of errors 
in the performance of a task typically results in an increase in the time taken to 
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complete that task - it was felt that in this evaluation more information about user 
behaviour could be gathered by measuring errors rather than focusing on task 
performance time. The measurement of slip-off and slide-over errors essentially 
performs the same function as measuring the total time it takes a user to approach a 
target prior to a successful selection. However, in this case it seems likely that the 
two error measurements provide a better window onto actual user behaviour than a 
simple single measurement of time. 
Furthermore, supporting this suggestion are the results from both of the subjective 
measures (the TLX and the post experimental questionnaire). Both show a uniform 
trend towards favouring the gravity well and recess conditions, treating the friction 
and Visual conditions with ambivalence and reserving dislike for texture condition. 
The ratios of these results bears a striking resemblance to those of the slip-off and 
slide-over error results. This suggests that in this sort of simple, low level task where 
total completion time is very low, and the differences between a slow and a fast time 
are at the periphery of detection, that users may rely on error rates in their SUbjective 
assessments of performance. If this is the case, then for this kind of task, users may 
well regard a reduction in the number of errors to be more important than a decrease 
in the completion time. 
A number of observations that go some way towards explaining the different levels 
of performance found for each haptic effect can also be made. For instance, it is 
possible that the reason the texture effect yielded such poor results across the whole 
range of measures was due to the fact that textural information, which is essentially 
tactile information, was being delivered through a force feedback device to the 
kinaesthetic sense. In the texture implementation used in this study, the perturbations 
were rendered by altering the orientation of the surface presented to the surrogate the 
user was holding. This has the potential to effect the position of the user's entire 
hand. However, in real environments, textural information is sensed by perturbations 
on the surface of the skin [194], not kinaesthetically, and is extremely unlikely to 
effect any large scale positional movements. Supporting this suggestion, some 
studies, such as that conducted by Campbell et al. [38], use tactile devices to present 
simple textural information and have reported that it led to improvements in user 
performance [4]. 
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The performance of the friction effect matched that of the Visual condition in the 
majority of the measures. This indicates that users do not gain much advantage from 
the velocity damping it provides. However, from observing users interacting with the 
effect a second cause for this absence of improvement can be identified - an 
interaction between the influence the friction exerts and a user strategy for the 
effective completion of the task. Essentially, as users entered a target they began to 
slow their speed, achieving this more rapidly than they might expect due to effects of 
the dynamic friction. When they reached a given minimum velocity, the dynamic 
friction became inactive and the static friction became active, acting like a small 
gravity well centred on their current position. However, here the problem emerges. 
Users were not typically satisfied with their position on the target after this initial 
halt. Often they were on the very edge of the target and, although it is not essential, 
wanted to reposition themselves more centrally before selecting. The gravity well 
like force profile of the static friction prevented them from performing this kind of 
small adjusting manoeuvre. Users would then either waste time attempting to 
reposition themselves unnecessarily, or worse, accidentally fall off the button 
through this behaviour. While it is possible that this problem could be resolved 
through tweaking the parameters of the friction, possible entirely removing one 
component or the other, it is an illustrative example of where user behaviour does 
not take full advantage of the supportive haptic forces. Two users adopted a strategy 
whereby they selected the target regardless of their position on it, and these 
participants expressed considerable preference for the friction in the post-experiment 
questionnaire. 
Indeed, the adoption of strategies such as this undoubtedly exerts a considerable 
influence on user performance. Given that this study introduces not only the different 
haptic augmentations but also a novel cursor control device, it seems unlikely that 
users will attain their optimal level of performance. Indeed this assertion is supported 
by Jannson et al. [105] who conducted a study investigating the duration of practice 
effects in haptic tasks. They concluded that practice effects could take several hours 
to fully diminish. 
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4.2.12. Conclusions 
This study looked at four different mechanisms for augmenting user interface targets 
with haptic feedback. These augmentations represent those studied, sometimes to 
confusing or contradictory ends, by other authors in this field [3, 65, 90]. By 
comparing these different haptic feedbacks against one another directly, the results 
of this experiment have highlighted interesting aspects of the behaviour elicited by 
the feedback that might not otherwise have come to light. 
The results themselves support the observation that the addition of haptic feedback to 
GUls is by no means a simple task. Haptic feedback has been shown to be able to 
significantly increase or decrease objective measures of performance by several 
orders of magnitude. Of the four effects studied, the Gravity and Recess effects 
consistently out-performed the un-augmented Visual condition, as well as the other 
two haptic ally enhanced conditions. However, this increase in performance is not 
without some cost. Examining the data closely indicates that users experience a 
measurable difficulty when leaving targets overlaid with the Gravity effect. In the 
simple case described here, where participants interact with an individual target, this 
effect may not be of critical importance - indeed the subjective measures suggest 
that users did not find anything amiss with the Gravity augmentation. However, in a 
more complex situation where users encounter many targets while making their way 
to their desired destination, this effect may be much more significant, and warrants 
further investigation. 
4.3. Multi-Target Augmentation of a Menu System 
4.3.1. Introduction and Motivations 
The study described above, in conjunction with some of the previous literature [52, 
109, 140] suggests that the haptic feedback that is appropriate in situations involving 
only single targets may not generalise well to those involving multiple targets. The 
reason for this is simple: the forces that aid targeting (such as those forming gravity 
wells) when in place over a user's desired destination seem likely to exert a 
damaging influence when they are over objects on the path to a user's desired 
destination. The forces on these extraneous targets are likely to perturb and disrupt a 
user's intended movements, potentially interfering with the targeting process. 
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One solution to this problem is target prediction, which involves reducing a situation 
involving mUltiple haptic targets to a situation involving only a single haptic target 
by predicting a user's destination, and applying forces only over that target. 
However, while this concept seems sound, there are substantial problems 
implementing a satisfactory system. Critically, the current research on prototype 
systems suggests that target prediction algorithms will require prohibitively long 
training times for each combination of user, device and application. 
Given this limitation, this study proposes and examines a novel approach to this 
problem. It describes and evaluates a group of haptic ally enhanced widgets that has 
been designed to support a user's interactions by dynamically tailoring the forces 
presented based on directly measurable aspects of user behaviour. This differs from 
the target prediction approach, which essentially attempts to alter the applied 
feedback by determining intended destination, a complex and variable derivative of 
user behaviour. This solution, therefore, should not suffer from the problems 
inherent in target prediction systems, and has the potential to serve as a viable 
alternative. 
4.3.2. Experimental Task 
One task that may present specific challenges to a target prediction approach to the 
display of haptic feedback is menu selection. This is chiefly due to the large numbers 
and closely packed nature of the targets in a menu system. Very accurate target 
prediction would be required to avoid applying feedback over inappropriate targets. 
Furthermore, when a menu system includes hierarchical submenus, more than one 
targeting operation is required to complete a single interaction (as targets to bring up 
submenus must be selected prior to the final, desired, target), yielding haptic multi-
target problems even with accurate target prediction for each level of the menu. 
Several researchers have investigated issues relating to haptified menus. Dennerlein 
et al. [51] describe decreases in performance time in a haptic ally augmented 
condition in a task analogous to moving along a single menu item. Campbell et al. 
[38] demonstrate reductions in both task time and error rate with the use of tactile 
feedback in a steering task similar to menu interaction. These studies provide 
evidence that haptic feedback can support moving along the narrow tunnel of a 
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Figure 4.24. Screenshot of menu experiment. 
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single menu item. However, menus are always composed of groups of items, so the 
multi-target case must be considered. 
Participants interacted with a menu system that had similar appearance and 
behaviour to the Start Menu (from Microsoft's Windows) . It was activated by 
depres ing the controller's button over a target (labelled "Start") that resided in the 
lower left corner of the screen, and consisted of 95 menu items arranged in 17 menus 
in a hierarchical structure. At its deepest the hierarchy extended to 4 sub-menus. The 
items in the menu system included the standard contents of the Start Menu in a 
typical Microsoft Windows install. This basic structure was extended using the menu 
items generated by commonly installed applications (such as Microsoft Office). 
Mimicking the behaviour of the actual Start Menu, menu items were selected by the 
release of the controller button. When this occurred the menu system collapsed back 
to it initial, inactive state. Clicking on the area outside of the start menu also led to 
its collapse back to its initial state. 
Each trial in the study consisted of selecting an item from the menu. The current 
target and a the cognitive aspects of searching the menu hierarchy are not relevant 
to thi study, the path through the hierarchy to that target were displayed in a 
separate window directly beneath the experimental window. Successfully selecting 
the named target cau ed the name of a new target to be displayed. Figure 4.24 is a 
screen hot of the experimental window. 
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4.3.3. Haptic Feedback 
Two types of haptic feedback featured in this study: Haptic barriers and Adjusted 
barriers. These were strongly related and are described below. 
Haptic Barriers 
Haptic barriers were simple two-dimensional haptic walls. To enable these barriers 
to reside adjacently they had a simple force profile ensuring that either side of the 
barrier returned to zero force . Four of these barriers arranged to enclose a rectangular 
area served to produce a single haptic target. The force profiles of two barriers are 
shown in Figure 4.25, orientated to serve as opposite walls of a target. One 
consequence of thi implementation is that the comers of targets were subject to 
more substantial force , as barriers in both x and y dimensions independently 
contributed force. This problem was partially resolved by capping the maximum 
ex.erted force to the max.imum for a single barrier, but the comers of a target still 
Figure 4.25. Force pro-file of two haptic barriers from menu study. 
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consisted of larger areas of the maximum force. This made diagonal motion more 
difficult than either horizontal or vertical motion. The maximum magnitude of the 
haptic barriers wa 0.4 N. This algorithm had similar properties to those used in 
other studie ofhaptified targeting and steering tasks [51, 90]; moving over a target 
caused a u er to be pulled into its centre, and leaving a target required overcoming 
the barrier forces surrounding it. It also closely resembled the recess and gravity 
effects that led to performance improvements in the button selection study described 
earlier in this chapter. 
Adjusted Barriers 
The Adjusted barriers were a modified version of the Haptic barriers. Two specific 
modifications were in place. The first of these comprised a reduction in the 
magnitude of all forces (to 0.08 N) when a user moved slowly (below 2 cm/s). This 
was designed to enable users to move from one menu item to an immediately 
adjacent one without being hindered by strong forces. The second modification was 
active when a user moved rapidly (above 2 cm/s), which in a menu system tends to 
occur either horizontally or vertically. It entailed a reduction in the force applied 
along each axi individually (to zero) in proportion to the user' s speed along the 
oppo ite axis. This modification was designed such that, when a user was moving 
rapidly the force that opposed that motion would be reduced, while the ones that 
Figure 4.26. Modification of force according to user direction 
in menu studv. 
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supported it would be maintained - as a user moved horizontally in the menu, only 
the vertical forces that aided that motion would be presented, and vice versa. This 
would allow users to move across, or along, menu items at speed, gaining the 
benefits of forces supporting, without the cost of those obstructing, these actions. 
This concept is illustrated in Figure 4.26. These modifications were created around 
the two specific observations. The first of these was that there are two distinct phases 
to any targeting operation: an initial phase where users move rapidly to reach the 
general area of their desired destination, followed by a period of slower, more 
precise movements when they actually move over their target. The second 
observation was that, in order to interact with a menu, users have little choice as to 
what direction they move in - they must move vertically to reach their desired target 
in the current level of the menu, and horizontally to move onto a submenu. These 
two facts were exploited to produce a potentially more effective haptic augmentation 
of a menu system. 
All transitions between different force magnitudes in the Adjusted barriers were 
gradual, so as not to disrupt users, but took place extremely rapidly. This was made 
possible due to the PHANToM's native 1000 Hz update rate. 
4.3.4. System 
The experiment was conducted under Windows NT SP3 on an Intel PIlI running at 
700MHz. All software was written in C++ using Microsoft Visual Studio version 6. 
The graphical user interface presented to the user was generated using bitmaps 
displayed through the Direct X API. This allowed the simple creation of a visually 
exact replica of the Start Menu. The haptics code was created using the GHOST API 
supplied by SensAble Technologies. The force feedback was provided by a 
PHANToM 1.0 [128] equipped with a pen stylus featuring a button. The operation of 
this button was linked to mouse click events. The workspace available to participants 
was restricted to a narrow vertical plane, 110 mm wide by 110 high mm and 2 mm 
deep. Motion along the x and y axes controlled cursor position. As the two haptic 
augmentations varied in only two dimensions (x and y), they were continually and 
uniformly presented to the user regardless of their position on the z-axis. 
Furthermore, no explicit action was mapped to motion on the z-axis. 
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4.3.5. Participants 
There were eighteen participants in this study. Eleven were male, and seven female. 
All were between the ages of eighteen and forty-three. Most were computing 
students and all were regular and fluent computer users. Two participants were left-
handed. No subject had anything more than trivial previous exposure to haptic 
interfaces. 
4.3.6. Experimental Design 
Three conditions were examined: Visual, Haptic, and Adjusted. The Visual condition 
did not incorporate any haptic feedback designed to improve targeting. The Haptic 
barriers were present over all targets in the Haptic condition and, similarly, the 
Adjusted barriers were present over all targets in the Adjusted condition. The 
experiment followed a repeated measures design and lasted approximately 1 hour. 
The eighteen participants were arranged into six order conditions each containing 
three subjects, resulting in a fully balanced experimental design. Each experimental 
condition consisted of the same set of 100 trials, presented in a random order. As the 
menu system extended to a depth of at most 4 sub-menus, 25 trials were drawn from 
each possible depth. Training on all conditions took place immediately prior to the 
experiment. The training conditions were presented in the same order as those in the 
experimental session and contained half the number of trials as the experimental 
conditions. 
4.3.7. Measures 
Timing Measures 
Time to complete each trial was measured, taken from the time the Start button was 
pressed, until the selection of the correct menu item. If the Start button was pressed 
several times during the course of a single trial (as would be the case if the menu had 
collapsed back to its initial state due to the selection of an incorrect item) the most 
recent selection of the Start button was used as the start time for the trial. 
Error measures 
A variety of errors were also recorded. These followed a basically similar scheme to 
those in the buttons study described previously, adjusted for the different interactions 
present in menu operation. Firstly, the number of slide-over errors, where a 
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participant moved over the correct target, then moved off without progress towards 
the completion of the trial, were counted. Included in this total were both failures to 
select the named target, and failures to move on to an appropriate sub-menu when 
the opportunity occurred. This reflects the fact that menu interaction typically 
involves multiple targeting operations in order to reach a single target. Skip-ahead 
interactions, where a user took a shortcut from the current item to the next submenu 
by skipping over an adjacent item were also counted. These were collected in order 
to modify the number of slide-overs recorded, so that it more accurately reflected 
actual errors, and also to provide a measure of the conformity of a user's path to the 
ideal path through the menu. This led to an adjusted count of slide-over errors 
termed modified-slide-overs. Finally, the number of selections of wrong-items was 
counted. As menu selection is a single stage process (requiring only the release of 
the controller button over the desired target) slip-off errors could not occur. In this 
case, it seems likely that wrong-items errors will occur in the place of slip-offs. 
Subjective measures 
As in the buttons experiment described previously, subjective workload was 
recorded using a modified NASA TLX [88] questionnaire. The modification was in 
the form of a single additional term: fatigue experienced. A questionnaire was also 
administered at the end of the experiment. This simply collected basic demographics 
and is presented in Appendix D. 
4.3.8. Procedure 
All participants first performed a practice session. At this time written instructions 
were presented explaining the experimental task, and participants were free to ask 
any questions to clarify these. During the course of the practice participants were 
encouraged to explore the different haptic effects, to become accustomed to them. 
Between each condition they were instructed that they were free to rest for as long as 
they wanted. 
After completion of the practice participants immediately moved onto the 
experimental session. This was similar to the practice session except that participants 
were required to fill out a NASA TLX subjective measures questionnaire [88] after 
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the completion of each condition. At the end of the entire study, participants filled 
out a brief questionnaire that gathered demographic information. 
4.3.9. Hypotheses 
The study investigating haptically enhanced buttons presented earlier in this chapter 
suggests that the Haptic condition may impair performance when compared to the 
Visual condition in situations where multiple haptic targets are presented 
simultaneously. This is due to the fact that haptic augmentations composed of 
attractive forces can lead to users experiencing difficulties as they attempt to leave a 
target. Such an event is likely to occur numerous times during the performance of 
any interaction in a complex multi-target environment, and it seems likely that this 
will impact negatively not only on task completion time, but also on error rate and 
subjective workload. The Adjusted condition has been designed to overcome these 
problems, and the critical hypothesis of this study is that it should yield improved 
task completion times, error rates and subjective workload when compared to the 
Visual or Haptic conditions. 
4.3.10. Results 
The raw data from this study are presented in Appendix E. All analyses of the data 
generated in this study were conducted using repeated measures ANOV A [48], 
followed by post-hoc pair-wise comparisons [48] using Bonferroni confidence 
interval adjustments [93]. 
Temporal Analyses 
The results from the timing data are presented in Figure 4.27. An ANOV A revealed 
significant differences in this data (F(2, 17)= 11.815, p<O.O 1) and the subsequent 
pairwise comparisons showed that users worked significantly slower in the Haptic 
condition than in both the Visual and Adjusted ones (respectively p<0.05 and 
p<O.OI). 
Error Analyses 
The results from the error data are presented in Figures 4.28, 4.29, 4.30 and 4.31. 
ANOVA tests on all the error measures yielded significant results: slide-over 
(F(2,17)=22.966, p<O.OI), wrong-target (F=8.368, p<O.OI), skip-ahead (F(2, 
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Figure 4.28. Mean total slide-over errors in menu study. 
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17)=65.520, p<O.Ol) and the derived modified-slide-over (F(2, 17)=20.1, p<O.Ol) . 
Pairwi e compari on revealed that the Adjusted condition led to significantly less 
lide-over error than both the Visual and Haptic conditions (both at p<O.Ol). The 
Adju ted and Haptic conditions produced significantly fewer occurrences of skip-
ahead beha iour than the Visual condition (both at p<O.O 1). The Adjusted condition 
also 1 d to ignifi antly fewer modified-slide-over errors than either the Visual or 
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Haptic conditions (both at p<O.Ol). Finally, the Adjusted and Haptic conditions 
produced significantly less wrong-target selections than the Visual condition (both at 
p<O.05). 
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Figure 4.31. Mean total modified-slide-over errors in menu study. 
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Subjective Measures 
The re ult from the NASA TLX are presented in Figure 4.32. ANOVAs revealed 
ignificant differences in Overall Workload, and on all individual scales bar 
Performance Level Achieved. These figures are illustrated in Table 4.6. Pair-wise 
compari on revealed that the Visual and Adjusted conditions received significantly 
lower ratings of Overall Workload than the Haptic condition (both at p<O.Ol). 
Examining the individual scales, the Visual and Adjusted conditions were both rated 
a less taxing that the Haptic condition on Physical Demand (both at p<O.Ol), Effort 
Expended (both at p<O.Ol), Frustration Experienced (p<O.05 and p<O.Ol 
respectively) and Fatigue Experienced (both at p<O.Ol). The Adjusted condition also 
rec ived a ignificantly lower rating of Mental Demand than the Haptic condition 
(p<O.Ol). Finally, the Visual condition was rated significantly lower on the Time 
Pre ure cale than the Haptic condition (p<O.05). No significant differences were 
ob erved in the TLX re ults between the Visual and Adjusted conditions. 
4.3.11. Discussion 
Not all the experimental hypotheses were upheld. The Haptic condition did yield 
inferior performance on measures of time and workload when compared to the 
Vi ual condition, but till maintained equal or better levels of performance on the 
variou error mea ure. The Adjusted condition did solve the problems discovered 
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Figure 4.32. TLX workload results from menu study. 
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Table 4.6. Re ult from ANOVA analysis ofTLX results in menu experiment. 
MD PD TP EE PLA FE FatE Overall 
F value 9.570 24.227 4.574 14.483 1.798 7.845 13 .318 17.699 
P value p<O.OI p<0.01 p=0 .05 p<O.OI Not sig. p<O.OI p<O.Ol p<O.Ol 
with the Haptic condition; it resulted in reduced task completion time and workload. 
However, it did not reduce all error counts. Furthermore, although it produced 
ignificantly fewer errors than the visual condition, it did not offer an improvement 
on ta k completion time and workload. 
entially, the result indicate that the Adjusted condition combines the best aspects 
of both of the other condition . Target selection errors are reduced to the same level 
as that ob erved in the Haptic condition, while speed and workload are not 
compromi ed when compared to the Visual condition. Users also found it easier to 
target in the Adju ted condition than in either of the other conditions, as indicated by 
the lower number of lide-over errors, while the power to ensure a user remains on a 
path i imilar to that found in the Haptic condition, as indicated by the similar 
number of kip-ahead interactions. 
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A contributing factor as to why the reduction in error numbers achieved by the 
Adjusted condition (when compared to the Visual condition) did not lead to a 
corresponding reduction in task completion time, is that one critical category of 
errors - the wrong-target errors - were explicitly separated from the timing data: the 
clock was reset whenever one of these errors occurred. This manipulation, and the 
separation of these data, was intentional, as it was thought that this would provide 
more detailed information as to actual user experience: it makes it possible to record 
error rates, and to examine temporal performance that is not simply a function of 
these rates. However, if the time to recover from these errors had been included in 
task completion time, it seems likely the Adjusted condition would have attained the 
temporal improvement over the Visual condition the hypothesis of this study 
predicted. 
The results of this study suggest that task completion time is increased in the Haptic 
condition because of the presence of interfering forces, and that workload is greater 
because of the disruptive nature of these forces. Observationally, the relatively large 
number of slide-over errors reported in the Haptic condition can be attributed to a 
problem users experienced at the closing stages of the targeting process. As they 
approached their final target they would accidentally stop on an adjacent target. They 
would then experience difficulties overcoming the strength of the haptic barrier 
between their position and their desired target. Eventually they would end up 
pushing sufficiently hard so as to not only move through the haptic barrier, but to 
also "pop through" the adjacent, desired target and move onto the target beyond that. 
They would then be presented with the same problem once again - moving onto an 
adjacent target. This process could repeat several times until the user managed to 
stop on the correct target. 
Previous research on moving along haptified menu items [51] indicates that speed 
should increase with the additional feedback. It is possible that such an effect was 
not present here because users were unaware of the potential benefits of the Adjusted 
condition. Participants felt it was simply weaker than the Haptic condition and 
consequently took little advantage of the strong targeting forces provided. As 
informal evidence supporting this claim, after the experiment one participant 
spontaneously remarked that she was at a loss to understand the increased stability 
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she had observed in her movements under the Adjusted condition. This supports the 
previous claim (made in the study investigating haptic ally enhanced buttons) that, for 
users to gain the optimum performance using a haptic ally augmented GUI, 
appropriate strategies must be in use. It seems likely that more prolonged exposure, 
or explicit awareness of the beneficial forces, may lead to the generation of these 
strategies and therefore to measurable decreases in task completion time. 
4.3.12. Conclusions 
In conclusion, this study demonstrates that although directly applying single target 
haptic augmentations to a multi-target case is ineffective, careful consideration of the 
interactions being supported can transfer the benefits of haptic feedback in single 
target situations, at no cost. It proposes and validates a novel method of mediating 
the application of haptic feedback in situations incorporating multiple 
simultaneously active haptic targets. This method, based around altering the forces 
applied to a user according to directly measurable aspects of behaviour provides an 
alternative to target prediction systems that does not suffer from their problems. 
Unlike target prediction systems, the method described does not require complex 
algorithms to derive intended user behaviour, nor substantial training times. 
Consequently, although further validation of this technique with other groups of 
widgets is required, this study shows that it has the potential to serve as a viable 
alternative to target prediction. 
4.4. Further Work on this Topic 
Although the menu study described above provides a compelling example 
illustrating that appropriately adjusted haptic feedback can provide performance 
improvements in situations involving multiple simultaneously active haptic targets, it 
is questionable whether or not a designer or system builder would be able to apply 
the techniques it advocates to other widget groups. This one example does not 
clearly illustrate how to create appropriate feedback for use in more general 
situations. As the dissemination of a methodology for the creation of haptic 
enhancements for widgets is one of the goals of this chapter, this limitation was 
addressed through the design of haptic feedback to be used with other widgets 
groups. Specifically, feedback was designed to support interactions with a toolbar, or 
other compact arrangement of very small targets. This example was chosen because 
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it represents a situation in which users are able to move in a large variety of 
directions in order to complete their tasks. Unlike the haptic cues used in the menu 
study, no simple rule about the likely directions users will move in can be used to 
create more effective feedback. 
4.4.1. Haptic Feedback 
The haptic feedback designed to support interactions with a toolbar was based on the 
same basic building blocks as that used in the menu study. Four haptic barriers were 
used to enclose each target. However, reflecting the smaller size of toolbar buttons 
compared to menu items, these barriers were subject to a lower maximum 
magnitude: 0.25 N. 
As with the barriers in the menu study, a number of dynamic adjustments to the 
magnitude of the force applied were defined with the goal of better supporting a 
user's interactions. These adjustments partly differ to those used in the menu study, 
due to variations in behaviour and layout between the two widget groups, but remain 
derived from directly measurable aspects of user input. The following three rules 
were used to modify the maximum applied strength of the Haptic barriers: 
1. Reduce the maximum force applied if a user is moving slowly (beneath 2 cm 
per second) to a minimum of one third of its normal value. This alteration 
was taken directly from the menu study, and had a similar goal: it was 
designed to allow users to easily move onto targets adjacent to their current 
position. 
2. If a user is moving rapidly (above 2 cm per second) and has only been on a 
button for a short time (less than 100 ms), reduce the maximum applied force 
by a factor of two. The goal of this modification was similar to that 
distinguishing between horizontal and vertical motion in the menu study. 
Essentially, it was designed to facilitate rapid unobstructed movements, by 
providing reduced forces when such motions are deemed to be taking place. 
3. Increase the maximum force applied to three times its original amount if a 
user has begun to perform a click (by depressing the controller's button) and 
reduce the force back to normal levels when the click is completed (by 
releasing the button). The inclusion of this modification reflects the fact that 
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targets tn a too1bar, unlike those in a menu, function like nonnal GUI 
buttons: selection is a two-phase process involving both the depression and 
release of the controller button over the target. This modification was 
included in order to increase the likelihood that a clicking action, once begun, 
would be successfully completed. 
4.4.2. Evaluation of this feedback 
A report by Adams [2]1 (and published as Oakley et al. [147]) discusses the 
evaluation of thi haptic feedback in some depth. As this work has a direct bearing 
on this thesis it is described in detail here. Adams's report examines the influence of 
this feedback on two different target selection tasks. The first of these focused on the 
widget group the feedback was designed for - the buttons in a small toolbar - while 
o 
Figure 4.33. Screenshot of toolbar study. 
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1 Thi report formed an M c IT thesis at Glasgow University, and Adams worked under the direct 
upervi ion of the author of thi thesis. 
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the second looked at a randomly arranged set of much larger icons. Critically, the 
difference between these evaluations is that the toolbar study examined a highly 
structured and closely packed arrangement of small targets, much like the menu 
study while the icons study investigated a more widely dispersed, unorganised and 
much larger group of targets. One of the goals of this second study was to contrast 
the effectiveness of the same haptic feedback with two different widgets groups. 
Screen hots from these studies are shown in Figures 4.33 and 4.34. 
As with the menu study, each evaluation included three conditions: a Visual 
condition, a Haptic condition and an Adjusted condition. The Visual condition did 
not incorporate additional haptic feedback, while the Adjusted condition used the 
feedback described immediately above. The Haptic condition used the same 
arrangement of barriers as the Adjusted condition but without the presence of any 
dynamic modification . In the study examining icons one alteration to the feedback 
describ d above was made: the maximum magnitude of the forces exerted by the 
haptic barriers was altered from 0.25 N to 0.65 N. This increase was a design 
decision and reflects both the larger size of the targets, and the increased area they 
occupied. 
Figure 4.34. Screenshot of icons study. 
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Table 4.7. Data from toolbar study reported by Adams [2]. 
Visual H~tic Adjusted 
Mean Trial Time (seconds) 1.31 1.5 1.25 
Mean Overall Workload 9.92 12.86 9.09 
Mean Total Slip-offs 11.33 0.44 0.17 
Mean Total Slide-overs 49.5 71.94 32.06 
Mean Total Wrong-targets 4 3.89 2.72 
Table 4.8. Statistics from toolbar study reported by Adams [2]. 
Results of ANOV A Results of post-hoc comparisons 
Mean Trial Time (seconds) F(2, 17) = 18.453, p<O.O 1 Visual and Adjusted less than 
Haptic(P50.01l 
Mean Overall Workload F(2, 17) = 13.264, p<O.OI Visual and Adjusted less than 
H~ic (p<O.Ol) 
Mean Total Slip-offs F(2, 17) = 18.269, p<O.OI Adjusted and Haptic less than 
Visuat~<O.Oll 
Mean Total Slide-overs F(2, 17) = 18.101, p<O.Ol Adjusted less than Visual & Haptic 
(both at p<O.OI), Visual less than 
Haptic (p<0.05) 
Mean Total Wrong-targets F(2, (7) = 0.581, not sig. No significant differences 
Measures 
Both studies were subject to the range of subjective and objective measures used in 
the menu and button studies described in this thesis. Task completion time was 
gathered for each trial. Error measures included slide-overs, wrong-targets, and slip-
offs. Slip-offs were recorded in these studies as the two stage selection process (the 
controller button must depress and release over the desired target) present in toolbar 
buttons and icons allowed them to occur. Subjective data were gathered using a 
NASA TLX modified to include a Fatigue Experienced term. 
Results and Discussion 
The results of the toolbar study strongly supported those reported in the menu study. 
Repeated measures ANOV A followed by post-hoc t-tests revealed that both 
workload and task completion time were increased in the Haptic condition when 
compared to either the Visual or Adjusted conditions. The Adjusted and Haptic 
conditions produced significantly fewer slip-offs than the Visual condition. The 
Adjusted condition also yielded significantly fewer slide-overs than the Visual and 
Haptic conditions. The raw data from this study is presented in Table 4.7, while 
Table 4.8 contains details of the statistics. 
In short, the toolbar study reinforced the finding that appropriately adjusted haptic 
feedback can combine the favourable aspects of standard visual and haptic feedback. 
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Table 4.9. Data from icons study reported by Adams [2]. 
Visual Haptic Adjusted 
Mean Trial Time (seconds) 0.91 0.91 0.85 
Mean Overall Workload 7.92 8.18 7.03 
Mean Total Slip-offs 21.42 3.08 2.33 
Mean Total Slide-overs 56 32.25 30.67 
Mean Total Wrong-targets 2.08 4.67 3.17 
Table 4.10. Statistics from icons study reported by Adams [2]. 
Results of ANOV A Results of post-hoc comparisons 
Mean Trial Time (seconds) F(2, 17) = 6.549, p<O.O 1 Adjusted less than Visual and 
Haptic (p<0.05) 
Mean Overall Workload F(2, 17) = 2.77, not sig. No significant differences 
Mean Total Slip-offs F(2, 17) = 20.632, p<O.O 1 Adjusted and Haptic less than 
Visual (p<O.Ol) 
Mean Total Slide-overs F(2, 17) = 18.796, p<O.Ol Adjusted and Haptic less than 
Visual (p<0.0l) 
Mean Total Wrong-targets F(2, 17) = 7.058. p<O.OI Visual less than Haptic (p<O.OI) 
The Adjusted condition attained the low error count apparent in the Haptic condition 
and the rapid task completion time present in the Visual condition. The Haptic 
condition was more subjectively taxing than the other two conditions. These results 
support the claim that the standard haptic feedback that is effective in a single target 
situation leads to a degradation of performance when applied in a situation 
incorporating multiple targets. Like the menu study described earlier, it also 
demonstrates that appropriately adjusted haptic feedback can lead to performance 
benefits in these complex environments. 
The icons study yielded data less directly coherent with the menu study. The 
subjective results indicated that the Adjusted condition yielded lower subjective 
workload on the scales of Effort Expended and Performance Level Achieved when 
compared to the Visual condition and reduced Frustration Experienced when 
compared to the Haptic condition. The Adjusted condition also resulted in 
significantly faster times than either the Visual or Haptic conditions and fewer slip-
off and slide-over errors were present in the Adjusted and Haptic conditions when 
compared to the Visual condition. Finally, the Visual condition resulted in fewer 
wrong-target errors than the Haptic condition. Table 4.9 contains the raw data from 
this study, and the statistics are presented in Table 4.10. 
To sum up, the Adjusted condition combined the fastest task completion times in the 
study with the lowest error rates, and showed a modest gain over the Visual and 
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Haptic conditions in subjective measures. However, the Haptic condition, while 
exhibiting the expected improvement in error rate compared to the Visual condition, 
did not produce the predicted performance reduction in terms of task completion 
time and subjective measures. As the same feedback was responsible for this 
performance hit in the toolbar and menu studies, this may indicate that target 
acquisition tasks relying on large, spatially separated targets are not sensitive 
indicators of performance. Techniques that improve performance in these situations 
may fail in more challenging scenarios and the ability to generalise from them 
should be questioned. A final interesting aspect of the results from this study is that 
the Visual condition resulted in fewer wrong-target errors than the Haptic condition. 
From observations, it seemed likely that this was a consequence of participants 
getting "snagged" on nearby distracter targets, when, without the haptic feedback, 
their velocity would have normally carried them over their desired target. It is also 
possible that participants were inadvertently using the haptic feedback as a trigger 
for button selection. As they moved over a target, the presence of the haptic feedback 
may have caused them to automatically select the target regardless of whether or not 
it was the correct target. This kind of automatic selection behaviour in response to 
haptic feedback has been previously observed [52]. 
Conclusions 
The two studies conducted by Adams [2] and described in some detail here reinforce 
the precedent set by the menu study. They demonstrate that beneficial haptic 
feedback for use in complex multi-target scenarios can be produced through dynamic 
adjustment of the forces applied based around directly measurably aspects of user 
behaviour. In conjunction with the menu study they provide a compelling and 
relatively robust portfolio illustrating this claim, and the generation of such a set of 
examples was the primary goal of this research. 
4.5. Design Guidelines for haptic widgets 
4.5.1. Introduction 
The studies described here indicate that the haptic augmentation of widgets in aVIs 
is a challenging problem. The first study explores the possibilities of haptic 
augmentation in a relatively simple task involving only a single haptic ally active 
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target. It highlights interesting and unexpected aspects of the influence of different 
haptic effects. The other studies described here examine haptic augmentations in 
situations featuring multiple simultaneously active haptic targets and indicate that 
augmentation with unadjusted attractive forces is at best not optimal, and at worst 
can reduce performance and subjective satisfaction. The fact that a number of papers 
have been published looking at the potential for target prediction to prevent these 
problems further supports this claim. However, the research reported here also 
suggests that appropriate haptic feedback - haptic feedback that provides 
performance improvements at no cost - can be created through vanous 
manipulations of standard haptic augmentations such as walled areas. 
The complexity of augmenting widgets with haptic cues revealed both by the studies 
presented here and by the previous literature [3, 65, 90, 135] highlights a problem for 
the adoption of this kind of feedback by designers and software developers in the 
real world. It is possible to create systems that either improve or disrupt 
performance, and there are no guidelines suggesting how the former can be achieved 
and the latter avoided. To address this issue, this thesis presents an attempt to make 
explicit the process by which the performance enhancing haptic augmentations 
described here were created. This involves the presentation of the first set of 
guidelines for the design of effective haptic widgets to function in both single and 
multi target situations. Due to the very preliminary nature of these guidelines they 
are somewhat speculative. However, despite this, this thesis contends that they are 
both explanatory and informative. 
4.5.2. Literature Review 
Miller and Zeleznik [135] have previously presented three guiding principles to aid 
the creation of haptic widgets. Firstly, they suggest that haptic feedback should be 
used to reduce errors through guidance; to provide forces to support the motions that 
a user is undertaking. Secondly, they indicate that the forces applied should function 
as feedback; they should be based upon, but never control, a user's input. Finally, 
they state that any force feedback applied to a user should be overridable; a user 
should be able to pop through, or escape, from any haptic ally augmented area. The 
guidelines presented here share similar tenets to these principles. However, they try 
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to go further, to more precisely define the problems and solutions involved in adding 
haptic feedback to desktop widgets. 
These haptic design guidelines are based around the idea that the force presented 
should support, and not oppose, a user's intent. This entails drawing a balance 
between allowing users to move where they want as freely as possibly, and providing 
forces to improve targeting and reduce errors. An advantage of these guidelines is 
that they do not require target prediction, a currently immature technology. A 
disadvantage is that they do assume that an extremely dynamic simulation controls 
the haptic feedback. The guidelines rely on the rapid, smooth adjustment of force 
magnitude according to the current state of interaction, and this flexibility may be 
challenging to implement on some current consumer-level devices [118]. 
4.5.3. Methodology for Creation of Guidelines 
User interface design guidelines are commonplace. The term encompasses a large 
number of very different artefacts ranging from the relatively abstract - such as the 
principles that underlie direct manipulation [173] - to the very specific - for instance, 
the details concerning creating conforming screen or dialogue layout on a given 
platform [7]. Consequently, there is little general formalism for the construction of 
design guidelines. 
However, research has been conducted on the usefulness of design guidelines [92, 
190], with the general conclusion that they are often difficult to interpret, and that 
practical examples illustrating how the concepts described should be instantiated are 
essential. For instance, Tetzlaff & Schwartz [190] report that the different 
participants in their study missed a wide variety of different critical concepts and 
details while attempting to create a system adhering to a set of interface design 
guidelines, and they point to the use of concrete examples as one way of rectifying 
this problem. Attempting to address similar issues, Henninger et al. [92] describe a 
system to augment the creation of design guidelines so that some of the wider 
context that the guidelines relate to is also captured. Baring this literature in mind, 
the guidelines detailed here attempt to describe general concepts, but to remain 
firmly rooted in practical examples. 
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4.5.4. Guidelines 
Guiding Strategy 
Haptic feedback has the potential to improve objective user performance in two 
ways: reducing the number of errors made, or decreasing task completion times. The 
research reported in this thesis suggests that it is more profitable to design haptic 
augmentations to achieve this first aim, to reduce errors. There are several reasons 
for this. Firstly, a reduction in errors can be linked to improvements in other metrics: 
it has been associated with decreases in task completion time [52], and some studies, 
including the buttons study presented in this chapter, have linked it to increased 
subjective satisfaction. Secondly, to gain an improvement in task completion time, 
users must adopt a movement strategy supported by the haptic augmentation, and 
there is no guarantee that this will occur. There are more assurances that forces to 
prevent errors will be successful. For instance, an attractive basin supports faster 
movement times, because targeting is simpler, and a reduction in errors, because a 
conscious effort is required to leave the target. However, although users may move 
towards the target more rapidly, this is a choice they make. The decrease in errors, 
on the other hand, is simply a property of the attractive forces applied over the target. 
Choice of haptic augmentation 
The buttons study presented in this thesis illustrates that widgets augmented with 
attractive basins or haptically walled areas typically provided the best performance 
improvements. However when designing the haptic feedback for a widget, it is also 
important to consider its shape, and the likely path a user will take over it. For 
instance, when using these standard targeting augmentations in conjunction with 
square or rectangular widgets, diagonal motion is more difficult than horizontal or 
vertical motion. These kinds of factors may have an impact on performance and 
subjective satisfaction, depending on the situation in which they are used. For 
instance, in the menu study described in this thesis, diagonal motion is extremely 
rare, and consequently this issue is unlikely to influence performance or satisfaction. 
On the other hand, in the toolbar study described above diagonal motion is much 
more common, and this issue has the potential to exert a more serious effect. 
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Interaction between force strength and widget size 
The maximum strength used for any widget, or set of widgets, should be dependent 
on both the size of the widgets and density of the arrangement that they are presented 
in. As the toolbar study described above indicates, a dense arrangement of small 
widgets requires small forces, as large forces will severely hamper motion from one 
widget to an adjacent one. Also, motions over small, well packed widgets are likely 
to be slower, as only a short distance must be travelled. Consequently small forces 
are sufficient to aid targeting. Correspondingly, large, spatially separated widgets 
suit much stronger forces, as illustrated in the icons study described above. With the 
absence of nearby widgets, the presence of these stronger forces is less likely to be 
disruptive. Also users often approach large spatially distributed widgets at 
considerable speed. Thus, targeting benefits are likely to be maximised by increasing 
the strength of the forces applied, to match the increase in approach speeds. 
Range of useful force magnitudes 
The literature suggests that the maximum strengths of haptic targets should be in the 
range of 0.25 N (used in the toolbar study here) to 0.8 N (a large force used in the 
some studies of stand-alone widgets [51 D. There is little research indicating whether 
these figures would be device dependent, and it is worth noting that for use in multi-
target situations, feedback of these magnitudes will typically need to be adjusted as 
described later in these guidelines. Maximum applied strength is also likely to be 
highly dependent on individual differences. In any real system, it would be essential 
that maximum strength be user configurable. However, it seems likely that the 
general strength ratios between different sizes and densities of widgets would stay 
more or less the same across users; irrespective of the maximum strength a user 
chooses, the proportions between the magnitude of the forces applied over a large 
target, and of that applied over a small target should remain the same. 
Exploit patterns of user behaviour 
The haptic feedback present on a widget should capitalise on patterns of motion 
afforded by that widget. This is often related to the shape of the widget. In the study 
of haptic ally augmented menus described here, the fact that motion in a menu 
typically occurs either vertically or horizontally was exploited to provide only 
supportive forces. Given the similar shape of the widgets, this same manipulation has 
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the potential to apply to scrollbars. The scrollbar could exert strong targeting forces 
as a user moves along its length, but fade out these forces when a user attempts to 
move off it, in a direction perpendicular to its length. In a scrollbar it may also be 
appropriate to increase the strength of the targeting forces with increased speed along 
the scrollbar's length. 
Exploit widget behaviour 
Widget behaviour can also often be exploited to increase the effectiveness of a haptic 
augmentation at no cost. In both the toolbar and icons studies described above the 
Adjusted conditions incorporate haptic feedback designed to aid the completion of 
an action that has been begun. The strength of the haptic walls increases when a user 
begins to interact with a target, and reduces to normal levels on the completion of 
that action. This same strategy could be applied to any widget interaction that 
incorporates more than a single explicit stage. Beginning the interaction could trigger 
a change in the haptics, such as an increase in magnitude, designed to support the 
successful completion of the interaction. 
Dynamic response to slow movement 
Force should vary according to speed: slow motions require low forces. In situations 
incorporating densely packed widgets this is especially important. It is hard to 
traverse from one widget to an adjacent widget when opposed by even a relatively 
low force. Users often end up moving further than they intended, "popping through" 
the target widget onto one beyond it. They are then faced with the same task again -
moving to an adjacent widget. This can lead to very frustrating interactions, and is 
arguably the biggest problem with multi-target haptic widgets. Varying the applied 
force such that slower motions are opposed by lower forces can overcome this 
problem, allowing users to move freely, while still providing a sufficiently strong 
force that accidental movements off a target are prevented. The strength of force 
required to support targeting clearly reduces in tandem with a reduction in the speed 
at which a user is moving, and to produce effective multi-target haptic 
augmentations it is essential to capitalise on this fact. 
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Dynamic response to rapid movement 
Equally, an extremely rapid motion over a target typically indicates that it is not a 
user's final destination, and thus requires the application of low forces. Users do not 
want to be impeded by widgets that are nowhere near their final destination. Again 
this is especially important in situations where there is a high density of widgets. In 
these situations it is likely that users will traverse over numerous irrelevant widgets 
before reaching their desired targets. One mechanism to achieve this is that used in 
the toolbar and icon studies described above, where weaker forces are applied during 
the first 100 milliseconds that a user is over a widget. A disadvantage of this 
manipulation is that it may decrease the effectiveness of the behaviour observed by 
Dennerlein et al. [52] in which users throw themselves at speed towards a haptic 
target, relying on the forces it exerts to halt them. Reducing these forces for the first 
few moments that a user is over a target may make it less effective at capturing a 
rapidly moving user. 
4.5.5. Conclusions from Guidelines 
The guidelines described here serve several purposes. First and foremost, they 
represent the first detailed set of experimentally derived guidelines in this area: they 
describe the rules of thumb that led to the creation of the performance boosting 
widget sets described both in this thesis and by Adams [2]. Despite the growing body 
of research on this topic, there is no other formally presented set of design guidelines 
for the design of haptic widgets. They also bring together basic data published by a 
number of different researchers [51, 90] on the various haptic ally augmented widgets 
they have created. Consequently, they may function as a useful summary of this 
literature. 
Finally, while this work focuses on augmenting standard aUIs, it is possible that the 
guidelines presented here may have further applicability. Many fish-tank VR 
systems [6] incorporate both haptic feedback and interface widgets, and the research 
described here will translate easily to these systems. Other uses may include haptic 
systems for scientific visualisation [60], or for visually impaired people [205]. In 
both these scenarios users are often required to explore complex arrangements of 
haptic targets. Applying the techniques outlined in these guidelines could make these 
tasks simpler and less demanding. 
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4.6. Conclusions 
This chapter presents two studies investigating the use of haptic feedback to support 
user interactions with interface objects. The first study examines the application of 
haptic feedback to a simple target acquisition task, and has the goal of determining 
what sort of haptic feedback is appropriate for these tasks. The results indicate that 
haptic ally walled areas or wells of attractive force provide the greatest performance 
improvements. The second study builds on this work by applying the kind of 
feedback found to be successful in the first study to a more complex situation 
involving the simultaneous presentation of multiple targets. The results of this study 
indicate that directly transferring haptic augmentations that are effective in a single 
target situation to a multi-target situation is at best not optimal, and can lead to 
reductions in performance. However, this study also demonstrates that appropriately 
adjusted haptic feedback can result in performance improvements in multi-target 
situations. These [mdings are reinforced by follow-up work reported by Adams [2]. 
The final contribution of this section of this thesis is a set of design guidelines for the 
creation of haptically enhanced interface widgets. These guidelines are the first to be 
presented on this topic. They draw together the previous literature, and attempt to 
make explicit the process by which the empirically validated widgets described here 
were created. 
In terms of the structure of this thesis, this chapter conclusively shows that the 
addition of haptic cues to a user's cursor can provide performance benefits in the 
everyday scenario of interactions in a GUI. It resolves some of the previous work 
reporting conflicting data on this topic [4, 65, 90], provides firm steps towards 
solving the significant problem of haptic augmentation in multi-target situations, and 
provides a framework under which other system builders can create feedback with 
similar beneficial properties. These achievements are important as this GUI scenario 
represents one of the specific situations chosen to demonstrate the general claim of 
this thesis: that the addition of haptic cues relating to a user's avatar in a computer 
system is beneficial. The research presented in this chapter strongly supports this 
claim, and the design guidelines presented achieve the secondary goal of preserving 
the insights collected in this chapter in a form suitable for use by future designers 
and system developers. 
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5. Haptics in Communication 
5.1. Introduction 
This chapter reviews the literature surrounding the role of haptic feedback in 
collaborative computer systems. It starts with a broad discussion of the potential 
motivations for adding haptic feedback to such systems, and then moves on to 
defining the specific class of collaborative systems that this section of this thesis is 
concerned with: shared editors. A description of some of the critical issues 
underpinning shared editors is followed by a discussion of the problems researchers 
have observed with these systems and some of the solutions that they have 
generated. Issues involved in evaluating collaborative systems are then discussed. 
Finally, there is an extensive review of the literature directly pertaining to touch 
communication. This includes previous systems that support communication through 
touch, but also the more theoretical aspects of this domain. 
Haptic communication is the second case study, or exemplar, chosen to illustrate the 
general claim (and the crux of this thesis) that haptic cues pertaining to a user's 
representation (or avatar) in a computer system can improve a user's subjective 
experience of that computer system. This chapter fits into the structure of this thesis 
by providing a description of the context in which the haptic communication, and the 
evaluations of the haptic communication, were designed. It provides a detailed 
description and discussion of the background literature relevant to computer 
mediated communication in general and communication though touch specifically. 
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5.2. Motivations 
With the advent of the Internet and globally connected computing, the desire to use 
this technology to allow distributed users to work together in structured ways has 
grown. In tandem with this growth, more and more work has become team-based. 
Consequently, systems to support collaborative work have many potential users and 
could provide substantial benefits. From a business perspective, work could be made 
more efficient and money saved by reducing the need to transport key employees to 
multiple sites. Expert help could also be brought in rapidly and with little disruption. 
Indeed, sophisticated tools for collaborating are becoming integrated into standard 
packages such as AutoCAD [9]. From an individual perspective, working from home 
could become a realistic possibility for workers in a far larger range of professions. 
Individual advice on troubleshooting computer problems is already available (at 
www.expertcity.com) in an interactive web-based collaborative system. The research 
area that investigates the role that computers can play in communication is known as 
Computer Supported Co-operative Work (CSCW), and applications that enable 
communication are known as groupware applications. 
Despite these promising benefits, most groupware applications that attempt to 
support complex group activities, such as coordinating shared calendars, group 
project management, or the shared editing of documents, have failed. Organisational 
issues are an important factor contributing towards this, and Grudin [82] discusses 
the organisational impact of CSCW systems from the perspective of attempting to 
understand their consistent failure. 
He isolates three significant organisational issues. Firstly, the disparity between who 
must do additional work to support the collaborative system and who gains benefit 
from the system. Grudin suggests that those who commission CSCW systems, 
individuals at a relatively high level of management, are likely to benefit from those 
systems at the expense of extra work from their subordinates. This leads to a 
situation where the system is viewed negatively by the vast bulk of its users, which 
has severe implications for its success. He suggests CSCW applications must benefit 
all users as equally as possible in order for them to become widely adopted. 
Secondly and thirdly, he describes two factors that contribute to a general lack of 
understanding of the requirements for a good CSCW system. Essentially, these two 
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points can be summarised by the statement that collaborative applications cannot be 
viewed in the same way as single user applications. To do so leads to a skewed 
perspective. He states that this distorted view is present among both those who 
develop CSCW systems, and those who evaluate them. He also provides four 
detailed case studies which provide a compelling illustration of his arguments. 
However, another significant reason contributing to the general failure of groupware 
applications is that such systems do not support the richness of communication that 
is available to co-present users working in the real world [34]. In the limited 
environments currently available to them, users find it difficult to co-ordinate their 
work or discuss complex issues. In short, users find the majority of current 
groupware systems to be challenging and hard to use productively. 
One reason for this is that these systems rely almost entirely on the visual channel 
for communication. Typically, a full duplex audio link transmitting speech is the 
only non-visual information provided. In contrast, in the real world we gain 
information of all sorts through all of our senses simultaneously. Audio 
enhancements of collaborative systems have been created [73] and, within their 
research context, demonstrated improvements in user communication and 
interaction. There has been little work, however, on the addition of haptic feedback 
to CSCW systems. It is possible that haptic cues would yield benefits in 
collaboration and communication scenarios. Exploring this suggestion, the next two 
chapters describe the background, design, implementation and limited evaluation of 
one use of such cues. 
5.3. Literature Review 
5.3.1. CSCW and Groupware 
Communication is fundamental to human existence. An increasingly diverse set of 
sophisticated technologies to support communication - telegraph, telephone, e-mail, 
pagers, mobile telephones, World Wide Web (WWW) - have proven to be 
incredibly popular across different cultures and through decades. Computers offer 
the facility for further enriching communication in a host of ways. 
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Computer Supported Co-operative Work, the general discipline concerned with how 
computers can enable communication, encompasses a diverse spread of topics. These 
range from the psychological theories of group work, to how these theories are 
influenced by the mediation of communication by a computer system, to providing 
novel channels of communication for collaborators to utilise. It is important to 
consider that, in contrast to single user applications, the most important aspect of a 
groupware system is usually not what functionality it directly supports in whatever 
application area it is concerned with, but instead how it enables communication 
among its users. The functionality of the application is important, but regardless of 
this, it will only be successful if it adequately supports the communication needs of 
its groups of users. 
Due to the ubiquitous nature of communication, groupware is not tied to any specific 
task domain or methodology. In Table 5.1 Johansen [106] provides a simple way of 
subdividing the range of groupware applications. He, and several others before him, 
categorise groupware along two simple axes - time and place. This leads to a 
description of distinctly different systems. In the top left cell of the table, participants 
are present in the same location at the same time. CSCW tools such as augmented 
whiteboards [156] attempt to aid peoples' work by providing digital enhancements to 
a physically shared space. Typical enhancements are multiple pages, undo 
commands, the ability to save information for later use and provision for the creation 
of lists or structured diagrams. In the top right cell, users are working in the same 
place, typically on the same task but are present at different times. Groupware 
attempts to support these activities by providing version control systems or facilities 
for annotating shared objects. In the bottom right, users are neither communicating at 
the same time nor in the same place. This cell encompasses asynchronous 
communication systems such as email and voice mail. The bottom left cell deals with 
Table 5.1. Johansen's [106] classification of groupware applications. 
Same Time Different Time 
Same Place Face to Face Meetings AdministrationlData Management 
Augmented White boards Shared Files 
Meeting Rooms Version Control 
Different Remote Meetings Co-ordination 
Place Te leconferencing Email 
Shared editors Voice Mail 
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remote simultaneous communication. It incorporates video conferencing and shared 
editors. Since the advent of the World Wide Web (and technologies such as web-
cams, video-enabled instant messaging and Microsoft Net Meeting [134]) video 
conferencing, while still subject to considerable interaction problems, has become 
relatively common. Shared editors are the aspect of CSCW that this section of this 
thesis is chiefly concerned with. 
5.3.2. Shared Editors 
Shared editors are tools that allow two or more users, situated at different locations, 
to work on the same document at the same time, as if they were in the same location. 
Typical scenarios for shared editors are engineers trying to produce or review design 
documents, distributed writers trying to author a document, or designers trying to 
sketch pictorial diagrams. Shared editors have therefore taken many forms; shared 
whiteboards, shared word processors and shared structured drawing tools have all 
been created [10, 80]. The defining tenet of these systems is that they allow users to 
interactively share the same information. As one user changes information, another 
can observe this change. 
Shared editors usually feature a What You See Is What I See (WYSIWIS) interface 
or a variant on this, known as a relaxed WYSIWIS interface [181]. A WYSIWIS 
interface refers to an interface where all users of the system have the same view of 
the system at all times. As one user makes a change to an object in the system this 
change is reflected on the displays of all other users. In order to ensure that each 
user's view of the system remains the same, one constraint on WYSIWIS interfaces 
is that they either cannot feature scrollbars or alternatively they synchronise scrollbar 
positions among users. This synchronisation can lead to confusion among users and 
consequently many strict WYSIWIS systems simply do not feature a scrollable 
workspace, instead displaying only a single screen of information. This may make 
them inappropriate for some types of authoring - for instance, it is rare that any 
significant text document will fit on a single screen. 
A relaxed WYSIWIS interface synchronises representations of the workspace as a 
whole, but allows collaborators to maintain different views on this workspace. This 
means that there is support for a workspace larger than a single screen of information 
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and that users can individually move to any part of this workspace. However, the 
information contained within the workspace is kept synchronised among the users. 
Another distinction among shared editors is floor control policies. Floor control 
policies dictate who has access to the objects in a workspace at any given time and 
how this access is mediated. Numerous floor control policies exist [24, 170]. A 
simple policy is to nominate a single user to have access to the objects on the 
workspace. All other users can simply request that this user makes whatever changes 
they deem relevant. This approach is inefficient and inflexible - it forces a situation 
where only one user can make modifications to the shared data and it has been 
suggested that this single user could rapidly become a bottleneck [50]. Another floor 
control policy is based around the idea of a token. Only the user currently possessing 
the token can make changes to workspace. The token can either rotate systematically 
around the users, or alternatively the current holder of the token can pass it to 
whomever he or she sees fit. These types of policy are somewhat more flexible as 
they theoretically offer all users the opportunity to edit the shared document 
(although it is worth nothing that any specific user can suffer long, and possible 
arbitrary delays before realising this opportunity). These two floor control 
mechanisms are asynchronous - only one user can access the floor, the objects on 
the canvas, at any given time. 
A synchronous floor control policy allows all users to access all objects on the 
canvas at any given time. This approach, while highly flexible and unconstrained, is 
accompanied by its share of new problems. Crucially, if two users attempt to modify 
the same object at the same time, differences between their local representations of 
that object can occur. To prevent this happening, it is common to lock objects that a 
user is editing [50]. Locking an object essentially means that it is made inaccessible 
to other users. This procedure ensures that all users are continually presented with 
the same shared data. However, the usage of object locks is not in itself simple. For 
instance, it is often not clear as to what granularity is it appropriate to lock objects. 
When considering a shared text editor is it best to lock data at the level of letters, 
words, sentences, or paragraphs? Furthermore, there is the issue of signifying locked 
objects to other users. Finally, there are implications for performance - the system 
must be capable of ensuring that two users do not access (and potentially alter) an 
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object simultaneously. There are several mechanisms for achieving this. Typical 
solutions involve brokering all requests at a central database or a server, or using a 
system of peer-to-peer messages [50]. Both these solutions can add lag to user 
actions, as they must first be validated on one or more remote machines. Lag can 
seriously influence user performance and subjective satisfaction [123]. 
There are advantages to synchronous floor control policies. Crucially synchronous 
editing does not constrain the activities of users of the system to any set pattern. The 
literature suggests that constraining user interactions to set patterns, which do not 
match their existing work patterns, is a major cause for the failure of groupware [82]. 
In a synchronous system, a group of users can choose to work on a single area of the 
workspace together or, in a relaxed WYSIWIS system, can move to completely 
separate areas to work in relative isolation. Synchronous systems support the 
development of work patterns to suit specific groups and tasks. Allowing 
synchronous activity also allows users to access the workspace as part of their 
communication - they can, for instance, write notes to one another, or draw 
illustrations to emphasise a point [17]. 
5.3.3. Problems with Shared Editors 
Shared editors typically feature full-duplex audio and video links between 
collaborators. Despite the prevalence of these video-conferencing technologies, 
communication between collaborators still occurs in a deprived environment. A 
person is removed from communicating in the rich multi-sensory environment of the 
real world and required to work in a complex social setting through the primitive 
communicative medium of a window, or several windows, on a screen. A body of 
literature has attempted to classify, at a high level, the aspects of communication 
lacking in these distributed systems. This research defines the problems that the 
haptic communication described in the next chapter is designed to address, and 
consequently is reviewed here. 
One of the most critical deprivations in collaborative environments is that of 
awareness [57, 155]. Gutwin et aT. [84] define workspace awareness to include: 
..... knowledge about who is in the workspace, where they are working, what they are 
doing and what they intend to do next. " 
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Similarly, in this thesis the tenn awareness is used to refer to the background, low-
fidelity knowledge of the positions, actions and intentions of other people. In real 
world interactions, this infonnation is gathered through casual glances at other 
workers, our peripheral vision, or through the sounds others make as they work. We 
accumulate awareness infonnation from the world around us in a host of subtle and 
sophisticated ways and weave this rich tapestry of infonnation into a background 
picture of what, and where, work is going on. 
Coupled strongly to this concept of awareness are those of observed attention [104] 
and co-ordination [57]. Observed attention refers to the ability to know what another 
person is focusing on or referring to simply by observing his or her behaviour. This 
ability, characterised in the real world by the ability to see where someone is looking 
or pointing, makes talking about complex infonnation simpler by providing a 
straightforward way of ensuring all participants are referring to the same object. Co-
ordination is a product of awareness and is concerned with the higher level issues of 
providing a context for a group's activity as a whole. A co-ordinated group will not 
produce redundant work, nor will large amounts of time and effort be dedicated to 
the division of labour. 
Infonnation pertaining to gestures is also beneficial. Gestures in communication 
typically fall into one of two classes. Firstly, gestures to aid the flow of a 
conversation, for instance eye contact, and secondly bodily gestures, usually of the 
hands or anns, to illustrate, or reinforce, the infonnation presented in a conversation. 
Eye contact is important in conversation not only because it aids token passing but 
also because it is the medium for the transmission of a large amount of important 
emotional content [126]. Tang & Minneman stress the importance of bodily gestures 
[189]. In observational studies of several group-drawing activities, they concluded 
that hand gestures are used regularly and productively in groups to: 
..... act out sequences of events, refer to a locus of attention, or mediate their 
interaction .... " 
It is clear that gestural infonnation of both kinds is important in communication. 
Ishii et al. [103] provide a framework for explaining why these aspects of 
communication are difficult when mediated by a computer. They make a distinction 
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between the Shared Work Space (SWS) and the Inter-Personal Space (IPS). The 
SWS is the actual canvas that users are working on, be it a whiteboard on an office 
wall or a canvas in a multi-user editor. The IPS refers to the general communication 
that goes on between users in the same location, encompassing information 
pertaining to all the factors discussed above. Ishii et al. feel that while co-located 
users have easy access to both the SWS and IPS and can switch from observing one 
to the other quickly and easily, users mediating their work through a computer are 
either provided with no support for creating an IPS or are confronted with arbitrary 
seams between the SWS and IPS. A typical example of a seam is a video display 
being presented in a separate window or on a separate screen from the shared canvas. 
Ishii suggests that in a shared editor, users find that the seams between these two 
spaces make it difficult for them to switch from one to the other and reasons that 
removing these seams will facilitate collaboration by providing better access to the 
IPS. Ishii's solutions to the problems of a seamed workspace have typically been to 
use elaborate projection systems to overlay video of remote participants over the 
canvas that a user is working on [104]. 
Dourish & Bellotti [57] reinforce Ishii's ideas with a theory that culminates in 
similar recommendations. They discuss the awareness information provided by four 
shared editors, and conduct a study of one of these. The study involved ShrEdit 
[133], a textual editor, and a design task. Results were gathered through observation. 
After reviewing the systems, and their observations on the use of ShrEdit, they 
conclude that awareness information is vital to successful groupware systems but 
that there are several rules governing how and where it should be produced. Firstly, 
in accordance with Ishii, they suggest that it is vital that awareness information be 
presented within the shared workspace to enable users to easily choose when they 
wish to attend to it. They assert that awareness information contained outside of 
shared workspace will largely be of no use. Secondly, they state that awareness 
information must not be manually generated. The reasons for this are simple - users 
engaged in the process of generating awareness information are neither doing 
directly productive work nor liable to see any direct benefit from the work they are 
doing [82]. This makes it unlikely that they will be motivated to engage in explicitly 
generating this data. They term feedback that fits their mould shared feedback. 
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5.3.4. Solutions to these Problems 
Many solutions to address these issues have been put forward. These are reviewed 
here as many generally applicable lessons can be learnt from the successes and 
failures of these techniques. Such information was critical in the design of the haptic 
communication presented in the next chapter. The solutions can be broadly classified 
as enhancements to the video channel, to the auditory channel, or simply as 
augmenting the semantic information displayed in the editor. 
Video enhancements are by far the most common and are highly sophisticated. Many 
concentrate on allowing users to communicate using eye gaze, a facility not present 
in standard video links. Users can look directly at one another for token passing in 
conversation and in some systems can directly observe the focus of another user's 
attention [103]. Experimental studies have shown that patterns of dialogue use 
change (in terms of conversational token passing) when collaborators can maintain 
eye contact, but differ as to whether the effects of this change is positive [139] or 
negative [56]. 
Some systems have also enhanced video with views of the hands, to enable users to 
gesture and point as part of their interactions [104, 189]. These systems work by 
capturing video of the hands and projecting it over the remote user's workspace. 
Little more than observational evaluation - the statement that users found the 
gesturing capabilities useful and regularly engaged in it - of this method of 
communication has been provided. One obvious restriction of these gesturing video 
systems is that they are limited to a strict WYSIWIS architecture. If participants have 
different views of the same data then the gestures transmitted will be rendered 
meaningless. 
Descriptions of audio enhancements are far rarer, the most influential being Gaver & 
et al. 's ARKoia simulation [73]. In the ARKoia simulation, two users had to 
maintain a set of machines in a virtual drink-bottling factory. They had to ensure that 
machines always had access to appropriate consumables, repair the machines when 
they broke and generally run a profitable drinks factory. Users were connected at all 
times by a full duplex speech link. The authors compared the behaviour of users of a 
purely visual version of this system with a version with added non-speech auditory 
feedback. This feedback indicated the status of the factory in an ambient way, much 
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like the running of a motor - all machines contributed sound to the simulation, 
continually changing their contribution according to their state. While there was no 
formal analysis of the system, observation of dialogues between the users led the 
authors to conclude that the presence of sound had positively influenced their 
interaction and facilitated a closer collaboration. They provide a compelling 
argument for this illustrated with some sampled sections of user dialogue. This 
evidence is reinforced in interview, where users stated that they found the sounds 
helpful in monitoring the state of the factory. 
The RA VE system [72] used non-speech auditory cues to inform users about 
background system events, but presented little fonnal evaluation of this idea. 
Similarly, Beaudouin-Lafon & Karsenty [14] presented GroupDesign, a structured 
drawing system with the facility to associate an audio event with every graphical 
operation. In a different domain, Mynatt et al. described Audio Aura [141, 142], a 
lightweight audio augmented reality system. Users of this system continually wore 
wireless headphones and smart badges as they went through their day of work. The 
badges allowed a system of IR receivers to maintain the position of each user, and 
the headphones could receive sounds from an event server. As users moved around 
their workplace they were played a combination of abstract and explicit sounds 
relevant to their location. For instance, in the coffee room, sounds relating to the 
arrival of email were played. This system provided awareness information in a 
similar spatial context to that found in a shared editor. 
Cohen describes two audio group awareness systems, ShareMon [45], and Out to 
Lunch [46]. ShareMon was a utility that allowed a user to monitor background file-
sharing events by providing feedback when users logged on, logged off, and also at 
the beginning and end of an individual file share. ShareMon had three interfaces that 
were anecdotally compared to one another. It could present information graphically, 
as sampled non-speech sounds, and in Text To Speech (TTS). The conclusions of 
this study were that most users appeared to prefer the sound interface to the TTS and 
graphical ones, and that they found the sounds infonnative. On the other hand, some 
users referred to the sounds as intrusive and annoying. Out to Lunch attempted to 
represent the sounds of group activity, such as that to be found in a physically shared 
office, to a team of workers distributed around a building. The final system mapped 
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the mouse and keyboard activity of the group as a whole to a repeating chord and 
periodically played signature tunes for each user contributing to this activity. 
Although no formal evaluation of this system was presented, the authors speculate 
that people could use this information to gauge the level of general group activity, 
and also to discover who specifically was working. 
It is worth noting that these audio enhancements fit natively into the idea of a 
seamless workspace - their presentation is easy to attend to as background 
information, and attending to it does not interfere with the main presentation of 
content. Furthermore, in accordance with Dourish and Bellotti's framework, none of 
the feedback described is manually generated. 
Enhancements of the semantic information present in a groupware interface typically 
involves including widgets that attempt to display visualisations pertaining to 
awareness, attention, co-ordination and gesturing. The simplest and most ubiquitous 
of these is the telepointer [80]. A telepointer is a local representation of a remote 
user's cursor. They provide some awareness and attention information simply 
because they allow a user to locate other users and, possibly, to infer what they are 
doing. Telepointers also support basic gesturing; by moving your cursor 
rhythmically over an area of the screen you can hope to attract another user's 
attention to some salient feature. 
Numerous other widgets that can augment communication have been postulated. 
Baecker et al [11] in their description of Sasse, a textual shared editor, mention the 
inclusion of a vertical shared scrollbar. A shared scrollbar is an extra, non-interactive 
scrollbar that resides adjacent to the regular scrollbar and reflects the position of the 
viewports of the other users. They have little to say about users' perception or use of 
this widget, save for the assertion that most users had little difficulty with it. 
Gutwin et al. [84] present an evaluation of five awareness widgets in a groupware 
system considering only pairs of users. They examined miniature views, radar views, 
What You See Is What I Do (WYSIWID) views, a teleport facility, and finally multi-
user scrollbars. The miniature view consisted of a small view of the entire 
workspace, complete with all artefacts on the workspace. A user gained information 
about the actions and location of the other user by observing these artefacts. The 
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radar view was an extension of the miniature view, augmenting it with more precise 
information about the location of the other user. The radar view contained small 
telepointers and shading, which indicated the extent of the other user's view on the 
workspace. The WYSIWID view provided a small view centred on the other user's 
cursor. The actions of the other user could be explicitly observed through this view, 
and objects seen in this view provided cues as to his or her location. The teleport 
facility allowed a user to depress the third button of his or her mouse and be 
temporarily tran ported to the location of the other user. Releasing this button would 
return the user to the original position. The shared scrollbar was similar to that in 
Baecker's ystem but consisted of both a horizontal and vertical scrollbar. Figure 5.1 
is taken from Gutwin et at's paper and shows the widgets discussed. Gutwin et at's 
task involved formatting existing textual and graphical information into a newspaper 
style. Each pair of users participated in two sessions, each augmented with a single 
awareness widget. A control condition was also included. Results were collected in 
the form of observations, questionnaires, and an interview. 
Gutwin's analysis indicated that users found the miniature and radar views most 
useful but acknowledged that this was in part because they aided the formatting task 
as well as providing awareness information. Users were confused by the WYSIWID 
Figure 5.1. Illu tration of different awareness widgets (reprinted without 
permission from Gutwin et ai. [84]). 
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view, partly due to a slow refresh rate and partly due to the fact that if they did see 
something relevant on the view they were often at a loss as to what to do about it -
there was no way to directly influence the scene displayed on the WYSIWID view. 
Similarly, users found the two-dimensional shared scrollbar confusing, perhaps 
indicating that it is more suitable to a one-dimensional situation, as in Baecker's text 
editor. Finally, users tended to forget about the teleport facility, possibly because it 
had no graphical presence. 
In contrast to the audio and the video enhancements of groupware, all of the widget 
augmentations (except the telepointer) form seams in the environment, according 
Ishii's definitions and are presented outside the workspace, according to Dourish & 
Bellotti's work. To pay attention to the information in the awareness widgets, a user 
must explicitly direct attention away from the shared workspace and towards the 
widget. However they typically do comply with Dourish & Bellotti's second 
guideline, and do not rely on manually generated data. 
5.3.5. Evaluation in CSCW 
Evaluating any user interface is challenging and there is far from a single accepted 
procedure for doing this [131]. This situation is exacerbated in collaborative systems, 
where it is often not simply the interface that is being evaluated but instead the 
effectiveness of communication among users of the system. Due to this complexity, 
and the reliance of this thesis on evaluation, this next section reviews the literature 
relating to the evaluation of collaborative systems. Broadly, two basic approaches to 
evaluation exist in the literature: experimental science and ethnography. 
Experimental science is typically based around laboratory experiments where 
participants sit through fixed tasks in a limited time frame. Typically, the 
experimenter manipulates a small number of variables, often only one, between two 
or more conditions. Great care is taken to ensure that the experiment is subject to no 
other variation. In this way, it is hoped, cause and effect can be established between 
changes in these variables and changes in systematically measured user performance 
and subjective measures [75]. 
Ethnography exists at the opposite pole. Ethnographic studies involve trained 
observers recording the activities of a group of users of a system over a protracted 
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length of time (often of several months) and in a real situation. In-depth interviews 
of participants are also usually conducted. Ethnographers analyse and study this rich 
wealth of data. The goal of ethnography is to draw conclusions about the use of a 
system in a genuine context, one subject to all the complexities of real life [86]. 
There is a great deal of debate between proponents of these two methodologies 
[138]. Experimental scientists criticise ethnography for being unrepeatable, 
potentially subject to the biases of the observers, and open to sampling problems. In 
return ethnographers criticise experimental science for not being ecologically valid, 
for destroying context rather than trying to understand it, and, despite all attempts to 
the contrary, being subject to uncontrolled, confounding influences. 
In practically assessing groupware the choice between these two methodologies is 
often made by the context in which the research takes place. Experimental research 
is prevalent in systems where some new feature or channel of communication has 
been added to either an existing or relatively standard piece of groupware [73, 84, 
103]. This style of research lends itself to experimental evaluation because it 
presents a simple pair of conditions - users working with the new augmentations and 
users working without. Evaluation in this way can also produce rapid results. 
Furthermore, ethnographic studies of such systems are difficult to conduct, as 
placing what is essentially a prototype system into a place of work is both 
undesirable, and unlikely. On the other hand ethnographic studies suit evaluations of 
more established groupware systems, often even suites of tools [152, 184, 191], for 
much the same reasons. Established and complete systems are more likely to be 
accepted into a workplace, and the longer-term nature of ethnographic evaluation is 
more likely to bear fruit. 
In conclusion, both experimental science and ethnography have their place. Both 
feature regularly in the literature and they have very different features and 
characteristics. Each is suited to different styles and stages of research. It is 
important to note that every method of evaluation has its weaknesses and that 
reviews of evaluation techniques suggest that the full picture can only ever be 
revealed by the application of a variety of different methodologies [132]. As 
discussed in detail in section 5.2.7., the topic to be examined here - the role of haptic 
cues in structured communication or collaboration - is a relatively novel one, and 
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given its preliminary character, it seems appropriate to limit investigations to those 
falling under the scope of experimental science. Given this conclusion, a discussion 
of the evaluation techniques used in experimental studies of collaborative systems is 
presented below. 
5.3.6. Techniques for Experimental Evaluation 
Experimental science faces considerable challenges in evaluating groupware. As this 
approach is used extensively within this thesis, a brief review of the various 
empirical techniques that have been employed in the past is presented. This review 
informed the measures chosen for use in the studies reported in the next chapter. 
Traditional objective methods for evaluating usability, such as task performance 
time, quality of output and efficiency [20] often show little variation in vastly 
different communicative environments, reflecting the resilience and versatility of 
human communication. Doherty-Sneddon et al. [56] make a distinction between 
problem solving tasks and design tasks, and suggest that significant differences in 
objective measures may be more likely to appear in studies of design tasks, possibly 
because design tasks require more communication and discussion as they possess no 
single correct solution. 
Observation is a common method for evaluating groupware [73]. It basically entails 
watching and recording users interacting with a system and attempting to reason why 
they have performed certain actions, or what effect certain variations in the system 
are having on their behaviour. Dialogue analysis is a formal variation on 
observational evaluation and is commonly used in the more psychological accounts 
of groupware [56]. Dialogue analysis involves recording all utterances made by 
users, and then classifying these according to one of several theoretical models of 
dialogue structure. This classification is complex and to provide reliability the 
dialogue is usually completely analysed by two or more expert raters. The results of 
these separate analyses are then compared statistically. If they strongly correlate, 
then inter-rater reliability is achieved and the analysis is said to be valid. Once 
created, these formal accounts of dialogue can be reasoned upon. For instance in eye 
gaze experiments, dialogue analysis makes it simple to count the number of 
dialogues used to perform conversational token passing. Dialogue analysis is often 
used simply because it is more sensitive to changes in behaviour than other objective 
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measures. Unfortunately, dialogue analysis relies on the skill and time of expert 
raters and as such is often an impossible or uneconomical solution to the problem of 
evaluation. 
Beyond these objective measures, several subjective experimental techniques have 
been applied to groupware. Questionnaires are a common way to evaluate groupware 
[16, 58] as they offer a repeatable mechanism for gaining subjective data. However, 
in groupware there appears to be something of a divergence as to how questionnaires 
are created and used, when compared to the larger discipline of usability as a whole. 
In the usability literature it is acknowledged that questionnaire design is far from 
simple, and that for a questionnaire to produce truly reliable results it must fIrst 
undergo an extensive validation procedure [43]. Typically, questionnaires are 
designed to address issues, or gain opinions, on a number of different factors within 
a topic and each factor is represented in the questionnaire by a number of questions. 
The validation of a questionnaire involves its administration in a variety of settings 
and to a large number of users. This data is then taken and subjected to lengthy 
statistical analysis to attempt to fInd trends among the rating of items which 
correspond to the original factors. Validity is this demonstration of correspondence. 
Also the design of most questionnaires includes dummy or distracter items that serve 
the purpose of error checking by attempting to isolate users who are fIlling in the 
questionnaire inappropriately. For instance, it is common to check for participants 
fIlling in a questionnaire with complimentary rather than genuine responses. In 
contrast to this structured approach, questionnaire design in groupware evaluation 
appears to be ad hoc. Questionnaires are created for individual experiments and little 
detail is provided as to their contents. This has led to a situation in which, although 
questionnaires are regularly used for the evaluation of groupware, there are no 
established instruments for this purpose 
Finally, interviews are often conducted to evaluate CSCW systems [11]. Interviews 
can be structured, with experimenters asking a set of fIxed questions, or more 
typically unstructured, with the experimenter trying to draw out information about 
behaviours that had been observed while the users were working with the system. 
Interviews allow experimenters to target specifIc information in great detail but can 
be subject to signifIcant biases, which can influence the quality of the results 
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gathered. For instance, confirmation bias [75] refers to the process by which people 
will seek to confirm a hypothesis that they already hold. In interviews, this manifests 
itself with what are essentially leading questions. 
In conclusion, a variety of different evaluation techniques have been applied to 
experimental studies of groupware, and each technique has its advantages and 
disadvantages. Furthermore it seems likely that different techniques will be effective 
in different situations. The design of the evaluations of collaborative systems 
described within this thesis bears these issues in mind, and draws on the review 
presented here to direct the selection of the specific measures chosen in each case. 
5.3.7. Haptics in Communication 
Haptic communication is a relatively unexplored area of research. This section 
considers the potential of the sense of touch for communication from several 
different perspectives before reviewing existing systems that support haptic 
communication. From a cultural standpoint, there is a common perception that touch 
is a deeply personal and emotional sense. An illustration of this assertion is the 
integration of our emotional reactions to the world and tactile terminology. We 
'feel', and have experiences that are described using terms related to the sense of 
touch, such as 'tender', 'rough' and 'touching'. The sense of touch is also one of the 
earliest avenues for communication in infants, and many researchers [70, 87] have 
linked effective and supportive tactile communication to healthy emotional and 
social development. 
The psychological literature concerning social tactile communication can be divided 
broadly into two camps, one predating the other. The earlier portion of the literature 
focuses on the role of touch as a means to express intimacy [127], while the later, 
mainly stemming from an influential 1973 study by Henley [91], is concerned with 
touch as a mediator of power and status. Henley asserts that touch is a status 
privilege, and that high status individuals are more likely to initiate touch with low 
status individuals, than vice versa. Henley also recorded that men touch women more 
than women touch men and claimed that this reflects the relative status of each 
gender in society. Much of the subsequent literature has remained focused on this 
assertion [66, 85, 125], and tried to prove, disprove or merely highlight gender and 
status related differences in tactile communication. It is also worth noting that 
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substantial cultural differences seem likely to affect haptic communication. The 
conclusions that can be drawn from this literature are that communication through 
touch is often loaded with emotional content, and can be an important channel for 
social interactions. 
Beyond these issues, a number of touch-mediated languages have been created, 
primarily to support communication with deaf-blind individuals. These languages 
demonstrate that, regardless of the social implications, tactile communication can be 
both rich and expressive. Fingerspelling is a tactile language based around hand 
contact. The pressure and movements of one communicator's hand are sensed and 
interpreted by the hand of other communicator. Tadoma [186] refers to a 
communication method that allows the direct perception of speech through touch. To 
sense the speech, an individual places his or her thumb on the speaker's lips and 
fingers on the speaker's throat. Much of the expressiveness of speech can be 
maintained in Tadoma. 
There is little literature specifically concerning Computer Mediated Communication 
(CMC) and touch. However, general observations on the differences between 
communication in the real world and that mediated by a computer may well 
generalise to interactions through touch. While the psychological literature suggests 
that communication through touch is extremely personal, and therefore potentially an 
unsuitable modality for work orientated communication, some of the CMC literature 
indicates that people feel less bound by such social conventions during computer 
mediated interactions. Sproull and Kiesler [177] state: 
"People who interact via computer are isolated from social rules and feel less 
subject to criticism and control. This sense of privacy makes them feel less inhibited 
in their relations with others. " 
A powerful example of this kind of behaviour, where normally strict social rules are 
flouted, can be observed in text based CMC systems, such as Internet Relay Chat 
(IRC), or Multi-User Dungeons (MUD). It is commonplace for users of such systems 
to adopt false identities, often of the opposite gender [127]. Another example comes 
from network conferencing. Dubrovsky et al. [59] conducted an experiment 
indicating that in network conferences, as opposed to real world conferences, status 
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played a reduced role in determining which participants expressed their views. The 
mediation of communication through a computer had reduced the influence of these 
social cues. 
Computing science has also ventured into the realm of tactile communication. 
Systems that support communication through touch have been designed, and 
typically the social elements of such systems are the driving force behind the 
research. Brave & Dahley [25] state: 
"Touch is a fundamental aspect of interpersonal communication. Whether a greeting 
handshake, an encouraging pat on the back, or a comforting hug, physical contact is 
a basic means through which people achieve a sense of connection, indicate 
intention, and express emotion. " 
The majority of computer science research dealing with haptic communication has 
reflected this statement and focused on connecting people and supporting 
interpersonal relationships. 
Perhaps the first communicative haptic environment was Telephonic Arm Wrestling 
[200], an art exhibit consisting of a pair of spatially separated robot arms allowing 
two remote users to arm wrestle with one another. The force that one user would 
exert on one robot arm would be applied to the other and vice versa. Several devices 
have been developed on a similar theme. The shaker in Feather, Scent and Shaker 
[183] allowed users to shake a device in their hand and have this represented as 
vibration in another user's coupled device. The shaker contained an electromagnet 
and movement of one user's device induced a current in its coil that was then 
transmitted to the other user's device to produce vibration. The authors suggested 
their device would encourage: " ... light-hearted play amongst friends ... " 
The Bed [55] describes an attempt to create a distributed bed to connect remote 
partners using a variety of abstract non-explicit feedback. For instance, the breathing 
of the remote partner was sampled, analysed, and then locally represented as the 
gentle vibration of a pillow. inTouch, [25,26] (illustrated in Figure 5.2) was a pair of 
coupled devices each consisting of three rollers. Rotating a roller in one device 
caused a similar movement in the other device, allowing users to push against one 
another, and to play. inTouch provided relatively rich feedback, as each roller could 
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Figure 5.2. The inTouch haptic communication device (reprinted without 
permission from www.media.mit.edultangible). 
be manipulated, either clockwise or anticlockwise, independently of the others. Each 
of the e ystems is concerned with the use of haptic feedback to support 
interper onal communication, but provides little evidence to justify this interest as 
they are characterised by a lack of reported evaluation. 
However the most detailed and informative account relating to a device in this area 
is reported by Fogg et af. [67]. They describe HandJive, another pair of coupled 
device , in thi case created as a toy that supports people's desire to fidget when 
listening to group presentations such as lectures. The most useful aspect of this 
research, however, i the fact that it exposes the iterative design process that led to 
the final con truction of the devices. This design process involved the production of 
a number of prototype , each subject to some user testing and observational analysis. 
The re ult from these intermediary steps, and a fmal, more substantial, 
ob ervational tudy led th.e researchers to conclude that users found communication 
through touch compelling and enjoyable, but, if possible, tended to use it to compete 
with one another. The e concerns were reflected in the design of the final device, 
which consi ted of a pair of cylinders, jointed together at the centre. Each cylinder 
could rotate around this joint to lock into one of five discrete positions (including 
straight. A change in po ition of the device was reflected in the other coupled 
device. The con truction of HandJive is illustrated in Figure 5.3. To avoid 
comp tition 0 er the po ition of the cylinders each of a pair of users could control 
the m tion only on a ingle, and opposite, axis. Only collaboratively were they able 
to mov the device through its full range of motion. The researchers suggested that 
two u er could co-operatively construct "dances", transmit rudimentary messages, 
or play imple game u ing the device. 
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Figure 5.3. Illustration ofhandJive haptic communication device 
(reprinted without permission from Fogg et al. [67]). 
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Figure 5.4. The ComTouch haptic communication device (reprinted 
without permission from Chang et al. [40]). 
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hang et al. [40] also describe the design of a haptic device to support 
communication between two individuals. Each of their devices consisted of ten 
vibro-tactile actuators and five pressure sensitive pads. The device was designed to 
be handheld (the driving concept was to integrate this technology into a mobile 
telephone) and arranged such that two actuators and one pad were situated under 
each digit of a user s hand. As a user pushed against a pressure pad, a vibration with 
a magnitude dependant on the magnitude of the pressure exerted was displayed both 
directly on the u er's device (on one of the actuators under the digit exerting the 
pressure) and al 0 on a coupled device (on the other actuator under the same digit). 
Thi i illu trated in Figure 5.4 for a single digit. The goal of this research was to 
inve ligate how people used this tactile communication as an accompaniment to an 
audio conver ation. Several studies were conducted. In situations when users where 
di couraged from speaking, the authors observed that users could develop simple 
tactile language (and indeed, they compared these to Morse code). When users 
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could speak freely they tended to use the touch communication to emphasise points, 
coordinate turn-taking and express their presence by playfully mimicking one 
another's tactile communications. 
It is po ible that haptics can have more impact than simply acting as a conduit for 
interper onal communication. Durlach & Slater [61] speculate that the sense of touch 
may be vital to the ense of presence that users perceive in Collaborative Virtual 
Environments (CVEs). They reason that the ability to feel objects or other users 
would enhance feelings of interaction and direct manipulation which have been 
linked with an increased sense of presence. They also refer to touch not being a 
'di tance sen e" - if we feel something, then it must be close to us, making a 
simulation more compelling. Finally, they suggest that users are unused to receiving 
illusions of touch and are continually bombarded with artificial visual and auditory 
stimuli, and therefore haptic simulations are more likely to draw users in and 
increase their ubjective experiences of presence. This last effect would obviously 
hold only while haptic simulations are a rarity. 
In line with thi reasoning, there have been several attempts to add haptic feedback 
to VEs. In a companion paper to the one described above, Basdogan et al. [13] 
di cu the effects of haptic feedback on the cooperative performance of physical 
task in a virtual environment. They demonstrate that both objective performance, and 
Figure 5.5. Illustration of interface for haptic communication (reprinted 
without permission from Basdogan et al. [13]). 
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a loosely defined concept termed the "sense of togetherness" achieved among 
participants can be increased through the addition of haptic feedback to a virtual 
simulation of co-operatively steering a ring along a wire. In their task, pairs of users 
would move a ring along a wire by positioning themselves at opposite sides of the 
ring, pushing towards each other, and then moving laterally. Essentially, they would 
act as if one were the thumb and one the forefinger of a hand performing a gripping 
action. This behaviour is pictured in Figure 5.5. While the results from this 
experiment were statistically significant, they were over a small sample of users and 
those relating to the "sense of togetherness" were based on an unvalidated 
questionnaire. The authors admit that this work is non-conclusive and ongoing. 
SalInas et al. [166] report a study with a similar theme. Their task also involved the 
cooperative manipulation of virtual objects. Specifically pairs of participants used a 
cooperative gripping action (analogous to that in Ho et al. 's study) to position groups 
of randomly dispersed blocks into specific three-dimensional configurations. Salinas 
et al. [166] were interested in the abilities of the haptic feedback to affect both 
objective performance and users' perceived virtual and social presence - the extent 
to which they felt immersed in the virtual environment and the amount they felt 
socially present with the remote user. They showed significant improvements in 
objective measures, and questionnaire measures showed that the addition of haptic 
feedback significantly increased virtual, but not social, presence. 
Noma & Miyasato [145] also describe a virtual environment object manipulation 
system. Their system includes the facility for multiple haptic devices to 
simultaneously affect the orientation and position of an object. They describe a pilot 
study consisting of three subjects in which each subject controlled two devices and 
attempted to relocate and reorient an object in each of three conditions. In the first 
condition, users held an object that corresponded to the virtual object, in the second 
they experienced haptic feedback designed to resolve discrepancies between the 
positions of their hands and in the third had access to only graphical information. 
The results showed that task times were lowest in the condition incorporating the 
real object. The task time was also significantly lower with the haptic feedback than 
without. Noma & Miyasato believe that the results can be generalised to the case 
where different users have hold of each haptic device. This assumption is perhaps 
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questionable and the three subjects in their study do not form a particularly 
convincing subject pool. A further caveat regarding the objective measures (such as 
task completion time) used in all three of these CVE based studies is that the 
demonstration that haptic feedback increases performance in physical tasks is not 
particularly surprising. Indeed, it is perhaps more surprising that users managed to 
achieve the manipulations without the haptic feedback at all. 
Finally on this topic, Alhalabi & Horiguchi [5] describe a system that enables two 
users of a CVE to haptically shake hands with one another. In their system each user 
is represented by an arm shaped avatar. When the hands of these avatars collide, the 
movements made by one user are haptic ally presented to the other user, enabling the 
remote equivalent of a handshake. Although they do not perform a comparative 
study, they evaluate the quality of this feedback using a simple custom built 
questionnaire. They conclude that users of this system find the feedback both 
intuitive and satisfying. A crucial unifying point about the CVE based studies 
described here is that they share a concern over the lack of support for social 
interaction in collaborative virtual environments and view touch as a valid 
mechanism for increasing it. 
5.3.8. Summary of Haptics in Communication 
To briefly summarise, the psychological literature suggests that touch may be a 
modality that is too personal to use for the communication of anything but the most 
intimate of messages. However, a mounting body of CMC and computer science 
research takes an opposing stance. Firstly, it is far from clear that computer mediated 
communication through touch shares the same highly emotionally loaded 
connotations apparent in real world tactile communication. It may be the case that 
virtual communication through touch is acceptable in situations where it would be 
inappropriate in the real world. Furthermore, while some computer science research 
has looked at intimate communication, as highlighted by the psychological literature, 
more has focused on communication for other purposes, such as entertainment, 
supporting social interactions and bonding, or to perform co-operative tasks in 
virtual environments. The perspective of this body of work is that haptic 
communication has the potential to improve the social aspects of CMC, and that such 
an improvement is desirable. Viewing this diverse literature as a whole, this thesis 
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adopts the position that the current understanding of the social or interpersonal 
aspects of communication through touch supports the investigation of its use as a 
channel for communication among the users of collaborative systems. Overall, the 
literature suggests that the positive effects of mediated haptic communication - such 
as increased levels of engagement and presence and a heightened sense of 
togetherness - seem likely to outweigh any potentially undesirable side-effects 
relating to the intimate and personal nature of real world communication through 
touch. 
5.4. Conclusions 
The literature relating to communication through touch is reviewed in this chapter. It 
began with a general introduction to the field of CSCW, but rapidly focused in on 
one particular area within that field: synchronous collaboration. Specifically, it has 
been concerned with shared editors. These are tools that support the simultaneous 
authoring of documents by groups of physically separated users. A brief description 
of the various classifications of shared editors is followed by a more in-depth 
discussion of the communication problems that have been observed in these systems. 
Solutions that have been developed to address these issues are then discussed at 
some length. The role played by this section of the literature review in this thesis is 
to precisely define a problem area for the design of the feedback presented in the 
next chapter. 
This chapter also examines evaluation methodologies in CSCW research. Broadly, 
there are two forms of evaluation: experimental, and typically lab-based, 
investigations, and ethnographic studies of systems in real environments. While both 
have their merits, the preliminary nature of the topic to be examined in this thesis -
the integration of a novel modality for communication into an existing application 
domain - led to the conclusion that experimental evaluations would be more 
appropriate in this instance. Following this decision is a review of the different 
techniques that have been applied to evaluate collaborative systems. This section of 
the literature review serves to provide the rationale for the basic nature of the 
evaluations presented in the next chapter, and informs the choice of the specific 
measures chosen in each case. 
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The final topic examined in this chapter is communication through touch. This 
review begins with the psychological literature, then moves on to discuss the various 
systems that support haptic communication. These are examined in some depth, and 
despite the relative small quantity of concrete evaluation found, draws the conclusion 
that there is a strong argument supporting the investigation of touch as a modality for 
communication. 
Overall, the role of this chapter within this thesis is to provide a context and a 
background within which to consider the haptic communication designed, described 
and evaluated in the next chapter. It achieves this by precisely defining the 
application area to be studied, considering the possibilities for evaluation and 
discussing the current research on touch in communication. 
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6. Design, Implementation and Evaluation 
of Haptic Communication 
6.1. Introduction 
This chapter describes in detail, and goes some way towards evaluating, one possible 
use of haptic feedback in shared editors: haptic ally enhanced telepointers. Given the 
context provided by the literature review presented in the previous chapter, this 
section starts by describing the high level design of the haptic communication. 
Following this are details of how it was implemented. Two evaluations are then 
presented. The first of these is a general evaluation of pairs of users performing a 
complex design task either with or without the haptic communication. It was 
intended to provide a broad range of information about how the communication was 
used - how user behaviour altered with the presence of the haptic communication -
and to gather data on participants' perceptions of it. The second study was more 
focused. It examined a single aspect of the haptic communication, and explored a 
hypothesis that was isolated (through observation) in the first study. The chapter 
concludes with a set of design guidelines generated from the two studies presented in 
this thesis, and the previous literature on this topic. Reflecting the infancy of 
research in this area, the goal of these guidelines is not to precisely describe how to 
create effective haptic communication. Instead they seek to present the design issues 
relevant to this topic, and to map out the motivations that are driving research in this 
area. These guidelines are the first of their kind on this topic. 
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The central claim of this thesis is that the addition of haptic cues to cursor 
interactions can yield performance benefits, or improvements in subjective 
experience. This general statement is to be demonstrated through the thorough 
investigation of two specific examples. This chapter forms an empirical examination 
of the second example chosen. It details investigations into the influence of haptic 
feedback relating to a user's representation or avatar in the domain of collaborative 
systems. These evaluations, and therefore this chapter's contribution, are critical to 
this thesis. A secondary goal of this thesis is to further design knowledge on the 
topics examined; to ensure that future researchers or system developers can directly 
benefit from the work described here. The design guidelines presented in this chapter 
serve this purpose. They are intended to concisely summarise the available literature 
on haptic communication and collaboration in a form that allows easy consumption 
by designers, researchers and other interested parties. 
6.2. Design of Haptic Communication 
Given the discussion (presented in the previous chapter) of the problems users 
experience with shared editors - such as awareness, attention, co-ordination and 
gesturing - and the suggestion that haptic feedback may be able to at least partially 
address these issues, here the design of a novel mechanism for computer mediated 
haptic communication is presented. It entails enabling haptic cursor interactions 
between collaborators in synchronous shared editors. In this design telepointers are 
transformed from being a simple graphical representation of position to physical 
avatars, tangible bodies, in the virtual space that can haptically influence one 
another. A total of five specific haptic interactions between these avatars have been 
designed. 
6.2.1. Push 
Firstly, the telepointers can push one another around the workspace. As one cursor 
encroaches on another, both can feel a force pushing them apart, or if one cursor 
intersects another at speed then the other cursor will be pushed away. This effect 
could be used as a warning, for instance if a user was about to perform some 
disastrous action another user might attempt to push him or her aside in order to 
prevent this. Another potential use would be to catch another user's attention, the 
remote equivalent of a tap to the shoulder. This interaction is reminiscent of others in 
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the literature - for instance both the arm-wrestling simulation [200] and inTouch 
[25] are basically mechanisms that allow physically separated users to push against 
one another. In this instance, however, the pushing simulation is much more 
complex, as it is embedded within the context of a spatial workspace - to push a user 
you must first locate that user, and as you push them he or she can retreat away from 
you. Currently, the push effect is implemented with each cursor represented as a 
frictionless sphere. A consequence of this is that it is difficult for cursors to push 
each other uniformly; they tend to slip and slide off each other. A more complex 
haptic simulation, including friction or possibly even an attractive force between 
cursors engaged in a push interaction, might prove more effective at providing a 
consistent sensation of pushing or being pushed. 
6.2.2. Gesture 
The second haptic communication designed extends the technique of gesturing with 
telepointers by allowing a telepointer to haptically take hold of another by moving 
over it and depressing a controller button. Once held, subsequent movements are 
played back haptic ally to the other cursor until the button is released. This operation 
has the effect of grabbing a pointer and then making it follow your path. While this 
is far from directly analogous to how gestures are created and perceived by co-
located individuals, it does considerably extend and make concrete the basic 
gesturing function of telepointers. One can firmly and interactively transmit a 
complex spatial pattern to a remote user, without words. 
There were some problems in implementing this gesture effect. The basic algorithm 
involved storing key points along the path of the user creating the gesture, based 
upon the distance from the current point to the previous key point. This distance was 
small (5 mm), to maintain the fine detail of the gesture. When the gesture begins, an 
attractive force towards the first point in the gesture is applied to the user receiving 
the gesture. The magnitude of this force increases with the range from the user to the 
point. When the user comes within a certain target range of the point, the focus of the 
gesture moves on to the subsequent key point. Again, to maintain the fine detail of 
the gesture this target range was kept small: 1 cm. This procedure iterates for all the 
points in the gesture. This is summed up in Figure 6.1. 
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Figure 6.1. Visualisation of haptic gesturing algorithm. 
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However, it was observed that while using this algorithm, users experienced 
difficulties - they became lost and unable to follow the gesture. This was attributed 
to the fact that the forces of attraction used are relatively weak and become weaker 
as a user approaches a target area, making it difficult to locate these areas. There 
were several possible solutions to this problem. As larger forces had been mapped to 
greater distances, simply increasing the magnitude of the forces applied when users 
became close to a point was not an appropriate solution. Nor was increasing the size 
of the range at which a user is said to have reached a point, as doing this would 
reduce the fidelity (the resolution at which the gesture was rendered) of the gesture, 
and small perturbations on the path would not be perceived. Furthermore, it was felt 
that it would be easier for users to detect changes in the direction of a force rather 
than just in its magnitude. 
To achieve these goals the gestures were smoothed. As time went by without the 
user reaching the currently active key point in the gesture, the target area around that 
point would expand. Eventually it would encompass the user, at which stage the 
simulation would tum its attention to the subsequent key point in the gesture, with a 
141 
small active range once more. Moving the simulation along the path of the gesture 
even while the user remains stationary means that the magnitude and direction of the 
force applied to the user will continually change. A further consequence of this is 
that if a person ignores the forces from a gesture then eventually all they will feel is a 
force to the last point of the gesture - the details would have been smoothed away. 
This algorithm has the benefits of initially presenting the user with an accurate 
representation of the gesture and then gradually reducing its resolution. In this 
reduction of resolution, it also ensures that a user is presented with vectors of 
varying magnitude and direction while remaining on the gesture's path. The 
algorithm also only reduces resolution as it needs to - if a person begins to follow 
the gesture closely again, after losing it for a short time, the resolution will increase 
once more. A temporal aspect to the gesture is also added. If one ignores the gesture 
for long, it will slowly lose detail and eventually vanish. 
Finally, this gesture effect was further enhanced to factor in the speed of the user 
making the gesture. The force applied to the user receiving the gesture varies 
according to the speed at which the person recording the gesture is moving, above a 
certain minimum. This allows users to highlight or emphasise certain parts of a 
gesture by varying their speed. 
6.2.3. Proximity 
The third interaction between the telepointers was designed to provide some simple 
awareness information (according to Gutwin et al. 's [84] definition of workspace 
awareness). The viscosity or resistance to movement present in the workspace was 
increased when another user drew near a user's position. Alternatively, if a user was 
stationary when another approached, a small vibration was applied. This provided a 
haptic proximity sense analogous to the physical sensation of presence perceived 
when close to another. While the information content of this effect is low, for 
instance it will not help a user determine who is approaching, nor from what 
direction they hail, it is hoped to have the advantage of being obvious while 
remaining unintrusive. 
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6.2.4. Locate and Grab 
The remaining two interactions are focused towards the awareness and co-ordination 
problem of being unable to locate other users in the workspace. The work described 
earlier in this thesis has shown that haptics can provide benefits in targeting tasks. 
Finding other users in a canvas is fundamentally a targeting task. In accordance with 
this, a locate effect was implemented which allowed users to activate a homing force 
on their cursor which would tug them towards another user. The force profile of this 
effect is similar to that of the gravity well haptic widget augmentation that proved to 
be effective for targeting tasks in the buttons experiment described in Chapter 4. In 
this instance, however, another user is the focus of the targeting force and it is 
applied at two distinct levels. Initially a small force is applied, which allows a user to 
determine in what direction another user is located. After a brief time, this force is 
increased to actually move the user towards the other user's position. This effect is 
somewhat similar to the functionality of the teleport interaction described by Gutwin 
et al [84]. The locate effect differs from Gutwin's teleport in that it does not 
instantaneously transport a user anywhere, nor does it provide a method of returning 
to the original position. While both the initial tug to indicate direction and the fact 
that a user is physically pulled along may prevent the disorientation observed in 
users of Gutwin et al. 's teleport effect, it might be beneficial to include functionality 
that allows users to return to their original position after locating another user. This 
locate effect also suffers the disadvantage that, unlike the push and gesture effects, 
there is no inherent mechanism for specifying which other user you wish to interact 
with. Some external dialogue would have to be invoked in systems containing more 
than two users. 
The final interaction is an inverse version of the locate effect. This grab interaction 
allows users to tum on a homing force that pulls all other users in the workspace 
towards their position. This allows a user to request other users to come to some 
location in the document without being burdened by having to describe that location. 
The locate and grab effects were designed to facilitate easier navigation and co-
ordination between users in the workspace. 
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6.2.5. Discussion of Haptic Cursor Communication 
An advantage to these haptic interactions is that they comply with Ishii's 
recommendations for a seamless workspace [102] and also with Dourish & Bellotti's 
[57] principles of shared feedback - that feedback should be presented in same space 
as content and that it should not be manually generated. A disadvantage of these 
interactions is that, save for the proximity and push effects, all are required to be 
explicitly invoked by a user and all share a common invisibility, much like the 
teleport effect described by Gutwin et al. [84]. Gutwin's teleport was an awareness 
widget with no visual representation and participants used it infrequently. In 
interviews, it was revealed that they had simply forgotten about it. Similarly, it is 
possible then that users will not use the haptic effects for the same reason, although 
the act of manipulating a haptic device may serve to remind them. 
A final consideration in the design of this haptic communication was how intrusive it 
could be. A user working on a diagram, for instance, would probably not appreciate 
the application of arbitrary forces by other users. The push, gesture, and grab 
interactions allow a user to haptic ally influence another user with intrusive forces 
and the grab interaction in particular does this without any associated visual 
feedback. Modes are a potential solution to this problem. Three modes are suggested 
- working, communication and observation. In the working mode a user can interact 
with the canvas and can create content, but cannot be haptic ally influenced by 
another user. In the communication mode, users cannot interact with the canvas but 
have access to the haptic communication. In the observation mode, users can neither 
communicate haptically nor access the canvas. In situations involving a two-
dimensional canvas and three-dimensional haptic device these three modes could be 
mapped to the z-axis of the device. Users would adjust their position on the canvas 
using movements on the x and y axes, and use their position on the z axis to mediate 
their mode. Closest to the canvas would be the working mode, beyond that the 
communication mode and, furthest away, the observation mode. This mapping 
supports the physical metaphor of the canvas. You must be on the canvas to work, 
near the canvas to interact with other workers and when far from the canvas, you can 
simply watch. Haptic barriers could be placed between the spaces representing these 
modes to ensure that users did not accidentally slip from one to another, while 
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altering the graphical cursor representing the user could serve to indicate which 
mode a user was currently operating in. 
6.3. Generic Implementation Details 
6.3.1. Haptic Simulation 
The haptic simulation was implemented in C++ under Windows NT and for the 
PHANToM (from SensAble Technologies) using the propriety GHOST API. The 
PHANToM's used in these studies were three DOF force feedback devices. One was 
a model 1.0, and the other a 1.5. Participants manipulated them by holding a pen-like 
surrogate featuring a single button. 
6.3.2. Implementation of Networked Haptics 
Haptic feedback in general requires high update rates, typically of 500 Hz or more 
[137]. Most modern networks, for instance Ethernet or the Internet, do not provide a 
quality of service at anywhere near this level. Several researchers are working to 
investigate and address this issue [201]. The goal of this research, however, is to 
investigate the potential, for a user, of collaborative haptics. Consequently, a high 
performance, loss-less transmission medium was required. To achieve this the 
refresh rate requirements for the haptic cursor communication were analysed. 
In general, high update rates are required to support the production of stable stiff 
objects [137] and, in the haptic cursor communication, only the push effect involves 
the production of an object at all- the other cursor. The proximity effect does not 
require any such representation, merely modifying the viscosity of the workspace 
based on the distance to other cursors, and as such should be fairly insensitive to low 
update rates. Changes in the viscosity from one millisecond to another are relatively 
unimportant and should fall well below the perceptual threshold. The locate, grab 
and pull interactions all regard the other user's position as the target of a homing 
force and as such, when the range to the target is small, so is the magnitude of the 
targeting force. Lower forces can be adequately represented by lower update rates 
[137]. Conversely when the distance to the target is large, the targeting force is also 
relatively large. However, in this instance, the distance that the target must move to 
cause a substantial change in the targeting force is also large. These factors all 
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combine to make the haptic cursor communication relatively tolerant of low update 
rates. 
Furthermore, an analysis of the total network demands of haptic cursor 
communication leads to the conclusion that even assuming a high update rate, a low 
total bandwidth is sufficient. This is because the only remote information of 
significance to the simulation is the position and state of other cursors - for instance 
whether they are engaged in a gesture. This can be expressed using a very small 
number of bytes. For instance, the current implementation requires the transmission 
of only 16 bytes per PHANToM per update: 4 bytes (representing a 32 bit floating 
point number) for each of the three axes, and 4 bytes of status information 
(representing a currently not fully utilised set of32 separate 1 bit flags). 
Finally, to further simplify development, some of the requirements of a collaborative 
system were relaxed. Firstly, it was decided that the system would be restricted to 
consisting of only two users and secondly that the implementation of the 
communication itself would be through a dedicated streaming connection rather than 
across a network. Both of these choices are commonly seen in groupware research 
[73, 104] and typically reflect the intention of the work - to evaluate the potential of 
the communication for a user, not to investigate underlying network performance. 
With these analyses in mind, the haptic communication was implemented running 
over serial cables and providing a dialogue between two machines at 100 Hz. This 
implementation suffers from the restrictions of being simple for two users, but more 
complex for more, and of being confined to machines positioned only a few metres 
from one another. Due to the update-tolerant nature of the cursor communication, 
this refresh rate provides a subjective experience that is both stable and of an 
acceptable quality. 
6.4. Initial Exploratory Study 
6.4.1. Introduction and Motivations 
Given the novel design of the haptic communication, and the novel context of use it 
was created for (a work scenario in a shared editor) the initial study investigating the 
cursor communication was chosen to be exploratory in character. The principal goal 
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of the study was not to precisely quantify objective performance improvements, but 
instead to provide a broad overview of as many aspects of users' perceptions and 
uses of the novel feedback as possible. A secondary goal was to use the results of 
this exploratory study to generate more defined and precise hypotheses for more 
focused studies in the future. These considerations are reflected in all aspects of the 
design of the study from the choice of experimental task, through to the assessment 
and measurement procedures chosen. 
6.4.2. Experimental Task 
The task chosen for this preliminary evaluation of the haptic communication was a 
CASE (Computer Aided Software Engineering) task. There were a number of 
reasons for this choice. Firstly, CASE is an established domain for collaborative 
tools [78]. Secondly, suitable problems, ideal solutions, and semi-expert users are 
easy to find in an academic computing science environment. Thirdly, as CASE tasks 
are, in essence, design tasks they lack a single solution and make good candidates for 
yielding complex collaborative activity [56]. The specific task chosen was to ask 
pairs of participants to read a hypothetical problem statement describing a paper 
based business system, and then collaboratively design a set of Unified Modeling 
Language (UML) [182] diagrams that describe a computer system that would replace 
it. This problem was taken from the syllabus of a university level software 
engineering class, and appears in Appendix F. 
6.4.3. Haptic Feedback 
The focus of this study was a two dimensional desktop editing task. In order to 
provide a standard pointer interface the PHANToM was given control of the cursor: 
movements made in the x and y axes with the PHANToM corresponded to x and y 
motions of the cursor on the screen. However, unlike standard pointing controllers 
the PHANToM is an absolute position device. A specific physical position of the 
device corresponds to a specific virtual position on screen. To accommodate this, the 
range of the cursor while under control of the PHANToM was restricted to the active 
experimental window, and stiff walls lined the edges of this area, preventing users 
from further motion. Operation of the PHANToM's button was mapped to a left 
mouse click. 
147 
According to the design of the haptic communication presented earlier in this 
chapter, movements in the z axis should control the interaction mode that the user is 
in (either working, communicating or observing). However, in light of the 
preliminary nature of this study, this use of modes was not implemented, and users 
were continually able to make modifications to canvas objects and to haptically 
communicate with one another. It was felt that while the modes would be an 
essential component of the haptic communication in a real world scenario, their use 
in this exploratory scenario might impede evaluation of the haptic feedback. 
Therefore, the haptic workspace users experienced was a narrow vertical plane. The 
dimensions of haptic workspace were 11 Omm by 110 mm by 20mm. 
The five different haptic communications described in earlier in this chapter were all 
used in this study. Of these five, the activation of the proximity and push effects was 
solely mediated by position: they were turned on or off based around the relative 
locations of each user. The gesture, locate and grab effects, on the other hand, all 
required an explicit command to initiate and halt. All commands were mapped to the 
PHANToM's single button. To gesture, a user moved over another user and 
depressed the button; to end the gesture the button was released. This control 
mechanism was designed to support the metaphor of taking hold of, and pulling 
along, another user. The locate effect was activated by pulling backwards from the 
workspace and depressing the button. Releasing the button stopped the effect. 
Finally the grab effect was initiated by pulling backwards from the workspace, 
performing a double click and keeping the button down after the second click. Once 
more, releasing the button stopped the effect. All other buttons presses were passed 
to the system as normal mouse events. The rationale for using the PHANToM's 
button in this way was to ensure that the haptics could only be activated while the 
PHANToM was being held. 
6.4.4. Collaborative Editor 
In order to build a CASE system that would enable the evaluation of the haptic 
communication, GroupKit [161], a high level tcl/tk based groupware toolkit 
(developed by Saul Greenburg and Grouplab at the University of Calgary) was 
employed. GroupKit provides support for the management of shared information, 
148 
including creation manipulation and mediation of access, and basic groupware aids 
such as telepointers. It is a commonly used tool within the groupware community. 
The product of coupling the haptic communication with GroupKit is CHASE 
( ollaborative Haptics And Structured Editing), a synchronous, Relaxed What You 
See Is What I See (RWYSIWIS) structured drawing tool, pictured in Figure 6.2. It 
provides telepointers and allows users to simultaneously work on a large canvas 
while each maintaining a separate view of it. CHASE allows users to create and edit 
four types of object: text items, rectangular groups, oval groups, and links. Text 
items can be placed in group objects and links can be made between them. All items 
can be freely moved, edited, resized and otherwise manipulated. This editor supports 
the creation of basic diagrams from a number of CASE methodologies, including 
UML. 
One consequence of the combination of the haptic cursor communication and a 
collaborative RWYSIWIS workspace is that users can feel forces that attempt to 
move them outside of their current view of the workspace. An example of such a 
Figure 6.2. Screenshot of CHASE. 
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situation would be if one user activated the locate effect when the other user was on 
a distant (and currently not in view) part of the canvas. To resolve these forces 
intelligibly, the haptic workspace was restricted to only allow cursor movement 
within the window of the GroupKit application; walls were presented at the edge of 
the CHASE window. When users pushed into these walls, as they would if forces 
were pulling them off the workspace, the workspace scrolled in the direction of their 
push, gradually changing their view until their target was on screen. The adoption of 
this solution had the consequence of providing an unusual mechanism for scrolling -
simply pushing into the walls of the workspace. 
The haptic simulation communicated with CHASE through mouse events and also 
through a local socket connection. The mouse events formed the main part of the 
interface, and functioned simply as a consequence of using the PHANToM as a 
cursor control device. The socket connection was used to communicate all other 
information, such as the scroll position of the CHASE workspace, and to transmit 
scrolling events when the PHANToM pushed into a wall. A diagram of this 
architecture is shown in Figure 6.3. 
Figure 6.3. Architecture of the CHASE system. 
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6.4.5 Participants 
Sixteen users, all computing science students, in eight pairs, participated in the 
experiment. This group consisted of 9 men and 7 women, and had an average age of 
25. The participants carne from a relatively diverse range of cultural backgrounds: 10 
were British, 1 French, 1 German, 1 Finnish, 1 Greek, 1 Indian, and 1 Azeri. None 
had previously used a shared editor, nor had anything more than trivial experience 
with haptic interfaces. 
6.4.6. Experimental Design 
The experiment was designed to be between subjects: four pairs, forming the Haptic 
condition, solved a problem with the aid of the collaborative haptic feedback; four 
pairs, the Visual condition, worked without it. Both sets used the PHANToM in the 
same restricted workspace, and had access to the same novel scrolling technique. 
This simple between subjects design was chosen primarily because of the complexity 
of the task. In order to gain the richest data on the participants' collaboration, they 
were being asked to solve a complex (and potentially lengthy) design problem, and it 
was felt that this process could be mentally taxing, and that subjects would be 
unwilling to solve two such problems. 
6.4.7. Procedure 
For simplicity participants were seated in the same room, separated by a partition. 
They could not see one another, and no video link was provided. They were able, 
and encouraged, to talk freely. A disadvantage of this simple set-up is that audio 
information from the environment, such as the sounds generated by key presses was 
present. This kind of information is not typically passed between individuals 
working at different locations, and its presence may have influenced user behaviour 
in the study. 
Participants in both conditions went through an extensive training phase. A manual 
to CHASE, and in the case of the Haptic condition, to the haptic cursor 
communication was provided and each feature explained and demonstrated. This 
manual is presented in Appendix G. Participants were then required to copy a printed 
UML diagram into CHASE. At this stage it was clearly explained that the example 
diagrams consisted of acceptable UML constructs. The recording equipment was 
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then switched on and subjects then began to solve the UML problem. There was no 
time limit imposed on the task; subjects were instructed to stop when they believed 
the problem had been solved satisfactorily. This typically took an hour. After the 
completion of this task subjects filled in the subjective measures, described in the 
next section. 
6.4.8. Measures 
Observation 
Users were observed, with both audio and video recorded, throughout the 
experiment. No formal dialogue analysis of this data is currently planned. One user's 
screen was captured with a screen grabber, the other by a video camera positioned 
behind the user. The second arrangement, while providing an inferior view of the 
screen, often actually provided more information as to the problems users were 
experiencing. Users would often make gestures or point when discussing critical 
items, and these movements were recorded by the camera pointed towards the 
screen. Audio was recorded by a single microphone positioned on the partition 
separating the two users. 
Subjective measures 
Four questionnaires were administered at the end of the experiment. Each 
questionnaire assessed a different aspect of SUbjective user experience. It was hoped 
that by gathering this broad range of data it would be possible to shed light on the 
influence of the haptic communication on widely different aspects of user experience 
and opinion. The four areas examined were workload, usability, presence and sense 
of togetherness or collaboration. These specific areas were chosen as each holds 
some direct bearing on the system. A measure of workload assesses how taxing 
participants found an experimental task, while a usability measure reveals practical 
problems with the system - does it support its users in achieving the tasks they are 
set? Given that the literature on haptic communication suggests it can positively 
influence levels of presence, and possibly a sense of togetherness or social presence, 
questionnaires to measure these factors are also important, and therefore included. 
Basic demographics were also gathered as a integral part of the presence 
questionnaire described in some detail below. 
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Once again, the workload questionnaire used was the NASA TLX [88]. As in the 
previous studies reported here, an additional term - Fatigue Experienced - was 
included in this questionnaire, as it seems likely that it is a key factor to assess with 
regard to haptic interfaces. The usability questionnaire administered was QUIS 
[117], a relatively standard questionnaire for assessing the usability of computer 
systems. This questionnaire consists of 27 items. The total score over all items gives 
an overall usability rating, but the results can also be decomposed into the following 
three factors: System Usefulness, Information Quality and Interface Quality. System 
Usefulness refers to whether or not the system appropriately supports the tasks it was 
designed for. Information Quality attempts to measure users' perceptions of the 
quality ofthe feedback presented in the system (for instance, whether or not the error 
messages, or screen layout, were well designed and useful). Finally, Interface 
Quality assesses whether or not users found the system pleasant and easy to use. 
The presence questionnaire used was the ITC Presence Questionnaire [116], a 
recently created but well validated instrument. This questionnaire consists of 44 
items, arranged into four factors entitled Spatial Presence, Engagement, Naturalness 
and Negative Effects. Spatial Presence refers to a user's sense of being in the virtual 
space the system represents. Engagement is an expression of how involving or 
enjoyable users found the system. Naturalness attempts to measure how interacting 
with the system compares with interactions and experiences in the real world. 
Finally, Negative Effects captures how physically disorientating a system is. An 
example of the effects this factors tries to measure would be the motion sickness, or 
dizziness that some users suffer from when exposed to technologies such as 
immersive visual displays. 
The final questionnaire administered was created specifically for this experiment and 
was designed to assess collaboration. It consisted of ten items, which were rated on 
seven-point Likert type [63] scales ranging from strongly disagree to strongly agree. 
The questionnaire addresses five collaboration issues and each is measured by two 
questions. In each pair of questions, one elicits a higher rating for greater levels of 
collaboration, one a lower. The five issues addressed are: Communication Achieved, 
Location, System Support for Communication, Team Working and Awareness. 
Communication Achieved was intended to refer how easy it was, in general, to 
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communicate with the other user. Location looked at how simple it was to fmd the 
other user on the canvas. System Support for Communication tried to tap into user's 
perceptions of how well the system supported their desire to communicate. Team 
Working assessed whether or not participants felt they worked together. Finally, 
Awareness attempted to record how conscious of the other users actions participants 
felt they were. The ten questions are shown in Table 6.1. They are presented in the 
order they appeared when administered to participants. The table has also been 
augmented with details as to which factor each question is assessing. The use of this 
custom questionnaire, rather than a previously validated tool, reflects the lack of an 
accepted measurement instrument for assessing collaboration. 
Objective Measures 
Objective measures in the form of the time it took pairs of users to complete their 
diagrams, and final models they generated were also gathered, but little weight has 
been attached to them. This is due to the well-reported insensitivity of objective data 
gathered from collaborative tasks [56]. Consequently, no analysis of this data is 
currently planned. 
6.4.9. Hypotheses 
Given the discussion of the complexities of evaluation in collaborative systems 
(presented in the previous chapter), the preliminary state of this work, and the desire 
for this study to provide a broad spread of data in order to generate hypothesis for 
future studies, the experimental hypotheses are necessarily somewhat vague. They 
predict that the haptic communication will improve the quality of users' subjective 
Table 6.1. Questions from custom collaborative questionnaire. 
Question Factor 
There were times when 1 was unable to communicate Communication Achieved 
effectively with the other user 
It was easy to find the other user Location 
1 found the communication In this system to be System Support for Communication 
effective 
1 worked alone Team working 
The other user and I coordinated our actions together Awareness 
Communicating with the other user was simple Communication Achieved 
I often found it hard to locate the other user Location 
I was not aware of the activities of the other user Awareness 
The system did not support my desire to communicate System Support for Communication 
The software made it easy to work as a team Team working 
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experience (as measured by questionnaire), and also that their observable behaviour 
will alter to take advantage of the novel functionality provided. They suggest that the 
haptic communication will be visibly and positively employed, and lead to decreased 
ratings of workload, and increased ratings of usability, presence and collaboration. 
6.4.10. Results 
Observations 
General Observational Results 
There was substantial variation in the use of the haptic communication. One pair of 
users in the Haptic condition did not use the communication at all, while others 
embraced it, using the various effects regularly. This may reflect the fact that touch 
is a very personal sense. Individual differences and social factors may well exert a 
strong influence over the adoption and use of this kind of communication. 
Furthermore it seems likely that communication of this sort breaks new social 
ground. Most users prefixed use of the haptic communication with a verbal warning, 
even when the communication would not affect the other user, as with the locate 
effect. Users have not previously been able to communicate in this way and appear 
unsure what protocols should mediate their interaction. 
Users also appeared to find the interface to the haptic communication difficult. This 
could be attributed to the fact that the communication was completely controlled 
through the haptic device; it was simply overloaded. Users had the most problems 
initiating the locate and grab effects. These effects required them to operate the 
controller's button while maintaining a position against the back wall of the 
workspace, a relatively complex action will little interactive feedback to support it. 
There was also a trade-off between perceiving the haptic feedback and performing 
the task. Participants had to type in order to complete the task, and when involved in 
this activity were unable the hold the PHANToM, and therefore unable to experience 
the haptic feedback. However, as the task was not solely reliant on content creation, 
but also on discussion (during which times the participants typically held their haptic 
device) this effect did not overwhelm the observational results of the study. A final 
crucial point is that the majority of the users appeared to find the haptic 
communication engaging and helpful, rather than annoying or intrusive. 
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Observations of Locate and Grab Effects 
The majority of the participants in the haptic condition immediately understood the 
purpose and applicability of the locate and grab effects. They used the locate effect 
regularly and the grab effect more infrequently. Reflecting the fact that users found it 
easier to find one another, pairs in the Haptic condition tended to use much more of 
the available canvas space and created diagrams that spread over a larger area than 
pairs in the Visual condition. Diagrams in the Visual condition tended to be very 
compact, with different sections abutting one another. 
Participants in the Visual condition also used many different techniques for finding 
one another or specific objects, which were mainly absent from the Haptic condition. 
They would describe their position by references to the position of the scrollbars at 
their location, or by naming nearby objects or diagrams. One participant in the visual 
condition occasionally instigated a more extreme solution. Upon finding the other 
user's telepointer he would endeavour to maintain a view on it for as long as possible 
through rapid scrolling - giving the appearance of pursuing the other user. 
One pair in the Visual condition did produce a diagram that occupied a large and 
diverse area of the screen. They suffered from considerable confusion while 
discussing where to begin new elements of their solution, and in keeping track of one 
another when they came to review their diagrams. Such confusion was far less 
evident in the Haptic condition. 
Observations of Gesture Effect 
The haptic gesture was used infrequently. Graphical telepointer gestures, such as 
when a shape is described by simply moving along its contours, or more commonly, 
when an object is indicated by moving over it, were far more prevalent. Contributing 
to this is the fact that there is a time cost associated with the haptic gesture when 
compared to visual gestures. A haptic gesture involves moving over another user, 
taking hold of that user, then moving back to the item of interest. A graphical 
gesture, on the other hand, simply involves the final stage of this process: moving 
over the item of interest. The haptic gesture also provides little enhancement of the 
most common use of a graphical gesture: indicating a single object. 
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Figure 6.4. TLX workload results from CHASE study. 
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However, the haptic gesture was used in more complex situations. One pair of 
participants used the haptic gesture to indicate several objects, spread over an area of 
the workspace too large to fit on a single visually presented screen, and therefore to 
large to be effectively displayed with a graphical gesture. This may indicate that the 
haptic gesture is useful for illustrating complex sets of data. Another pair of 
participants used the gesture in an entirely novel way - one user selected a group 
object that was being discussed and the other user then began to gesture to the first 
user, steering her (and consequently the object) towards what she thought was an 
appropriate location. 
Observations of Proximity and Push Effects 
Observing any direct usage of the proximity and push effects was challenging, as 
neither requires any explicit action to initiate, nor causes an observable motion. 
However the two effects may have combined to increase a feeling of presence in the 
workspace. U ers appeared to be more confident about using graphical gestures in 
the Haptic condition, which may have stemmed from an increased sense of presence 
brought about by the more tangible representation provided by haptic 
communication. 
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The raw data from these measures are presented in Appendix H. All analyses were 
conducted using two sample between groups t-tests [48]. Figure 6.4 shows the TLX 
results . Overall Workload did not significantly change between the conditions. The 
Haptic condition, however, was significantly more Physically Demanding than the 
Visual (p<0.05), and the difference in the Frustration Experienced factor approached 
significance (p<0.06S). Figure 6.S illustrates the results from the ITC presence 
questionnaire. The Haptic condition yielded significantly greater subjective ratings 
of Spatial Presence (p<O.OS), Engagement (p<O.OS) and Naturalness (p<O.S). The 
results from the QUIS usability questionnaire are presented in Figure 6.6. Overal1 
Usability was significantly improved in the Haptic condition (p<O.OS) as were the 
individual factor of System Usefulness (p<O.Ol) and Interface Quality (p<O.05). 
Results from the custom questionnaire are shown in Figure 6.7 (adjusted so that 
higher value consistently indicate increased collaboration). While this questionnaire 
wa d vel oped simply for this experiment, and as such little trust can be placed in the 
validity of the data that it produces, it is worth noting the unanimously rated 
uperiority of the Haptic condition. Indeed, a comparison of the means from this 
questionnaire indicates that this superiority attains significance (p<O.Ol). 
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Figure 6.6. CS usability questionnaire results from CHASE study. 
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6.4.11. Discussion 
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The information gained from the questionnaires supports that gained through 
ob ervation. With regard to the TLX workload questionnaire, it is possible that both 
the trend towards in reased Frustration Experienced in the Haptic condition, and also 
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the significant increase in Physical Demand, are attributable to the observed 
difficulty users had with the interface to the haptic communication. Most users found 
the haptic communication hard to invoke, and this is an area that requires substantial 
improvement. The use of input mechanisms such as pie menus [37] may enable the 
creation of a more usable interface to the communication (by reducing the load on 
the PHANToM's single button) while still ensuring that users can only activate the 
haptic feedback when they are holding their haptic device. 
The results from the presence questionnaire also tally well with the observational 
data. In keeping with the observation that the haptic communication may increase a 
user's sense of presence, the Haptic condition yielded significantly greater subjective 
ratings of Spatial Presence and Naturalness. This indicates that the haptic feedback 
resulted in participants feeling not only more present with regard to their interactions 
in the canvas, but also that it became more like interacting in the real world. 
Furthermore, supporting the observation that users found the haptic communication 
appealing and engaging, it achieved significantly higher ratings than the Visual 
condition in the Engagement category. Taken as whole, the results from this 
questionnaire strongly suggest that the haptic feedback substantially improves user 
experience. 
The data from the QUIS usability questionnaire are also strongly in favour of the 
haptic feedback. An improvement in Overall Usability indicates that in general 
participants in the Haptic condition found that the system easier to use. The 
improvements observed in the System Usefulness and Interface Quality factors 
decompose this finding into an improvement in the functionality of the system (the 
haptic feedback led to participants rating the system as better supporting the 
collaborative task) and in the ease of use of the system. This reflects the observations 
that users appeared to work more effectively in the Haptic condition. Given the 
problems that participants appeared to encounter with the interface to the haptic 
communication, it is perhaps unsurprising that it did not lead to an improvement in 
Information Quality. This factor represents the suitability of the information 
presented by the system as regards its own state. 
Finally, the data from the custom questionnaire are also supportive of the suggestion 
that the haptic feedback improves user experience. While, due to the fact that the 
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questionnaire has not undergone a validation process, little weight can be attached to 
the fonnal analysis of the data, the general trend shown is compelling. The Haptic 
condition rates higher than the purely Visual condition on all questions. This 
infonnally suggests that the haptic feedback provides a broad spectrum of benefits to 
communication ranging from the specific (such as those isolated using the Location 
factor in the questionnaire), to the more general (for instance, the Communication 
Achieved factor). 
Taken as a whole the questionnaire data powerfully supports the experimental 
hypothesis that the haptic communication would be beneficial to pairs of users 
working together in a shared editor. Although some aspects of subjective workload 
are increased by the presence of the haptic feedback, these can be attributed to poor 
design in the interface to the communication, and not in the communication itself. 
The usability, presence and custom collaboration questionnaires all yielded largely 
positive results on the haptic feedback. This success on a diverse range of subjective 
measures is strong evidence for the usefulness and value of the haptic 
communication. 
The observational results of this experiment were valuable in clarifying and 
reinforcing the data from the questionnaires. They consistently explain, and provide 
a context for the more concrete data revealed in the subjective measures. However, 
they were also useful in suggesting future avenues for research. The observations 
contain sufficient detail about how participants used the haptic communication to 
allow speculation on novel hypotheses that might be interesting to examine in future 
studies. For instance, the gesture effect appeared useful when indicating complex 
infonnation, such gesturing to encompass a variety of objects, or a complex shape. 
An evaluation of this technique in such situations may yield interesting results. The 
locate (and to a lesser extend the grab) effect was well received by subjects and it 
may be interesting to compare this navigation and coordination technique to other, 
possibly visual, aids (such as those described by Gutwin et al. [84]). Finally, a direct 
comparison of the effect of the proximity and push effects on subjective ratings of 
presence might also prove infonnative. 
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6.4.12. Conclusions 
In conclusion, both positive and negative aspects of the haptic communication were 
unearthed in this study. On the negative side, users experienced problems with the 
interface to the haptic communication, and there appears to be substantial variations 
in user adoption of the communication, probably due to the personal nature of the 
sense of touch. On the other hand, the majority of the participants appeared to find 
the haptic communication engaging and used it frequently. It also significantly 
increased subjective ratings of presence, improved usability and appeared to 
facilitate collaboration. 
However, the goals of this study were to shed light on how participants perceived 
and used the haptic cursor communication and to generate hypotheses for further, 
more tightly focused, work. Within these parameters, it has been a wholehearted 
success. Taking both the largely complementary observations and questionnaire data, 
it has provided a broad assessment of the haptic communication and highlighted 
several interesting avenues for future research. 
6.5. Haptic Gesturing Study 
6.5.1. Introduction and Motivations 
In the previous study, the observations of participants using the haptic 
communication led to the generation of a number of hypotheses for further study. In 
this section one of these hypotheses is examined in some depth - the contention that 
the haptic gesture effect used in the previous study aids the transmission of complex 
spatial data concerning shape is investigated. There are several reasons why this 
particular effect was chosen for detailed study over the others. Firstly, it is the most 
complex of the interactions in the haptic communication, not only algorithmically, 
but also in terms of what it enables two users to communicate to one another. This in 
itself makes it an interesting prospect for future study. Secondly, several novel and 
unexpected behaviours were observed when participants used this communication, 
suggesting that a closer study is likely to yield surprising and informative data. 
Finally, the kind of, haptic guidance that the gesture effect represents has 
applicability in other domains (such as physical training [77]), and therefore any 
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results gained from a study may well generalise to a wider area of research. These 
factors combine to make this effect an intriguing topic for close examination. 
6.5.2. Literature Review 
Bodily gestures, or gestures of the hands and arms are a fundamental part of 
communication. They are typically used to illustrate, or reinforce, information 
presented in conversation. Graham and Argyle [77] empirically investigated the role 
of gestures in the communication of information concerning shape. They studied 
pairs of participants. One participant described a shape to the other, whose task was 
to draw it as accurately as possible. The communication took place either with or 
without the aid of hand gestures. The images produced were then systematically 
rated for similarity to the originals. Analyses of these ratings demonstrated that 
communication through hand gestures had significantly improved the quality of the 
images. This indicates that gestures can form a vital communication channel for 
conveying information about shape. 
As mentioned in the previous chapter, gestures also have a role in group 
communication and work. In an observational study of paper-based group work Tang 
& Minneman [189] conclude that bodily gestures are used regularly and productively 
in groups to: 
..... act out sequences of events, refer to a locus of attention, or mediate their 
interaction .... " 
Consequently, gestural information is often integrated into synchronous computer 
mediated collaborative systems. A common mechanism for achieving this is through 
the use of telepointers, a communication aid described in the section 5.2.4 of the 
precious chapter. However, the richness of telepointer gestures is low, when 
compared to hand gestures in the real world. Several systems have addressed this 
issue. Ishii et al. [103, 104] have presented a substantial body of work describing the 
design of ClearBoard, a collaborative system that overlays a vertically presented 
shared document or canvas with a view of a remote collaborator. The experience is 
analogous to facing another user through a sheet of glass. Tang and Minneman 
[189] describe VideoDraw, a similar system. It also involves the projection of a 
video overlay onto a shared workspace. Tang and Minneman's system is horizontally 
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presented and focuses explicitly on the display of the hands. Both of these systems 
allow users to observe the gestures that another user is making, much as they would 
in the real world. Unfortunately, neither of these systems has been subjected to a 
thorough evaluation - in Tang and Minneman's case there is little more than the 
statement that users reported that the gesturing capabilities were useful, and that they 
regularly engaged in them. Both systems are also subject to several restrictions. 
Firstly they are inherently limited to situations containing only pairs of users, and 
secondly they are confined (at least in their current reported designs) to a strict What 
You See Is What I See (WYSIWIS) architecture. This means that participants are 
required to have the same view of the shared canvas at all times. Different views of 
the canvas would render the gestures transmitted in these systems meaningless. 
Standard telepointers suffer from neither of these problems. 
This experiment investigates the use of haptic guidance as a mechanism for 
improving the communication of gestures in collaborative systems. Several 
researchers have preliminarily investigated the effects of similar haptic guidance 
from the perspective of physical training. Yokokohji et al. [203] discuss how haptic 
and visual information can be effectively combined to teach students specific object 
manipulations. They consider combining graphical display with playback of the 
direct forces experienced by an expert, or of the motion taken by an expert (similar 
to the haptic gesture described earlier in this chapter). They conducted a preliminary 
study involving learning a specific manipulation of a cube in a virtual environment, 
and concluded that display of the motion was more effective than the display of 
force. Sakuma et al. [164] describe a system designed to study the influence that 
haptic guidance exerts on learning the skilled physical task of shodo, or Japanese 
calligraphy. An expert calligrapher haptically and repeatedly described a pair of 
Japanese characters to novices. The researchers then performed an informal 
evaluation of the quality of the characters produced by the novices with and without 
this haptic feedback. They concluded that haptic feedback had improved the quality 
of the novices' calligraphy. 
However, while physical training is one possible use for haptic guidance, it is not the 
only one. This study is concerned with using haptics to improve the communication 
between users in synchronous collaborative systems. It seeks to investigate whether 
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haptic guidance, or gesturing, can improve performance in cognitive, rather than 
physical, tasks. Correspondingly, the haptic gesturing is applied to the image-based 
experimental paradigm used by Graham and Argyle [77]. Telepointer gestures in the 
standard visual case, the haptic-only case, and the combined case which incorporates 
feedback in both of these modalities, are compared and contrasted against one 
another. The hypotheses of this study are that although the sole presentation of the 
haptic information may well reduce task performance and user satisfaction when 
compared to the visual presentation of this information, the combination of the 
haptic and visual feedback will be additive, leading to increased levels of 
performance and satisfaction. 
6.5.3. Haptic Feedback 
As mentioned in the introduction to this section, the experiment was conducted 
under Windows NT and used two PHANToMs from SensAble Technologies [128], 
each equipped with a pen stylus featuring a button, to provide the haptic interface. 
The haptic gesture or guidance used in this study is that described in the design 
section at the start of this chapter, and also that used in the previous study. In this 
study the haptic workspace was restricted to a narrow vertical plane 110mm by 82.5 
mm by 20mm. This corresponded to a graphical range of 640 by 480 pixels. Motion 
along the x and y axes controlled cursor position. No action was mapped to motion 
on the z axis. Depression of the PHANToM's button was used to indicate one of a 
number of events, as discussed in the section describing the experimental task below. 
6.5.4. Materials 
The materials consisted of forty-five black and white line drawings. Twelve of these 
drawings were reproduced from the low codability images illustrated in Graham and 
Argyle [77]. These images have been exposed to a substantial validation process 
designed to produce images that are difficult to describe. The other 33 images were 
Chinese characters, or kanji, which were manually adjusted to contain only lines of a 
uniform width. These kanji were chosen on a basis of their distinctiveness from the 
wider set of available Chinese characters, and were subject to no validation process. 
The images were split into two groups. Fifteen images were used in the practice 
session and the remaining thirty in the experimental session. The ratio of kanji to 
Graham and Argyle's images was maintained for both these groups. These groups 
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remained fixed for all participants. However, within the practice and experimental 
session all images were presented randomly. The images used in this study are 
presented in Appendix 1. 
6.5.5. Task 
There were two distinct roles in the experiment: encoder and decoder. The line 
drawings were presented to the encoder, whose task was to describe them to the 
decoder. The decoder had to reproduce these images. Decoders were able to draw 
black lines through the depression of a button on the PHANToM's stylus, and erase 
lines through the same mechanism, combined with a modifier key. The encoders 
were not able to see any representation of the decoders' drawings. Participants were 
located in the same room, separated by a partition. Although they could not see one 
another, they were able, and encouraged, to talk freely. The encoder could also 
gesture (through telepointers) to the decoder. Gesturing was activated by the 
depre sian of the PHANToM's button and could not interrupt the decoder's drawing 
activity. An hourglass cursor was used to signify that the decoder was unavailable 
for gesture interaction. Equally the decoder could not interrupt a gesture by 
beginning to draw, nor draw while a gesture was taking place. This prevented the 
decoder from simply tracing the shapes demonstrated by the encoder. Each trial was 
ubject to a time limit of eighty seconds. The decoder was able to end the trial at any 
time, by pressing the space bar. A progress bar on the right of the experimental 
window kept both participants aware of the time remaining in each trial. 
Figure 6.S. Encoder view in gesture study 
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Figure 6.9. Decoder's view in gesture study. 
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The decoder experienced three different conditions: Visual, Haptic, and Combined. 
Each incorporated a different mechanism for gesturing with telepointers. In the 
Visual condition graphical gestures were available. When the encoder gestured, 
standard graphical telepointers appeared. Correspondingly, in the Haptic condition, 
haptic ge tures were available. These are described in detail in the section of this 
chapter detailing the design of the haptic communication. Haptic gestures did not 
provide the decoder with any visual information - while a haptic gesture was 
underway, neither the local nor the remote cursor was drawn. The Combined 
condition incorporated ti edback in both modalities. Decoders were able to both see 
and feel the hape de cribed by the encoders. Encoders experienced all gestures in 
the tandard graphical form only. Figures 6.8 and 6.9 illustrate the encoder and 
decoder interface to the experiment during a Visual gesture, while the instructions 
appear in Appendix 1. 
6.5.6. Participants 
The exp riment inv Ived thirty-six participants, organized into eighteen pairs. They 
were aged between ight n and thirty-one. Twelve were female, while twenty-four 
were mal . Thirty-one were native English speakers and the other five were fluent. 
Four pair f participants did not know each other prior to the experiment. The 
majority of the participants were computing science students, the rest were 
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experienced computer users. No participant had more than trivial preVIOUS 
experience with haptic interfaces, and all were unfamiliar with kanji. 
6.5.7. Experimental Design 
The experiment featured a repeated measures, fully balanced design. The decoder in 
each pair of participants experienced all three of the communication conditions 
(Visual, Haptic and Combined). To ensure there were no practice or order effects, 
there were six order conditions, each completed by three pairs of participants. 
6.5.8. Measures 
Objective Measures 
Objective measures were taken in the form of task completion time. Completion time 
was manually controlled by the decoder (by pressing the space bar) and was 
consequently subject to some noise: participants exhibited a tendency to pause to 
appreciate finished artwork. Objective data in the form of quality was also gathered. 
The images produced by the encoders were captured and rated for similarity to the 
original images by three independent raters, none of whom were aware of the 
hypothesis of the experiment. 
Subjective Measures 
Demographic data was collected using the questionnaire shown in Appendix K. 
Subjective measures in the form of NASA TLX [88] were also gathered. Each 
decoder completed a TLX questionnaire for each gesture condition, while encoders 
simply completed one for the entire study. Once again, an extra factor, in the form of 
Fatigue Experienced, was added to the TLX questionnaires. 
Observation 
The entire experiment was also observed and recorded to video. A single 
microphone recorded all audio. A screen grabber captured the contents of the 
encoder's screen, including the original images and all cursor movements involved 
in gestures. A video camera was trained on the decoder's screen and captured the 
production of the image. This footage was intended to support observational results 
and no detailed analysis is currently planned. 
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6.5.9. Procedure 
Before the experiment began, participants were allowed to choose which role they 
adopted, and remained in that role throughout the experiment. Practice took place 
immediately before the experimental session and consisted of fifteen images, five 
presented in each condition. The experiment was twice as long as the practice and 
contained ten image presentations in each condition. The order of conditions was 
always the same in the practice and experimental sessions. Participants were 
provided with comprehensive instructions as to their tasks, and the first few practice 
trials were spent guiding them through any problems they experienced. Both 
participants were made aware of the details of the three gesturing conditions, and 
were always kept up to date as to which condition was currently underway. 
Participants were paid £5 for taking part in the experiment and competed for a shared 
prize of £50 that was awarded to the fastest, most accurate pair. This provided some 
incentive for participants to try their hardest. 
6.5.10. Hypotheses 
The hypotheses of this study are that the haptic condition will yield poorer results 
than the visual condition on the scales of quality of images produced, subjective 
experience and task completion time, while the combined condition will produce 
superior results. It is suggested that although haptic gesturing alone may not provide 
as much information as visual gesturing, the combination of information in both of 
these modalities will be constructive. and result in more effective communication. 
6.5.11. Results 
Incomplete Data 
Due to the self-regulated nature of the timing, there were three trials (attributable to 
two pairs) which ended accidentally after a short period of time. All three trials were 
in the Combined condition. The data from these trials was not included in any 
analysis. 
Objective Measures 
The timing data are presented in Figure 6.10. The raw figures are in Appendix L. 
Analyses of timing data were conducted using repeated measures ANOYA [48] 
followed by post-hoc t-tests [48], using Bonferroni confidence interval adjustments 
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[93]. The ANOVA revealed significant results (F(2,17)=13.S0S, p<O.Ol) which the t-
tests clarified into the Haptic condition yielding significantly higher task completion 
times than either the Visual or Combined conditions (both p<O.Ol). There was no 
significant difference in completion time between the Visual and Combined 
conditions. 
Subjective Measures 
Results from the TLX questionnaire are presented in Figure 6.11, adjusted so that 
higher ratings consistently indicate higher workload. Like the timing data, all 
analy e of the subjective measures were conducted using repeated measures 
ANOV A and po t-hoc t-tests, using Bonferroni confidence interval adjustments. 
Table 6.2 summarises the data from the ANOV As. The t-tests showed that Overall 
workload was significantly higher in the Haptic condition than in the Visual and 
ombined conditions (both p<O.OO 1). The Haptic condition was rated significantly 
more taxing than the Visual and Combined conditions in all individual scales except 
Physical Demand, Fatigue Experienced, and in the case of the Visual condition, 
Effort Expended (all p<O.OS). There were no significant differences between the 
Visual and ombined conditions in any aspect of the subjective measures. 
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Figure 6.11. TLX workload results from gesture study. 
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Table 6.2. Results from ANOVA analysis ofTLX results in gesture 
experiment. 
MD PO TP EE PLA FE FatE Overall 
F value 12.013 0.258 10.669 2.341 9.232 9.752 2.012 7.988 
P value P<O.Ol Not sig. P==O.OI Not sig Notsig. P<O.O) Notsig. P<O.OI 
Correlation of Image Ratings 
Three otherwi e uninvolved participants were paid £50 each to rate the images 
produced by the encoders for similarity to the originals. One rater failed to rate one 
image. It wa as ign d the average of the ratings it had received from the other two 
raters. The e rating ts were then inter-correlated using the Pearson product moment 
coefficient of corr lation [48]. Each set correlated significantly (at p<O.Ol) with the 
otbers. The coefficients of correlation are shown in Table 6.3. Appendix L contains 
the image rating , and Appendix M, a sample ofthe materials sent to each rater. 
Analysis of Image Ratings 
The average rating a igned by the three raters was calculated. The three truncated 
trial in the ombin d condition were assigned a rating equal to the average of the 
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Table 6.3. Rater Coefficients of Correlation in gesture experiment. 
Rater 1 Rater 2 Rater 3 
Rater 1 ------ 0.534 0.604 
Rater 2 0.534 ------- 0.492 
Rater 3 0.604 0.492 -------
remaining one hundred and seventy-seven ratings in that condition. These data were 
then scrutinised with a repeated measures ANOV A [48] and post-hoc pair-wise 
comparisons using t-tests [48] with Bonferroni confidence interval adjustments [93]. 
This process revealed significant differences in the data (F(2,17)=22.456, p<O.OOl). 
The t-te t howed this to be attributable to the fact that the Haptic condition led to 
significantly poorer images, when compared to both the Visual and Combined 
conditions (p<O.OI). No significant difference was found between the Combined and 
Visual conditions. Figure 6.12 contains the average rating for each condition. 
Observations 
Both voice and gestural communication appeared essential for this task. Encoders 
often de cribed shapes vocally and used the gestures to reinforce this. While some 
description were structured (for instance "it looks like a backwards 'C"') it was 
common for the voice communication to be very vague. A typical example would be 
for the encoder to state "Straight along and then curves like this", while the gestural 
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communication would be used to describe both the orientation of the straight portion 
of the stroke and the details of the curvature at the end. This behaviour occurred 
regularly and productively throughout all three experimental conditions. 
Participants developed many strategies for maximising the usefulness of the gestural 
communication. Decoders in the Haptic and Combined conditions were constrained 
to follow the path taken by the encoder, and this was a commonly adopted technique 
in the Visual condition. One problem that emerges from this action is that it can be 
difficult to precisely locate the start point of the gesture once again. Several 
strategies were used to resolve this. Some pairs developed a solution whereby they 
marked the start point of each gesture with a dot. They did this by decomposing each 
actual gesture into two discrete gesture interactions. The first gesture interaction 
marked the start point, while the second described the shape. One pair developed this 
further and simply used the gestures to indicate key points that could be connected 
by straight lines. Another common strategy in the visual condition was to hover over 
the start point of a gesture for the duration of that gesture. Cursor position was used 
to signify the start point of the gesture. 
Several versions of a strategy whereby the decoders were able to use gestures to 
communicate with the encoders were also present. In its simplest form decoders 
would mark the end point of a recently drawn line as the encoder began a gesture. 
This would ensure that a subsequent gesture began from an appropriate shared frame 
of reference. A more sophisticated form of this inverted communication was present 
in a few trials in the Visual condition. An encoder would initiate a gesture as normal, 
but instead, the decoder would perform the gesture - describing the shape that had 
already been drawn. 
Most variation in strategy came within the haptic condition. One decoder drew the 
shapes backward, in order to maintain an appropriate position for the start of the next 
gesture. Another pair developed a technique of rapidly initiating and halting gestures 
in order to provide some visual representation of key points on the path. Several 
encoders returned the decoders to the start position of a gesture, often leading to 
confusion on the part of the decoder as to the location of the end point of the line to 
be drawn. Often the decoder would draw the line looping back on itself. 
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This misunderstanding of the end points of a gesture cropped up in several other 
ways. Many of the images included short lines, and these were often illustrated by 
rapidly moving up and down their length. In the haptic condition this led to 
confusion as to which end the line began and ended at. This became a problem when 
a subsequent line was said to start at either the beginning or end of the previous line, 
and the encoder and decoder had inverted representations as to the orientation of the 
line. 
Participants also experienced great difficulty with the voice communication. Most 
encoders regularly confused their left and right (and to a lesser extent up and down, 
or backwards and forwards, if referring to a shape like a 'c ') in speech, often while 
engaged in a directionally accurate gesture. It was encouraging to note that, while it 
was not universal, decoders in all conditions regularly questioned this conflict of 
information. 
In cases of lesser conflict between information in different modalities (such as the 
origin of a new line, referenced to two different places on a previous line), it was 
unclear from simple observation whether decoders put more stock in what was said, 
or what was gestured. All decoders appeared to favour one or the other 
representation at different times. However, decoders did seem more likely to rely on 
visual information over voice, than haptic information over voice. This may be 
attributable to the novelty of communication in the haptic modality. 
6.5.12. Discussion 
The hypotheses that the Haptic condition would be significantly more subjectively 
demanding, take longer and result in poorer images than either the Visual or 
Combined conditions have been upheld. However, the Combined condition did not 
yield images of a significantly higher quality, nor result in a subjectively improved 
or more rapid experience than that attained in the Visual condition. 
Several factors may have contributed to this fact. Haptic gestures inherently take 
time. A user is constrained to move along a path and, upon completion of the 
gesture, has to reorient his or her self before beginning another task. Only one 
subject used the potentially efficient strategy of drawing backwards from the 
completion point of a gesture. Haptic gesturing also forces a user to adopt a 
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particular strategy. In the Visual condition, it was common to follow the path 
described by the encoder, but it was not universal. Some participants did not adopt 
this strategy and even among those who did, it was typically not used for very short 
lines. No such choice was available in either of the haptic ally enabled conditions. 
Training and experience may also be highly influential in this experiment. Beyond 
the simple fact that participants were unused to this kind of haptic feedback, the 
encoders were entirely naIve about the gestural communication. Although they were 
made aware of the three different types, and when each was in use, they never 
experienced the haptic gesturing, only the standard graphical gesturing. This may 
have led them to understand and pursue communication strategies that are effective 
only through visual means, and not through haptic ones. An example of this is 
gesturing by moving rapidly backwards and forwards along a short line. This leads to 
confusing haptic gestures, but is a commonly used and effective strategy in graphical 
gestures. 
Although the primary hypothesis of this study - that gestures in the Combined 
condition would yield improved results when compared to purely visual gestures -
was not shown, it does not rule out the usefulness of this kind of haptic feedback on 
collaborative canvases. Here the direct communication of information was 
investigated, but this kind of feedback may have other uses. In a canvas larger than a 
single window, a Combined gesture could be used to ensure that another user sees all 
elements of a gesture; it could be used to provide influence over (or guarantees as to 
the focus of) another user's attention. Understanding what another user is attending 
to is a common problem in collaborative systems [104]. It could also be used simply 
as a coordination tool. One user could use the gesture to transport another to some 
item of common interest. 
The results from the Haptic and Combined conditions have some bearing on the 
physical training application domain briefly described in the introduction to this 
study. In the subjective measures results, the lack of significant increases in Physical 
Demand and Fatigue Experienced suggests that haptic guidance may well be suitable 
for the prolonged use that would occur in training simulations. 
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The data from the Haptic condition may also be relevant to interfaces for visually 
impaired users. Haptic feedback has the potential to provide effective computer 
interfaces and data visualisations for visually impaired people. Diverse research 
investigating different aspects of how this might be achieved is currently underway 
[47, 205]. While no study has yet investigated the impact of the kind of guidance 
described here on interfaces for the visually impaired, it is an obvious path down 
which to tread. The observations of participants in the Haptic condition - the details 
of strategies they developed, and the problems they encountered - could serve to 
direct the generation of more sophisticated haptic guidance techniques to support 
visually impaired users. 
An interesting follow-up to this study would be to look at voice-only 
communication, to provide a baseline against which the other conditions could be 
measured. Similarly it might also be interesting to re-run each of the conditions 
described here without voice communication. Provided some mechanism was 
introduced to allow subjects to perform basic token passing communication, to 
indicate when an action had been completed, the tasks described here should be 
possible. A study such as this could investigate in greater detail the role of mixed 
modality communication of this sort. For instance it could address the effect that 
conflicting information in different modalities has on performance. Although voice 
communication was vital in the experiment described here, it was also responsible 
for a lot of wasted time, and inappropriate drawings. Encoders often confused their 
left and right in speech, but not graphically or haptic ally . This dissonance typically 
resulted in either a time consuming discussion as to the appropriate direction, or an 
incorrect drawing. The reduction in performance that would be expected from the 
loss of voice communication might be compensated for by the lack of cross-modal 
interference. 
6.5.13. Conclusions 
This study compared the effectiveness of standard telepointer gestures with purely 
haptic gestures and with gestures incorporating feedback in both modalities, in a task 
involving the communication of complex information about shape. As expected, the 
haptic gestures were less effective than the visual gestures, while unexpectedly the 
combined haptic and visual gestures did not improve on the results gained from the 
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purely visual gestures. While this study did not show the hypothesised improvement 
in performance using the combined gestures, the experiment did highlight interesting 
aspects of this kind of interaction. 
In contrast to the majority of previous work on this, or related, topics [164,203], the 
rigorous nature of the study described here means that the results have some general 
applicability. Due to the structured combination of subjective and objective 
information gathered, it seems likely that the insights gained can be applied to a 
variety of domains including interfaces for visually impaired users and virtual reality 
training simulations. They also have the potential to serve as lessons towards a more 
effective system of haptic ally enhanced gesturing. 
6.6. Guidelines for Haptic Communication and 
Collaboration 
The studies described here, in conjunction with some of the previous literature, 
suggest that haptic feedback has the potential to positively influence user experience, 
and, in some cases, task performance [166], in collaborative environments. However, 
the systems that exist have been created in a very ad hoc manner. Different 
researchers have built systems examining very different aspects of haptic 
communication, and functioning in very different contexts [13, 26, 40]. Due to the 
emerging nature of this field, little of this work currently possesses a great deal of 
depth. One consequence of the somewhat shallow but broad quality of the research 
in this area is that it can be challenging to gain an overall understanding of the issues 
involved in, and potential benefits of, the integration of haptic stimuli into 
communicative or collaborative systems. The lack of a concise summary of the 
conclusions of this body of work forms a barrier to advancing our understanding of 
this new and promising research topic. 
To address this issue, the next section of this thesis presents a set of design 
guidelines to support the integration of haptic feedback into collaborative and 
communicative environments that draws together all the available literature relevant 
to this field. Reflecting the embryonic stage of research in this area, the goal of these 
guidelines is not to precisely define how to create effective communication through 
touch, but instead to summarise the generally applicable contributions from the 
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existing research and to describe a design space in which haptic communication has 
the potential to flourish. To this end, the guidelines cover a variety of topics ranging 
from very practical issues regarding what kind of haptic feedback might function 
feasibly over a network, through to grounded speculation as to the potential benefits 
of this kind of communication. These guidelines are intended to map out the 
significant issues relating to haptic communication in order to provide future 
designers considering the creation of novel forms of haptic messages with a 
framework describing the problems that must be overcome and the benefits that can 
be achieved. 
6.6.1. Design Considerations for Haptic Communication 
Latency 
Perhaps the most significant practical challenge relating to haptic communication is 
problems with latency. The bi-directional transmission of real-time haptic 
communication (such as that required for an interaction like shaking hands) would 
need to be extremely rapid (in the order of 500 updates per second [137]) in order to 
provide a stable and realistic sensation. Such a high level of performance and quality 
of service is beyond current local area network technologies such as Ethernet [122], 
and far beyond that available over wide area networks such as the Internet. This 
issue, therefore, must be considered in the design of any haptic communication. 
Beyond the possibility that technological innovations (either in network protocols 
[l22] or transmission algorithms for real-time haptic data [18, 201]) will solve this 
problem, there are a number of design solutions that can address this issue. In some 
contexts, one potential solution is simply to use a dedicated physical connection 
between two haptic devices. This solution works well in a relatively straightforward 
research context (as illustrated in this chapter and in the research of other groups [13, 
166]) and may also have applicability in the area of interpersonal communication. 
Given the discussion presented earlier (in Section 6.3.2) indicating that although 
latency requirements are demanding, the overall transmission bandwidth required for 
haptic communication can be relatively low, it is possible to imagine a scenario 
where haptic data could be modulated onto an existing circuit switched network such 
as the telephone system [122]. The latency in such systems in is typically restricted 
only by the physical properties of the carrier (for instance the speed oflight in a fibre 
optic cable), and is therefore negligible in many cases. Accepting this fact, it is 
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possible to envisage a system that includes a real-time haptic channel for 
communication accompanying a traditional voice call, and it seems likely that this 
would make an interesting and feasible real-world scenario for haptic interpersonal 
communication. 
Another potential solution, employed to some extent in the haptic communication 
described in this chapter, is to design feedback that operates effectively over higher 
latency systems. In this chapter one way this effect was achieved was by building 
feedback that had a reduced sensitivity to the remote environment. This is best 
illustrated by the proximity effect, which altered the magnitude of a non-disruptive 
haptic cue depending on some aspect of the remote system. Another method to 
reduce the latency demands is to consider situations which operate with uni-
directional feedback. A good example of this technique is the gesture effect 
presented in this thesis. In this effect, the user making the gesture experienced cues 
that did not depend on the remote environment, while the data the other user 
perceived were buffered (in the form of the gesture path) and then experienced at a 
pace that depended on his or her input. This fact made the gesture effect relatively 
insensitive to update rate, and a similar technique has also been used by other 
researchers examining this kind of haptic communication [164]. 
A final solution addressing the problem of latency would be to explore the potential 
of haptic communication in asynchronous scenarios: situations where 
communication delays are not important, as the communication is not 
simultaneously bi-directional. Essentially, asynchronous communication involves 
one or more self-contained messages being sent between users. Existing and 
established examples of this kind of communication include letters, faxes, voicemail, 
emails, and instant messages. There are a number of compelling reasons why this 
might make an interesting topic to examine with respect to haptics. Firstly, 
asynchronous communication is extremely commonplace, and this pervasive nature 
suggests that it is a format that we find useful, meaningful and convenient. Secondly, 
and extending this point, asynchronous communication is already popular in a 
number of different modalities. Textual messages are most common, but audio 
messages are extremely established and visual messages in the form of mobile 
picture messaging [143] are an emerging technology. Given the general adoption and 
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interest in asynchronous communication of many forms, and in several different 
modalities, it seems likely that an investigation of the potential of asynchronous 
haptic messages could yield interesting and worthwhile results, while entirely 
avoiding problems with the latency of the underlying transmission medium. 
Physicality of communication 
As observed in the first study presented here, haptic communication requires 
physical attention: users must be holding or touching the haptic device in order to 
experience the feedback. In some situations, for instance where users have a larger 
task to complete, this activity competes for the limited resources of a user's body. 
They are either experiencing the communication, or completing the task. This fact 
seems likely to influence the kind of scenarios in which haptic communication is 
effective. For example, in the gesture study described in this thesis, the task was 
tightly coupled to the haptic device, and consequently participants experienced the 
vast majority of the haptic feedback. In contrast, in the first study presented in this 
chapter, users sometimes failed to experience the haptic communication as a 
requirement of the task was to type at the keyboard, away from the haptic device. 
The other user would transmit haptic information, and it would not be received due 
to the fact that the user was occupied elsewhere. 
Much of the existing research on this topic has implicitly acknowledged this fact and 
examined scenarios that involve interaction solely with a haptic device. For instance, 
the majority of the other work examining collaborative tasks in virtual environments 
[13, 166] has focused exclusively on physical manipulations of virtual objects 
conducted using a haptic device, and therefore avoided conflicts in physical 
attention. Equally, the work on interpersonal communication has typically featured 
stand-alone devices. No other form of communication (such as typing) is supported 
in conjunction with the haptic communication, and consequently there is no 
competition for physical attention. 
This issue seems likely to exert a significant effect on the kind of scenarios that are 
suitable for the addition of haptic communication. While haptic communication 
should not interfere with audio and visual communication, its successful application 
does appear to preclude physical activities that take place away from the haptic 
device. Such activities include other forms of physical input such as mouse or 
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keyboard use and designers need to be aware of this fact, and try to integrate haptic 
communication seamlessly and fully into the input and output aspects of the devices 
and scenarios that they are considering. 
One interesting possibility for future examination may be wearable haptic devices 
[187, 193]. These devices are becoming richer in tenns of the infonnation they can 
transmit, and have the potential to sidestep the issue of physical attention, as they can 
transmit haptic infonnation regardless of a user's current activity. Indeed, although 
there have been few serious examinations of these devices in communication 
scenarios, this fact is often an important motivation supporting and justifying their 
design. 
6.6.2. Benefits Conveyed by Haptic Communication 
Social Presence 
The subjective data and observations from the first collaborative study presented in 
this chapter provide evidence that haptic communication can strongly and positively 
influence the social aspects of a collaborative task. They suggest that haptic feedback 
can increase levels of presence, and make users feel more engaged with one another. 
These data are backed up by the interests of, and results reported by, a number of 
other authors [13, 25, 67, 166]. Examined as a whole, this research presents a 
compelling case for the beneficial social aspects of remote communication through 
touch, and it seems likely this motivation will be a persistent force driving future 
research into this topic. Haptic communication appears to support strong inter-
personal connections between remote individuals, a desirable feature that seems 
starkly lacking in current communication and collaboration systems. 
Spatial Communication 
The focus of three forms of the haptic communication presented in this thesis is the 
transmission of simple spatial infonnation in the form of directional cues. The grab 
and locate effects allow users to identify their own or another's location, while the 
gesture effect supports the transmission of a relatively complex spatial pattern. The 
similar focus of these designs represents a fundamental observation about the kind of 
kinaesthetic cues that our haptic system is capable of perceiving: they are inherently 
directional. We have a strong and deep-rooted comprehension of directional 
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information (whether something is up or down, left or right) embedded within our 
haptic perceptual system. This inherent directional understanding can be used to 
create comprehension of more complex spatial information. Some evidence suggests 
that kinaesthetic spatial representations have a greater influence on our cognitive 
processes that visual ones [185] and, as observed in the gesture study presented in 
this thesis, it can be challenging to accurately convey spatial information through 
speech. Given this assertion - the native suitability of haptic cues to spatial, or 
directional, information - it seems likely that further work examining the haptic 
transmission of spatial data will yield interesting results, and prove valuable. This 
topic seems a likely and profitable candidate for further exploration within the 
domain of haptic communication. 
Shared Physical Manipulation 
Shared physical manipulation appears In a number of studies of haptic 
communication. This research has examined two main scenarios: the collaborative 
completion of a physical task [13, 166], and training scenarios [164]. The studies 
examining physical task completion typically report highly significant increases in 
objective performance, while, reflecting the more complex nature of a skill 
acquisition scenario, the research in training has yielded less conclusive results. Both 
these areas, however, seem extremely promising avenues for future research; the 
blue-sky benefits they suggest could be achieved seem substantial. The justification 
for remote training is relatively straight-forward: many skilled physical tasks, such as 
those involved in such disparate domains as complex surgery and a variety of forms 
of art, take many years to master and it seems likely that new forms of haptically 
enhanced tuition could speed up this process. Collaborative completion of a physical 
task, such as moving or manipulating objects, is applicable to a number ofreal world 
scenarios. While most studies have thus far examined these systems at a fairly 
conceptual level, looking at the kind of interactions that can be supported, this kind 
of shared physical manipulation could be invaluable in complex tele-manipulation 
scenarios such as tele-surgery. This suggestion is perhaps best illustrated through an 
example: if two people are working together in a remote environment then haptic 
feedback mediating their interactions with each other seems likely to be just as 
important as haptic feedback relating to the physical aspects of the remote 
environment. In short, although work is just beginning to appear examining haptic 
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feedback in tasks involving collaborative manipulation, the potential benefits that 
could be achieved in this area seem substantial, and this topic warrants further 
investigation. 
6.6.3. Conclusions from Guidelines 
The guidelines presented here do not form a cookbook for the design of haptic 
communication. Instead, and reflecting the infancy of this topic, they attempt to sum 
up the significant design problems influencing, and the potential benefits motivating 
current research into haptic communication. The goal of this activity is to concisely 
present all aspects of the current understanding of this topic so that researchers and 
designers of novel systems within this field can effectively and meaningfully work 
within the context established by the existing work. The goal of these guidelines is 
let the creators of future systems easily build on the work that has taken place 
previously, through the structured presentation of its main tenets. 
6.7. Conclusions From Haptic Communication 
This chapter has presented the design, implementation and a limited evaluation of a 
novel form of haptic communication based around augmenting the abilities of 
telepointers in a collaborative environment. Its final contribution is a set of design 
guidelines, the first presented on this topic, summarising the insights gained from the 
two studies, and from the previous literature. 
Two evaluations were presented in this chapter. The first was a general evaluation 
featuring all aspects of the designed communication and involved two users 
collaborating on a complex design task. The subjective data gathered revealed that 
the haptic feedback could provide substantial improvements in user experience, and 
observations highlighted a number of interesting possibilities for further 
investigations. One of these possibilities was followed up in the second study, which 
looked at haptic gesturing in some depth. This study gathered a broad range of 
objective and subjective data, and although the hypotheses were not fully confirmed, 
its results were valuable, and applicable to a number of other domains. 
Importantly, while the evaluation of the haptic communication was not fully 
comprehensive, the chapter has shown that the addition of haptic feedback to a user's 
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cursor in a collaborative scenario can lead to significant improvements in user 
experience as measured by established, validated and reliable questionnaires. It also 
reports detailed observations on users' perceptions and uses of the haptic 
communication. These represent a valuable contribution as they capture some of the 
context of use surrounding the communication that is absent in the purely numerical 
data gathered using objective measures of performance (such as task completion 
time) or questionnaires. The design guidelines presented at the end of this chapter 
further this achievement. They distil the available research on this topic into a form 
that is suitable for future researchers and designers to use as a starting point for the 
generation of novel haptic communication; they describe the major design issues that 
influence this area, and the motivations that drive it. They should prove a valuable 
reference for creation of future systems that support haptic communication. 
This work fits into the overall structure of this thesis by demonstrating the second 
exemplar of the general hypothesis that haptic feedback applied to a user's cursor (or 
avatar in the virtual world) can provide qualitative and quantitative benefits. This 
chapter has examined a haptically augmented cursor in a collaborative scenario, and 
illustrated the benefits that this can bring in terms of subjectively assessed user 
experience and qualitatively observed alterations in coordination and work patterns. 
The design guidelines presented contribute towards the secondary aim of this thesis: 
to provide design knowledge on the specific topics studied. They ensure that the 
insights gained from the construction of the haptic communication and the empirical 
studies described are easily available to other researchers and designers. 
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7. Conclusions 
7.1. Introduction 
This final chapter presents an overview of the work described in this thesis. It is split 
into four sections. The first two sections describe a summary of the research 
conducted, and a discussion of the limitations of this work. In both cases the 
discussion is split into that which relates to the main claims of this thesis, and then 
into two more specific categories each covering one of the two exemplars explored 
in depth: desktop GUIs, and collaborative systems. The third section discusses where 
future work might extend the ideas this thesis puts forward, while the fourth section 
presents a summary of its overall contributions. Again, this final section is split into 
three parts, one covering the central claim and each of the two domains studied. 
7.2. Summary of research 
The central claim of this thesis is that the addition of haptic cues relating a user's 
representation, typically a cursor, in a computer system can provide both increases in 
objective performance and improvements in subjective experience. This claim was 
investigated through empirical study in two specific, and very different, domains. 
The results of this work were positive; the predicted improvements were observed in 
both cases, thus demonstrating the general claim. A further goal of this thesis was to 
develop design guidelines to support the adoption of haptic feedback in novel 
scenarios within the domains studied. These were also created, albeit at different 
levels of detail, achieving this second aim. The research conducted within each 
domain is briefly summarised in the following two sections. 
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7.2.1. Haptics in desktop user interfaces 
Chapter 4 contains the research relating to the integration of haptic feedback into 
desktop GUls. It begins by describing a study investigating the influence of four 
different forms of haptic feedback situated over a target in a simple selection task. Its 
goal was to contrast these different haptic cues against one another and against a 
visual condition featuring no additional haptic feedback. This kind of directly 
comparative study had not previously been conducted. The four different forms of 
feedback examined were gravity well (essentially an attractive force), recess (a 
bevelled area in the plane of the desktop), friction (a damping force) and texture (a 
pattern of concentric circles). The results of this study indicated that users achieved 
the best performance (in the form of the lowest error rates) when using the gravity 
well and recess conditions and the worst when using the texture condition. An 
important conclusion from this study is that haptic feedback has the potential to both 
substantially increase and decrease objective performance in this scenario. 
The detailed measures used in this study also supported a hypothesis postulated by a 
number of other researchers [52, 140]: that haptic feedback that restricts users' 
movements has the potential to reduce their performance. The most significant 
example of such a situation is when multiple haptically active targets are displayed 
simultaneously. Haptic feedback relating to users' incidental movements over targets 
that they are not interested in has the potential to interfere with their intended 
actions. As the display of multiple targets is an essential part of desktop GUls, the 
next section of this chapter turned to this topic. A novel mechanism for mediating 
haptic feedback in situations involving mUltiple targets was proposed. It involved the 
dynamic modification of the presented haptic cues based around directly measurable 
aspects of user behaviour (such as cursor velocity or direction). The haptic feedback 
for a menu widget that leveraged this principle was then designed and evaluated. 
This study compared a visual condition, a standard haptic condition (featuring 
feedback similar to that used in the previous study) and a condition that incorporated 
dynamically adjusting feedback. Its results confirmed the disruptive nature of 
standard haptic feedback when groups of widgets are considered (in terms of 
decreased temporal performance and increased subjective workload) and that the 
dynamic rendering approach proposed in this thesis can successfully counter this. 
The dynamic condition maintained the low error rates observed in the haptic 
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condition, at no cost in terms of time or subjective measures when compared to the 
visual condition. The concept of dynamic haptic feedback was then further explored 
through the design of haptic cues for another widget group: toolbars. This feedback 
was evaluated in toolbars, and in a related study on icons, by an MSc student [2], and 
these results provided further evidence supporting the validity of this idea. 
The final section of this chapter attempts to distil the information gained from the 
studies reported, from the associated design process that led to the creation of 
feedback used, and from the previous literature on this topic in order to create a set 
of design guidelines that support the creation of haptic augmentations for use in 
desktop scenarios. These guidelines are firmly rooted in practical examples, and 
cover a range of issues relevant to the creation of haptics for use with GUI widgets 
ranging from the kind and strength of feedback to use, through to issues regarding 
how best to capitalise on the shape of a widget when defining a dynamically 
adjusting force profile. These guidelines should provide future system developers 
with a basis for creating haptic feedback that helps, and not hinders, users engaged in 
GUI tasks. 
7.2.2. Haptics in collaborative systems. 
Chapter 6 presents the work conducted in the domain of collaborative systems. It 
begins by describing the design of five different interactions, each allowing a pair of 
users to haptically communicate with one another through the medium of shared 
cursors. The different interactions are termed push, gesture, locate, grab and 
proximity. Push allows two cursors to physically collide and push one another, as if 
they were objects in the real world. Gesture lets one user trace a complex shape, 
which is transmitted and haptically displayed to the other user in real time. 
Respectively, locate and grab allow users to activate a homing force leading them to 
another user, and to do the opposite, to activate a force summoning other users to 
their position. Finally, proximity entails the alteration of the viscosity of movement 
in the workspace according to the distance between users, providing an unobtrusive 
awareness mechanism. 
The first of the two studies presented in this chapter examined the influence of the 
haptic cursor communication in a high-level design task conducted in a shared 
graphical editor. The goal of this study was to gain an overall understanding of how 
187 
the haptic communication was perceived and used by participants. It had a relatively 
simple structure. Pairs of participants were requested to solve a CASE problem 
collaboratively, and two conditions were compared. The first featured all aspects of 
the haptic communication, while the second featured none. The results of this study 
came in the form of a bank of questionnaire data, and from observations. Analysis of 
the questionnaire results revealed that, despite difficulties with the interface to the 
communication, users found the feedback compelling and engaging and felt that it 
made the collaborative task easier to complete. The observations reinforced this 
sentiment, illustrating how the haptic feedback had allowed users to work together 
more effectively. The observations also revealed a number of novel behaviours, 
which appeared to warrant further, and more focused, investigation. 
The second study reported in Chapter 6 continued this thread of investigation and 
detailed a focused experiment examining one particular use of the gesture 
communication. It was concerned with the ability of the haptic gesture as a tool of 
explanation; it addressed the question of whether or not haptic cues could be used to 
increase the effectiveness of techniques to remotely convey information regarding 
shape. This study compared three conditions in which one user described a shape to 
another, whose task was to draw it. Each condition featured a voice channel for 
communication, and either purely visual gestures (in the form of the motion of a 
cursor), purely haptic gestures (described in detail at the beginning of Chapter 6) or 
the combination of these two. The main hypothesis of this study was that the 
combined condition would allow users to constructively incorporate the information 
perceived in these two modalities, leading to qualitatively improved, or more rapidly 
attained results. However, the objective measures used - task completion time and an 
independently gathered measure of the similarity of the copied images to the 
originals - did not confirm this hypothesis. Unsurprisingly, the purely haptic 
condition yielded lower performance than the other two conditions, but the combined 
condition did not offer an improvement over the solely visual condition. Observation 
of users in this study suggested several reasons why this might be the case, and these 
represent valuable insights for the designers of any future system for haptic 
gesturing. 
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The final section m this chapter attempts to collate the work on haptic 
communication and collaboration into a set of design guidelines. The focus of these 
guidelines differs somewhat from the focus of those presented on the topic of haptics 
in GUIs; the goal in this instance is to present the critical large-scale design issues 
relevant to this topic, and to map out the unique potential this modality possesses in 
communication or collaboration scenarios. The reason for this difference stems from 
the emerging and embryonic nature of this topic. Currently, it is a largely unexplored 
field, and the work that has taken place is composed of relatively novel but shallow 
contributions. In this situation, the guidelines adopt the entirely appropriate role of 
attempting to map out the available space in a concise and explicable form. 
7.3. Limitations of this work 
The crux of this thesis is essentially a proof by example; a general claim was 
instantiated in two domains, and through a limited but rigorous empirical 
investigation, shown to be true in these situations. This was taken as sufficient to 
illustrate the validity of the general claim. However, while these two examples, 
partly due to their disparate nature, do provide a compelling case supporting the 
general claim, an investigation of further examples would strengthen this. 
Unfortunately, such investigations are beyond the scope of this thesis, and this 
represents a weakness of this work that can only be addressed by further research on 
this topic. One domain which may prove an interesting and informative subject for 
future investigations is drawing or graphical modelling tools, where the mouse is 
often used to perform complex and varied operations, or as a device for artistic 
expression. Some existing modelling software [42] incorporates related haptic 
feedback as central part of its interface but an investigation from the perspective of 
augmenting the cursor with haptic cues to support user actions may yield novel 
designs. 
The limitations of the work conducted in each of the two domains are described in 
the following two sections. Where necessary, these refer to the more detailed 
discussions presented in the Chapters 4 and 6, that fully describe this work. 
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7.3.1. Haptics in desktop user interfaces 
The primary limitation with the work on haptics in OUIs relates to whether or not it 
can be generalised to novel scenarios. This work explores the addition of feedback in 
only a handful of very specific situations. Two studies, investigating button and 
menu widgets, are described in detail, as is the design of another form of feedback 
for use with toolbars. The influence of this feedback is examined in both toolbars 
and icons by Adams [2]. From these three designs and four studies, and from an 
understanding of the previous literature on this topic, this thesis draws up a set of 
design guidelines intended to cover the creation of haptic feedback to accompany 
any widget. Although these guidelines are general-purpose in character, it is clear 
that they would be strengthened and extended through the creation of further designs 
and empirical investigations. Interesting interface components to examine would 
include complex widgets such as colour selection tools, or different forms of OUI 
interaction, such as drag-and-drop. 
One further important unexamined aspect of this work is the generalis ability of the 
haptic cues studied to different display devices; all the research described in this 
thesis was conducted using the same haptic device, the PHANToM [128]. The 
developing nature of haptic hardware means that there are substantial differences 
between the quality of feedback that can be rendered, and the form factor adopted, in 
currently available haptic devices. In terms of quality, the feedback studied in this 
thesis is near the high end of the available spectrum, a beneficial property as it seems 
likely that future devices will attain or supersede this level of rendering performance. 
Therefore, the feedback examined here seems likely to become more applicable, 
rather than less. A more serious concern relates to the form factor of the PHANToM. 
As with many currently available haptic devices [22, 69] the PHANToM is designed 
around the pretext that a user must hold and interact through a surrogate that can be 
moved freely in 3 dimensional space. This free floating interaction is substantially 
different from current mouse interaction, where users work with a device that rests 
on a physical surface, typically the top of a desk, and often support their arm on that 
surface. This form factor may add stability, and increase the fidelity of user 
movements. Although the guidelines presented here attempt to unify research 
conducted using different display devices, there has been little research directly 
comparing the same haptic augmentations on different hardware, and research into 
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this essentially ergonomic issue is an important next step for this topic. If the haptic 
cues isolated as beneficial in this thesis can be shown to be effective on a variety of 
different hardware platforms, this will add weight to the argument supporting the 
integration of these cues into aUIs. On a somewhat promising note, Yu et al. [204] 
compared user performance on two different haptic devices (the PHANToM [128] 
and the Wingman Force Feedback Mouse [118]) in a graph exploration task, and 
found little variation between the two platforms. This result suggests that the value 
of haptic cues may be relatively independent of the form factor of the display device, 
and is supportive of the general applicability of the research presented in this thesis. 
However, further work is required to extend and explore this finding. 
More focused issues also affect the buttons study presented at the beginning of 
Chapter 4. Perhaps most significantly, there are a number of issues with the 
experimental design. Although this study was purposefully constructed to examine 
the effects of many different forms and strengths of haptic feedback in a simple 
targeting task, it was arguably over-complex. For instance, too many conditions 
existed for the construction of a balanced experimental design (with any reasonable 
number of participants) and so a compromise was created that presented the 
conditions in a precisely controlled order that attempted to minimise practice effects. 
A statistical analysis suggested this approach was successful, but the conclusions of 
the study may have been clearer if it had featured a simpler design, comparing fewer 
conditions. Furthermore, this study also presented each form of haptic feedback at 3 
different magnitudes, then averaged this data when comparing between different 
forms. While few significant differences were observed within the magnitude 
conditions, suggesting this was an acceptable approach, it seems likely the 
conclusions of this study would have been made firmer if it had possessed a simpler 
design featuring feedback at only a single magnitude. 
Furthermore, as discussed in some length in Chapter 4, the timing measures used in 
the buttons study were not optimal. Specifically, the approach time measure did not 
accurately capture the time it took users to move from one target to another, and 
instead varied inversely according to the number of slip-off errors users performed. 
Consequently, it did not make a satisfactory temporal measure; on average, as error 
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count increased, it decreased. A future study that accurately measures this variable 
may illustrate more substantial temporal differences in performance. 
7.3.2. Haptics in collaborative systems 
The work on haptics in collaborative systems is primarily limited by a lack of 
objective evidence illustrating the benefits that this thesis maintains it can provide. 
The observations and subjective data reported in the first collaborative study are 
compelling. but are not backed up by the objective data gathered in the second study 
examining the haptic gesture. This work would clearly be improved if supportive 
objective data were to be unearthed. However, as mentioned in Chapter 5, it is worth 
noting that it is notoriously difficult to gather valid objective results in studies of 
CSCW systems; this is a problem that affects the topic as a whole, and not only the 
work presented in this thesis. 
One potential route through which objective data could be gathered is through 
further investigations of the hypotheses generated by the observations presented in 
the first collaborative study. Although a number of hypotheses were generated, 
covering all aspects of the haptic communication, only one of these - the use the 
haptic gesture to convey complex shape - was explored empirically, and focused 
investigations into the others may reveal the desired objective data. 
Each of the studies also possesses specific limitations. The limitations of the first 
collaborative study are primarily concerned with the validity of measures used 
within it. The goal of evaluation was to assess user opinion of, and subjective 
experience using. the haptic feedback. However. it was conducted with a relatively 
small pool of participants; of the 16 users in the study. only 8 actually experienced 
the haptic communication. Furthermore, while the measures used were appropriate 
for the goals of the study, they could have been strengthened with further techniques. 
Given sufficient time and expertise, a transcription and dialogue analysis of the 
speech between the participants may have provided a more concrete representation 
of the differences in collaborative practice reported in the observations. Some recent 
studies [21] have also used trust games. such as Prisoners' Dilemma, as an objective 
measure of the social relationship attained between participants in a collaborative 
task. The use of these more quantifiable measures may have increased the validity of 
the results of this study. and provided objective data supporting its claims. 
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The limitations of the second study examining the haptic gesture are less concerned 
with the measures used, and more with the selection of the experimental task. While 
the shape description task chosen is relevant to gesturing in the real world, which is 
often used to describe shapes or objects, it may not be appropriate in the case of a 
shared editor. A recent study by Gutwin et al. [83] compared regular telepointer 
gestures (similar to the graphical gesture studied in this thesis) against a condition in 
which the telepointers had been augmented with a gradually fading line (or trail) 
indicating their recent path. The tasks examined in this study were much simpler 
than the task used in the gesture study described in this thesis and included indicating 
a group of existing objects by encircling them and highlighting a line connecting two 
objects. The goal of Gutwin et al. 's manipulation was to overcome the effects of 
network delay on the perception of telepointer gestures, and their study firmly 
indicated that this was achieved through the addition of cursor trails. While the goals 
of this study are not exactly coincident with those of the gesture study in this thesis, 
the measures employed have considerable bearing. Gutwin et al. 's study attempts to 
measure performance on the kinds of tasks that users perform in shared editing 
environments, and not on more abstract tasks, such as that examined in the gesture 
study. It is possible, therefore, that an investigation of the haptic gesture relying on 
measures more akin to Gutwin et aI's would reveal subtler, and critically, 
quantifiable differences in performance. Such measures may prove to be a more 
sensitive indicator of real performance in tasks involving gesturing in shared editors. 
7.4. Future work 
This section does not comment on future investigations related to the studies 
conducted in this thesis, as this is covered in the specific chapters where this work is 
described and, to some extent, in the limitations section above. Instead, it discusses 
the more general issues that this thesis has raised and that appear to warrant further 
attention. 
7.4.1. Guidelines for the addition of haptic cues to user 
interfaces 
An important aspect of this thesis is the development of design guidelines to support 
the addition of haptic cues to a user interface. Design guidelines represent a valuable 
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and practical first step towards enabling system developers to integrate haptic cues 
into their applications in a way that is appropriate: a way that provides users with 
greater benefits than costs. The guidelines presented in this thesis attempt to achieve 
this, but, unfortunately, may not be not widely applicable. They seem unlikely to 
generalise to novel scenarios as they are inherently domain specific. They provide 
relevant insights within their specific topics, but may have less to offer if applied to 
other scenarios. This fact can be illustrated by simply comparing the two sets of 
guidelines (presented in Chapters 4 and 6) against one another. They are radically 
different, and each has little to offer the other domain. 
An overall, and relatively long-term, goal for future study would therefore be the 
generation of design guidelines for haptic feedback that are broadly relevant: that 
have bearing on haptic interfaces in general. It would seem likely that such a set of 
guidelines would not be as directly informative as those presented in this thesis; they 
would not attempt to cover the intricacies within any specific topic. However, they 
would have the beneficial property of conveying an overall sense of what haptic 
feedback is able to provide users and how interfaces that successfully leverage the 
potential of this modality can be created. The generation of such a set of general-
purpose design guidelines could only be achieved through the creation of further 
guidelines for specific domains, a worthy goal in itself. When guidelines for a 
sufficient number of domains have been created, their contents could be generalised 
into a set of generally applicable meta-guidelines. 
7.S. Summary of contribution 
This section summarises the contributions of this thesis to the field of haptic 
interface design. Even considering the limitations described above, this thesis 
represents a substantial advancement. It proposes a novel design approach for the 
addition of haptic feedback to computer interfaces - that of considering the relevance 
of haptic cues from the perspective of a user's representation in a system - then 
moves on to instantiate and validate this idea in two distinctly different domains. 
This validation serves to demonstrate the general claim. Beyond this illustration, this 
thesis also contributes significantly to the body of design knowledge relating to the 
integration of haptic cues into user interfaces. It presents the first design guidelines 
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covering this topic for the two domains studied. The contributions of this thesis will 
now be discussed according to each of the two areas studied. 
7.5.1. Haptics in desktop user interfaces 
The research presented in this thesis represents a significant advancement to the 
literature relating to the addition of haptic cues to desktop user interfaces. The first 
study described compares the performance supported by different forms of haptic 
feedback in place over individual targets. No other empirical research has directly 
compared different haptic cues in this way, and this work provides firm evidence 
demonstrating what kind of feedback is appropriate for a targeting task. This issue 
was critical, as there had been many different examinations of this task using a 
variety of forms of feedback [3, 90] and primarily stemming from the absence of the 
kind of comparative data that this study has provided. This study conclusively 
showed what kind of haptic feedback is effective in a simple targeting task. 
The second study directly addressed the issue of whether or not haptic feedback can 
provide benefits in situations incorporating multiple simultaneously active haptic 
targets; situations where users will experience haptic cues that are not directly 
relevant to their current task, and may hinder their performance. The contributions of 
this study were twofold. Firstly, it empirically confirmed that haptic feedback can 
reduce user performance in situations involving multiple targets, a possibility that 
had been the subject of some speCUlation within the research community. Secondly, 
it proposed and evaluated a novel solution to this problem based around the dynamic 
alteration of the forces rendered according to directly measurable aspects of user 
behaviour. This idea represents a significant contribution as other potential solutions 
to this problem, such as target prediction, currently suffer from unresolved 
algorithmic and usability problems. The approach introduced here does not suffer 
from these disadvantages. 
The final contribution on this topic was a further design exercise around the idea of 
dynamic alteration of haptic cues (evaluated by Adams [2]), and the development of 
a set of design guidelines that support the creation of haptic widgets. These 
guidelines are detailed and general purpose. They represent a substantial contribution 
to this field as they are the first guidelines to be created dealing with this topic and 
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are firmly grounded on empirical evidence. They enable system developers to 
integrate useful haptic cues into their new projects and products. 
7.5.2. Haptics in collaborative systems 
The research presented in this thesis on haptic feedback in collaborative systems has 
an important bearing on this emerging field. Its first significant contribution is one of 
design; it presents a novel perspective for haptic communication. This perspective, 
based around the cursors of two users interacting directly with one another, differs 
from much of the previous literature which has focused on interactions through the 
mediation of a shared virtual object [13, 166], and may have much to offer users. 
One significant advantage of this approach is that, as it natively focuses on 
communication between users, explorations within its framework have the potential 
to reveal a much richer set of user-to-user interactions than other approaches to 
haptic communication. This suggestion is supported by the diversity of the feedback 
designed and presented at the beginning of Chapter 6. 
The empirical examination of the haptic communication also makes several key 
contributions. The first of these is that the subjective data from the first collaborative 
study strongly supports the claim that haptic cues can increase levels of virtual and 
social presence among users. Although other research supporting this assertion is 
now available, this study was one of the first systematic empirical examinations of 
this topic. As such it is a significant contribution. The observational data from both 
communication studies also represents an important contribution. This information 
describes. at a the level of an informed observer. many of the nuances and 
unexpected uses of the haptic communication. This kind of data is a regular output of 
CSCW research. and reflects the complexity of the topic. The observations provide 
significant in-depth insights into the real use of the haptic communication, and are 
something that future researchers and designers could benefit from. Due to the more 
focused nature of the second collaborative study, the observations of users in the 
gesture experiment are especially relevant; they reveal a great deal about the 
mechanisms by which complex telepointer gestures are conveyed between users, 
especially (but not only) with regard to haptic communication. These observations 
seem likely to be important in the development of gesturing systems in a number of 
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other domains, such as systems for visually impaired users, or systems for physical 
training. 
The final contribution from this domain is the development of a set of design 
guidelines on the topic of haptic communication. Reflecting the infancy of this 
research area, these guidelines do not seek to make firm recommendations as to how 
haptic communication should be created, or what its characteristics should be. 
Instead, their goal is to map out the practical design issues that currently constrain 
research into haptic communication, and to summarise the motivations for studying 
this area. These guidelines are a valuable contribution as they are the first to be 
created in this domain, and also as they serve to define the space available for work 
in this field. They provide a concise summary of the salient points of this small but 
disparate body of research, in a form suitable for consumption by future researchers 
and designers. 
7.6. Conclusions 
In conclusion, this thesis set out to illustrate a general claim - that haptic cues 
relating to a user's cursor can lead to performance benefits. This was achieved and, 
in illustrating this claim, two domains were explored and rigorous empirical 
evidence was gathered. Design guidelines serving to further the adoption or 
integration of this kind of feedback into the research or system development 
communities were also presented. These guidelines are the first of their kind on their 
respective topics. This thesis has provided a novel, empirically grounded, approach 
for addition of haptic cues to user interfaces and, through the design guidelines, 
provided a mechanism whereby this can be adopted, and hopefully generalised, by 
system developers. This is an important first step to achieve the integration of haptic 
cues into user interfaces so that the general population can enjoy the benefits that this 
feedback can convey. 
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Appendix A. Materials for gathering TLX 
data 
This appendix contains the definitions and forms handed out to experimental 
participants relating to the TLX questionnaire used in the studies described in this 
thesis. The definitions are taken from [ref]. 
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Table A.1. Workload descriptions given to subjects when filling in the workload charts. 
The descriptions are taken from [Ill] 
Ratln!! Inle dcfinlrioM 
Tille t:ndpolnts Description 
Mental Demand LowiHigh How much mental, visual and haptic activity was required? 
(e.g. thinking, deciding calculating, looking, feeling 
listening, cross-monitoring, scanning, searching) 
Physical Demand Low/High How much physical activity was required? 
(e.g. pushing, pulling, turning, controlling 1 
Time Pressure Low/iligh How much time pressure did you feel because of the rate at 
which things occurred? 
(eg. slow, leisurely, rapid, frantic) 
Effort EJpended Low!High How hard did you work (mentally and physically) to 
accomplish your level of performance? 
Performance uvel Poor, Good How successful do you think you were in accomplishing 
Achieved the mission goals? 
f"rustrallon Low/High How successful do you think you were in accomplishing 
Experienced the mission goals? 
htlgue Experienced Low/lligh How much fatigue did you experience? 
(e.g. tiredness, strain, discomfort) 
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Table A.2. Fonn given out to subjects to capture TLX workload data. 
Name: Condition Completed: 
Mental Demand 
I I I I I I I I I 
L." R Ig h 
Physical Demand 
I I I I I I I I 
Lo" Rig h 
Time Pressure 
I I I I I I I I 
Lo" High 
Effort Expended 
I I I I I I I I I I I I I 
I.ow H igb 
Perfomlance Level Achieved 
I I I I I I I I I I I I I 
Low Hig h 
Frustration Experienced 
I I I I I I I I I I I 
Low Hig h 
Fatigue Experienced 
I I I I I I I 
Low High 
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Appendix B. Questionnaire Administered 
in Buttons Study 
This appendix contains a copy of the questionnaire administered after the first study 
described in Chapter 4 investigating haptically augmented buttons. 
224 
Questionnaire 
Age: __ _ 
Gender: M I F 
Nationality: _______ _ 
Rate your lenl of computer experience (tick one): 
None ............................ 0 
Basic ............................. 0 
Intermediate .................... 0 
Expert ............................ 0 
Rate your order of preference for the five conditions (1 best,S worst): 
Texture ... .. 
Friction ... .. 
Recess .... .. 
Gravity ... .. 
Visual. .... . 
Dn not fill tl\lllhi:-; :-;\.'(Iion 
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Appendix C. Raw Data from Buttons Study 
This appendix contains a copy of the raw data gathered during the first study 
described in Chapter 4 investigating haptically augmented buttons. It includes all 
subjective and objective data. 
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Table C.t. TLX data from gravity well condition. 
Mrll.al Plly"cal Tim~ Effort Performance Frustration Fatigue 
inmand inmand Prnsuu Exp~nded Level Experienced Experienced 
Achieved 
Partkipa.t I S ) ., 7 15 3 3 
Participa.t 1 ) 10 .. 12 14 10 14 
Participant) 10 10 II 12 4 6 8 
Partkipant .. 0 0 2 0 2 2 2 
Participant 5 ., :\ .. 3 9 3 2 
Participant' 1 II .. 3 6 1 1 
Partklpallt' II 10 16 II 4 9 10 
Participant I n 12 13 II .. 9 11 
Partkipant , I~ 11 II II 10 18 17 
Participant II I :\ 3 3 5 3 4 
Participant II ) 5 ., 7 13 4 5 
Partlclpallt 11 ., II II 10 10 8 8 
Participant Il #I 6 (, 5 6 5 3 
Participant H 2 .. 6 6 6 1 2 
Participant 15 , 14 11 14 6 6 14 
Participant .. 5 q 9 10 12 9 10 
Table C.l. TLX data from recess condition. 
M~ntal Ph)sical Time Effort Performance Frustration Fatigue 
inmand inmand PUISUU Expended Level Experienced Experienced 
Achieved 
Participant I ~ 3 7 3 \3 5 3 
Participant 1 2 .. 2 6 \3 4 4 
Participant) 5 10 (I 9 .. 4 6 
Participant .. 2 2 .. 2 2 0 2 
Partkipa.t 5 .. .. .. 4 8 4 4 
Participant' , II 3 5 6 2 2 
Participant 1 q 11 16 9 10 9 9 
Partklpa.tl 14 14 14 \3 4 8 12 
Partlclpa.t , I" 16 14 13 10 18 19 
Partlclpa.t I Q ) , .. 5 9 5 4 
Partlclpa.t II ) S ., 4 18 4 5 
Participant 11 #I 12 7 9 10 6 11 
Participant Il 10 12 10 10 II 5 6 
Participant 14 2 .. .. 4 ., 2 3 
Participant 15 ., 14 12 14 II 8 17 
Participant .. ,. 10 10 12 12 \3 II 
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Table C.3. TLX data from friction condition. 
M~alal Pbysical Time Effort Performance Fruslration Fatigue 
~maad Demand Pressure Expended Level Experienced Experienced 
Achieved 
Panicipant I ) 3 S 3 \3 5 4 
Panicipa .. 1 Z 11 7 0 8 10 8 6 
Panlcipa"l ) II II 9 10 5 7 6 
Panlcipanl 4 to 1\ 6 1\ 8 1\ 2 
Panlcipanl 5 10 II 4 9 8 10 4 
Panlcipanl • ) 7 6 6 6 2 2 
Panicipanl7 10 18 17 17 10 10 16 
Panicipanl • 14 14 14 15 4 8 \3 
ranlclpa .. 1 9 Ito 17 19 19 15 20 20 
ranicipa .. IIO 4 4 4 4 10 2 6 
Paniclpanl II ) 10 10 10 14 4 8 
Panjcipanl Il 10 10 8 10 10 9 11 
Panlcipaal U 6 1\ S S 8 6 6 
Panlcipa .. 1 14 2 2 4 1 S 1 2 
Panlclpa .. 115 II 16 12 16 10 10 16 
Panlclpa .. 116 1\ 8 10 9 10 11 10 
Table C.4. TLX data from texture condition. 
M~nlal Physical Time Effort Performance Frustration Fatigue 
~ma .. d ~mand Pressure Expended Level Experienced Experienced 
Achieved 
Panicipanl I 3 3 S 4 12 4 4 
Panlcipanl 1 II 9 2 12 18 16 12 
Panicipanl) 9 II 9 11 4 9 9 
Panlclpanl 4 15 6 12 12 16 16 2 
Paniclpanl 5 II 10 4 12 10 14 4 
Paniclpanl • 4 10 10 10 7 3 2 
Panlcipanll II 10 17 \3 7 16 12 
ranicipanl • 14 16 14 18 6 8 14 
Panlclpanl9 I~ 11 16 18 13 20 20 
Panlclpant 10 3 3 4 4 12 8 6 
Panlclpaat II 3 II 10 8 16 5 6 
Panlcipaal 11 10 13 8 14 11 14 12 
ranlclpa .. 1 U 14 12 12 \3 15 14 14 
Panlcipant 14 2 2 4 3 8 6 5 
Paniclpa .. t 15 12 16 12 16 14 14 17 
ranicipa"l 16 11 12 10 10 12 16 11 
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Table C.S. TLX data from visual condition. 
Mental Physical Time Effort Performance Frustration Fatigue 
Demand Demand Pressure Expended Level Experienced Experienced 
Achieved 
Participant I S 3 5 4 15 5 5 
Participant 1 12 12 2 12 18 20 10 
Participant .1 S 9 8 8 4 3 5 
Participant 4 4 4 4 4 4 2 2 
Participant 5 6 8 6 8 II 8 4 
Participant 6 2 2 2 2 6 I I 
Participant 7 9 9 17 9 5 9 9 
Participant 8 18 17 16 17 7 17 15 
Participant 9 III III IS 15 \I 19 19 
Participant 10 2 I 2 4 10 3 4 
Participant II 3 6 9 6 14 3 6 
Participant 11 
" 
13 8 14 \3 10 10 
Participant 13 12 10 12 10 10 10 9 
Participant 14 2 0 4 I 6 2 I 
Participant 15 5 17 12 16 12 12 18 
Participant 16 6 8 9 9 \I 9 10 
Table C.6. Participant Preference for each condition. 
Gravity Well Recess Friction Texture Visual 
Participant I 2.000 4.000 3.000 5.000 1.000 
Participant 1 2.000 4.000 1.000 5.000 3.000 
Participant .l 1.000 2.000 3.000 5.000 4.000 
Participant 4 1.000 2.000 4.000 5.000 3.000 
Participant 5 1.000 2.000 3.000 5.000 4.000 
Participant 6 1.000 2.000 4.000 5.000 3.000 
Participant 7 1.000 5.000 2.000 3.000 4.000 
Participant 8 1.000 2.000 4.000 5.000 3.000 
Participant 9 3.000 2.000 5.000 4.000 1.000 
Participant 10 2.000 1.000 5.000 4.000 3.000 
Participant II 1.000 2.000 4.000 5.000 3.000 
Participant U 2.000 1.000 4.000 5.000 3.000 
Participant 13 2.000 1.000 3.000 4.000 5.000 
Participant 14 2.000 3.000 1.000 5.000 4.000 
Participant 15 1.000 2.000 3.000 5.000 4.000 
Participant 16 1.000 3.000 2.000 5.000 4.000 
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Table C.7. Mean approach and stopping time in gravity well condition. 
Approach Time (ms) Stopping Time (ms) 
Gravity: low Gravity: Gravity: high Gravity: low Gravity: Gravity: high 
medium medium 
Participant I .571 .446 .400 .201 .190 .200 
Participant 1 .540 .400 .354 .244 .247 .175 
Participant 1 .409 .479 .5\0 .165 .221 .146 
Participant 4 .495 .6110 .731 .\69 .205 .223 
Participant 5 .532 .434 .4113 .235 .211 .211 
Participant 6 .719 .711 .6K4 .275 .294 .355 
Participant 7 .492 .531 .416 .225 .266 .242 
Participant 8 .4116 .435 .346 .\98 .196 .189 
Participant 9 .571 .550 .543 .251 .205 .191 
Participant 10 .432 .375 .371 .219 .207 .214 
Participant II .469 .4113 .47K .219 .217 .225 
Participant 11 .630 .675 .715 .278 .283 .247 
Participant U .495 .4l10 .465 .224 .218 .235 
Participant 14 .455 .4511 .463 .223 .222 .245 
Participant 15 .522 .437 .441 .260 .229 .220 
Participant 16 .5411 .491 .490 .332 .306 .316 
Table C.S. Mean approach and stopping time in recess condition. 
Approach Time (ms) Stopping Time (ms) 
Rccess: low Recess: Recess: high Recess: low Recess: Recess: high 
medium medium 
Participant I .433 .479 .543 .\83 .226 .211 
Participant 1 .522 .4711 .433 .238 .213 .235 
Participant 1 .474 .5411 .501 .158 .137 .123 
Participant 4 .615 .525 .641 .194 .\81 .199 
Participant 5 .4119 .500 .462 .242 .222 .224 
Participant 6 .552 .659 .618 .373 .345 .336 
Participant 7 .412 .615 .425 .223 .234 .238 
Participant 8 .445 .3119 0402 .158 .178 .166 
Participant 9 .501 .557 .610 .223 .195 .213 
Participant 10 .379 .334 .369 .212 .202 .229 
Participant II .519 .503 .467 .214 .231 .211 
Participant 11 .640 .722 .674 .268 .251 .295 
Participant U .539 .563 ASS .215 .212 .266 
Participant 14 .531 .518 .454 .314 .272 .255 
Participant 15 .465 .501 .512 .246 .279 .265 
Participant 16 .479 .441 .460 .321 .308 .269 
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Table C.9. Mean approach and stopping time in friction condition. 
Approach Time (ms) Stopping Time (ms) 
Friclion: low hiclion: Friclioa: high Friction: low Friclion: Friction: high 
lMdium medium 
Participanl I .464 .472 .439 .278 .221 .189 
Participaall .446 .429 .456 .300 .286 .215 
Participaal 1 .540 .475 .4H9 .178 .198 .162 
Participaal 4 .5!!7 .5li5 .650 .246 .266 .213 
Participaal 5 J95 .355 .459 .244 .204 .210 
Participaal 6 .643 .6119 .696 .347 .323 .369 
Participanl 7 .457 .452 .401 .209 .245 .246 
Participaal 8 .427 .520 .408 .212 .193 .186 
Participaal 9 .475 .443 .467 .175 .208 .234 
Participanl 10 J22 .294 .317 .208 .182 .182 
Participaal II .4(,() .527 .513 .158 .201 .213 
Participaal 11 .616 .bHO .616 .320 .349 .312 
Participanl Il .431 .514 .479 .257 .226 .277 
Participaal 14 .419 .470 .472 .267 .275 .270 
Participaal IS .449 .469 .391 .268 .288 298 
Participaal 16 .4116 .413 .461 .316 .327 .334 
Table C.IO. Mean approach and stopping time in texture condition. 
Approach Time (ms) Stopping Time (ms) 
Tulure: low Tulure: Tnlure: high Texlure: low Texlure: Texture: high 
medium medium 
Participaat I .434 .433 .514 .221 .198 .237 
Participaat 1 .462 .462 .319 .315 .349 .416 
Participaat 1 .407 .39!! .384 .174 .158 .145 
Participaal 4 .613 .641 .637 .263 .231 .237 
Partlcipanl 5 .415 .364 .374 .254 .250 .265 
Participanl 6 .6111 .bO!! .657 .343 .353 .313 
Participial 7 .411 .434 .454 .241 .279 .379 
Participial 8 .431 .548 .522 .220 .212 .243 
Participaal 9 .418 .326 .432 .246 .232 .243 
Participaat 10 .2111 .261 .335 .202 .185 .170 
Partlcipanl II .546 .511 .477 .182 .171 .179 
Participaal 11 .640 .666 .717 .362 .330 .385 
Participial Il .345 .449 .466 .284 .294 .250 
Participaal 14 .456 .416 .478 .371 .321 .303 
Participaal IS .493 .565 .479 .253 .284 .283 
Participaat 16 .395 .407 .387 .398 .283 .250 
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Table C.t t. Mean approach and stopping time in visual condition. 
Approach Time (ms) Stopping Time (ms) 
Vis ... ,'isu" Visual Visual Visual Visual 
Participant I .471 .501 .482 .217 .216 .175 
Participant 1 .517 .494 .579 .250 .285 .199 
Participant ,) .5bO .4% .438 .186 .152 .190 
Participant 4 .545 .640 .670 .234 .255 .236 
Participant 5 .500 .477 .510 .247 .248 .233 
Participant 6 .683 .598 .M18 .351 .355 .337 
Participant 7 All5 .479 .392 .232 .281 .291 
Participant 8 .44S .507 .431 .170 .187 .200 
Partitipant 9 .516 .516 .613 .204 .203 .199 
Participant 10 .388 .295 .334 .178 .188 .180 
Participant II .525 .643 .536 .206 .219 .215 
Participant 11 .650 .562 .700 .251 .290 .307 
Participant 13 .464 .530 .557 .266 .215 .215 
Participant 14 .482 .375 .396 .281 .334 .267 
Partitipant 15 .b09 .550 .649 .248 .324 .280 
Participant 16 .545 .504 .465 .380 .356 .364 
Table C.ll. Mean clicking and leaving time in gravity well condition. 
Clicking Time (ms) Leaving Time (ms) 
Gra\'ity: low Gra\'ity: Gravity: high Gravity: low Gravity: low Gravity: 
mrdlum medium 
Participant I .211 .192 .234 .281 .211 .192 
Participant 1 .201 .207 .170 .331 .201 .207 
Participanl ,) .1511 .ISS .161 .279 .158 .155 
Partitlpant 4 .179 .215 .204 .340 .179 .215 
Partidpanl 5 .174 .189 .185 .373 .174 .189 
Partitlpanl 6 .123 .123 .122 .241 .123 .123 
Partltlpanl 7 .147 .140 .118 .210 .147 .140 
Partitlpant 8 .111 .111 .104 .328 .111 .111 
Participant 9 .117 .127 .135 .260 .137 .127 
Partitlpant 10 .126 .137 .141 .429 .126 .137 
Partitlpant II .164 .165 .167 .356 .164 .165 
Partidpant 11 .178 .178 .219 .390 .178 .178 
Participant 13 .227 .I7S .212 .299 .227 .178 
Partidpant 14 .145 .145 .154 .256 .145 .145 
Participant IS .120 .119 .132 .253 .120 .119 
Participant 16 .153 .15S .148 .261 .153 .158 
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Table C.B. Mean cicking and leaving time in recess condition. 
Clicking Time (ms) Leaving Time (ms) 
Recess: low Recess: Recess: high Recess: low Recess: Recess: high 
m~lum medium 
Participant I .272 .314 .243 .195 .192 .259 
Participant 1 .172 .191 .196 .304 .256 .323 
Participant 1 .163 .174 .174 .255 .250 .219 
Participant .. .I'lll .206 .210 .301 .287 .271 
Participant S .IK5 .1711 .ll14 .321 .310 .280 
Participant 6 .1311 .142 .134 .256 .267 .257 
Participant 7 .146 .147 .145 .220 .159 .227 
Participant' .092 .110 .115 .325 .282 .305 
Participant 9 .116 .123 .127 .202 .205 .225 
Participanl 10 .132 .152 .130 .394 .389 .395 
Participanl II .162 .IKO .194 .373 .359 .373 
Participant 11 .183 .256 .190 .405 .414 .341 
Participanl IJ .190 .llIli .202 .275 .232 .235 
Participant 14 .141 .133 .152 .291 .263 .273 
Participant 15 .124 .141 .12l1 .233 .215 .239 
Participanl 16 .176 .154 .153 .279 .322 .269 
Table C.14. Mean clicking and leaving time in friction condition. 
Clicking Time (ms) Leaving Time (ms) 
I'rlction: low Friction: Friction: high Friction: low Friction: Friction: high 
m~dlum medium 
Participant I .234 .230 .23l1 .325 .266 .312 
Participant 1 .194 .225 .236 .380 .338 .338 
Participant 1 .175 .164 .174 .279 .206 .243 
Participanl 4 .210 .208 .191 .426 .340 .291 
Partlcipanl 5 .212 .212 .210 .276 .229 .300 
Partlclpanl 6 .11>4 .162 .147 .254 .298 .314 
Participant 7 .146 .149 .151 .361 .343 .253 
Participant 8 .129 .\14 .133 .308 .295 .35 I 
Participant 9 .Ill .129 .142 .178 .162 .191 
Partlclpanl 10 .129 .135 .156 .383 .329 .449 
Partlclpanl II .\36 .162 .161 .373 .387 .435 
Partlclpanl 12 .193 .1112 .195 .448 .356 .385 
Partlcipanl Il .156 .193 .197 .363 .302 .308 
Particlpanl 14 .162 .152 .157 .259 .205 .253 
Partlcipanl IS .131 .132 .\31 .228 .252 .271 
Partlcipanl16 .159 .178 .167 .280 .271 .352 
233 
Table C.tS. Mean clicking and leaving time in texture condition. 
Clicking Time (ms) Leaving Time (ms) 
Tntare: low Tnture: Texture: high Texture: low Texture: Texture: high 
mwlum medium 
Participant I .212 .244 .214 .232 .280 .234 
Plfticipant 1 .24Q .230 .222 .244 .238 .278 
Plflicipant 1 .110 .159 .1112 .198 .179 .175 
Plfticipant 4 .210 .209 .195 .436 .447 .393 
Plfticipant 5 .195 .191 .1119 .268 .216 .190 
Plfticipant 6 .174 .160 .163 .225 .220 .203 
Plfticipant1 .144 .157 .167 .169 .209 .270 
Puticipant • .Ill .111 .100 .246 .200 .253 
Plfticipant 9 .148 .144 .143 .220 .211 .237 
Participant 10 .140 .\39 .132 .393 .341 .398 
Participant II .153 .147 .155 .399 .329 .363 
Participant U .192 .1I!1l .219 .443 .404 .391 
Participant Il .211 .225 .193 .321 .278 .236 
Participant 14 .IOb .157 .lo11 .196 .221 .181 
Participant IS .\311 .145 .H2 .173 .206 .189 
Participant 10 .213 .197 .11!4 .271 .247 .199 
Table C.t6. Mean clicking and leaving time in visual condition. 
Clicking Time (ms) Leaving Time (ms) 
\'IsDlI \';Iual \:isual Visual Visual Visual 
Participant I .210 .219 .214 .217 .187 .236 
Participant 1 .220 .195 .219 .246 .285 .268 
Participant 1 .169 .173 .171 .269 .243 .231 
Participant 4 .196 .225 .191 .432 .442 .343 
Participant 5 .184 .IK6 .192 .272 .346 .277 
Participant 6 .I4Q .154 .144 .235 .272 .248 
Participant 1 .1411 .152 .124 .254 .308 .289 
Participant. .116 .120 .105 .249 .303 .242 
Participant 9 .143 .151 .158 .213 .224 .191 
Participant 10 .127 .137 .130 .347 .326 .289 
Participant II .153 .175 .161 .334 .347 .334 
Participant U .172 .179 .\74 .401 .328 .320 
Participant IJ .208 .209 .192 .293 .251 .250 
Participant 14 .168 .149 .159 .243 .234 .195 
Participant 15 .129 .129 .1211 .190 .202 .219 
Participant 16 .205 .1110 .189 .257 .264 .261 
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Table C.t 7. Total slip-off and slide-over errors in gravity well condition. 
Slip-off Slide-over 
Grnlf): low Gn'Uy: Gn~ity: high Gravity: low Gravity: low Gravity: 
m~dium medium 
Participant I .00 .00 3.00 5.00 .00 .00 
Participant 1 2.00 .00 .00 9.00 2.00 .00 
Participant 1 2.00 1.00 1.00 16.00 2.00 1.00 
Participant 4 .00 .00 1.00 9.00 .00 .00 
Participant 5 1.00 2.00 .00 7.00 1.00 2.00 
Participant' 1.00 .00 .00 8.00 1.00 .00 
Participant 7 .00 1.00 1.00 19.00 .00 1.00 
Participant. 4.00 2.00 .00 1l.00 4.00 2.00 
Participant 9 ).00 1.00 1.00 22.00 3.00 1.00 
Participant 10 1.00 .00 .00 14.00 1.00 .00 
Participant II 1.00 .00 .00 10.00 1.00 .00 
Participant U .00 .00 .00 4.00 .00 .00 
Participant lJ 2.00 1.00 .00 4.00 2.00 1.00 
Participant 14 .00 1.00 .00 12.00 .00 1.00 
Participant 15 .00 .00 1.00 7.00 .00 .00 
Participant 16 1.00 2.00 2.00 7.00 1.00 2.00 
Table C.tS. Total slip-off and slide-over errors in recess condition. 
S\lp-ofr Slide-over 
Rccna: low Rccrss: Rccrss: high Recess: low Recess: Recess: high 
RlC'dium medium 
Participant I ZOO .00 3.00 12.00 12.00 9.00 
Participant 1 1.00 .00 .00 5.00 1.00 5.00 
Participant) )00 SOO 4.00 22.00 14.00 24.00 
Participant 4 2.00 .00 4.00 18.00 16.00 7.00 
Participant 5 4.00 1.00 6.00 17.00 10.00 10.00 
Participant 6 1.00 1.00 1.00 12.00 11.00 10.00 
Participant 7 1.00 .00 1.00 23.00 10.00 17.00 
Participant. .00 1.00 2.00 6.00 14.00 14.00 
Participant 9 2.00 ).00 2.00 1l.00 15.00 21.00 
Participant 10 .00 1.00 2.00 18.00 18.00 18.00 
Participant II 4.00 1.00 1.00 8.00 11.00 13.00 
Participant U 1.00 .00 .00 5.00 1.00 4.00 
Participant Il 1.00 2.00 1.00 5.00 S.OO 12.00 
Participant 14 .00 .00 .00 3.00 4.00 7.00 
Participant 15 2.00 1.00 .00 18.00 12.00 14.00 
p.rlicipant \6 5.00 1.00 .00 8.00 7.00 8.00 
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Table C.19. Total slip-off and slide-over errors in friction condition. 
Slip-off Slide-over 
t· rktlon: 10" hklioa: hictlon: high Friction: low Friction: Friction: high 
IMdlam medium 
Participant 1 1.00 .00 2.00 13.00 14.00 12.00 
Participant 1 .00 .00 1.00 15.00 14.00 7.00 
Participant 3 100 1.00 4.00 20.00 19.00 25.00 
Participant 4 400 2.00 1.00 20.00 7.00 14.00 
Participant 5 1100 2.00 2.00 19.00 29.00 10.00 
Participant 6 3.00 2.00 3.00 15.00 7.00 1 \.00 
Participant 7 1.00 2.00 S.OO 27.00 22.00 45.00 
Participant' HI() 2.00 6.00 18.00 18.00 16.00 
Participant 9 800 6.00 1.00 21.00 22.00 24.00 
Participant 10 100 2.00 .00 18.00 30.00 18.00 
Participant I I 100 4.00 4.00 12.00 5.00 6.00 
Participant Jl 100 3.00 2.00 4.00 8.00 8.00 
Participant JJ 2.00 300 .00 13.00 12.00 12.00 
Participant 14 1.00 l.OO 1.00 18.00 9.00 15.00 
Participant 15 l.oo 3.00 4.00 15.00 16.00 18.00 
Participant 16 .00 6.00 2.00 13.00 18.00 19.00 
Table C.20. Total slip-offand slide-over errors in texture condition. 
Slip-off Slide-over 
Intare: 10" Tnture: Tnture: high Texture: low Texture: Texture: high 
lMdium medium 
Participant 1 1.00 1.00 4.00 13.00 18.00 26.00 
Participant 1 1.00 2.00 3.00 26.00 25.00 50.00 
Participant 3 1200 9.00 15.00 49.00 55.00 78.00 
Participant 4 2.00 4.00 3.00 23.00 23.00 17.00 
Participant 5 4.00 1.00 2.00 41.00 44.00 44.00 
Participant 6 S.OO 300 4.00 59.00 46.00 74.00 
Participant 7 500 7.00 7.00 5\.00 70.00 64.00 
Participant 8 SOO 1000 4.00 31.00 26.00 51.00 
Participant 9 900 11.00 11.00 67.00 54.00 60.00 
Participant 10 .00 4.00 5.00 37.00 43.00 28.00 
Participant I I .00 2.00 2.00 12.00 10.00 36.00 
Participant 11 400 4.00 4.00 12.00 40.00 27.00 
Participant JJ 7.00 3.00 4.00 34.00 45.00 30.00 
Participant 14 400 6.00 3.00 35.00 39.00 37.00 
Participant 15 2.00 4.00 4.00 27.00 37.00 52.00 
Participant 16 7.00 5.00 11.00 66.00 57.00 107.00 
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Table C.21. Total slip-off and slide-over errors in visual condition. 
Slip-off Slide-over 
'·b.al \'isa" \'l5ual Visual Visual Visual 
Participant I 100 3.00 2.00 20.00 13.00 17.00 
Participant 1 200 2.00 2.00 10.00 10.00 8.00 
Participanl ) 400 5.00 10.00 20.00 25.00 32.00 
Participanl 4 .00 1.00 1.00 13.00 12.00 18.00 
Participanl 5 2.00 2.00 2.00 23.00 18.00 19.00 
Partlclpanl 6 1.00 1.00 .00 19.00 18.00 16.00 
Participanl 7 S.OO 3.00 1.00 33.00 31.00 43.00 
Participanl 8 .00 8.00 .00 24.00 21.00 15.00 
Participanl , 400 11.00 2.00 30.00 32.00 15.00 
Particlpanl 10 200 .00 1.00 25.00 30.00 32.00 
Participanl II 300 6.00 4.00 14.00 7.00 17.00 
Participanl 12 2.00 .00 1.00 9.00 14.00 6.00 
Participant I.l 1.00 1.00 5.00 12.00 6.00 14.00 
Participanl 14 400 3.00 3.00 17.00 20.00 23.00 
Participanl 15 3.00 3.00 2.00 11.00 18.00 11.00 
Particlpanl 16 400 1.00 1.00 16.00 15.00 12.00 
Table C.22. Total off-target and wrong-target errors in gravity well condition. 
Off-target Wrong-target 
Gra\il)": low Grnil)": Gravity: high Gravity: low Gravity: Gravity: high 
mfllium medium 
Particlpanl I 8.00 1.00 7.00 .00 1.00 .00 
Participanl 1 2.00 6.00 2.00 3.00 .00 .00 
Participanl J 15.00 37.00 11.00 .00 .00 .00 
Participanl .. 800 32.00 20.00 1.00 1.00 .00 
Participanl 5 S.OO IS.OO 1300 .00 2.00 .00 
Participanl 6 3.00 1.00 1.00 1.00 1.00 1.00 
Participanl 7 6.00 7.00 3.00 2.00 4.00 3.00 
Participanl 8 12.00 10.00 7.00 1.00 2.00 1.00 
Participanl , \7.00 13.00 3.00 1.00 .00 .00 
Particlpanl 10 11.00 6.00 6.00 3.00 .00 2.00 
Participanl II 1.00 6.00 1.00 .00 .00 .00 
Participanl 11 2.00 .00 4.00 .00 1.00 .00 
Parllcipanl 13 1.00 4.00 1.00 .00 .00 .00 
Participanl 14 .00 .00 .00 .00 .00 1.00 
Participanl 15 1.00 300 4.00 .00 .00 2.00 
Participant 16 1.00 4.00 .00 1.00 .00 1.00 
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Table C.lJ. Total off-target and wrong-target errors in recess condition. 
Off-carget Wrong-target 
Recess: low Recns: Recess: high Recess: low Recess: Recess: high 
.. .dlum medium 
Participant I 3.00 10.00 10.00 3.00 .00 1.00 
Paniclpant 1 100 HIO 2.00 1.00 .00 .00 
Participant 3 1900 I~.OO 24.00 .00 .00 .00 
Panicipant 4 2300 24.00 12.00 .00 1.00 .00 
Paniclpant 5 Uoo 100 5.00 .00 2.00 1.00 
Paniclpant 6 100 .. 00 2.00 1.00 .00 .00 
Paniclpant 7 SIlO .. 00 10.00 2.00 5.00 1.00 
Paniclpant • .HIO 11.00 9.00 .00 1.00 1.00 
Paniclpant 9 1100 15.00 111.00 3.00 .00 .00 
Paniclpant 10 1000 600 11.00 .00 .00 1.00 
Panicipant II .00 900 1.00 .00 2.00 1.00 
raniclpant 11 .00 2.00 .00 .00 .00 .00 
Paniclpant Il .00 .00 3.00 .00 .00 .00 
ranicipant 14 2.00 .00 .00 1.00 1.00 .00 
Panicipant 15 8.00 200 7.00 3.00 .00 .00 
Participant .. 2.00 .00 .00 2.00 1.00 .00 
Table C.l". Total off-target and wrong-target errors in friction condition. 
Off-target Wrong-target 
Fric:tio.: low hktion: (o'riction: high Friction: low Friction: Friction: high 
m.dlum medium 
Paniclpant I ".00 .. 00 .00 .00 .00 .00 
Paniclpant 1 200 500 2.00 1.00 1.00 1.00 
Paniclpant J 16.00 1300 13.00 .00 1.00 .00 
ranlclpant 4 600 4.00 10.00 .00 2.00 1.00 
Paniclpant 5 600 12.00 7.00 1.00 .00 .00 
Paniclpant 6 600 1.00 ".00 .00 .00 .00 
Panjcipant 7 1200 ".00 12.00 .00 1.00 3.00 
raniclpant • .. 00 600 4.00 1.00 2.00 .00 
ranicipant 9 600 10.00 7.00 4.00 2.00 4.00 
Paniclpant 10 900 11.00 9.00 1.00 3.00 1.00 
Paniclpant II 1l.00 1.00 6.00 .00 .00 .00 
Paniclpant 11 .. 00 2.00 2.00 1.00 .00 .00 
Panicipant Il 1.00 300 5.00 .00 .00 .00 
raniclpant 14 .. 00 ".00 1.00 1.00 .00 1.00 
Paniclpant 15 1100 .00 1.00 .00 .00 .00 
ranicipant 16 300 2.00 4.00 1.00 .00 3.00 
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Table C.2S. Toul off-target and wrong-target errors in texture condition. 
o rr-carget Wrong-target 
Tnta": .. " Tnta": [ntu": hi&h Texture: low Texture: Texture: high 
IIWdlam medium 
pulicipant I 2.00 100 4.00 1.00 .00 .00 
putldpantl .00 soo 3.00 1.00 1.00 .00 
Puticlpnt ) 3000 27.00 40.00 2.00 .00 .00 
Puticipant 4 7.00 600 1000 .00 .00 .00 
Participant 5 1100 1000 11.00 .00 1.00 .00 
Puticipant 6 1000 1000 7.00 1.00 1.00 .00 
Puticipant 7 900 1000 22.00 .00 3.00 3.00 
Participant. 1400 ISOO 20.00 .00 .00 2.00 
pulicipant 9 23.00 11100 9.00 4.00 1.00 1.00 
Participant 10 1l.00 900 IS.OO 3.00 1.00 .00 
Participant II 7.00 3.00 111.00 .00 .00 .00 
Participant U 100 7.00 3.00 .00 .00 2.00 
Participant \J 1200 1400 6.00 .00 .00 .00 
Participant 14 7.00 600 7.00 1.00 2.00 1.00 
Participant 15 4.00 S.OO 12.00 .00 .00 .00 
Participant 16 600 12.00 36.00 2.00 2.00 1.00 
Table C.26. Total off-target and wrong-target errors in visual condition. 
Orr-target Wrong-target 
\·Is .. 1 Visual Visual Visual 
" .. eraRr 
Participant I IS.OO .00 1.00 1.00 
Participant 1 .00 .00 .00 1.00 
Participant) 62.00 .00 1.00 .00 
Participant 4 IbOO .00 .00 1.00 
Participant 5 1900 .00 .00 .00 
Participant 6 700 .00 .00 1.00 
Participant 7 . 3600 1.00 4.00 2.00 
Participant' 3900 .00 1.00 .00 
Participant 9 4300 4.00 1.00 5.00 
Participant 10 31100 8.00 1.00 5.00 
Participant II 11.00 1.00 .00 .00 
Participant U 11.00 .00 1.00 .00 
P8rtidpant Il 13.00 .00 .00 .00 
Participant 14 8.00 .00 1.00 1.00 
Participant 15 2100 .00 .00 .00 
Participant 16 19.00 3.00 1.00 .00 
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Appendix D. Questionnaire Administered 
in Menu Study 
This appendix contains a copy of the demographics questionnaire administered after 
the second study described in Chapter 4 investigating a haptic ally augmented menu 
system. 
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Questionnaire 
Age: __ _ 
Gender: M IF 
Nationality: ______ _ 
Rate your lenl of computer experience (tick one): 
None ............................ 0 
Basic ............................ 0 
Intennediate ................... 0 
Expert ............................ 0 
241 
Appendix E. Raw Data from Menu Study 
This appendix contains a copy of the raw data gathered during the second study 
described in Chapter 4 investigating a haptically augmented menu system. It includes 
all subjective and objective data. 
242 
Table E.l. Results from TLX in visual condition. 
Mt"n •• 1 'b) 'leal Time Effort Performance Frustration Fatigue 
o-.aad IHmand Prnsure Expended Level Achieved Experienced Experienced 
Participant I 7 3 6 6 6 6 2 
Plrtlcipant 1 ~ I~ 2 12 2 7 18 
Participant) I} I~ 10 10 10 10 1\ 
Participant ~ 0 ~ 0 3 0 1 2 
Partlclpan. 5 4 3 0 3 2 2 2 
Participant' I .. 2 3 0 0 3 
Partkipant 7 I 6 7 II 7 6 5 
Participant. II 8 10 9 
" 
7 6 
Participant 9 1 10 12 \I 10 10 11 
Participant It D 10 12 \3 9 10 12 
'articlpant II I~ 14 10 14 14 14 14 
Participant 11 I .. .. 6 14 2 8 
Participant Il 6 6 7 10 5 8 7 
Participant I .. 12 II 9 14 12 16 1\ 
Participant IS I I S 12 11 17 18 
Participant .. 19 I~ 0 13 10 12 16 
Participant 17 I~ 10 10 14 14 6 10 
Participant 18 8 7 10 13 7 10 6 
Table E.2. Results from TLX in adjusted condition. 
M"n.al Ph)'ieal Time Effort Performance Frustration Fatigue 
IHmand IHmand Pressure Expended Level Achieved Experienced Experienced 
Participant I 3 3 3 3 4 4 7 
Participant 1 
" 
17 2 IS 4 I 17 
Participant) 9 7 8 9 6 2 7 
Participant 4 0 3 0 2 0 6 6 
Participant 5 9 1\ 0 12 8 10 12 
Participant. 0 .. 2 S 20 I 0 
Participant 7 1\ 7 7 11 8 7 7 
Participant I IS 12 12 10 9 9 10 
Participant 9 6 9 9 10 12 11 12 
Participant 10 U 6 12 12 7 6 7 
Participant II I~ 14 10 14 10 10 16 
Parlldpant 11 2 2 3 4 11 1 4 
Participant U 2 8 13 10 13 17 12 
Participant 14 6 4 10 12 5 3 13 
Participant 15 7 3 S II 13 10 17 
Participant .. 7 14 0 14 2 2 17 
Participant if 6 2 III 6 6 2 6 
Participant II 6 10 7 13 8 12 10 
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Table E.3. Results from TLX in haptic condition. 
M~ntaJ Ph~lli(al Time EITort Performance Frustration Fatigue 
I>flnand Dc-mand Pressure Expended Level Achieved Experienced Experienced 
Participant I Il IS IS 13 \3 \3 15 
Participant 1 IS IS 3 14 7 3 17 
Participant) 17 18 14 II! 14 20 20 
Participant 4 I 10 3 6 0 6 10 
Participant 5 IS 20 I 20 7 II! 18 
Participant' 0 6 S 6 20 0 3 
Participant 7 Il 7 I! 12 8 6 8 
Participant. 16 16 \3 14 6 17 16 
Participant 9 9 14 12 12 14 11 14 
Participant 10 14 IS 12 IS 2 13 14 
Participant II 14 20 10 14 10 10 18 
Participant 11 6 Il 11 II 12 1 10 
Participant Il 14 20 IS IS 17 20 20 
Participant 14 \1 9 7 15 7 12 13 
Participant 15 7 1-2 4 \3 18 IS IS 
Participant 16 18 19 0 19 10 19 17 
Participant 17 6 III 14 18 14 18 14 
Participant I. 12 12 8 \3 7 13 12 
Table EA. Objective measures from visual condition. 
Aurage total Average total Average total 
MunTime number of number of number of 
JIfl'trial Slide-Over Wrong-Target Skip-ahead 
('Kond~) errors errors errors 
'artle!p~o' I )38148 67 4 17 
~~r'le!l'ant Z 34~469 82 11 18 
'artlcipant 3 352834 129 2 19 
'artlelfant 4 304663 102 0 19 
'articipant 5 4.03138 107 18 22 
t---l'~t:'lcipant 6 2.710~8 96 4 33 
'anlelpa_nt 7 HISR4 88 31 22 
'artlelfllnt • 3.778~S 138 4 20 
...-!anlclpant' 3.73801 92 4 18 
Participant 10 3.13461 94 7 5 
~!pantll 3.30843 129 10 40 
~ipantlZ 3.83154 115 2 10 
'artlcipant IJ 2.96406 107 4 27 
'artldpant 14 2.76817 129 3 21 
~ __ t:'lcipant I!' ).7043 In \I 46 
~r:!!!.lpant 16 3.83242 169 8 42 
~£lfa_"-t17 2.97087 88 2 40 
'artldp,.nt III 376445 254 9 72 
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Table E.S. Objective measures from adjusted condition. 
Average total Average total Average total 
Mta .. T1me number of number of number of 
pH trial Slide-Over Wrong-Target Skip-ahead 
(Wconds) trron erron erron 
'artklpa"t I 361453 45 5 3 
'artidpa"t 2 3.41)51 47 8 I 
'artklpa"t ] l11)4:26 83 2 1 
J!rtidp __ "t 4 3.22742 66 1 I 
'anklpallt 5 l38274 52 4 0 
'artidpallt , 2.71418 41 0 1 
'artldpallt '7 305917 50 9 1 
'artidpalltl 4.00(81) 70 0 5 
'artidpant • 3.85509 67 4 3 
'articlpant 10 3.26747 76 1 1 
'artlclpant II 2.93482 42 7 2 
Panklpant U 3.73686 81 0 0 
J~rti~lpa"t 13 3.25097 49 0 5 
'articlpant 14 241)422 91 3 11 
'articlpa"t 15 l44I)S2 47 2 3 
Particlp~"1 16 3.352 100 8 3 
Participant 1'7 2.86259 28 3 11 
'articlpallt II 360827 149 7 31 
Table E.6. Objective measures from haptic condition. 
Average total Average total Average total 
MeanTime number of number of number of 
per trial Slide-Ovtr Wrong-Target Skip-ahead 
(seconds) erron erron errors 
'artlclpant I 4.08488 65 1 0 
'artlclpant 2 3.681)87 71 3 1 
'artlclpa"t ] 3.57783 118 4 4 
Participant 4 3.51895 77 0 0 
Participant 5 4.11415 123 5 1 
Jart~lpanl 6 2.95162 80 1 1 
'artldpant '7 3.46771 133 5 0 
'artldpant I 4.01Q44 94 1 7 
'artldpant • 440135 148 5 0 
Participant to 4.04535 179 0 0 
Participant It 3.7267 115 3 0 
Participant t2 403268 166 1 1 
Participant 13 3.19391 94 0 12 
Participant 14 2.93047 121 3 6 
r-!!!!I~lpantl5 5.44716 ISO 2 0 
Participant 16 3.31)367 109 6 10 
Partldpant 1'7 3.10:265 33 2 3 
Participant 18 3.71103 158 6 27 
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Appendix F. Problem 
Editor Study 
used • In Shared 
This appendix contains a copy of the software engineering problem used in the first 
study presented in Chapter 6 looking at all aspects of the haptic cursor 
communication. 
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Instructions 
A description of an existing manual (paper-based) system is given below. Using the collaborative 
editor, you are asked work in pairs to begin the process of designing a computerised system using an 
object-oriented approach. All work should be done in the editor. Please leave final versions for each 
of the deliverables requested clearly labelled in the editor. 
Develop an outline object model, using the noun identification technique (or any other appropriate 
method). Draw a class diagram summarising the classes you have chosen and the associations 
between them. 
Identi fy the use cases for the system; draw a diagram showing the actors, use cases and their 
interactions. 
Develop two of your use cases into more detail and show how they interact with the classes you have 
chosen for I, above. Add more detail to the class diagram (or modify it) as required. 
If you are 1 any doubt about the meaning of any part of the description then state any assumptions you 
have made in order to complete your solution. 
Description of Existing System 
A club runs a video hire service for its members. There is a library of videos shelved in alphabetical 
order of title. There is no restriction on the number of videos that a member may have on loan at any 
time and videos are requested for retum only if they are required by another member. Multiple copies 
of popular titles are available. 
In order to borrow a video a member selects it from the shelf, takes it to the issue desk and gives the 
video, together with their club membership card, to the librarian. The librarian takes the video 10 
card from the video sleeve and adds the membership number to the video 10 card. The librarian 
places the video ID card into the loans file, returns the club membership card to the member and the 
member leaves with the video. 
When a member returns a video, they give the video back to the librarian, who finds the video 10 card 
in the loans file and places the card in the video sleeve before returning the video to the library 
shelves. 
To reserve a video that is on loan, a member asks the librarian to reserve the video with a given title 
and leaves their membership number. The librarian finds a relevant video 10 card in the loans file 
and adds the member's number on the reservation column on the video card. The librarian also makes 
a note of the member who has the video on loan and completes a return request card addressed to that 
member. The address is taken from the library copy of the club membership list. When the reserved 
video is returned the librarian puts the video on the reserved shelf and completes a reservation ready 
card addressed to the member who requested the reservation, again taking the address from the 
membership list. The member requiring the video can then pick it up from the library and have it 
issued in the usual manner. 
Librarians are often asked questions by members about the availability of videos and to assist them in 
answering these queries the librarians use title and subject indexes, in addition to inspecting the loans 
file. A video may by indexed under several different subject categories. 
New videos are purchased by a sub-committee of the club and passed to the librarian for inclusion in 
the library. (The selection, ordering and payment for videos is outside the scope of the current 
investigation.). On receipt of a new video, a librarian has to make out a new video 10 card for 
insertion into the video sleeve and create the relevant index entries. Librarians are also responsible for 
updating the membership list using information received from the Club Secretary. 
The customer wants to develop a computerised information system that will record the details of all 
the videos in the library; keep accurate records of loans and reservations; support the process of 
recalling videos; and generally support the work of the librarians. 
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Appendix G. Instructions and User Manual 
from Shared Editor Study 
This appendix contains a copy of the instructions and user manual that were handed 
out to participants in the first study presented in Chapter 6 looking at all aspects of 
the haptic cursor communication. The final page of this appendix detailing 
infonnation as to the operation of the haptic communication was presented only to 
participants in the Haptic condition, and not those in the Visual condition, who 
would not experience this feedback. 
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CHASE - Minimal Manual 
Chase (Collaborative Haptics and Structured Editing) is a structured collaborative editor. It allows 
two or more users to simultaneously work on the same structured diagram, for instance a software-
engineering diagram. 
Features 
Telepointers 
Other users in the editor are graphical1y represented by hollow round cursors. These cursors can be 
used to locate the other user and as a means of communication - by hovering over a location you can 
hope to draw attention to it. 
Tools 
To select a tool. click on it's icon. The currently highlighted tool is displayed with a darker 
background. After an object tool (text, box, circle, line) has been used once the selected tool resets to 
the arrow. This behaviour can be overridden by double clicking on the desired tool. The tool 
background will then go black and the tool may be used multiple times. 
Arrow 
The arrow tool selects objects. All objects can be selected by left clicking on them. Furthermore, text 
objects can be added to an existing selection (of other text objects) by holding down the shift key and 
left clicking on them. Finally, all the text objects in an area can be selected by drawing a box around 
them. 
A selected object appears with black square 'handles' in the comers. Adjusting these handles causes 
the object to be resized. Text objects cannot be resized. 
To delete an object, select it and press the delete key. 
Text 
The text tool allows you to place and edit text objects. To place a text object, select the text tool and 
click on the canvas. To edit a text object simply click on it with the text tool. To finish editing a text 
object click elsewhere on the canvas. The 'enter' or 'return' keys will not finish editing a text object, 
they wilt simply bring you onto the next line. 
While editing a text Object another users telepointer can disappear behind it. Consequently, making 
long, multi-line, text strings is not recommended. 
Box Group 
Group objects are composed of a container and a title. The box container is a rectangular shape. After 
you create a group object you will be left editing its title. A group object can be selected by clicking 
on any of the lines that it is composed of, or its title. Text objects can be placed within group objects. 
A text object within a group object witt be moved when that group object is moved and deleted when 
that group is deleted. Membership of a group is determined whenever a group is selected, meaning 
that one group can effectively steal objects from another by being placed in an overlapping position 
and then moved. Only one group object can be selected at a time. 
Circle Group 
The circle group has a similar behaviour to the box group 
Line 
Lines connect groups together. As a point in a line is placed it will jump towards the nearest group. A 
line object must connect two separate group objects, and makes no distinction between circle and box 
groups. Lines can be edited, or moved but wilt always snap to the nearest available shape. Lines 
maintain their connections when the groups they connect move. 
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Known Issues 
If the groups on either end of a line are moved simultaneously, the behaviour of the line can become 
erratic. 
Telepointers are available only when the other user they signify is present on the canvas. If the other 
user moves off their canvas, their telepointer will disappear. 
Two users editing the same text object at the same time can cause unexpected results. 
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Collaborative Haptics 
There are fives ways to communicate haptic ally. It is worth noting that any force presented by the 
PHANToM can be ignored. To gain full benefit of the haptics, resisting the applied forces is often not 
the best approach. As several of the haptic effects are performed by pulling backwards on the 
PHANToM, to enter data in the editor it is best to rest lightly on the front of the workspace. 
Proximity 
This effect is passive - it is always on. As two users approach one another, each feel an increasing 
viscosity, or stickiness, in the workspace. Alternatively, if a user is still when another approaches they 
will feel a slight vibration. This effect can be used to monitor the proximity of other users. 
Push 
The push effect enables users to push one another about the workspace - it turns the telepointers into 
physical objects. If one cursor knocks into another, both should feel a force pushing them away. This 
effect could be used to catch the attention of another user. 
Locate 
The locate effect allows a user to activate a homing force towards the other user in the environment. 
To activate it, the PHANToM is pulled backwards and its button is depressed. Initially a small force is 
presented which indicates the direction of the user. This rapidly changes into a more substantial force 
to guide you to this location. To end the effect, release the button. 
Grab 
The grab effect is an inverted version of the locate effect. As a user activates it all other users in the 
workspace feel a homing force to the first user's location. This effect is initiated by pulling back on 
the PHANToM and performing a double click, leaving the button down after the second click. It is 
ended by releasing the button. For the duration of this effect the user activating it will experience 
increased viscosity against their movements 
Gesture 
The gesture effect allows one user to guide another through a complex path. To initiate a gesture one 
user moves over another and depresses the PHANToM's button. The other user will now feel forces 
constraining them to precisely follow the path of the first user. The gesture is ended by releasing the 
PHANToM's button. The user performing the gesture will experience increased viscosity in the 
workspace while they have the other user in tow. 
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Appendix H. Raw Data from CHASE Study 
This appendix contains a copy of the raw data gathered during the first study 
described in Chapter 6 looking at all aspects of the haptic cursor communication. It 
includes all subjective data. 
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Table 11.1. Results from custom collaborative questionnaire in haptic condition. 
Participant Plrticlpant Participant Participant Participant Participant Participant Participant 
1 2 3 4 5 6 7 8 
QI 2 4 6 4 4 5 3 5 
02 4 6 4 6 6 5 4 5 
Q3 4 S 4 5 6 5 4 5 
04 6 6 6 6 5 5 5 6 
05 4 6 S S S 6 4 6 
Q6 4 6 4 4 4 5 3 6 
07 4 6 S S 6 2 4 6 
OR S 6 6 S 6 6 4 6 
Q9 S I 2 6 5 6 4 5 
010 S S S 6 6 5 4 5 
Table 11.2. Results from custom collaborative questionnaire in visual condition. 
Participant Participant Partlciplnt Participant Participant Participant Participant Participant 
9 10 11 12 13 14 15 16 
01 3 S 4 3 2 6 5 0 
Q2 2 3 I 2 2 3 1 1 
03 2 4 4 3 3 3 4 1 
04 4 S 4 3 6 6 4 5 
Q5 4 4 6 4 5 6 3 2 
06 4 4 S 3 4 6 3 0 
Q7 2 S 4 3 5 3 0 1 
OR 4 S S 3 6 5 4 S 
()9 3 4 6 3 4 4 3 1 
QI0 4 4 6 S S S 4 I 
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Table 11.3. Results from TLX in haptic condition. 
Particlpanl Particlpanl Partlclpanl Participant Partlclpanl Participant Participant Participant 
1 2 3 4 5 6 7 8 
Mental 
Ormand 11 18 17 13 10 4 12 14 
Physical 
Ormand 13 2 17 14 6 6 12 6 
Time Prnsurr 8 6 3 6 6 I 6 6 
Effort 
~:?rndrd 12 10 8 17 2 9 9 14 
Performance 
Level 
Achlrved 5 14 12 18 6 9 13 14 
Frultntlon 
rYperienced II 14 18 17 19 9 12 14 
Fatigue 
Experlrnced II 0 2 1 6 0 16 6 
Table 11.4. Results from TLX in visual condition. 
Participant Particlpanl Participanl Participant Particlpanl Participant Participanl Participant 
• 10 11 12 13 14 15 16 Mental 
Demand 20 6 13 14 12 IS 12 IS 
Physical 
Demand 2 7 2 2 I 10 3 11 
~.Pr",ure 0 13 2 0 6 2 3 3 
Effort 
Expended 16 18 12 10 10 14 13 12 
Performance 
Lenl 
Achieved 0 18 II 0 9 18 10 3 
Frustntlo. 
Experienced 0 18 S 6 12 16 13 12 
Fatigue 
Experlrnced 20 IS 13 2 2 0 3 13 
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Table 11.5. Results from ITe presence questionnaire in haptic condition. 
Partklpaat Participant Participant Participant Participant Participant Participant Participant 
I 2 ] 4 S 6 7 8 
Alte 2S 21 28 2S 23 26 23 26 
Gender M M F f f M f F 
Occupation Student Rcsean:her Researcher Student Student Student Student Student 
Nationality 8ritoo 80too Gennan Indian finnish/Briti British Greek British 
sh 
Experience 3 4 4 4 4 4 4 3 
Games 4 2 I I I 2 2 2 
Weekly TV I I 1 2 1 I 1 3 
[ducatlon 6 6 6 6 6 6 6 6 
TVSlu 1 2 I I 2 I 2 2 
TV Know 2 2 2 I 3 2 3 3 
Stereo Vse n n y y n y n n 
VRVse n y y n n n n y 
3D Know I 3 2 I 2 3 2 2 
VRKnow I 3 2 I 2 3 2 3 
al 2 2 1 2 I 0 .. 2 
al I 1 1 I 0 2 0 0 
a3 3 0 2 3 2 0 I 3 
.4 3 3 2 I 1 2 4 2 
as 4 2 3 3 3 2 3 4 
.6 3 3 3 3 3 .. 4 4 
bl 3 2 1 I 3 2 4 4 
b2 3 4 3 3 3 4 3 4 
b3 2 2 1 3 2 0 4 1 
b4 3 2 3 3 3 4 3 4 
bS 4 3 3 3 2 2 3 3 
b6 3 4 2 I 3 2 4 3 
b7 I 2 I I 3 I I 0 
b8 3 3 3 3 3 2 4 3 
b9 3 2 I 1 1 0 I 4 
blO 2 0 3 1 3 0 3 0 
btl 4 4 3 3 2 .. 3 4 
bll 4 4 3 3 3 2 3 .. 
b13 3 3 2 3 3 4 3 3 
bl4 0 0 0 1 0 0 1 0 
blS 4 3 0 1 1 2 3 3 
bl6 3 2 1 3 2 2 3 3 
b17 4 0 3 3 3 .. 4 3 
bl8 3 2 3 1 1 0 I 3 
bl9 4 3 4 3 4 4 4 4 
bZO I 2 2 1 1 0 1 3 
bll 0 2 1 1 2 2 1 0 
bZZ 0 0 0 1 1 0 0 I 
b21 3 3 0 1 2 0 0 3 
bZ4 I 0 0 1 0 0 0 I 
b2S 4 2 0 1 1 0 1 3 
bZ6 0 0 0 1 0 0 0 0 
bZ7 3 .. I I 3 4 0 3 
bZ8 3 3 I I 3 4 2 3 
bZ9 0 I 0 1 0 0 0 0 
b30 3 2 0 I 0 0 1 1 
b31 3 3 1 2 ) 2 3 2 
b3Z 3 4 3 3 I 4 .. .. 
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Table 11.6. Results from ITC presence questionnaire in visual condition. 
Partklpant Partklpant Participant Participant Participant Participant Participant Participant 
• 10 11 12 13 14 15 16 Age 22 40 27 29 28 23 22 26 
Gender M M F M M M M F 
Ocrupatlon Student Student Student Student Student Student Student Student 
Nationality Bri"i~ British French British British Azeri British British 
Experience 4 3 3 3 3 4 3 3 
Games 4 I I 3 2 2 3 3 
Weekly TV 4 I I 2 I I 2 I 
Eduratlon 6 6 6 6 6 6 6 6 
TV Size I I 2 2 I 2 I I 
TV Know I 2 2 I 3 3 2 2 
Stereo Vte n y n n 
-'.L n n -'.L 
VRVte n n n n n n y n 
3D Know I 2 I I 3 I 2 2 
VRKDOW I I I I 3 2 2 2 
al I 3 2 0 0 3 0 0 
a1 I 0 0 0 0 0 I 0 
aJ 0 I 2 0 0 3 0 I 
a4 I 3 2 0 0 3 0 1 
as 2 3 2 2 3 3 I 4 
a6 I 3 3 2 2 4 I I 
bl 2 3 3 I 4 4 3 I 
bl 3 1 3 2 2 4 3 I 
bl 2 3 2 3 4 4 3 4 
b4 3 3 3 3 4 3 3 2 
bS 3 I 3 2 3 3 3 0 
b6 I 3 2 2 I 3 3 I 
b7 I I 2 I 0 0 0 0 
bB 2 3 3 2 I 3 1 0 
b9 I 2 2 I 0 0 0 I 
blO 2 0 3 3 4 0 3 3 
bll 2 3 2 I I 2 I 3 
bU 3 3 2 I 0 2 3 3 
bll I I 2 1 0 2 I 3 
blo4 0 0 0 0 0 2 I 3 
bl5 I I 0 0 0 2 0 0 
b16 0 2 2 2 I 2 I I 
bl7 3 3 3 2 4 0 I 3 
biB I I I 2 0 2 0 I 
bl9 4 3 4 3 4 2 4 4 
blO I 0 I 0 0 2 0 2 
b21 1 0 I 2 3 I 3 3 
b21 0 0 0 0 0 0 0 0 
blJ 0 0 0 0 0 0 3 0 
b14 0 0 0 0 0 0 0 0 
blS I 0 I 0 2 0 0 0 
b16 0 0 0 0 0 2 I 3 
bZ7 2 0 2 0 0 I 4 I 
b2B 2 0 2 0 0 0 4 0 
b29 0 0 0 0 0 1 0 1 
b30 1 0 2 0 0 I 0 3 
b31 I 0 2 2 0 2 0 0 
b31 2 2 3 2 0 2 I I 
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Table 11.7. Results from usability questionnaire in haptic condition. 
Paniclpaat Paniclpaat Participant Participant Participant Participant Participant Participant 
I 1 ;) 4 5 6 7 8 
Ql 6 S 4 4 S S 6 6 
_Q2 4 s 4 4 4 6 5 S 
Ol S 6 4 4 S 6 S 6 
Q4 4 S 4 4 4 6 4 S 
~ 6 3 4 4 4 4 4 S 
Q6 4 4 4 4 4 6 6 6 
07 6 4 S 4 S 6 S 4 
Q8 6 4 4 4 4 6 6 6 
Q9 I 3 I 2 I 0 2 1 
QIO 4 3 2 2 4 2 4 4 
QII I 3 2 4 4 0 3 3 
Q12 1 2 2 2 3 2 6 5 
013 4 S 4 4 4 4 5 4 
QI4 2 4 4 4 4 6 6 3 
Q15 6 S S 4 4 4 4 3 
Q16 4 S 4 2 4 6 S 4 
Q17 4 6 4 2 4 5 4 6 
_Q18 S 4 4 2 2 4 1 6 
019 5 S 4 2 S S S 6 
Table 11.8. Results from usability questionnaire in visual condition. 
Partkipant Participant Participant Participant Participant Participant Participant Participant 
9 10 11 11 13 14 15 16 
01 4 S 4 I 4 2 S 3 
Q2 3 5 4 2 S 1 S 3 
Q3 2 S 2 1 4 4 6 3 
Q4 2 S 2 0 4 4 6 3 
Q5 2 S 2 0 4 4 4 3 
06 S S 4 0 6 4 6 3 
Q7 6 6 4 S 6 4 6 3 
Q8 S S 2 1 4 4 S 2 
09 3 0 0 3 2 1 0 0 
Ql0 6 6 3 2 4 4 S 4 
011 0 0 1 3 3 1 3 3 
Q12 3 S 2 3 3 2 S 3 
QI3 S S S 4 3 4 S 3 
_Q14 S S 4 4 3 4 5 3 
Q15 S S 4 0 3 S 5 3 
_Q16 4 4 4 0 3 4 4 3 
017 4 S 2 0 4 4 S 3 
Q18 1 S 0 2 4 4 2 1 
Q19 4 6 4 0 S 4 4 3 
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Appendix I. Images Used in Gesture Study 
This appendix contains a copy of the images used in the second study described in 
Chapter 6 investigating communication through the haptic gesture. The first page 
contains the images that were used in the practice session, the second page those that 
were used in the experimental session. 
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Figure I.t. Images used in practice session is gesture study. 
/ 
/ 
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Figure 1.2. Images used in experimental session is gesture study. 
8 -)! 
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Appendix J. Instructions from Gesture 
Study 
This appendix contains a copy of the instructions given to participants in the second 
study described in Chapter 6 investigating communication through the haptic 
gesture. The first page contains the instructions given to the encoders, while the 
second contains those given to the decoders. The third page is a copy of the 
instructions given to the image raters. 
261 
In 
o rU 
End 
r h r 
· in narrow vertical plane. 
f your cursor, but provide no 
n ither your cur or nor their 
ther u r can both see and feel 
111 tur tudy. 
Original Pictu re 
t mo t accurate 
262 
0 rU 
h f1 
vi • in narrow vertical plane. 
you by another user. The 
them at all times. The otber 
ith the other user. The 
r \\. in g tur tudy. 
Start 
our Cur t... 
CO 
ell 
Cur 
(J) 
~ 
~ 
a.. 
End 
r til a t t., rno t accurate 
263 
Instructions for raters 
You ta.\k is to rate cor,n of an ina,e. in Imn$ of similarity, to the original image. Similarity is taken 
to include all a'rectl of the im.tre. Iud. as the number of lines in each image, the size of these lines, 
their position. CUf'\'aturc.. and chc kcwacy of mtcn«tions with other lines. Be careful not to skew 
your ralings ICcordlO,lO the ~ anractl\-c im.tges. 
There are 30 onginal ima~ ckb ~,td alone on • page. AHached to each original are 18 copies 
of that image, mnted 9 10 • rare. Rate thnc CllI',es by maRing on them. Rating should take place on 
dle following Kale: 
figure J.J. Scale used in image rating process. 
I 2 3 5 6 7 8 9 10 
.. 
Very unlike Very similar to 
Your ralings need not include the ,.. hole range or the scale for any given set of images. 
Some or the imagC't include &flOW cunon and cursors in the shape of red and blue circles. These 
cursors should aol be COfUidntd an the rahn, thai )'OU give the image. 
Please anemrt to ensure thai )'OUt rahnp remAin consislent throughout the set of images. 
Raters ,,-ill be paid LSO on return or. complete set or rated images. 
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Appendix K. Questionnaire Administered 
in Gesture Study 
This appendix cont.ains a c('Ipy of the demographics questionnaire administered after 
the second study described in Chapter 6 investigating communication through the 
haptic gesture. 
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Questionnaire 
Age: __ _ 
Gender: M/F 
Nationality: ______ _ 
Did you know the othu Ustr (prior to the nperiment): YIN 
Rate your lenl of computtr ttptrltnce (tick one): 
None .................•.......... 0 
Basic ............................... 0 
Intermediate ................................ 0 
Expc:rt ....................... • ••. • ... 0 
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Appendix L. Raw Data from Gesture Study 
This appendi" conlains I cory of thc raw data gathered during the second study 
described in Chapler 6 looling It communication through the haptic gesture. It 
includes all subjccth'c and objccth'c data. 
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.1. T • r 'ult Cr m decoder vi ual condition. 
'f C I "") , j~.1 riRl" Effort Performance Frustration Fatigue 
Ot~"iJ rk~._b,l Prf:"u r~ 'P nded I Lc\ el Achieved Experienced Experienced 
.Or<(Jodct l 14 1 17 14 3 10 14 
Dcrodtl 1 S I~ 4 9 9 5 9 
J)tllldu , 8 II 14 12 4 12 12 
I)Hodrt _~ , I" 7 17 17 6 3 7 
J>.crodtr S 16 f, 12 15 8 14 0 
(},tI>dtOt , 12 S 
" 
II II 6 8 
D~(tdt, 7 II ) 8 S 1 7 3 
t>cltld~t I 6 6 10 8 16 6 10 
Dt'wd t r ~'f_ 2 l I) 2 5 13 7 
1)~.dr!. IO I§. I.! 12 16 6 14 14 
Oc(cW~r. 11 13 11 10 13 12 9 7 
Utc()(\tr. 1Z II 5 12 12 12 10 7 
1)c-~/kJ~ 13 12 10 10 14 4 8 10 
llt~dtr U I" Ifl 10 14 8 4 4 
DeuHlrr-, < 15 .t 16 13 5 5 11 
J. (td" 11, 8 10 II! 9 3 19 J3 
~:LL t4 1(> 17 14 IS II 12 
l>l't!!itrrUI Iii 17 17 16 5 17 19 
abl , .2. L r ults fro m decoder haptic condition. 
Mcoll ~b»"'.1 TIm Effort Performance 'Frustration Fatigue 
J)(IU.nd J)t~,.nd Prmure Expended Level Achieved Experienced Experienced 
lhUidcf 1 14 , 11 14 3 10 14 
I:) (IHlrr 2 1 1 14 9 3 15 6 
----E codcr. ' It> 1(> 19 16 2 14 15 
Onlt,h'rol 17 S 17 16 4 7 10 
~dcr<; 17 10 13 16 5 15 4 
Dccudrl 6 14 9 7 10 6 13 11 
()ctf.dc 7 1\ 7 16 7 2 11 4 ,-
-
D' (,/ltr II IS I> II! 10 8 16 14 
~t· dr 10 S 9 2 2 17 9 
r- D bd r I I~ II 17 16 6 15 11 
~ odttl 1 Ifl n 17 16 8 12 10 
~culdrJIZ 15 5 12 10 11 11 4 
Dtcodtr L\ 16 101 12 18 2 14 16 
I- Ikcodcr 14 17 IS 13 18 11 3 5 
I)tClldt! l !i 13 .~ 16 14 II 3 13 
1) tlldcr 16 II tl. 17 IS 3 19 17 
~t elllcE l ' IS 15 17 17 8 16 13 
0 II!!!! III 11\ 14 17 18 4 16 16 
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bl mbined condition. 
\1 til I Ph~ \lnl , ""~ tn: rl Performance Frustration Fatigue 
Dt /llind UtaUlnd Prt~'u rt' £.\pfnd~d LeHI Achieved Experienced Experienced 
~ndcrl I~ 7 17 14 3 10 14 
~ coder 2 Q 6 6 7 10 11 7 
---.QfCoder , II 16 1-1 14 8 11 13 
---.Q codt r .. II II 16 15 7 2 5 
Decoder S 1-1 8 10 14 9 12 0 
DecodtrJ,_ II 5 7 11 9 6 8 
Decoder 7 II 11 II 12 6 4 9 
---.Q coder 8 ... 14 1"- 17 13 16 16 
Decoder~ b 7 10 ~ I 15 II 
~eoder 10 10 10 10 9 9 6 7 
Decoder II 12 IS 12 I~ 12 10 7 
~cOdtr 12 13 7 13 II II 10 10 
I- Decoder I' 8 6 8 10 12 4 8 
Decoder 14 g 10 12 I ~ IS 2 0 
DecJlder I!I 13 3 It> 13 8 3 11 
Decoder 16 8 (> I~ S 2 20 16 
Qecoder 17 IJ 7 17 IS 14 II 11 
Qe~oder 18 14 1" 12 14 10 12 16 
bl A.T r 'ult ' fr m n der condition. 
\f"nl.1 Ph ~ ,Jc. ' TIme I:.lTort- Performance Frustration Fatigue 
r- -
Oemand OC'mand Prcuure £\p nd d 
-,"-e\'el Achieved Experienced Experienced 
r----" ncod r I 17 10 19 13 10 12 14 
lncodtr 1 19 12 1.5 19 5 12 10 
Encoder ) It> 2 16_ .. 10 10 4 
I---E.ncodt 4 14 3 16 J 16 4 2 
Encoder !I 16 12 IS 15 10 12 15 
Encoder 6 16 ~ If, I ii IS 10 8 
~Odtr 7 17 , L_ I ' 8 10 3 
-
Encoder 8 1~ ;\ I~ I~ 13 14 16 
I---Encod r 9 17 10 20 I ~ 10 18 4 
r---f:ncod r lO_ IS 8 
" 
II> 6 S 13 
r---!n od r II I~ 10_ 19 16 10 12 3 
I-FncOdtl 12 18 .a ~ 17 14 10 12 
~tOd('rn It> 
" 
II> 16 10 18 4 
r---=n odtr 14 I~ 17 7 1.2 13 15 15 
i-Encoder 1 ~ II I~ II 15 10 6 16 
ncod r I v_ lit 7 !". 17 11 
-
13 10 
.-!'nl:od r " _ I t> 12 I±- I ~ II 10 7 
_ En od rIll 7 1 9 7 8 7 7 
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abl .. lean trial tim econds) in each condition. 
I \ 'i ual 
---
Haptic Combined 
~arlkip.nl. I 59.0519 66.9162 62.456 
~rtl~Jpanb 2 61.2245 68.195 58.3489 
PartlclPanb 3 59.2803 72.3452 68.249 1 
Pardclp.nu ~ 67,4981 76.9836 68.9972 
~p.nbS 76.0684 80.3144 72.6093 
ParH6PlnU 6 58.9395 66.0117 63.34878 
P.rlld~.OIS 7 61.7908 66.9142 71.0432 
P'rlicip~nh8 59.8431 75.097 69.2054 
~.an 9 64.2775 75.9932 69.7223 
.!.!.rli I Dt 10 77.7448 78.4657 71. 1211 
.!._rlidpanb 11 62.0871 75.5757 63.8087 
.!.ardclpaDU_12 65.984 75.2682 71.5829 
Plrlkip.ln'!.13 48.8876 56.3921 60.3969 
Parllcipanb 14 5-1.0081 70.5785 67.386 
1.. rll i "H15 76.'1811 76.6964 75.022 
.!.ar1i i anI 16 68.4944 66.4 185 68. 1679 
.1!rlic:lpanl$ 17 70.257 66.8962 67.65 1 
• Panldpa.uh 18 67.2256 73.932 1 56.9758 
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.. imll ri(. In fr m thre rater) for first 90 encoder images. 
Condllo R' Rl ID Condition R I R2 R3 
VIsual (I <I 7 HaptIc 2 3 I 
Ilam~ S 3 
, 
HaPtic 6 6 2 
Ylsual 6 
~ !i 6 8 7 , Visual 
HallUc ) " 
... Haptic 4 2 2 
lIaptlc 5 <4 " HaPtic 
4 4 I 
U"OhC 5 (I ,3 Visual 4 5 5 
Combined 6 I) 6 VIsual 5 7 4 
VisUJI J l 7 VIsual 5 8 4 
Haptic 7 to 1 lIaoltc I 4 1 
Combined 2 7 3 Visual 6 8 7 
Combined II 7 7 Haptic 4 7 4 
Combined 4 J 2 Combined 3 5 5 
Combined 2 4 .' Visual 5 8 7 
Vi)ual .. 6 4 Combtncd 4 4 2 
HallUC .. 2 2 Visual 5 6 5 
Vi~ual 7 1 S Combined 6 2 2 
HaptIC .$ 3 7 Visunl 5 7 3 
lIuOlIC 2 5 5 Combined 5 7 6 
Combined to 6 3 Combined 7 8 4 
Combmed .. 3 
, 
Combined 5 2 4 
IIi1J'1uC 7 10 t'I !laoUc 5 6 4 
Combined b '~ 9 Combmed 0 0 0 
ComblOed 1 7 II Combined 5 3 6 
VI,ual 1 )\ 1 lIaptic 3 2 1 
Combmed 3 .. 2 Haotic 6 5 3 
Visual 4 4 5 Haptic 2 5 5 
fiapllc 4 .. :: Visual 5 5 5 
Combined .. .. ) Visunl 4 7 6 
IllIpllC .. 3 2 Combined 4 4 6 
Haptic S \ \ Ilaptic 4 1 2 
IInplic 
" 
1 3 Visual 5 7 5 
IlapUc 2 2 I Haptic 4 5 5 
Ilulllu; 4 I> .. Combaned 3 3 5 
_~i~uill ~ (I H Visual 5 4 4 
I InDue .1 , ~ " Visual 
5 8 6 
Combined I 4 I Visual 2 7 4 
Illlplic ~ 7 3 Haptic 5 2 4 
Combined 5 9 7 Visual 6 4 8 
Combmcd S -4 ~ lIaptic 1 2 1 
Combined 6 ~ 1 HaPtic 2 2 I 
nUllh\: 4 .' 5 Combined 4 3 2 
Combmed ~ 7 ~ Visual 3 3 5 
_Combmed 4 .1 2 Combined 5 5 3 
IlaotJc 5 01 II Combined 6 7 4 
Combmed 4 6 3 Haotic 4 4 4 
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abl J .7. III lhr raters) for econd 90 encoder images. 
~o •• d~ It I R2 10 Condition RI R2 R3 
lIarlie .. J I Combined 4 5 3 
Cotnbill~d 5 oj 1 Haptic 2 3 I 
lIul"!C: :1 6 oj Haptic 6 4 5 
Combined .. 7 I Haptic 4 2 5 
Vi~U.l1 S 7 .1 Visual 7 4 8 
1I~l'Iic ( S .. Haptic 6 4 7 
Combined 3 3 I Hnptic 1 2 I 
II~fl"C b 4 7 Combined 6 8 4 
(':omi>lned 6 .. :1 Combined 6 8 7 
VllUlI 2 2 
, 
Haptic 4 5 4 
Vt'WlI I 1 .. Haptic 5 5 5 
V'~UlI 3 S :\ Ilnptic 2 5 3 
VI~IIIII ~ J I Combined 5 5 2 
VisWlI 5 3 .. Visual 5 4 4 
( oml>.ncd 8 8 9 Visual 6 7 4 
Cumbmed 5 5 ~ Combined 3 4 I 
/lapUt .l 6 ~ Haptic 2 2 1 
V"IIIII 1 ~ 
Q Visual 5 6 6 
Comblll~d .. ) 3 Visual 5 8 6 
Combined .. 6 6 Visual 6 3 5 
V,sual 1 :3 l Haptic 2 2 I 
Combined 5 1 6 Visual 5 8 2 
Comhln~'tI J l 2 Visual 5 4 5 
.. 
, 
S .. Visual 3 2 2 I1~plic 
Combined ) .1 2 Visual 6 7 6 
liD",,, S .~ J V.sual 5 8 7 
lIaDtic 4 2 1 Visual 7 4 7 
Combined 5 .- 5 Visual 6 5 6 
V,sUAI 4 Q 6 Visual 4 2 4 
Comhined .. ~ 
, 
Visual 5 8 5 
Vi~1U1 l 3 2 Combined 4 7 4 
IInplic 1 II 2 Combined 6 5 6 
V"1U1 .1 I I Visual 5 4 4 
(Iupt,!: .. .. .. Combined 5 7 3 
Combined 5 I 6 Combined 7 10 4 
Hoptic to Il 6 Ilaptic 3 3 4 
CDmhmed J J 4 Combined 5 6 4 
Vi,ual .. .. 4 Visual 5 7 2 
IlaOlic 3 .. 2 Combined 5 2 2 
Vi~\lJ1 <4 " 
5 Combined 8 7 4 
C!,mbmcd (, l< 7 HnPtic 4 2 3 
Vl~\Ill1 6 6 oj Halltic 5 7 3 
lIapue S ) .1 Visual 5 6 5 
Combmcd 'I 4 ~ Visual 5 7 5 
Vi~ual 7 9 Q Haptic 5 5 4 
272 
rater for third 90 encoder images. 
r-condltilil. IU Rl R' Condition Rt R2 R3 
VI~WlI 2 S J Visuul 4 5 2 
Ib!,lle 2 _5c .. Visual 5 3 2 
VIsual ~ , $ Ilapuc 4 4 4 
Combined .. .. .. Visual 5 5 4 
lIalllie • .l I IInPtie 5 4 3 
lIap\ie .. S_ 4_ Combined 7 3 8 
Combtned .. .. 
" 
Combined 7 5 4 
Combancd I 2 I Visual 6 3 7 
V"U:l1 .. 4 .. Haplic 4 4 3 
Viw:al 7 S .. Combtned 4 3 I 
Vi~Ull.1 to S .. VIsual 6 7 9 
ComblOtd _5_ ~ 
-"-
liapllc 3 2 2 
Vi~ual ... 2 2 Visual 8 7 9 
Combmed ) ~- _01 Combined 5 6 5 
Combaned (, 7 S Combined 5 8 3 
IlI!'I;': 3 S .. Visual 3 4 4 
Combaned to 6 S Combined 4 3 4 
IlsPlic • 2 
, VIsual I 3 1 
lia!,lIc 
"-
__ l 7 Haptic I 4 2 
Visual to 6 J Visual 6 4 5 
Jlulllie .. .- ~ Hapuc 4 2 5 
Visual S .. 5 Combaned 6 7 6 
<::omblncd .. .. 3 lIoPtic 4 3 5 
Visu.1 2 ~ I Visual 5 6 4 
1I0Plic S 3 2 \loplic 4 3 4 
floode: S .. 
-' Combined 4 2 2 
Visual II 7 6 Visua l 8 10 8 
lIalluc 1$ 9 11 Combined 5 5 3 
floDt.C 5 K S Haptic 6 4 2 
VI~u:\1 J 5 4 Haptic 2 I I 
Cumbined ~ q 2 Combined 6 8 8 
VI~lllaJ 
" 
9 , Haptic 4 5 5 
Vi~ual 6 7 
" 
Visual 3 4 4 
Combined 1.1 'I ~ Combined 5 6 4 
V"1U1 2 ~!- 2 Visual 5 4 4 
Vi~ual (, 9 5 Haptic 1 1 1 
Vi~ual .. 6 , Visual 5 4 3 
Vis\JlII .. () 7 Hnj>tic 2 3 4 
Visual S 6 2 Combined 3 4 2 
Visual 
-" 
'\ ~ l1aptic 6 7 7 
Combined 4 1 
---t Ilaptic 3 2 2 
Combined (, i .\ Haptic 6 6 5 
I1aJl\ ic: , 2 2 Combined 6 7 5 
~ombtncd 2 J I Combined 6 4 3 
_~omblned ~ '1 ~ Visual 3 8 3 
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Inlliaril: rat r for fourth 90 encoder images. 
COllllil/Iln k I Rl R J Condition Rl R1 R3 
lI.tptic .. .. S Visual 6 7 5 
""sual S 
, 
.. Combined 5 4 3 
Combined .. .. .. Combmed 5 6 4 
S ) 1 Haptic 3 3 2 
HOJl\K .. 6 .. llaptic 4 5 2 
Vililal ~ , 2 liaptic 5 3 5 
Vim.1 ) ) I Hoptic 5 2 4 
Comhined 3 3 2 Visunl 5 3 3 
Coml'>incd 0 0 0 Haptic 3 7 8 
II apl Ie ~ 6 .. Combined 3 7 4 
IIsl'tlc: .. , 7 Combined 2 4 I 
lIarlie 5 2 .. Haptic 4 4 3 
Hartie 5 7 .j Combined 3 4 2 
Visj!11 6 
'" 
S Combined 0 0 0 
Cpmb,ncd J 7 7 VIsual 4 2 2 
Comblllw It 6 .j Visual 3 2 2 
l1.ptic ~ I I Combined 7 8 2 
"I"tic 2 ) 2 Haptic 6 7 6 
Combined 7 7 2 Visual 5 7 4 
. \.'il1J!l 4 6 2 Combined 3 2 I 
IlaptiC" :1 J .1 Haptic 3 3 6 
lIaptic .. 2 4 Visual 4 5 3 
Comtuned (, Ii' 7 Visual 3 4 I 
Ibpl~ 4 2 .1 Combined 6 5 4 
Bat't;.: I .. I Visual 7 5 6 
ilnplle I :3 I Visual 3 4 3 
Vllu_1 (, J \ Visual 5 4 2 
CPl1lblOCd II 8 q IInptic 4 5 3 
\lIII'IIC (\ 1 
'" 
Combined 6 6 7 
lIal'tic 3 2 2 Visunl 2 2 I 
n~I'lIe (, .. , Visual 5 4 2 
Vi~lIal 7 8 6 Combined 3 3 2 
Vi\ua) 7 7 II Visual 7 9 6 
Yi:-ual b S 6 I1nPtie 6 7 6 
Combined 2 ~ ~ Ilaptic 4 3 4 
Combined .l ~ , Combined 4 7 4 
VI$ual to 7 
'" 
Combined 7 7 7 
lIartie 5 ~ 3 Combined 3 7 3 
Haplie .. ) 5 Combined 5 6 3 
_Visual 
" 
1 7 VisUJlI 2 4 2 
.£omt\1ned ~ 7 b IIIlPtic 3 5 2 
Combined S 7 4 Visual 6 7 7 
Vmull tI 6 5 Visual 2 4 I 
C:ombl1lcd .s .. II HaPtic 3 7 4 
VI.sllnl .. 1 .j Visual 3 3 3 
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.1 . imil tin 1 fr m thn: rat r for fifth 90 encoder images . 
....--:. Condition R I -Ri It' Condition RI R2 R3 
Comhlned 3 6 
.' VI.:iunl 5 6 6 
Cl'mhmed b ~ b Vi~ual 5 6 5 
Visual S 7 S Combined 2 9 3 
Comhlned .. S 4 Hnplle 7 4 4 
Viw.1 6 S ~ Visual 5 3 3 
Visual 6 9 of Visual 5 3 3 
Visu:al .. 8 J Visual 4 5 3 
Hapllc 2 2 I Combmed I I I 
IhlpliC S I'> 2 Ilantk 3 6 3 
HlIl't ic ) 1 I Haplle I 4 I 
(ulIlbmtd 6 7 'i Combmed 5 6 2 
Comhmed ,(, 8 to Combmed 3 3 1 
B,p! ic; < ;\ 3 Visual 6 7 5 
(:"(1I1t\)inrd ~ .. 3 Unpile 8 9 9 
Ibl'lic 
'. 
7 1 Combined 5 2 4 
"'Ptic 3 3 2 Visu<ll 4 6 3 
Combined 
" -' 
'i Combined 4 3 4 
Cornhilled b :" S Combined 6 9 6 
(QmhlOed S 7 7 Combllled 5 5 7 
ViSll31 S 2 5 Ilnpllc 2 2 2 
Viwal 8 10 9 Combmed 4 2 3 
Combined 5 It , Visunl 7 5 6 
Vliual 7 7 1\ Visunl 6 7 6 
Ilopti( ,1 , .. Visual 6 5 3 
COl1lbmcd b .. :\ Combined 5 8 5 
COlnbll1ed • 8 .. Combmed 6 7 5 
Vl~ual .. 2 J Hnptie 4 6 3 
Combined 5 '-' 6 Visual 4 4 4 
Combined .. 5 ..j llaptic 2 2 3 
lIarlie • oS ~ IloPlic I 6 3 
Combined 3 3 l !laptte 5 6 5 
Vi\ulIl (> J 1 Haptic 5 7 3 
Vi.unl 6 oS .. IlaPtic 4 7 6 
lIaptic h 6 .. Combined 4 6 3 
Ilal'tlc (> S 1 Combined 5 8 3 
Ilarlle: , 2 \ Ilantic 4 6 4 
Combined .. 1 .. 1l11ptic 7 7 9 
Viwal .s oj ~ Haptic 4 2 9 
Combined ~ .. ..j Hnpllc 8 5 6 
Combrnc.l 1 
'" 
I llaPtic 6 8 8 
VI~wl .. .. .1 VIsual 3 I 2 
Huptie 4 , S Combined 5 8 3 
Vi~uBI (, 7 6 Visual 5 6 5 
I\urtic 3 b .S Visual 4 4 6 
Harllic 1 6 Combined 5 4 2 
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. 11. Imil rit tin . fr m lhr rat r ) fi r sixth 90 encoder images . 
ondlll n R I '~ -R-,~ Condition RI R2 R3 
Vi.uaJ .. ~ 2 \"Irulll 6 8 5 
Vi5U111 (, 6 7 Combined 6 6 8 
Vi~U111 6 (, .. Visual 4 5 4 
Combtncd .. S 3 IIJJlIIC 7 7 5 
Visual ~ 7 2 CombIned 3 2 3 
Comblllc:d 6 4 
" 
Combmed 7 8 8 
Yi\UlII 7 (, 3 C(>mbtncd 4 8 2 
VISlJllI 7 S 5 Combtned 4 4 6 
Visual ) 3 '2 Visual 5 4 8 
CombIned S .s I> Comblnc:d 3 4 4 
Yi,ual 7 S .. IlaJllie 3 3 3 
Ibl'lic .. S J Combmed 4 5 3 
Hal'li,-
" 
7 7 Visual 4 2 4 
Ihllllic .. b ) 1100l\e 6 7 5 
Combined } 2 2 Vlsuol 5 7 g 
Combmed 6 
" " 
Hapllc 5 6 4 
fllIPtlc 2 2 .. V,sual 4 3 4 
Il~flll~ S 7 l VISual 5 4 5 
llimlle (, S (, HaPtic 6 7 2 
11'l'lie 
" 
2 4 Vlsuol 5 9 6 
Comblncd S 9 S liaptlc 2 2 2 
Vll,ual .. S 2 Combined 3 5 4 
Combaned .S 7 7 Combmed 3 6 3 
Combined .. 2 J Comblued 5 3 3 
Combined 2 .. 2 IIJplle 2 6 4 
lIarlie .. 2 (> Combmed 4 2 4 
V"ulIl 1 7 .& I1~PIIC 6 4 4 
Combined j 6 8 Combined 4 6 4 
Vi .. ual ~ 11 S Visual 5 7 4 
Haptic S .. ·4 Combined g 3 3 
COr@Int'd (. Ii ~ V,sual 3 4 1 
HiIP-,i~ 7 7 
" 
lI aolle 3 2 3 
IIal'ti,- :s ~ .. Visual 3 3 4 
IIal'lIe .. 2 3 VlS\lal 5 8 4 
Vi~u;ll S 7 4 Combined 3 4 2 
Ilapllc , 7 2 Visual 4 2 4 
Combined 5 'S , Visual 7 7 7 
"aPtic .. ' . 01 Visual 6 7 5 
Vi,uul j 1 
" 
Boptie 4 3 3 
"apHc 2 2 1 Combined 5 9 8 
VI~ual S b 7 Ilnol le 3 6 4 
llupllc 2 2 :! V,sual 3 3 4 
Comblncd II \I q Combined 7 6 8 
Haplic .3 :3 S Combined 4 6 7 
(I untle 4 ~ 4 Visual 6 6 4 
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Appendix M. Sample of Images Used 
Rating Process in Gesture Study 
• In 
This appendix contains a sample of the images used in the rating process described 
in the second study in Chapter 6 investigating communication through the haptic 
gesture. The images presented here have been through the rating process. All data 
relating to 2 specific source images are presented, each occupying 3 pages. In each 
case, the a large version of the source image is followed by 2 pages each containing 
9 of the copied images. The printed code visible in the top-left comer of each copied 
image served to uniquely identify it, while the written numbers in the bottom right 
were added by the rater. 
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Figure M.I. Original image (K42) used in rating process. 
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Figure M.2. First nine copies used in rating process for image K42. 
-
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Figure 1\1.3. Second nine copics used in rating process for image K42. 
-
ii 
IE 
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figurr ~I.". Origin31 image (KIt) used in rating process. 
\ 
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Figure M.S. First nine copies used in rating process for image KII. 
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Figure M.6. Second nine copies used in rating process for image KII. 
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