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DISCRETE FRAMES FOR L2(Rn2) ARISING FROM TILING SYSTEMS ON
GLn(R)
MAHYA GHANDEHARI AND KRIS HOLLINGSWORTH
Abstract. A discrete frame for L2(Rd) is a countable sequence {ej}j∈J in L2(Rd) together with real
constants 0 < A ≤ B <∞ such that
A‖f‖22 ≤
∑
j∈J
|〈f, ej〉|2 ≤ B‖f‖22,
for all f ∈ L2(Rd). We present a method of sampling continuous frames, which arise from square-
integrable representations of affine-type groups, to create discrete frames for high-dimensional signals.
Our method relies on partitioning the ambient space by using a suitable “tiling system”. We provide
all relevant details for constructions in the case of Mn(R) oGLn(R), although the methods discussed
here are general and could be adapted to many other settings. Finally, we prove significantly improved
frame bounds over the previously known construction for the case of n = 2.
Keywords: Continuous Wavelet Transform, Square-Integrable Representation, Discrete Frame,
Quasiregular Representation, Tiling System
1. Introduction
An important and challenging problem in frame theory is to construct frames which allow suitable
representations for signals from various classes of interest. Frames generalize the notion of a basis
for a Hilbert space—that is, frames permit redundant encoding of signals while still yielding stable
reconstruction methods. Since they are explicitly constructed for specific classes of data at hand,
generalizing the known frame constructions to other datasets is a very difficult task. For instance,
the classical Fourier basis efficiently represents a harmonic signal in terms of its frequencies (global
property of the signal); however, it represents localized signals (i.e. functions with compact support)
quite inefficiently. A fruitful strategy for creating novel frames is to employ the theory of wavelets,
which emerged over three decades ago. Classical 1-dimensional wavelets may be formed in such a way
as to have rapid decay in both spatial and frequency domains, and thus may be used to construct
frames for the space of localized 1-dimensional signals. Unfortunately, the classical wavelet transform
is ineffective when dealing with 2-dimensional signals. In fact, this transform is isotropic and cannot
provide information about the geometry of nonisotropic signals in two dimensions. However, there
are instances of 2-dimensional wavelet-type transforms, such as curvelet transforms (introduced in
2000, see [1, 2, 3, 4, 5]) and shearlet transforms (introduced in 2006, see [6, 7, 8]), which have proven
extremely successful in the analysis and denoising of signals presenting anisotropic features.
As the dimension of the signal space grows, developing suitable and efficient frames becomes highly
nontrivial. The easiest method for handling multi-dimensional cases would be to simply use the tensor
product of 1-dimensional solutions. However, this approach does not capture many of the geometric
features of high-dimensional signals. The methods in this article are based on a representation theoretic
point of view, developed in [9], where a general framework for the construction of higher dimensional
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continuous wavelet transforms was investigated. Essentially, if a locally compact group H acts on Rn
in such a manner that H acts freely and transitively on an open subset O in R̂n, then an associated
continuous wavelet transform theory can be developed as described in Section 2. The 2-dimensional
continuous shearlet transform can be viewed in this manner (see [10] and [11]). Various methods,
such as careful geometric techniques, can then be used to discretize continuous wavelet transforms, or
continuous frames resulting from them, in order to produce discrete frames.
Discrete Frames. Discrete frames were initially introduced in 1952 by Duffin and Schaeffer [12], but it
was not until the mid 1980s into the early 1990s that their use became of increased interest due to the
work of Daubechies and her collaborators [13, 14]. Formally, a discrete frame for a separable Hilbert
space H is a set of vectors {φx}x∈X with X a countable index set such that for every vector f ∈ H,
A‖f‖2H ≤
∑
x∈X
|〈f, φx〉H|2 ≤ B‖f‖2H,
for some positive real numbers A and B. If these inequalities are satisfied, the vectors form a
stable, possibly redundant system which still allows for reconstruction from the frame coefficients
{〈f, φx〉}x∈X . Except for the special case of tight frames (when A = B), reconstruction requires itera-
tive schemes for which the convergence rate is highly sensitive to the frame condition number, defined
as the ratio BA ; consequently, one goal in designing frames for real applications is to minimize this
ratio. For a detailed introduction to frame theory, see [15].
Continuous Frames. A continuous frame for a separable Hilbert space H is a collection of vectors
{φx}x∈X with X a locally compact Hausdorff space equipped with a positive Radon measure µ satis-
fying
A‖f‖2H ≤
∫
X
|〈f, φx〉H|2 dµ(x) ≤ B‖f‖2H ∀f ∈ H,
for some positive real numbers A and B. Notice that when µ is the counting measure on a countable
space X, this agrees with the previous definition of a discrete frame.
The term continuous frame appears to be attributable to Ali, Antoine, and Gazeau in [16], although
the concept did not originate with them. Continuous frames for L2(Rn) were known to Caldero´n in
the 1960s (see [17])—as such, some authors refer to the following as the Caldero´n reproducing formula
(for example, [18]). Essentially, when {φx}x∈X is a continuous frame, there exist vectors {φ˜x}x∈X ,
called the dual frame, such that
f =
∫
X
〈f, φx〉φ˜x dµ(x), ∀f ∈ H
where the integral is interpreted in the weak sense. A thorough introduction for continuous reproducing
formulas can be found in section 2 of [19].
A wavelet frame is one in which the frame vectors are all formed from translations and dilations (or
translations and modulations in the case of Gabor frames) of a single mother or analyzing wavelet.
Generalized versions of continuous wavelet transforms and frames, defined in Section 2, have been
investigated extensively in the past couple of decades. In the present work, we restrict ourselves
to constructions on Hilbert spaces, but information on continuous frames in certain Banach spaces
can be found in [19]. For examples of wavelet transforms based on the theory of square-integrable
representations, see [6, 20, 21, 22, 23, 24], and for the general theory governing their construction and
behavior see [25, 26, 27, 28, 29, 30]. Continuous wavelet transforms arising from square-integrable
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representations and their discretizations have also been investigated in the study of quantum mechanics
as special cases of coherent states, see for example chapter 9 of [31] and references therein.
Discretization. In 2016, Freeman and Speegle proved that every bounded continuous frame may be
sampled to obtain a discrete frame [32]. Their proof, however, is not constructive in nature, and
does not result in an efficient algorithm for discretizing continuous frames in general. Building on
this work, Fu¨hr and Oussa, [33], found large classes of Lie groups G for which L2(G) admits discrete
frames of translates. In addition, several necessary and some sufficient conditions for existence of such
discrete frames are exhibited in [33]. Examples of previous approaches for discretizing continuous
wavelet transforms to construct discrete frames may be found in [34, 35].
In this paper, we restrict our attention to L2(Rn). In [36], the authors prove L2(Rn) does not admit
discrete frames of pure translates, in the sense that no collection
⋃r
k=1{gk(x−a)}a∈Γ can form a frame
for L2(Rn), which demonstrates the necessity of more complex methods, such as the one we explore
in the current work.
Contents. In the present article, we seek to improve the results of [37], where the theory of square-
integrable representations was combined with the geometry of the Euclidean space to construct discrete
frames for L2(R4). As in [37], we follow the general method developed in [9] to construct a tight
continuous frame using representation theory of the group Mn(R) o GLn(R). We then obtain a
discrete frame through careful geometric techniques for discretizing the reproducing formula. As a
result, we improve the construction in [37] significantly by reducing the frame condition number from
about 1782 to 54. More importantly, the previous construction was only provided for L2(R4) which
we generalize to L2(Rn2) for any n ∈ N. Note that square-integrable representations provide us with
the only reasonable framework to produce discrete frames, since the existence of a discrete frame in
this setting implies the square-integrability of the unitary representation generating the associated
continuous frame (see [38] for more details).
Finally, we compare our work with that of Heinlein and his collaborators in [39, 40]. The two
approaches rely on the same representation theoretic viewpoint. Indeed, we both discretize contin-
uous wavelet frames obtained from a square-integrable representation of the affine group; however,
we note three key differences. First, their strategy is to use integrated wavelets, which are averages
of a wavelet in the Fourier domain over any countable partition of the space (in our case Rn2) into
compact sets. With this method, they obtain tight frames, but this comes at the cost that the analysis
and reconstruction filters for n resolution scales require (n+ 1) Fourier transforms. Consequently, the
computational cost of this method on higher-dimensional data would be extremely high, whereas our
method only requires one Fourier inversion of the analyzing wavelet. Second, we obtain and work with
a much more structured decomposition than their general partition (which they call detail decomposi-
tion). Our approach starts with a “tile” which under the action of a discrete, countable set covers the
space. The structure of our tiling system reduces the amount of information needed for implementa-
tion, as one only needs to know the “mother tile” and the form of the discrete set acting on it. Thus,
the challenge here is to obtain such suitable tiling systems, which we overcome by carefully investi-
gating the geometry of the space. Last, integrated wavelets require a two-step discretization. That is,
they must discretize translations and dilations separately, and it is the intermediate discretization on
dilations alone which provides a tight frame. Our method performs the discretization simultaneously,
allowing for a one-step process.
Organization. This paper is organized as follows. In Section 2 we collate all necessary definitions,
notations, and background. In Section 3 we provide the general theory for constructing discrete
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frames from the continuous wavelet transform by means of tiling systems. In Section 4 we provide a
general construction for tiling of GLn(R) for any n ∈ N. In Section 5 we compute the frame bounds
for the tiling system and derive an upper bound on the frame condition number as a function of the
dimension n. We conclude the section by providing explicit details of the concrete construction for
the case when n = 2. In section 7 we end with a brief discussion of the future work.
2. Notations and Definitions
Let n ∈ N, and Mn(R) denote the set of n × n real matrices. Equipped with matrix addition and
the topology of Rn2 , the set Mn(R) can be viewed as a locally compact abelian group. Let GLn(R)
denote the subset of Mn(R) containing all n × n real matrices with nonzero determinant. It is well-
known that GLn(R) is an open subset of Mn(R), as the determinant is a continuous function (in fact
a polynomial) in the matrix entries. So, GLn(R) turns into a locally compact group, when equipped
with matrix multiplication and the induced topology of Rn2 . Elements of GLn(R) and Mn(R) can be
combined to form affine transformations as defined below.
Definition 2.1. For x ∈ Mn(R) and h ∈ GLn(R), let [x, h] denote the affine transformation of Mn(R)
given by
[x, h]y = hy + x for y ∈ Mn(R).
Let Mn(R) o GLn(R) = {[x, h] : x ∈ Mn(R), h ∈ GLn(R)} denote the collection of all affine trans-
formations defined above. Composition of transformations can be seen as the following product
operation.
(1) [x1, h1][x2, h2] = [x1 + h1x2, h1h2].
Then Gn := Mn(R)oGLn(R), together with product (1), forms a non-abelian locally compact group
when given the product topology. Let In denote the n× n identity matrix, and 0n denote the n× n
zero matrix. It is very easy to check that [0n, In] is the identity of Gn, and [x, h]
−1 = [−h−1x, h−1]
for [x, h] ∈ Gn.
Haar Integration. The most useful measure on Gn is its (unique, up to scaling) left-invariant measure,
called the left Haar measure, which we explicitly describe. In what follows, all the functions appearing
in the integration formulas are integrable and defined on the appropriate domains. First, we equip
Mn(R) with Lebesgue measure under the identification with Rn
2
, and let
∫
Mn(R)
f(x) dx denote the
Lebesgue integration. That is,
dx = dx11dx12 · · · dx1ndx21 · · · dxn1 · · · dxnn if x =
x11 x12 · · · x1n... ... . . . ...
xn1 xn2 · · · xnn
 .
For GLn(R), the left Haar integration is given by
∫
GLn(R)
g(h) dh, where
dh =
dh11dh12 · · · dh1ndh21 · · · dhn1 · · · dhnn
|det(h)|n if h =
h11 h12 · · · h1n... ... . . . ...
hn1 hn2 · · · hnn
 ,
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where h = [hij ]
n
i,j=1 is a generic element of GLn(R). It turns out that the left Haar measure on
GLn(R) is also right invariant, i.e. GLn(R) is unimodular. So, for any h′ ∈ GLn(R) and a compactly
supported function g,∫
GLn(R)
g(h′h) dh =
∫
GLn(R)
g(hh′) dh =
∫
GLn(R)
g(h−1) dh =
∫
GLn(R)
g(h) dh.
Now we can describe left Haar integration on Gn. For a compactly supported function f : Gn → C,
(2)
∫
Gn
f([x, h]) d[x, h] =
∫
GLn(R)
∫
Mn(R)
f([x, h])
dx dh
| det(h)|n .
It is a routine calculation to show that the integration defined in (2) is invariant under left translations.
This integration is not right invariant. However, we have the following formula for handling the
case of right translation.∫
Gn
f([x, h][y, k]) d[x, h] = | det(k)|n
∫
Gn
f([x, h]) d[x, h],
for every [y, k] ∈ Gn. See [41] or [42] for the properties of Haar measure and the Haar integral in
general.
Transferring to Fourier Domain. It turns out that the existence of a continuous wavelet transform
depends crucially on the geometric features of the underlying group, and in particular the geometry
of the action of GLn(R) on the Pontryagin dual of Mn(R). To make notation more clear, Mn(R) is
denoted by A, when it is identified with Rn2 as an abelian group. Let Â denote the dual (i.e. the
group of characters) of Mn(R) under this identification. For the purpose of Fourier analysis on Rn
2
,
identified with A, we choose the following way to pair A with Â. For b = [bij ]
n
i,j=1 ∈ A, define χb ∈ Â
by
(3) χb(x) = e
2piitr(bx), for x ∈ A.
We have, Â = {χb : b ∈ A}. Thus, Â can also be identified with Rn2 , and Haar integration on Â is
simply the Lebesgue integral, i.e.∫
Â
g(χ) dχ =
∫
Rn2
g(χb) db =
∫
R
· · ·
∫
R
g(χ(b11,··· ,bnn)) db11 · · · dbnn.
For f ∈ L1(A), the Fourier transform f̂ : Â → C is given by f̂(χ) = ∫A f(x)χ(x)dx, for all χ ∈ Â. If
f ∈ L1(A)∩L2(A), then f̂ ∈ L2(Â) and ‖f̂‖2 = ‖f‖2. So, the Fourier transform extends to a unitary
map P : L2(A)→ L2(Â), the Plancherel transform, such that Pf = f̂ , for all f ∈ L1(A) ∩ L2(A).
The group GLn(R) acts on A by matrix multiplication. This action determines an action of GLn(R)
on the dual space Â by h·χb = χbh−1 , for b ∈ A and h ∈ GLn(R). This action scales Lebesgue measure,
so that, for any integrable function ξ on Â,
(4)
∫
Â
ξ(χ) dχ = |det(h)|−n
∫
Â
ξ(h · χ) dχ.
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A Square-Integrable Irreducible Representation. We now give two equivalent forms of the quasi-regular
representation of Gn, which is the irreducible representation that has been used in [37] to construct
continuous wavelet transforms. Let H be a Hilbert space, and U(H) denote the group of unitary
operators on H. A continuous unitary representation of a locally compact group G on H is a group
homomorphism pi : G → U(H) which is WOT-continuous, i.e. for every vectors ξ and η in H, the
function
piξ,η : G→ C, g 7→ 〈pi(g)ξ, η〉
is continuous. Functions of the form piξ,η, for vectors ξ and η in H, are called the coefficient functions
of G associated with the representation pi. If σ1 and σ2 are two representations of G on H1 and
H2 respectively, we say σ1 is (unitarily) equivalent to σ2 if there exists a unitary transformation
U : H1 → H2 such that
Uσ1(x) = σ2(x)U, for all x ∈ G.
A representation pi is called irreducible if {0} and H are the only pi-invariant closed subspaces of H.
Let Ĝ denote the space of equivalence classes of irreducible representations of G. An introduction to
the representation theory of locally compact groups can be found in [42].
An irreducible representation pi : G → U(H) is called square-integrable if there exist nonzero
ξ, η ∈ H such that piξ,η ∈ L2(G), where L2(G) is the collection of all square-integrable complex-valued
functions on G. With ξ ∈ H \ {0} fixed, if there exists one nonzero η′ ∈ H with piξ,η′ ∈ L2(G), then
piξ,η ∈ L2(G) for any η ∈ H. Such a vector ξ is called admissible and the set of admissible vectors is
dense in H. For a comprehensive discussion of continuous wavelet transforms and their connection
with square-integrable representations, see [30].
The results in the following proposition are proved in [37], so we skip the proof.
Proposition 2.2. Let H1 = L2(A) and H2 = L2(Â). Then,
(i) ρ is a unitary representation, where
ρ : Gn → U(H1), ρ[x, h]g(y) = |det(h)|−n/2g(h−1(y − x)),
for all [x, h] ∈ Gn and y ∈ A.
(ii) pi is a unitary representation, where
pi : Gn → U(H2), pi[x, h]ξ(χ) = |det(h)|n/2 χ(x) ξ(h−1 · χ),
for all [x, h] ∈ Gn and χ ∈ Â.
(iii) The representations ρ and pi are equivalent square-integrable irreducible representations of Gn.
Namely, we have pi[x, h]P = Pρ[x, h], where P is the Plancherel transform.
Continuous Wavelet Transforms. We now use the square-integrable representations defined in the
previous section to construct a continuous wavelet transform. Recall that by A we denote Mn(R),
when it is identified with Rn2 as an abelian group. Let ρ be the square-integrable representation
defined earlier.
Definition 2.3. A function ψ ∈ L2(A) is called a wavelet if
(5)
∫
GLn(R)
∣∣∣ ψ̂(χh) ∣∣∣2 dh = 1.
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A continuous wavelet transform (CWT) associated with a wavelet ψ ∈ L2(A) is the linear transfor-
mation defined as
Vψ : L
2(Mn(R))→ L2(Gn), Vψf [x, h] = 〈f, ρ[x, h]ψ〉 ,
for f ∈ L2(A), [x, h] ∈ Gn.
It is known that a continuous wavelet transform Vψ is an isometry of L
2(Mn(R)) into L2(Gn), that
is
〈f, g〉 =
∫
Gn
〈f, ρ[x, h]ψ〉 〈ρ[x, h]ψ, g〉 d[x, h],
for any f, g ∈ L2(Mn(R)). This formula can be written in the following weak integral form:
(6) f =
∫
Gn
〈f, ρ[x, h]ψ〉 ρ[x, h]ψ d[x, h],
for any f ∈ L2(A). For notational convenience, we denote ρ[x, h]ψ by ψx,h. See [30], for a detailed
discussion about general CWTs, and [37] for the details of the above mentioned wavelet transform.
3. Constructing Frames using CWTs
In this section, we present a summary of the results from [9], explaining how CWTs may be used
to construct discrete frames. The objective here is to construct frames of the form {ρ[x, h]ψ}[x,h]∈P ,
where P is a discrete subset of Gn, and ρ and ψ are as in Definition 2.3. The frame constructions in
[9] heavily rely on the concept of a “tiling system” which we define here.
In [37], the first author and collaborators use the approach of [9] to construct a discrete frame for
L2(R4). More precisely, they obtain a suitable tiling system for GL2(R), which they use to discretize
the continuous wavelet transform on R4. In this section, we extend their frame construction to general
n, obtaining discrete frames for L2(Rn2). In addition, we obtain a much tighter gap between the frame
bounds.
For what follows, we restrict ourselves to the groups which are being studied in this paper; although
our methods can be carried out in more general settings.
Definition 3.1. Let P be a countable subset of GLn(R), and F be an open relatively compact subset
of GLn(R). The pair (F, P ) is called a tiling system for GLn(R) if the following two conditions are
satisfied:
(i) λGLn(F · p
⋂
F · q) = 0 for every distinct pair p, q ∈ P ,
(ii) λGLn
(
GLn(R) \
⋃
p∈P F · p
)
= 0,
where λGLn denotes the left Haar measure of GLn(R), and F denotes the closure of F in GLn(R). Note
that conditions (i) and (ii) remain unchanged if one replaces λGLn with λMn , the left Haar measure
on Rn2 .
Remark 3.2. In the above definition, we think of a subset S of A = Mn(R) as a subset S˜ of Â in the
following natural manner: S˜ = {χb : b ∈ S}. With this identification in mind, we have F˜ · p = p−1 · F˜ .
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Remark 3.3. Recall that we identify elements of Mn(R) with vectors in Rn
2
. We do so via the map
Φ given by
(7)
 x11 . . . x1n... . . . ...
xn1 . . . xnn
 Φ7−−→ (x11, . . . , x1n, . . . , xn1, . . . , xnn) .
The n × n matrix structure is only used when multiplication is involved. This identification allows
us to transfer the notion of tiling to Rn2 . Let (F, P ) be a tiling system for GLn(R). For each p ∈ P ,
let L2(Φ(F · p)) denote the closed subspace of L2(Rn2) consisting of functions that are zero almost
everywhere on Rn2 \ Φ(F · p). Noting that GLn(R) is a co-null subset of Mn(R) (and thus Rn2), we
have that
L2
(
Rn
2
)
=
⊕
p∈P
L2(Φ(F · p)).
With this in mind, we can think of (F, P ) as a tiling system for Mn(R), or equivalently for Rn
2
, as
well.
We now give a brief review of the method introduced in [9] for constructing a frame from a tiling
system. We first introduce some notations, which will be useful for the next theorem.
Notation 3.4. Let (F, P ) be a tiling system, and R be a hypercube in Mn(R) whose interior contains
F , i.e. R is defined by real numbers aij < bij , 1 ≤ i, j ≤ n as follows.
R = {[xij ] ∈ Mn(R) : aij ≤ xij ≤ bij for i, j = 1, . . . , n} .
Let |R| = ∏ni,j=1(bij − aij) be the volume of the cube, and J = {[ mijbji−aji ]ij ∈ Mn(R) : mij ∈ Z
}
.
Every γ ∈ J defines a character on the hypercube R ⊆ Mn(R) as follows.
eγ(y) =
1√|R|1R(y) exp (2pii tr(γy)) , for y ∈ R,
where 1R is the characteristic function of R. Then {eγ : γ ∈ J} is an orthonormal basis for L2(R).
We now prove a slightly different version of Theorem 3 of [9]. Even though our proof is similar to
theirs, we manage to obtain a much tighter frame condition number due to our new definition for the
constant M . In the following section, we will show that the conditions in our theorem can be met for
Gn = Mn(R)oGLn(R) for any n ∈ N.
Notation 3.5. Let (F, P ) be a tiling system for GLn(R), and R be a hypercube containing F . Let
Fo be an open set satisfying F ⊆ Fo ⊆ R. For p ∈ P , define IFo(p) :=
{
k ∈ P : F · p ∩ Fo · k 6= ∅
}
.
Let M := supp∈P |IFo(p)|. Observe that M is finite according to Lemma 4 of [9].
Theorem 3.6. Let (F, P ) be a tiling system for GLn(R), with R and Fo as in Notation 3.5. Let
g ∈ L2(Mn(R)) be such that 1F ≤ ĝ ≤ 1Fo. Then {ρ[λ, p]−1g : (λ, p) ∈ J × P} is a discrete frame
in L2(Mn(R)), where J is defined in Notation 3.4. Moreover, the lower and upper frame bounds are
given by
|R| ‖f‖22 ≤
∑
k∈P
∑
γ∈J
∣∣〈f, ρ[γ, k]−1g〉L2(Mn(R))∣∣2 ≤M |R| ‖f‖22,
with M as in Notation 3.5.
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Proof. For an arbitrary f ∈ L2(Mn(R)), we have∑
k∈P
∑
γ∈J
∣∣〈f, ρ[γ, k]−1g〉L2(Mn(R))∣∣2 = |R| ∫
Mn(R)
|f̂(χb)|2
(∑
k∈P
|ĝ(χbk−1)|2
)
db,
where the details follow as in [9], and so we omit them here. Note that for almost every b ∈ Mn(R),
there exists an element k ∈ P for which b ∈ F · k. This, together with the fact that ĝ ≥ 1F , implies
that
∑
k∈P |ĝ(χbk−1)|2 ≥ 1 for almost every b ∈ Mn(R). Thus, |R| is a lower bound for the frame. To
obtain the upper bound, we note that ĝ ≤ 1. Moreover, for almost every b ∈ Mn(R), there are at
most M values of k ∈ P for which |ĝ(χbk−1)| > 0, as ĝ ≤ 1Fo . This finishes the proof. 
4. Tiling System for GLn(R)
In this section, we generalize the construction of a tiling system for GL2(R) given in [37] to a
tiling system for GLn(R). We then show this construction meets the conditions of Theorem 3.6. We
compute the corresponding frame bounds in Section 5.
The definition of our tiling system in this section and the computations thereafter are inspired
by the Iwasawa decomposition for GLn(R). For matrices, this decomposition is equivalent to the
well-known Gram decomposition of a matrix; with the upper triangular part further decomposed into
a diagonal matrix with positive entries and a unit upper triangular matrix. Finally, we factor out
the determinant to use as a parameter in our tiling system. While this realization works for matrix
groups, the Iwasawa decomposition is much more general, and could be applied to other semisimple
Lie groups. This decomposition can be viewed as a change of variables when computing the Haar
measure, for which we provide the relevant formulas here as well.
Theorem 4.1 ([43, Proposition 2.3]). Each a ∈ GLn(R) can be uniquely decomposed as a = skwy.
Here, k ∈ On, s ∈ R+, w ∈ Dn, and y ∈ Tn; where On is the orthogonal group in dimension n, Dn is
the group of diagonal matrices with positive diagonal entries and determinant 1, and Tn is the group
of unit upper triangular matrices. That is
GLn(R) =
sk

w1
. . .
wn−1 ∏n−1
i=1 w
−1
i


1 y1,2 · · · y1,n
. . .
. . .
...
1 yn−1,n
1

∣∣∣∣∣∣∣∣∣
s, wi ∈ R+
yi,j ∈ R
k ∈ On
 .
This is known as Iwasawa decomposition. Moreover, the Haar measure of E ⊆ GLn(R) can be com-
puted in terms of the Euclidean coordinates in this decomposition as
λGLn(R)(E) =
∫
R+×On×Dn×Tn
1E(skwy)s
−1
n−1∏
i=1
w
2(n−i)−1
i dk ds
n−1∏
i=1
dwi
∏
i<j
dyi,j ,
where dk is the normalized Haar measure on On, and ds, dwi, dyi,j are Lebesgue measure on R.
Proof. We include a short proof to be self-contained, even though proofs for similar decompositions
can be found in Lie theory literature.
In this proof, we denote the Haar measure of a group G by µG. First note that det : GLn(R)→ R∗
is a group homomorphism, where R∗ is the multiplicative group of nonzero real numbers. Clearly,
H := det−1({1,−1}) is a closed normal subgroup of GLn(R), and R+ is isomorphic with GLn(R)/H.
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So by Theorem 2.51 of [42], the Haar measure of GLn(R) can be decomposed as dµGLn(sx) =
dµR+(s) dµH(x). Next, consider the Iwasawa decomposition SLn(R) = SOnDnTn, and note that
by taking inverse and allowing matrices with determinant of -1, we can write H = TnDnOn. Since
On and H are unimodular groups, we can apply Theorem 2.51 of [42] again, to get the decomposition
dµH(ywk) = dµOn(k) dµTnDn(yw).
Finally, we need to compute dµTnDn . To do so, note that (yw)(y
′w′) = (y(wy′w−1)) (ww′). Since
Dn normalizes Tn (i.e. w
−1yw ∈ Tn, whenever w ∈ Dn and y ∈ Tn), we can view TnDn as a
semidirect product Tn o Dn, with w ∈ Dn acting on y ∈ Tn by w · y = wyw−1. Therefore, by
standard results in semidirect products of groups (e.g. see Section 1.2 of [44]), we have dµTnDn(yw) =
δ(w)−1dµTn(y) dµDn(w), where δ : Dn → R+ satisfies∫
Tn
f(y)dµTn(y) = δ(w)
∫
Tn
f(wyw−1)dy, for every f ∈ Cc(Tn) and w ∈ Dn.
One can easily see that dµDn(w) =
∏n−1
i=1
dwi
wi
and dµTn(y) =
∏
i<j dyi,j , with matrices w and y as
represented in the statement of the theorem. Given that wyw−1 = [y′i,j ] ∈ Tn with y′i,j = wiyijwj , we
have δ(w) =
∏
1≤i<j≤n
wj
wi
. We can compute δ by a simple counting argument, and using the fact that
wn = (w1 · · ·wn−1)−1, as follows.
δ(w) =
∏
1≤i<j≤n
wj
wi
=
∏
1≤i≤nw
i−1
i∏
1≤i≤nw
n−i
i
=
∏
1≤i≤n
w2i−n−1i =
∏
1≤i≤n−1
w2i−2ni .
Putting all these together, we obtain the Haar measure of GLn(R), when the decomposition
GLn(R) = R+TnDnOn is used:
λGLn(R)(E) =
∫
R+×Tn×Dn×On
1E(sywk)
n−1∏
i=1
w2i−2ni dk
ds
s
n−1∏
i=1
dwi
wi
∏
i<j
dyi,j .
Finally, applying inverse map to the above formula and using unimodularity of GLn(R), we get
λGLn(R)(E) =
∫
R+×On×Dn×Tn
1E(s
−1k−1w−1y−1)
n−1∏
i=1
w2i−2ni dk
ds
s
n−1∏
i=1
dwi
wi
∏
i<j
dyi,j
=
∫
R+×On×Dn×Tn
1E(skwy)
n−1∏
i=1
w−2i+2ni dk
−1 ds−1
s−1
n−1∏
i=1
dw−1i
w−1i
∏
i<j
d(−yi,j)
=
∫
R+×On×Dn×Tn
1E(skwy)
n−1∏
i=1
w−2i+2ni dk
ds
s
n−1∏
i=1
dwi
wi
∏
i<j
dyi,j .

We now extend the tiling system originally constructed in [37] for GL2(R) to GLn(R).
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Let F be the set
F =

sk

w1 w1y1,2 w1y1,3 · · · w1y1,n−1 w1y1,n
w2 w2y2,3 · · · w2y2,n−1 w2y2,n
w3 · · · w3y3,n−1 w3y3,n
. . .
...
wn−1 wn−1yn−1,n∏n−1
i=1 w
−1
i

∣∣∣∣∣∣∣∣∣∣∣∣∣
s, wi ∈ [1, 2)
yi,j ∈ [0, 1) k ∈ On

and let P be the discrete set
P =

2λ

2κ1 2κ2µ1,2 2
κ3µ1,3 · · · 2κn−1µ1,n−1 2κnµ1,n
2κ2 2κ3µ2,3 · · · 2κn−1µ2,n−1 2κnµ2,n
2κ3 · · · 2κn−1µ3,n−1 2κnµ3,n
. . .
...
2κn−1 2κnµn−1,n
2κn

∣∣∣∣∣∣∣∣∣∣∣∣∣
λ, κi, µi,j ∈ Z

where κn = −
∑n−1
i=1 κi.
Proposition 4.2. For F and P as above, the following two properties hold:
(1) F · p ∩ F · q = ∅ for every p 6= q in P .
(2)
⋃
p∈P F · p = GLn(R).
Proof. Again, for simplicity of notation, let wn =
∏n−1
i=1 w
−1
i . Now, to establish the claim, we show
that for each a ∈ GLn(R), the equation
(8) a = sk

w1 · · · w1y1,n−1 w1y1,n
. . .
...
wn−1 wn−1yn−1,n
wn
 2λ

2κ1 · · · 2κn−1µ1,n−1 2κnµ1,n
. . .
...
2κn−1 2κnµn−1,n
2κn

has a unique solution subject to the constraints λ, κi, µi,j ∈ Z, s, wi ∈ [1, 2), yi,j ∈ [0, 1).
First note that by uniqueness of Iwasawa decomposition, the element k ∈ On in the above equation
is unique. Moreover, from (8) we have |det(a)| = (s2λ)n, and it is easy to see that there are unique
s ∈ [1, 2) and λ ∈ Z which satisfy this equation. Indeed, this is a consequence of the fact that ([1, 2),Z)
is a tiling system for (0,∞).
Let a′ = 1| det(a)|1/nk
−1a. (Note that at this point k is uniquely determined.) Clearly, a′ is upper
triangular with determinant 1, and we are left to show that
(9) a′ =

w1 · · · w1y1,n−1 w1y1,n
. . .
...
wn−1 wn−1yn−1,n
wn


2κ1 · · · 2κn−1µ1,n−1 2κnµ1,n
. . .
...
2κn−1 2κnµn−1,n
2κn

has a unique solution given the constraints wi ∈ [1, 2), yi,j ∈ [0, 1), κi, µi,j ∈ Z. To do so, we denote
the product of the two matrices on the right hand side of (9) as z = [zi,j ], and we observe that these
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entries have the form
zi,j =

0, for j − i < 0,
wi2
κi , for j − i = 0,
wi2
κj (yi,j + µi,j), for j − i = 1,
wi2
κj (yi,j + µi,j +
∑j−1
k=i+1 yi,kµk,j) for j − i > 1
We now proceed by an induction-like argument on the diagonals, starting from the main diagonal.
Namely, note that a′i,i = 2
κiwi, with constraints wi ∈ [1, 2) and κi ∈ Z, has a unique solution for
each 1 ≤ i ≤ n. Moving to the super-diagonal, we likewise solve these equations to find that when
j − i = 1, we have
µi,j =
⌊
2−κja′i,j
wi
⌋
, and yi,j =
2−κja′i,j
wi
−
⌊
2−κja′i,j
wi
⌋
.
Finally, the remaining entries when j − i > 1 can be computed similarly, as follows.
µi,j =
⌊
2−κja′i,j
wi
−
j−1∑
k=i+1
yi,kµk,j
⌋
, and
yi,j =
2−κja′i,j
wi
−
j−1∑
k=i+1
yi,kµk,j −
⌊
2−κja′i,j
wi
−
j−1∑
k=i+1
yi,kµk,j
⌋
where all values on the right hand sides are known from previous diagonals. This establishes the
proposition. 
Note that this proves that the pair (P, F ) forms a frame generator in the sense of [9], and the pair
(F, P ) satisfies the slightly different definition of a tiling system given in [37]. We now show that
(F, P ) also fulfills the new conditions for a tiling system given in Definition 3.1.
Corollary 4.3. For F and P as given in the previous proposition, we have
(i) λGLn(F · p ∩ F · q) = 0 for every distinct pair p, q ∈ P ,
(ii) λGLn(GLn(R) \
⋃{F · p : p ∈ P}) = 0.
Proof. Property (ii) is immediate, as GLn(R) =
⋃{F · p : p ∈ P} ⊆ ⋃{F · p : p ∈ P} ⊆ GLn(R).
For the first property, note that by Proposition 4.2, F · p ∩ F · q = ∅ if p 6= q ∈ P . So,
λGLn(R)(F · p ∩ F · q) = λGLn(R)((F \ F ) · p ∩ F · q) ∪ (F \ F ) · q ∩ F · p))
≤ λGLn(R)((F \ F ) · p) + λGLn(R)((F \ F ) · q)
= λGLn(R)(F \ F ) + λGLn(R)(F \ F )
= 0,
where the second to last equality follows as GLn(R) is unimodular, and the last equality can easily
be computed directly by Theorem 4.1. 
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An Open Set Fo ⊃ F . Fix  > 0. Let Fo be the set
Fo =

sk

w1 w1y1,2 w1y1,3 · · · w1y1,n−1 w1y1,n
w2 w2y2,3 · · · w2y2,n−1 w2y2,n
w3 · · · w3y3,n−1 w3y3,n
. . .
...
wn−1 wn−1yn−1,n∏n−1
i=1 w
−1
i

∣∣∣∣∣∣∣∣∣∣∣∣∣
s, wi ∈ (1− , 2 + ),
yi,j ∈ (−, 1 + ),
k ∈ On

.
Claim 4.4. Fo is an open set in GLn(R) such that F ⊆ Fo.
Proof. The inclusion F ⊆ Fo is clear. To prove that Fo is open in GLn(R), note that the multiplication
map
SOn ×Dn × Tn → SLn(R)
is a diffeomorphism (see Proposition 1.6.2 of [45]). So, R+ × On × Dn × Tn → GLn(R) is a homeo-
morphism, and maps any open set to an open subset of GLn(R). 
Summarizing the results from this section, we have constructed a tiling system (F, P ) and deter-
mined how to compute the measure of a set E through the coordinates of the Iwasawa decomposition,
which we used to motivate the tiling. We now use these results to compute frame bounds for the
discretization of the continuous wavelet transform.
5. Computation of Frame Bounds
In this section, we find bounds for the value M (as defined for Theorem 3.6) associated with the
sets P, F, and Fo. Recall that M is just the least uniform upper bound for the number of q ∈ P such
that for a fixed p ∈ P , F · p and Fo · q have nontrivial intersection. Once we have done this for general
n, we provide a concrete example with all details when n = 2.
Notation 5.1. From this point forward, we use diag(w1, . . . , wn) to denote an n×n diagonal matrix
with diagonal entries w1, . . . , wn.
Proposition 5.2. For F , P , and Fo as defined before, M as in Notation 3.5, and 0 <  ≤ 12 , we have
M = sup
p∈P
|{k ∈ P : F · p ∩ Fo · k 6= ∅}| ≤ 3n6
n(n−1)
2 .
Proof. If F · p∩ Fo · p′ 6= ∅ for some p 6= p′ ∈ P , then there exist a ∈ F and a′ ∈ Fo for which we have
ap = a′p′, or equivalently
(10) a = a′p′p−1.
Using Theorem 4.1, we write the Iwasawa decompositions a = skwy and a′ = s′k′w′y′, where w and
w′ are diagonal matrices diag(w1, . . . , wn−1, (w1 · · ·wn−1)−1) and diag(w′1, . . . , w′n−1, (w′1 · · ·w′n−1)−1),
and y = [yi,j ] and y
′ = [y′i,j ] are unit upper triangular matrices. Suppose p, p
′ are written in the
format of P using λ, κi, µi,j and λ
′, κ′i, µ
′
i,j respectively. By the uniqueness of Iwasawa decomposition
and equality of the determinants of both sides of the above equation, we get:
k = k′,(C1)
s = s′2λ
′−λ.(C2)
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From Equation (10), we get
(11) wy = w′y′ [µ′i,j ] diag(2
κ′1−κ1 , . . . , 2κ
′
n−κn) [µi,j ]−1,
which simplifies to
wy = w′ diag(2κ
′
1−κ1 , . . . , 2κ
′
n−κn)︸ ︷︷ ︸
∈Dn
diag(2−κ
′
1+κ1 , . . . , 2−κ
′
n+κn) y′ [µ′i,j ] diag(2
κ′1−κ1 , . . . , 2κ
′
n−κn) [µi,j ]−1︸ ︷︷ ︸
∈Tn
,
where y, y′, [µi,j ], [µ′i,j ] ∈ Tn are unit upper triangular matrices , and
∑n
i=1 κi =
∑n
i=1 κ
′
i = 0 (as in
the definition of P ). Note that in the above equation, we used the fact that Dn normalizes Tn. By
uniqueness of Iwasawa decomposition, we have
w = w′ diag(2κ
′
1−κ1 , . . . , 2κ
′
n−κn),
and
[yi,j ] = diag(2
−κ′1+κ1 , . . . , 2−κ
′
n+κn) [y′i,j ] [µ
′
i,j ] diag(2
κ′1−κ1 , . . . , 2κ
′
n−κn) [µi,j ]−1.
Thus we obtain the conditions
w′i2
κ′i−κi = wi ∀i(C3)
2(κ
′
j−κj)−(κ′i−κi)
j∑
k=i
y′i,kµ
′
k,j =
j∑
k=i
yi,kµk,j for j ≥ i(C4)
by comparing each product entry-wise.
Given a fixed p ∈ P represented by λ, κi, µi,j , we count the number of p′ ∈ P with parameters
λ′, κ′i, µ
′
i,j for which Equation (11) can be satisfied for some choice of a ∈ F and a′ ∈ Fo. Using
condition (C1), we see that
s′2λ
′−λ = s ∈ [1, 2].
As s′ ∈ (1 − , 2 + ), we deduce that λ′ − λ ∈ {−1, 0, 1} if  ≤ 12 . This also shows that λ′ − λ = −1
implies s′ ∈ [2, 2+), λ′−λ = 0 implies s′ ∈ [1, 2], and finally that λ′−λ = 1 implies that s′ ∈ (1−, 1].
Similarly, we deduce from (C3) that κ′i − κi ∈ {−1, 0, 1} holds when  ≤ 12 . This constrains w′i to be
in [2, 2 + ), [1, 2] or (1− , 1] respectively. Also, note that for a given choice of κ′i ∈ {κi−1, κi, κi+ 1},
we have a uniquely determined w′i given by w
′
i =
wi
2κ
′
i
−κi
.
From this point forward, we assume that λ′ and κ′1, . . . , κ′n−1 have been chosen according to the
above constraints, and the parameters s′, w′i and κ
′
n have been determined accordingly; recall that
κ′n = −
∑n−1
i=1 κ
′
i. Let pi,j = (κ
′
j − κj) − (κ′i − κi). As κ′j − κj , κ′i − κi ∈ {−1, 0, 1}, it follows that
pi,j ∈ {−2,−1, 0, 1, 2}. To count possible solutions for equations, we will make repeated use of the
following claim.
Claim 5.3. Let  ≤ 12 be fixed. Then for any interval [α, α+ 4] ⊂ R, there are at most six β ∈ Z such
that [α, α+ 4] ∩ (β − , β + 1 + ) 6= ∅.
Proof of claim. Let m = min{β ∈ Z : [α, α+4]∩(β−, β+1+) 6= ∅}. Clearly m exists and is finite, as
both intervals are bounded and Z is discrete. Now, consider m+k for k ≥ 6. If (m+k−,m+k+1+)
intersects [α, α+4], then we have (m− ,m+1+ ) intersects [α−k, α−k+4]. On the other hand, by
definition of m, we know that (m− ,m+ 1 + ) intersects [α, α+ 4] as well. This is a contradiction,
because (m− ,m+ 1 + ) has length at most 2, which is not larger than the gap between the above
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two closed intervals. Therefore, there are at most 6 possible choices for β ∈ Z for which we may have
[α, α+ 4] ∩ (β − , β + 1 + ) 6= ∅. 
We now proceed by an inductive argument, examining diagonals of the matrices on the two sides
of Equation (C4), starting from the super-diagonal. For j = i+ 1, condition (C4) becomes
y′i,i+1 + µ
′
i,i+1 = 2
−pi,i+1(µi,i+1 + yi,i+1),
with the constraints y′i,i+1 ∈ (−, 1 + ), yi,i+1 ∈ [0, 1] and µ′i,i+1 ∈ Z. Note that 2−pi,i+1µi,i+1 is fixed
at this point, and clearly 2−pi,i+1yi,i+1 ∈ [0, 4]. So by Claim 5.3, there are at most six possible choices
for µ′i,i+1. This settles the discussion for the superdiagonal.
Next, by induction hypothesis, assume that for every µ′i,j with j−i < k, there are at most six possible
choices that satisfy Equation (C4). Also assume that yi,j , y
′
i,j and µ
′
i,j have been fixed whenever
j − i < k (i.e. for the first k − 1 diagonals). For j = i+ k, condition (C4) becomes
(12) y′i,i+k + µ
′
i,i+k = 2
−pi,i+kyi,i+k +
(
2−pi,i+k
k+i−1∑
t=i
yi,tµt,i+k −
k+i−1∑
t=i+1
y′i,tµ
′
t,i+k
)
︸ ︷︷ ︸
α
,
where µ′i,i+k ∈ Z, y′i,i+k ∈ (−, 1 + ) and yi,i+k ∈ [0, 1]. Note that the expression α in the above
equation is fixed, as it only involves values which have already been chosen. So, by Claim 5.3, there
are at most six possible choices for µ′i,i+k. This proves that for every µ
′
i,j in Equation (C4), there are
only six possible values that may satisfy the equation.
In the following table, we summarize what we have found so far. Note that not every possible
solution is necessarily an actual solution; however, any solution for (C4) is counted below.
parameter number of possible choices possible solutions in terms of p
λ′ 3 λ− 1, λ, λ+ 1
κ′i, 1 ≤ i < n 3 κi − 1, κi, κi + 1
κ′n 1 −
∑n−1
i=1 κ
′
i
µ′i,j , i < j 6 solutions to Equation (12) satisfying the given constraints
Table 1. Maximum number of possible choices for each parameter in p′.
Combing these results, we conclude that for a fixed p ∈ P , there are at most 3n6n(n−1)2 possible
choices for p′ ∈ P such that F · p ∩ Fo · p′ 6= ∅. 
Remark 5.4. When n = 2, the above proposition gives M ≤ 54. This case was also previously studied
in [37]. Proposition 5.2, together with Theorem 3.6, shows that using our methods one can construct
frames with significantly better frame condition numbers than the construction in [37]. Indeed, the
ratio of the frame bounds in our construction is C2C1 ≤ 54, whereas the frame condition number for
the construction in [37] was C2C1 ∼ 1782. (In fact, it is only mentioned in [37] that M <∞. However,
looking into their arguments closely, one can obtain the bound M ∼ 1782. Also, note that there is a
typo in the definition of M in [37]; the correct formula should be M = supp∈P |{p′ ∈ P : p ·D∩p′ ·D 6=
∅}|.) As the rate of convergence in frame calculations when approximating signals is highly sensitive
to the frame condition number (i.e. the ratio of the frame bounds), our methods result in much more
practical and efficient frames than those of [37] for the case of n = 2.
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Figure 1. Multiscale tiling based on (F, P ). The base tile is lighter. Several shifted
tiles are shown in darker gray.
6. Concrete Frame Construction for n = 2
So far, we have established that the proposed sets F, Fo, and P satisfy the conditions of Theorem
3.6, and have calculated M as well. In this section, we use these sets and follow the construction in
Theorem 3.6, to give an explicit example of a discrete frame for L2(M2(R)). A similar approach can
be taken for higher dimensions, but we focus our attention on n = 2 for now.
The Iwasawa decomposition for GL2(R) can be stated as follows: Let O2 denote the group of
orthogonal 2 × 2 matrices, D2 denote the diagonal 2 × 2 matrices with positive diagonal entries and
determinant 1, and T2 denote the 2× 2 unit upper triangular matrices. Every element of GL2(R) can
be uniquely decomposed as an ordered product of elements in O2, D2, and T2. That is, GL2(R) =
O2D2T2. Note that O2 is compact, and T2 and D2 are both abelian subgroups of GL2(R).
Tiling System. Let P =
{
2λ
(
2κ 2−κµ
0 2−κ
)
: λ, κ, µ ∈ Z
}
,
F =
{( ± cos θ ∓ sin θ
sin θ cos θ
)(
sw swy
0 sw−1
)
: θ ∈ [0, 2pi), s, w ∈ [1, 2), y ∈ [0, 1)
}
.
Then (F, P ) forms a tiling system in the sense of Definition 3.1 for GL2(R). After projecting on the
(s, w, y)-space, this tile and some of its translates under the action of P are shown in Figure 1. Note
that by Proposition 5.2, we have M ≤ 54.
DISCRETE FRAMES FOR L2(Rn2 ) ARISING FROM TILING SYSTEMS ON GLn(R) 17
As before, we take 0 <  ≤ 12 , and define Fo to be
Fo =

(± cos θ ∓ sin θ
sin θ cos θ
)(
sw swy
0 sw−1
) ∣∣∣∣∣∣∣
θ ∈ [0, 2pi)
s, w ∈ (1− , 2 + )
y ∈ (−, 1 + )
 .
Reconstruction Formula. Now, we recall the explicit formulation of the reconstruction formula (6)
for n = 2. The wavelet condition (Equation (13)) and reconstruction formula (Equation (14)) were
obtained in Theorem 2.1 of [37].
Let ψ ∈ L2(R4). If
(13)
∫
R4
∣∣∣ψ̂(h1, h2, h3, h4)∣∣∣2 dh1dh2dh3dh4|h1h4 − h2h3|2 = 1,
then ψ is a wavelet. For x, y ∈ M2(R) and h ∈ GL2(R), define
ψx,h(y) =
1
|h1h4 − h2h3|
ψ
(h4(y1 − x1)− h2(y3 − x3), h4(y2 − x2)− h2(y4 − x4), h1(y3 − x3)− h3(y1 − x1), h1(y4 − x4)− h3(y2 − x2)
h1h4 − h2h3
)
.
Then, for any f ∈ L2(R4), we have
(14) f =
∫
R4
∫
R4
〈f, ψx,h〉ψx,h dx1 · · · dx4 dh1 · · · dh4|h1h4 − h2h3|4 ,
weakly in L2(R4). Conversely, if (14) holds for every f ∈ L2(R4), then ψ is a wavelet.
Next, we discretize this reconstruction formula to make it computationally feasible.
The Discrete Frame. To discretize the above continuous frame, we find a 4-dimensional cube R con-
taining Fo. Suppose
R = {(x1, x2, x3, x4) : xi ∈ [ai, bi] for i ∈ {1, 2, 3, 4}} ,
where ai < bi, for 1 ≤ i ≤ 4, are fixed real numbers. We need to determine appropriate values for ai
and bi so that Fo ⊆ R. Consider an arbitrary element of Fo together with its Iwasawa decomposition,
say (
x1 x2
x3 x4
)
=
( ± cos θ ∓ sin θ
sin θ cos θ
)(
sw swy
0 sw
)
,
where s, w ∈ (1− , 2 + ) and y ∈ (−, 1 + ). Comparing the two sides of the above matrix equation,
we get
|x1|, |x3| ≤ |sw| ≤ (2 + )2 < 7,
|x2|, |x4| <
√
|swy|2 + | s
w
|2 ≤ (2 + )(1 + )
√
w2 +
1
w2
≤ (2.5)(1.5)
√
6.5 < 10,
where we used the fact that  ≤ 12 . Thus, we can set a1 = a3 = −7, b1 = b3 = 7, a2 = a4 = −10, and
b2 = b4 = 10.
Let L2(R) be the closed subspace of L2(R4) consisting of all the elements supported on R. We can
construct an orthonormal basis of L2(R) indexed by the set J defined as
J =
{
λ =
(
λ1 λ3
λ2 λ4
) ∣∣∣∣ λ1, λ3 ∈ 114Z, λ2, λ4 ∈ 120Z
}
.
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Then for all g ∈ L2(M2(R)) which satisfy 1F ≤ ĝ ≤ 1Fo , we have
{ρ[λ, p]−1g : (λ, p) ∈ J × P}
is a discrete frame with frame bounds C1 = |R|, C2 = |R|M . That is
|R| ‖f‖2 ≤
∑
k∈P
∑
γ∈J
∣∣〈f, ρ[γ, k]−1g〉L2(M2(R))∣∣2 ≤ |R|M ‖f‖2
for all f ∈ L2(M2(R)). If necessary or useful, it is easy to explicitly compute ρ[λ, p]−1g, with a formula
similar to ψx,h = ρ[x, h]ψ (which was explicitly computed previously).
Remark 6.1. Note that |R| in the above construction is 142 × 202, which is by far smaller than the
similar parameter from [37], which was 1764.
7. Future Directions
In future work, we will construct similar frames for the Hilbert space of Sobolev functions Hk(Rn2).
We expect that the regularity conditions will provide additional control over the frame bounds. This
should result in a much smaller frame ratio, which we expect to be dependent on ; as opposed to the
current construction for which the frame bounds are independent of parameter . In particular, we
expect to see direct relations between how small the frame ratio is and how much regularity can be
assumed on the signals of interest.
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