The first step of the coding technique proposed in the MPEG standard is motion compensation. It reduces the residual error energy using a fraction of the total bit rate to transmit motion information. Motion compensation is performed using a block matching approach though the algorithm to compute motion vectors is not given in the MPEG standard. Usually, an exhaustive search around the macroblock position is used. This solution (proposed in the test model) gives the lowest error but has the highest complexity. In this work we propose an algorithm that reduces the complexity of the block matching procedure while achieving comparable performance with the exhaustive search. The proposed solution is particularly attractive for the spatially scalable version of the coder when both a full resolution and a spatially downsampled sequence are transmitted. The algorithm uses a multiresolution motion compensation scheme. Exhaustive search block matching is performed in the downsampled sequence and the vector field computed is used as an estimate of the motion vectors for the full resolution sequence. Thus, only a refinement needs to be computed. This allows a consistent reduction of the computation time with respect to exhaustive search at the full resolution level, while the residual error energy increases only slightly.
INTRODUCTION
The coding technique used in the MPEG standard' consists essentially of two steps. The first is motion compensation, with the purpose of reducing temporal redundancy, while the second step is the actual coding of the residual error image, i.e., of the difference between the original frame and its motion compensated prediction. Motion compensation should reduce the residual error energy, and use a fraction of the total bit rate to transmit motion information. Of course, there is a trade-off between the coding advantage that results from a small difference image energy and the necessity to reduce the rate to transmit motion information.
The choice made for motion compensation in the MPEG standard is block matching, though the algorithm to compute motion vectors is not explicitly given. A solution, proposed in the test models, is an exhaustive search around the macroblock position. Such solution obviously gives the lowest mean squared error (MSE) but has the highest complexity. In a software implementation of the coder, motion compensation may require 90% of the computation time.
In this work we propose a fully MPEG compatible motion compensation algorithm that reduces the complexity of the block matching procedure while achieving comparable performance with the full search solution. The proposed procedure is particularly attractive for the spatially scalable version of the coder,' i.e., when both a full resolution and a spatially downsampled sequence are transmitted. In particular, the algorithm uses a multiresolution motion compensation scheme2 where exhaustive search block matching is performed in the downsampled sequence. The vector field computed in this way is used as an estimate of the motion vectors for the full resolution sequence. Thus, only a refinement of the initial estimate needs to be computed for the motion vectors relative to full resolution. This allows a consistent reduction of the computation time with respect to exhaustive search at the full resolution level. In the case of spatial scalability, we consider the two possibilities of sending only the corrections or the complete motion vectors for the full resolution sequence. We remark that the proposed multiresolution motion compensation is fully compatible with the MPEG standard.
SPATIAL SCALABILITY IN THE MPEG CODER
In the spatially scalable coder proposed for MPEG, two signals are transmitted. The high resolution, or "up", sequence (typically an HDTV sequence) has a spatial dimension in each direction that is typically two times that of the low resolution, or "down", sequence. This assures compatibility with equipment that can decode the "down" stream but not the high resolution signal.
A general scheme for the spatially scalable coder is shown in Fig. 1.1 In the scheme, the original high resolution sequence x is filtered and downsampled3 by a factor two in each direction to give the "down" signal 1. The low resolution signal 1 is then coded with a standard MPEG algorithm, including motion compensation and transform coding.
The coder of the "up" sequence makes use of the reconstructed images produced by the coder of the "down" sequence by a method called "spatio-temporal weighting" . This procedure performs a weighted combination of the temporal prediction from the "up" sequence and the spatial prediction from the "down" sequence on a macroblock basis. As in a standard coder, for each macroblock the motion compensated prediction MBmc is computed together with the related motion vectors. The prediction of a macroblock MB,. is computed by means of a linear combination of MB and of the macroblock MB8 obtained by up conversion of the decoded sequence of the "down" level:
The weight w is chosen by the coder in a set of possible weights to obtain the minimum prediction error energy and it is coded in the bitstream with a variable length code. One problem one has to face in the design of a scalable coder is the allocation of the total bit rate B between 112 ISPIE Vol. 2668 the "up" and "down" sequences. Fig. 2 shows a typical plot of the average PSNR for a total bit rate of 9
Mbit/s as a function of the rate B1 allocated to the "down" sequence. Incidentally, the PSNRS for the cup and "down" sequences are the same when the two sequences are coded using roughly the same number of bit/pixel. Interestingly enough, although the number of bits Bh allocated to code the difference images for the "up" sequence decreases as B1 increases, the PSNR for the high resolution sequence is almost constant. A simple model that can explain this behaviour is as follows.
Suppose that W = 1 in Fig. 1 for (y = -Y_ref; y < Y_ref; y++) { for (x = -Xref; x < X_ref; x++) { mv_ill = fieldlmv_estimate + (x,y);
AE_Nacroblock( prediction(mv_112), lines_of_FIELD2_of_current_mb); mv_fr = frame_mv_estimate + (x,y);
Min_FIELD_2 AE_FIELD2; } if (AE_FRAME < Nm_FRAME) { MV_FRAME = mv_f11; Mm_FRAME AE_FIELDI; } :i } Figure 3 : Pseudo C code for "up" sequence motion vector computation.
Note that the shape factors e and are mildly dependent on the bit rate when uniform quantization and entropy coding are used. For a fixed total bit rate B = Rh+ B1 , the variance o is therefore equal to the sum of a constant term plus a smaller correction term, since oC a . This explains the behaviour observed in Fig. 2. 
MULTIRESOLUTION MOTION COMPENSATION
In a spatially scalable coder, the complexity of the block matching procedure can be reduced. The proposed algorithm uses a multiresolution motion compensation scheme2 where exhaustive search block matching is performed in the downsampled sequence. The vectors computed in this way are used as an estimate of the motion vectors for the full resolution sequence. Thus, only a refinement is needed. The algorithm can be described by the pseudo-C code reported in Fig. 3 .
The procedure shown in Fig. 3 , computes the motion vectors for the "up" sequence by refining the ones computed with an exhaustive search for the "down" sequence. We denote with Xref and Yref the horizontal and vertical dimensions of the refinement rectangular region, whose area results Arej = (2Xref + 1)(2Yref + 1). With the proposed algorithm, the times required to compute the motion vectors for P and B frames' are given by T, = KArej T = 2KAref,
where Aref 5 the refining area and K is a constant depending on the implementation. The factor 2 in T originates because both forward and backward motion vectors need to be computed for B frames. The computation time for the exhaustive search algorithm is Tp KAp for P frames and TB = K(AF + AB) for B frames. Here, Ap denotes the searching area for the P frames, while AF and AB are the searching areas for forward and backward prediction in B frames, respectively. Thus the computation time reduction is .
-2L k Arej The total computation times T, T' for motion compensation of the spatially scalable coder are the sum of the times used to compute the vectors for the downsampled sequence and the times needed for the refinements T, , T . Since the "down" sequence is downsampled, the number of macroblocks reduces to one fourth with respect to the full resolution sequence. The computation time for exhaustive search in the "down" sequence is therefore one fourth of the times Tp, TB required in the full resolution sequence, while T, and T are negligible. We obtain therefore T- (4) This permits to conclude that we can use the up-down conversion and the vector refinement even if we are not interested to spatial scalability. In such a case, the total computation time is mainly due to the "down" vectors. The time required for the down conversion is in fact negligible.
In summary, the proposed solution computes the vectors for the "up" sequence by adding the refinements to the vectors of the "down" sequence. In this way, we obtain two sets of vectors for the "up" and "down" sequences fully compatible with the MPEG standard. Notice that some of these vectors are not necessarily sent to the decoder, for instance in the case of intra blocks.' Clearly, the multiresolution algorithm can be used also in the case of a non-scalable coder in order to reduce the computation time.
As seen, the vectors of the full resolution sequence are obtained from the vectors of the downsampled sequence by adding a small correction. An interesting question concerns the possible performance gain one could achieve by sending only the corrections for the "up" sequence, instead of adding them to the "down" vectors to form complete vectors.
In the next section, we will see that sending only the corrections does not result in a significant performance gain. One problem that arises in this case is that not all the vectors computed by the 'down" coder are actually supplied to the decoder. For instance, if a block is coded as an intra block in the "down" sequence, no motion vector will be transmitted. In addition, if a block is coded using frame motion compensation, field motion vectors will not be sent to the decoder. In these cases, the simplest solution is to assume a null vector in the "down" sequence. Figure 4 reports the average PSNR relative to coding four groups of pictures (GOP) of the CCIR 601 test sequence Table Tennis at 6.75 Mbit/s. These results were obtained by setting w = 0 in the coder of Fig. 1, i. e., without using spatial prediction (this solution is sometimes referred to as "simulcast" ). The motion vector field was determined with exhaustive search and with the proposed multiresolution approach for different refinement areas. The algorithm was applied to the "down" sequence obtained using the filter given by the Test Model for IIDTV to TV conversion. The computation time for the motion vectors of the "up" sequence alone, using a SPARC Classic for the simulations, was 3548 s for exhaustive search and 1476 s, 67 s, 48 s to compute the corrections in the multiresolution approach with a 31 x 31, 7 x 7, 5 x 5 refinement area, respectively. As explained above, motion vectors of the "up" sequence are computed by adding corrections to the "down" vectors. The vectors are then coded as specified in the MPEG standard, i.e., by using prediction and variable length coding. This ensures full MPEG compatibility since information from the "down" level is used only for motion compensation at the "up" level. We will refer this solution as (a) in the following.
EXPERIMENTAL RESULTS
Note that the differences in PSNR for the various refinement areas are negligible. With a refinement area of 7 x 7 pixels we obtain an average PSNR of 34.40 dB, while a PSNR of 34.68 dB is obtained using full search.
Thus, a dramatic reduction of the computation time is achieved at the expense of a very small degradation of the coder performance. The proposed algorithm was also tested allowing the weight w to assume the values 0, 0.25 and 1 for both fields. The results are reported in Fig. 5 . Comparing Fig. 4 with Fig. 5 , we note that a variable weight w gives a gain of about 0.3 dB for intra frames and 0.4 dB for P frames, while the improvement is negligible for B frames. Figure 6 and Fig. 7 show the average PSNR for the test image sequence Flower Garden using the "simulcast" and the spatially scalable coder with variable w, respectively. We note that, as in the previous case, the reduction of PSNR is slight even for a small refinement area (we obtain an average PSNR of 32.66 dB using full search and 32.44 dB with the proposed algorithm with a refinement area of 7 x 7 pixels.)
The algorithm was also tested with the HDTV test sequences Tamburi and Bancheio, coding the "down" sequence at 4 Mb/s and the "up" sequence at 16 Mb/s. The results are given in Fig. 8, Fig. 9, Fig. 10 and Fig. 11 . The results for the sequence Tamburi are similar to those obtained for Table Tennis and Flower Garden. The sequence BancheUo is interesting because, using the multiresolution approach, we obtain a PSNR that is slightly greater than that obtained with the exhaustive search algorithm. This is because the motion vector field produced by the multiresolution algorithm is smoother than in the case of the full search procedure, and therefore fewer bits are required for. coding. Furthermore, the motion compensated difference image variances are not very different in the two cases. Thus, a greater PSNR can be obtained with the multiresolution approach for a given overall bit rate.
In the case of spatial scalability, we investigated the possible performance gain that results from sending only the corrections for the "up" sequence. As a matter of fact, the motion information relative to the down sequence constitutes the initial estimate of the motion field. However, it may happen that no motion vector is transmitted in the downsampled sequence, e.g., when the block is coded as an intra-block. In such a case, we take the initial estimate of the motion vector as the null vector, and send the correction vectors for the full resolution sequence. This strategy will be referred to as solution (b). One can think that solution (b) compared to solution (a), reduces the rate for motion information, but that it leads to a higher MSE because of the missing vectors from the "down" level. In case (a), we have to send for the "up" sequence the complete vectors and not just the corrections, but the refinement procedure can be more accurate. Table 1 reports some data relative to the coding of the test sequence Flower Garden at 6.75 Mb/s for the second GOP (when the bit rate control reaches the steady state) . The results are averages for B and P frames. The first column is relative to the exhaustive search algorithm while the second and the third to solutions (a) and (b) with a 7 x 7 refinement area. The first and the second rows give the average number of bits used to code a vector of a motion compensated macroblock for B and P frames. We note that this quantities decrease from the exhaustive search algorithm to the cases of solutions (a) and (b). Algorithm (a) computes motion vectors using a small refinement area, therefore vectors are more regular than with full search. This leads to a reduction of the number of bits required for their coding. Solution (b) gives an even smaller number of bits per vector because 
CONCLUSIONS
In this paper we proposed a multiresolution approach for the computation of the motion vectors in the MPEG coder. Experimental results confirm that a considerable reduction of the computation time can be achieved at the expense of a negligible degradation of the overall performance. In the case of a spatially scalable coder, we compared the two solutions of sending full vectors for the "up" sequence or only the refinements of the "down" vectors. We found that the former solution gives the best performance still maintaining full compatibility with the MPEG standard. --31x31 frame # first 3 GOPs of Tamburi and different search techniques using the "simulcast" coder.
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