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a b s t r a c t
This paper is concerned with a competitive and cooperative mathematical model for
two biological populations which dislike crowding, diffuse slowly and live in a common
territory under different kind of intra- and inter-specific interferences. The model consists
of a systemof two doubly nonlinear parabolic equationswith nonlocal terms andNeumann
boundary conditions. Based on the theory of the Leray–Schauder degree, we obtain the
coexistence periodic solutions, namely the existence of two non-trivial non-negative
periodic solutions representing the densities of the two interacting populations, under
different intra- and inter-specific interferences on their natural growth rates.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
This paper is concerned with a system of doubly nonlinear parabolic equations with nonlocal terms and Neumann
boundary conditions of the form
Lm,p[u] = u

a(x, t)−

Ω
K1(ξ , t)u2(ξ , t)dξ −

Ω
K2(ξ , t)v2(ξ , t)dξ

, (x, t) ∈ Q ,
Ln,q[v] = v

b(x, t)−

Ω
K3(ξ , t)u2(ξ , t)dξ −

Ω
K4(ξ , t)v2(ξ , t)dξ

,
∂u
∂ν
(x, t) = ∂v
∂ν
(x, t) = 0, (x, t) ∈ ∂Ω × [0, ω],
u(x, 0) = u(x, ω), v(x, 0) = v(x, ω), x ∈ Ω.
(1.1)
Herem, n ≥ 1, p, q ≥ 2,m(p− 1) > 1, n(q− 1) > 1, Lm,p is the nonlinear operator defined by
Lm,p[w] = ∂w
∂t
− div(|∇wm|p−2∇wm),
Ω is a bounded domain in RN with smooth boundary ∂Ω, ∂
∂ν
denotes the outward normal derivative to ∂Ω,Q = Ω ×
(0,+∞), and a(x, t), b(x, t), Ki(x, t) (i = 1, . . . , 4) are ω-periodic functions of time t .
Doubly nonlinear parabolic equations like those in system (1.1) model nonlinear diffusive phenomena and have been
the subject of extensive study, see the monographs [1,2] and their bibliography. In particular, system (1.1) can be regarded
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as a mathematical model for the evolution of two biological species with densities u(x, t) and v(x, t), while a(x, t)
and b(x, t) are the local intrinsic growth rates at space x and time t of the two populations, and are often referred as
an indefinite weight since they may change sign. Instead of 1u and 1v, the nonlinear terms div(|∇um|p−2∇um) and
div(|∇vn|q−2∇vn),m, n > 1 and p, q > 2, are proposed to represent that the populations dislike crowding and diffuse
slowly (see e.g. [3–6]). The nonlocal terms

Ω
Ki(ξ , t)u2(ξ , t)dξ (i = 1, 3) and

Ω
Ki(ξ , t)v2(ξ , t)dξ (i = 2, 4) evaluate a
weighted fraction of individuals that actually interact at time t (see [7]). The quadratic dependence in the nonlocal terms
is based on an idea that ‘‘the interaction is (to a degree) unknown in detail’’ as in [8,9]. The functions K1, K4 are supposed
to be nonnegative and thus measure the competition for food among each species. On the other hand, K2, K3 model the
influence of a population on the other one. It is observed that the system is competitive if K2, K3 ≥ 0 and cooperative if
K2, K3 ≤ 0. The no-flux boundary condition in system (1.1) means that there is no individuals of populations crossing the
boundary.
In recent years, periodic problems for degenerate parabolic equations with homogeneous Dirichlet boundary conditions
have been the subject of intensive study, see for example [10–16] and references therein. In particular, authors of [16] proved
the existence of the coexistence solutions of problem (1.1) with no-flux boundary conditions replaced by homogeneous
Dirichlet boundary conditions under some conditions, which involves the first eigenvalue of the related eigenvalue problem.
We say that a periodic solution (u, v) of problem (1.1) is a coexistence solution if both components are nonnegative and
nontrivial. However, to our knowledge, the literature about the periodic problem for the nonlinear parabolic equations
with Neumann boundary conditions is scarce [17–22]. In particular, the existence of the coexistence periodic solutions of
the Volterra–Lotka competition model was proved in [21,22] by the method of upper and lower solutions. As illustrated
in [23], the presence of nonlocal terms seems to render upper–lower solution arguments difficult to apply. In this paper, we
approach the existence of the coexistence periodic solutions of problem (1.1) by the Leray–Schauder degree, which has even
been used in [12,15,20,23] for periodic problemswith Dirichlet boundary conditions. It is noted that in our present situation,
the standard regularization of problem (1.1) as in [12,15,23] is invalid. In fact, for the well-posedness of the regularized
problem under the Neumann boundary condition, it usually requires the regularized parabolic equations to have some kind
of the coercive property. Therefore a modified regularization of problem (1.1) is adopted. Specially, besides the standard
regularization of doubly degenerate parabolic equations in problem (1.1), we add εu and εv to the left-hand sides of two
parabolic equations respectively. By the Leray–Schauder degree theory we will establish the existence of the coexistence
solutions (uε, vε) of the regularized problem.However, due to the fact that the L2-normof the gradient of a function inH1(Ω)
is not equivalent to the normofH1(Ω), theNeumannboundary conditionmakes us to establish some a priori estimatesmore
difficult than that in the Dirichlet boundary condition [16,24].
This paper is organized as follows. In Section 2, we introduce some necessary preliminaries and give the statement of
our main result. In Section 3, we give the proof of the main result. More precisely, we first employ the method of the
Leray–Schauder degree to get the coexistence solution (uε, vε) of the regularization of problem (1.1), which has a lower
bound independent of ε, then we can obtain the existence of coexistence solutions of problem (1.1) by passing to a limit
process.
2. Preliminaries and main result
Throughout this paper Cω(Qω) denotes the set of functions which are continuous inΩ × R and ω-periodic with respect
to t , and BR is a ball centered at the origin with radius R in L∞(Qω). We assume that a(x, t), b(x, t) ∈ Cω(Qω) and satisfy
x ∈ Ω : 1
ω
 ω
0
a(x, t)dt > 0

≠ ∅,

x ∈ Ω : 1
ω
 ω
0
b(x, t)dt > 0

≠ ∅
respectively.
Due to the degeneracy of the equations, problem (1.1) does not have classical solutions in general, and hencewe consider
nonnegative solutions of problem (1.1) in the following weak sense.
Definition 2.1. A pair of functions (u, v) is said to be a weak solution of problem (1.1), if u, v ∈ Cω(Qω), um ∈ Lp((0, ω);
W 1,p(Ω)), vn ∈ Lq((0, ω);W 1,q(Ω)) and (u, v) satisfies
0 =

Qω

−u∂ϕ
∂t
+ |∇um|p−2∇um · ∇ϕ − auϕ + uϕ

Ω
K1(ξ , t)u2(ξ , t)dξ +

Ω
K2(ξ , t)v2(ξ , t)dξ

dxdt
and
0 =

Qω

−v ∂ϕ
∂t
+ |∇vn|q−2∇vn · ∇ϕ − bvϕ + vϕ

Ω
K3(ξ , t)u2(ξ , t)dξ +

Ω
K4(ξ , t)v2(ξ , t)dξ

dxdt
for any ϕ ∈ C1(Qω)with ϕ(x, 0) = ϕ(x, ω) for x ∈ Ω .
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Due to the double degeneracy of the equations of problem (1.1), we add some viscosity terms to the degenerate parabolic
equation and then consider the following regularized problem
Lm,pε [u] = u

a(x, t)−

Ω
K1(ξ , t)u2(ξ , t)dξ −

Ω
K2(ξ , t)v2(ξ , t)dξ

, (x, t) ∈ Qω,
Ln,qε [v] = v

b(x, t)−

Ω
K3(ξ , t)u2(ξ , t)dξ −

Ω
K4(ξ , t)v2(ξ , t)dξ

,
∂u
∂ν
(x, t) = ∂v
∂ν
(x, t) = 0, (x, t) ∈ ∂Ω × [0, ω],
u(x, 0) = u(x, ω), v(x, 0) = v(x, ω), x ∈ Ω.
(2.1)
where Lm,pε is the nonlinear operator defined by
Lm,pε [w] =
∂w
∂t
− div

[|(mwm−1 + ε)∇w|2 + ε] p−22 (mwm−1 + ε)∇w

+ εw
with sufficiently small ε > 0. The coexistence solution (u, v) of problem (1.1) will be obtained as the limit point of the
nonnegative solution (uε, vε) of problem (2.1), which has a lower bound independent of ε.
In order to employ topologicalmethods to obtain the existence of the coexistence solutions of problem (2.1),we introduce
the map Tp : Cω(Qω)→ Cω(Qω) as f → uε = Tp(f ), where uε is the solution of the periodic problem
Lm,pε [u] = f , (x, t) ∈ Qω,
∂u
∂ν
= 0, x ∈ ∂Ω × [0, ω],
u(x, 0) = u(x, ω), x ∈ Ω,
and set Gε : Cω(Qω) × Cω(Qω) → Cω(Qω) × Cω(Qω) : (f , g) → Gε(f , g) = (Tp(f ), Tq(g)). The map Gε is well defined by
virtue of the non-degeneracy of the parabolic operators Lm,pε , L
n,q
ε and the terms εu, εv in L
m,p
ε , L
n,q
ε respectively. Furthermore,
analogously to [12,16] and by the classical regularity results of [25], one can infer that the map Gε(f , g) is a compact
continuous map. Now let
f (u, v) =

a(x, t)−

Ω
K1(ξ , t)u2(ξ , t)dξ −

Ω
K2(ξ , t)v2(ξ , t)dξ

u+
and
g(u, v) =

b(x, t)−

Ω
K3(ξ , t)u2(ξ , t)dξ −

Ω
K4(ξ , t)v2(ξ , t)dξ

v+,
where u+ = max{u, 0}, v+ = max{v, 0}. Then it is observed that if the nonnegative functions uε, vε satisfy (uε, vε) =
Gε(f (uε, vε), g(uε, vε)), then (uε, vε) is also a nonnegative solution of problem (2.1). Hence the existence of the nonnegative
solutions of problem (2.1) is equivalent to the existence of the fixed point (uε, vε) of the map (u, v) → Gε(f (u, v), g(u, v))
with u, v ≥ 0.
We distinguish problem (1.1) between competitive and cooperative case by imposing sign condition on K2, K4 and have
the following results.
Theorem 2.1. Assume that there are constants ki > 0 (i = 1, 4) and ki ≥ 0 (i = 2, 3), such that Ki(x, t) ≥ ki (i = 1, 4) and
0 ≤ Ki(x, t) ≤ ki (i = 2, 3) for (x, t) ∈ Qω . If
x ∈ Ω : 1
ω
 ω
0
a(x, t)dt − k2
k4
∥b∥L∞(Qω) > 0

≠ ∅, (2.2)
x ∈ Ω : 1
ω
 ω
0
b(x, t)dt − k3
k1
∥a∥L∞(Qω) > 0

≠ ∅, (2.3)
then problem (1.1) admits a coexistence solution (u, v) ∈ Cω(Qω)× Cω(Qω).
Theorem 2.2. Assume that there are constants ki ≥ 0 (i = 1, 4) and ki > 0 (i = 2, 3), such that Ki(x, t) ≤ ki (i = 1, 4) and
Ki(x, t) ≥ ki (i = 2, 3) for (x, t) ∈ Qω . If
a(x, t) >
k1
k3
∥b∥L∞(Qω)e2ω∥a∥L∞(Qω) , (2.4)
b(x, t) >
k4
k2
∥a∥L∞(Qω)e2ω∥b∥L∞(Qω) , (2.5)
then problem (1.1) admits a coexistence solution (u, v) ∈ Cω(Qω)× Cω(Qω).
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As an immediate consequence of the above theorems, we obtain the following corollaries for the competitive case.
Corollary 2.1. Suppose that a, b depend only on x, and there are constants ki > 0 (i = 1, 4) and ki ≥ 0 (i = 2, 3) such that
Ki(x, t) ≥ ki (i = 1, 4) and 0 ≤ Ki(x, t) ≤ ki (i = 2, 3) for (x, t) ∈ Qω . If k1k3 > ab >
k2
k4
, then problem (1.1) admits a coexistence
solution (u, v) ∈ Cω(Qω)× Cω(Qω).
Corollary 2.2. Suppose that a, b, Ki (i = 1, . . . , 4) are only functions of x, and there are constants ki ≥ 0 (i = 1, 4) and ki >
0 (i = 2, 3) such that Ki(x) ≤ ki (i = 1, 4) and Ki(x, t) ≥ ki (i = 2, 3) for x ∈ Ω . If a(x) > k1k3 ∥b∥L∞(Qω), b(x) >
k4
k2
∥a∥L∞(Qω),
then problem (1.1) admits a coexistence steady state.
Theorem 2.3. Assume that there are constants ki > 0 (i = 1, 4) and ki ≤ 0 (i = 2, 3), such that Ki(x, t) ≥ ki (i = 1, 4)
and ki ≤ Ki(x, t) ≤ 0 (i = 2, 3) for (x, t) ∈ Qω . If k1k4 > k2k3, then problem (1.1) admits a coexistence solution
(u, v) ∈ Cω(Qω)× Cω(Qω).
From a biological point of view, our results state that the competitive interaction between the two species should not
prevail the growth capacity of the species if extinction has to be avoided, and the cooperative interaction should not prevail
on the whole on those limiting the growth if blow up has to be avoided. More importantly, it is the nonlinear diffusion that
can efficiently improve the coexistence ability of the biological populations. It should be remarked that unlike the Dirichlet
boundary case [16,24], the coercive condition Ki(x, t) > 0 (i = 1, 4) is almost necessary to ensure the coexistence in the
Neumann boundary case (see [20,26]).
3. Proofs of main results
Our aim is to prove the existence of ω-periodic solution (uε, vε) ∈ Cω(Qω) × Cω(Qω), uε, vε > 0 in Cω(Qω), of the
regularized problem (2.1) with sufficiently small ε > 0 as positive fixed points of the map (u, v) → Gε(f (u, v), g(u, v)). As
the first step we have the following result.
Lemma 3.1. If a pair of functions (uε, vε) ∈ Cω(Qω)× Cω(Qω) solves
(uε, vε) = Gε(σ f (uε, vε), σg(uε, vε))
for σ ∈ [0, 1], then
uε(x, t) ≥ 0, vε(x, t) ≥ 0 for any (x, t) ∈ Qω.
Moreover, if uε(x, t) ≠ 0 or uε(x, t) ≥ 0, then uε > 0 or vε > 0 respectively.
The proof follows from the standard regularity and the comparison theorem of solutions of non-degenerate parabolic
equations, while for the detailed proof, we refer to [12,16].
In what follows, we will verify that the map Gε(f (·), g(·)) satisfies some necessary conditions which allow us to use
the homotopy invariance of the Leray–Schauder degree. We first employ Moser’s iteration to obtain the a priori estimate of
L∞(Qω) normon the solutions of the related problem. However, since the problemunder consideration iswith the Neumann
boundary condition, the followingmodified version of the Gagliardo–Nirenberg inequality will play an important role in the
Moser iteration process.
Lemma 3.2. There exists a positive constant CGN such that for all u ∈ W 1,p(Ω),
∥u∥s ≤ CGN(∥∇u∥ap∥u∥1−aθ + ∥u∥θ ) (3.1)
is valid with θ ∈ (0, 2), s ∈ [θ, p∗) and a = N
θ
− Ns
 
1− Np + Nθ
−1
, where p∗ =
 Np
N − p , N > p,
∞, N ≤ p.
The proof of this lemma is very similar to that of Lemma 3.1 in [27], so we omit its proof here.
Lemma 3.3. Let (uε, vε) be the solution of (uε, vε) = Gε(σ f (uε, vε), σg(uε, vε)) for σ ∈ [0, 1]. Then there exists a positive
constant R independent of σ and ε, such that
max{∥uε∥L∞(Qω), ∥vε∥L∞(Qω)} ≤ R. (3.2)
Proof. If σ = 0, (uε, vε) = Gε(σ f (uε, vε), σg(uε, vε)) has uniquely trivial solution. Thence it needs only to show (3.2) for
σ ∈ (0, 1]. From Lemma 3.1, it follows that uε > 0, vε > 0. Multiplying the equation
Lm,pε [uε] = σuε

a(x, t)−

Ω
K1(ξ , t)u2ε(ξ , t)dξ −

Ω
K2(ξ , t)v2ε (ξ , t)dξ

(3.3)
708 Y. Wang, J. Yin / J. Math. Anal. Appl. 396 (2012) 704–714
by usε(s ≥ 0), and integrating overΩ , we have
1
s+ 1
d
dt
∥uε(t)∥s+1s+1 + s

Ω
u(m−1)(p−1)+s−1ε |∇uε(x, t)|pdx ≤ M1∥uε(t)∥s+1s+1,
whereM1 = sup(x,t)∈Qω a(x, t). Hence
d
dt
∥uε(t)∥s+1s+1 +
s(s+ 1)
[m(p− 1)+ s]p ∥∇u
m(p−1)+s
p
ε (t)∥pp ≤ M1(s+ 1)∥uε(t)∥s+1s+1. (3.4)
Let
sk = pk +m− pp− 1 , αk =
p(sk + 1)
sk +m(p− 1) , uk(t) = u
sk+m(p−1)
p
ε (t), (k = 0, 1, . . .).
Then inequality (3.4) with s = sk becomes
d
dt
∥uk(t)∥αkαk +
sk(sk + 1)
[m(p− 1)+ sk]p ∥∇uk(t)∥
p
p ≤ M1(sk + 1)∥uk(t)∥αkαk . (3.5)
To estimate the terms on the right hand side of inequality (3.5), we apply Lemma 3.2 with θ = 1, s = αk and a = 1−
1
αk
1− 1p+ 1N
to get
∥uk(t)∥αkαk ≤ (2CGN)αk(∥∇uk(t)∥aαkp ∥uk(t)∥(1−a)αk1 + ∥uk(t)∥αk1 )
and thus
d
dt
∥uk(t)∥αkαk +
sk(sk + 1)
[m(p− 1)+ sk]p ∥∇uk(t)∥
p
p ≤ C1(sk + 1)

∥∇uk(t)∥aαkp ∥uk(t)∥(1−a)αk1 + ∥uk(t)∥αk1
+∥∇uk(t)∥
aαksk
sk+1
p ∥uk(t)∥
(1−a)αksk
sk+1
1 + ∥uk(t)∥
αksk
sk+1
1

, (3.6)
where C1 is a constant independent of k.
Since aαk ∈ (0, Np(p−1)N(p−1)+p ), we can apply Young’s inequality to estimate
C1(sk + 1)

∥∇uk(t)∥aαkp ∥uk(t)∥(1−a)αk1 + ∥∇uk(t)∥
aαksk
sk+1
p ∥uk(t)∥
(1−a)αksk
sk+1
1

≤ sk(sk + 1)
2[m(p− 1)+ sk]p ∥∇uk(t)∥
p
p +

4[m(p− 1)+ sk]p
sk(sk + 1)
 aαk
p−aαk 
C1(sk + 1)∥uk(t)∥(1−a)αk1
 p
p−aαk
+

4[m(p− 1)+ sk]p
sk(sk + 1)
 aαk
p
sk+1
sk
−aαk

C1(sk + 1)∥uk(t)∥
(1−a)αk sksk+1
1
 p
p−aαk sksk+1
and get
d
dt
∥uk(t)∥αkαk +
sk(sk + 1)
2[m(p− 1)+ sk]p ∥∇uk(t)∥
p
p
≤ C1(sk + 1)

∥uk(t)∥αk1 + ∥uk(t)∥
αksk
sk+1
1

+

4[m(p− 1)+ sk]p
sk(sk + 1)
 aαk
p−aαk
×

C1(sk + 1)∥uk(t)∥(1−a)αk1
 p
p−aαk +

C1(sk + 1)∥uk(t)∥
(1−a)αk sksk+1
1
 p
p−aαk sksk+1

. (3.7)
Applying the Poincaré inequality in the version
C2∥uk(t)∥pαk ≤ ∥∇uk(t)∥pp + ∥uk(t)∥p1, (3.8)
we have
d
dt
∥uk(t)∥αkαk +
C2sk(sk + 1)
2[m(p− 1)+ sk]p ∥uk(t)∥
p
αk
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≤ C1(sk + 1)

∥uk(t)∥αk1 + ∥uk(t)∥
αksk
sk+1
1

+ sk(sk + 1)
2[m(p− 1)+ sk]p ∥uk(t)∥
p
1 +

4[m(p− 1)+ sk]p
sk(sk + 1)
 aαk
p−aαk
×

C1(sk + 1)∥uk(t)∥(1−a)αk1
 p
p−aαk +

C1(sk + 1)∥uk(t)∥
(1−a)αk sksk+1
1
 p
p−aαk sksk+1

. (3.9)
From the fact that ∥uk(t)∥1 = ∥uk−1(t)∥αk−1αk−1 , we have
d
dt
∥uk(t)∥αkαk +
C2sk(sk + 1)
2[m(p− 1)+ sk]p ∥uk(t)∥
p
αk
≤ C3sk
p+(p−2)aαk
p−aαk χ
pαk−1
k−1 ,
where C3 is a constant independent of k, χk−1 = max{1, supt∈[0,ω] ∥uk−1(t)∥αk−1}. Taking the periodicity of ∥uk(t)∥αk into
account, we know there exists t0 at which ∥uk(t)∥αk reaches its maximum value, then we get
sup
t∈[0,ω]
∥uk(t)∥αk ≤ C4λkχpk−1,
where C4 is a constant independent of k and λ = pN+2 > 1. That is
lnχk ≤ ln C4 + k ln λ+ p lnχk−1,
and thus
lnχk ≤ ln C4 ·
k−1
i=0
pi + pk lnχ0 + ln λ ·
k−1
j=0
(k− j)pj
≤ (ln C4 + lnχ0)pk + f (k) ln λ,
namely
sup
t∈[0,ω]
∥uε(t)∥sk+1 ≤ {Cp
k
4 χ
pk
0 λ
f (k)} psk+m(p−1) ,
where f (k) = pk+1 − pk−1 − k− 2. Letting k →∞, we get
sup
t∈[0,ω]
∥uε(t)∥∞ ≤ C5χp0 ≤ C5 max

1, sup
t∈[0,ω]
∥uε(t)∥mp−
1
p−1
m+1− 1p−1

, (3.10)
where C5 is a constant independent of k and ε.
In what follows, we estimate supt∈[0,ω] ∥uε(t)∥m+1.
Multiplying Eq. (3.2) by uε and integrating the resulting relation overΩ , we have
1
2
d
dt

Ω
u2εdx+

Ω
(mum−1ε + ε)p−1|∇uε|pdx ≤ σ

Ω
(a(x, t)− k1∥uε(t)∥22)u2εdx+ σε

Ω
uεdx,
which, together with

Ω
(mum−1ε + ε)p−1|∇uε|pdx ≥ 0, implies that
1
2
d
dt

Ω
u2εdx ≤ σ(∥a∥L∞(Qω) + ε − k1∥uε(t)∥22)∥uε(t)∥22 + σε|Ω|,
where |Ω| denotes the Lebesgue measure of the domainΩ .
Due to the periodicity of uε with respect to time t , there is t0 ∈ [0, ω] such that

Ω
u2ε(t0)dx = supt∈[0,ω] ∥uε(t)∥22, and
thus
sup
t∈[0,ω]
∥uε(t)∥22 ≤
(k1|Ω|ε) 12 + ε + ∥a∥L∞(Qω)
k1
. (3.11)
On the other hand, taking s = m in (3.4), we can get
d
dt
∥uε(t)∥m+1m+1 + C∥∇umε (t)∥pp ≤ (m+ 1)(M1∥uε(t)∥m+1m+1 +M2∥uε(t)∥mm+1), (3.12)
where C is a positive constant independent of ε and σ .
Applying Lemma 3.2 with s = m+1m , θ = 2m , we have
∥uε(t)∥mm+1 ≤ C∥∇umε (t)∥p + C∥uε(t)∥m2 . (3.13)
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Combining (3.12) with (3.13) yields
d
dt
∥uε(t)∥m+1m+1 + C∥uε(t)∥mpm+1 ≤ C(∥uε(t)∥m+1m+1 + ∥uε(t)∥mm+1 + ∥uε(t)∥mp2 ).
Thus by Young’s inequality and (3.11), we get
d
dt
∥uε(t)∥m+1m+1 + C∥uε(t)∥mpm+1 ≤ C . (3.14)
With the periodicity of uε(t), we get from (3.14) that
sup
t∈[0,ω]
∥uε(t)∥m+1 ≤ C,
which together with (3.10) gives ∥uε∥L∞(Qω) ≤ R for some R independent of ε and σ . Analogously, ∥vε∥L∞(Qω) ≤ R and thus
the proof of this lemma is complete. 
Corollary 3.1. There exists a positive constant R such that
deg(I − Gε(f (·), g(·)), BR × BR, 0) = 1.
Proof. It follows from Lemma 3.3 that there exists a positive constant R independent of σ and ε such that
(uε, vε) ≠ Gε(σ f (uε, vε), σg(uε, vε)), for either uε ∈ ∂BR or vε ∈ ∂BR, σ ∈ [0, 1].
Hence the degree is well defined on BR × BR. From the homotopy invariance of the Leray–Schauder degree, it follows that
deg(I − Gε(f (·), g(·)), BR × BR, 0) = deg(I − Gε(σ f (·), σg(·)), BR × BR, 0), ∀σ ∈ [0, 1]. (3.15)
Obviously, Gε(0, 0) = (0, 0). Then, taking σ = 0 in (3.15) yields
deg(I − Gε(f (·), g(·)), BR × BR, 0) = deg(I, BR × BR, 0) = 1. 
Lemma 3.4. Under the assumptions of Theorem 2.1, there exist positive constants ε0 and r0 such that for any ε < ε0 and r < r0,
equation (uε, vε) = Gε (f (uε, vε), g(uε, vε)+ σε) with σ ∈ [0, 1] admits no nonnegative solutions with vε ≠ 0 in BR × Br .
Proof. By contradiction,we assume that there exists a pair of functions (uε, vε) such that (uε, vε) = Gε(f (uε, vε), g(uε, vε)+
σε) with 0 < ∥vε∥L∞(Qω) ≤ r . From Lemma 3.1, uε(x, t) ≥ 0, vε(x, t) > 0. Moreover by Lemma 3.3, we have uε(x, t) ≤ R
for (x, t) ∈ Qω .
From the assumption (2.3), it follows that there exist x0 ∈ Ω, δ > 0 and b0 ∈ (0, 1) such that 1ω
 ω
0 b(x, t)dt −
k3
k1
∥a∥L∞(Qω) > b0 for all x ∈ Bδ(x0) ⊂ Ω .
For any given φ(x) ∈ C20 (Bδ(x0)), we can choose φ
2
vε
as a test function. Multiplying the second equation of system (2.1) by
φ2
vε
and integrating the resulting relation over Q ∗ω = Bδ(x0)× (0, ω), we obtain
Q∗ω
φ2
vε
∂vε
∂t
dtdx+

Q∗ω
[|∇(vnε + εvε)|2 + ε]
q−2
2 ∇(vnε + εvε) · ∇

φ2
vε

dtdx
≥

Q∗ω

φ2(b(x, t)− ε − k3∥uε(t)∥22 −maxQω K4(x, t)∥vε(t)∥
2
2)+ ε
φ2
vε

dtdx. (3.16)
By the periodicity of vε , the first term on the left hand side of (3.16) satisfies
Q∗ω
φ2
vε
∂vε
∂t
dtdx =

Bδ(x0)
φ2
 ω
0
∂(ln vε)
∂t
dtdx = 0. (3.17)
Moreover, a straightforward computation shows that
Q∗ω
[|∇(vnε + εvε)|2 + ε]
q−2
2 ∇(vnε + εvε) · ∇

φ2
vε

dtdx
=

Q∗ω
[|∇(vnε + εvε)|2 + ε]
q−2
2 (nvn−1ε + ε)∇vε · ∇

φ2
vε

dtdx
=

Q∗ω
[|∇(vnε + εvε)|2 + ε]
q−2
2 (nvn−1ε + ε)

|∇φ|2 − v2ε
∇  φvε
2

dtdx
≤

Q∗ω
[|∇(vnε + εvε)|2 + ε]
q−2
2 (nvn−1ε + ε) |∇φ|2 dtdx. (3.18)
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Combining (3.16) with (3.17) (3.18) yields
Q∗ω
φ2(b(x, t)− ε − k3∥uε(t)∥22 − max
(x,t)∈Qω
K4(x, t)∥vε(t)∥22)dtdx
≤

Q∗ω
[|∇(vnε + εvε)|2 + ε]
q−2
2 (nvn−1ε + ε) |∇φ|2 dtdx
≤ 2 q2ω 2q (nrn−1 + ε)

∥∇(vnε + εvε)∥q−2Lq(Qω) + |Qω|
q−2
2 ε
q−2
2

∥∇φ∥2Lq(Bδ(x0)). (3.19)
Now we turn to estimate ∥∇(vnε + εvε)∥Lq(Qω). Multiplying the second equation of system (2.1) by vnε + εvε , integrating
it over Qω and using the periodicity of vε , one has
Qω
[|∇(vnε + εvε)|2 + ε]
q−2
2 |∇(vnε + εvε)|2dtdx ≤ (∥b∥L1(Qω) + |Qω|)r,
which implies that
∥∇(vnε + εvε)∥Lq(Qω) ≤ (∥b∥L1(Qω) + |Qω|)
1
q r
1
q . (3.20)
Therefore by approximating process, we can let φ = φq, where φq is the eigenfunction corresponding to the first eigenvalue
µq of the eigenvalue problem
−div(|∇φ|q−2∇φ) = µφ(x) for x ∈ Bδ(x0), φ(x) = 0 for x ∈ ∂Bδ(x0)
with ∥φq∥L2(Bδ(x0)) = 1 [28], and thus combine (3.19) (3.20) with (3.11) to obtain that
Bδ(x0)

1
ω
 ω
0
b(x, t)dt − k3
k1
∥a∥L∞

φ2q (x)dx ≤ Cµ

ε
1
2 + r + r nq−2q + rn−1ε q−22

,
where Cµ = n2q+1ω 2q−1(∥b∥L1(Qω)+ |Qω|
q−2
q )µ
2
q
q + 1+ k3k1 +
k3
k
1
2
1
|Ω| 12 +max(x,t)∈Qω K4(x, t). Thence by the assumption (2.3)
and n(q−1) > 1, we can get a contradiction by the choices of ε0 = b
2
0
16C2µ
, r0 = min

b0
4Cµ
, (
b0
4Cµ
)
q
nq−2 , ( b04Cµ )
1
n−1

when q = 2,
and ε0 = min

b20
16C2µ
, (
b20
16C2µ
)
1
q−2

, r0 = min

b0
4Cµ
, (
b0
4Cµ
)
q
nq−2

when q > 2. 
Corollary 3.2. Assume that the assumption (2.3) in Theorem 2.1 is satisfied. Then there exists a small positive constant r0
satisfying r0 < R, such that
deg(I − Gε (f (·), g(·)) , BR × Br , 0) = 0 for 0 < r ≤ r0.
Proof. It follows from Lemma 3.4 that there exists a positive constant r independent of σ , such that
(uε, vε) ≠ Gε (f (uε, uε), g(uε, vε)+ σε) , ∀uε ∈ ∂BR or vε ∈ ∂Br , σ ∈ [0, 1].
Hence the degree is well defined on BR × Br . From the homotopy invariance of the Leray–Schauder degree, we can see that
deg(I − Gε (f (·), g(·)) , BR × Br , 0) = deg(I − Gε (f (·), g(·)+ ε) , BR × Br , 0). (3.21)
From Lemma 3.4, we can infer that (uε, vε) ≠ Gε (f (uε, uε), g(uε, vε)+ σε) admits no nonnegative solutions with vε ≠ 0
in BR × Br . Obviously, (uε, 0) is not a nonnegative solution of (uε, vε) = Gε (f (uε, uε), g(uε, vε)+ ε). Hence (uε, vε) =
Gε (f (uε, uε), g(uε, vε)+ ε) admits no solution in BR × Br , which implies that deg(I − Gε (f (·), g(·)+ ε) , BR × Br , 0) = 0.
Then, from (3.21) we have deg(I − Gε(f (·), g(·)), BR × Br , 0) = 0. 
Proceeding as above, one have the following corollary.
Corollary 3.3. Let the assumption (2.2) in Theorem 2.1 be satisfied. Then there exists a small positive constant r0 < R such that
deg(I − Gε (f (·), g(·)) , Br × BR, 0) = 0 for 0 < r ≤ r0.
Lemma 3.5. There exists a small constant r0 such that for any 0 < r ≤ r0, the equation
(uε, vε) = Gε (f (uε, vε)+ τε, g(uε, vε)+ τε)
with τ ∈ [0, 1] admits no nonnegative solutions (uε, vε) with uε ≠ 0, vε ≠ 0 in Br × Br .
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Applying the homotopy invariance of the Leray–Schauder degree, we have the following corollary.
Corollary 3.4. There exists a small constant r0 < R such that
deg(I − Gε (f (·), g(·)) , Br × Br , 0) = 0
for 0 < r ≤ r0.
Combining above results, we can prove the following theorem.
Theorem 3.1. Under the assumptions of Theorem 2.1, problem (2.1) with ε < ε0 admits a coexistence solution (uε, vε) ∈
Cω(Qω) with r ≤ ∥uε∥∞ ≤ R, r ≤ ∥vε∥∞ ≤ R, where positive constants r, R are independent of ε.
Proof. From above corollaries, we can see that
deg(I − Gε(f (·), g(·)),Σ, 0) = 1,
whereΣ = BR×BR\(BR×Br  Br×BR). By the properties of the Leray–Schauder degree, together with Lemmas 3.3 and 3.5,
we can infer that the regularized problem (2.1) admits the coexistence periodic solution (uε, uε), which has a lower bound
independent of ε. The proof is completed. 
Lemma 3.6. Let the assumption (2.4) of Theorem 2.2 be satisfied. Then there exist positive constants ε1 ≤ ε0 and r1 ≤ r0 such
that for any ε < ε1, the periodic problem
u = Tp

u

a(x, t)−

Ω
K1(ξ , t)u2(ξ , t)dξ − σ

Ω
K2(ξ , t)v2(ξ , t)dξ

v = Tq

σv

b(x, t)−

Ω
K3(ξ , t)u2(ξ , t)dξ −

Ω
K4(ξ , t)v2(ξ , t)dξ
 (3.22)
with σ ∈ [0, 1] admits no nonnegative solutions on the boundary of (BR \ Br1)× Br1 .
Proof. From the proof of Lemma 3.3, it is observed that the first equation of (3.22) has no solution u with ∥u∥L∞(Qω) = R.
On the other hand, as in Lemma 3.4 of [20], we can conclude that there exists sufficiently small constant r1 ≤ r0, which is
independent of ε, such that the first equation of (3.22) admits no non-trivial nonnegative solution u with ∥u∥L∞(Qω) = r1
provided ∥v∥L∞(Qω) ≤ r1. Thence it is sufficient to show that (3.22) admits no solution (u, v) with r1 ≤ ∥u∥L∞(Qω) ≤ R and∥v∥L∞(Qω) = r1.
Suppose, to the contradiction, that problem (3.22) has a solution (u, v) satisfying r1 ≤ ∥u∥L∞(Qω) ≤ R and ∥v∥L∞(Qω) = r1,
which means that the nonnegative periodic functions u(x, t) and v(x, t) satisfy the equations
Lm,pε [u] = u

a(x, t)−

Ω
K1(ξ , t)u2(ξ , t)dξ − σ

Ω
K2(ξ , t)v2(ξ , t)dξ

, (3.23)
Ln,qε [v] = σv

b(x, t)−

Ω
K3(ξ , t)u2(ξ , t)dξ −

Ω
K4(ξ , t)v2(ξ , t)dξ

(3.24)
subject to the homogeneous Neumann boundary condition, respectively. Obviously, σ ≠ 0 by v ≠ 0.
Multiplying Eq. (3.23) by u and integrating overΩ , we have
1
2
d
dt
∥u(t)∥22 ≤ ∥a∥L∞(Qω)∥u(t)∥22. (3.25)
By the periodicity of u(x, t) with respect to t , we can take t1 and t2 ∈ [t1, t1 + ω] such that ∥u(t2)∥2 = maxt∈[0,ω]
∥u(t)∥2, ∥u(t1)∥2 = mint∈[0,ω] ∥u(t)∥2. Integrating (3.25) over (t1, t2) yields
∥u(t2)∥2 ≤ eω∥a∥L∞(Qω)∥u(t1)∥2.
On the other hand, since u ≠ 0, integrating Eq. (3.23) over Qω yields
min
(x,t)∈Qω
a(x, t) ≤ k1∥u(t2)∥22 + ε + r1|Qω| max
(x,t)∈Qω
K2(x, t).
Hence
min
(x,t)∈Qω
a(x, t) ≤ k1e2ω∥a∥L∞(Qω)∥u(t1)∥22 + ε + r1|Qω| max
(x,t)∈Qω
K2(x, t). (3.26)
By the assumption (2.4), we have a0 = e−2ω∥a∥L∞(Qω) min(x,t)∈Qω a(x, t) − k1k3 ∥b∥L∞(Qω) > 0, and then choose ε1 = min
ε0,
a0
3

, r1 = min

r0,
a0
3|Qω |max(x,t)∈Qω K2(x,t)

.
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Integrating Eq. (3.24) over Qω and by the periodicity of v(x, t), we get
Qω
v

b(x, t)−

Ω
K3(ξ , t)u2(ξ , t)dξ

dxdt ≥ 0. (3.27)
However from (3.26), it follows that for any (x, t) ∈ Qω
b(x, t)−

Ω
K3(ξ , t)u2(ξ , t)dξ ≤ ∥b∥L∞(Qω) − k3∥u(t1)∥22
≤ ∥b∥L∞(Qω) −
k3
k1

min
(x,t)∈Qω
a(x, t)− ε − r1|Qω| max
(x,t)∈Qω
K2(x, t)

e−2ω∥a∥L∞(Qω)
≤ −k3
k1

a0 − ε1 − r1|Qω| max
(x,t)∈Qω
K2(x, t)

< 0
by the choice of r1 and ε1, which gives a contradiction to (3.27) since ∥v∥L∞(Qω) = r1. 
Corollary 3.5. Assume that the assumption (2.4) in Theorem 2.2 is satisfied. Then
deg(I − Gε (f (·), g(·)) , (BR \ Br)× Br , 0) = 1
for 0 < r ≤ r1 and 0 < ε ≤ ε1.
Proof. From the proof of the existence result in [20], we can see that deg(I − Tp(f (·, 0)), BR \ Br , 0) = 1. It follows from
Lemma 3.6 that
(u, v) ≠ (Tp(f˜ (σ , u, v)), Tq(g˜(σ , u, v))), ∀(u, v) ∈ ∂((BR \ Br)× Br), σ ∈ [0, 1].
Here
f˜ (σ , u, v) = u

a(x, t)−

Ω
K1(ξ , t)u2(ξ , t)dξ − σ

Ω
K2(ξ , t)v2(ξ , t)dξ

,
g˜(σ , u, v) = σv

b(x, t)−

Ω
K3(ξ , t)u2(ξ , t)dξ −

Ω
K4(ξ , t)v2(ξ , t)dξ

.
By the properties of the Leray–Schauder degree, we obtain that
deg(I − Gε(f (·), g(·)), (BR \ Br)× Br , 0) = deg(I − (Tp(f˜ (1, ·)), Tq(g˜(1, ·))), (BR \ Br)× Br , 0)
= deg(I − (Tp(f˜ (0, ·)), Tq(g˜(0, ·))), (BR \ Br)× Br , 0)
= deg(I − Tp(f (·, 0)), BR \ Br , 0) deg(I, Br , 0)
= 1.
Now we prove the main results of this paper. 
Proof of Theorem 2.1. From Theorem 3.1, it follows that problem (2.1) admits at least one solution (uε, vε) with r ≤
∥uε∥∞, r ≤ ∥vε∥∞ ≤ R, where positive constants r, R are independent of ε. Therefore due to the periodicity of uε, vε ,
applying an rather standard argument as in [12,16], we can get
Qω
|∇umε |pdxdt ≤ C,

Qω
∂umε∂t
2 dxdt ≤ C, 
Qω
|∇vnε |qdxdt ≤ C,

Qω
∂vnε∂t
2 dxdt ≤ C,
where C is a constant independent of ε. Moreover from the regularity results of [5,29,30], it follows that there exists a map
h : [0,∞)→ [0,∞), h(0) = 0, continuous and nondecreasing such that
|uε(t2, x2)− uε(t1, x1)| ≤ h(|x2 − x1| + |t2 − t1|1/p),
where map h can be determined in terms of R and is independent of ε. The same inequality holds for vε . Therefore using an
argument similar to that in [12,16], we can obtain the coexistence solution (u, v) ∈ Cω(Qω)× ∈ Cω(Qω) of problem (1.1) as
a limit function of (uε, vε). 
Proof of Theorem 2.2. Similar to the proof of Theorem 2.1, it is sufficient to show that the regularized problem (2.1) admits
the coexistence solutionwhich has a lower bound independent of ε. In fact, fromCorollaries 3.1, 3.4 and 3.5, we can conclude
that deg(I − Gε (f (·), g(·)) ,Σ, 0) = −1, which implies that problem (2.1) admits at least one solution (uε, vε) with
r ≤ ∥uε∥∞, r ≤ ∥vε∥∞ ≤ R. 
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Proof of Theorem 2.3. The arguments of the proof of Theorem 2.1 can be easily adapted to prove this theorem. To this
end, we need only show that there exists constant C independent of ε, such that maxt∈[0,ω] ∥uε(t)∥L2(Ω) ≤ C and
maxt∈[0,ω] ∥vε(t)∥L2(Ω) ≤ C for the nonnegative solution (uε, vε) of
Lm,pε [u] = u

a(x, t)−

Ω
K1(ξ , t)u2(ξ , t)dξ −

Ω
K2(ξ , t)v2(ξ , t)dξ

, (x, t) ∈ Qω,
Ln,qε [v] = v

b(x, t)−

Ω
K3(ξ , t)u2(ξ , t)dξ −

Ω
K4(ξ , t)v2(ξ , t)dξ

,
∂u
∂ν
(x, t) = ∂v
∂ν
(x, t) = 0, (x, t) ∈ ∂Ω × [0, ω],
u(x, 0) = u(x, ω), v(x, 0) = v(x, ω), x ∈ Ω.
(3.28)
Integrating over Qω the equations after multiplying by uε and vε respectively, and by the ω-periodicity of uε and vε , we
obtain that
k1X ≤ ∥a∥L∞(Qω) − k2Y , k4Y ≤ ∥b∥L∞(Qω) − k3X,
where X = maxt∈[0,ω] ∥uε(t)∥2L2(Ω), Y = maxt∈[0,ω] ∥vε(t)∥2L2(Ω). Therefore by the assumption k1k4 > k2k3, one can see that
maxt∈[0,ω] ∥uε(t)∥L2(Ω) ≤ C,maxt∈[0,ω] ∥vε(t)∥L2(Ω) ≤ C , where constant C > 0 is independent of ε, and thus the proof is
completed. 
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