Stochastic mirror descent (SMD) keeps the advantages of simplicity of implementation, low memory requirement, and low computational complexity. However, the non-convexity of objective function with its non-stationary sampling process is the main bottleneck of applying SMD to reinforcement learning. To address the above problem, we propose the mirror policy optimization (MPO) by estimating the policy gradient via dynamic batch-size of gradient information. Comparing with REINFORCE or VPG, the proposed MPO improves the convergence rate from O(1/ √ N ) to O(ln N /N ). We also propose VRMPO algorithm, a variance reduction implementation of MPO. We prove the convergence of VRMPO and show its computational complexity. We evaluate the performance of VRMPO on the MuJoCo continuous control tasks, results show that VRMPO outperforms or matches several state-of-art algorithms DDPG, TRPO, PPO, and TD3.
Introduction
Reinforcement learning (RL) is one of the most wonderful fields for artificial intelligence, and it has achieved great progress recently [Mnih et al., 2015; Silver et al., 2017] . To learn the optimal policy from the delayed reward decision system [Sutton and Barto, 1998 ] is the fundamental goal of RL. Policy gradient methods [Williams, 1992; Sutton et al., 2000; Silver et al., 2014; Schulman et al., 2015; Haarnoja et al., 2018] are successful algorithms to learn the parametric policy directly.
Despite the successes of policy gradient method, the high variance of policy gradient estimate is a critical challenge. Baseline is a widely used technique to reduce the variance [Weaver and Tao, 2001; Greensmith et al., 2004] . For example, A2C [Sutton and Barto, 1998; Mnih et al., 2016] introduces the value function as baseline function, [Wu et al., 2018] considers action-dependent baseline, and [Liu et al., 2018] uses the Stein's identity [Stein, 1986] as baseline. Q-Prop [Gu et al., 2017] makes use of both the linear dependent baseline and GAE [Schulman et al., 2016] to reduce variance.
However, all the above methods' capacities are limited by their choice of baseline function [Liu et al., 2018] . In this paper, we propose a stochastic mirror descent (SMD) [Nemirovsky and Yudin, 1983; Teboulle, 2018] version of policy optimization, and then we develop its variance reduction implementation. The non-convex objective function with its non-stationary sampling process is the main bottleneck of applying SMD to policy-based RL [Papini et al., 2018; Cheng et al., 2018] . In fact, it has been proved that learning by SMD with a single batch size is divergent for the non-convex objective function (see remarks of Theorem 2 in [Ghadimi et al., 2016] ), which also happens in imitation learning [Cheng et al., 2018] . Besides, non-stationary sampling process with environment makes existing stochastic optimization limited to policy-based RL [Papini et al., 2018] . To address the above problem, we propose a convergent mirror policy optimization (MPO) by estimating the policy gradient form historical sequential information. We prove that comparing with REINFORCE or vanilla policy gradient (VPG) methods, the proposed MPO improves the convergence rate from O(1/ √ N ) to O(ln N /N ).
Furthermore, we consider a variance reduction implementations of MPO. To our best knowledge, [Du et al., 2017] introduces SVRG [Johnson and Zhang, 2013; Reddi et al., 2016 ] to off-policy evaluation. Later, [Xu et al., 2017] combines SVRG with TRPO [Schulman et al., 2015] to improve sample efficiency. Recently, [Papini et al., 2018] propose a stochastic variance reduced version of policy gradient (SVRPG). Although the above algorithms are practical empirically, their gradient estimates are dependent heavily on historical sequence data. This fact partially reduces the effectiveness of the above variance reduction works. In this paper, we propose the variance reduction mirror policy optimization (VRMPO), which admits a stochastic recursive iteration [Nguyen et al., 2017a,b; Fang et al., 2018] to estimate the policy gradient. It is different from [Du et al., 2017; Xu et al., 2017; Papini et al., 2018] , the proposed VRMPO makes use of fresh information to improve convergence and reduce variance.
We evaluate the performance of MPO and VRMPO. Firstly, We draw on experiments to verify our theory result: MPO achieves faster convergence than VPG and REINFORCE. Then, we illustrate that the selection of the mirror map has a significant influence on the performance of the model. Finally, we empirically evaluate the performance of VRMPO on the OpenAI Gym continuous control tasks, results show that VRMPO outperforms or matches the state-of-art algorithm TRPO [Schulman et al., 2015] , DDPG [Lillicrap et al., 2016] , PPO [Schulman et al., 2017] , and TD3 [Fujimoto et al., 2018] .
Notations
Policy-based RL The RL framework is formalized as Markov decision processes (MDP) [Sutton and Barto, 1998 ] which considers M = (S, A, P, R, ρ 0 , γ), where S is the set of states, A is the set of actions. At time t, the agent is in a state S t ∈ S and takes an action A t ∈ A, then it recceives a feedback R t+1 . P P a ss = P (s |s, a) is the probability of the state transition from s to s under taking an action a. R : S × A → [−R, R], R a s = E[R t+1 |S t = s, A t = a]. ρ 0 : S → [0, 1] is the initial state distribution and γ ∈ (0, 1) is discounted factor. Policy π θ (a|s) is a probability distribution on S × A with the parameter θ ∈ Θ, where Θ is a closed convex set. Let τ = {s t , a t , r t+1 } Hτ t=0 be a trajectory, where s 0 ∼ ρ 0 (s 0 ), a t ∼ π θ (·|s t ), r t+1 = R(s t , a t ), s t+1 ∼ P (·|s t , a t ), and H τ is the horizon of τ . The expected return J(π θ ) is defined as
where P (τ |θ) = ρ 0 (s 0 ) Hτ t=0 P (s t+1 |s t , a t )π θ (a t |s t ) is the probability of generating τ , R(τ ) = Hτ t=0 γ t r t+1 is the accumulated discounted return. Let J (θ) = −J(θ), the central problem of RL is the policy optimization π * = arg max π θ J(π θ ), which is equivalent to
Policy Gradient Method Computing ∇J(θ) analytically, we have
Let T be a collection of trajectories with size N , g(τ |θ) = Hτ t=0 ∇ θ log π θ (a t |s t )R(τ ),τ ∈ T . According to Eq.(3), vanilla policy gradient (VPG) is a straightforward way to approximate ∇J(θ) with Monte Carlo method∇ N J(θ) ≈ τ ∈T g(τ |θ)/|T |, where |T | is the cardinal number of T . If R(τ ) is replaced by an estimate of state-action value, then Eq.(3) reduces to Policy Gradient Theorem [Sutton et al., 2000] . Furthermore, using the accumulated discounted return as an estimate of R(τ ) achieves REINFORCE [Williams, 1992] . Both VPG and REINFORCE are unbiased but very noisy, which causes a high variance of policy gradient estimate. Besides, R(τ ) (in Eq.(3)) could be replaced by several different expressions such as advantage function, temporal difference error, et al, a recent work [Schulman et al., 2016] summarizes them.
Stochastic Mirror Descent (SMD) SMD [Nemirovsky and Yudin, 1983; Beck and Teboulle, 2003 ] plays a central role in this paper, so it is necessary to review some basic concepts of it.
Following the notations in [Nemirovski et al., 2009] , we consider the stochastic optimization problem, min
where D θ ∈ R n is a nonempty convex compact set, ξ is a random vector whose probability distribution µ is supported on Ξ ∈ R d and F :
is well defined and finite valued for every θ ∈ D θ . The classical stochastic subgradient descent (SSD/SGD) solves problem (4) as
, ∀ω ∈ dom(f )}. Definition 1 (Moreau Envelope and Proximal Operator [Moreau, 1965] ). T is defined on a closed convex X , and α > 0. T α (z), Moreau envelope of T , and M ψ α,T (z), proximal operator of T is
where ψ(x) is a continuously-differentiable, ζ-strictly convex function:
The SMD solves (4) by generating an iterative solution as follows,
where (θ) = g(θ t ), θ is the first-order approximation of f (θ) at θ t . The SSD/SGD is a special case
, since then iteration (6) is the proximal gradient [Rockafellar, 1976] view of SSD/SGD.
Policy Optimization with Mirror Descent
In this section, we solve the problem (2) via SMD. However, due to −J(θ) is a typical non-convex function [Papini et al., 2018; Cheng et al., 2018] , a direct application of SMD to solve (2) is very difficult. In fact, SMD with mini-batch size ≡ 1 cannot guarantee the convergence for the non-convex case (see remarks of Theorem 2 in [Ghadimi et al., 2016] ). To address above problem, instead of the traditional stochastic estimate of the policy gradient, we propose the mirror policy optimization (MPO) via dynamic batch-size of historical gradient information.
Mirror Policy Optimization
For a trajectory τ t ∼ π θt , we receive gradient information g(θ t |τ t ) = Hτ t t=0 ∇ θ log π θ (a t |s t )R(τ t ), then by SMD (6), to solve (2), we define the update rule as follows
where α t > 0 is step-size and other symbols are consistent to previous paragraphs. A typical implementation is presented in Algorithm 1. From Eq.(12), it is easy to see MPO is different from the popular algorithms such as REINFORCE, A2C or DPG [Silver et al., 2014] , it is a new framework to find the solution of problem (2) via non-Euclidean distance D ψ with a mirror map ψ. Eq. (11) is an online average of historical gradients, we present our motivation about Eq.(11) in Discussion 1. Discussion 1 (Motivation). For a given episode, the gradient flow (11) in MPO is slightly different from traditional policy-based algorithms such as vanilla policy gradient method, REINFORCE or A2C, deterministic policy gradient (DPG) algorithm [Silver et al., 2014] , their gradients' calculations are only related to the current episode. However, for the proposed MPO, we use an arithmetic mean of previous episodes' gradients to estimate ∇J(θ), and Eq. (11) is an incremental implementation of the average of all the previous gradient information. It is necessary to present the motivation of the proposed update (11). From the view of optimization, it is a natural way to estimate the term −∇J(θ t ) = −E[
by SGD, i.e. using a single trajectory to estimate policy gradient. Unfortunately, for the non-convex −J(θ), [Ghadimi et al., 2016] proves that the estimating gradient by a single sample cannot guarantee the convergence of SMD, no matter how the step-size α k is specified. Later, [Cheng et al., 2018] further confirms this discovery in imitation learning. To address the above problem, we use dynamic batch-size trajectories to estimate ∇J(θ), which averages all the previous episodes' gradients as a new estimator of policy gradient. Besides, the online implementation of (11) enjoys reducing storage cost.
Algorithm 1 Mirror Policy Optimization Algorithm (MPO)
Initialize: parameter θ 0 ,step-sizeα k > 0,g 0 = 0,parametric policy π θ (a|s), and mirror map ψ.
Convergence Analysis
In this section, we focus on the convergence analysis of Algorithm 1 with non-convex technique. We need the following stationarity measurement Bregman gradient to present the convergence.
Bregman gradient Bregman gradient is a generation of projected gradient [Ghadimi et al., 2016] , and then it is developed by [Davis and Grimmer, 2017; Zhang and He, 2018 ] to study the non-convex problem. Evaluating the difference between a candidate solution x ∈ X and its proximity is the critical idea of Bregman gradient to measure the stationarity of the solution x. Let X be a closed convex set on R n . α > 0, T (x) is defined on X . Bregman gradient is defined as
The following discussion is helpful for us to understand the significance of Bregman gradient. (I) If ψ is 2 -norms, then x * is a critical point of T if and only if G 
Eq.(9) holds due to the first-order Taylor expansion of ∇ψ(x). Thus if G ψ α,T (x) ≈ 0, then Eq.(9) implies the origin point 0 is near the set ∂(T + δ X )(x), i.e.,x is close to a stationary point.
In practice, we often choose T (θ) = −∇J(θ t ), θ , since then discriminant criterion (9) is suitable to RL problem (2). We need additional assumptions to present the convergence rate of MPO. Assumption 1 ([Papini et al., 2018] ). For each pair (s, a), any θ, and all components i, j there exists constants G, F such that, |∇ θi log π θ (a|s)| ≤ G, | 
Proof. Appendix A. If we choose et al., 2018] . Assumption 1 is reasonable for policy class such as Gaussian policy or relative entropy policy [Peters et al., 2010; Fox et al., 2016; Chow et al., 2018] . (II) VPG and REINFORCE reach the convergence rate of O(1/ √ N ) (Proposition 1, Appendix B), which is the worst rate of black box oriented firstorder methods [Nesterov, 2004] such as SGD. The convergence rate of the proposed MPO reaches O(ln N /N ) which is much faster than VPG/REINFORCE.
VRMPO: A Variance Reduction Implementation of MPO
In this section, we propose a variance reduction version of MPO, and we call it VRMPO. Let {τ t j } N j=1 ∼ π θt , we define the update rule of VRMPO as follows,
where α > 0 is step-size,
, and θ 1 = θ 0 − αG 0 . More details are summarized in Algorithm 2. The significance of iteration (14)/ (18) is provided in Discussion 3. Discussion 3 (Difference between MPO and VRMPO). (I) It is different from MPO iteration (11), we admit a simple recursive formulation (14) for estimating −∇J(θ). By Eq. (3), it is easy to see δ t (in (14)) has zero expectation, which implies introducing δ t does not change the expectation of update. Thus, at time t, δ t can be seen as a additional "noise" for the gradient information G t−1 . A lot of practice shows that the additional noise enjoys a lower variance of gradient estimate and speeds up the convergence [Defazio et al., 2014; Reddi et al., 2016; Schmidt et al., 2017; Fang et al., 2018] . The iteration (15) is a routine SMD step. (II) It is worth noticing that another difference between MPO and VRMPO. The gradient estimator (18) is only based on the inner loop information with respect to the previous θ k,t−1 , G k,t−1 . While the MPO gradient estimator (11) is constructed based on the information of the outer loop (i.e., replacing θ k,t , G k,t in Eq.(18) with θ k,0 , G k,0 , respectively). Therefore, the VRMPO update (14)/(18) makes use of fresh information and yields more accurate estimate of −∇J(θ) than MPO (11). (III)The use of recursive gradient estimate has been investigated by [Nguyen et al., 2017a,b; Fang et al., 2018] . However, results when applying the approaches in model-free policy-based RL with mirror map, appear to be novel.
Theorem 2 (Convergence Analysis). The sequence {θ k } K k=1 is generated by Algorithm 2. Under Assumption 1-2, let > 0 is a positive scalar, n 0 ∈ [1, 2σ/ ], and step-size α = /Ln 0 , where
where N is the batch size of sampling, (m − 1) is the iteration numbers of inner loop, ζ is defined in (5). Then
The proof of Theorem 2 is provided in Appendix D. From Eq. (16), we observe that the upper-bound of
term is due to the training episode K, the iteration of inner loop m − 1 and the mini-batch size N ; (II) the O( 2 ) is due to the step-size. To achieve asymptotic convergence of Algorithm 2, the hyper-parameter K, m − 1, and N should increase over time. In practice, it is enough to choose K, m − 1, and N large enough to make the first and second term negligible. By the above discussion, it is easy to understand the result of Eq.(17).
Some Practical Tricks for the Implementation of VRMPO (I) For the complex real-world domains, we should tune necessitate meticulous hyper-parameter. In order to improve sample efficiency,
Algorithm 2 Variance-Reduced Mirror Policy Optimization (VRMPO).
Initialize: Policy π θ (a|s) with parameterθ 0 , mirror map ψ,step-size α > 0, epoch size K,m.
end for end for Output:θ K .
we draw on the technique of entropy regularized RL [O'Donoghue et al., 2016] to VRMPO. (II) For Algorithm 2, the update rule of policy gradient (14)/ (18) is a full-return update according to R(τ ), which is the expensive Monte Carlo method and it tends to learn slowly. In practice, we use the one-step actor-critic structure. Let D be the replay memory, replacing the δ k,t (in (18)) as
where
is an estimate of action-value that can be trained to minimize the loss of critic
For the limitation of space, more details of implementation are provided in Appendix E.1.
Experiments

Numerical Analysis of MPO
In this section, we use an experiment to demonstrate Theorem 1: MPO reaches a faster convergence rate than VPG/REINFORCE. Then, we test how the mirror map ψ effects the performance of MPO.
Performance Comparison
We Compare the convergence rate of MPO with REINFORCE and VPG empirically. We test this task on the Short Corridor with Switched Actions domain (Chapter 13, [Sutton and Barto, 2018] ; Appendix C). The task is to estimate the value function of state s 1 , V (s 1 ) = G 0 ≈ −11.6. The result in Figure 1 shows that the proposed MPO learns faster significantly and achieves a better performance than both REINFORCE and VPG. The result implies that making use of historical gradient information is an efficient way to improve the convergence. 
where U is uniform distribution. 
Figure 2: Comparison of the empirical performance of MPO between mirror map p -norm (p = 2, non-Euclidean) and 2 -norm (Euclidean distance) on CartPole and MountainCar domains. To compare fairly, we select the same random seed, and let p run in {1.1, 1.2, · · · , 1.9, 2, 3, 4, 5}.
Effect of Mirror Map ψ We select ψ = p -norm to test how the mirror map affects the performance of MPO. Particularly, the iteration (12) reduces to gradient descent update if ψ = 2 -norm.
For the p -norm, Eq.(12) has a simple implementation. Let ψ
q be the conjugate map of ψ, p −1 + q −1 = 1,p, q > 1. According to Eq.(2.5) in [Beck and Teboulle, 2003] , (12) [Gentile, 2003] , and j is coordinate index of the vector ∇ψ, ∇ψ * .
The result in Figure 2 shows that the best method is produced by non-Euclidean distance (p = 2), not the Euclidean distance. The traditional policy gradient methods such as REINFORCE, VPG, and DPG are all the algorithms update parameters according to Euclidean distance. This simple experiment gives us some lights that one can create better algorithms by combining existing approaches with non-Euclidean distance, which is an interesting direction, and we left it as future work.
Evaluate VRMPO on Continuous Control Tasks
In this section, we compare VRMPO on the suite of MuJoCo continuous control tasks [Todorov et al., 2012] from the OpenAI Gym [Brockman et al., 2016], including Walker2d-v2, HalfCheetah-v2, Reacher-v2, Hopper-v2, InvertedPendulum-v2, and InvertedDoublePendulum-v2 . We compare VRMPO with DDPG [Lillicrap et al., 2016] , PPO [Schulman et al., 2017] , TRPO [Schulman et al., 2015] , and TD3 [Fujimoto et al., 2018] . For fairness, we follow the default setting of the MuJoCo simulator in each task. These tasks have dynamics of different natures, so help evaluate the behavior of the proposed VRMPO in different scenarios. We evaluate the performance of VRMPO by the following three aspects: score performance, the stability of training, and variance.
Score Performance Comparison All the setups mentioned above share the same network architecture that computes the policy and state value. We run all the algorithms with five random seeds. The results of max-average epoch return are present in Table 1 , and return curves are shown in Figure 4 .
Overall, VRMPO outperforms the baseline algorithms in both final performance and learning process. Our VRMPO also learns considerably faster with better performance than the recent popular TD3 on domains. It is worth noticing that on the HalfCheetah-v2 domain, our VRMPO achieves a significant max-average score 16000+, which outperforms far more than the second-best score 11781.
Stability The algorithm's stability is also an important topic in reinforcement learning. Although DDPG exploits the off-policy sample, which promotes its efficiency in stable environments, DDPG is unstable on the Reacher-v2 domains, while our VRMPO learning faster significantly with lower variance. DDPG fails to make any progress on InvDoublePendulum-v2 domain, and the result is corroborated by the work [Dai et al., 2018] . Although TD3 takes the minimum value between a pair of critics to limit overestimation, it learns severely fluctuating in the InvertedDoublePendulum-v2 environment. In contrast, our VRMPO is consistently reliable and effective in different tasks.
Variance Comparison As we can see from the results in Figure 3 , our VRMPO converges with a considerably low variance in the Hopper-v2, InvDoublePendulum-v2, and Reacher-v2. Although the asymptotic variance of VRMPO is slightly larger than other algorithms in HalfCheetah-v2, the final performance of VRMPO outperforms all the baselines significantly.
Conclusion
The non-convexity of objective function and non-stationary sampling process are the main bottlenecks of applying stochastic mirror descent to policy-based model-free reinforcement learning. To address the above problem, we propose the mirror policy optimization (MPO) by estimating the policy gradient via dynamic batch-size of historical gradient information. Comparing to the traditional policy gradient methods such as REINFORCE or vanilla policy gradient method, the proposed MPO improved the convergence rate from O(1/ √ N ) to O(ln N /N ). Results show that making use of historical gradients to estimate policy gradient is more effective to speed convergence. We also propose a variance reduction implementation for MPO (VRMPO), prove its convergence rate, and show the complexity of VRMPO. Finally, we evaluate the performance of VRMPO on the MuJoCo continuous control tasks, results show that VRMPO outperforms or matches several state-of-art algorithms DDPG, TRPO, PPO, and TD3. 
Appendixes A Proof of Theorem 1
Let f (x) be a L-smooth function defined on R n , i.e ∇f (x) − ∇f (y) ≤ L x − y , for ∀x, y ∈R n , the following holds
The following Lemma 1 is useful for our proof. Lemma 1 (Ghadimi et al. [2016] , Lemma 1 and Proposition 1). Let X be a closed convex set in R d , h : X → R be a convex function, but possibly nonsmooth, and D ψ : X × X → R is Bregman divergence. Moreover, define
where g ∈ R d , x ∈ X , and η > 0. Then, the following statement holds
Where ζ is a positive constant determined by ψ (i.e. ψ is a a continuously-differentiable and ζ-strictly convex function) that satisfying x − y, ∇ψ(x) − ∇ψ(y) ≥ ζ x − y 2 . Moreover, for any g 1 , g 2 ∈ R d , the following statement holds 
Particularly, if the step-size α k is fixed to a constant:ζ/2L, then
Proof. (Proof of Theorem 1)
be the trjecories generated by the differentiable parametric policy π θ . At each terminal end of a trajectory τ k = {s t , a t , r t+1 } Hτ k t=0 ∈ T , let
according to Algorithm 1, at the terminal end of k-th episode, k = 1, 2, · · · , N , the following holds,
To simplify expression, let J (θ) = −J(θ), then J (θ) is L-smooth, from Eq. (22), we have (23) and let h(x) ≡ 0 and η = α, then P X (θ, g, α) = G ψ α, (g,θ) (θ). Furthermore, by Eq. (24), let η = α k and g = −ĝ k , then we have
Rearrange Eq. (26), we have
Summing the above Eq.(27) from k = 1 to N and with the condition α k ≤ ζ L , we have the following statement
Recall
by policy gradient theorem
Let F k be the σ-field generated by all random variables defined before round k,
Furthermore, the following statement holds
By Assumption 2, Eq.(31) implies
Taking Eq.(32) in to Eq. (28), and taking expections w.r.t F N , then we have
which is equal to
Thus, we have
which is Eq(13).
Recall the following estimation
where C is the Euler constant-a positive real number and o(1) is infinitesimal. Thus the overall convergence rate reaches O(
B Convergence Rate Analysis of Vanilla Policy Gradient and REINFORCE Algorithm 3 Vanilla Policy Gradient
Given architecture with parameters θ to implement π θ . Initialize θ 0 randomly.
is generated by Algorithm 3. Under Assumption 1 and Assumption 2, let
and θ * is optimal solution to (2). Then we have
Proof. (Proof of Proposition 1)
For convenience, we consider the equivalent optimization problem
The sequence {θ k } N k=1 is generated by Algorithm 3 satisfies the following bound:
Eq.(35) holds due to Assumption 1 implies that the Lipschitz continuity of ∇J (θ) with constant L . Eq.(36) holds due to to the following fact:
Eq.(37) holds due to Assumption 2.
Rearranging Eq.(37), we have
Let α k = α be a constant and sum Eq.(38) from k = 1 to N , then we have
Eq.(39) holds because the minimum is less than the average.
Step size α is choosen as following
Lσ 2 . By J (θ) = −J(θ), we get Eq.(34).
Remark 1 (Convergence Rate of REINFORCE). REINFORCE introduces baseline to estimate policy gradient and it also provides a unbiased estimation of ∇J(θ). Due to above analysis of convergece rate of vanilla policy gradient is standard stochastic gradient descent, thus the REINFORCE keeps the same convergence rate of vanilla policy gradient.
C Short corridor with switched actions
Consider the small corridor grid world which contains three sates S = {1, 2, 3}. The reward is −1 per step. In each of the three nonterminal states there are only two actions, right and left. These actions have their usual consequences in the state 1 and state 3 (left causes no movement in the first state), but in the state 2 they are reversed. so that right moves to the left and left moves to the right. An action-value method with -greedy action selection is forced to choose between just two policies: choosing right with high probability 1 − 2 on all steps or choosing left with the same high probability on all time steps. If = 0.1, then these two policies achieve a value (at the start state) of less than −44 and −82, respectively, as shown in the following graph. A method can do significantly better if it can learn a specific probability with which to select right. The best probability is about 0.58, which achieves a value of about −11.6.
S G
D Proof of Theorem 2
Theorem 2 (Convergence Rate of VRMPO) The sequence {θ k } K k=1 is generated by Algorithm 2. Under Assumption 1-2, let > 0 is a positive scalar, n 0 ∈ [1, 2σ/ ], and step-size α = /Ln 0 , where
where N is the batch size of sampling, (m − 1) is the iteration numbers of inner loop, ζ is defined in (5) . Then
Furthermore, let
, then after total computational cost of training episode
We need the following lemmas to prove the convergence result.
Lemma 2 (Lemma1 [Fang et al., 2018] ). Under Assumption 1-2, θ k,t is generated by Algorithm 2, then for any 0 ≤ t ≤ m, the following holds
Telescoping Eq.(2) over t from 1 to the time t, then the following holds
Lemma 3 (Lemma2 [Fang et al., 2018] ). Let > 0 is a positive scalar, n 0 ∈ [1, 2σ/ ], and step-size α = /Ln 0 , where L, σ follows Assumption 1-2. Let η = (ζα−Lα
where N is the batch size of sampling, (m − 1) is the iteration numbers of inner loop, ζ is defined in (5). Then we have
Proof. (Proof of Theorem 2) By the definition of Bregman grdient mapping in Eq. (8) and iteration (19), let α k = α, we have
where we introduce g k,t to simplify notations.
Step 1: Analyze the inner loop of Algorithm 2
Now, we analyze the inner loop of Algorithm 2. In this section, our goal is to prove
In fact,
Eq. (48) holds due to the Cauchy-Schwarz inequality
Taking expectation on both sides of Eq (49), we have
Eq.(50) holds due to Lemma 2.
By Assumption 2 and Eq.(47), we now have
Recall the parameterθ k−1 = θ k−1,m is generated by the last time of (k − 1)-th episode, we now consider the following equation
Eq.(51) holds due to t ≤ m − 1.
If t = m − 1, then by the last Eq.(52) implies
Step 2: Analyze the outer loop of Algorithm 2
We now consider the output of Algorithm 2,
then we have
Recall the notation in Eq.(47)
, and we introduce followingg(θ k,t ) to simplify notations,
Then, the following holds
Eq.(56) holds due to the Eq.(25).
Let ν be the number that is selected randomly from {1, · · · , (m − 1)K} which is the output of Algorihtm 2,for the convenience of proof the there is no harm in hypothesis that ν = k · (m − 1) + t and we denote the output θ ν = θ k,t . Now, we analyze above Eq.(56) and show it is bounded as following two parts (58) and (61)
which implies the following holds
For another part of Eq.(56), notice ν = k(m − 1) + t, then we have
Eq.(60) holds due to the fact that the probability of selecting ν = k · (m − 1) + t is less than 1 K . Taking Eq(57) and Eq.(60) into Eq.(56), then we have the following inequity
Furthermore, if we want to get
E Experiments E.1 On-line version of VRMPO
We present the details of the practical tricks we apply to VRMPO in the following Algorithm 4.
Algorithm 4 on-line VRMPO
Initialize: Policy π θ (a|s) with parameterθ 0 , mirror map ψ,step-size α > 0, epoch size K,m. Initialize:
end for
end for 
E.3 Max-return Comparison
We compare the VRMPO with baseline algorithm on max-return. All the results are shown in the following Figure 7 .
E.4 Details of Baseline Implementation
For all algorithms, we set γ = 0.99. For VRMPO, the learning rate is chosen by grid search from the set {0.1, 0.01, 0.004, 0.008}, batch-size N = 100. Memory size |D| = 10 6 . We run 5000 iterations for each epoch. DDPG For our implementation of DDPG, we use a two layer feedforward neural network of 400 and 300 hidden nodes respectively, with rectified linear units (ReLU) between each layer for both the actor and critic, and a final tanh unit following the output of the actor. This implementation is largely based on the recent work by [Fujimoto et al., 2018] .
TD3 For our implementation of TD3, we refer to the work TD3 [Fujimoto et al., 2018] and https: //github.com/sfujim/TD3.
We excerpt some necessary details about the implementation of TD3 [Fujimoto et al., 2018] . TD3 maintains a pair of critics along with a single actor. For each time step, we update the pair of critics towards the minimum target value of actions selected by the target policy:
∼ clip(N (0, σ), −c, c).
Every d iterations, the policy is updated with respect to Q θ1 following the deterministic policy gradient algorithm. The target policy smoothing is implemented by adding ∼ N (0, 0.2) to the actions chosen by the target actor network, clipped to (−0.5, 0.5), delayed policy updates consists of only updating the actor and target critic network every d iterations, with d = 2. While a larger d would result in a larger benefit with respect to accumulating errors, for fair comparison, the critics are only trained once per time step, and training the actor for too few iterations would cripple learning. Both target networks are updated with τ = 0.005. TRPO and PPO For implementation of TRPO/PPO, we refer to https://github.com/openai/ baselines/tree/master/baselines and https://spinningup.openai.com/en/latest/ algorithms/trpo.html.
