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1. INTROOUCTI~N 
If a finite group G acts on a finite set Q, then the permutation character v 
for G on the elements of B is defined: 
~(g)=I{aEf4ag=ail, for all g E G. 
The function v is the character afforded by the permutation representation of 
G on Q. 
Let p be the permutation character for G on the elements of J2 and let 0 be 
the permutation character for G on the elements of K. Then there is an 
obvious, natural action of G on Q U rc and of G on Q X 7~. One easily 
computes that the permutation characters associated with these actions are 
p + 13 and ~0, respectively. 
The set P(G) of generalized permutation characters of G is the set of 
integer linear combinations of (ordinary) permutation characters. By the 
previous paragraph, P(G) is a ring. Furthermore, every element of P(G) is a 
difference of permutation characters and is a rational valued generalized 
character of G. The permutation character for a transitive action has the 
form (lH)’ for some HE G, by Lemma 5.14 of [8]. Thus every element of 
P(G) is an integer linear combination of characters of the form (lH)‘. It is 
clear for HS G that if v, E P(G), then pH E P(H) and if 8 E P(H), then 
19’ E P(G). 
Let x E Irr(G), the set of irreducible complex characters of G, and 
c E Aut(C). For g E G, define k”)(g) = k(g))“, then x” is an element of 
Irr(G). We say x” is a Galois conjugate of x. Let spk) be the sum of the 
distinct Galois conjugates of x. 
The result which underlies our study is the following, which we will call 
Artin’s theorem, although it is really only a part of the character theoretic 
result which bears his name. It is Corollary 5.23 of [8]. 
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ARTIN'S THEOREM. Let x E Irr(G). Then 1 G/ . spk) E P(G). 
It follows that there is a least positive integer n(x) such that 
WSPWEP(G). W e call n(x) the permutation index of x. 
The principal goal of this work is to obtain information about n(~) when 
G is a solvable group. (The interesting questions in this subject seem to be 
about solvable groups, for example, nh) tends to be trivial when G is 
simple.) Because P(G) is an abelian group under addition, it is apparent from 
Artin’s theorem that n(~) divides ) G 1. 
An analogy with the Schur index m(x) readily presents itself, If 0 is any 
rationally represented character of G, then m@) divides the character inner 
product [x, 01. Taking 0 to be the regular character of G we find that mk) 
divides x( 1). Suppose that 0 E P(G). Does n(~) divide [x, 8]? The regular 
character of G is a permutation character. Does n@) divide x(l)? 
Although the answer to both questions is no in general, as later examples 
will show, these questions serve to motivate the results we do obtain. 
THEOREM A. If G is solvable and x E Irr(G), then the odd part of n(x) 
divides ,y( 1). 
A consequence of this is that if 1 G) is odd, then nk) divides x( 1). In a 
later paper we will give examples of solvable groups G with x E Irr(G), such 
that x(1) is odd, yet nk) is an arbitrarily large power of 2. This shows that 
the 2-part of the permutation index may not be so easily controlled and 
makes the next result somewhat of a surprise. 
THEOREM B. Let G be solvable and x E Irr(G). Assume that x(1) is a 
power of 2. Then nk) divides x(1). 
The question of whether the permutation index of an irreducible character 
necessarily divides its degree was put to me by Professor Isaacs. He had an 
example where this fails in an even order group, and he asked whether it is 
true in an odd order group, which Theorem A answers in the affirmative. The 
bulk of this paper appeared as my Ph. D. thesis at the University of Wiscon- 
sin-Madison. 
Throughout this paper we will assume the notation of [S]. All vector 
spaces considered are finite dimensional. The author wishes to thank the 
referee for many helpful suggestions concerning the revision of an earlier 
version of this paper. 
2. ELEMENTARY TECHNIQUES 
Let N be a normal subgroup of the group G, and choose v E Irr(N). Put 
M = I,(v), the inertia group. Clifford’s theorem (Theorem 6.11 of [8]) 
GENERALIZEDPERMUTATIONCHARACTERS 447 
determines a bijection between the two sets Irr(Glv) and Irr(MIv). We wish 
to exploit this situation to obtain information about permutation indices 
which will allow us to make induction arguments. 
HYPOTHESIS 2.1. Let Nn G with v E Irr(N) and M = ZG(v). Let 
,U E Irr(MI v), so that by Cll@w-d’s theorem x = pG E Irr(G). Put T = { g E G / 
there is a u E Gal&/ah)) such that vg = vu}. Let B = ,uT. 
The group T in Hypothesis 2.1 is called the semi-inertia group in G of v 
with respect o x. Observe that M s T, since for each x E M, the relevant o is 
the identity. Thus ,u’ makes sense. 
Because ,u’ = 19, we have that Q(B) c Q@). Also ,u’ = 0’ =x, so that 
al(x) E Q(0). Since all these fields are sublields of a cyclotomic field, they 
are all Galois extensions of the rationals. 
The following diagram may be helpful to refer to. 
Observe for any (T E Aut(C) that Z,(v”) = ZG(v). It follows easily that 
MA T. 
THEOREM 2.2. Assume Hypothesis 2.1. Then sp(B)’ = sp(x) and 
sp@)’ = 1 T: 44 spk). 
Proof One easily computes that spy = ) O!(U) :Q(e)/ sp(8). 
Put 
r = Gal(O@)/Q(B)). 
Let r~ E Gal(Q@)/Q&)). Th en v” is an irreducible constituent of xN, and 
so by Clifford’s theorem vu =.vg for some g E G, -and evidently g E T. Now 
,u” and rug are both irreducible constituents of x,,, and (vu)*, so then 
M=ZJv”) forces that @’ =pg, and it follows that 8” = 8. Because u was 
arbitrary, we now see that UQ) = Q(0). Furthermore, with u and g as above, 
@’ = pX only for x E M . g and the map from Z to T/h4 sending u to A4g is 
easily seen to be an isomorphism. Thus IZl= 1 T:MI, and so sp&)’ = 
/ T:MJsp(B). 
Since a@) = Q(e), we have sp(B)’ = sp(x). This proves the theorem. 1 
This theorem combined with Frobenius reciprocity yields the following 
inductive technique. 
COROLLARY 2.3. Let x E Irr(G). Assume N 4 G and v E Irr(N) is a 
constituent of xN. Put M = ZG(v) and choose ,u E Irr(MI v) such that pG =x. 
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Then nk) divides n(u)1 G :A41 . Suppose that not all irreducible constituents of 
,y,,, are Galois conjugate. Then there is T < G and 8 E Irr(T) with eG =x and 
nk) divides n(0). 1 
Our next fact is originally due to L. Solomon. 
THEOREM 2.4. Let G be supersolvable, x E Irr(G) and ty E P(G). Then 
n(x) divides [x, ty]. 
As was mentioned in the introduction, this fact is analogous to a fact 
about the Schur index, which is true without any special hypothesis on the 
group. The hypothesis that G is supersolvable may be weakened 
considerably, but Theorem 2.4 is adequate for our purposes. 
Proof of Theorem 2.4. Let G be a group of least order violating the 
theorem. Choose x E Irr(G) and w E P(G) for which n(x) does not divide 
[x, I,v]. Using Problem 5.22 of [8], we may assume that x is faithful and that 
if 8 E Irr(G) is not faithful, then n(B) divides [0, w]. 
Let M Q G. If the irreducible constituents of xM are not all Galois 
conjugate, then Corollary 2.3 produces T < G and 0 E Irr(7’) with 6’ =x 
and n(x) dividing n(e). By the minimality of G, n(0) divides [8, ~~1; hence 
n&) divides [r3, vT] = [eG, ~1, a contradiction. 
Since G is supersolvable, there is A 4 G with A = C,(A). The previous 
paragraph shows that all irreducible constituents of xA are Galois conjugate. 
But x is faithful also, and so these constituents are faithful, so that A is 
cyclic. Furthermore, if I E Irr(A) is such a constituents, then ker A = 1 and 
A = C,(A) yield that x = AG. 
Now let 8 E Irr(G) be faithful, and choose p E Irr(A) with b, eA] # 0. 
Since A is cyclic, p is faithful, hence Galois conjugate to 1, and we see that 0 
is Galois conjugate to x. 
We can now isolate x. Choose /1 E Irr(G), a set of representatives for the 
orbits of Aut(C) on the non-faithful elements of Irr(G). Then 
W= IX, WI SPY + c [e, WI spv9. 
e&?/t 
For each 0 E li, the kernel of 0 is non-trivial so that n(0) divides [e, ~1. 
Thus 
and since w E P(G), we now see that Lx, v/l sph) E P(G). Thus nk) divides 
[x, ~1, a contradiction. This proves the theorem. 1 
COROLLARY 2.5. Let G be supersolvable, and let x E Irr(G). Then n(x) 
divides x( 1). 
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Proof: The regular character p of G is in P(G). Thus nk) divides Ix, p] = 
x(l)* I 
As another application of Theorem 2.4, we obtain a result which severely 
limits the permutation index in a nilpotent group. Recall that a group 
is quaternion free if no section is isomorphic to the quaternion group of 
order 8. 
THEOREM 2.6. Let G be nilpotent and x E Irr(G). Then n(x) < 2. 
Furthermore, if G is quaternion free, then nf$ = 1. 
Prooj Let G be a minimal counterexample and choose x E Irr(G) such 
that either nh) > 2, or nk) > 2 and G is quaternion free. As in the proof of 
Theorem 2.4 we can assume that kerQ) = 1. 
We argue that all abelian normal subgroups of G are cyclic. Let MA G be 
abelian. If the irreducible constituents of x,,, are not Galois conjugate then by 
Theorem 2.3 we find T < G and 8 E Irr(7) such that n(x) divides n(0). 
Induction applied to T yields n(0) < 2, hence nk) ,< 2. If G is quaternion 
free then so is T and then n(0) = 1, hence nk) = 1. This contradicts our 
choice of G as a minimal counterexample. Now as in the proof of 
Theorem 2.4, M is cyclic. 
Nilpotent groups all of whose abelian, normal subgroups are cyclic are of 
three types (see satz 7.6 of [6] and Theorem 12.5.1 of [5]): 
Case 1. G is cyclic 
Case 2. G is non-abelian and splits over a cyclic subgroup M which has 
index 2 in G. 
Case 3. G = S x P where S is cyclic of odd order and P is a generalized 
quaternion 2-group. 
In any case nk) divides x(1) by Corollary 2.5. 
In case 1, x is linear, so then x(1) = 1, and hence n(x) = 1. 
In case 2, let H be a complement for M in G. Let Iz E Irr(M) be a 
constituent of xM. Since x is faithful and G is not abelian, we find that 
1’ =x. By Theorem 2.4, an divides [x, (lH)G]. We use Frobenius 
reciprocity to compute [x, (lH)G] = [(3,G)H, lH] = [@,n M)H, lH]. Since Iz is 
linear and since Hn M = 1, we see that Ix, ( lH)G] = 1. Thus nC;c) must be 1. 
In case 3, P has a normal, cyclic subgroup M of index 2 and now SA4 is 
normal, cyclic in G of index 2. It follows easily that x(1) = 2 and now 
n(x) < 2. 
Observe that if nk) # 1, then we must be in case 3, and in this case G is 
not quaternion free. This analysis yields a contradiction and proves the 
theorem. I 
Our investigations will be aided by identifying a set of subgroups of a 
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group G which determine P(G): the quasi-elementary subgroups. These 
groups are called hyper-elementary in [ 11. 
DEFINITION 2.7. Let p be a prime. A group L is p-quasi-elementary if L 
has a cyclic normal p-complement. We say L is quasi-elementary if L is p- 
quasi-elementary for some prime, p. 
Note that the quasi-elementary groups are supersolvable. 
PROPOSITION 2.8. Let v, E cf (G), the set of complex class functions of G. 
Then v, E P(G) if and only if (mu E P(H) f or every quasi-elementary H s G. 
Proof: Let Q be the set of quasi-elementary subgroups of G. By 
Solomon’s theorem (8.10 of [S]) we can find ntegers an such that 
1, = x a,(l,)‘. 
HEQ 
If (o E cf (G) then 
Thus if (Pi E P(H) for every HE Q, then v, E P(G). The other conclusion of 
this proposition is trivial. I 
PROPOSITION 2.9. If L is a p-quasi-elementary group and x E Irr(L), then 
nk) is a power of p. 
Proof. By Ito’s theorem (6.15 of [8]), x(1) is a power of p, since L has 
an abelian normal subgroup of p-power-index. By Corollary 2.5, n(x) divides 
x(l)- 1 
We combine Propositions 2.8 and 2.9 in a way which produces certain 
subgroups of a given group. This will be important in the proofs of our main 
theorems in Section 10. 
LEMMA 2.10. Let G be a group and x E Irr(G). Suppose there is an 
integer n and a prime p such that the p-part of nCy) does not divide n. Then 
there is a p-quasi-elementary L < G, such that n . SPY & P(L). 
Proof: Write n(x) =p’b, where p does not divide b. The hypothesis 
implies that nk) does not divide nb, that is, nb . sp(x) &P(G). By 
Proposition 2.8 there is a quasi-elementary L < G for which 
nb e SP&)~ & P(L). We show L is a p-quasi-elementary. 
Let L be r-quasi-elementary and suppose that r is a prime different from p. 
We will show for w E Irr(L), that n(w) divides [w, nb . SP~)~]. 
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Now p%b . sp(j) = nCy> n . spk) E P(G) and so p%b . spklL E P(L). 
Since L is supersolvable, Theorem 2.4 implies that n(w) divides 
[v,p%b . spy] =p’[v, nb . SP~)~]. By Proposition 2.9, n(w) is a power of 
r and now r fp forces that n(w) divides [w, nb m sph)], and this works for 
all I,V E Irr(L). We now have that nb . SP~)~ E P(L), a contradiction. The 
proof is complete. I 
3. SYMPLECTIC MODULES 
Throughout this section let V be a G-module for some group G over a 
finite field F and suppose that V carries a G-invariant, alternating, non- 
degenerate F-bilinear form denoted (,). For a subspace X< V we will denote 
the space of vectors orthogonal to X by X1. 
For gEG and X<V put C,(g)={xEX]xg=x} and [X,g]= 
{xg - XIX E X}. Observe that for x E CV(g) and y E V we have (x, yg - y) = 
(x, yg) - (x, Y) = (xg, yg) - (x, Y) = (x, Y) - (x, Y) = 0, which proves: 
PROPOSITION 3.1. [V, g] c CV( g)‘. 
If in addition we have that (O(g), char(F)) = I then by Fitting’s theorem, 
V= C.(g) 4 [V, g], and so in view of Proposition 3.1 and duality theory we 
have: 
PROPOSITION 3.2. If (O(g), char(F)) = 1 then Y= C,(g) $ [V, g]. Each 
summand is non-degenerate and is a (g)-submodule of V. 1 
We turn our attention to G-module decompositions of V. 
DEFINITION 3.3. We say V is symplectically irreducible if every W < V, 
which is G invariant is also degenerate. 
The following is obvious. 
PROPOSITION 3.4. We can write V = xi . Wi, where each Wi is non- 
degenerate and orthogonal to all the other summands. Each Wi is G 
invariant and symplectically irreducible. 
In a comprime setting, Proposition 3.4 can be refined. 
PROPOSITION 3.5. Suppose that (I G 1, char(F)) = 1. Then we write 
V=AjB/x. Wi 
i 
with the properties: 
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(1) A and B are totally isotropic G submodules 
(2) (A’)nB=O=(B’)nA. 
(3) Each Wi is G invariant, irreducible, non-degenerate and 
orthogonal to the other summands and to A and to B. 
Proof Get a decomposition as in Proposition 3.4. It is easy to show that 
if W is a symplectically irreducible G submodule of V then either W is 
irreducible or that W = U 4 X where U and X are totally isotropic G 
submodules. a 
The next fact deals with the situation of the modules A and B of the 
preceding result. 
PROPOSITION 3.6. Suppose that V = A 4 B, where A and B are totally 
isotropic G submodules. Let g E G, then 1 C,(g)\ = 1 C,(g)\ . 
Proof. Since by duality theory, B is G isomorphic to Hom(A,F), we can 
choose a basis for A and for B such that g E G is represented by C, in its 
action on A and by Cc’-transpose in its action on B. The result is now 
obvious. 1 
In Section 7 we will need to know that certain subspaces of V are non- 
degenerate. 
LEMMA 3.7. Let NA G. Let W be a homogeneous component of VN. 
Suppose that 1 G : NI is odd. Then W is non-degenerate. 
Proof. If W,, W,,..., W, are the distinct homogeneous components of 
V,,,, then t is odd since t divides 1 G :NI. We will establish a pairing among 
the W, in the following way: 
Because V is non-degenerate, given a Wi, there must be some Wj which is 
not orthogonal to W,. We claim there is a unique such j. 
Indeed, since (W,, Wj) # 0, and because Wt and Wj are completely 
reducible N-modules, we can tind irreducible N-submodules A c Wi and 
B c Wj such that (A, B) # 0. Since A and B are irreducible, it follows that B 
is isomorphic to the N-module Hom,(A, F). Thus B is uniquely determined 
up to N-isomorphism from A. Because the W, are distinct homogeneous 
components, Wi uniquely determines A up to N-isomorphism and Wj is 
uniquely determined among the W, by B. 
Thus for each i, there is a unique j such that (Wi, Wj) # 0. This 
establishes a pairing among the Wk. Since there are an odd number of them, 
one of them, say W, is paired with itself. 
Now W, is orthogonal to all the other Wk. Then W, is non-degenerate. 
But all the other W, are G-translates of WI, and we see that all the W, are 
non-degenerate. In particular, W is non-degenerate. I
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In Section 4 we will be interested in how the existence of a G-invariant 
bilinear form on an irreducible V affects the center of G. The particular 
information we will want is the consequence of very general facts which we 
now present. 
For the remainder of this section assume that V, is faithful. Let r be the 
set of F-bilinear forms on V which are G-invariant. Put E = End,,(V). Our 
first fact is routine. 
LEMMA 3.8. Assume that [, ] is any element of r. Then there exists 
,t3 E E such that for all u, ZJ E V we have [u, v] = (up, 0). 
In the proof of Theorem 3.10, we will need the existence of a particular 
type of bilinear form. 
LEMMA 3.9. Assume that V, is irreducible. Then I contains a non- 
degenerate element [, ] having the property that there is an e = f I, such that 
for all u, v E V we have [u, v] = e[v, u]. 
Proof: Because Vo is irreducible, all non-trivial elements of r are non- 
degenerate. Suppose that the given form (,) does not satisfy (u, V) = (v, u) 
for all u, v E V. Then define [, ] by [u, u] = (u, u) - (a, u) for all u, v E V, 
and [, ] is nontrivial and G-invariant. Hence it is non-degenerate, and 
satisfies the lemma, with e = -1. 
If, on the other hand, (u, u) = (0, u) for all u, u E V, then (,) itself satisfies 
the lemma, with e = 1. m 
Let p E E, and define a G-invariant bilinear form from V to F by [u, v] = 
(u, VP). By Lemma 3.9, there must be a /I’ E E, such that (u, u/3) = (up’, v) 
for all u, u E V. The map u taking /I to /3’ obtained in this way is easily seen 
to be additive and anti-multiplicative. 
If g E Z(G), let g, denote the linear transformation of V induced by the 
action of g. Then g, E E. Since (, ) is g-invariant we find that ( gy)(T = 
(gd-‘* 
THEOREM 3.10. Assume that Vo is irreducible. Suppose that ]Z(G)( > 2. 
Then E is a field of even degree over F, and we write ] E ( = ( Flzr for some 
integer r. The elements of E which leave a non-trivial element of I invariant 
leave all the elements of I invariant and form the unique subgroup of EX of 
order IF]’ + 1. In particular, IZ(G)l divides IF]’ + 1. 
Proof Use Lemma 3.9 to replace (,) by a form satisfying (u, a) = e(v, u) 
for all u, a E V, with e = f 1. Get the map u from E to E as above. Since V, 
is irreducible and finite, E is a field. Therefore u is an automorphism of E 
leaving F fixed. The computation (Up, u) = e(u, u/I) = e(z$“, u) = (u, up”) = 
(up”‘, u) for all u, v E I/ and /3 E E, shows that o2 = 1. 
454 ALAN E.PARKS 
Since V is faithful and irreducible, Z(G) is cyclic. Thus, since IZ(G)( > 2, 
we can find g E Z(G), which is not its own inverse. Then (g,)” # g, and so 
u # 1. Thus u has order exactly 2. Now lE :F] is even, say 2r, and the map u 
is exponentiation by IF]‘. 
If [, ] is any non-trivial element of F then Lemma 3.8 allows us to 
conclude that p E E leave 1, ] invariant if and only if it leaves (,) invariant. 
An element /3 of E leaves (, ) invariant if and only if /.Y = p-r and this 
happens if and only if the order of /I divides IF]’ + 1. This proves the 
theorem 1 
We remark that the author had found a rather complicated, matrix- 
theoretic proof of Theorem 3.10. It was pointed out to him by I. M. Isaacs 
that the map u, which appears as r in [9], furnishes a greatly enhanced view 
of this situation. 
4. CYCLIC NORMAL SUBGROUPS 
HYPOTHESIS 4.1. Let G be a group with a cyclic normal subgroup N, 
such that N = G,(N). Let V be a faithful, irreducible G module over afinite 
field F. Finally, suppose that V,,, is homogeneous. 
This setting will arise in the proof of Theorem 7.1; we will need precise 
information concerning the structure of G and the action of G on V. The 
author’s original argument was rather long, and he wishes to thank the 
referee for a suggested shortcut. 
THEOREM 4.2. Assume Hypothesis 4.1. Then V,,, is irreducible. 
Proof Let E be an algebraic closure of F, and put U = V OF E. By 
Theorem 9.21 of [8], U is the direct sum of pairwise non-isomorphic simple 
modules Ui 1 < < t. By Clifford’s theorem, that V is faithful, and that 
N = C,(N) is cyclic, each Ui is fl for some l-dimensional E[N] module 
W,. Because the Ui are pairwise non-isomorphic, the Wi are pairwise non-G- 
conjugate. Thus V, = Cf=r CgeGIN Wf is multiplicity free. But VN is 
homogeneous, and this proves the theorem. I 
Assume the notation of the previous result. Then Gal(E/F) acts on EX in 
a natural way. Form the semi-direct product T(E/F) = EX >Q Gal(E/F), and 
then T(E/F) acts on E in a natural way. 
In light of Proposition 19.8 of [lo] and Theorem 4.2, the action of G on V 
is operator isomorphic to a subgroup G, of T(E/F) acting on E. Because VG 
is faithful, G is isomorphic to G,. This proves the following. 
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COROLLARY 4.3. Assume hypothesis 4.1. Put E = EndFN(V). Then there 
are subgroups N, < G, < T(E/F), such that 
(1) G,~GandN,~N. 
(2) The action of G on V is operator isomorphic to the action of G, 
on E. 
(3) N,=G,nEX. 
Now we want to add the hypothesis that V admits a non-degenerate, alter- 
nating bilinear form, left invariant under the action of G. 
HYPOTHESIS 4.4. Assume Hypothesis 4.1 and that V is a symplectic G 
module over F, with form [, 1. Assume that IN] is odd and that G I> 1. 
The hypothesis of (N) being odd is merely a convenience, allowing us to 
apply Theorem 4.6 later more smoothly. Our next few facts lead toward the 
goal of embedding G in a slightly larger subgroup of T(E/F) which also acts 
symplectically on V. This will greatly aid a calculation in the proof of 
Theorem 7.1. 
Assuming Hypothesis 4.4, since V is non-degenerate, dim,(V) is even. 
LEMMA 4.5. Assume Hypothesis 4.4. By Corollary 4.3, identify V with a 
field E and G with a subgroup of T(E/F). Since dim,(V) is even we can 
write IE] = IF]” f or some integer r. Let K be the set of elements of T(E/F) 
which leave [ , ] invariant, so that G s K. Then K n Ex has order (F jr + 1. 
Proof. First we claim that INI > 2. This is because G > 1 and 
N= C,(N) and ]N] is odd. In particular, [Z(N)1 > 2. Thus since V, is 
irreducible, we can apply Theorem 3.10 to the group N. Recall that 
E = EndFN(V). By Theorem 3.10, the elements of Ex which leave [ ,] 
invariant form the unique subgroup of order IF]’ + 1. This proves the 
lemma. I 
Let M be the subgroup of Ex of order the odd part of 1 FI’ + 1. By 
Lemma 4.5, M leaves the form [ ,] invariant. Since ]N( is odd, NE M. It will 
be helpful later for us to work with the group MG. Note that 
MG n Ex = MN = M. Observe that M is a cyclic, normal subgroup of MG. 
We claim that M is self-centralizing in MG. Indeed, C,,(M) E C,,(N). 
Now C,(N) = N, so then C,,(N) s MN = M. Thus M is self-centralizing in 
MG. We summarize the work we have done in this section. 
THEOREM 4.6. Assume hypothesis 4.4. Then we can iden@ V with a 
Jeld E and G with a subgroup of T(E/F). The field E has even dimension, 
say 2r, over F. The group N is contained in the subgroup M of Ex where the 
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order of M is the odd part of 1 F(’ + 1. The group MG leaves the form [ , ] 
invariant. Furthermore M is a cyclic, normal subgroup of MG and 
M = CM&W). Finally, (MG) n Ex = A4. 
5. CANONICAL CHARACTERS 
In [7] Isaacs defines a character arising in a natural way from a group 
with a symplectic module. This character turns out to be relevant to the 
study of chief sections of solvable groups, in a way which we will make 
precise later. For now we are content to define these characters and establish 
some key properties of them. 
HYPOTHESIS 5.1. Let V be a G-module over a field F of prime order p. 
Let ( G ( be prime to p. Assume there is a form ((, )) : V x V+ C with the 
properties: 
(1) ((u,u))=lforalluEV. 
(2) ((u + v, w)) = ((24, w)) - ((v, w)) for all u, 4 w E V. 
(3) ((u, v + w)) = ((u, v))((u, w)) for all u, 0, w E V. 
(4) If ((u, v)) = 1 for all v E V, then u = 0. 
(5) ((ug, vg)) = ((u, v)) for all u, v E V and g E G. 
Observe that since V has additive exponent p, the values of ((, )) are 
complex pth roots of 1. There is an isomorphism f from the multiplicative 
group of complex pth roots of 1 to the additive group F+. Then for u, v E V, 
let [u, v] =f (((u, v))). Now [, I is alternating by (1)); it is F-bilinear by (2) 
and (3); it is nondegenerate by (4); and it is G-invariant by (5). Thus V is a 
symplectic G-module over F, and we can interpret the terminology and 
results of section 3 appropriately to apply to the form ((, )). In particular 
1 VI = e* for some positive integer e. 
On p. 619 of [7] Isaacs gives an algorithm for a complex function yl”“’ on 
G, which depends on V, G, and ((, )). Isaacs’ function is defined under the 
more general hypothesis that 1 G] or p is odd. For our purposes it will be 
sufficient and convenient o restrict our attention to the coprime setting. 
To give this algorithm we need a preliminary fact. For g E G, let n,(g) = 
lw:~,,,vl~ 
LEMMA 5.2. Assume hypothesis 5.1. Let g E G and assume for every 
s E (g) that either C v(s) = 0 or Cr.(s) = V. Then there is an integer a = f 1 
such that n,(g) divides e - a. 
This is conclusion (a) of Theorem 5.7 of [7]. If g E G then the hypothesis 
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that (p, (G]) = 1 allows us to use Fitting’s theorem and write 
V= C,(g) 4 [g, V]. The two summands are (g)-invariant and 
nondegenerate by Proposition 3.2. This remark along with Lemma 5.2 make 
the .following algorithm unambiguous. 
ALGORITHM 5.3. Assume Hypothesis 5.1. Let e2 = ( VI, with e > 0. Let 
g E G, put n = nv( g), and define Y(“( g) as follows: 
Case 1. Assume there is an s E (g) with 0 < C,,(s) < V. Put A = C,(s) 
and B = [s, V]. Use these rules to compute Y(““(g) and Y(“)(g). Put 
Y(“)(g) = PA’(g) - Y@‘(g). 
For cases (2) and (3) assume no such s exists. 
Case 2. If n > 1 then find a = f 1 so that n divides e - a. Put YcV)( g) = 
a(+“+ I’(e-0)/n 
Case 3. If n = 1 then put YV’(g) = e. 
It is clear under Hypothesis 5.1 that the values of Y”‘) are rational. 
Observe that if V = 0 then Y@‘) = 1 c. 
Isaacs proves that YcV) is a character of G in Theorem 6.3 of [7]. An 
important property of such characters is given by Corollary 6.4 of [7], 
I YYd12 = IG(g>l for all g E G. 
Because in our setting, the values of Ycv’ are rational, we can omit the 
absolute value signs on the left-hand side of Eq. (*). 
DEFINITION 5.4. Assume hypothesis 5.1. Let Y = Ycv) be the character 
of G defined by Algorithm 5.3. We say Y is the canonical character for V, 
Gv CC,)>. 
The facts we will need about canonical characters exhibit two themes. The 
first involves decomposing canonical characters into products of canonical 
characters arising from submodules of the given symplectic module. The 
second theme concerns the values of canonical characters in specific 
instances. 
Our first result is a straightforward application of Algorithm 5.3. It may 
be deduced from the results of [7], using our Proposition 3.2, but it is not 
explicitly stated there. 
THEOREM 5.5. Assume Hypothesis 5.1 and that V = A -k B, where A and 
B are orthogonal G-submodules. Then Ycv’ = Y(*’ . YycB’. 
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We can apply Theorem 5.5 to get a decomposition of Y. The proof of the 
following corollary is obvious from Theorem 5.5 and Proposition 3.4. 
COROLLARY 5.6. Assume Hypothesis 5.1 and get a decomposition of V 
into symplectically irreducible G submodules as in Proposition 3.4: 
V = 2 . Wi. Let Yi be the canonical character for Wi, G, ((, )). Then 
!P=II!Pi. 
We now obtain two results along the lines of our second theme, the values 
of Y in specific instances. 
PROPOSITION 5.1. Assume Hypothesis 5.1 and let Y be the canonical 
character for G, V, ((, )). Let g E G and suppose that the action of (g) on V 
is Frobenius (no nonidentity element of(g) has nontrivialfixed points on V). 
Put n = O(g) and assume that n > 1. Then there is an integer f = + 1 for 
which n divides e -$ Also Y(g) =f (-l)(n+“(e-n’n. If n is odd, then 
yc g) =J; 
ProojI Applying algorithm 5.3, we see that C,(s) = 0 for 1 # s E (g). 
Thus we compute Y(g) using case (2) or case (3). Since n > 1, we use case 
(2) and the first conclusion is obvious. 
If n is odd, then (-1) (“+ I) = 1 and in this case Y(g) =f, i 
Finally we relate the values of Y on a cyclic group to values on a certain 
subgroup which acts fixed point freely. The following will be useful in 
computing a character inner product in Section 7. 
PROPOSITION 5.8. Assume Hypothesis 5.1 and let Y be canonical for V, 
G, ((, )). Let (y) c (g) G G with the properties: 
(1) The action of ( y) on V is Frobenius. 
(2) Y + 1. 
(3) I(g): (yl is odd. 
Then Y(g) = Y(y). 
Proof: Use Algorithm 5.3. Assume there is an s E (g) such that 
0 < C,(s) < V. Put A = C,(s) and B = [s, B]. Observe that the action of (y) 
on A and on B is Frobenius. Induction on 1 VI allows us to conclude that 
Yca)( g) = Y”“)(y) and that YcB)( g) = Y(“)(y). Case (1) of Algorithm 5.3 
implies that Y(g) = Y(“)(g) . YtB)( g), which is now seen to be YA)( y) . 
YtB’(y). By Theorem 5.5 this last product is Y(y) and we have what we 
want. 
Now assume no such s exists. Put n = n,(g) and assume that n = 1. Then 
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(g) centralizes V, and so (y) centralizes V. By properties (1) and (2) it 
follows that V= 0. Then Y(g) = 1 = Y(v), as needed, 
Finally, assume that n > 1. Put m = ny(y). By property (1) we have that 
m = O(y) and that m divides n. Write r = n/m and by property (3) r is odd. 
By case (2) of algorithm 5.3 we conclude that there is an f = f 1 such that IZ 
divides e -f and that Y(g) =f(-1)‘“’ ‘)(e-n’n. 
Since n divides e-f, it must be that m divides e-f: Thus 
WY0 =f(-1) (m+l’(e-n’m, by Proposition 5.7. 
We are done if we can show that 
(n + l)(e -f)/n z (m + l)(e -f)/m mod 2. 
Now n + 1 = mr + 1 = m + 1 mod 2 since r is odd. Similarly, (e -f)/n = 
(e -f)/m mod 2. This proves the proposition. 1 
6. CHARACTERIZATION OF CANONICAL CHARACTERS 
OF ODD ORDER GROUPS 
HYPOTHESIS 6.1. Assume hypothesis 5.1 and that (Gj is odd. Let 
e* = 1 VI, with e > 0. Let Y be the canonical character for V, G, ((, )). 
The following theorem offers a somewhat surprising characterization of Y. 
THEOREM 6.2. Assume hypothesis 6.1. Let 8 be a class function of G 
satisfying 
(1) The restriction of B to any cyclic subgroup of G is a generalized 
character of that subgroup. 
(2) For g E G e(g)' = IWg)l. 
(3) @l)> 0. 
Then t? = Y. 
It is not obvious from the hypothesis that 8 is even a generalized character 
of G, whereas the conlusion is that 8 is, in fact, a character. Since the 
algorithm for computing Y examines cyclic subgroups, perhaps this is not so 
surprising after all. 
Proof of Theorem 6.2. Let g E G. As remarked in Section 5, Y(g) is an 
integer, since Y is a rational valued character of G. By Eq. (*) of Section 5, 
Y(g)” = 1 CV( g)l . Thus Y(g)’ = e(g)‘, and therefore Y(g) = H3( g). 
We can assume G = (g). Because 8(l)* = I CV(l)l = ) VI = Y(l)‘, and 
e(l) > 0, we find that t!?(l) = Y(1). We conclude by induction that if 
lc_HcG, then eH=YH. Now put x=8--Y. By condition (l), x is a 
481/93/2-15 
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generalized character of G, and by induction the values of x are 0 except, 
possibly, on elements of G which generate G. 
Let ) GJ = q‘?, where q is the largest prime divisor of \ G) and q does not 
divide r. If cp is the Euler totient function, then q does not divide o(r). 
Choose I E Irr(G) of order q. Then [x, J.] is an integer since x is a 
generalized character. Let Q be the set of elements of G of order qar. Then 
since x is 0 on G - Q, we find that 
Furthermore, since x is a rational valued generalized character of the 
cyclic group G, x is constant on elements of a given order. Recall G = (g) 
and write 
IGl[x,~l =x(g). c W). 
XSQ 
Because A has order q, every element of G of q’ order is in ker@), and so 
if Q, is the set of elements of G of order qa, then we compute 
Finally, the sum CXEQ,n(x) is easily computed to be -qa- ‘, since 
C,,,W)=O. And so IGIIx,~l=-x(g)~(r)qa-‘. 
Note that qa divides ( G / , and since q does not divide q(r) we conclude 
that q divides x(g). We can now show that x(g) = 0. As we pointed out, 
1 CV( g)l is a square, so put 1 C V( g)l = p2”’ for some m. Then Y(g) and 0(g) 
are in {&pm} and so x(g) is in (0, *2p”}. But since (IGJ, 2~) = 1, q cannot 
divide 2~“. Therefore x(g) = 0, as needed. This proves the theorem. 1 
Theorem 6.2 makes it very easy to say what Y is in several natural 
situatons. Our next two results employ this idea. 
COROLLARY 6.3. Assume hypothesis 6.1 and suppose V= A -i- B, where 
A and B are totally isotropic G-submodules. Then !P is the permutation 
character for G on the elements of A. 
Proof. Let B be the permutation character for G on the elements of A. 
Certainly 0 E char(G) and so to apply Theorem 6.2 all we need do is to 
show 0(g)” =I$y(g)J for all gE G. 
Since V = A + B and A and B are G-submodules, we can work coordinate- 
wise to show that 1 C,(g)) = ICA( g)( . lC,(g)l for all g E G. Since 
e(g) = 1 C,(g)] , we will be done if we show I CA( g)J = I C,( g)l for all g E G; 
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but this is precisely the content of Proposition 3.6. This proves the 
corollary. I 
We can use the decomposition of Proposition 3.5 in conjunction with the 
previous result. The proof of the following is obvious in the light of 
Proposition 3.5, Corollary 5.6 and Corollary 6.3. 
LEMMA 6.4. Assume hypothesis 6.1, and get a decomposition of V as in 
Proposition 3.5: V = A 4 B $2 . Wi. Let 6’ be the canonical character for 
(A + B), G, ((, )). Let Yi be the canonical character for Wi, G, ((, )). Then 
!P = 0 . lTYi. Furthermore, 8 is the permutation character G on the elements 
ofA. 
Our next result yields an inductive technique crucial to the proof of the 
main theorem of Section 7. If H 5 G and 8 is a character of H, there is a 
tensor induced character 8@’ of G. The definition of BOG and its properties 
may be found in [2-41; we state some information we need in the following 
routine lemma. 
LEMMA 6.5. Let H 5 G and let W be an H-module and q~ the 
permutation character of H on the elements of W. Then p,OG is the 
permutation character of G on the elements of p. 
THEOREM 6.6. Assume Hypothesis 6.1. Let TC G and assume that W is 
a non-degenerate T-submodule of V for which V E Wa as G-modules. Let 0 
be the canonical character for W, T, ((, )). Then Y = BOG. 
ProoJ Put V, = e @‘. By theorem A(a) of [4], v, is a character of G. 
To apply Theorem 6.2 we need only show that (p(g)’ = ] C,(g)] for all 
g E G. Let 0, be the permutation character for T on the elements of W, so 
then for x E T, 8, (x) = 1 C,(x)1 = e(x)‘. 
By Lemma 6.5, (e,)@” is the permutation character for G on the elements 
of V, thus (e,)@” (g) = ] C,(g)] f or all g E G. By the fact that tensor 
induction is multiplicative: 
@G = (@)@G = (e@)2 = p2. 
Thus o(g)’ = 1 C,(g)] for all g E G, as needed. This proves the theorem. 1 
7. WHEN A CANONICAL CHARACTER Is A GENERALIZED 
PERMUTATION CHARACTER 
In this section and the next, we derive a result crucial to the proofs of our 
main theorems. The result proved here is more general than we need, but it is 
of interest in its own right. 
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Assume the notation of Section 5. 
THEOREM 7.1. Assume Hypothesis 5.1 and that / GI is odd. Then the 
canonical character Yfor V, G, ((, )) is a generalized permutation character. 
We must now prove some easy lemmas. The first is a straightforward 
generalization of a well known fact. Throughout, q denotes an odd prime. 
LEMMA 7.2. Let Q be a q-group with a normal subgroup, C. Suppose 
every Q-invariant subgroup of C which is ubelian is ulso cyclic. Then C itself 
is cyclic. 
Proof. If C > 1, then since Q is nilpotent, C has a maximal subgroup M 
which is normal in Q. An inductive argument applied to M shows that M is 
cyclic. Now if C is not cyclic then since q is odd, a,(C) is elementary 
abelian of order q2. But this produces an abelian normal subgroup of Q in C 
which is not cyclic. This contradiction establishes that C is cyclic. I 
In the proof of Theorem 7.1, we will reduce to a subgroup of a semi-linear 
group. Our next lemma contains the facts we will need in this setting. 
LEMMA 7.3. Let E be a finite degree field extension of the finite field F. 
View E us a module for T(E/F). Suppose (E I= IF\‘. Let C E Syl,(E “) and 
let Q be a q-group with C c Q s T(E/F). View E us a module for T(E/F). 
(1) Then Q splits over C. 
(2) If C # 1, then C,(C) = C. 
Choose a complement H for C in Q. Let g E Q with (g)n C = 1. Write 
g=xyforxEHandyEC. 
(3) Then g is conjugate in Q to x. 
(4) 1 C,( g)l = ) FIS where s divides r and r/s = O(g). 
Proof Let H, E Syl,(Gal(E/F)). Then Q, = CH, E Syl,(T(E/F)). There 
is u E T(E/F) such that QU C_ Q,. Also, C” = C. Observe that.Q, splits over 
C. Since C c QU c Q,, it follows that Q” splits over C. Hence Q splits over 
C”-’ = C. This proves (1). 
Assume that C # 1. Let h E C,(C). We will show that h E C. Some 
conjugate of h in T(E/F) is in Q, and can be written o . a with u E H, and 
Q E C. To show that h E C, it suffices to show that u . a E C. 
Since h centralizes C, so does u s a, hence so does u, for a E C. We will 
show that u = 1. 
Assume that u # 1 and let r E (u) have order q. Then t centralizes C, and 
so C z C, X (5). By Galois theory, I G,(r)( = JFI’, where t = r/q. Thus 1 Cl 
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divides (C, X (r)] = IF]’ - 1. Since C# 1, we see that IF]’ is congruent o 1 
mod q. 
In light of this, observe that ((Fl’q - l)/(]r’l’- 1) = 1 + (FI’ + ... + 
PI - ‘(q-1) = 0 mod q, and thus q I C] divides IFI’ - 1. But this contradicts that 
C E Syl,(E x ). Thus u = 1 and h E C as needed to prove (2). 
Assume the notation before the statement of (3). We can assume that 
C # 1, for otherwise there is nothing to prove. Clearly (C, x) = (C, g). Since 
x E H, we have that (x) n C = 1. Thus (x) and (g) are both complements 
for C in (C, x). It is now clear that O(x) = O(g). 
Since q is odd and (C, x)’ s C, which is cyclic, we see that (C, x) is a 
regular q-group. Write C = (c). Then [x, c]” = 1 iff [xk, c] = 1 iff xk 
centralizes C. By (2), using that C = 1, xk centralizes C iff xk E: C. Since 
(x) n C = 1, this is equivalent to xk = 1. To summarize, we now see that 
O(x) = 0( [x, c]). Put O(x) = m. 
By regularity, gm =x”’ . y”’ . z”’ for xome z E (C, x)’ = ([x, cl). Since 
O(g) = m, and since O([x, c]) = m we see that y” = 1. That C is cyclic 
allows us to conclude that y = [x, c]” for some k. Because C is abelian and 
normal in (C, x), we have y = [x, c”]. 
Thus g = xy = x[x, c”] = xck, which proves (3). 
To prove (4), find a conjugate of g in Q,, written u . a, where u E H, and 
a E C. Then 1 C,(g)] = 1 C,( u . a)l. We claim that I CE(u)l. Let C # 1, and we 
will apply (3) to the q-group (C, u . a) and the element u . a. 
Because (g) n C = 1. Also (a) is a complement for C in (C, u. a). By 
(3) u . a is conjugate to u. This proves our claim. Furthermore O(g) = O(a), 
since we now have that g and u are conjugate. 
By Galois theory, I C,(u)1 = I FI’, where s divides r and r/s = O(u). Since 
O(o) = O( d and I W@l = I G( d 9 we have what we want. This completes 
the proof of the lemma. I 
Proof of Theorem 7.1. Assume the theorem is false and among all V, G, 
(( , )) satisfying the hypothesis of Theorem 7.1 but not the conclusion choose 
an example with ] VI t 1 G ] as small as possible. 
Step 1. Then G is q-quasi-elementary for some odd prime q and V, is 
irreducible. 
Since Y, the canonical character for I’, G, ((, )), is not in P(G), 
Proposition 2.8 forces the existence of a q-quasi-elementary subgroup L < G 
such that (!$ k? P(L). Now (vL is the canonical character for V, L, (( ,)) 
and so by the minimality of G, we find that G = L. Since ] G I is odd, q is 
odd. 
Because (I G], 2 ] V]) = 1, Lemma 6.4 applies and we can write 
Y = 8. nYi, where 0 is a permutation character of G. Each Yi is the 
canonical character for an irreducible G-submodule of V. If VG is not 
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irreducible, then by minimality, each Yi is in P(G) and then YE P(G), a 
contradiction. Thus VG is irreducible. 1 
Our second major step uses Sections 3 and 6. 
Step 2. If Nn G then V,, is homogeneous. 
Suppose N a G, and that some homogeneous component W of V, is 
proper in V. Put T = N&W), the inertia group. Since W c V, we have 
Tc G. 
Since 1 G : NI is odd, Lemma 3.7 applies and so W is nondegenerate and we 
can let 19 be the canonical character for W, T, ((, )). By induction, 19 is a 
generalized permutation character of T. 
By Clifford’s theorem, II@ = V. 
Because 1 GI is odd and prime to char(F), Theorem 6.6 shows that 
Y=lPG. 
By Theorem A(d) of [4], since 9 is a generalized permutation character of 
T, Y is a generalized permutation character of G, a contradiction. Thus V, is 
homogeneous. 1 
Now we establish some notation. Let Q E Syl,(G), and let R be the cyclic 
normal q-complement in G (G is q-quasi-elementary). Put C = C,(R), and 
notice that every Q-invariant subgroup of C is normal in G, because 
RQ=G. 
Step 2. C is cyclic. 
We want to invoke Lemma 7.2. Let A be an abelian, Q-invaiant subgroup 
of C. As remarked, A A G, and so by step 1, VA is homogeneous. Because V 
is faithful, we conclude that A is cyclic. This establishes the hypothesis of 
Lemma 7.2, hence C is cyclic. 1 
The next idea is to use Section 4 to obtain a description of G and its 
action on I’. Because C and R are cyclic, of coprime order, and centralize 
each other, RC is cyclic. Also, since RQ = G and C = c:,(R), we find that 
RC is a self-centralizing, normal subgroup of G. This information, along 
with the fact that V,, is homogeneous by step 2, demonstrates that G 
satisfies Hypothesis 4.4, with RC as the group called N in that result. By 
Theorem 4.6, G may be identified with a subgroup of T(E/F). The G- 
invariant, alternating form (( , )) on V may be viewed as being on E. 
Furthermore, by theorem 4.6, the dimension of E over F is even, say 2r, 
and the unique subgroup M of Ex of order equal to the odd part of IF lr + 1 
leaves ((, )) invariant. Also M = C,,(M). 
The order of MG is odd and relatively prime to 1 VI, and so Y extends to 
the canonical character for V, MG, (( ,)). Since Y @ P(G), the extension must 
not be in P(MG), so that MG is itself a counterexample to Theorem 7.1, 
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although it is not minimal. Our calculations are greatly simplified by 
working in MG instead of G. 
We now replace G by MG. Specifically, we assume that G c T(E/E) has 
odd order and has a cyclic normal subgroup M of order equal to the odd 
part of IFI’ f 1. We have that M = G n E ‘, and that G/M is a q-group. Let 
C E Syl,(M) and let Q E Syl,(G). Observe that MQ = G and that 
QnM=C. 
The canonical character Y for V, G, {( ,)) is not in P(G), although we do 
not assert that G is a minimal counterexample to Theorem 7.1. 
We claim that M is a Hall subgroup of Ex . Indeed, / Ex / = (IFI’ + 1) 
([El’ - 1). No odd prime can divide both IFI’ - 1 and IFI’ + 1. Thus the odd 
part of IF\’ + 1 is prime to (F(’ - 1 and so M is Hall. If C 3 1, then it also 
follows that C E Syl,(E “). 
By Lemma 7.3(l) Q splits over C and we can choose a complement H. 
We hav the diagram: 
iG\ 
M 
\ iQ\ 
'C' 
\ /H 
1 
Let n be the 2-part of \FJ’ + 1. 
Put e= n(l,)G - 1,. Observe that 0 E P(G). We will show that 6’= Y, a 
contradiction. To do this, we will apply Theorem 6.2 to show for g E G, that 
cd2 = y(g)*. 
Recall that Y(g)’ = I C,( g)( , for all g E G. 
We will distinguish two cases. 
(1) 
Case 1. Let gE G and (g)nEX # 1. 
Let x E (g) f? EX with x f 1. Then C,(g) c e,(x). But x acts on E 
without fixed points. Thus ICE(x)1 = 1. Now \C,(g)l = 1, and so Y(g)2 = 1. 
Since G n Ex is cyclic and normal in G, (g) n Ex is normal in G. If g 
were conjugate in G to an element of H, then the group generated by this 
conjugate would meet Ex non-trivially, which is impossible, for 
H n Ex = 1. Thus no conjugate of g is in H, and it follows that 6(g) = -1. 
Hence B(g)* = Y(g)‘. I 
Case 2. Let gE G with (g)fTE’ = 1. 
First of all, g is a q-element, for otherwise, (g) contains an element x # 1 
which is in M, hence in E ‘. 
466 ALAN E.PARKS 
Since g is a q-element, some conjugate of g is in Q. To verify equation (1) 
we can assume, without loss of generality, that g E Q. 
Since (g) n Ex = 1, we find that (g) n C = 1, and so by Lemma 7.3 (3) 
g is conjugate to an element of H. We can assume that g E H. 
Now observe that A4 is a transversal for the cosets of H in G. Put 
S = {x E MI gx E H}. Then from the formula for (I”)‘, we conclude that 
ISI = (L)G (g>* 
We claim that S = C,,,(g). Indeed, it is clear that C,(g) c S. If x E M 
and gx E H, then [ g, x] is an element of both H and il4, and thus [ g, x] = 1, 
since H n M = 1. This proves that S c C,(g), and the claim holds. 
Now we have that B(g) = n . /C,(g)1 - 1. 
Since M is a Hall subgroup of EX, /C,(g)] = (IMI, IC, X (g)(). By 
Lemma 7.3 (4), 1 G, x (g)] = IF]*’ - 1, where 2q divides 2r and 
(2r)/(2s) = U(g). Then s divides r and r/s = O(g). Then lFlS - 1 divides 
[PI”- 1, and it follows that (IMI, IFI” - 1) = 1. Thus ]C,(g)l = 
(IWY IW + 1). 
Let t and m be the 2-part and 2’-part, respectively, of ]FlS + 1. Since r/s is 
odd, (FIS + 1 divides IF]’ + 1. Thus the 2’-part of lFlS + 1 (which is m) 
divides the 2’.part of IFI’ + 1 (which is ]MI). This shows that (IMI, lFlS + 1) 
is equal to the 2’-part of lFlS + 1. That is that (]MI, ]FlS + 1) = m, and so 
I Wdl = m* 
We claim that t = n. This is so because r/s = O(g) is odd, implies that 
VI’+ 1MlW + 1) is odd. Thus the 2-part of IF]’ + 1 and the 2-part of 
lFlS + 1 are the same. 
Finally, B(g) = n . ]C,(g) - 1 = nm - 1 = cm - 1 = ]FlS + 1 - 1 = IFIS. 
Thus B(g)2=]F12S= Y(g)*. 1 
Now as remarked above, an application of Theorem 6.2 completes the 
proof of Theorem 7.1. 1 
8. CANONICAL CHARACTERS ON QUASI-ELEMENTARY GROUPS 
We will prove a modified version of Theorem 7.1 which will drop the 
requirement that I G) is odd and assume, instead, that G is q-quasi-elementary 
where q is odd. 
THEOREM 8.1. Assume Hypothesis 5.1, that V, is irreducible, and that G 
is q-quasi-elementary, for an odd prime q. If Y is the canonical character for 
V, G, ((, )), then y E P(G). 
The proof will rely on Sections 2, 5, and 7. We must now introduce a 
special trick which will allow us to use Theorem 7.1 to prove Theorem 8.1. 
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LEMMA 8.2. Assume the hypothesis of Theorem 8.1 and that V, is 
faithful. Let P E Syl,(G). Then G = P x S for some S. If x E Irr(G), then 
xs E Irr(S). Furthermore, ifs s ker($, then [x, !P] = (l/]P])[xs, Ys]. 
Proof: Because q is odd, P is contained in the cyclic normal q- 
complement of G. Now P is a cyclic, normal 2-subgroup of G and it follows 
that PC_ Z(G). Since P E Syl,(G), we also have G = P x S, where S is a 2- 
complement in G. Let x E Irr(G), then since P s Z(G), we find for x E P and 
y E S, that 
X(XY) = X(X)X(YYX(l)* 
It is clear that xs E Irr(S), since P is cyclic and G = P X S. 
Since V, is faithful and irreducible, and since P s Z(G), we conclude that 
the action of P on V is Frobenius. 
Now we want to use Proposition 5.8. For x E S we have xy = yx for every 
y E P. By coprimeness, (y) E (yx). Since P E Syl,(G), the index of (y) in 
(yx)is odd. Thus if y # 1, then Y( yx) = Y(y), by Proposition 5.8. 
Now we can compute: 
[xv YllGl = c X(XY> VXY) 
XES 
YEP 
= zs ~(Y)X(X)X(YYX(l) + zs x(x) ul(x) 
l#YEP 
= gs x(x> * I;EP Y~Y)X(Y)/X(l) 
+ c x(x) Y(x)* 
xss 
Recall that xs E Irr(S). If we assume that S @ kerk), then xs # I,, and so 
In this case 
Lx, vu] = (VI GO c x(x) ‘WI xes 
= (wl)[xs~ ys19 
as desired. I 
Proof of Theorem 8.1. We can assume that V, is faithful. We will show 
that n(x) divides [x, Y] for every x E Irr(G). Because Y is a rational valued 
468 ALAN E.PARKS 
character of G, this will show that YE P(G). Choose x E Irr(G). We ask 
whether S G kerk) or not. 
Case 1. S g kerk). 
Then G/kerk) is a cyclic 2-group, whence nk) = 1 by Theorem 2.6. 
Certainly, then nh) divides [x, Y]. I 
Case 2. S g kerb). 
Lemma 8.2 applies and we have that [x, Y] = (l/]P])[xs, ul,]. Also 
xs E Irr(S). 
First, observe that the order of S is odd. Since ul, is the canonical 
character for V, S, ((, )), we lind that Ys E P(S) by Theorem 7.1. Since S is 
also supersolvable, n(& divides [xs, Ys], by Theorem 2.4. By Artin’s 
theorem, n(&) is odd and so the fact that [x, Y] = ( l/]P])[xs, ul,] now 
forces that nks) divides [x, Y]. We will now show that nk) divides n(&). 
This will complete the proof. 
Observe that M&) spbJG E P(G). By Forbenius reciprocity, 
Lx, nw sPwGl = ks, dxs> SPWI = as>* 
By Theorem 2.4, nh) divides [x, nks) sp(xs)“]. Thus nh) divides n(xs) and 
so nk) divides [x, Y]. This completes the proof. 1 
9. AN INEQUALITY 
In Theorem 9.1 we obtain an inequality between the p-part of a certain 
group with a faithful module over GE;(p) and the size of the module. 
THEOREM 9.1. Let G be a p-quasi-elementary group with a module V 
over a jield F of characteristic p. Assume that V, is faithful and completely 
reducible. Let n be the p-part of 1 G I. Then n2 < 1 V 1. 
We begin with an inequality whose proof is elementary. 
LEMMA 9.2. Let a, b, and c be integers and powers of a prime p. 
Suppose that a > 1, b >p, c >p, and b > a’. Then b’> (ac)2. 
We take our first step toward the proof of Theorem 9.1, 
LEMMA 9.3. Assume the hypothesis of Theorem 9.1 and that V, is 
irreducible. Then n2 < 1 VI. 
Prooj Let N be the cyclic normal p-complement in G. Let WE V be a 
homogeneous component of V, and I = NG( IV), the inertia group. We claim 
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that W is a faithful, irreducible FI module. Indeed, Clifford’s theorem asserts 
that WC = V, and so W is irreducible, since V is. As for faithfulness, let 
Q = C,(w). The fact that N is cyclic and normal in G leads to Q n N n G. It 
follows from WG = V that Q n N centralizes V, hence is 1 since VG is 
faithful. Thus Q is a p-group. Clearly Q AZ and now Q commutes with the 
p-complement N. Thus Q E O,(G). But O,(G) = 1. since V, is faithful, 
irreducible, and has characteristic p. We conclude that I and W satisfy the 
hypothesis of Lemma 9.3. 
Now use induction on 1 G I. 
Assume that I c G. Let a be the p-part of 111 and b = I WI and conclude 
that a2 < b by induction. Notice that a and b are powers of p and b > p since 
W, which contains some irreducible N-submodule, cannot be zero. Put 
c = ) G :1J and then IV = V forces that 1 VI = I WI’. Observe that c is a power 
of p, and not 1, since I c G. Lemma 9.2 yields that (UC)’ < b’. 
Now ac = n, the p-part of 1 G/ and b’ = 1 VI. Thus we have the desired 
inequality. 
Assume that 1= G, so that V,,, is homogeneous. Since O,(G) = 1, we have 
N = C:,(N). By Corollary 3.3, we can identify V with a field E and G with a 
subgroup of T(E/F). Also G/N = G/(G n E “) is isomorphic to a subgroup 
of Gal(E/F). Since (G :NI = n, it follows that 1 VI = I El = IF\‘” for some r. 
Put n =pf. Then 2t <p’ and it follows that n2 <p”. Clearly p” < IFI’” = I VI. 
This proves the lemma. 1 
Proof of Theorem 9.1. Write V = Ci . Wi, a direct sum of irreducible G- 
submodules. Put Ci = C,( Wi). Because V, is faithful, we have that nC, = 1. 
Thus G is a subdirect product of groups G, = G/C,. Each Wi is a faithful, 
irreducible module for Gi. If ni is the p-part of I Gil, then by Lemma 9.3 we 
conclude that (ni)’ < 1 Wi I. 
The p-part of ) G I is no more than the product of the n,. Also 
I VI = n 1 Wi I. Thus n2 < I VI, proving the theorem. 1 
10. MAIN THEOREMS 
We are now ready to prove the two main results of this paper. 
THEOREM A. Let G be a solvable group and x E Irr(G). Then the odd 
part of n(,y) divides x(1). 
THEOREM B. Let G be a solvable group and x E Irr(G). Suppose that 
x(1) is a power of 2. Then nk) divides x(1). 
We begin with a lemma. 
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LEMMA 10.1. Let V be a faithful, irreducible G-module over a field of 
prime order p. Assume that G is q-quasi-elementary and that q # p. Then p 
does not divide ] G ] . 
Proof Because G has a cyclic normal q-complement, we find that a 
Sylow p-subgroup of G is normal in G. But Vo is faithful and irreducible, 
thus O,(G) = 1. I 
We will also need the following special case of Theorem 9.1 of [7]. 
THEOREM 10.2. Let N and C be normal subgroups of the solvable group 
G. Let C s N and N/C be an elementary abelian p-group. Assume that 
( G : N] is relatively prime to IN: C]. Let 8 E Irr(C) be invariant in G. Assume 
that 9 E Irr(N] 0) is fully ramt$ed with respect to B. Viewing N/C as a G/N- 
module over a field of order p, N/C is a symplectic G/N-module with a 
certain form [ ,], provided by the algorithm on p. 596 of [7]. By 
Algorithm 5.3, there is a canonical character Y of G/N. View !P as a 
character of G. Let H E G be such that HN = G and H n N = C. Then 
(1) Ifx E Irr(G(cp), then xH = a . ylH where a E Irr(H). 
(2) Ifg E G is not conjugate to an element of H, then x(g) = 0. 
(3) vWH = YHsp@). 
(4) The map sending x to a from Irr(G(q) to Irr(H] 0) is a bijection. 
Proof: In the terminology of [7], (G, N, C, p, 0) is a character live. Using 
the form [, ] obtained on p. 596 of [7], the algorithm on p. 619 of [7] defines 
a function Y(N’C). Since we are assuming that ] G : N] and 1 N: C] are 
relatively prime, this algorithm is the same as our algorithm 5.3. We find 
that YcNIC’ = Y. 
By Theorem 9.1 of [7], there is a subgroup J c G such that the 
conclusions (I), (2), and (4) of Theorem 10.2 hold with J replacing H. Since 
1 G : N] is relatively prime to ] N: C], the Schur-Zassenhaus theorem allows us 
to conclude that J is G-conjugate to H. It is now clear the conclusions (l), 
(2), and (4) hold for H. 
Let x E Irr(G]p) and write xH = Yl,a for a E Irr(H). Now Y is a rational 
character of G. Since the value of x is zero on elements which are not 
conjugate to H, it is clear that a&) = Q(a). Put r= Gal(Qk)/Q) and 
compute: 
Mx>, = C OltlY = C PJH)@“) 
oer (I 
= YH . x au = ‘u,sp(a). 
(r 
This completes the proof. I 
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We will prove Theorems A and B simultaneously. The first six steps in 
this argument establish a configuration with a large quasi-elementary factor 
group. From this foothold, the proof splits into two cases. One of these uses 
Theorems 8.1 and 10.2; the other depends on Theorem 9.1. 
Proof of Theorems A and B. 
Step 1. The counterexample G. 
Assume that one of the theorems if false. Let G be chosen with 1 G( as 
small as possible, to violate one of the theorems. If H c G, then H satisfies 
both results. Choose x E Irr(G) for which one of the theorems fails. 1 
Step 2. There is an integer IZ and a q-quasi-elementary subgroup 
L E G with the following properties: 
(a) x(1) divides n, but nh) does not divide n. 
(b) n . spol)L @ P(L). 
(c) Assume that H c G and a E Irr(H) with a( 1) dividing x( 1). Put 
r = a(1) n/x(l). Then r . sp(a) E P(H). In particular, rr . sp(a) E P(H). 
(d) If q = 2 then x(1) is a power of 2. 
For an integer m let m2 denotes the 2-part of m. If x violates Theorem A, 
then put n = x( 1) . 1 G 12. If x satisfies Theorem A, then put n = x( 1). 
We claim that nk) does not divide rz. If x violates Theorem A, then the 
odd part of nh) does not divide x(1). Thus nk) does not divide n, and (a) 
holds. 
Let q be a prime such that the q-part of nk) does not divide n. By 
Lemma 2.10 there is a q-quasi-elementary subgroup L s G such that 
n e sp&), b$ P(L). Thus (b) holds for this choice of L. 
To prove (c), let H c G and let a E Irr(H) with a(l) dividing x(1). 
Suppose that n =x(l) . 1 GJ,. Then r = a(1) . ) G(,. By theorem A applied 
to H we find that the odd part of n(a) divides a(1) and so n(a) divides 
a(1) . IH12. Thus r. sp(a) E P(H) and so (c) holds in this case. 
Suppose that x satisfies Theorem A. Then x(1) is a power of 2, and so 
a(1) is a power of 2 as well. By theorem B applied to H we find that n(a) 
divides a(1). Then r = a(1) so that n = r, and r. sp(a) E P(H). 
To prove (d), observe that by Artin’s theorem the two-part of nk) divides 
1 GI,, Thus if n =x( 1) . 1 GJ,, then the 2-part of n&) divides n, and in this 
case q cannot be 2. If q = 2, then 1 must satisfy theorem A, and from our 
choice of x it follows that x violates theorem B. Thus x( 1) is a power of 
2. I 
Step 3. Let L c_ H t G. Then &, 6Z Irr(H). 
Otherwise, by step 2(c), we have that n . spkH) E P(H). Now 
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spk),, = t . sp(~*) for some integer t. Thus IZ . SPY = n . t. SPY E P(L), 
a contradiction to step 2(b). 1 
Step 4. Let MA G. Then X~ is homogeneous. 
Assume to the contrary that MA G with 8 E Irr(M) a constituent of x,,,, 
and Z = Z,(B) proper in G. By Theorem 2.3 there is a E Irr(Z) such that 
01’ =x and nk) divides 1 G:Z]n(a). 
Now x(1) = a(l)]G:Z(. By step 2(c), then r = n/JG:Zl, and 
r . sp(a) E P(Z). Thus n(a) divides I, and so n(~) divides r( G:ZJ = n, a 
contradiction to step 2(a). This proves step 4. I 
Now choose M A G of least order subject o X~ E Irr(M). Then M 3 1, for 
if x were linear, then nk) = 1 by theorem 2.6, contradicting step 2(a). This 
shows that we can find Kc M with K A G and M/K chief in G. By the 
minimality of M we have that xK & Irr(K). By step 4, xK is homogeneous. 
Thus by Theorem 6.18 of [8] we have that xx = elp for some v, E Irr(K), and 
e*=lM:Kl. 
Step 5. ML=G andMnLcK. 
Because X~ E Irr(M) we have that xiML E Irr(ML). Since L C ML, step 3 
assures that ML cannot be proper in G. 
Observe that KC K(Mn L). Also since M/K is abelian and ML = G, we 
see that K(Mn L) A G. If Mn L S K then K(Mn L) = M, since M/K is 
chief. 
Now G/K z L/(L n K) is supersolvable. Therefore, the chief factor M/K 
has prime order. But e* = JM: KI shows that IM: K ] is an integer square. 
This is a contradiction, and we must have Mn L E K. 1 
We are very close to the desired configuration. To apply our Theorems 8.1 
and 10.2 we will pass from G/M to a group acting faithful on M/K. Put 
.Z = LK, and put C = C,(M/K). Then C A G. Put MC = N. Let 0 E Irr(C) be 
a constituent of xc. We have the diagram: 
\/ 
K\ / 
/ 
MnL 
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Step 6. 
ta> xN E IrrtN)’ 
(b) xc = e0 (recall that e* = ]M:K] = ]N:C]). 
(c) N/C is a faithful, irreducible G/N module. 
For (a), x,,,, E Irr(M), so evidently xN E Irr(N). 
By step 4, xc is homogeneous. By step 3, since L E J, we have that 
xJ& Irr(J), and so xc 6$ Irr(C). By Theorem 6.18 of [8], xc = ee where 
ez = ] N: C 1. This proves (b). 
For (c), first observe that N/C is G-chief, since M/K is. We argue that 
N/C = 6,(N/C). It will follow that N/C is a faithful G/N module. 
Put A = C,(N/C). Then N c_A. Now [A, N] c C, so that [A, M] c 
Cn M = K. Thus A n JE C,(M/K) = C. Since A n Jc C, we see that 
A = N, as needed. 1 
Because G is solvable, (N: C] is a power of a prime p. Also 
G/N E L/(C n L) is q-quasi-elementary. We ask whether p = q, or not. Put 
V = N/C. 
Case 1. p#q. 
We claim that q is odd. If q = 2, then by step 2(d), we have that x(1) is a 
power of 2. Now x(1) = e . 8(l), so then e is a power of 2. Since 
e2=IN:CI=lV\ is a power of p, this forces that p = 2, and contradicts that 
p # q. Thus q is odd. 
By Lemma 10.1, p does not divide ]G:N]. Thus ]G:N] and IN:C] are 
relatively prime and so Theorem 10.2 applies. Let Y be the canonical 
character arising in this setting. By Theorem 10.2 we conclude that 
XJ = YJ - a, where a E Irr(J). By conclusion (3) of Theorem 10.2, 
SPol)J = p.i * sP(o)* 
Furthermore, since G/N is q-quasi-elementary and q is odd, Theorem 8.1 
forces that YE P(G). 
Conclusion of case 1. Observe that a(1) divides x(1). By step 2(c), we 
find that n . sp(a) E P(J). Since Y: E P(J), we have that n . SP~)~ = 
YJ . n . sp(a) E P(J). Since L C_ J, this contradicts step 2(b). This concludes 
case 1. I 
Case 2. q =p. 
Again we will consider SP~)~. Let r be the set of irreducible constituents 
of SP~)~. Because SP~)~ is a rational character of J, Aut(C) acts on r. Let 
ri be a representative set for the Aut(c) orbits on lY Then 
SPol)J = c [SPol)J, al * sp(a). 
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Step 7. For a E r, we have that a(l) divides x(1). 
Let a E ZY Then for some o E Am(C) we have that [&“)J, a] # 0. Put 
p=a”-’ then since [ (x”)J, a] is an integer we find that [xJ, p] # 0. Also 
p(1) = a(1). We show that /3(l) divides x(1). 
Now xc = e0 and so [0, /I,] # 0. Thus /I is an element of Irr(Jlt9). Let R/C 
be the cyclic normal q-complement of the q-quasi-elementary group J/C. 
Because 6 is invariant in G, it is invariant in J. Since R/C is cyclic, 
corollary 11.22 of [8] assures that all elements of Irr(R ] 0) have degree e( 1). 
Let p E Irr(R 16) be a constituent of /I,. 
By Corollary 11.29 of [8], p(1) = m . ,u(l), where m divides IJ:R (. Thus 
p(1) = m . 19(l). Now e . tY( 1) =x(l). We will show that m divides e. Then 
we will have that j?(l) divides x(1) as desired. 
Observe that 1 J:R I is the q-part of JJ: C/. Now V is a faithful, irreducible 
J/Cmodule over GF(q). By Theorem9.1, IJ:RIZ,</VI=e2. Since IJ:RI and 
e are powers of q, this shows that /J: R ] divides e. Since m divides I J: R 1, we 
see that m divides e. This establishes tep 7. 1 
Conclusion of case 2. Now n . SP~)~ = CaEr, n[sp&lJ, a] sp(a). 
For a E rl, by step 7, a(1) divides x(l). By step 2(c), n - sp(a) E P(J). 
Thus n . sp(x), E P(J). But L c J, and we have a contradiction to step 2(b). 
This completes the proof of Theorems A and B. 1 
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