Abstract. In this paper we provide the analysis of the limiting conditional distribution (Yaglom limit) for stochastic fluid models (SFMs), a key class of models in the theory of matrix-analytic methods.
1. Introduction. Let {(ϕ(t)) : t ≥ 0} be an irreducible, positive-recurrent, continuous-time Markov chain (CTMC) with some finite state space S = {1, 2, . . . , n} and infinitesimal generator T. Let {(ϕ(t), X(t)) : t ≥ 0} be a Markovian stochastic fluid model (SFM) [2, 3, 4, 6, 11, 12, 13, 25, 26] , with phase variable ϕ(t) ∈ S, level variable X(t) ≥ 0, and constant rates c i ∈ R, for all i ∈ S. The model assumes that when ϕ(t) = i and X(t) > 0, then the rate at which the level is changing is c i , and when ϕ(t) = i and X(t) = 0, then the rate at which the level is changing is max{0, c i }. Therefore, we refer to the CTMC {(ϕ(t)) : t ≥ 0} as the process that is driving (or modulating) the SFM {(ϕ(t), X(t)) : t ≥ 0}.
SFMs are a key class of models in the theory of matrix-analytic methods [20, 21, 24] , which comprises methodologies for the analysis of Markov chains and Markovianmodulated models, that lead to efficient algorithms for numerical computation.
Let S 1 = {i ∈ S : c i > 0}, S 2 = {i ∈ S : c i < 0}, S 0 = {i ∈ S : c i = 0}, and partition the generator as We assume that the process is stable, that is µ = i∈S c i ξ i < 0, (1.1) where ξ = [ξ i ] i∈S is the stationary distribution vector of the Markov chain {(ϕ(t)) : t ≥ 0}.
So far, the analysis of SFMs has focused on the transient and stationary behaviour. In this paper, we are interested in the behaviour of the process conditional on absorption not having taken place; where absorption means that the busy period of the process has not ended, that is, the process has not hit the level zero as yet. For x ≥ 0, let θ(x) = inf{t > 0 : X(t) = x} be the first time at which the process reaches level x. To this end, we define the following quantity, referred to as the Yaglom limit. Definition 1.1. Define the matrix µ(dy) (x) = [µ(dy) (x) ij ] i,j∈S , x, y > 0, such that, (1.2) µ(dy) (x) ij = lim t→∞ P (X(t) ∈ dy, ϕ(t) = j | θ(0) > t, X(0) = x, ϕ(0) = i),
and matrix µ(dy) (0) = [µ(dy)
ij ] i∈S1,j∈S , y > 0, such that
(0) ij = lim t→∞ P (X(t) ∈ dy, ϕ(t) = j | θ(0) > t, X(0) = 0, ϕ(0) = i), whenever the limit exists. We refer to µ(dy) (x) ij as the limiting conditional distribution (Yaglom limit) of observing the process in level y and phase j, given the process started from level x in phase i at time zero, and has been evolving without hitting level zero. 
We partition µ(dy)
11 1 + µ(dy) (x) 12 1 + µ(dy) (x) 10 1, and so on. We partition µ(dy) (0) according to S 1 × S 1 ∪ S 2 ∪ S 0 as (1.6) µ(dy) (0) = µ(dy) This paper is the first analysis of the Yaglom limit of SFMs. We derive expressions for the Yaglom limit, show its uniqueness and illustrate the theory with simple examples. Yaglom limits and quasi-stationary distribution [19] are concepts closely related in the theory of Markov chains. In particular, a Yaglom limit is necessarily quasi-stationary, but it may be difficult to show its uniqueness [7, Section 3] .
A related class of models in the theory of matrix-analytic methods, is QuasiBirth-and-Death process (QDBs) [20] , in which the level variable is discrete. The quasi-stationary analysis of the QBDs has been provided in [8, 14, 15] , along with several examples of areas of applications, which are relevant here as well, due to the similar application potential of the QBDs and SFMs [9] .
The rest of the paper is structured as follows. In Section 2 we define the LaplaceStieltjes Transforms (LSTs) which form the key building blocks of the analysis and in Section 3 we outline the approach based on the Heaviside principle. The key results of this paper are contained in Section 4. To illustrate the theory we construct a simple example with scalar parameters, which we analyse throughout the paper, as we introduce the theory. In Section 5 we analyse another example, with matrix parameters, where we provide some numerical output as well.
2. The Laplace-Stieltjes Transforms. Note that by Definition 1.1, for x ≥ 0,
and, for all x ≥ 0 and y > 0, define the matrix E(dy)
i (s)] i∈S , which record the corresponding Laplace-Stieltjes Transforms (LSTs),
where 1{·} denotes an indicator function. We have,
and
We partition E(dy) (0) (s) according to
and let
, and let Q(s) be the key fluid generator matrix Q(s) introduced in [12] ,
where the block matrices are given by,
where Q(s) exists for all real s such that (T 00 − sI)
e −st e T00t dt < ∞. Also, let Ψ(s) be the key matrix for SFMs [12] such that, for all i ∈ S 1 , j ∈ S 2 ,
is the LST of the first return time to the original level 0 and doing so in phase j, given start in level 0 in phase i. Let ψ(t) be the corresponding density so that (2.11) and note that by the assumed stability of the process, the spectra of K(s) and (−D(s)) are separate for s ≥ 0 by [11, 12, 13] , that is, sp(K(s)) ∩ sp(−D(s)) = ∅. 
Proof: Suppose s is real and Ψ(s) < ∞. Then, by [13] ,
We have
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Proof: For completeness, we summarize the key points here. We follow the notation and argument in [10, Thm. 2] .
For y > 0, define N 1 (y, s) = [ N ij (y, s)] i∈S1,j∈S such that (2.23) and partition N 1 (y, s) according to S = S 1 ∪ S 2 ∪ S 0 as (2.24)
By letting A = [0, ∞) in [10, Theorem 2], we then have
The result then follows due to E(dy) (0) (s) 11 = N 11 (y, s)C
2 and E(dy) (0) (s) 10 = N 10 (y, s), since the quantities considered are in an infinitesimal interval over the fluid level.
Next, we derive expressions for E(dy) (x) (s), x > 0.
The expressions for E(dy) (x) (s) 10 and E(dy) (x) (s) 20 follow by the argument in the proof of Lemma 2.2. Further, by partitioning the sample paths, since the process may visit level y after returning to level x first, or without hitting level x at all, we have
and so the expressions for E(dy) (x) (s) 11 and E(dy) (x) (s) 12 follow by Lemma 2.2. Next, we consider E(dy) (x) (s) 22 . For
is the probability that given the process starts from level x in phase k, the process first hits level 0 by time t, and does so in phase j. We partition G(x, t) according to
e −st dG(x, t), which we partition in an analogous manner.
The expression for E(dy) (x) (s) 22 then follows by partitioning the sample paths. The process can visit level y in some phase in S 2 directly after a visit to level y in some phase in S 1 , or without visiting level y in some phase in S 1 at all, and so we take the sum of expressions corresponding to these two possibilities, which gives
2 1{y < x}dy, (2.32) and the result follows since by [12] , G(x − y, s) = e D(s)(x−y) . Finally, we consider E(dy) (x) (s) 21 . Denote (2.33)
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Note that, given the process starts with X(0) = x, ϕ(0) = i, for the process to end with X(t) ∈ dy, ϕ(t) = j, with a taboo θ(0) > t, one of the following two alternatives must occur. The first alternative is that y ≥ x. In this case, • first, given X(0) = x, ϕ(0) = i, the process must reach some infimum X(t) = z ∈ (0, x] at some time u ∈ [0, t], in some phase in S 2 , with the corresponding density recorded by matrix G 22 (x − z, u); which is followed by an instantaneous transition to some phase k in S 1 according to the rate recorded by the block matrix Q 21 of the fluid generator Q, by the physical interpretation of Q in [12] . The corresponding density of this occurring is therefore [G 22 (x − z, u)Q 21 ] ik . • Next, starting from level z in phase k at time u, the process must remain above level z during the time interval [u, t], ending in some level y in phase j at time t. The corresponding density of this occurring is [φ(y − z, t − u)] kj . Consequently, the LST of this alternative is
The second alternative is that y < x. The LST of this alternative, by an argument similar to above, is
Taking the sum of the expressions corresponding to the two alternatives and right-multiplying by C −1 1 results in the integral expression for E(dy) (x) (s) 21 .
X(y)dy, and
Then, by integration by parts in (2.35), X(y) is the solution of
and by integrating (2.36), X is the solution of
3. Approach. The key idea is to write each of E(dy) (x) (s) and E (x) (s) in the form
and then apply the Heaviside principle in order to evaluate (2.1). In this section, we summarise the relevant mathematical background required for this analysis.
its Laplace transform. Consider singularities off (s). We assume that one with the largest strictly negative real part is real and we denote it by s * < 0. Notice that this yields the integrability of
for some (and then any) a > s * . We now focus on a class of theorems that infer the tail behaviour of a function from its Laplace transform, commonly referred to as Tauberian theorems. Importantly, the behaviour of the Laplace transform around the singularity s * plays a crucial role here. The following heuristic principle given in [1] is often relied upon. Suppose that for s * , some constants K and C, and a non-integer q > 0,
where Γ(·) is the gamma function. Below we specify conditions under which this relation can be rigorously proven. Later in our paper we apply it for the specific case that q = 1/2; recall that Γ(−1/2) = −2 √ π. A formal justification of the above relation can be found in Doetsch [16, Theorem 37.1]. Following Miyazawa and Rolski [23] , we consider the following specific form. For this we first recall the concept of the W-contour with an half-angle of opening π/2 < ψ ≤ π, as depicted in [16, Fig. 30, p . 240]; also, G α (ψ) is the region between the contour W and the line (z) = 0. More precisely,
where arg z is the principal part of the argument of the complex number z. In the following theorem, conditions are identified such that the above principle holds; we refer to this as the Heaviside's operational principle, or simply Heaviside principle.
Theorem 3.1 (Heaviside principle). Suppose that forf : C → C and s * < 0 the following three conditions hold:
(A3) for some constants K and C, and a non-integer q > 0,
where
Then
We now discuss when assumption (A1) is satisfied. To check that the Laplace transformf (·) is analytic in the region G s * (ψ), we can use the concept of semiexponentiality of f (see [18, p. 314 
]).
Definition 3.2 (Semiexponentiality). f is said to be semiexponential if for some 0 < φ ≤ π/2 and all −φ ≤ ϑ ≤ φ there exists finite and strictly negative γ(ϑ), defined as the infimum of all such a such that f (e iϑ r) < e ar for all sufficiently large r.
Relying on this concept, the following sufficient condition for (A1) applies.
[18, Thm. 10.9f] Suppose that f is semiexponential with γ(ϑ) fulfilling the following conditions:
Note that by Lemma 2.3, all assumptions of Proposition 3.3 are satisfied and we can apply the Heaviside principle given in Theorem 3.1 for E(dy) (x) (s) and E (x) (s).
Application of the Heaviside principle. By Section 2, E(dy)
(x) (s) and E (x) (s) are expressed in terms of Q(s) and Ψ(s), and so we derive the expressions in the form (3.1) for each of them first.
Consider Ψ(s) defined in (2.10). We have Ψ(s) = ∞ t=0 e −st ψ(t)dt < ∞ for all s ≥ 0 by [12, 13] . Define the singularity
where the maximum exists due to the right-continuity of Ψ(s).
Consider matrices K(s) and D(s) defined in (2.11), and recall that sp(
whenever the maximum exists. The definition implies that K(δ * ) and (−D(δ * )) have a common eigenvalue.
Proof: Consider equation (2.12) and for all s for which Q(s) exists, define function of
where, for X ≥ 0, X = 0, we have
e −st e T00t dy 2 > 0, and so g s (X) is a decreasing function of s. Also, define functions g
each corresponding to an |S 1 | × |S 2 |-dimensional quadratic smooth surface. The matrix equation (2.12) is equivalent to the system of |S 1 | × |S 2 | quadratic polynomial equations, given by,
each corresponding the (a, b)-the level curve. Now, by Lemma 2.1, for all s ≥ s * , Ψ(s) is a solution of g s (X) = 0 and so is an intersection point of all level curves (4.6).
Some other solutions to g s (X) = 0 may exist. For all real s, we denote by X(s) the family of solutions that correspond to the intersection point Ψ(s). That is, when s ≥ s * , X(s) = Ψ(s), and if X(s) exists for s < s * in some neighbourhood of s * , then X(s) must be a continuous function of s in such neighbourhood, due to the monotonicity and continuity of g s (X).
So suppose that there exist solutions X(s) to g s (X) = 0 for s < s * in some neighbourhood of s * , and that lim s↑s * X(s) = Ψ(s * ). Then, since Ψ(s * ) > 0, there exists W > 0 with g s (W) = 0 for some s < s * with sp(Q 11 (s)) ∩ sp(−Q 22 (s)) = ∅. Therefore, by [ 
, and note that
The tangent plane to the (a, b)-th level curve (4.6) at Ψ(s
is the solution
to the equation,
Note that the equation
) have a common eigenvalue, in which case the tangent planes (4.9) to all level curves (4.6) at Ψ(s * ), intersect with one another at a tangent line that goes through Z and Ψ(s * ). That is, the level curves (4.6) touch if and only if sp(K(s
is the minimum nonnegative solution of (2.12). In order to illustrate the theory, we consider the following simple example, which we will analyse as we develop the results throughout the paper. Example 1. Let S = {1, 2}, S 1 = {1}, S 2 = {2}, c 1 = 1, c 2 = −1, and
with a > b > 0 so that the process is stable. Then Ψ(s) is the minimum nonnegative solution of (2.12), here equivalent to (4.13) bx 2 − (a + b + 2s)x + a = 0, which has solutions provided ∆(s) = (a + b + 2s) 2 − 4ab ≥ 0, that is, for all
, and
and note that s * = δ * .
Lemma 4.2. For all s > s * ,
where, for all s > s * ,
Proof: For all s > s * ,
and so by (2.9),
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Next, since Ψ(s * ) < ∞ by Lemma 4.1, we have −(T 00 − s * I) −1 < ∞ and (T 00 − s * I) −2 < ∞, which implies that A 22 (s * ) < ∞. Taking the limits as s ↓ s * in (4.33), and substituting h = (s − s * ) gives
The proof of the remaining expressions is analogous.
For s > s * , let
and, for s ≥ s * , let 
Proof: By Lemma 4.1, for all s > s * , K(s) and (−D(s)) have no common eigenvalues, and so by [22, Theorem 13.18] , the equation (4.37) has a unique solution. We now show that Φ(s) is the solution of (4.37). Also see [12, Corollary 3] . Indeed, by taking derivatives w.r.t. s in the equation (2.12) for Ψ(s), we have 
Therefore, by Theorem 3.1,
Also, A 12 (s * ) = 0, A 21 (s * ) = 0, A 11 (s * ) = 1, A 22 (s * ) = 1, and so
We now state the key result of this paper. 
with clearly lim s↓s * g(s − s
which implies
We now solve for B(s * ) and g(s − s * ). By (2.12) and Lemma 4.2, since
61)
we have,
and so
where U(s * ) is as defined in (4.36), and
(4.65)
We now use equation (4.64) in order to solve for B(s * ) and g(s−s * ). We note that V(s
e −s * t e T00t dt > 0, and (T 00 − s
Consequently, we consider two cases below. 
(4.70)
We note that g
, and consider the following possibilities. 
, and so we write (4.70) in the form 
Then we have, 
and taking limits as s ↓ s * gives Y(s * ) = 0, a contradiction. Therefore at least two of (s − s * ), g 2 (s − s * ) and L(s − s * ) must be a multiple of each other.
(iii) Suppose each of (s − s
, and without loss of generality we may assume c = 1, d = 1, by argument analogous to before. Therefore, dividing equation (4.76) by (s − s * ) and taking limits as s ↓ s
are a multiple of one another. Then such two terms must dominate the third term, or we have a contradiction by (i) above.
If (s − s * ) = c · g 2 (s − s * ) for some c > 0, then without loss of generality we may assume c = 1. Also, we must have L(s − s * ) = o(s − s * ). Therefore, g(s − s * ) = √ s − s * , and dividing equation (4.76) by (s − s * ) and taking limits as s ↓ s * gives U(s * ) = V(s * ), or equivalently,
for some c = 0, then dividing equation (4.76) by (s − s * ) and taking limits as s ↓ s * gives V(s
for some c > 0, then without loss of generality we may assume c = 1. Also, we must have 
By above cases, we must have
. Finally, we show (4.53). By L'Hospital's rule,
and so, by taking limits as s ↓ s * in (4.38), (1)).
Define, for n ≥ 1, 
Finally, we derive the expressions for µ(dy) (0) . 
Also, noting that (T 00 − sI)
Therefore, by Lemma 2.2,
Furthermore,
The result follows by Theorem 3.1, since the relevant terms cancel out.
and so µ(dy) We note that,
as expected.
Example with non-scalar Ψ(s).
Below we construct an example where, unlike in Example 1, key quantities are matrices, rather than scalars. We derive expressions for this example analytically and illustrate these results with some numerical output as well.
Example 2. Consider a system with N = 2 sources based on example analysed in [5] . Let S = {1, 2, 3}, S 1 = {1}, S 2 = {2, 3}, c 1 = 1, c 2 = c 3 = −1, and
with some parameter λ > √ 2 − 1 so that the process is stable. In our plots of the output below, we will assume the value λ = 2.5.
e −st ψ(t)dt the minimum nonnegative solution of (2.12), here equivalent to
which we write as a system of equations 0 = x 2 − (1 + 3λ + 2s)x + 2z + 2λ, (5.2)
The minimum nonnegative solution [x z] of (5.2)-(5.3) must be strictly positive, satisfy 2 + 2λ + 2s − x > 0, and occur at the intersection of the two curves,
We consider the shape of the curves in (5.4)-(5.5) to facilitate the analysis that follows, see Figure 2 . It is a straightforward exercise to verify that, when s = 0, we have z 1 (x, 0) < −λ < z 2 (x, 0) for all x < 0, and so the two curves may only intersect at some point (x, z) with x > 0. Also, when x > 0 and 2 + 2λ + 2s − x > 0, we have
and so as s ↓ s * we have z 1 (x, s) ↓ while z 2 (x, s) ↑, until the two curves touch when s = s * , and then move apart when s < s * . Therefore, by the continuity of Ψ(s) argument as used in the proof of Lemma 4.1, for all s ∈ [s
Instead of looking at the problem as two intersecting curves z 1 (x, s) and z 2 (x, s), we now look at it as one cubic curve g s (x). Substitute (5.5) into (5.2) and multiply by (2 + 2λ + 2s − x), to get 0 = −x 3 + (3 + 5λ + 4s)x 2 − (2 + 2λ + 2s)(1 + 3λ + 2s)x + (2 + 2λ + 2s)2λ
which is of the form (5.9)
with g s (0) = d > 0 (we have d > 0 since 0 < x < 2 + 2λ + 2s due to z > 0 in (5.5)). See the plots of g s (x) in Figure 3 for the case λ = 2.5. Noting that a = −1 < 0, we conclude that when s = s * , the the solution [x z] corresponds to the local minimum, (5.10)
We transform the cubic equation (5.9) into (5.12) y 3 + py + q = 0 using
p + c p , (5.14)
for suitable c (1) p , c (2) p , c p , and
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