Introduction
Various types of faults arise in industrial processes owing to malfunction of internal components of a process as wel! as those in measurement sensors and control actuators attached to the process. Over the last three or four decades industrial automation has been increasingly fueled by various technological developments including the availability of highly complex electronic equipment and. the overwhelping progress in computer technology. This has led not only to the development of complex control systems but also to higher demand of reliable and secure control systems. Thus it has become imperative that any fault that occurs be detected and identified automatically without severely disturbing the yield the process generates. This has stimulated over the last two decades an ex-' tensive study of fault detection and isolation methods.
As discussed in a survey paper by Willsky, [5] , one faces three different types of tasks or layers in the area of fault detection and isolation, ( I ) fault detection, (2) fault isolation, and (3) fault estimation. Fault detection consists of designing a residual generator that produces a residual signal enabling one to make a binary decision as to whether a fault occurred or not. Fault isolation imposes a stronger requirement. When one or more faults occur, the residual signal must enable us not only to detect that there are faults occurring in the system, but it must also enable us to identify (isolate) which faults have occurred. Finally, f c d t estimation is the determination of the extent of failure. The latter is done by trying to reconstruct the fault signals. A number of fundamental problems that arise in fault estimation, i.e. in estimating the fault signals have been studied recently by us [ I] . We also studied fault detection and fault isolation in the paper [2] . However, an issue which, as far as we know, has not been studied in this context is to estimate and minimize the time it takes after a fault occurs to actually detect the fault on the basis of the residual signal. For discrete-time systems, the notion of using a fixed delay in estimating a fault signal has been introduced in [l]. That is, at time step k , one obtains the estimate of the fault signal at k -l where C is a fixed nonnegative integer.
This clearly weakens the solvability conditions. In [2] we looked into using this delay for fault detection and isolation and we noted this does not weaken the solvability conditions. However, this is due to a fundamental aspect of our problem formulation. In fault detection we required the residual signal to be nonzero if a fault occured and otherwise to be zero. However, we did not impose any constraint on the time between the occurence of a fault and the moment that the residual signal becomes nonzero indicating that a fault has occured. Obviously in many applications this delay in detecting a fault can be quite dangerous and therefore this delay should be as small as possible.
In this paper we show that if fault detection and isolation is possible for continuous time systems, then we can make the delay arbitrary small. However, in discrete time this delay will in the worst case be n timesteps for a system of McMillan degree n. We formulate in this paper only the problems of exact fault detection and isolation. In [2] we extended these results to generic and almost fault detection and isolation. The results of this paper also cover these cases but the presentation of these results in this conference paper are not possible due to space limitations. The following definitions will be needed later on: 
Problem Formulations and Main Results
Consider the following state space description for a plant or a system given by 
Let the residual signal I' be given by
where r is a time function that takes values in R4. In general, we might have to take H to be a nonlinear boundedinput, bounded-output stable operator which makes Q also a nonlinear operator mapping disturbances and faults to a residual signal r . Of course, if H is linear, then there exist transfer matrices C,J and G,d such that
One of the basic issues that concerns fault detection and isolation is whether one can achieve such a detection and isolation when the disturbance d affects the system. This points out a need to have a residual generator which is insensitive to the external disturbance d. That is, we need that for all disturbances d and all fault signals f or at least that the dependence of r on d is arbitrarily small with respect to some specified norm. If H is linear then this implies that we impose that the transfer matrix G,d is zero or arbitrarily small in some specific norm.
Before we proceed, we need to consider certain modeling aspects. In a given situation, there exists always a number of possible faults. Some of these individual faults might occur simultaneously at any given time and others cannot. The tasks of fault detection and isolation depend on which faults can occur simultaneously and which cannot. In this paper we consider the two extreme cases: either faults can occur simultaneously (without any restrictions) or faults cannot occur simultaneously, i.e. two faults never occur simultaneously. Moreover, in the latter case, faults occur sufficiently apart in time so that at any given time at most one fault affects the measurement signal. The subsection 2.1 defines the basic problems that correspond to fault detection, the subsection 2.2 defines the basic problems that correspond to fault isolation.
Fault detection
As mentioned in the introduction, the task of fault detection consists of designing a residual generator that produces a residual signal enabling one to make a binary decision as to whether a fault or faults occurred or not. We siy that the set of multiple faults with signature matrices L f and D f is exactly detectable if the above problem is solvable for it. In connection with fault isolation, it is important to recognize that the detectability of a set of faults must be ascertained before one faces the task of fault isolation. We first consider the case when we need to identify each and every individual fault that occurred. It is easy now to recognize that the task of isolating or identifying every individual fault requires that we generafe for each individual fault signal fi a dedicated residual signal r; such that r; would be insensitive to all disturbances and all vector faults for which fi is identical to zero while it is sensitive to all vector faults for which fi is not identical to zero.
Fault Isolation
It is clear from this discussion that, for the task of individual fault isolation, the dimension of residual vector can always be taken the same as the dimension of fault vector f itself. We can now have the following precise formulation of fault isolation problem that seeks to identify each individual fault that occurred.
Problem 2.2
Consider the system given in (2. I ) under the simultaneous occurrence property. Then, the problem of (exact) individual fault isolation for a set of faults f with signature matrices LJ and DJ is defined as a problem of finding, if existent, a bounded-input bounded-output stable residual generator H which generates a residual vector Then we can define the detection delay dH:
Note that d~ 2 0 by causality of the system. Theoretically dH could be equal to +co but in any normal design this detection delay will be finite. dH gives the worst case delay in detecting a fault and obviously we would like to minimize this delay. For fault isolation we again consider a residual generator H and define Y according to (2.3) . Assume that this residual generator achieves exact fault isolation. Then we can again define the isolation delay
Note that again iH >, 0 by causality of the system and theoretically could be equal to fm. iH gives the worst case delay in detecting and isolating a fault and obviously we would like to minimize this delay.
The following theorems gives a positive result for continuous time systems in the sense that we can always guarantee i H = 0 and dH = 0. These results are independent of the fact whether or not fault can occur simultaneously or not. such that fi is not identical to zero.
However, for discrete-time systems the situation is quite different. In order to present these results we make a decomposition of the state space X = X I @ X2 with X I = d*(A, E , C, Dd) and a decomposition of the output space 3 = 31 @ 32 with 31 = C.S*(A, E , C, Dd) + im Dd.
2.3
For ease of presentation we define the class of all causal signals as &, i.e. f E 8' if and only if f ( t ) = 0 for all
Delays in fault detection and isolation
For details we refer to [3, 4] . If faults cannot occur simultaneously then fault detection and isolation is possible and dH = l while iH = 2 . 
Conclusion
This paper studies an aspect of detection and isolation delays which has been ignored in many papers in this area. Surprising since it is highly relevant from a practical point of view. In continuous-time systems this is not a serious matter since we can always guarantee an arbitrary small delay and nearly all designs in the literature yield this arbitrary small delay. However, for discrete-time systems the situation is different and by designing specifically to reduce the detection or isolation delay we can get better results compared to most designs as available in the literature.
