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This thesis deals with an investigation of the integrity of domination in a.graph, i.e., the extent to
which domination properties of a graph are preserved if the graph is altered by the deletion of
vertices or edges or by the insertion of new edges.
A brief historical introduction and motivation are provided in Chapter 1. Chapter 2 deals with k-
edge-(domination-)critical graphs, i.e., graphs G such that )'(G) = k and )'(G+e) < k for all e E
E(G). We explore fundamental properties of such graphs and their characterization for small
values of k. Particular attention is devoted to 3-edge-critical graphs.
In Chapter3, the changes in domination number brought aboutby vertex removal are investigated.
\
Parameters )'+'(G) (and "((G)), denoting the smallest number of vertices of G in a set 5 such that
)'(G-5) > )'(G) ()'(G -5) < )'(G), respectively), are investigated, as are'k-vertex-critical graphs G
(with )'(G) = k and )'(G-v) < k for all v E V(O)). The existence of smallest'domination-forcing
sets of vertices of graphs is considered.
The bondage number 'Y+'(G), i.e., the smallest number of edges of a graph G in a set F such that
)'(G- F) > )'(0), is investigated in Chapter 4, as are associated extremal graphs. Graphs with
dominating sets or domination numbers that are insensitive to the removal of an arbitrary edge are
considered, with particular reference to such graphs of minimum size.
Finally, in Chapter 5, we-discuss n-dominating sets D of a graph G (such that each vertex in G-D
is adjacent to at least n vertices in D) and associated parameters. All chapters but the first and
fourth contain a listing of unsolved problems and conjectures.
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Unless otherwise specified, the quantities dealt with in this thesis are positive integers. Where
convenient, a rectangle in the figures will denote a' complete graph.
In this thesis, all our graphs will be finite, undirected and without loops or multiple edges. .A set
5 of vertices is said to dominate a graph G (or to be a dominating set of G) if, for each v E
V(G) - 5, there is a vertex u E 5 with u adjacent to V. The smallest cardinality of any such
dominating set is called the domination number of G and is denoted by )'(G). Let G be a graph,
and let A and B be subsets of V(G),-and H a subgraph of G;. If A dominates B (or H), i.e., every
. .vertex in B (o~ H) either belon¥s to A or is adjacent to a vertex of A, then we write A H> B (or
A H> H, respectively) . We denote the neighbourhood of a vertex v in a graph G by NG(v), or by
N(v) if no ambiguity is possible. If G is a graph, then G denotes the complement of G. Let G be
graph. Then, for D ~ V(G), the neigbourhood N(D) ofD is defined to be the set {v E V(G); v
is adjacent to at least one vertex of D}. If G is a graph and 5, T ~ V(G), then by IS, T]o we
mean the set {uv E E(G); u E 5 and vET}; if no ambiguity is possible, [5, Tb may be denoted
by [5, T]. For any graph G with vertex set {VI' v2, •.• , v.}, we define G+ to be the graph obtained
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from G by adding p new vertices u., u., ... , up and the edges u.v., i =1, 2, ... , p, to G. Let
P:X i,X2 , ... .x, be a path in a graph G. We will write P- if the order of the vertices in P is to be
considered from XI to x., or p.... if the order is in the opposite direction. For x, xj E V(P), i < j,
we write xiP-'Xj to indicate the segment on P originating at Xi and terminating at xj, and we write
xl"'xi to denote the same segment in the opposite direction. For a vertex x on P, we denote by
"x+ the vertex on P-' that immediately follows x, and denote by "x- the vertex on P- that
immediately precedes Xon P". If no ambiguity is possible, we denote "x' by x' and Px- by X-.
If the vertices of a cycle (path, respectively) form a dominating set, then we will call this cycle
(path, respectively) a dominating cycle (dominating path, respectively). The wheel Wp of order
p ~ 4 is the graph obtained from the join of a graph isomorphic to Cp-l and a graph isomorphic
to KI. For a graph G, we define erG) to be the maximum possible number of end-edges in a
spanning forest of G, where an end-edge is an edge incident with an end-vertex. For a graph G,
a "(+ (Gi-set (respectively, a "((G)-set) denotes any smallest subset S of V(G) whose removal from
G creates a graph with greater (respectively, lower) domination number,than )'(G). Given any set
A, an n-subset B of A is any subset of A of cardinality n. A clique W of a graph G is a complete
subgraph of G; W mayor may not be maximal with respect to the property of being complete.
The double star S(m,n) is the graph obtained from the (disjoint) union of two stars Ki,m and Kl,n
(m, n ~ 2) by joining the two central vertices by an edge. For a graph G, we define i(G), the
independent dominating number of G, to be the cardinality of a smallest independent dominating
set (or, alternatively, a smallest maximally independent set) of G. For any graph G, and k E {a,
1, ... , p(G) - I}, let Sk(G) be defined to be the set of vertices of G of degree at most k, and let
sJG) denote ISk(G) I. Let G be a graph, and suppose E(G) = {el' ez, ••• ,eq(G)}' Then, the
subdivision graph S(G) of G is defined to be graph R satisfying VCR) = V(G) U {x., XZ, ... ,
xq(G)}' and E(H) =U~ ~?) [ux., XiV; ei = uv}. Let G be a graph, and let n E N. The intersection
graph 1(9) ofa family yofsets Ai, A 2 , ... , An is a graph with V(I(9)) = yand E(I(9)) = {AjAj;
Ai n Aj ~ 0}. Given disjoint graphs G and H, and vertices X E V(G) and y E V(H), the (x,y)-
coalescence of G and H, denoted by (G,x)-(H,y), is the _g~aph obtained from G and R by
identifyingthe vertices x and y. We denote by u(G.x)eCH.y) the'~~rtex of (G,x)-(H,y) that is the resu'lt
of the identification of x and y. If the identified vertices X and y of G and H, respectively, are
understood, we write G-H instead of (G,x)-(H,y). We refer to the graph Ki .n (n E N) as a star
graph, or, more simply, a star. For a graph G, a set F ~ E(G) is said to be an edge-cover of G
if (F)G is a spanning subgraph of G, i.e. ; if every vertex of G is incident with at least one element
of F. In the set theoretical sense, we shall use the symbol ~ to indicate inclusion and the syrnbol .
C to indicate strict inclusion.
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For concepts and notation not defined above, but occurring in the thesis ; we refer to [CLI].
1.2 INTRODUCTION
The roots of domination theory may be traced back to the nineteenth century, when the notion of
dorninatinz sets of queens on a chessboard was first considered [DI]. Domination theory was
o ..
formally initiated by Ore in 1962 [01] and Berge in 1973 [B2], and soon thereafter, many related
concepts were introduced , such as total domination [CDHI], independent domination [ALl],
connected domination [SWI], k-dornination ([CGSI], [CRI], [F2]), and others. (See the survey
[Cl] and the comprehensive collection of papers in [HLI].)
Domination theory is appl icable to diverse fields, such as communication theory, political science,
social network theory, experimental sciences, coding theory and computer science. As a simple
example, let the vertices of G represent entities that mayor may not be in direct communication
with each other, where two vertices of G are adjacent if a direct communication link existsbetween
the corresponding entities. For instance, the vertices may represent intersections in a street grid
of a city; where adjacent vertices represent intersections that are exactly one city block apart; or
centres in a transmission network whereadjacent vertices representcentresthat are withinreceiving
range of each other. Computers in a microprocessor network may be represented by vertices
which are adjacent if transferral of information between the corresponding computers can be
accomplished in a single unit of time. Members of a human, animal or bacteriological population
may be represented by vertices that are adjacent if, for example, the corresponding members can
communicate directly or are adjacent in a food network or differ from each other within some. .
prescribed limits. A minimum dominating set then represents a smallest set D of entities such that
each entity not contained in D is able to communicate directly with a member of D. For instance,
the vertices in D may represent intersections in a street grid where facilities (fire hydrants,
telephones, police posts, etc.) may be placed such that every inhabitant of the city is within a city
.' block of such a facility. The vertices in D may denote a smallest subset of centres from which
. .
radio signals can be transmitted to reach all centres in the relevant network, or smallest sets of
computers from which stored data can be communicated within unit time to all computers in a
network. A minimum dominating set may represent a smallest subgroup of a human population
that can inform or influence all members of the population directly or, in a biological population,
a minimum dominating set may correspond to a smallest representative subset of the population.
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We shall investigate the extent to which domination properties of a graph, especially its domination
number, are retained or altered if vertices or edges are removed from the graph or if additional
edges are inserted.
It is interesting to speculate on applications for ,),-insensitive graphs, i.e., graphs such that
')'(G -e) = ')'(G) for all e E E(G). For a graph G with domination number ')', one can, for
example, imagine that G represents a communication network having p stations and the property
that')' of them can transmit a message to the remaining p - ')' stations with no message traversing
more than one communication link in succession. For networks corresponding to ')'-insensitive
. .
graphs, this property is preserved whenever a single communication link fails; furthermore, we
shall deal with the corresponding problem in which l' transmitters suffice if a prescribed number
of stations or links fail.
A graph is vertex-domination-critical if ')'(G-v) < ')'(G) for all v E V(G). If the graph G on
which a microprocessor network is modelled is vertex-domination-critical, then the network has
the characteristics that (1) the failure of any processor leaves a network which requires one fewer
"dominating" processor and (as a consequence of (1)) that (2) any processor can be included in a
minimum set of these dominating processors (to see why (2) is true, consider the fact that, for any
v E V(G), G-v has a dominating set D of cardinality ')'(G) - 1 and D U {v} is a dominating set
of G with ID U {v} I = ')'(G)).
-
A graph G is edge-domination-critical if ')'(G+e) < ')'(G) for all e E E(G). If, for instance, the
facilities location problem is modelled on an edge-domination-critical graph G, it may perhaps be
advisable to introduce a new thoroughfare if that can be accomplished for less than the installation
and maintenance cost of a facility. Such edge-domination-critical graphs may also be used to
model political or social populations which allow for maximum communication while guarding
against the existence of a small po:ver block (i.e., a set of influential individuals of cardinality
smaller than an acceptable value of ')'). _
In an experiment in which a representative set of the population under consideration is to be kept
as small as possible, the basis on which "closeness" of members of the population is decided may
well be adjusted to yield a graph G with y(G) accepta~ly small, but such that ')'(G -e) > ')'(G)f?r
every e E E(G) (i.e., G is what w~ shall call ')'(G)-')' +f-critical). In this case, the imposition of
more stringent"closeness" requirements would yield a representative set which is too large for the
purposes of the experiment.
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Chapter 2
DECREASING DOMINATION NUMBER BY
ADDITION OF ANY EDGE
2.1 INTRODUCTION AND BASIC PROPERTIES OF EDGE-
DOMINATION-CRITICAL GRAPHS
In this chapter, we will investigate those graphs G that have the property that the domination
number of the graph obtained from G by the addition of any edge from G is less than )'CG). We
obtain characterizations of certain classes, and investigate.the -hamiltonian properties, of these
. -graphs.
Unless stated to the contrary below, all results in sections 2.1 to 2.4 appear in [SB1] and [SI],
except for Theorems 2.1.10 and 2.1.11, which are from [BCD2], those in sections 2.8 and 2.9 are
from [51] alone, and, finally, those in sections 2.5 to r -2.7 are from [W1]. We have supplied the
statement of Theorem 2.2.6, the statement and proof of Proposition 2.1.2, 2.2.8, 2.2.9, 2.2.18,
2.2.19, 2.2.26, 2.2.27, Lemma 2.2.20, Theorem 2.2.5 , as well as the proof and most of the
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statement of Theorem 2.8 .1, and Remark 2.2 .10. We have slightly extended the statement of
Theorem 2.2.24; we have slightly extended the statement of, and supplied a proof for, Theorem
2.2.25 and 2.8.1. We have expanded the proof of Theorem 2.4.5,2.4.6,2.4.11,2.6.2, and 2.7.1
(considerably) and of Lemma 2.2.15, 2.4.3 (considerably), and that of Lemma 2.2.16 (slightly)
and 2.6.1. A large portion of the proof of Theorem 2.2.24 has been newly supplied. We have
slightly generalized Definition 2.2 .7, introduced Definition 2.2.12, and slightly altered Definition
2.2.14. We have supplied the proof of Proposition 2.2.1,2.2.3,2.2.9,2.2.11,2.2.17,2.4.8,
2.5.2,2.5.4 and of Theorem 2.1.6,2.2.17,2.3 .3,2.8.1,2.8.2 and Lemma 2.1.5,2.2.21,2.2.22,
2.2.23, 2.4.10, as well as the proof of Case 1 in the proof of Proposition 2.2.28 (of which the
statement has been extended to include disconnected graphs). The statement and proof of
Proposition 2.1.5 have been generalized. We have slightly modified the proof of Theorem 2.1.7.
We have modified the statement of Theorem 2.4.6 and 2.4.11 by supplying a lower bound on the
order of the graphs for which the theorems are valid. We have supplied the example in Remark
2.2.4, and we have clarified Remark 2.4.9.
2.1.1 Definition: A graph G is defined to be edge-domination-critical if I'(G + e) < I'(G) for each
e E E(G). For kEN, an edge-domination-critical graph G will be called k-edge-critical if
I'(G) = k.
We note that every complete graph is l-edge-critical, and that every empty graph of order p is
p-edge-critical.
2.1.2 Proposition: If G is a non-complete edge-domination-critical graph, then I'(G+ e) =
I'(G) - 1 for each e E E(G).
Proof: Suppose, to the contrary, that there exists an edge-domination-critical graph G, an edge
e = uv E E(G), and a minimum dominating set S of G+ e 'Yith ISi < I'(G) - 1. Now, if
..1{u, v} () Si E {O, 2}, then S ~ G and )'(G) s IS I'· < )'(G), which is not possible; if
I{u, v} () SI = 1, then S U [ii, v} ~G and )'(G) s I{u, v} U Si = IS/ + 1 < )'(G), which,
again, is not possible. These contradictions show that no such edge-domination-critical graph G
exists, and the proposition follows. 0
The following result is one that we shall use often in the first part of this chapter.
2.1.3 Proposition: For any graph G, ~(G) s peG) - I'(G).
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Proof: Let G be any graph, and let w E V(G) with deg-w = Li(G). Clearly, V(G) - NG(w) ~ G,
and so
)'(G) ~ IV(G) - N(w) I = peG) - ING(w) I = peG) - Li(G) .
A sufficient condition for a graph to be edge-domination-critical is given next.
o
2.1.4 Proposition: If G is a regular graph that is not complete, and peG) = Li(G) + )'(G), then
G is edge-domination-critical.
Proof: Let G be a graph satisfying the hypothesis of the proposition. Note that, since G is not
- -
complete, E(G) ;t 0. Let e E E(G). Then, by Proposition 2.1.3,
peG) = p(G+e) ~ Li(G+e) + )'(G+e) = Li(G) + 1 + )'(G+e),
i.e.,
)'(G +e) ~ p(G) - Li(G) - 1 < )'(G).
Thus, G is edge-domination-critical. o
The next result, a basic property of edge-domination-critical graphs G with )'(G) ~ 3, is one that
we shall use often.
2.1.5 Lemma: If G is a k-edge-critical graph for k ~ 3, then no two end-vertices of G have a
common neighbour.
Proof: Suppose, to the contrary, that there exists a k-edge-critical graph G, k ~ 3, with end-
vertices a, b of G having a common neighbour, v say, in G. Then, since ab (/:. E(G), there exists
S ~ V(G) - {a, b} with IS I = k -: 2 such that S U {a} ~ G~b or S U {b} ~ G-a. Clearly,
v (/:. S since S ..j+ {b}. However, then S U {v} ~ G, whence )'(G) ~ IS I + 1 < k = )'(G),
which is impossible. So, no such k-edge-critical graph G exists. ·0
In general, the diameter of a connected graph having domination number k can be as large as
3k - 1 (for example, )'(P3k) = k, diam P3k = 3k - 1, !or kEN). For k-edge-critical graphs, the
situation is more restrictive.
2.1.6 Theorem: For k ~ 2, the diameter of a (connected) k-edge-critical graph is at most 3k - 4.
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Proof: Suppose, to the contrary, that there exist k ~ 2 and a k-edge-critical G such that
diam G ~ 3k - 3. Let a, b be two vertices on a diametrical path of G such that d(a,b) = 3k - 3.
Let P:(a=)vO,vI, ... ,VJk-3 be a shortest a-b path in G. Since VOV3k-3 E E(G), there exists S S;
V(G) - {Vo, V3k-3} such that ISI = k - 2 and S U {Vo} )-+ G+VOVJk-J or S U {V3k-3} )-+
G+VOV3k-3; suppose the former holds. Now, each vertex in S dominates at most three vertices of
P, and Vodominates at most three vertices of P (in G+VOV3k-3); so,
PeP) IU(N[s] nV(P)) U (N[vo] nV(P)) I
SES
s IU(N[s] n V(P)) I + IN[vo] n V(P) I
SES
~ L IN[s] nV(p)1 + IN[vo] nV(p)1
SES
~ 3'IS I + 3
3k - 3 < pep),
which is absurd. So, no such k-edge-critical graph exists, and the theorem follows. 0
We mention in passing that the claim in [S1] that the proof of 2.1.6 appears in [SB 1] is erroneous.
That Theorem 2.1.6 is not best possible for k = 3 is demonstrated by the following theorem.
2.1.7 Theorem: The diameter of a connected 3-edge-critical graph is at most three.
Proof: Suppose, to the. contrary, that there exists a connected 3-edge-critical graph with
diam G ~ 4. Let a, b E V(G) with d(a,b) = diam G. Let A = N(a), B = N(b), and C =
V(G) - (N[a] U N[b]). Since d(a,b) ~ 4, C ~ 0.
We show first that (A)G and (B)G cannot both be non-complete. Suppose, to the contrary, that there
exist x, x' E A and y, y' E B such that xx', yy' f1. E(G). Clearly, xy f1. E(G) (else,
d(a,b) ::; 3), so we assume, without loss of generality, that there exists w E V(G) such that
{x, w} )-+ G-y. However, then x'w, wb E E(G), implying d(a,b) ::; 3, a contradiction. So, at
least one of (A)G and (B)G is complete; suppose (A)G is complete.
Now, let rEA and consider any t E B. Since rt f1. E(G), there exists y E V(G) with
{t, y} )-+ G-r or {r, y} )-+ G-t. If {t, y} )-+ G-r, then, since (N[a])G is complete, y f1. N[a]; but
Fig. 2.1.1
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then a is not dominated by {t, y}. Thus, it must be the case that, for each t E B, there exists a
vertex t' with {r, t*} 1-+ G-to Also, since tt' f£ E(G), t' ~ b; but t' E N[b] (since {t*} 1-+ {b}), and
hence t' E B. Thus, t' dominates all of B - {t}. Furthermore, for any t E B, t' is unique and
(t*)* = t, as we now show. Let t E B. By what we have just proved, there exists t' E B such
that {t'} 1-+ B - {t}. In particular, there exists t" = (t')' such that {t**} 1-+ B - {t*}. But, t is the
only vertex in B non-adjacent to t': so, t" = t, and the desired ~niqueness follows. Furthermore,
t is adjacent to every vertex in B - {t'}. So, since t' is adjacent to every vertex of B - {t}, we
see that B can be partitioned into non-adjacent pairs {t, t'},
Since G is connected, there exist rEA and c E C with rc E ECG). If C ~ N(r), then
{r, b} 1-+ G, contrary to l'(G) = 3; so, there existsc' E C with rc' -f£. E(G). Now, since
ac' (/:. ECG), there exists x E V(G) with {a, x} 1-+ G-c' or {c', x} 1-+ G-a. Suppose
{a, x} 1-+ G-c'. Then, in order for {a, x} to dominate b, we must have x E N[b]. But, x must
dominate c: so, x E B. However, then {a, x} >/+ {x'}. On the other hand, if {c', x} 1-+ G-a, then
x must dominate both rand b, whence d(a,b) ~ 3, a contradiction. So, our original assumption
is false, and every connected 3-edge-critical graph has diameter at most three. 0
This result is best possible, since diam H(K;) = 3. Next, we give an example of a class of edge-
domination-critical graphs.
2.1.8 Proposition: For k ;;::: 3, define the graph Qk as follows: V(QJ = {u., v., Wj;
o s i ~ k - I} and E(QJ = {ujUj_ 1, UjUj +l' UjVj.1, UjVj, u.w., VjWj.}) VjWj; 0 ~ i ~ k - I}, where
the subscript arithmetic is interpreted modulo k. Then, ~ is k-edge-criticaI. (See Figs 2.1.1 and
2.1.2 for Q4 and Q6' respectively.)
Proof: Let k ;;::: 3, and let the graph <1- be defined as above. That l'(QJ ~ k follows from the
observation that, for instance, Qk is dominated by [u.; 0 ~ i ~ k-l}. By inspection, one may
__ conclude that no set of cardinality less than k dominatesQj, SO, l'(QJ = k. Showing that
l'(Qk+e) = k - 1 for every e E E(QJ involves a lengthy case-study which we omit. 0
The following result appears in [VI].
2.1.9 Lemma: For any graph G,
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y(G) ~ p(G) + 1 - J2q(G)+1.
2.1.10 Theorem: If G is a graph such that
y(G) > p(G) + 1 - V2q(G)+3,
then G is edge-domination-critical.
Proof: Suppose, to the contrary, that there exists a graph G satisfying the hypothesis of the
-
theorem, but for which there exists e E E(G) with ')'(G+e) = ')'(G). By Lemma 2.1.9,
y (G +e) ~ p (G +e) + 1 -:,_V2 q(G +e)+1 ,
Le. ,
y(G) s p(G) + 1 - J2 q(G)+3,
so that, by our assumption,
p(G) + 1 - J2q(G) + 3 < y(G) s p(G) + 1 - J2q(G)+3 . . .
This is not possible, and the desired result follows.
2.1.11 Theorem: If G is a graph such that
y(G) = p(G) + 1 - V2 q(G)+ 1 ,
then G is edge-domination-critical.
o
-
Proof: Let G be a graph satisfying the hypothesis of the theorem. Suppose E(G) ~ 0; let e E
-
E(G). Then, by Lemma 2.1.9,
y(G+e) s p(G+e) + 1 - J2q(G+e)+1 = p(G) '+ 1 - J2q(G) + 3,
and thus, by our assumption, .
y(G+e) s p(G+e) + 1 - v2q(G)+3 < p(G) + 1 - J2q(G) + 1 = y(G).
So, G is edge-domination-critical. o
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2.2 TOWARDS A CHARACTERIZATION OF EDGE-DOMINATION-
CRITICAL GRAPHS
2.2.1 Proposition: A graph G is l-edge-critical if and only if G == ~ (n E N).
Proof: If G is a complete graph, then G is l-edge-critical. If G is a graph with "I(G) = 1 and
"I(G+e) = 0 for all e E E(G), then, since every graph has positive domination number, we must
have E(G) = 0, i.e., G is complete. 0
2.2.2 Theorem: A graph G is 2-edge-critical if and only if
n
G !!! UK1 n.>
i=1 • I
n, I1j E N for i = 1, 2, ... , n.
-
Proof: Let G be a 2-edge-critical graph. Then, for any edge e E E(G), say e ·= uv, we have
"I(G+ e) = 1. Thus, without loss of generality, we may assume that {v} >-+ G+ e, and so v is an
- --
isolated vertex of G-e, which implies that v has degree 1 in G. Hence, every edge of G is
- -
incident with an end-vertex of G; so G is a disjoint union of stars.
Conversely, suppose that G is a graph whose complement is a disjoint union of stars. Since no
-
vertex in G is isolated, no vertex of G has degree peG) - 1, and so "I(G) ~ 2. On the other hand,
the central vertex and any non-central vertex of any star of G form a dominating set for G. So,
- -
"I(G) = 2. Finally, since G-e has an isolated vertex for any e E E(G), G+e has a vertex of
degree p(G) - 1. So, G is edge-domination-critical, and the result follows . 0
The characterization of k-edge-critical graphs with k ~ 3 is more complicated. Our chief interest
will be 3-edge-critical graphs. We begin by characterizing disconnected 3-edge-critical graphs.
2.2.3 Proposition: If G is a disconnected 3-edge-critical graph, then
(1) G = ~(G).2 U 2K1, or
-,
(2) G = H U K (n E N), where H is a connected 2-edge-critical graph.
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Proof: Let G be a disconnected 3-edge-critical graph. If keG) > 3, then )'(G) ~ 4, so
keG) E {2, 3}. Let HI, H2, .. ., Hk(G) be the components of G. Suppose first that keG) = 3. If
there exists H E {HI' H2, H3} with p(H) ~ 3 and H not complete, then, for all e E E(H),
keG + e) = 3, so that )'(G+ e) ~ 3, which contradicts the 3-edge-criticality of G. So, each of HI,
H2, H3 is complete. Furthermore, if more than one component is non-trivial, then, for any edge
f in G with one end in one non-trivial component and the other end in another non-trivial
component, w'e clearly have )'(G+t) = 3, a contradiction. So, at least two of Hh H2 , H3 are
trivial, and G == ~(G)-2 U 2KI.
Suppose now that keG) = 2. Since )'(G) = )'(HI) + )'(HJ, )'(H1) = 1 and ),(HJ = 2, or
)'(HI) = 2 and ),(HJ = 1; suppose the former is true. Now, if HI-is not complete, then
- -
E(H) ;t 0 and, for e E E(HI), )'(G+e) = 3, a contradiction. So, HI is complete. For all
- -
e E E(HJ ~ E(G), )'(G+ e) = )'(HI) + )'(H2 + e) = 1 + )'(H2 + e), and so, since G is
3-edge-critical, )'(H2+e) = 1; i.e., H2 is 2-edge-critical. Hence, G is the disjoint union of a
connected 2-edge-critical graph and a complete graph. o
2.2.4 Remark: Note that the converseof Proposition 2.2.3 is false. For example, for any n ~ 2,
- - -
the graph H = (FI + FJ U F3, where F1 == K1•1 = K2, F2 == K1,2 = P3, and F3 == K, is not3-
edge-critical since, for instance, )'(H+uv) = )'(H) = 3 for u E V(F3) and v E V(F2) with
deg.,« = 2. However, H = ~,2, ... ,2 U K, (n E N) is a 3-edge-critical graph that is the union of
a 2-edge-critical graph and a complete graph. In fact, we have
2.2.5 Theorem: Let G be a graph of the form G = H U K, (n E N), where H is 2-edge-critical,
and p = p(G) ~ 4. Then, G is 3-edge-critical if and only if n = 1 or H == mK2, for m ~ 2.
Proof: Let G be a graph of the form H U F, where H is a 2-edge-critical graph and F == K
(n E N). Supposethat p = p(G) ~ 4, and that G is 3-edge-critical. We shall assume that n ~ 2,
and show that H = mK2for m ~ 2. We consider two cases.
Case 1: Suppose that H is connected. Then, by Theorem 2.2.2,
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n
H = U K I,m t
i=I
for m ;;::: 2, 11\ E N for i = 1, ... , m. We consider two subcases.
-
Subcase 1.1: Suppose m, = 1 for each i = 1, ... , m. Then, H == mK2 (m ;;::: 2).
Subcase 1.2: Suppose m, ;;::: 2 for at least one i E {I, ... , m}. Le~ S be a star
component of H with order at least 3, with central vertex x, say, and let u be any
non-central vertex of S. Furthermore, let v be any vertex of F. Since G is 3-
edge-critical, there is a minimum dominating set D of G+uv of cardinality 2. If
v tl:. D, then v' E D for some v' E V(F) - {v} and u must dominate H, which
is not possible, since ')'(H) = 2. Thus, v belongs to every minimum dominating
set of G+uv. So, if D = {v, d}, then {d} ~ V(H) - {u}.
Now, since INH(x) I = peS) - 1 ~ 2, {x} >f. H-u; so, d ;t. x. Certainly, d tl:.
YeS) - {x} since, otherwise, {d} >f. {x} S;. V(H) - {u} . So, d must belong to a
star component S· in H distinct from S. Suppose y is a central vertex of S· (note,
possibly, S· == K:} Then, if d = y, {d} >f. yeS*) - {d} (;t. 0) S; V(H) - {u},
ancl if cl is a non-central vertex of 5·, {cl} >f. {y} S; V(H) - {u}, both situations
being contrary to the fact that {d} ~ V(H) - {u}. So, Subcase 1.2 does not occur.
Case 2: Suppose that H is disconnected, so that H == K1,m for some m -E N. We claim
I
that m = 1. Suppose, to the contrary, that m ;;::: 2. Then, G == K1 U G1 U G2, where
G1 == Km and G2 == K (where, we recall, n ;;::: 2). - Then, clearly, for any vertex
v E V(G2) and any vertex u E V(G1) , ')'(G +uv) = 3, which is a contradiction. So, m =
1, whence H == x,
Conversely, suppose G is a graph of the form H U F, where F == K (n E N) and H is a 2-edge-
critical graph. Now, if n = 1 or H == mKz for some m E N,then clearly ')'(G) = 3.
u
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Case 3: Suppose H == mK2 for some mEN. If m = 1, then G == 2K1 U ~-2' which
is clearly 3-edge-critical; so, suppose m ~ 2. If uu' E E(H), then {u, v} ~ G + uu',
where v E V(F). If uv E E(G) where u E V(H) and v E V(F), then {u', v} ~ G+uv,
where u' is the (unique) vertex in H satisfying uu' E E(H). Thus, )'(G+e) ~ 2 < 3 for
each e E E(G), and G is 3-edge-critical in this case, also.
Case 4: Suppose that n = 1. If H is a (single) star, then, again, G == 2K1 U ~.2; so,
suppose
m
H 5!! UK "' 0',
I,ml
;=1
for m ~ 2, m, E N, for i = 1, 2, ... , m. Let e E E(G). If e E E(H), then
- -
)'(G+e) = 2, so suppose that e = uv E E(G) - E(H); assume that ({v}) is the trivial
component of G. If u is the central vertex of a star in H, then it is easily seen that
{u, w} ~ G+uv, where w is any vertex in V(H) - {u}. If, on the other hand, u is a non-
central vertex of a star in H, with y, say, as central vertex, then {u, y} ~ G+uv. So, in
this case, too, G is 3-edge-critical. 0
Combining these last results, we obtainour characterization of disconnected 3-edge-<;ritical graphs.
2.2.6 Theorem: A graph G is a disconnected 3-edge-critical graph if and only if either
G ==. K U 2K 1 (n E N) or G == H U K (n E N) where H is a connected 2-edge-:critical graph
and, furthermore, n = 1 or H == mK2 for m ~ 2.
As we shall see, the following definition provides a general class of 3-edge-critical graphs.
2.2.7 Definition: For any P:E N, P ~ 5, let non-negative integers a, b, and c satisfy
a + b + c = p - 3. Let G be a complete graph on p - 3 vertices and let A, B, C ~ V(G) satisfy
A U B U C = V(G) with A n B = A n C = B n C = 0, and IAI = a, IBI = b, and
IC I = c. Form the graph Hta.b.c) by adding to G the new vertices u, v, and w with
NH(3,b,c)( U) = A, NH(3,b.c)( V) = B,and NH(3,b,c)( W ) = C. The graph H(a,b,c) is depicted in Fig. 2.2.1.
2.2.8 Proposition: Let a, b, c be non-negative integers. Then, the size of H(a,b,c) is
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Proof: Let a, b, c be non-negative integers, and let p = p(H(a,b,c)) = a + b + c + 3. Then,
p2 _ 5p + 6
2
o
2.2.9 Proposition: The graph H(a,b,c) in Definition 2.2.7 has domination number 3.
Proof: Let a, b, c be non-negative integers, and let H == H(a,b,c). Certainly, ')'(H) ~ 3 since
{u, v, w} >-+ H. Let D be a minimum dominating set of H. Since NH[u] = A U {u}, NH[v] =
B U {v}, and NH[w] = C U {wl, we note that the three sets NH[u], NH[v], and NH[w] are
pairwise disjoint. Furthermore, as D >-+ {u, v, w}, D contains at least one vertex from each of
these three closed neighbourhoods , and so ID I ~ 3. Hence, ID I = 3 and ')'(H) = 3. 0
2.2.10 Remark: It is easy to see that the graph H(a,b,c) defined in 2.2.7 is not 3-edge-critical if
exactly one of a, b, c is zero: if, for example, c = 0, a, bEN and H == H(a,b,c) , then
')'(H +uv) = ')'(H) = 3. Hence, we have the following.
2.2.11 Proposition: For non-negative integers a, b, and c, the graph H(a,b,c) defined in 2.2.7 is
3-edge-critical if all of a, b, c are non-zero, or exactly two of a, b, c are zero.
-
Proof: Let a, b, and c be non-negative integers, and let H - H(a,b,c) . Let e E E(H). We
consider two cases.
Case 1: Suppose a, b, and c are all non-zero. Without loss .of generality, assume that
e = uy, where y E B U C U {v, w}. If Y E C, then {v, y} >-+ H +uy; if Y E B, then
{w, y} >-+ G+uy. If Y = v, then {u, c} >-+ H+uy, for any c E C; if Y = w, then
{u, b} >-+ H+uy, for any b E B. So, ')'(H +uy) = 2.
Case 2: Suppose a > 0 and b, c = O. If e = rv (or e = rw) for some r EAU [u},



















Hence, G is 3-edge-critical .
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2.2.12 Definition: For positive integers x and y, we define a graph H(x,y) of order p ~ 5 to be
a graph that consists of an isolated vertex together with a complete graph of order p - 3 whose
vertex set is partitioned into two sets X and Y, with two additional vertices rand s satisfying
NH(x.y)(r) = X U {s} and NH(x,y)(s) = Y U {r}, where IX I = x, IY I = y. The graph H(x,y) is
depicted in Fig. 2.2.2.
2.2.13 Remark: Suppose that G is a 3-edge-critical graph. Then, if u, v are any two distinct non-
adjacent vertices of G, then )'(G+uv) = 2 and so (as the proof of Proposition 2.1.2 shows) there
exists a vertex x with {u, x} >-+ G-v or {v, x} l-+ G-u ..-T hus, there is a natural orientation induced
on the edges of G, as we indicate in the following definition:
-
2.2.14 Definition: Let G be a 3-edge-critical graph. The digraph obtained (from G) by domination
ordering on G is the digraph D with V(D) = V(G) such that, for u, v E VCD), (u, v) E ECD) if
and only if uv E E(G) and there exists x E V(G) with {u, x} l-+ G-v. \Ve note that D is not
necessarily asymmetric, as the example in Fig. 2.2.3 shows.
The next two lemmas, particularly the first, will be used often in this chapter.
2.2.15 Lemma: Let G be a 3-edge-critical graph and S an independent set of vertices of G. If
n = IS I ~ 4, then the vertices of S may be ordered as a., az, ... , a, in such a way that there
exists a path XI' x., ... , ~_I in G-S with {a., x.] l-+ G-ai + 1 for i = 1, 2, ... , n - 1.
Proof: Let G be a 3-edge-critical graph, and let S be an independent set of vertices of G with
n = IS I ~ 4. Since S is independent in G, (S)o is complete and hence the domination ordering
on G induces on S a complete digraph consisting of a tourname~t with possibly a few extra arcs.
.Thus, since every tournament has a hamiItonian path, we rnay label the vertices of S as ai' a2,
... , ~ so that (a, aj + l ) is an arc of D for each i = 1,2, ... , n - 1. Hence, for each i = 1,2,
... , n - 1, there exists Xi E V(G) such that {a., x.} l-+ G-a j + l .
Now, since IS I ~ 4, Xi f/:. S, for each i = 1, 2, ... , n - 1. To see this, suppose that x. E S for
~ 1
some i E {l, 2, ... , n - 1}. Since {a, x.] l-+ G-a j + 1, it follows that every vertex in
V(G) - {a, Xi' a., I} is dominated by a, or x., Therefore, since ~ is not adjacent to any other
vertex in S (since S is independent), it follows that x, must be adjacent to every vertex in
17
5 - {a., Xi' ai+!}, where 15 - {a., x., ai+!} I ~ 15 I - 3 ~ 4 - 3 = 1. However, this is
impossible since Xi E 5 and 5 is independent.
Let i, j E {1, 2, ... , n - 1} with i ~ j; assume, without loss of generality, that j < i. Then,
{a, xJ )-+ G-aj +! (with aj+! ~ ai+!), so {a, xj} )-+ {ai+!}. Hence, {a} )-+ {ai+ l} or [x.} )-+ {~+l}'
If {a} )-+ {ai+l }, then (as ~ai+l r£ E(G), since 5 is independent), it follows that ~ = ~ +l '
contradicting the assumption that j < i. 50, {x} )-+ {ai+l}; but xj ~ ~+l (as xj r£ 5). Hence,
xjai+ l E E(G). This, combined with the fact that xiai+l r£ E(G), yields that xj ~ Xi'
Finally, since for i = 2, 3, ... , n - 1, we have {a , x.] )-+ G-ai+ l and a, non-adjacent to Xi-h we
have that Xi is adjacent to Xi-I' Thus, x., X2 , ••• , xn_f,is the required path. 0
2.2.16 Lemma: If 5 is an independent set of vertices of a connected 3-edge-critical graph with
151 ~ n for some n E N, then there exists X E 5with deg X ~ n - 2.
Proof: Let G be a connected 3-edge-critical graph, let 5 be an independent set of vertices of G,
and suppose 15 1~ n for some n E N. For n = 1 or n = 2, certainly deg X ~ n - 2 for any
X E V(G); if n = 3, then, since G is connected, deg X ~ 1 = n - 2 for every X E V(G). 50,
we assume that n ~ 4 and let 5 = {a., a2 , ... , a.} be ordered as in Lemma 2.2.15. Now, in the
course of the proof of Lemma 2.2.15, it was shown that for i, j E {I, 2, ... , n - I} withj < i,
xj is adjacent to ai +b so, in particular, Xj is adjacent to a., and thus [x., X2, .. . , ~-2} £; N(aj,
giving deg a, ~ n - 2. 0
Note that the connectedness of G was used in the case n = 3 only, in order to guarantee that some
vertex in 5 is not isolated. In fact, this lemma holds if we require that G have at least four vertices
and we dispense with the demand that G is connected.
2.2.17 Proposition: If 5 is an independent set of vertices 'of a 3-edge-critical graph, of order at
least 4, with 151 = n for some'n E N, then there exists x "E 5with deg X ~ n - 2.
Proof: Let G be a 3-edge-critical graph of order at least 4, and let 5 £; V(G) be independent in G.
Let n = IS I. If n ~ 2, the result is trivial. Suppose n = 3 and that every vertex in S has desree
~ 0
oin G. Then, clearly, G has at lea~t four components, which implies )'(G) ~ 4, a contradiction.




2.2.18 Proposition: A 3-edge-critical graph G has order 3 if and only if G == K3 •
2.2.19 Proposition: A 3-edge-critical graph G has order 4 if and only if G == 2KI U K2•
Proof: Let G be a 3-edge-critical graph of order 4. Then (by Proposition 2.1.3), ~(G) ~
peG) - "((G) = 1; however, G ;J= K4 , so ~(G) = 1, and G is isomorphic to an element of {2K2 ,
K2 U 2KI} . Clearly, K2 U 2K1 is 3-edge-critical and "((2KJ = 2; hence, G == K2 U 2KI • 0
2.2.20 Lemma: No connected 3-edge-critical graph of order 5 exists.
Proof: Suppose that there exists a connected 3-edge-critical graph G of order 5 that contains no
triangle. If C, C G, then "((G) ~ 2; so, C, ([. G, and G is bipartite, with partite sets V and W,
say. One of these partite sets, say V, has cardinality 1 or 2; hence, since G is connected, V >-+ G,
and "((G) ~ 2, contrary to "((G) = 3. So, if a connected 3-edge-critical.graph G of order 5 exists,
then G contains a triangle, H (say), but, since ~(G) ~ 5 - 3 = 2, H is a component of G and G
is disconnected. Hence, no 3-edge-critical graph of order 5 exists. 0
2.2.21 Lemma: Every connected 3-edge-critical graph of order 6 contains a triangle.
Proof: Suppose that there exists a connected 3-edge-critical graph G of order 6 that does not
contain a triangle. Suppose Cs C G, say ({vo, VI' v2, V3 , v4})o == Cs. Since G is connected , the
vertex u E V(G) - {VD' VI' V2, V3, v.} is adjacent to Vi for some i E {O, 1,2,3, 4}; however,
then {Vi' Vi +2} >-+ G (where the subscripts are taken modulo 5). So, neither C3 nor C, is a subgraph
of G, and G is bipartite, with partite sets V and W, say. If either of V and W has fewer than 3
vertices, then (as before) )'(G) =:;; 2. So, IV I, IW I ~ 3, and (since IV I + IW I = 6) we have
IVI = IW I = 3. Let V = {VI' V2, V3}, W = {wl , w2, w.}, Since "((G) > 2, at most one of V
and W contains a vertex of degree 3. Note that Ll(G) ~ 3.. If Ll(G) s 2, then since G is
.connected, G == C6 or G == P6, which is not possible, since "((P6) = "((C6) = 2 < "((G). So,
Ll(G) = 3 and there exists x E \leG) with deg x = 3; say, x = VI. By Lemma 2.1.5, at most one
of w., w2, W 3 has degree 1.
Case 1: Suppose W I is an end-vertex of G:.. Then, W IV 2 ' W 1V 3 r:£. E(G). Since G is
connected and .1(G -VI) ~ 2, W2 and W3 must be adjacent to distinct elements of {v2, v3} ;
suppose W2V2' W3V3 E E(G). Then, W2V3' W3V2 r:£. E(G). (Thus, G is isomorphic to the
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graph obtained from K1.3 by sub-dividing two edges.) However, l'(G + W 1W3) = l'(G),
contrary to the edge-dornination-criticality of G. So, this case does not occur.
Case 2: Suppose that none of w., w2, W3 are end-vertices of G. Since ~(G-V1) ;$; 2,
exactly two of w., w2, W3 are adjacent to one of v2, v3; assume W1V2' W2V2' W3V3 E E(G)
(it follows that V3 is an end-vertex of G). However, we now have that {v2, w3} - G,
contrary to the fact that l'(G) = 3. So, this case, too, does not occur.
So, if a connected 3-edge-critical graph G of order 6 exists,then G contains a triangle. 0
2.2.22 Lemma: Every connected 3-edge-critical graph of order 7 contain~ a triangle.
Proof: Suppose that there exists a connected 3-edge-critical graph G of order 7 that contains no
triangle. We shall show that neither C, nor C7 is a subgraph of G, whence it will follow, as above,
that G is bipartite; finally, we shall show that )'(G) = 2, which contradiction will establish the
desired result.
Suppose, to the contrary, that G contains a 5-cycle H:V1,V2,V3,V4,VS,V1' Note that, since C3 Cl G,
H has no diagonals in G. Let {a., aJ = V(G) - V(H). As l'(G) = 3, no vertex Vi (i E {l, 2,
3, 4, 5}) is adjacent to both a, and a2• Since VlV3 (/:. E(G), there exists a vertex x E V(G) such
that {VI' x} - G-v) or {v), x} - G-v1. We shall assume, without loss of generality, that
{VI' x} -G-v). Since {x} >/+ {v)}, we have x E {vs, a., a1} .
Case 1: Suppose x = vs' Then, say, a1v1, a2vS E E(G). Now, a1v2, a1vS, a2vb
a.v, ~ E(G) (otherwise, K) C G). Also, a1v3, a2v) {/. E(G) (otherwise, l'(G) = 2).
Furthermore, not both a.v, and a2v2belong to E(G) (otherwise, l'(G) = 2). So, suppose,
without loss of generality, that a1v1 t/:. E(G). Then, the graph I with V(I) = V(G) and
E(I) = E(H) U {a1v1, a2vS, a.a, a.v.] is a supergraph 'of G. However, )'(I+V IV 4) = 3,
whence )'(G+V1V4) ~ )"(I+V1V4) = 3, a contradiction. So, this case does not occur.
Case 2: Suppose x E {ab a.]. Without loss of generality, we assume x = a.. Since
V1V4 (/:. E(G), we have a.v, E E(G). (Then, _a1v4 (/:. E(G).) Further, azv b a2v2 t/:. E(G)
(otherwise, )'(G) = 2). Since azV1 t/:. E(G) and {ab VI} - G-v3, we have a.a, E E(G).
Since K) Cl G, we have a.v., a1vS ~ E(G). Then, the graph J with V(J) = V(G) and
E(1) = E(H) U {a.v., a.a.; a2v3 , a2vS} is a supergraph of G; however, )'(1+v3V S) = 3.
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Thus, 'Y(G+v3VS) ~ 'Y(J+v3VS) = 3, contrary to the 3-edge-criticality ofG. So, this case
does not occur, either.
Hence, C, Cl. G. We show now that C7 Cl. G. Assume, to the contrary, that G contains a 7-cycle
H:vo,vl,v2,v3,v4,vs,v6'vo, We note first that G 7C H, since, otherwise, 'Y(G+V IV4) = 'Y(G), contrary
to the assumption that G is 3-edge-critical. So, since K3 Cl. G, E(G) contains at least one element
VjVi+3 of {VjVj ~3; 0 ~ j ~ 6}, where the subscripts are taken modulo 7. However, then
Crv.,Vi+3'Vj +4 , Vi+S,Vi +6' Vi (where the subscripts are taken modulo 7) is a 5-cycle in G, contrary to
the result established above. Thus, G contains no 7-cycle.
We have established that G contains no odd cycles, so G is bipartite, with partite sets V and W,
say. Suppose IVI s IW I; thus, IVI ~ 3. Note that, since G is connected, V-G. Hence,
IVI ~ 3, and so IVI = 3. Let V = {Vh V2, V3}, W = [w., w2, w3, w.].
Since WIW2 t£. E(G), there exists a vertex x E V(G) such that {wh x} - G-w2 or
{w2, x} - G-wl. Assume,without loss of generality, that Iw., x} - G-w2• If x E W, then, in
G+WIW2, IN[{w b x}] n W I ~ 3 < IW I, so that at least one element of W is undominated;
thus, x E V. Without loss of generality, suppose x = VI' Since [{w l }, {w3, w4} ] = 0 in
G+WIW2, we have VIW3' VIW4 E E(G), and since [{VI}, {v2, v3}] = 0 in G+WIW2, we have WIV2'
WIV3 E E(G), Further, VIW2 t£. E(G) (otherwise, {VI' w.} - G).
Since WIW3 t£. E(G), there exists a vertex y E V(G) such that {wl, y} - G-w3 or
{w3, y} - G-w I' By the same reasoning used above, y E V; also, yw2, yw4 E E(G) since
[{w b w3}, {w2, w4} ] = ·0 in G+WIW3. Since YW2 E E(G), Y 7C VI; Y = V2, say. Now,
{w3, v2} - G-WI is not possible, since V2W1 E E(G); so, {w1, v2} - G-W3. Of course, then,
V1WI E E(G), and V2W3 t£. E(G).
Since WIW4 t£. E(G), there exists a vertex z E V(G) such thar '{wl , z} - G-w4 or {w., z} - G-wl.
Since {z} - {w2, w.}, z t£. Iv.. V2 } . Hence, z = V3 • Since V3W1 E E(G), {W4 1v3} - G-w1is not
possible; so, we have {WhV3} - G-w4 • Thus, V3W2 ' V3W3 E E(G) and 'V3W4 t£. E(G). However,
now, {VI' w2} - G, a contradiction.
Thus, every connected 3-edge-critic~1 graph of order 7 contains a triangle.
2.2.23 Lemma: Every connected 3-edge-critical graph of order 8 contains a triangle.
o
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Proof: Suppose that there exists a connected 3-edge-critical graph of order 8 that does not contain
a triangle. We begin by noting that (3(G) ~ 3 (otherwise, if there exist four independent vertices
a., a., aJ, a, in G, then (by Proposition 2.2.15), there exist XI' x2, XJ E V(G) - {a. , a2 , a., a.]
such that XZXJ E E(G) and {a.] >-+ {XI' xz}, whence ({a., x., xz}) == KJ, a contradiction). Then,
G is not bipartite, since, otherwise, at least one partite set of G would contain at least four
(independent) vertices, contradicting (3(G) ~ 3. So, G contains an odd cycle. However, G does
not containan induced subgraph isomorphic to C7, as we now show. Suppose that V(G) = {VI' vz,
VJ, V4 , vs, V6, V7, a} and that ({VI' Vz, VJ, V4, Vs, v6, v7}) is an induced 7-cycle
C:VI,VZ,VJ,V4,VS,V6,V7,VI in G; since G is connected, [{a}, V(G)] ~ 0 - say av.:E E(G). Hence,
avz, aV7 tt. E(G) and there exists x E V(G) such that {x, a} >-+G-v2 or {x, v2} >-+G-a. If
{x, a} >-+ G-Vz, then {x} >-+ {v7} and since {x} ~ {vz},·x E {v6, v-}. Thus, {x} ~ {vJ}, {v4}, and
so av., av., VJV4 E E(G), contradicting the assumption that G contains no 3-cycle. Hence,
{x, v2} >-+ G-a == C7, which is impossible as 'Y(C7 ) = 3.
Thus, either G contains no subgraph isomorphic to C7, and hence (since G is not bipartite) contains
a 5-cycle, or G contains a subgraph which is isomorphic to C7 but which has a diagonal, which
diagonal forms one edge of a 5-cycle (since KJ Cl. G). In either case, G contains an induced
5-cycle, C:VbV2,VJ,V4,VS,VI' say, and three other vertices, a., az, aJ, which do not induce a KJ;
suppose, without loss of generality, that a.a, tt. E(G). Then, there exists x such that (without loss
of generality) {a., x} >-+G-az, where x E V(G) - {a., a2} . We observe that, since K, Cl. G, a, is
adjacent to at most two vertices in {VI' V2 , V3, V4, vs}, for each i E {I, 2, 3}. So, if x = a3, then
IN[{al , x}] I s 6 < IV(G) - {az} I, a contradiction. Consequently, x E {VI' Vz, V3, v., vs};
assume, without loss of generality, that x = VI' From {VI' all >-+ G-a2 , it follows (since VIV3'
VIV4 tt. E(G)) that alv3, a.v, and (of course) V3V 4 are edges of G, whence K3 C G, a
contradiction. o
2.2.24 Theorem: Every connected 3-edge-critical graph has ord~r at least 6 and contains a triangle
_(Le, w(G) ~ 3 for every 3-edge-critical graph G).
Proof: By Propositions 2.2.18,2.2.19 and 2.2.20, any connected 3-edge-critical graph has order
at least 6. By Lemmas 2.2.21, 2.2.22, and 2.2.23 any connected 3-edge-critical graph of order
6, 7, or 8 contains a triangle.
Now, let G be a connected 3-edge-critical graph of order at least 9, and assume, to the contrary,
that K3 Cl. G. Then, since the Ramsey number r(3,4) = 9, G must contain an independent set S
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of cardinality at least 4. Let S = {a., a. , ... , a} be ordered as in Lemma 2.2.15 and let
XI,X2, ... ,X n - 1 be the associated path in G - S. Then, ({Xl' X2, a.J) is a triangle in G, a
contradiction. 0
That w(G) ~ p - 2 for every 3-edge-critical graph is obvious, G == ~.2 U 2K1 being the only
3-edge-critical graph of order p with w(G) = P - 2. We next identify all 3-edge-critical graphs
G of order p with w(G) = p - 3.
2.2.25 Theorem: Let G be a 3-edge-critical graph on p (~ 5) vertices having maximum clique
size w(G) = p - 3. If P = 5, then G == H(I,I). If P ~ 6, then G == H(a,b,c) for positive
integers a, b, c satisfying a + b + c = P - 3, or G· == H(x,y) for some positive integers x and
y satisfying x + y = p - 3.
Proof: Let G be a 3-edge-critical graph on p (~ 5) vertices having maximum clique size
w(G) = p - 3. Let W S; V(G) satisfy (W)o == ~_). Let V(G) = W U {u, v, w}. Let
A = No(u), B = No(v), C = No(w). Note that at most one of A, B, and C is empty, as the only
3-edge-critical graph with 2 isolated vertices is ~.2 U 2KI with clique number p - 2.
Case 1: Suppose that A U B U C S; W. (This implies, of course, that
{u, v, w} n (A U B U C) = 0 .) If A, B, and C are not pairwisedisjoint, then assume,
without loss of generality, that A n B ~ 0. Then, for any yEA n B, {y, w} >-+ G.
This contradicts the fact that 'Y(G) = 3. So, A, B, and Care pairwise disjoint.
Next, we show that A U B U C = W. Suppose, to the contrary, that there "exists
X E W - CA U B U C). Now, since u is non-adjacent to x, there exists y E V(G) such
that {u, y} >-+ G-x, or {x, y} >-+ G-u . Suppose {u, y} >-+ G-x. Since y is non-adjacent to
x, y fi:. w. So, Y E {v, w}; however, then neither u nor y dominates {v, w} - {y},
which is not possible. So, we assume {x, y} >-+ G-u: Thus, y f/:. A. However, then one
of v and w is not ' dominated by {x, y}. So, our assumption is false and
A U B U C = W.
Finally, we observe that, since A, B, C are s~~bsets of W, where {u, v, w} n W = 0,
we have that ({u, v, w}) == .K). So, G == H(a,b,c), with either all of a = IA I, b = IB I,
c = IC I non-zero, or (by our earlier remark) exactly one of a, b, -c equal to zero. By
Remark 2.2.10, we must have a, b, c > 0, as required.
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Case 2: Suppose that A U B U C ~ W. Let A' = W n A, B' = W n B,
B' = W n B. The argument we used in Case 1 to show that A, B, and C are mutually
disjoint shows that A', B', and C' are also mutually disjoint.
We observe first that PJ is not a subgraph of F = ({u, v, w}), since otherwise )'(G) = 2
(if, for example, deg.u = 2, then [u, y} )-+ G for any yEW). So, F == K, U K2 or
F == KJ . But, A U B U C ~ W, so F == Kl U K2• Assume, without loss of generality,
that deg.w = 0.
Next, we show that A' U B' U C' = W. Suppose, to the contrary, that there exists
x E W - (A' U B' U C'). Since ux t£ E(G), there exists y E V(G) such that
{u, y} )-+ G-x, or {x, y})-+ G-u. Suppose {x, y})-+ G-u. Since {y} '1-+ {u},
Y E V(G) - Ndu]. However, then at least one of v and wis not dominated. So,
{u, y} )-+ G-x. Since yx f£ E(G), Y f£ W. If Y = v, then {u, y} '1-+ {w}. So, y = w.
Further, B' = 0, since, otherwise, {u, y} '1-+ B', contrary to {u, y} ')-+ G-x. However,
for z E Na(w) = C', {u, z} )-+ G, which is not possible, since )'(G) = 3. So, our
assumption is false, and A' U B' U C' = W. Finally, we notice that C' = 0
(otherwise, {z, u} )-+ G, for any z E C'). So, G == H( IA' I, IB' I). If P = 5, then, by
the definition ofH(x,y) (see 2).12), we must have IA'I = IB'I = 1, and G == H(I ,I),
as required. 0
We now characterize the 3-edge-critical graphs of order 5 and 6.
2.2.26 Proposition: A 3-edge-critical graph G has order 5 if and only if G is isomorphic' to an
element of {2Kt U K3 , C4 U Kt}.
Proof: Let F be the set of all 3-edg~-critical graphs of order 5. It is a simple matter to verify that
2Kt U KJ , C4 U K, E F. Now, let G be a 3-edge-criticai on 5 vertices, and observe that (by
Proposition 2.1.3) ~(G) ~ 2; and, by Proposition 2.2 .20, G is disconnected. Now, since
)'(G) = 3, it follows that w(G) E {2, 3}. If w(G) = 2 = 5 - 3, then, by Theorem 2.2.25,
G == H(I,I), i.e. G == C4 U Kt. Suppose now w(G) = 3; assume V(G) = {Vh V2 , VJ , V4 , vs},
where GI = ({VI' V2, vJ } ) == KJ • If Gl is not a component of G, or G == KJ U K2, then
)'(G) ~ 2, a contradiction. So, G == KJ U 2Kh as required. 0
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2.2.27 Proposition: A 3-edge-critical graph G has order 6 if and only if G is isomorphic to an
element of {K)+ (= H(1,!,!)), K4 U 2K1, H(1,2), C4 U K2} ·
Proof: Suppose that G is disconnected. Then, by Proposition 2.2.3, G == K.. U 2K1 or
G == H U :K (n E N), where H is a connected, 2-edge-critical graph. Suppose G is the latter
graph. Clearly, n E {I, 2,3, 4}. Ifn = 4, thenH == 2K1 (since)'(G) = 3), which is impossible
- -
since H is connected. If n = 3, then, since H contains no isolated vertices, H == K1,2 ' whence
H == K1 U K2 ; however, then H is not connected. If n = 2, then, since )'(H) = 2, we have
H == C4 or H == P4; since P4 U K2 is not 3-edge-critical, G == C4 U K2 • Suppose now n = 1.
By Theorem 2.2.2,
-
for m, m, E N, i = 1, 2, ... , m; so, since Ei_l(m j + 1) = 5, it follows that H == K2 U K1•2 or
- - - -
H == K1.... However, ifH == K1,4 , then H is disconnected. So, G == (K2 + K1~ U K1 == H(1,2).
Suppose now that G is connected. Since K3 C G (by Theorem 2.2.'24) and .6.(G) ~
peG) - )'(G) = 3 (by Proposition 2.1.3), obviously, w(G) E {3,4}. However, if w(G) = 4 =
peG) - 2, then G == K4 U 2K1, which is not connected. So, w(G) = 3 and, by Theorem 2.2.25,
G == K;.
Conversely, H(1,1,1) is 3-edge-critical by Proposition 2.2.11, K4 U 2K1 and C.. U K2 are 3-edge-
critical by Theorem'2.2.6, and H(1,2) is seen to be 3-edge-critical by inspection. D
2.2.28 Proposition: G is a 3-edge-critical graph with exactly two end-vertices if and only if G is
isomorphic to an element of {K2 U 2K1, K2 U K2•...•2 , H(l, 1,p -5), where p ~ 6}.
Proof: Let G be a 3-edge-critical graph with exactly two ~_n~-vertices. Then (by Proposition
2.1.5), peG) ~ 4. We consider two cases.
Case 1: Suppose G is disconnected. Then, by Proposition 2.2.3, G == ~-2 U 2K
b
or
G == H U :K (n E N) where H is a connected 2-edge-critical graph. If G is the former,
then (since G has 2 end-vertices) ~-2 must be isomorphic to K2 and G == K2 U 2K1; if G
is the latter graph, then, by Theorem 2.2.5, n = 1 or H == mK2, mEN.
-
Subcase 1.1: Suppose H = mK2, mEN.
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Subcase 1.1.1: Suppose n ~ 3 (then the end-vertices of G belong to H).
If m = 1, then G has no end-vertices, so m ~ 2. However, then every
vertex of H has degree 2m - 2 > 1, so, again, G has no end-vertices.
This contradiction shows that this subcase does not occur.
Subcase 1.1.2: Suppose n = 1. Then, the end-vertices of G must belong
- -
to H. This implies, sinceH is a union of stars, that H must be isomorphic
to Kl •z• This, however, is contrary to our assumption about H. So, this
subcase also does not occur.
Subcase 1.1.3: Suppose n =. 2. Then, the two vertices in the complete
component of G are the two end-vertices of G, and we must have
-
oCR) ~ 2. So, H cannot be a single star (as o(H) ;t 0), which implies
m ~ 2, and G == K, U K,.....z.
Subcase 1.2: Suppose n = 1 and
m
H !!! UK1 m'
i=l 'i
for mEN, where m, :> 1 for at least one i E {l, 2, ... , m}. Since n = 1, H
must have exactly two end-vertices . As in Subcase 1.1.2, this implies that
-
H == KI.:!. So, G == x, U 2K1•
Case 2: Suppose that G is connected. By Propositions 2.2.18,2.2.19, and 2.2.26, no
edge-critical graph on fewer than 6 vertices has two end-vertices, so p'(G) ~ 6. Let a and
b be end-vertices of G, and let N(a) = {a.}, N(b) = {b.}. We show first that G-{a, b,
a., b.] is complete. Suppose, to the contrary, that thereexist u, v E V(G) - {a, b, a., b.]
i': ' ~
such that uv ~ E(G). Then, there exists a vertex x E V(G) which we assume, without
loss of generality, satisfies {u, x} )-+ G-v. However (since u ~ {a, b, a., b.]'), x must
dominate a and b, which is not possible, by Lemma 2.1.5. Hence, G-{a, b, ab b.} is
complete.
Since ')'(G) = 3, there exists a vertex w E V(G) - NG[{a l , b.]}; in particular, w ~ {a, b,
a., b.}. We now show that G-{a, b, w} is complete. Suppose, to the contrary, that there
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exist vertices u, v E V(G) - {a, b, w} satisfying uv t/:. E(G). We may assume, without
loss of generality, that there exists a vertex x E V(G) such that {u, x} - G-v. Since (by
Lemma 2.1.5) x does not dominate both a and b, we may suppose that {u} - {a}. Since
u E V(G) - {a, b, w}, we have u = a.. Thus, {x} - {b}, so that x E {b, b.},
However, this produces a contradiction, since {u, x} - G-v implies that {u} - {w} (i.e.,
{all - {w}), or {x} - {w} (i.e., {b} - {w} or {b.} - {w}), which is not possible because
w t/:. Nd{al, bl}] = Nd{ah b, bI}]' Hence, G-{a, b, w} is complete.
It now follows from the definition of wand the fact that G-{a, b, a17 b.] and G-{a, b, w}
are complete that G == H(1,1,p-5).
Conversely, we show that if G is isomorphic to an element of {K2 U 2K17 K, U K,.....z,
H(I, I,p-5), where p ~ 6}, then G is 3-edge-critical with two end-vertices. That each of these
graphs has two end-vertices is obvious. By Proposition 2.2.3, K, U .2KI is 3-edge-critical; by
Theorem 2.2.5, K2 U K,.....2 is 3-edge-critical; by Proposition 2.2.11, H(1,1,p-5) is 3-edge-
critical.
2.3 MATCHINGS IN 3-EDGE-CRITICAL GRAPHS
D
Any graph with a l-factor (or perfect matching) must, of necessity, have even order. We show
next that, for 3-edge-critical graphs, this obvious condition is also sufficient. We need the
following lemma.
2.3.1 Lemma: Let G be a connected 3-edge-critical graph. For any T C V(G), G-T has at most
IT I + 1 components.
Proof: Suppose, to the contrary, that there exists a connect~9,. 3-edge-critical graph with a non-
~"
.' empty proper subsetT of V(G) such that k(G-T) ~ ITI + 2. Assume first that T = {v} and let
A, B, and C be three distinct components of G-T. By Lemma 2.1.5, at most one of A, B, and
C is trivial; we shall assume that IA I, IBI ~ 2. Now, let a, b E Na(v) with a E A and b E B.
Since ab t/:. E(G), we may assume, without loss of generality, that {a, x} - G-b for some
x E V(G). Since xb t/:. E(G), we have x ~ v. _, Furthermore, x must belong to C since
{a, x} - C , N(a) n C = 0, and x ~ v. However, then {a, x} ..;. B - {b}(~ 0), a
contradiction. Thus, we must have n = ITI ~ 2; let A17 A2, ... , An+ 17 A~+z be n + 2 distinct
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components of G-T. For each i E {l , 2, . .., n + 2}, let ~ E Ai' Then, S = [a., a2, ••• , ~+2}
is independent in G with 151 = n + 2 ~ 4. We assume then that 5 is ordered as in
Lemma 2.2.15, and let Xl,X2, ••. ,X n + 1 be a path in G-S with {a., x.] >-+ G-ai + b for each i = 1,2,
... , n + 1. Then, for each i E {l, 2, ... , n + I}, x, is adjacent to vertices in at least
n + 2 - I{i, i + 1} I = n ~ 2 of the components ~, and hence each Xi (i = 1, 2, .. ., n + 1)
must belong to T. However, then IT I ~ n + 1 > n = IT I, which is absurd. Thus, no such
3-edge-critical graph G exists, and the lemma follows. 0
The well-known theorem of Tutte concerning the existence of a l-factor in a (general) graph states
that a graph G has a I-factor if and only if it does not contain a set 5 of vertices such that G-S
has more than IS I odd components. We may also phrase Tutte's theorem as follows.
2.3.2 Theorem: A connected graph G of even order has a l-factor if and only if G does not
contain a set 5 of vertices such that G-5 has at least 151 + 2 odd components.
Proof: Let G be a connected graph of even order. By Tutte's theorem, G has a l-factor if and
only if G does not contain a set S of vertices such that G-S has at least 151 + 1 odd components.
Suppose that G contains a set S of vertices such that G-5 has at least ISi + 1 odd components .
Let A = U{V(C); C is an odd component of G-5}, and B = U{V(C); C is an even component
of G-S}. Now, if IS I is even (odd), then (since peG) = IAI + IBI + 151 is even), G-S must
have an even (odd) number of odd components. So, the statement, concerning a graph G of even
order, that G has a set S of vertices such that G-S has at least ISI + 1 odd components is
equivalent to the statement that G has a set S of vertices such that G-S has at least ISI + 2 odd
components.
The main result of this section now follows from Lemma 2.3.1 and the above theorem.
o
2.3.3 Theorem: If G is a connected 3-edge-critical graph of even order, then G contains a
I-factor.
Proof: Let G be a connected, 3-edge-critical graph of even order. By Lemma 2.3.1, G has no
set T of vertices such that G-T has at least IT I + 2 components; in particular, there is no set
T C V(G) such that G-T has at least IT I + 2 odd components. 50, by Theorem 2.3.2 (since G
has even order), G has a I-factor. 0
n = 6
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2.4 DEGREE SEQUENCES/SETS OF 3-EDGE-CRITICAL GRAPHS
A graph G has a vertex of degree peG) - 1 if and only if l'(G) = 1. If a and b are non-adjacent
vertices in a 2-edge-critical graph H, then, in H+ab, either a or b must have degree p(H) - 1,
implying that degHa = p(H) - 2, or degHb = p(H) - 2. With these kinds of considerations in
mind, one wo~ld expect there to be restrictions on the degrees of the vertices of 3-edge-critical
graphs. In fact, the following theorems demonstrate that such restrictions do hold.
Fig. 2.4.1 shows degree sequences which are known to be degree sequences of 3-edge-critical
graphs of order at most 9, as listed in [S1]. As it is a very simple matter to list the degrees of the
vertices of any graph, whereas the characterization of k-edge-critical graphs has thus far proved
to be difficult, it would be desirable to characterize degree sequences of k-edge-critical graphs
completely. Even establishing properties of such sequences would be of use in exploring the
structure of the graphs concerned. A reasonable conjecturerelating to degree s.equences of 3-edge-
critical graphs is given in [S 1] :
2.4.1 Conjecture: If d., d, ... , dp, with d, ~ d, s ... ~ ~, is the degree sequence of a 3-edge-
critical graph G, then, for each i = 0, 2, ... , Ln/J, we have di+ 1 + ~'i ~ P - 3.
Recall the following defintion.
2.4.2 Definition: For any graph G, and k E {O, 1, .. ., peG) - I}, Sk(G) is defined to be the set
of vertices of G of degre~ at most k, and Sk(G) denotes ISk(G) I.
2.4.3 Lemma: Let G be a connected 3-edge-critical graph with ~(G) ~ 3k + 1 for some k ~ 2.
Then, there do not exist vertices x, y, z E Sk(G) with {x, y} - G-z.
. .Proof: Let G be a connected, ~-edge-critical graph of orci~r p. For k E {O, 1, ... , p - I}, let
S, = Sk(G) and s, = Sk(G). Suppose that some k E {3, 4, ... , p(G) - I} satisfies s, ~ 3k +
and assume that there exist x, y, z E Sk(G) with {x, y} - G-z. Then,
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3k + 1 ~ ISkl
~ P = IN[x] U N[y] U {z}1
= IN(x) U N(y) U [x, y, z}1
s deg x + deg y + 3
s 2k + 3,
and so k s 2, a contradiction. So, there are no x, y, Z E Sk with {x, y} ~ G-z, if k ~ 3.
Suppose now that ~ ~ 3.2 + 1 = 7. Suppose that there exist vertices x, y, z E 52 with
{x,y}~G-z. Clearly, V(G) = N(x) U N(y) U"{x, y, z}, so p = "IV(G)\ ~ IN(x)I +
IN(y)1 + 3 ~ 7. However, p ~ 1521 = S2 ~ 7. 50,1521 = 7 and V(G) = 52 and every vertex
of G has degree 1 or 2.
Now, IN[x] U N[y] I = 6, so we must have deg x = deg y = 2 and N[x] n N[y] = 0. Let
N(x) = {XI' x.}, N(y) = {YI' Y2}' Then, since Li(G) s 2, we have XYb xY, XY2' xz,
yxl, yx2, yz tI:. E(G). We consider two cases.
Case 1: Suppose deg z = 1. Then, z is adjacent to (at least) one of {x., x2, Yl' Y2} - say,
zX I E E(G). Then, zx-, ZYI' ZY2 tI:. E(G) (since deg Z = 1) and XIYI, XlY2, XIX:! tI:. E(G)
(since deg XI = 2). Now, since G is connected, (exactly) one of X2Y2and X2Yl must belong
to E(G). Say, X2YI E E(G). We have now shown that the 3-edge-critical graph G is
isomorphic to P7'. However, by Theorem 2.2.23, this produces a contradiction, since P7
contains no triangle. So, Case 1 does not occur.
Case 2: Suppose deg z = 2. If N(z) = N(x) or N(z) = N(y), then C4 is a subgraph of
G which must, in fact, be a component of G (since Li(G) ~ 2), which is impossiblesince,. .
G is connected. So, suppose, without loss of generality, that N(z) = {x., Yl}' Then,
,
zx2, ZY2' YlY2, YI X2' XIX2' XlY2, XlYI tI:. E(G). If X2Y2 tI:. E(G), then G == P7, which is not
possible, so X2Y2 E E(G), and G == C7• However, then, again by Theorem 2.2 .23, G is
not 3-edge-critical. So, Case 2 also does not occur.
Hence, no such vertices x, Y, z E S2 with {x, y} ~ G-z. exist. o
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2.4.4 Lemma: Let G be a connected 3-edge-critical graph with ~(G) ~ 3k + 1 for some k ~ 2.
Then, (3((Sk)) s k + 1.
Proof: Suppose, to the contrary, that there exists a connected, 3-edge-critical graph G of order p
and k E {O, 1, , p - I} such that Sk(G) ~ 3k + 1 but (3((SJ) ~ k + 2. Let S, = Sk(G), and
let A = {a., a2, , ak+ 2} be an independent set of vertices in (SJ ordered as in Lemma 2.2.15.
There is an as'sociated path XllX2"",Xk+ l in G-A satisfying {Xi, a.] l-+ G-ai +l' for i = 1, 2, .. .,
k + 1. Also, by Lemma 2.4.3, Xi rt. Sk for each i E {1, 2, ... , k + 1}. Let b E S, - A
(3k + 1 > k + 2 implies S, - A -;r!. 0). Then, for each i = 1, 2, ... , k + 1, b is adjacent to
one of Xi or a., which implies (since Xi rt. S, and hence b -;r!. Xi' for each i E {1, 2, ... , k + 1})
that IN(b)I ~ k + 1. However, this is impossible since b E S, implies deg b ~ k. 0
For a 3-edge-critical graph G, and for all k E {1, 2, ... , p(G) - I}, we now derive an upper
bound on Sk(G).
2.4.5 Theorem: Let G be a connected 3-edge-critical graph. Then, for each k E {O, 1, ... ,
peG) - 1}, Sk(G) s 3k.
Proof: Let G be a connected 3-edge-critical graph of order p. For each k E {1, 2, ... , p - 1},
let S, denote Sk(G) and s, denote Sk(G). We claim that SI is independent. Suppose, to the
contrary, that there exist u, v E SI such that uv E E(G). Then, ({u, v}) == K2 is a component
of G (by the definition of SI)' which implies, since G is connected, that G == K2; however, this
is impossible, since )'(K2) = 1 -;r!. 3 = )'(G). So, SI is indeed independent. Thus, by Lemma
2.2.16, there exists x E SI with 1 ~ deg X ~ I SI 1 - 2 = SI - 2, whence SI ::; 3, as required.
Now, suppose there is a k E {2, 3, ... , peG) - I} with s, ~ 3k + 1. Let H = (Sk)O' Now,
degpv ~ degjv ~ k for any v E V(H), and so each vertex v E V(H) satisfies
deg, v = p(H) - 1 - degcv ~ 3k + 1 - 1 - k = 2k. We show now that, if we consider the
subdigraph De = (V(H))o of the digraph D obtained from Gby domination ordering on G, there
must be a vertex v E V(H) with odoe(v) ~ k: We observe first that, since deg.u ~ 2k for each
u E V(H), we have 2q(H) = EuEV(H) degHu ~ 2k.p(H), i.e., q(H) ~ k.p(H). Now, if every
vertex u of H satisfies odoe(u) ~ k - 1, then q(H) ~ _9(Dj = EUEV(H) odoe(u) ~ (k - 1).p(H) <
k.p(H), a contradiction. Hence, there exists v E V(H) with odoe(v) ~ k.
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Next, let A = {ab a2 , .. . , ak} be a k-subset of the out-neighbourhood of v in D*. Thus, for each
i E {I, 2, ... , k}, there exists Xi E V(G) such that {v, x.} ~ G-ai• That the vertices x., x2, ... , x,
are distinct may be seen as follows: Suppose there exist i, j E {I, 2, ... , k}, i ~ j, such that
Xi = Xj' Now, {v, x.} ~ G-ai implies va., x.a, t1:. E(G), and {v, x} ~ aj ; on the other hand,
{v, xj } ~ G-aj implies {v, xJ = {v, x.} >1+ {a}. This contradiction establishes our claim. Note
that, by Lemma 2.4.3, Xi t1:. Sb for each i = 1,2, ... , k. Now, let B be any set ofk vertices in
S, - (A U {v}) which are non-adjacent to v in G. ('Ne know deg,v ~ 2k (where H C G), so
at least 2k vertices of S, - {v} are non-adjacent to v in G; the set A accounts for k of these at least
2k vertices, so such a set B exists.) Let b E Band i E {I, 2, ... , k}. Now, {v, x} ~ G-a i ,
b ;zf. ~ (since b t1:. A), vb t1:. E(G), and b ;zf. x, (since B ~ Sk and Xi t1:. SJ, so we must have
x.b E E(G); i.e., each element of B is adjacent in G to each of the k distinct vertices x,
(i E {l, 2, ... , k}). So, since each element b of B lies in S, and hence has degree at most k, we
must have N(b) n S, = 0, and thus, in particular, [B, {v, aJ] = 0, for every i E {l, 2, .. .,
k} . Thus, for any i E {l, 2, ... , k}, B U {v,a.] is an independent set of k + 2 vertices in
(Sk>a (= H). However, this contradicts Lemma 2.4.4. Hence, no k ~ 2 with s, ~ 3k + 1
exists. o
We note that, for k = 1, K; is a 3-edge-critical graph for which Sk = 3k and so the above bound
is best possible for k = 1. For larger values of k, no example has been found for which s, = 3k
and, for large values of p (relative to k), the bound can certainly be improved.
2.4.6 Theorem: If G is a connected 3-edge-critical graph of order p and k E {l, 2, ... , P - 1}
is such that p > 6k2 + 3k, then Sk(G) ~ k + 1.
Proof: Let G be a connected, 3-edge-critical graph of order p, and let k E {I, 2, ... , p - I} be
such that p > 6k2 + 3k. Denote Sk(G) and Sk(G) by S, and Sb respectively. Let
W = {v E V(G); N(v) n S, = 0}, and M = V(G) - (S, U V!). So, M consists of all vertices
.of degree at least k + 1 which are adjacent to at least one vertex of ~.
By Theorem 2.4.5, Sk ~ 3k. We will now show that W ~ 0. Suppose, to the contrary, that W
is empty. This means that every vertex x E V(G) has at least one neighbour x' belonging to ~.
So, I[Sb V(G) - SJ I ~ IV(G) - Sk I ~ p - 3k. Si_~ce
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I[Sk,V(G)-Sk]\ s j[Slc,V(G)]I = L degou s k.3k = 3k2,
U E Sk;
we have p - 3k ~ 3k2 ; so, P ~ 3k2 + 3k < 6k2 + 3k, contrary to assumption. So, W is indeed
non-empty.
Since G is connected, there must exist a E S, such that a is adjacent to some vertex not in Sk'
Now, if IN(a) n S, I ~ Sk - 2, then, since (by definition) a is adjacent to at least one vertex not
in Sk' we see that k ~ deg a ~ IN(a) n Ski + 1 ~ (Sk - 2) + 1 = s, - 1, whence we have
s, ~ k + 1, as required. So, we assume now that IN(a) n Ski ~ s, - 3. Therefore, a is non-
adjacent to at least two vertices of ~ other than itsel~: , Let r = IN(a) n S, I, let T = Sk - N[a],
and t = IT I. Then, r + t = ~ - 1 and t ~ 2.
Now, for each bET and x E W, xb ri E(G) and so, for some y E V(G), {b, y} ~ G-x or
{x, y} ~ G-b. Let C = {x E V(G); x E Wand for some b, ' Y E V(G) with bET, '
{b,y} ~ G-x}. We claim that W - C ~ 0, i.e., we claim that there exists x E W such that, for
every bET and y E V(G), {b, y} -+ G-x (and so {x, y} ~ G-b). Let x E C. ·Then, for some
b, y E V(G) with bET, we have {b, y} ~ G-x. Now, by definition of T, b is not adjacent to
a, so it foIIows that {y} ~ {a} . Thus, y ri W. Also, because p(G) is assumed to be large, we
have W ~ {x}: Suppose, to the contrary, that IW I = 1. Then (by the definition of W), every
vertex w of V(G) - {x} has at least one neighbour w' belonging to Sic' So,
Its, V(G) - rs, U {x})] I ~ IV(G) - (Sk U {x}) I ~ p - 3k - 1. Since
I[Sk,V(G) -(SlcU{X}ll s I[Sk,V(G)]! = L degou s 3k2,
ueSk
we have p - 3k - 1 ::; 3k2 ; so p ::; 3k2 + 3k + 1. < 6k2 + 3k, contrary to assumption. So,
W ~ {x}; say, (x~)z E W. Since {b, y} ~ G-x, we have, in particular, that {b, y} ~ {z} .
Since z E Wand b E Sb bz ri ' E(G), so yz E E(G), which.implies y ri ~. Hence, y E M,
and {y} ~ W - {x}. Thus, for a fixed bET and any x E C, there exists Yx E M with
N(yJ n W = W - {x}. Furthermore, if x ~ x', then Yx ~ Y« (For our fixed b, if
{b, yxl ~ G-x, then we must have Yxx' E E(G), while we have Yx'x' ri E(G) from
{b,yx·}~G-x'.) SO, ICI ~ IMI. Now, by the definitionofW, every vertex inMis adjacent
to a vertex of s, So, since IN(SJ I ~ ISkl·k = Sk·k. ~ 3k2 , we have ICI ~ IMI ~ 3k2 • We
claim that IW I > 3k2 : Suppose, to the contrary, that IWI ~ 3k2 • Every vertex s of V(G) - W
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(~ 0, since p - IW I ~ 3k2 + 3k > 0) has at least one neighbour s' belonging to S; So,
I[Sb V(G) - (Sk U W)]I ~ IV(G) - (Sk U W)I ~ p - (3k + 3k2) . Since
j[Sk,V(G)-(SkUW)]1 s j[Sk,V(G)]I = L degou s 3k2,
U ESk
we have p - 3k - 3k2 ~ 3k2 ; so P ~ 6k2 + 3k, contrary to assumption. Hence,
IW I > 3k2 ~ ICl, and we have C ~ W.
Now, let z E W - C. For each bET, there exists Yb with {z, Yb} >-+ G-b (since z tI:. C). Thus
(since [{z}, SJ = 0), {Yb} >-+ Sk - {b} ~ Recall that a is non-adjacent to at least two other elements
of Sk' Hence, Yb ~ a for every bET. So, since {z, Yb} >-+ {a}, it must be that Yb E
N(a) n Sk ~ S - T, or Yb E N(a) n M. Let R = {Yb; Yb E ·M}, and U = {Yb; s. E Sk}' (So,
if Y = {Yb; {z, Yb} - G-b for some bET}, then Y = R U U.)
We first observe that if b, b' E T with b ~ b', then Yb ~ Yb' (since Yb is adjacent to b' while Yb'
is not adjacent to b'). Now, let bET such that Yb E U; then z is not adjacent to Yb and so there
exists Wb E V(G) such that {z, wb} >-+ G-Yb' or {Yb' wb} >-+ G-z.
Suppose {Yb' wb} >-+ G-z: Using the fact that p > 6k2 + 3k, we showed that IW I ~ 2; say,
(zse )x E W~ Since {Yb' wb} >-+ G-z, {Yb' wb} >-+ {x}. Since x E Wand Yb E U ~ Sb
YbX tI:. E(G); so, wbx E E(G), which implies w, tI:. Sk' But now, since {z, Yb} >-+ G-b, while w,
is not adjacent to z, and since b ~ Wb (wb tI:. SJ, we must have w, adjacent to Yb' Further, if
IN(Yb) n S, I ~ s, - 2, then, since Ybw, E E(G) and w, tI:. Sb we have (as before) that
Sk ~ k + 1, as required; so we assume now that IN(Yb) n Ski ~ s, - 3. However,
N(Yb) n S, = S, - {b, yd (see above), which is a contradiction since ISk - {b, Yb} I = s, - 2.
So, the case {Yb' wb} >-+ G-z does not occur.
Therefore, for each Yb E U, there exists w, E V(G) with {z, wb} >-+ G-Yb' However, if w, E Sb
then, since WbYb t£ E(G) and {z, Yb} >-+ G-b, it follows that w, = b (if Wb ~ b, then Ybw, t£ E(G)
implies (by {z, Yb} >-+ G-b) that zw, E E(G); however, this is impossible since z E Wand
Wb E SJ. However, w, = b is not possible, since {z, b} ~ {a} (while {z, wb} >-+ G-Yb)' Thus,
it follows that Wb tl Sk' Let L = {wb; Yb E U}. Notice that if band b' are distinct elements of
T with Yb' Yb' E U (and so Yb ~ Yb ')' then w, ~ Wb' since w, is not adjacent to Yb ({z,
wb} >-+ G-Yb, after all), while Wb' is adjacent to Yb' (So, IL I = IU I.) Also, if Wb E L, then,

















we have Wb t/:. R. (If w, E R, then by definition of R), w, satisfies {z, wb} )-+ G-b, so that, in
particular, wbb t/:. E(G), which is a contradiction since bET.) So, L n R = 0. Also, R n
Sk = 0 since R ~ M = V(G) - (Sk U W). Finally, L n S, = 0 since L = {wb; Yb E U} and
every w, with Yb E U satisfies w, t/:. S, (see earlier in this paragraph). So, L, R, and S, are
pairwise disjoint.
Now, let B1 be the set of vertices b in T that give rise to a vertex Yb E M, Le., Yb E R. Recall
that b ;z: b' implies Yb ;z: Yb'; so IB11= IR I. Also, the vertices b in B, = T - B1 give rise to
(distinct) vertices Yb in U, so IU I = In,I, and, of course, IB11+ IB2 I = IT I, so that
IRI + ILl = IRI + IUI = ITI·
Next, we recall that, for every Yb E R, {z, Yb} )-+ G-b, whence ay, E E(G), and for every
w, E L, {z, wb} )-+ G-Yb' whence aw, E E(G). So, a is adjacent to every element of L U R.
Hence,
k ~ deg a
~ ICN(a) n Sk) UR U L I
INCa) n Ski + IR I + IL I
= INCa) nSkI + ITI
ISkl - l{a}1
whence we obtain s, =::;; k + I, as desired. o
We consider now whether the resultof Theorem 2.4.6 is best possible or not. It is easy to see that
SI can be two for arbitrarily large graphs (see, for example, Proposition 2.2.28). We begin by
considering the following class of 3-edge-critical graphs.
2.4.7 Definition: Let k, t, a, b, c E N be given, where a + b + c = t, and let G1 == K2b
G2 == Kt, F a l-factor of G1, and S == K3, with YeS) ~ {rh r2, r3} . Let G(k,t,a,b,c) be the graph
obtained from «G1-F) + S) U G2 by partitioning V(Gz) into subsets A, B, and C with IA I = a,
IBI = b, and ICI = c, and joining rh r2, and r, to all vertices in A, B, and C, respectively (see
Fig. 2.4.2).
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2.4.8 Proposition: The graph G(k,t,a,b,c) defined in 2.4.7 is 3-edge-critical.
Proof: Let k, t, a, b, c E N be given, where a + b + c = t, and let G1, G2, F, S, and
G(k,t,a,b,c) be as defined above. Denote G(k,t,a,b,c) by G. Certainly, ')'(G) ~ 3 since
{r., r2, rJ } >-+ G. No vertex of G has degree p(G) - 1, so ')'(G) ~ 2. Let D be a minimum
dominating set of G, and suppose ID I = 2. Since N[rl ] n V(Gz), N[r2] n V(Gz) , and
N[r3] n V(Gj are pairwise disjoint, we must have D n V(G1) ~ 0 (since D >-+ S). If
ID n V(G1) I = 1 - say D n V(G1) = {y} - then some r E YeS) belongs to D, so that the
vertex of G1 not dominated by y is dominated by D. However, then D >/+ V(G2) - N(r). If
ID n V(G1) I = 2, then D >/+ V(Gz). So, we must have ')'(G) ~ 3. Hence, ID I = 3 and
')'(G) = 3.
Let uv E E(G). If u, v E V(G1) , then {u, y} >-+ G for any y E V(G2) . If u E V(G1) and
v E V(G:J, then {u', v} >-+ G, where u' is the unique vertex of G1 distinct from u that is non-
adjacent to u. If uv E E(S), then {u, y} >-+ G for any y E N(S - {u, vD n V(Gz). If u E YeS)
and v E V(Gz) - N(u), say v E N(w), where w E YeS) - {u}, then {v, y} >-+ G where
y E YeS) - {u, w}. So, G(k,t,a,b,c) is indeed 3-edge-critical. 0
2.4.9 Remark: Consider the 3-edge-critical graphs G == G(m,t,1,1,t-2), where mEN and
t ~ 2m + 2. Then, the 2m + 2 vertices in V(G1) U YeS) - {r.} have degree 2m + 1,
deg r, = deg r2 = 2m + 1 and the t vertices in V(Gz) have degree t ~ 2m + 2. Consequently,
for k = 2m + 1, Sk = k + 1. So, for every odd value of k ~ 3, the bound in Theorem 2.4.6
is attained by an infinite class of 3-edge-critical graphs. That the bound in Theorem 2.4.6 is not
best possible for k = 2 is shown in Theorem 2.4.11. First, however, we need the following
lemma.
(Note that it is stated erroneously in [W1] that a proof of the fo!lowing lemma appears in [S 1].)
2.4.10 Lemma: If v is a cut-vertex of a connected 3-edge-critical graph, then v is adjacent to an
end-vertex of G.
Proof: Assume, to the contrary, that there exists a 3-e~ge-critical graph G with a cut-vertex v such
that v is not adjacent to an end-vertex of G. Then, keG-v) = 2 (by Lemma 2.3.1); say, G-v =
G1 U G2, with p(G1) , p(Gz) ~ 2. Notice that, if there exist x E V(G1) , Y E V(G2) with vx,
vy E E(G), then (by Theorem 2.1.7) d(x,y) ~ 4 > 3 ~ diam G, which is impossible. So, v is
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adjacent to every vertex in G1 or every vertex in G2; say, V(G:z) £; N(v). Since (by
Proposition 2.1.3) deg v ~ Ll(G) ~ p(G) - 3, we have that v is non-adjacent to at least two
vertices, a, and a:!, in G1•
-
We show next that G2is complete. Supposethere existvertices b., b, E V(G:z) with b.b, E E(G).
Then, without loss of generality, we may assume that t~ere exists a vertex x E V(G) - {b., b2}
such ;that {b., x} >-+ G-b2....' Now, since v dominates ~ (see previous paragraph), x ~ v.
Furthermore, we clearly have {x} >-+ V(G1) . However, then {x, v} >-+ G, which is impossible. So,
G:! is indeed complete.
Now, let c E N(v) n V(G\), and u E V(G:J. Since uc E E(G), there exists z E V(G) - {c, u}
such that {c, z} >-+ G-u or {u, z} >-+ G-c. If {u, z} >-+ G-c, then z ~ v (since {v} >-+ {c}) and
{z} >-+ V(G\) - {cl. However, then {z, v} >-+ G, a contradiction. So, {c, z} >-+ G-u. Again, z -;t. v
(since {v} >-+ {uD. Now, {c, z} >-+ G-u, V(G2) - {u} -;t. 0 (since p(G:z) ~ 2), and
(V(G:!) - {uD n N[c] = 0; hence, {z} >-+ V(G:z) and, in particular, z E V(G:z). However, this
implies (since G2 is complete) that {z} >-+ {ul, a contradiction. Hence, no such 3-edge-critical
graph with cut-vertex v exists, and the lemma follows.
2.4.11 Theorem: If G is a connected 3-edge-critical graph of order p > 30, then ~ s 2.
o
Proof: Suppose, to the contrary, that there exists a 3-edge-critical graph G of order p ~ 31 with
s, ~ 3. Since p > 30 = 6.22 + 3.2, we have, by Theorem 2.4.6, that S2 ~ 3. Suppose
S2 = {a, b, cl. Let M = N(S:J and W = V(G) - (M U S:z).
We show first that P3 Cl. (S2)0' Suppose, to the contrary, that (say) ab, cb E E(G). Since G is
connected, there exists x E M - S2 such that ax E E(G) or ex E E(G); assume, without loss of
generality, that ax E E(G). Suppose ex E E(G); then deg a = deg b = deg c = 2, and x is a
cut-vertex of G. Then, by Lemma 2.4.10, there exists a vertex, w say, of degree 1 with
xw E E(G). By the definition of S, w E {a, b, cl. However, this is not possible (sincedeg a =
deg b = deg c = 2). So, ex rt. E(G). Thus, there exists y E V(G) such that {c, y} >-+ G-x or
{x, y} >-+ G-c. Suppose {c, y} >-+ G-x. Then, since a rt. N[c], we have y E N[a] = {a, b, x}.
Since {y} >f+ {x}, we have y = b. However, IN[{c, b}] I ~ 4 < P - 1, contrary to
{c, b} >-+ G-x. So, {x, y} >-+ G-c. Since b rt. N[x], we have y = a. However, then {b, x} >-+ G,
contrary to )'CG) = 3. Hence, our assumption that P3 C (S:!)o is false. We shall show next that
S:! is independent.
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Suppose, to the contrary, that ab E E(G) (and, hence ac, cb f!. E(G)). Since G is connected, we
assume, without loss of generality, that deg a = 2; let N(a) = {x, b}. Suppose xb E E(G).
Then, x is a cut-vertex of G and (by Lemma 2.4.10) c is an end-vertex of G adjacent to x.
Hence, there is r E V(G) - {b, c} with {b, r} ~ G-c or {c, r} ~ G-b; in either case, r ~ x.
However, N[b] U N[c] C N[x] and {x} ~ {b, cl; so, {r, x} ~ G, which is not possible. So,
xb f!. E(G).
We show next that deg b = 2. Suppose, to the contrary, that b is an end-vertex of G. Then, x
is a cut-vertex of G and, by Lemma 2.3.1, G-x has exactly two components, one of which is
trivial. However, the components of G-x in this case are ({a, b}) and G-{a, b, x}, neither of
which is trivial. So, deg b = 2; say N(b) = {a, y}. If Y = x, then (as above) a contradiction
arises; so, y ~ x and ay f!. E(G).
Let W = V(G) - N[{a, b, cl]; then W ~ 0. Let w E V(G) - W. Since cw f!. E(G), there
exists s E V(G) - [c, w} with {c, s} ~ G-w or {w, s} ~ G-c. In either case, {s} ~ {a, b},
which implies s E {a, b}. However, then {c, s} 'r/+ G-w (because IN[{a, b, cl] I ~ 7 < P - 1);
so, {w, s} ~ G-c. (Hence (since w is an arbitrary vertex in W),.(W) is cornplete.) Furthermore,
if s = a (s = b), then {w, s} ~ G-c implies {a} 'r/+ {y} ({b} 'r/+ {xj), whence {w} ~ {y} C N(b)
({w} ~ {x} C N(a); so, every vertex in W is adjacent to a neighbour of a or a neighbour of b.
Suppose, without loss of generality, that s = a, Le., {w, a} ~ G-c. Then, yw E E(G). Also,
aw rl ECG), so there exists t E VCG) - {a, w} such that {a, t} ~ G-w or {w, t} ~ G-a. If
{a, t} ~ G-w, then {t} ~ {cl and t f!. W U {y} (since {t} 'r/+ {w}); however, {t} ~ W - {w}. If
t = x, then {x} ~ G-{b, w} and so {x, y} ~ G, which is not possible. So, t ~ x. Furthermore,
t rl {b, cl, since IN[{a, b, cl] I ~ 7 < P - 1. But (by {a, w} ~ G-c), {w} ~ G-(N[a] U' {c});
so, in particular; {w} ~ {tl, which is a contradiction. Hence, {a, t} 'r/+ G-w and we must have
{w, t} ~ G-a. Clearly, {t} ~ {b, cl, whence t = y, and thus yc E E(G). So (by the properties
of the elements of W proved above), {x, y} ~ V(G) - (N(c) - {y}) (where, we recall, IN(c) I ~
2). Since )'(G) = 3, V(G) - (N(c) - {yD ~ V(G), i.e., chas (exactly) one neighbour z ({z} =
N(c) - {yDwhich is not dominated by {x, y}. In particular, xc f!. E(G) (otherwise, {x, y} ~ G),
so there exists f E V(G) - {x, c} such that {x, f} ~ G-c or {c, f} ~ G-x. If {x, f} ~ G-c, then
{f} ~ {b, z}, which is not possible since za, zy E E(G); so, {c, f} ~ G-x . Then, since
N[c] = {c, y, z}, we have {f} l-+ {a, b}; but, {f} ~ {x}. Thus, f = b, and {b, c} ~ G-x.
However, this is not possible since IN[{b, c}] I = 5 < P - 1. So, S2 is indeed independent, as
claimed.
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Let C, = {x E W; for some y E V(G), {a, y} l-+ G-x}. Note that IWI = p - IMI - 152 1 ~
31 - 6 - 3 = 22. We claim that W - Ca ;:C 0. Let x E W; then, there exists y E V(G) such
that {a, y} l-+ G-x or {x, y} l-+ G-a. Suppose {a, y} l-+ G-x. Since [{a}, S:J = 0, yb,
yc E E(G) and so y E M. Also, we note that y is adjacent to all vertices in W - {x}. Thus, for
any x E Ca, there exists Yx E M with N(yJ n W = W - {x}. So, for x, x' E W, x ;:C x'
implies s, ;:C Yx" Thus, 1c,I ~ IMI ~ 6 < IW I, and W - c, ;:C 0. Hence, there exists
x E W - C, ~ W such that, for some y E M, {x, y} l-+ G-a. Similarly, we may assume that
there is some r E Wand s E M such that {r, s} l-+ G-b, and some u E Wand v E M such that
{v, u} l-+ G-c. But, then, we have {s, v} S;; N(a), {v, y} S;; N(b), {y, s} S;; N(c). However, s, v,
and y are all distinct. (To see this, note that, for example, by {r, s} l-+ G-b, we have sa,
se E E(G) and sb ~ E(G), and by {v, u} l-+ G-c, we have va, vb E E(G)-and vc ~ E(G), so that
v and s cannot be the same vertex.) Hence, N(a) = {s, v}, N(b) = {v, y}, and N(c) = {y, s}.
But now, since ab ~ E(G), we may assume that there exists w E V(G) such that (without loss of
generality) {a, w} l-+ G-b. So, w E N(c); by the previous paragraph, this implies w = y or
w = s. If w = y, then yb E E(G), contrary to {a, w} l-+ G-b; so, w = s. However, then
{s, v} l-+ G, which is impossible. Hence, no such 3-edge-critical graph G exists, and the theorem
follows. 0
So, although the bound s, ~ k + 1 has been shown to be best possible for odd values of k (see
2.4.9), the question remains as to whether the bound is best possible for even values of k ~ 4.
2.5 END-VERTICES OF 3-EDGE-CRITICAL GRAPHS
2.5.1 Remark: We begin by recalling from Theorem 2.4.5 that, for a 3-edge-critical graph G,
Sl(G) (the number of end-vertices of G) satisfies Sl(G) ~ 3. By Remark 2.4.9, we know that this
result is best possible, while Proposition 2.5.2 will show that.this upper bound is attained for
/: ' • t
. --exactlyone 3-edge-critical graph, namely, one of order 6, whence it follows that all 3-edge-critical
graphs of order more than 6 have at most two vertices of degree one.
The following result is quoted in [Wl] where the reader is referred to [51] for a proof; however,
no such proof is provided in [51].
2.5.2 Proposition: If a 3-edge-critical graph G has three end-vertices, then G == H(1,I,I).
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Proof: Let G be a 3-edge-critical graph with three end-vertices, a, b, and c. Let {a.} = N(a),
{b.} = N(b), and {Cl} = N(c). By Lemma 2.1.5, the vertices a., b., and Cl are distinct. So,
peG) ;::: 6. We claim that ({ai, bl, cl})o == K3• Suppose, to the contrary, that (say) a.b, E E(G).
Then, we may assume, without loss of generality, that there exists xE V(G) - {a., b.} such that
{a., x} >-+ G-b(. As {a.} >/+ {b}, {cl, we have {x} >-+ {b, cl; however, this is impossible by Lemma
2.1.5. So, ({ai, b., cl})o is complete.
We show now that p(G) = 6, whence the desired result will follow. Suppose there exists
- .
y E V(G) - {a, b, c, a., b., Cl}' Then, ya E E(G), and there exists z E V(G) - {a, y} such that
{a, z} >-+ G-y or {y, z} >-+ G-a. Suppose {a, z} >-+ G-y. Since N[a] = {a, a.}, we have
{z} >-+ V(G) - {a, a., y}; in particular, {z} >-+ {b,«cl. However, this is not possible (by
Lemma 2.1.5, again). So, {y, z} >-+ G-a. Since {y, z} >-+ {b, c} and b, c are end-vertices of G,
it follows that (say) y E {b, b.} and z E {c, Cl}' However, this is contrary to our choice of y.
So, peG) = 6, and G == H(1,1,1), as desired. 0
We shall use the following result in Theorem 2.6.2.
2.5.3 Theorem: Let G be a connected 3-edge-critical graph and let A be the set of all end-vertices
of G. Then, G-A is 2-connected.
Proof: Assume, to the contrary, that there exists a 3-edge-critical graph G such that K(G -A) = 1,
where A = {v E V(G); deg v = I}. Let x be a cut-vertex of G-A. We show first that x is a
cut-vertex of G. Suppose, to the contrary, that G-x is connected. Let Y and W be distinct
components of G-A -x, and let y E Y and w E W. Since, by assumption, G-x is connected,
there is a y-w path P in G-x. However, since [Y, W]O-A-x = 0, it follows that there exists
z E A such that z is an (internal) vertex of P. However, then degaZ ;::: 2, which contradicts the
definition of A. So, x is indeed a cut-vertex of G.
By Lemma 2.3.1, G-x has (exactly) two components, say GI and G2 • By Lemma 2.4.10, one of
these components, say G2, consists of a single vertex, z say, which is thus an end-vertex of G.
However, then (G-A)-x is connected (no set of end-vertices of a graph is a vertex cutset of the
graph), which contradicts the fact that x is a cut-vertex of G-A. Hence, no such connected 3-
edge-critical graph G exists, and the theorem follows. 0
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2.5.4 Proposition: Every connected 3-edge-critical graph with exactly two end-vertices has a
hamiltonian path and, furthermore, has a cycle that contains all vertices of degree at least 2.
Proof: Let G be a connected 3-edge-critical graph of order p with exactly two end-vertices. By
Proposition 2.2.28, G == H(1,I,p-5), where (by Remark 2.5.1), p ~ 7. Let u and v be the end-
vertices of G, and let w be the vertex of G of degree p - 5. Let V(G) = tu, v, W, u., u2, ... , up_5,
l!p-4, up_3}, and let N(w) = {u2, u., ... , l!p-4}, N(u) = [u.}, and N(v) = {up-3}' Then,
is a cycle of G that contains all non-end-vertices of G.
2.6 DOMINATING CYCLES IN 3-EDGE-CRITICAL GRAPHS
o
We next show that every connected 3-edge-critical graph has a dominating cycle. We shall need
the following lemma.
2.6.1 Lemma: Every 3-edge-critical graph of order at least 7 contains three vertices u, v, x of
degree at least two such that {u, x} ~ G-v.
Proof: Let G be a connected 3-edge-critical graph of order p ~ 7. Since peG) ~ 7, it follows
(by Remark 2.5.1) that G has fewer than three end-vertices. Suppose o(G) ~ 2. Since G is""3-
edge-critical, G is not complete; so, there exist vertices u and v in G with uv t/:. E(G). Therefore,
there exists x E V(G) such that tu, x} ~ G-v or {v, x} ~ G-u . Since G has no end-vertices, we
have deg u, deg v, deg x. ~ 2, and the lemma follows.
Suppose now that G has two end-vertices. Then, by Proposition 2.2.28, G == H(1,1,p-5). Let
a, b, c E V(G) with deg a = deg b = 1, deg c = p - 5, and let {all = N(a), {b.} = N(b).
Clearly, {a., b.} ~ G-c, and deg a, = deg b, = P - 3 ~ ~, deg c = p - 5 ~ 2. So, u = a.,
. . ' x = b., and v = c satisfy the statement of the lemma.
We assume now that G has exactly one end-vertex, say w. Let u be the neighbour of w.
Obviously, deg u ~ 2. Since 'Y(G) = 3, there exists a vertex v E V(G) such that uv t/:. E(G);
clearly, then, v ~ w, so deg v ~ 2. Then, there .exists a vertex x E V(G) such that either
tu, x} ~ G-v or {v, x} ~ G-u. Suppose x = w. Since u is adjacent to w(=x), {v, w} ~ G-u
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does not hold, so we must have {u, w} - G-v. However, then it follows that {u, v} - G,
contrary to )'(G) = 3. So, x ;z: w, whence deg x ~ 2, and the lemma follows. 0
2.6.2 Theorem: If G is a connected 3-edge-critical graph, then G has a dominating cycle.
Proof: Let G be a connected 3-edge-critical graph of order p. If p = 6, then, by Proposition
_2.2.28, G == k;; the vertices of the 3-cycle of G clearly form a dominating set of G. Suppose,
now, that p ~ 7, and let u, v, x be three distinct vertices of G whose existence is guaranteed by
Lemma 2.6.1, i.e., each of u, v, x is of degree at least two and {u, x} - G-v. So, if A is the set
of all end-vertices of G, then u, v, x E V(G) - A, where (by Theorem 2.5.3), G-A is 2-
connected. We recall that Whitney's Theorem states that a non-trivial graph F is n-connected
(n E N) if and only if, for each pair r, s of distinct vertices of F, there are at least n internally
disjoint r-s paths in F. Hence, since K(G-A) ~ 2, it follows that G-A has as subgraph a cycle
C containing u and x. If v is adjacent to a vertex, w say, on this cycle, then the theorem follows,
since u, x, w E V(C) and {u, x} - V(G) - {v}; hence, {u, x, w} ~ V(C) - G, and C is a
dominating cycle of G. So, suppose now that v is not adjacent to 'any vertex on C.
Now, let a', b' be distinct vertices on C. Recall that ifF is an n-connected graph (n E N) and y,
YI ' Y2' ... , Yn are n + 1 distinct vertices of F, then for i = 1, 2, .. ., n, there exist internally
disjoint y-Yi paths (cf. Theorem 5.7 in [CLl]). Consequently, G-A has two internally disjoint
v-a', v-b' paths P; and P~, respectively. Let a be the first vertex of P; that belongs to C; b the
first vertex of P~ that belongs to C; and let PI and P2 be the v-a, v-b subpaths of PI' and P2 ' ,
respectively .
Suppose C:VO,Vl,V2, ... ,Vn,vO, for some n ~ 3; assume u = VD' and let i, j, k E {a, 1, ... ,
n - 1, n} such that x = Vi> a = Vj' and b = Vb where i ;z: °and where, possibly, I{a, i,
j, k} I E {2, 3}. Note, though, that j ;z: k (since P~ and P~ ar~ internally disjoint).
Case 1: Suppose that a(=vj ) and b(=vJ b~~ lie on QI' or both lie on Q2' Assume,
without loss of generality, that a, b E V(QI) and that k ~ j. Then,
C*:vP7a( = v)C....(vk = )bp;v is a dominating cycle of G-A (and hence of G) since u, x,
v E V(C) and {u, x} - G-v.
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Case 2: Suppose that a E V(Qr), b E V(Qs) where r, s E {l, 2}, r ~ s. Assume,
without loss of generality, that a E V(Ql), b E V(Q;) and that °< j < i and i < k s
n (since instances where j, k E {a, i} have been dealt with in Case 1). Let t be the vertex
on P2 that follows v (by our assumption, t ~ b). Since {u, x} ~ G-v, either {u} ~ {t}
or {x} ~ {t}. Suppose {x] ~ {t} (then xt E E(G)). In this instance, C·:(X=)Vi,Vi_1, ... ,vj ,
Vj_l, ... ,Vo(=u),Vn,Vn-l"",VIc-l,(VIc=)bP;t,Vi(=X) is a dominating cycle of G. If {u} ~ {t},
then ut E E(G), and C·:(b=)VbVIc-l"",Vi(=X),Vi-l, ... ,Vj+l,(Vj=)aP7v,t,vo(=u),vnvn-1, ••• ,
Vk+l' Vk( = b) is a dominating cycle of G. 0
2.6.3 Corollary: If G is a connected 3-edge-critical graph, then G has a dominating path.
2.7 HAMILTONIAN PATHS IN 3-EDGE-CRITICAL GRAPHS
In [S1], Sumner conjectured that every 3-edge-critical graph of order exceeding 6 has a hamiltonian
path. The conjecture was valid for a large collection of computer generated graphs studied by
Sumner and was proved by Wojcicka in [Wl]. The proof of the conjecture given below is an
elaboration on that given in [W1], and is presented as a series of lemmata. Notation and
definitions introduced will be retained without repetition throughout the proof.
2.7.1 Theorem: Every connected 3-edge-critical graph on more than 6 vertices has a hamiltonian
path.
Proof: Suppose, to the contrary, that there exists a connected 3-edge-critical graph G of order at
least 7 that contains no hamiltonian path. By Corollary 2.6.3, G contains a dominating path; let
P:(a=)x l,x2 , ••• ,xn(=b) (n ~ 3) be a longest such dominating path. By our assumption,
V(P) C V(G). We shall establish the theorem by deriving a contradiction. We recall that, for any
vertex x E V(P) - {a, b}, x+ and xwill denote the successor -and predecessor (respectively) of
x on P; i.e., if x = x., then x: = x., and x' = Xi+ 1• There exists y E V(G) - V(P). Let Y =
N(y) n V(P) = {Yl, Y2, ... , yd (k E N), ordered so that, if i, j E {l, 2, ... , k}, i < j, then Yi
precedes Yj on aP-b (Y ~ 0, as P is a dominating path). Now, suppose that k > 1 and that there
exists i E {l, ... , k - 1} with Yi+ = Yi+l; suppose Yi = Xj' Then, Xl,X2, ... ,Xj(=Y)'Y'(Yi+l=)Xj+b
xj+2,···,xn would be a path Q with VCP) a proper subset of V(Q), i.e., Q is a dominating path of
G, where the length of Q is strictly'greater than the length of P. This contradicts the fact that P
•
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is a longest dominating path in G. Hence, if k > 1, then, for all i E {I, ... , k - I}, we have
Yi ;t Yi +I'
In order to complete the proof of the theorem, we next prove a few lemmas, using the terminology
introduced above.
2.7.2 Lemma: If there exists a vertex in G of degree at least 2 that does not lie on P, then there
exists a vertex Z E V(G) - V(P) such that IN(z) n V(P) I ~ 2.
Proof: Suppose there exists Z E V(G) - V(P) with deg Z ~ 2, and assume, to the contrary, that
every vertex in V(G) - V(P) is adjacent to only one-vertex in P. In particular, Z is adjacent to
only one vertex ofP, say N(z) n V(P) = {x} for some i E {I, 2, ... , n}. By the.maximality
of P, we have Xi r£ {a, b}.
Suppose that Xi separates z from P, i.e., that G-Xj is a disconnected graph in which z lies in a
component distinct from every component containing vertices of P. Now, I{x.} I = 1, so (by
Lemma 2.3.1), G-x j has exactly two components (one containing z and the other containing the
vertices of P-xJ; by Lemma 2.4.10, one of these components, say F, must contain a single vertex.
If V(P-xJ ~ V(F), then P-xj = F and Xi E {a, b}.; however, this contradicts our earlier
remarks. So, F = ({z}), which implies No(z) = {x.], contradicting the fact that deg z ~ 2. So,
Xi does not separate z from P. Thus, there exists a path Pz:z,x,wI'W z, " " Wm( = xJ from z to a
vertex Xb for some k E {l , 2, .. ., n}, k ;t L We will assume further that the vertex z and its
associated path P, have been chosen so that P, is as short as possible. Since we have assumed
. .
IN(z) n V(P)I = 1, P, =i= K; So, x does not lie on P; but, since P is a dominating path, x must
be adjacent to some vertex in P. If x is adjacent to X; and Xi is the only vertex on P to which x is
adjacent, then x together with the path X'W1'''',Wm is a path Q from a vertex x not on P that has
degree at least two in G and which satisfies IN(x) n V(P) I = I, where Q is a path that is shorter
than Pz; this contradicts our optimal choice of z and Pz. Thus, we may assume that x is adjacent
to some vertex xj in P, where j 'E {l, 2, ... , n}, j ;t L It follows, then, that P, can be chosen to
be the path z.x.x],
Note that the following hold: xj is distinct fr~m both xr and xi (since, otherwise,
aP"'xj,z,x,xrc=x)P"'b or aP"'xi(=Xj),x,z,xy"'b, respectively, is a longer dominating path in G than
P); x is not adjacent to either of X~I or x: (since, otherwise, aP"'x· z x x~P-b or aP"'x:- x z x.P''bI' , , I I' , , I
is a longer dominating path in G); x is not adjacent to either of a or b (since otherwise x,aP-b or
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aP-b,x is a longer dominating path in G). Also, x (/:. {a, b} since x (/:. V(P). \Ve will assume,
without loss of generality, that x, precedes Xj on P; we note that this ensures xi ~ b.
Note that axr (/:. E(G) (since, otherwise, bP"'x i ,aP-xj,z is a longer dominating path than P), so
there exists a vertex w E V(G) - {a, xi} such that {w, a} )-+ G-xi or {w, xt} )-+ G-a. Suppose
{w, a} )-+ G-xi. Since, by our previous comments, x (/:. N[a], we have {w} )-+ {x}. Furthermore,
a ;t z and za (/:. E(G) (since, otherwise, z,aP-b is a longer dominating path in G than P), so,
{w} )-+ {z}. Suppose {w, xi} )-+ G-a. Again, by our previous comments, x (/:. Njx]'], so
{w} )-+ {x}, and xiz (/:. E(G) (since IN(z) n V(P)I = I), so {w} )-+ {z}. So, in either case,
{w} )-+ {z, x}. Furthermore, ab .(/:. E(G) (otherwise, x!P-b,aP-xi'z would be alonger dominating
path than P) and xtb (/:. ECG) (otherwise, aP-xi,z,x";'C1~-b,x iP-xI would be-a longer dominating
path than P). Hence (by [w, a} )-+ G-xi or [w, xi} H G-a), {w} H {b}. So, w dominates
{z, x, b}. However, if w = x, then xb E E(G), which (we showed) is impossible, and if w = z
or w = b, then zb E ECG), which is also contrary to what we have"proved before. So, w (/:.
{z, x, b}. In particular, wz E E(G), whence w E V(P) "(otherwise, aP-b,w,y is a longer
dominating path in G than P). But, N(z) n V(P) =[x}; so, w = Xi. However, then, since w is
.. ..
adjacent to x, we have that x is a vertex in G not lying on P which satisfies IN(x) n V(P) I ~
' JO •
I{x, xj ( =w)} I = 2, which contradicts our original assumption. 0
2.7.3 Lemma: Suppose that IY I = k ~ 2. Then,
(1) For all i E {1, , k}, (a) ay] (/:. E(G),
(2) For i,j E {I, , k}, i ~ j (a) Yiyj (/:. E(G)
(3) (a) for all i E .{2, , 1c}, ay. (/:. E(G) (for k ~ 2).
. (b) For all i E {I, ~ , k - I}, by! (/:. E(G) (for k ~ 2).
(4) If {yJ )-+ {a} or {yJ)-+ {b}, then Yryi. e E(G). :
(b) by] (/:.. E(G).
(b) Yiyj (/:. E(G) (for k ~ 2).
Proof: The lemma follows from the maximality of P:
(la) If i. E {I, ... , k} satisfies ay] E E(G), then y'Yi~a,YiPiJ is a longer dominating path
than P.
(b) If i E {I, ... , k} satisfies by; E E(G), then Y,yjP-b,YiP"'a i~ a longer dominating path
than P.
(2a) If there exist i,j E {I, ... , k}, i < j, such~,atyryj E E(G), then aP-Yi,Y,Yl-Yi,yjP-b.. .
is a longer dominating path than P. Similarly, (2b) holds.
(3a) . If there is an i E {2, ... , k}, such that aYi E E(G), th~.n .yTP-Yi,aP-Yl,y,yjP- b is a
longer dominating path than P.
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(b) If there is an i E {l, ..., k - 1} such that by] E E(G), then aP"'Yi,Y,YkP"'b,yiP"'YK is a
longer dominating path in G than P.
(4) Suppose that there exists i E {l, ... , k} such that by, E E(G), but for which
YiYi E E(G). Then, a~YiYiP"'b'Yi'Y is a longer dominating path than P. A similar
argument holds if there exists i E {l, ... , k} such that ay, E E(G), but for which
yiYi E E(G). 0
For the next few lemmas, we need the following definitions. Let A = {w E Y; w+w- rt:. E(G)}.
We define a directed graph G* as follows: V(G*) = A, and (v~ w) is an arc in G* if and only if
Iv. w} ~ G-v- or {v, w} ~ Gr-v".
2.7.4 Lemma: If IYI ~ 2, then A ,r. 0.
Proof: Let i E {l, ... , k - I}. By Lemma 2.7.3(1), ay; ~ E(G), so there exists
w E V(G) - {a, yi} such that {Yi, w} ~ G-a or {a, w} ~ G-Yi.
Suppose {yt, w} ~ G-a. We recall from our introductory remarks that if k > 1, then, for all
j E {l, ... , k - I}, we have yj ,r. Yj+l' So, certainly, YiY rt:. E(G) and yi ,r. Y(since Yis not
on P), so {w} ~ {y}. Also, by Lemma 2.7.3(3b), by] rt. E(G), and Yi ,r. b (since i < k), so we
have that {w} ~ {b}.
Suppose {a, w} ~ G-Yi. By the maximality of P, ay rt. E(G), so w must dominate y. Also,
ab rt. E(G) (otherwise, YiP"'b,aP"'Yi'Y would be a longer dominating path than P), so w must
dominate b.
Hence, in either case, w dominates Yand b. Now, w rt:. {Y, b} (since Yis non-adjacent to b); so,
yw, yb E E(G). If w rt. Y, then ap-.b,w is a longer dominating path than P; so, we must have
w E Y. Furthermore, by Lemma 2.7.3(4), w+w- rt. E(G). Thus, w E A, and the lemma is
proved. 0
2.7.5 Lemma: Suppose IYI ~ 2. By Lemma 2.7.4, A ,r. 0; let rEA. Then, there exists
w E A - {r} such that
(1) (r, w) E E(G*), and
(2) w is adjacent to one of the end-vertices of P.
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Proof: Suppose IYI ~ 2. Let rEA. Since r+r- ti. E(G), there exists w E V(G) such that
{r", w} ~G-r- or {r, w} ~G-r+. Thus, w is non-adjacent to at least one of r ' and r, and
so w ;t r. By Lemma 2.7.3(1a), r 'u ti. E(G), and by Lemma 2.7.3(1b), r-b tl E(G); so, neither
r+ nor r can dominate both of the end-vertices of P. Also, w ;t y since w dominates a and b.
Hence,since r+y, r-y E E(G) and IN(r+) n {a, b} I, IN(r-) n {a, b} I ~ 1, we have that
[r ", w} ~ G-r- or {r, w} ~ G-r ' implies that w dominates both y and at least one of the end-
vertices of P. .Thus, w must lie on P (otherwise, w,aP-'b or aP-'b,w is a longer dominating path
than P), and, since w dominates y, w E Y. Therefore, by Lemma 2.7.3(4), w+w- tl E(G). So,
w E A, and the lemma follows. 0
2.7.6 Lemma: Suppose that IYI ~ 2. Let rEA "and suppose that r is adjacent to one of the
end-vertices of P. Then, if (s, w) and (r, w) are arcs in G*, then r = s.
Proof: Suppose, to the contrary, that there exist r, s, w E A such that (s, w), (r, w) E E(G*),
and r ;t s. There are four possibilities to consider.
Case 1: Suppose that [r ", w} ~ G-r- and {s', w} ~ Gr-s". Without loss of generality,
assume that r follows s on P. Then, since ws" tl E(G) and {r", w} ~ G-r-, it follows
that r+s- E E(G). Now, if rb E E(G), then r-P"'s,y,r,bP"'r+ .sPta will be a longer
dominating path than P. If ra E E(G), then rP...s.y.r.al'....s-,r+P....b will be a longer
dominating path than P. So, r does not dominate an end-vertex of P, a contradiction.
Case 2: Suppose that {r, w} ~ Gi-r" and {s, w} ~ G-s+. This case is analogous to
Case 1.
Case 3: Suppose {r, w} ~ G-r+ and {s', w} ~ G-s-. Without loss of generality,
assume that r precedes s on P. Since wr" ti. E(G) and {s", w} ~ G-s-, it follows that
s+ must dominate r". However, this contradicts the ~o~clusion of Lemma 2.7.3(2) (since
we assume r ;t s).
Case 4: Suppose [r ", w} ~ G-r- and {s', w} l-+ Gr-s ". This case is analogous to
Case 3.
Hence, our assumption is false, and the lemma follows. o
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2.7.7 Lemma: Suppose that IYI ~ 2. Then, for each w E A, there exists v E A - {w} such
that (v, w) is an arc in G* (consequently, IA I ~ 2).
Proof: Suppose IYI ~ 2, and let w E A. Let Vo = w. Then, by Lemma 2.7.5, there exists
Vi E A - {w} such that (w, Vi) is an arc in G*, and Vi dominates one of the end-vertices of P.
Again, using Lemma 2.7.5, we can find V2 E A - {VI} such that (Vl'V~ is an arc of G*, and
v.a E E(G) or v2b E E(G). Now, if V2 = w, then we are done (v = Vi satisfies the lemma). So,
suppose V2 is distinct from w. Using Lemma 2.7.5 again, we can find V3 E A - {v2} such that
V2V3 is an arc in G*, and v.a E E(G) or v3b E E(G). Notice that V3 is distinct from Vi since,
otherwise, we would have (w, Vi) and (v.z, Vi) as distinct arcs in G*, which would contradict
Lemma 2.7.6 (given that V2 is adjacent to an end-vertex of P and our assumption that V2 ~ w).
Let Q:(w=vO) , V1, V2, ,, , , Vl be a longest path in G* such that for all i E {I, ... , t}, the Vi are distinct
(and each of them dominates one of the end-vertices of P). Note that, QY the previous paragraph,
we need only consider the case where (w=)vo is distinct from each of Vi' V2, ... , Vl ; otherwise, as
shown earlier, the proof is complete. Since Vt E A, there exists V t + 1 E A - {v} such that
(vl, Vl + 1) is an arc of G*, and vl + 1a E E(G) or vt + 1b E E(G). Since Q is a longest path in G*
starting at w, with the described properties, it must be the case that Vt + 1 E V(Q). If Vl + 1 = Vi for
some i E {I, .. ., t - I}, then (Vl) v., 1) and (V i - 1, v. , 1) would be distinct arcs in G*. By
Lemma 2.7.6, this implies v, = Vi-l, which is contrary to assumption. Consequently, Vl + 1 = w.
Thus, v = Vl is the required vertex. 0
2.7.8 Lemma: Suppose that IYI ~ 2, and let w E A. Then, (Yi' w) is an arc of G* for some
i E {1, ... , k}, and we have the following:
Cl) Suppose {yr, w} ~ G-Yi. Then,
(a) If 1 s i s k - 1, then w is adjacent to a and b.
(b) If i = k, then w is adjacent to a.
(2) Suppose {Yi, w} ~ G-Yt.
(a) If 2 s i ~ k, then w is adjacent to a and b.
(b) If i = 1, then w is adjacent to b.
Proof: Let w E A. By Lemma 2.7.7, there exists i _,E {1, ... , k} such that (Yi' w) E E(Gj.
(la) Suppose {Yi, w} ~ G-Yi and 1 ~ i ~ k - 1. By Lemma 2.7.3(la), ay! r£ E(G), and
hence w is adjacent to a. By Lemma 2.7.3(3b), by! r£ E(G), and thus w is adjacent to b.
48
(b) Suppose {Yt, w} >-+ G-Yi and i = k. From Lemma 2.7.3(la), ay~ f£ E(G), so w is
adjacent to a.
(2a) Suppose {Yi, w} >-+ G-Yt and 2 ~ i ~ k. By Lemma 2.7 .3(3a), ay] f£ E(G), and hence
w is adjacent to a. By Lemma 2.7.3(lb), by; f£ E(G), and thus w is adjacent to b.
(b) Suppose {Yi, w} >-+ G-Yt and i = 1. From Lemma 2.7.3(lb), by, f£ E(G), so w is
adjacent to b. 0
2.7.9 Lemma: Suppose that IYI ~ 2, and let w E A. Then,
(1) w is adjacent to one of the end-vertices of P; and
(2) if wb f£ E(G), then {yt,. w} >-+ G-Yk; and
(3) if wa f£ E(G), then {Yl' w} >-+ G-yT.
Proof: (1) follows directly from Lemma 2.7.8.
(2) Let w E A, and suppose wb E E(G). By Lemma 2.7.7, (Yi, w) E E(G*) for some
i E {l, ... , k}. If the conditions of (la), (2a), or (2b) of Lemma 2.7.8 hold, then wb E E(G),
a contradiction. So, the conditions of Lemma 2.7.3(lb) hold, and {y~, w} >-+ G-Yk.
(3) is proved in a similar manner to (2). 0
We are now ready to complete the proof of Theorem 2.7.1.
Case 1: Suppose that there exists a vertex in V(G) - V(P), that has degree at least 2.
Then, by Lemma 2.7.2, we may choose y E V(G) - V(P) such that IN(y) n V(P)I > 1.
Let Y = N(y) n V(P) = {Yl' Y'2' ... , Yt} (so, e = IY I ~ 2). Since ab f£ E(G), there
exists r E V(G) such that (without loss of generality) {a, r} >-+ G-b. Now, a does not
dominate y, a ~ Y7, and (by Lemma 2.7.3(la)) aY7 f£ E(G). Thus, r must dominate y
and YT. Since YYT f£ E(G), r is distinct from both y and yT. If r is not on P, then
ap....yl,y,r,yTP....b wouldbe aIonger dominatingpath in G than P. So, r E V(P), and, since
ry E E(G), r E Y.
Now, if r E Y - A, then r+r- E E(G). Suppose that y; = b. Then, Y = {Yl' Y2} (i.e.,
e = 2), and Y2 dominates an end-vertex of P (namely, b). Hence, by Lemma 2.7.3(4),
Y;Y; E E(G), and so A = {Y2} or A = {Yl~. Y2}. But, r E Y - A, so we must have
A = {Y2}. However, this contradicts Lemma 2.7.7. So, Y; ~ b (and e ~ 3). If r = Yl,
then YIY; E E(G) (since {a, r} >-+ G-b and ay; f£ E(G) (Lemma 2.7.3(la)) and Y; ~ b);
however, then aP---Yi,YTp....Y2'Y'Yl'Y;P....b would be a longer dominating path in G than P.
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So, r ~ Yl; but then, since ry] E E(G), we have ap....yl,y,r,ytP....r-,r +P....b being a longer
dominating path than P. Therefore, it must be true that rEA. Since rb f£. E(G) (by
{a, r} l-+ G-b) , it follows from Lemma 2.7.9 (since rEA) that {y~, r} l-+ G-Yk' which
implies that rYk ~ E(G). But, since {a, r} l-+ G-b, a must dominate Yk; however, this
contradicts Lemma 2.7.3(3a). Hence, Case 1 does not occur.
Case 2: Suppose that no vertex in V(G) - V(P) has degree at least two, i.e., (since G is
connected) every vertex in V(G) - V(P) is adjacent to a vertex of P and has degree 1.
Since G has order more than 6, it follows from Remark 2.5.1 that G has at most two end-
vertices. IfG has exactly two end-vertices, then (by Proposition2.2.8) G == H(I,I,p-5);
however, then (by Proposition 2.5.4), G contains a hamiltonian path, which is contrary to
our original assumption. So, we may assume that G has exactly one end-vertex, say y.
Then, V(G) - V(P) = {y}, and deg-a, degab > 1. Let {Yl} = N(y) n V(P). Since
ab (/:. E(G), there exists w E V(G) such that, without loss of generality, {a, w} l-+ G-b.
- -
Now, ay E E(G), a ~ y~, and (by Lemma 2.7.3(la)), ay] E E(G), whence w must
dominate yt and y. Since w ;t y (w = y implies N(y) ~ {y~, Yl}, i.e., deg y > 1),
wy E E(G) and so w = Yl'
We show next that yty~ E E(G). If y~y~ (/:. E(G), then there exists v E V(G) such that
{yt, v} l-+ G-Yi" or {Yi", v} l-+ G-yt. Clearly, in either case, {v} l-+ {y}. If y] = b, then
ap....yl'y is a path in G that contains all vertices of G except b = yt (which is adjacent to
Yl), i.e., Qial'....yl'y is a longestdominating path in G, where the vertex b E V(G) - V(Q)
has degree at least 2. However, as we showed in Case 1, this situation is impossible. So,
y~ ~ b. Similarly, Yi" ~ a. Suppose {yt, v} l-+ G-Yi". Since yi ~ a and y~a (/:. E(G)
(by Lemma 2.7.3(la)), we have va E E(G) (v ;t a since {v} l-+ {yD. If {Yi, v} l-+ G-Yt,
then, since yt ~ band yib ~ E(G) (by Lemma 2.7.3(lb)), we have vb E E(G). Thus,
in either case, we may conclude that v dominates y and one of the end-vertices of P.
Therefore, (since ya, yb ~ E(G)), it follows that v must be Yl' However, this is
impossible, since vYl f£. E(G) or vyt f£. E(G). Hence, ytYl E E(G).
Since deg b > 1, there exists v E V(P) distinct from b such that vb E E(G). We will
show that v: E V(G) - {b} is not dominated_,by {a, Yl}, which will provide us with our
desired contradiction, since {a, W(=Yl)} l-+ G-b. Obviously, v: ~ a. Further, note that
v ~ YI since, otherwise, {a, V(=Yl)} l-+ G-b implies vb (/:. E(G) while, by definition,
vb E E(G). So, we consider the following two subcases.
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Suhcase 2.1: Suppose that Y follows Yl on P. Then, certainly, v: ;c Yl . If
YI Y+ E E(G), then Y 'Yl,Y +P-b,y,P-y~ ,YiP-a is a longer dominating path in G
than P, which is impossible. If av" E E(G), then y,y1P-a,Y +P-b,YP-Yl + is a
longer dominating path than P. So, this subcase does not occur.
Subcase 2.2: Suppose that Y precedes Yl on P. If v" = Yl' then aP-Y,bP-Y+ ,Y
would be a longer dominating path than P. If y1v+ E E(G), then aP-Y,bP-Yt,
YiP"'Y +'Yl' Y (if Yi ;c v") or aP-y,bP-y~ 'Yl'Yl'Y (if Yl = v") is a longer
dominating path in G than P. If av" E E(G), then y,y1P-b,vP-a'Y+P-Yl- is a
longer dominating path than P.
.
The above two subcases show that v" E V(G) - {b} is not dominated by {a, Yl}. This
contradicts {a, W(=YI)} >-+ G-b. Hence, Case 2 does not occur either, and the theorem
is proved. 0
2.8 INDEPENDENT SETS IN 3-EDGE-CRITICAL GRAPHS
The following theorem gives exact values for (3 and 6. for disconnected 3-edge-critical graphs and
shows that the independence number of a connected 3-edge-critical graph G is bounded above by
6.(G).
2.8.1 Theorem: Let G be a 3-edge-critical graph of order p.
(1) If G is connected, then (3(G) ~ 6.(G).
(2) If G is disconnected, then (3(G) = 3 and
(a) if G == ~-2 U 2Kb then 6.(G) = {~ -l: ~ ; ~ ;
(b) if G == H U ~, where H is a connected 2-edge-critical graph and n E N,
then 6.(G) = P - n - 1 if n ::::; 1/2p and 6.(G) = n - 1, otherwise.
(c) if G == H U K1, where H is a 2-edge-critical graph, then
6.(G) - {p-2. if H is connected
.- p-3 . if H is d i s connec ted-
Proof: Cl) Suppose, to the contrary, that there exists a connected 3-edge-critical graph G such that













Case 1: Suppose ~ ~ 3. Then, (3 ~ 4; let S be a maximum independent set in G. Then,
by Lemma 2.2.15, there exists a path x., x2, ••• , x13 - l in G and an ordering all a2, ••• , al3
of the vertices in S in such a way that {a, x.} )-+ G-ai + 1 for i = 1, 2, ... , (3 - 1. From
the proof of Lemma 2.2.15, we see that N(x~ ;2 [x., x2} U (S - {a., a3}) , whence
deg X2 ~ ISi = (3 > ~, which is absurd.
Case 2: Suppose ~ s 2. Then, G is a path or a cycle of order at least 7 (P(G) ~ 7 since
,,(G) = 3) that contains no triangle. This contradicts Theorem 2.2.24.
(2a) That (3(G) = 3 and ~(G) = {~-l: P .. 3P :<!: 4 for G == ~-2 U 2Kl is obvious.
(2b) Let G be a graph of the form H U K, where H is a connected 2-edge-critical graph. By
Theorem 2.2.2, H is the union of one or more star graphs. So, (3(H) = w(H) = 2, whence
(3(G) = 3 follows, and ~(G) = max {n - 1, P(H) - o(H)} = max {n - 1, P - n - I}; so, ~(G) =
n - 1 if 2n ~ p and ~(G) = p - n - 1, otherwise.
(2c) Let G be a graph of the form H U Kl , where H is a 2-edge-critical graph. As in (2b),
(3(G) = 3. If H is isomorphic to K,.....2' or to any other connected 2-edge-critical graph, then, by
(2b), ~(G) = p - 1 - 1 = P - 2. If H is disconnected, then H is a single star, so that ~(G) =
~(H) = P(H) - 1 - o(H) = (P - 1) - 1 - 1 = P - 3. 0
That there is no upper bound on the cardinality of independent sets in edge-domination-critical
graphs is shown by Theorem 2.8.2.
2.8.2 Theorem: For every integer n ~ 3, there exists a 3-edge-critical graph G with (3(G) = n.
Proof: Let n ~ 3, and define a graph G, as follows. Let V(GJ = {a, b} U S U T, where the
unions are disjoint, T = {xi•j, xj.i ; i, j E {l, 2, ... , n}, i i jl, (T) is complete, and S = {I, 2,
... , n} is independent. Let N(a) = N(b) = S, and for each i, j E {l, 2, ... , n}, i -;e j,




First, we establish ,,(Gn) = 3. . Let D be a minimum dominating set of Go. Since
~(GJ < p(GJ - 1, we have ID I ~ 2. Suppose ID I = 2. If a E D, then (since ab r£ ECG)),
either bED (in which case, D >1+ T), or i E D for some i E {l, 2, ... , n} (in which case,
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D .,.;.. {X i .b Xk.i; 1 ~ k ~ n, k ~ ij). So, a (/:. D; similarly, b (/:. D. But, D >-+ {a, b}; so, there
is i E {l, 2, ... , n} with i E D. If D ~ S, then (since S is independent) D ~ D - S(~ 0). So,
there exist k, f E {l, 2, ... , n], k ~ f, with xk. t E D. However, then D .,.;.. {k, f} - {i}.
Hence, it follows that our assumption is false, and ID I ;;::: 3. Since {a, b, x} >-+ Go for any x ET,
it follows that )'(Gn) = 3, as required.
We show now that Gn is edge-domination-critical. Let u, v E V(Gn) be distinct, non-adjacent
vertices. We consider four cases.
Case 2.1: Suppose u = a (or u = b) and v = Xj.j for some i, j E {l, 2, ... , n} ,i ~ j.
Then, {b, Xi) >-+G+UXi.j (or {a, Xi.j } >-+G+UXi.j ) .
Case 2.2: Suppose U = i for some i E {l , 2, ... , n}, and v = Vi.k (or v = xk,J for some
k E {l, 2, ... , n} with k ~ i. Then, {Vi,b k} >-+ G+iXi,k (or {Xk,i, k} >-+ G+iXk,i)'
Case 2.3: Suppose {u, v} = {a, b}. Then, {a, x} >-+ G+ab for any x E T.
Case 2.4: Suppose U = 1, V = j for some i, j E {l, 2, ... , n} with i ~ j. Then,
{i, Xi) >-+ G+ ij.
So, Gn is 3-eclge-critical.
2.9 CONJECTURES AND UNSOLVED PROBLEMS
o
In [V1], Vizing provided an upper bound on the number q of edges in a graph G of order p and
having domination number )', namely,
q s -'-(P_-_Y)-'-(P_-Y-,--+--,-2)
2
If G has domination number 3, then this bound becomes
q s (p-l)(p-3)
2
Clearly, then, the following result, established by Blitch [B1] for connected 3-edge-critical graphs,











minimum number of edges in a connected











The minimum number of edges in a connected 3-edge-critical graph
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2.9.1 Theorem: If G is a connected 3-edge-critical graph on p vertices, then
By Proposition 2.2.8, Theorem 2.9.1 is best possible.
A far more difficult problem is the computation of the minimum number of edges in a connected
k-edge-critical graph. For 3-edge-critical graphs, Sumner has conjectured in [S1] that the graphs
G(m,t,1,I,t-2) (m E N, t ~ 2m + 2, see 2.4.7 and 2.4.9) have as few edges as possible, namely,
q(G(m,t, 1,1,t - 2) = (:!~ ) + m + t + (~ ).
2.9.2 Conjecture: If G is a connected 3-edge-critical graph of order p, then
where the minimum is taken over all even k, 2 ~ k s p. For p ~ 10, this minimum is achieved
at essentially k = Ihp ([SI]).
Table 1 shows the conjectured minimum number of edges for 3-edge-critical graphs of order at
most 14. This table has been verified by Sumner ([SI]) using computer search for p ~ 9. For
values of p > 9, 3-edge-critical graphs of order p may be generated using an algorithm given in
[S1]. A good deal of heuristic evidence lead D. P. Sumner to the following conjecture.
2.9.3 Conjecture: If 0 is a connected 3-edge-critical graph with diam 0 = 2 and 0(0) ~ 3, then
)'(G) = i(G).
The following conjecture appeared in [SB 1].
2.9.4 Conjecture: For every k-edge-critical graph G, )'(G) = i(G).
Suppose that a graph G models, for example, a street network and that a smallest dominating set
represents a set of intersections at which facilities are to be located. Then (assuming that the cost
of building a street is less than the cost of the installation of a facility), it is economically
advantageous to construct a new street if, as a result, the number of facilities can be reduced by
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one. The cost of the new thoroughfare is likely to be relatively small if it links two intersections
which are not far apart in the original street network. Hence, it is of interest to study a modified
version of k-edge-critical graphs, namely, (k,d)-edge-critical graphs, introduced and defined in
[HOS 1] as follows: For k, dEN, d ~ 2, a graph G is (k,d)-edge-critical if I'(G) = k and
I'(G + uv) < k for every uv E E(G) such that da(u,v) :::;;; d. In [HOS1], (k,d)-edge-critical graphs
are investigated. It is shown that a graph G is (2,2)-edge-critical if and only if G is a double star
or a union of disjoint stars. It is shown that the diameter of a (3,2)-edge-critical is at most 4 and
that the only (3,2)-edge-critical graphs of diameter 4 are contained in the set H consisting of the
graphs G defined as follows.: Let HI == K, (r ~ 2), H2 == K. (s ~ 1) and let H3 be obtained from
a complete graph K:!m (m ~ 2) by removing the edges in a l-factor, Let u E V(HI) and let v E
V(R3) . Let G be obtained from the disjoint union of Hh H2 , and H3 by joining every vertex of H2
to every vertex of HI U H3 distinct from u and v. Whereas each 3-edge-critical graph of diameter
3 is also (3,2)-edge-critical, it is shown that the graph G defined below is (3,2)-edge-critical but
not 3-edge-critical. Let HI == Km (m ~ 2), H2 == H3 == K, and H4 == Kl • Let v be a vertex of
HI and suppose V(H,J = {u}. Let G be obtained from HI U H2 U H3 U H4 by first joining every
vertex of HI-v to every vertex of H:!. Next, join u to every vertex of H2 • Finally, if V(HJ =
{VI' v:!, ... , vn } and V(H3) = [u., U:!, ... , u.}, then join the vertex Vi to the vertex Uj for each pair
i, j E {1, 2, ... , n}, i ~ j. The following problem remains open:
Problem: Characterize the (3,2)-edge-critical graphs of diameter 3 that are not 3-edge-critical, or,
failing this, obtain properties of such graphs. For instance, does such a graph necessarily contain
a dominating path?
It is also shown in [HOS 1] that the diameter of a (4,2)-edge-critical graph is at most 6 and that,
for k ~ 2, each (k,2)-edge-critical graph G satisfies I'(G-v) :::;;; k for each v E V(G), though G
is not necessarily k-vertex-critical. The investigation of further properties of (k,2)-edge-critical
graphs merits attention; for instance, the following question posed by the authors is as yet
unanswered: If G is a (k,2)-edge-critical graph (k ~ 3), ish true that i(G) = I'(G)?
The characterization of 3-edge-critical graphs that are minimal with respect to the property of being
edge-domination-critical has not yet been investigated. It is known, however (see [S1]), that a 3-
edge-critical graph G that has the smallest possible order satisfies 2(3(G) :::;;; peG) :::;;; 3(3(G).
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Chapter 3
DOMINATION NUMBER ALTERATION BY
REMOVAL OF VERTICES
3.1 INTRODUCTION
Whereas , in Chapter 2, we considered the situation where a graph H is produced from a graph G
by the insertion of edges so that ')'(H) < ')'(G) , we shall consider in this chapter the changes in
domination numbers of graphs brought about by the removal of vertices.
All results in sections 3.1 and 3.2 are from [BHNS 1], with the exception of Proposition3.2.13 and
3.2.16, which come from [BCD2], and Theorem 3.2.36, which comes from [SB1], and all those
in sections 3.3 to 3.9 are from [BCD1] and [BCD2]. All examples have been generalized, apart
from that in Fig. 3.2.1. In addition, the examples in Figs 3.2.2,3.2.5,3.2.8 and 3.8.1 are new.
We have generalized Lemmas 3.2.15 and 3.2.17 and Theorem 3.4.5. We have supplied Corollary
3.4.8 and 3.6.4, and the statement and proof of Proposition 3.2.10 and 3.2.11, and Theorem 3.4.5.
We have made the statement of Proposition 3.2.38 more precise (than in [SB1]) and supplied a
proof; we have made the statement of Theorem 3.2.6 slightly more informative. We have supplied
Remark 3.2.5, as well as a proof for Proposition 3.2.6,3.2.22,3.2.28,3.2.31,3.4.4,3.3.2.6.1,
v
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3.3.2.7,3.3.2.8.1,3.3.2.9.2,3.5.8,3.5.10,3.6.9, 3.8.8, 3.8.9, 3.8.11, Theorem 3.2.18,3.2.20,
3.2.24, (most of) 3.6.7,3.6.8,3.8.6,3.9.6, Corollary 3.2.14,3.3.2.4,3.4.6,3.5.4,3.8.12,
3.8.16, Lemma 3.6.5,3.8.15, and most of 3.6 .3, as well as of Remark 3.2.30 and Example
3.3.2.3. We have expanded Remark 3.2.27, 3.5.2, and 3.8.7, as well as the proof of Theorem
3.2.23, 3.2.26 (substantially), 3.2 .32, 3.2.33 and 3.2.34 (considerably), 3.4.7, 3.5.12, 3.6.6,
3.8.13, 3.9.4, Lemma 3.4.9, 3.8.3, 3.8.4, 3.8.5 and Corollary 3.8.14 (slightly). Also, we have
considerably clarified and expanded Theorem 3.9.2. Finally, we remark that section 3.10
constitutes original work done jointly with P. 1. Slater and H. C. Swart.
3.1.1 Definition [BHNS 1]: Let G be a graph and Jl = Jl(G) be an arbitrary parameter of G. The
u-stabiliry of G is the minimum number of vertices in a set S C V(G) such that Jl(G-S) ;;t Jl(G),
if such a set Sexists.
3.1.2 Remark: Some parameters, such as the clique number, w(G), the chromatic number, X(G),
the independence number, (3(G), and the vertex arboricity, a(G), of a graph G, have the property
that removal of any subsetS of V(G) does not result in a graph for which the parameter is greater
than the value of the parameter for G. For other graphical parameters, there exist graphs G and
.
subsets SI and S2 of V(G) such that Jl(G -SI) > Jl(G) and Jl(G -S2) < Jl(G). One example of such
a parameter is the connectivity K. Consider the graph G shown in Fig. 3.1.1 with V(G) = [u., u2,
... , Up ... , u., v} such that ({u l ,UZ, ... ,uw",un} ) is complete and v is adjacent to ul , Uz, ... , Up
where n, I' E Nand n ~ I' + 2. Here, K(G-U l ) = I' - 1 < K(G) = I' < K(G-V) = n - 1.
Another example is the diameter of a graph. The graph G obtained from the path Ul'U2'
""U:I1"·'U b '''·,Un where 3 < a + 2 < b < n, by the addition of a vertex v, adjacent to u, and
u, (see Fig. 3.1.2), is such that diam G-u l < diam G < diam G-v. Such parameters ~ are
known as exceptional.
3.1.3 Definition: For an exceptional parameter Jl and a graph G, we define Jl +(G) to be the
_minimum number of vertices of G whose removal from G produces a graph H such that
Jl(H) > Jl(G); the minimum number of vertices whose removal from G results in a graph H with
Jl(H) < Jl(G) is defined to be Jl-(G).
3.1.4 Remark: In the graph G of Fig. 3.1.3, obtained from a wheel on r + 1 vertices, with centre
u, by the addition of a vertex v, made adjacent to one peripheral vertex of the wheel, where r ~ 7,
we see that )'(G) = 2, )'(G-v) = 1, and
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y(G-u) = 1 + y(Pr-3) = 1 + rr;31 = r~l ~ 3.
Thus, )'+(G) = )'-(G) = 1. We shall now concentrate on the domination number and domination
alteration sets, Le., sets of vertices of a graph G whose removal results in a graph with domination
number different from )'(G).
3.2 STABILI~YOF ~
We note first that, for some graphs, namely, graphs G containing one or more vertices of degree
peG) - 1, )'-(G) is not defined, as )'(G) = 1 ~ )'(G-S) for ali S C V(G).
3.2.1 Definition: If, for a graph G, there exists no proper subset S of V(G) such that
)'(G -S) < )'(G), then we will define )'-(G) to be ptG).
3.2.2 Remark: In [BHNS1], the concept of the discrete, or null, graph (a graph with order 0) is
used in order to avoid the above definition, where the domination number of the null graph is O.
We shall, however, not deal with null graphs.
It is also true that, for some graphs G, )'+(G) is not defined, for example, P4 and K, (n E N).
3.2.3 Definition: If G is a graph for which there exists no subset S of V(G) such that
)'(G-S) > )'(G), then we define )'+(G) to be peG).
The following definitions will be useful.
3.2.4 Definition: Let G be a graph, A a minimum dominating set of G, and v E A. We define
A-(v) by
A'(v) = {u E V(G) - A; NG(u) n A = {v}}.
In addition , let







3.2.5 Remark: Note that, for a graph G, m(G) = 0 if and only if there exists v E V(G) and a
minimum dominating set A for G such that A-(v) = 0, i.e., if and only if there exists v E V(G)
and a minimum dominating set A of G such that A - {v} ~ G-v and (since A is a minimum
dominating set) [A, {v}] = 0 (i.e., the only vertex of G not dominated by A - {v} is v).
Observe also that peG) - ')'(G) is an upper bound for m(G), and is, in fact, attained by, for
example, the graphs Kl,n (n E N).
We now present an upper bound for ')'-(G).
3.2.6 Proposition: For any graph G, ')'-(G) ~ m(G) + 1 ~ p(G) - ')'(G) + 1.
Proof: Let G be a graph, and let A be a minimum dominating'set of G with v a vertex in A such
that m(G) = IA-(v) I. Then, A - {v} ~ G-A-(v)-v, i.e.,
')'(G-A-(v)-v) ~ lA - {v} I = ')'(G) - 1 < ')'(G).
So, ')'-(G) ~ IA-(v) U {v} I = m(G) + 1, which, with the observation that m(G) ~
p(G) - )'(G), completes the proof of the proposition. 0
3.2.7 Remark: We show now that equality does not hold in general. Let m ~ 2, and let
Gl == G2 == Km with V(Gl) = [u., UZ, ••• , urn}, and VCGz) = {vl,VZ' ••• , vm} and let G be obtained
from G, U G2 by the addition of three vertices, u, v, and w, as well as the edges UUl, vvl, WUj,
wv, (i = 1, ... , m) (see Fig. 3.2.1). Then, G has a Cunique) .minimum dominating set
A = {u., vl} with A-CUI) = {u, Uz, U3, ••• , Urn}, A'(v.) = {v,vz, v3, ••• , vm} . So, we have
)'(G) = 2, m(G) = m ~ 2, implying m(G) + 1 ~ 3, while ')'(G-{u, vD = 1, implying
')'-(G) s 2.
To see that the bound given in Proposition 3.2.6 is sharp, consider the graph G shown in
Fig. 3.2.2, where G is obtained from a wheel on r + 1 vertices, with central vertex v, by the
addition of m new vertices, all adjacent only to a single peripheral vertex, w say, of the wheel,
where m ~ 2 and r ~ m + 4, and, finally, by removing the edge vw. We see that G has a
unique minimum dominating set, namely {v, w}, mCG) = min {r - 3, m} = m, and
)'-(G) = m + 1 = m(G) + 1.
3.2.8 Corollary: For any graph G, ')'-(G) = 1 if and only if m(G) = O.
Fig. 3.2.3
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Proof: Let G be a graph. If m(G) = 0, then )'-(G) ~ 1 by Proposition 3.2.6. However,
)'-(G) ~ 1; so, )'-(G) = 1. Conversely, suppose that )'-(G) = 1; let v E V(G) with
)'(G-v) < )'(G), and let B be a minimum dominating set for G-v. Then, A = B U {v} is clearly
a dominating set for G, and it is a minimum dominating set (since, otherwise,
)'(G) s IA I - 1 = IBI = )'(G -v), contrary to the fact that )'(G -v) < )'(G)). Thus,
A - {v} ~ G; in particular, A -{v} ~ {v}; also, A - {v} = B )-+ G-v. So, by Remark 3.2.5,
A-(v) = 0, whence m(G) = 0. 0
3.2.9 Remark: Now, for any given kEN, there exists a graph G and a )'+(G)-set S of G such
that ')'(G-S) - )'(G) = k, namely the graph kt.k+l (where S is the singleton containing the central
vertex of K1•k+ 1) . We also have
3.2.10 Proposition: Given m, k, n E N with m ~ k and n ~ 2, there exists a graph G with
)'(G) = k, and )'+(G) = m and )'-(G) = n.
Proof: Let m, k, and n satisfy the hypothesis of the proposition. Let I10 = n, and, for i = 1, ... ,
k - 1, let nj ~ n be any integer, and define
G. er K ;
1 D.t
for each i == 0, 1, ... , k - 1, let u, E V(Gj) . Also, let G == ~, and suppose that V(G) = {vo,
Vb ... , Vk-1}. Define a new graph H by
k-l




E(H) = UE(Gi ) U E(G) U U {Vi Uj Ii s j s i + m-I},
i=O i=O
where addition is taken modulo k. (See Fig. 3.2.3 for the case where k = 6, m = 3.) Then,
o




3.2.11 Proposition: Given m, kEN, there exists a graph G with "(+(G) = m such that, for some
S C V(G) with ISi = "(+ (G) = m, we have 'Y(G-S) - 'Y(G) = k.
Proof: Let G* = Kl.k+m and suppose V(G*) = {v, Vi' V2, .•. , Vk+m}, where V is the central vertex
of G*. If m = 1, then G* has the desired property. Now, suppose m ~ 2 and define a graph G
by V(G) = V(G*), and
m-I
E(G) = E(G*) U U {vivjl j E {I, 2, ..., k+m },ii'j};
i=l .
so, G == KI + (Km-I + Kk +I). (See Fig. 3.2.4 for the case where k = 2 and m = 3.) Then,
"((G) = 1 (since {v} >-+ G). Also, for At = {v, Vi' • •• ,,·'Yt}, Ll(G-AJ = p(G--AJ - 1, for t = 0, 1,
2, ... , m - 2, so that "((G-AJ = 1 for each t = 0, 1, ... , m - 2. However, Ll(G-S) = 0, where
S = {v, VI' v1 , ... , vm - I }, so that
'Y(G -S) = peG -S) = p(G) - m = k + m + 1 - m = k + 1.
Hence,
"((G -S) - 'Y(G) = (k + 1). - 1 = k. o
That the difference "((G-D) - "((G), where D is a "(-(G)-set, cannot be made arbitrarily large is
shown by the next theorem, which shows that if "((G-T) < "((G) for a graph G and T C V(G),
then, in fact, "((G-T) = 'Y(G) - 1. First, however, we introduce the following definition.
3.2.12 Definition: Let G. be a graph and v a vertex of G. Then, V is a critical vertex of G, or a
G-critical vertex, if and only if 'Y(G -v) < 'Y(G). If no ambiguity is possible, we simply write that
v is critical.
3.2.13 Lemma: If G is a graph with a critical vertex v, then 'Y(G-v) = 'Y(G) - 1.
Proof: Let G be a graph with a critical vertex v, and let D* be a minimum dominating set of G-v.
Clearly, D* U {v} >-+ G, whence ID*' + 1 ~ 'Y(G), Le., ID*' ~ 'Y(G) - 1. Since v is critical,
ID*' ~ "((G) - 1. Thus, "((G -v) = ID*' = 'Y(G) - 1. 0
The following corollary is a result that we shall use often.
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3.2.14 CoroIlary: For any graph G, ')'(G-v) ~ ')'(G) - 1 for all v E V(G) (i.e., the removal of
a single vertex from a graph can decrease the domination number by at most one).
Proof: Let G be any graph, and v any vertex of G. If v is not critical, then ')'(G-v) ~ ')'(G); if
v is critical, then, by Lemma 3.2.13, ')'(G -v) = ')'(G) - 1. 0
A result with ~ proof similar to that of Lemma 3.2.13 is the following.
3.2.15 Proposition: For any graph G and any v E V(G),
')'(G-S) ~ ')'(G) - 1
for any subset S of Ndv]'v E s.
Proof: Suppose, to the contrary, that there exists a graph G with v E V(G) such that
')'(G-S) < ')'(G) - 1 for some S ~ Ndv]' v E S. Clearly, if D* is a minimum dominating set
of G-S, then D* U {v} H G, whence ')'(G) ~ ID* U {v} I < ')'(G), which is not possible. Thus,
no such graph G and vertex v exist. 0
The following lemma is another result that we will use repeatedly.
3.2.16 Lemma: If G is a vertex-domination-critical graph, then, for every v E V(G), no vertex
in a minimum dominating set of G-v is adjacent to v in G.
Proof: If G is a vertex-domination-critical graph with a vertex v and a minimum dominating set
D of G-v satisfying NG(v) n D 7C 0, then D H G, whence ')'(G) :s ID I = ')'(G) - 1, which is
impossible. 0
3.2.17 Proposition: If G is anygraph and v is a G-critical vertex, then
')'(G-S) = ')'(G) - 1,
for any S ~ Ndv]' v E S.
Proof: Let G be any graph with a critical vertex v, and let D* be a minimum dorninatinz set ofc
G-v. Then, by Lemma 3.2.13, ID*I = ')'(G) - 1. Furthermore, N[v] n D* = 0 (by
62
Lemma 3.2.16). Thus, D* is a subset of V(G) - N[v] and hence of V(G) - S. So, since
D- >-+ G-v, we certainly have D- >-+ G-S. Hence, ')'CG-S) s ID-I ~ ')'CG) - 1. By Proposition
3.2.15, the desired result follows. 0
3.2.18 Theorem: Let W = {u., u2, ... , un} be a minimal set of vertices of a graph G such that
')'(G-W) < ')'CG). Then,
')'CG - W) = ')'(G) - 1
and
')'CG - Y) = ')'(G) ,
for any subset Y of W with cardinality n - 1.
Proof: Let G be a graph and let W = {u., u2 , ... , un} be a minimal set of vertices of G such that
')'CG-W) < ')'CG). Let Y be any (n - I)-subset of W; suppose, without loss of generality, that
Y = [u., u-, ... , un- l } . Since Y is a proper subset of W, we have, by the minimality of W, that
')'CG - Y) ~ ')'CG). By definition of W = Y U [u.}, we have
(i)
By Corollary 3.2.14, ')'((G-Y) - un) ~ ')'(G-Y) - 1, whence we obtain ')'(G-Y) - 1 ~
')'(G) - 1, i.e.,
)'(G - Y) ~ ')'(G).
Hence (by the reverse inequality established earlier),
')'(G - Y) = ')'(G),
and so
Combined with (i), this gives
')'(G-W) = )'CCG-Y) - un) = .')'CG) - 1,
as required. o
3.2.19 Remark: We note that if Y is a minimal set of vertices of a graph G such that





Fig. 3.2.5, where 3 ~ n ~ k and mEN, we have l'(G) ='m + 2, and S = [u., u1, ••• , u.} is
a minimal set whose removal decreases ')'(G) (')'(G -S) = m + 1). Then, S' = {Un} C 5 satisfies
')'(G -5') = m + 1 + n - 1 = m + n > m + 2 = ')' G).
It is also possible that a minimal set 5 of vertices of a graph G that satisfies ')'(G -5) > l'(G) may
properly contain a subset 5' of vertices such that ')'(G-5') < l'(G): The graph G shown in
Fig. 3.2.6 is obtained from theunionof~.m (with partite sets {VI' v2, ... , vn~ and {u., u2, ... , urn})
and K
I
•m+ 1 (with end-vertices WIJ w1, ... , wm+ l ) by the insertio~ of the edges u.w, (i = 1, 2,
... , m), m > 2, n ~ .2, and has [u., VI' u} as a minimum dominating set. Clearly, 5 = {VI' v2,
... , v
n
} is a minimal set for which ')'(G -5) = m + 1 > l'(G) = 3, while l'(G-{v h v2, '~ .. , vn}) =
2. < l'(G).
. '
Next, we prove a result which characterizes single vertices whose removal from a graph G
produces a graph with domination number greater than l'(G).
3.2.20 Theorem: A vertex v of a graph G is such jhat l'(G-v) > l'(G) if and only if
(i) v is not isolated and is in every minimum dominating set for G, and
(ii) there is no dominating set for G-N[v] having l'(G) vertices which also dominates N(v) .-
Proof: Let G be a graph. Suppose, first, that there exists v E V(G) such that l'(G-v) > ')'(G).
If v is isolated, then, for any dominating set D of G, v E D and D - {v} dominates G-v, i.e.,
l'(G -v) < )'(G), a contradiction. So, v is not isolated. If D is a minimum dominating set of G
that does not contain v, then, clearly, D is a dominating set of G-v and l'(G-v) ~ l'(G), again
a contradiction. 50, v belongs to every minimum dominating set of G, i.e., v satisfies condition
(i). If there exists 5 .~ V(G) - N[v] such that 5 )-+ V(G) - N[v], S has l'(G) vertices, and
5 )-+ N(v), then 5 )-+ G-v, whence l'(G-v) ~ 151 = l'(G), which, again, produces a contradiction.
50, v satisfies condition (ii), also.
Conversely, suppose that v is a vertex of G for which conditions (i) and (ii) hold. We shall prove
that l'(G -v) > l'(G). Suppose, to the contrary, that ')'(G-v) ~ l'(G). Let 5 be a dominating set
of G-v with 151 = l'(G). From (i), it follows that N(v) ;:! 0. Now, 5 clearly dominates N(v),
so, by condition (ii), 5 cannot be a subset of V(G) - N[v]. Hence, 5 must contain at least one
vertex from N(v), so that, in fact, S )-+ G. Thus, S is a minimum dominating set of G which does





3.2.21 Remark: The graphs G and H in Fig. 3.2.7 with m, n ~ 2 show that neither of the above
conditions is sufficient. Clearly, v is in every minimum dominating set for G, yet
'Y(G -v) = 'Y(G) = 2 (i.e., condition (i) is not sufficient). It is also easy to see that there is no
two-vertex dominating set for H-NH[v] which dominates NH(v); however, 'Y(H -v) = 'Y(H) = 3
(so condition (ii) is not sufficient). However, condition (i) is sufficient if G is a tree, as we shall
show in Theorem 3.2.23. We note first the following.
3.2.22 Proposition: If a vertex v is in every minimum dominating set of a tree T, then v is not
an end-vertex of T.
Proof: The result obviously holds for a trivial tree, so suppose that there exist a non-trivial tree
T and v E VCT) such that v belongs to every minimum dominating set of T but such that v is an
end-vertex of T; suppose that w is the neighbour of v in T. Let D be a minimum dominating set
of T. Since v E D, w does not belong to D (otherwise, D - {v} would be a smaller dominating
set of T). Now, v dominates the vertices v and w, and no others. Since w dominates v and w,
CD - v) U {w} is a minimum dominating set of T that does not contain v, which is a
contradiction. So, no such non-trivial tree T and vertex v exist, and the proposition follows. 0
3.2.23 Theorem: For any tree T of order at least 3, and any v E VCT), 'YCT-v) > 'YCT) if and
only if v is in every minimum dominating set of T.
Proof: Let T be any tree of order at least three. If v E VCT) such that "YCT-v) > "YCT), then, by
Theorem 3.2.20, v is in every minimum dominating set ofT. Conversely, suppose that v E VCT)
such that v is in every minimum dominating set of T. Suppose "YCT-v) < "YCT). Let D' be a
minimum dominating set for T-v. If N(v) n D -;r. 0, then D - T, which is impossible, since
ID I = 'YCT-v) < 'YCT). SO, D contains no neighbour ofv. Since T is connected and pCT) > 1,
N(v) -;e. 0. Then, for any w E Nrv), D U {w} is a dominating set for T that does not contain
v, where ID U {w} I =::; 'YCT). However, this contradicts the assumption that v belongs to every
minimum dominating set for T. So, 'YCT-v) ~ 'YCT).
Let N(v) = {VI' v2, ... , vm } and, for each i E {l, 2, ... , m}, let T, be the component of T-v
containing Vj. (Note that, since T is acyclic, i, jEt!, 2, ... , m} with i -;r. j implies T, -;r. T
j
. )
Suppose that 'Y(T -v) = 'Y(T), and suppose that there exists i E {l, 2, ,m} such that Vj belongs
to some minimum dominating set D, for T, For each j E {l, 2, , m}, j -;r. i, let Dj be a
minimum dominating set for Tj • Since "YCT -v) is the sum of the domination numbers of the
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components of T-v, we have that D = Uk = 1 D, is a minimum dominating set for T -v, with
ID I = 'Y(T-v) = 'YCT). Since D contains a neighbour (namely, v) of v, we see that D is a
dominating set for T that does not containv and which has cardinaIity 'YCT). However, this again
contradicts the fact that v belongs to every minimum dominating set for T. So, for each i E {I,
2, ... , m}, Vj is in no minimum dominating set of Tj •
Now, for each i E {l, 2, ... , m}, the graph
Ti' = T - UV(T)
jES
where S = {l, 2, ... , m} - {i}, consists of the component T', together with the vertex v joined
to Vi' Let i E {l, 2, ... , m}. Since v is an end-vertex of T[, -it follows from Proposition 3.2.22
that there exists a minimum dominating set D ~ for T~ such that v f D~. So, in order that v might
be dominated by D~ in T~, we must have Vi E D~. So, D~ is a dominating set for T, that is not
a minimum dominatingset (by the result established at the end of the previous paragraph). Thus,
'YCT) < ID; I = 'Y(TD· Hence, 'YCTD ~ 'Y(T) + 1, for each i E {l, 2, ... , m}.
Now, suppose that there exists a dominating set D of T and i E {I, 2, ... , m} such that
ID n V(T) I < 'Y(T). Then, since D n VeT) >-+Tj-v i , we have CD n VCT)) U {v} >-+T~, so
that
'Y(TD s ICD n VeT) U {v} I < 'Y(T) + 1,
which contradicts the result established in the previous paragraph. So, for any dominating set D
of T, ID n VeT) I ~ 'YCT), for each i E {l, 2, .. ., m}.
Finally, let D be a minimum dominating set for T. Then, v E D (by assumption). Since, for each
i E {l, 2, ... , m}, ID n VeT)I ~ 'YCT), we have
m m
yeT) = 1 + LID n V(T i ) I ~ 1 + Ly(Ti ) = 1 + yeT-v) = 1+ yeT),
i=l i=l
which is impossible. Hence, our assumption that 'YCT -v) = 'Y(T) is false, and we have
'YCT -v) > 'YCT), as desired. 0
We now investigate the situation for graphs in general.
Fig. 3.2.8
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3.2.24 Theorem: If a cut-vertex v of a graph G is in every minimum dominating set for G, then
')'(G-v) ;;:: ')'(G) (i.e., v is a non-critical vertex of G).
Proof: Suppose, to the contrary, that there exists a graph G with a cut-vertex v that belongs to
every minimum dominating set for G, but for which ')'(G-v) < ')'(G). Then, v is a critical vertex
of G. Let D be a minimum dominating set for G-v. By Lemma 3.2.16, N(v) n D = 0. Since
v is a cut-vertex of G, Le. keG -v) > keG), we have N(v) ;t 0. Clearly, for any w E N(v),
D U {w} is a dominating set for G that does not contain v, where, by Lemma 3.2.13,
ID U {w} I = ')'(G). This contradicts the fact that v belongs to every minimum dominating set
for G. So, ')'(G -v) ~ ')'(G). 0
3.2.25 Remark: That equality can hold in the above result is illustrated by the graph G shown in
Fig. 3.2.8. It can be easily verified that v belongs to every minimum dominating set of G, and
that ')'(G) = 3. However, ')'(G-v) = 2 + 1 = 3. We note that the statement that strict inequality
in Theorem 3.2.24 holds for all graphs G with a cut-vertex v, which is made in [BHNS 1], is false.
In the next theorem, we provide an extension of Theorem 3.2.23 by describing the properties of
those trees T for which ')'+(T) = 2 (for instance, the tree Ps).
3.2.26 Theorem: Let T be a tree. Then, -y +(T) = 2 if and only if there are vertices u and v in
T such that
(i) every minimum dominating set of T contains u or v,
(ii) v is in every minimum dominating set of T-u, and u is in every minimum dominating
set of T-v, and "
(iii) no vertex is in every minimum dominating set for T.
Proof: Let T be a tree. Suppose first that ,), +(T) = 2. (Then, p(T) ;;:: 3.) Then, there exist
distinct vertices u and v of T such that ')'(T-{u, vD >" ')'(T), and, for each w E V(T),
-y(T-w) ~ ')'(T). If there exists-a minimum dominating set D for T that contains neither u nor v,
then D is a dominating set for T-{u, v}, i.e., ')'(T-{u, vD =:; ')'(T), which contradicts our choice
of u and v. So, condition (i) is satisfied by u and v. Suppose that condition (ii) is not satisfied;
assume, without loss of general ity, that there existsa minimum dominating set D for T-u that does
not contain v. Then, D is a dominating set for (T-u) -v, whence ')'(T - {u, v}) =:; ID I =
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. ),Cf-u) ~ )'Cf), again a contradiction. So, condition (ii) holds. Finally, condition (iii) holds, by
Theorem 3.2.23 and the fact that )'+(G) = 2.
Conversely, let u and v be distinct vertices of T that satisfy conditions (i) to (iii). We observe first
that, by condition (iii) and Theorem 3.2.23, ),+Cf) ~ 2. So, pcf) ~ 4.
We show first that )'cf -v) = )'cf). Since ),+cf) ~ 2, )'cf -v) ~ )'cf). Suppose that
)'cf -v) < )'(f). By conditions (i) and (iii), there exists a minimum dominatings.et S for T which
contains v but not u. Let Vb v2 , ••• , Vm be the vertices adjacent to v, and, for each i E {l, 2, ... ,
m}, let T, be the component of T-v that contains Vi' Then, for S, = VCfJ n S, S = lJi=1 S, U
{v}, where Si is the smallest subset of V(TJ (not necessarily of VCfJ - {vJ) that dominates Tj-v,
(i E {l, 2, ... , m}). Then, certainly, )'CfJ ~ /Sd ~ ),(TJ - 1 for all i = 1,2, ... , m. We now
consider two cases.
Case·1: Suppose that at least one i E {l, 2; ... , m} satisfies )'(f) ~ ISd + 1. Then,
YCT-v) = '& y(Ti) ~ ( '& IS,I ) + 1 = IS I = y(1'),
which is contrary to our assumption that )'(T-v) < )'(T). So, this case does not occur.
Case 2: Suppose ),(fJ = ISd for all i E {l, ..., m}. Assume u E V(fl), let S~ = SI'
let i E {2, ... , m}. If S, - T, let S~ = Sj; if Sj ~ T, (i.e., if S,~ {vJ), then we let S~ be
any minimum dominating set of T, Clearly, UT =1 s; - Ui ~1 T, and, since )'(TJ = ISjl,
IUT~1 S;I = IS'- {v}l, so Ui~1 S; ~ {v} (otherwise, )'(T). ~ IUT=1 S;I = )'cf) - 1).
Since S~ - T, for each i E {l, 2, ... , m} and SI U {VI} - (V(T1) U {v}), while
u (}. SI C S, it follows that S: = SI U {VI} U S~ U ... U S~ is a dominating set of T
of cardinality IS I I = ISI = )'(f) which contains neither u nor y (notice that u ~ VI:
Suppose, to the contrary, that u = VI; then uv E E(G); if D is a minimum dominating set
of T-v, then. (by condition (ii)), u E D, and so D - T. Hence, )'(T) ~ )'(T-'~).
However, this contradicts our assumption that )'(T-v) < )'(T)). These properties of S'
provide a contradiction to condition (ii).
Thus, neither Case 1 nor Case 2 occurs, and our assumption that )'(T-v) < )'cf) is false. Hence,
)'(T-:v) = )'(T). Let u E V(Tj) for some j E {l, ..., m}. Now, by condition (ii), u is in ~ery
minimum dominating set o~ T-v, hence of Tj; so, Tj =i= P2' If Tj == Pl~ then T -u is a tree and (as
above) )'(T -u) = 'Y(T); since v is in every minimum dominating set of T-u (by condition (ii)) and
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p(T-u) ~ 3, it follows from Theorem 3.2.23, applied to T-u, that )'0'-{u, vD = )'(0'-u)-v) >
)'(T-u) = )'0'). Otherwise, p(Tj) ~ 3 and application of Theorem 3.2.23 to Tj yields
ID ID
y(T-{u,v}) = y((T-v)-u) = Ly(Ti ) + y(Tj-u) > Ly(Ti ) = YeT-v) = yeT).
i=l i=l
it 'j
Hence, ),+(T) ~ 2. Combined with the reverse inequality which we derived earlier, we have
),+(T) = 2, as required. D
3.2.27 Remark: For graphs in general, v, v", and )'- can be made as large as we wish. For
example, let G be the graph constructed by joining a vertex v to one vertex in each of m ~ 2
distinct copies G1, G2, ... , Gm of Km; let N(v) n V(G) = {vJ, for each i E {1, 2, ... , m}. Then,
S = {vh v2, ... , vm} is a dominating set for G, with no smaller set dominating G; so )'(G) = m.
Further, S satisfies )'(G-S) = m + 1 > )'(G); since the removal of no smaller set of vertices from
G produces a graph with domination number greater than )'(G), we have )'+(G) = ISi = m.
Finally, )'(G- V(G1» = m-I < )'(G), so )'-(G) = IV(G1) I = m. However, graphs with large
values for )' + and "1- have a large minimum degree o.
3.2.28 Proposition: For all graphs G,
Proof: Let G be a graph, and let v be avertex of minimum degree in G. If G == ~(G), then (by
3.2.1, 3.2.3) 'Y-(G) = 'Y+(G) = peG) = o(G) + 1. If G =1= ~(G), then N[v] ~ V(G). Then, if
'Y(G-N[v]) > 'Y(G), we have 'Y +(G) ~ 1 + o(G), and if 'Y(G-N[v]) < 'Y(G), we have ),·(G) ~
1 + o(G). In either case, we have
If, on the other hand, )'(G-N[v]) = 'Y(G), then
)'(G-N(v» = 'Y«({v}) U (G-N[v]» = 1 + 'Y(G-N[v]) > 'Y(G);
so, )' +(G) ~ o(G) and
certainly holds. D
Notice that the bound in the previous proposition is best possible, since, for the graph G described
in 3.2.27, 'Y+(G) = 'Y-(G) = m = o(G) + 1.
3.2.29 Proposition: If G is a graph with an end-vertex, then














Proof: let G be a graph with an end-vertex u; let v be the neighbour of u in G. If
,,(G -v) < ,,(G) (and, hence ,,-(G) = 1), then the proof is complete, since ,,+ (G) ~ 2 implies
,,-(G) s 2 is true, regardless of the value of -y +(G).
Suppose now that ,,(G -v) ~ ,,(G), and assume that )'+(G) ~ 2. Then, )'(G-v) = -y(G). Now,
)'(G-v) = )'((G-{u , vj) U ({u})) = 1 + -y(G-{u, vj) ,
so that
-y(G-{u, vD < )'(G-v) = )'(G).
Thus, )'-(G) ~ 2, as required. D
Note that, since every non-trivial tree has at least two end-vertices, -y+(T) ~ 2 implies )'-(T) ~ 2
for each non-trivial tree T.
3.2.30 Remark: The examples in Fig. 3.2.9 serve to show that the only restriction on -y + and )'-
for trees is given in the above proposition.
(1) For the graph T depicted in Fig. 3.2.9(a), with n ~ 2, m ~ 3,
["-21y (T) = y (P3n + 2 _4) + 2 = -3- + 2 = n + 2 .
Furthermore,
y(T-u) = (m-I) + 1 + y(P3n+2-2-1)
(since m > 2); so, )'+ (T)" = 1. Finally,
m + n > yeT)
since the removal of no smaller set of vertices from T producesa graph with domination number
less than -yeT), it follows that )'-(T) = m. So, this example shows that, if )'+(T) is very small,
i.e., ),+(T) = I, then ,,-(T) can be arbitrarily large.








y(T-{u1, ,.. , Urn}) = 1 + my(P3D-4) + ID = 1 + (n-l)m + ID = mn + 1 > yeT);
since the removal of no smaller set of vertices of T produces a graph with domination number
greater than ')'(T), we have ,),+(T) = m (~2). Further, if S' is a minimum dominating set for
T - {Vi; 1 =::; i =::; 3n - 1} and S = {v4, v7, ••• , v3n-2} U S', then
y(T-{v1• Y2}) = ISI = (m - 1)n + (n - 1) = m n - 1 < yeT).
The removal of no subset of T smaller than S results in a graph with domination number less than
')'(T), so ')'-(T) = 2. So, Fig. 3.2.9(b) illustrates the fact that ')'+ can be made arbitrarily large
(with ')'-remaining in the set {1, 2}, as allowed by Proposition 3.2.29).
(3) For the tree T depicted in Fig. 3.2.9(c), we have ')'(T) = ')'(P3J + 2 = k + 2. Since
')'(T-u) = k + 1, we have ')'-(T) = 1, and ,),+(T) = 1 since ')'(T-w) = ')'(P3k+l) + 2 = k + 3.
This shows that both ')'- and ')'~ can be very small.
We show now that every tree contains a vertex the removal of which creates a forest with
domination number equal to that of the original tree. First, we prove
3.2.31 Lemma: If T is a tree of order at least three such that every vertex of T is adjacent to at
most one end-vertex of T, then T contains a vertex of degree 2 which is adjacent to an end-vertex
ofT.
Proof: Let T be a tree of order p ~ 3 with the property that every vertex of T is adjacent to at
most one end-vertex of T. Let a and b be two end-vertices of T such that dT(a,b) is as great as
possible. Let P be the a-b path in T, and let w be the neighbour of a in T. We claim that
deg-w = 2. Suppose, to the contrary, that deg w > 2. Then, w must have a neighbour, z say,
that does not lie on P. By our assumption, z is not an end-vertex of T; however, there is an
end-vertex y of T that is joined to w by a (unique) path of length at least two which contains z.
Hence, dT(y,b) > dT(a,b). This is contrary to our choice of a and b. Thus, w is indeed a vertex
with the desired properties. 0
3.2.32 Theorem: For every non-trivial tree T, there exists a vertex v E VeT) such that
')'(T -v) = ')'(T).
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Proof: Let T be a non-trivial tree. If T == K2, then either vertex of T has the desired property,
so we may assume peT) ~ 3. Suppose that there exists a vertex v E VeT) which is adjacent to
two or more end-vertices of T; let Y be the set of neighbours of v that are end-vertices. Suppose
that there exists a minimum dominating set 5 for T that does not contain v. Then, we must have
Y ~ 5, where IY I ~ 2. However, then (5 - Y) U {v} is a dominating set of T with
1(5 - Y) U {v} I ::; 151 - 1 = 'Y(T) - 1, which is impossible. 50, v belongs to every minimum
dominating set for T, whence 'Y(T -y) = 'Y(f) for any y E Y.
50, suppose now that every vertex of T is adjacent to at most one end-vertex of T. Then, by
Lemma 3.2.31, T contains a vertex w of degree two which is adjacent to an end-vertex u of T.
Obviously, if v is a-n end-vertex of a graph G, then 'Y(G-v) ::; 'Y(G). Hence, since degT-uw = 1,
we have
'Y(T -u -w) ::; 'Y(T -u) ::; 'Y(f). (i)
Now, since, for any minimum dominating set 5 for T-u-w, the set 5 U {w} dominates T, we
have
'Y(T- u- w) + 1 = I5 U {w} I ~ 'Y (T).
Thus, 'Y(T -u -w) ~ 'Y(T) - 1, and, by (i), we have
'Y(T -u-w) E {'Y(T), 'Y(T) - 1}.
If 'Y(T -u -w) = 'Y(T) , then (by (i)) 'Y(T -u -w) = 'Y(T -u) = 'Y(T) , so that u is the vertex whose
existence we wish to prove. Suppose 'Y(f-u -w) = 'Y(f) - 1. Then, if 5 is a minimum
dominating set for T-u-w, we have that S· = S U {u} is a dominating set for
(T -w -u) U ({u}) = T-w, and (by the definition of 5), no smaller set dominates T-w . Hence,
'YCT -w) = 15 U {u] I = 'Y(T) , and wis the vertex we seek. 0
We shall show next that, for sufficiently large n, the quantity 'Y+ + 'Y- is a constant for paths Pn
(n E N) and cycles C, (n ~ 3). First note that
if n ~ 3.
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3.2.33 Theorem: For n ~ 7, ,),+(PJ + ,),-(PJ = 4, where
for n == °(mod 3), ,),+(PJ = 1 and ')'-(PJ = 3,
for n == 1 (mod3), ,),+(PJ = 3 and ')'-(PJ = 1,
for n == 2 (mod 3), ,),+(PJ = 2 and ')'-(PJ = 2.
Proof: Let n E N, with n ~ 7. Consider the path P,; Vi' V2, ••• , v.; We shall show that
')'+ (PJ + ')'-(PJ = 4 by proving this result separately for n == 0, 1, and 2 (mod 3).
Case 1: Suppose that n s °(mod 3). Clearly, V2 belongs to every minimum dominating
set (since D = {vh .V4, V7, ... , Vn-2, vn} is the smallest dominating set of Pnnot containing
V2, and I{Vi' V4, V7, ... , Vn-2, Vn} I = D/3 + 1 > ')'(PJ). Hence, by Theorem 3.2.23,
,),+(PJ = 1.
To see that ')'-(PJ = 3, first note that ')'(Pn-3) = ')'(PJ - 1, whence we obtain
')'-(Pn) s 3. Since ')'(Pn-i) = ')'(Pn-:U = ')'(PJ, the only way to lower the domination
number of P, by removing one or two vertices is to remove a vertex cutset S of Pn, with
ISi = 1 or 2. If P, -S has two components, A and B, containing a and b vertices,
respectively, then,
y (A) + y(B) = r~l + r~l ~ ! + ~ ~ .!. (n - 2) = y(P ) - ~
3 3333 n 3
and so ')'(A) + ')'(B) ~ ')'(PJ. SO, if ')'(Pn -S) < ')'(PJ for someS ~ V(pJ with ISi < 3, .
then P, -S must have three components, A, B, C, and ISi = 2. Let peA) = a, p(B) = b,
p(C) = c. Then,
yCA) + y(B) + yCC) = r~l + r!l + r.:.l ~ ! + ~ + .:. = 1. (n -2) = y(p ) - ~
3 3 33333 n 3
whence ')'(A) + ')'(B) + ')'(C) ~ ')'(PJ. Hence, ')'-(PJ ~ 3 must hold, and the proposition
follows in this case.
Case 2: Suppose that n == 1 (mod 3). Now,
11-1-
3




Y(P ) -2 = - - 2 = - + I - 2 = -n 3 3 3
and
i.e., "((Pn-6) = ,,((PJ - 2, and hence "((Po-{v2 ) v4, v6 } ) = 3 + ,,((PJ - 2 > "((PJ, we
conclude that ,,(+(PJ ~ 3. Now note that no vertex of P, is in every minimum dominating
set for Pn, which implies, by Theorem 3.2.23, that ,,+(PJ ~ 2, and that condition (iii) of
Theorem 3.2.26 is satisfied. However, no pair of vertices of P, satisfy conditions (i) and
(ii) of Theorem 3.2.26: the only pairs of vertices satisfying condition (i) are {VI' v2} and
{Vn-l' vn}' However,neither pair satisfies condition (ii). Hence, by Theorem 3.2.26,
,,(+(Pn) = 3, and the proposition follows in this case, also.
Case 3: Suppose that n == 2 (mod 3). It is easily verified that V2 and Vn-l satisfy
conditions (i) and (ii) of Theorem 3.2.26 and that no vertex belongs to every minimum
dominating set for Pn; thus, "(+(Pn) = 2. Now, by Proposition 3.2.29, "(-(Pn) ~ 2. We
show now that "(-(Pn) ~ 1. Since "((Pn-l) = "((Po), the only way to lower the domination
number of Pn by the removal of a single vertex is to disconnect Pn. Suppose there exists
v E V(Pn) such that Pn-v has two components, A and B, containing a and b vertices,
respectively, then
yeA) + y(Bj = r~l + r~l ~ ~ + ~ ~ .!. (n-I) =~ - ~ = y(P ) - ~
3 3 3 3 3 3 3 0 3'
and so "((A) + "((B) ~ "((Pn)' Hence, ,,(-(PJ = 2 and ,,(+(Pn) + "(-(Pn) = 4, as
desired. 0
for n == 0 (mod 3), "(+(CJ = 3 = ,,-(Cn),
for n == 1 (mod 3), "(+(CJ = 5 and "(-(Cn) = 1,
for n == 2 (mod 3), "(+(Co) = 4 and "(-(Cn) = 2.
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Proof: Let n E N such that n 2 8, and suppose that Cn:VO' Vb ... , Vn=VO• We consider three
cases.
Case 1: Suppose that n == 0 (mod 3). Since C, is regular of degree 2, m(Cj s 2, so
that, by Proposition 3.2.6, A((Cj ~ 3. Since
Y(P ) = r~ -.!.l = r~ -~l = y(P 2) = y(C ),n-1 3 3 3 3 n- n
it follows that, if there exists a set S C V(Cj such that "((Cn -S) < )'(Cj and ISi = 2,
then C,-S is disconnected with components (say) A and B, containing a and b vertices,
respectively. Then,
so that "((A) + "((B) 2 "((Cn)' Hence, "(-(Cj = 3.




- ~l = 2 + n-3 = ~ + 1 = y(C n) + 1,n-S 1 n-S 3 3 3 3
we have )'+(Cn) ~ 3. Now, note that "((Pn-I) = fV3(n - 1)1 = fn/31 = "((Cj. So, at
least two vertices must be removed from C, to produce a graph with domination number
greater than )'(Cn); so, "( +(Cn) 2 2. Since )'(Pn-2) = "((Cn) (see above), if )'(Cn-S) >
"((Cn) for some S C V(G) with ISi = 2, then C,-S must be disconnected, with two path-
compoments, A and B, say, containing a and b vertices, respectively. Clearly, n - 2 == 1
(mod 3).
Subcase 1.1: Suppose a == 1 (mod 3) and b == 0 (mod 3). Then,
y(A) + y(B) = r~1+ r~1= ra~ 1 + 11 + ~ = a +: -1 + 1
a+b+2 =!!. = y(C)
3 3 n
Suhcase 1.2: Suppose a == b == 2 (mod 3). Then,
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Case 2: Suppose that n == 1 (mod 3). (Then, n> 10.) Note that C, -{Vo, V2,
. rn - 91 n-7 n+2 3 (C) 3y(P ) = - = - = - - = y -
n-9 3 3 3 n
and thus
y (P ) = ~ = r~1- 1 = y (Cn ) - 1,n-l 3 3
Since )'(Pn-2) = Vs (n - 1) = )'(Cn) - 1, it follows that removing two adjacent vertices of
C, does not produce a graph with domination number greater than )'(Cj. So, if
)'(Cn"-S) > )'(Cj for S C V(Cj with ISi = 2, then c,-S must be disconnected.
Suppose C, -S has two components A and B with peA) = a, p(B) = b. Clearly, n - 2 ==
2 (mod 3). However:
Suhcase 2.1: Suppose a == b == 1 (mod 3). Then,
II +b + 4 _ n +2 - (C)
-3- - -3- - Y n'
Suhcase 2.2: Suppose a == 0 (mod 3), b == 2 (mod 3). Then,
yeA) + y(B) = f~l + f11 = ~ + rb;I1
Q + b +1 _ n - 1 - (C) 1
-3- - -3 - Y 11 - •
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Hence, it follows that -y +(Cn) ~ 3.
Since
r
n - 1 21 n - 1 (C) 1y(P ) = - - - = - = y -,n-3 3 3 3 n
it follows that, in order for the -y(Cn-S) to exceed -y(Cj: where S £; V(G) and IS i = 3,
C,-S must, as before, be disconnected. We suppose first that C, -S has two components
A and B, with 13(A) = a, p(B) = b. Then, n - 3 == 1 (mod 3).
SlIhcase 2.3: Suppose a == 1 (mod 3) and b == 0 (mod 3). Then,
r
a +2 11 b a .. b ... 2 n-l (C) 1yeA) + y( B) = - - - + - =-- = -.- = y - .
3 3 3 3 3 n
Suhcase 2.4: Suppose a == b == 2 (mod 3). Then,
a-2 b-2 a+b+2
yeA) + y(B) = - + 1 + - + 1 = = y CC ) - 1.
3 3 3 n
So, suppose now that ISI = 3 and C,-S has three components Aj , 1 s i ::; 3, containing
a, vertices, respectively. Suppose that "1;1 =1 -y(A j) ~ -y(Cn) + 1. Let i E {1, 2, 3}. If a,
is .of the form 3m, then -y(A) = V3 a.; if a, is of the form 3m+ 1 or 3m+2, then
-y(A) = V3(a j + 2) or -y(A) = V3(a j + 1). In any case, a, ~ 3-y(A) - 2. So,
"1;1 = 1 a, ~ 3 1;1=1 -y(AJ - 6 ;;::: 3 (-y(Cj + 1) - 6 = 3 -y(Cj - 3.
However,
which is a contradiction. So, -y+(Cj ~ 4.
Since -y(Pn-4) = V3 (n-4) = -y(Cn) - 2, it follows that, if -y(Cn-S) > -y(Cn) for S C V(G)
with IS I = 4, then C,-S must be disconnected. Suppose that en-S has two components
A and B with peA) = a, p(B) = b, respectively. Clearly, n - 4 == 0 (mod 3).
SlIhcase 2.5: Suppose a == b == 0 (mod 3). Then,
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a ..b n-4 (C) 2yeA) + y(B) = -3 = -3 = Y n - .
Suhcase 2.6: Supposea == 1 (mod 3) and b == 2 (mod 3), or a == 2 (mod 3) and
b == 1 (mod 3). Then,
a ..b .. 3 n - 1 (C) 1y(A) + yCB) = -3- = -3 = Y n ' - .
Suppose then that C, -S has three components Ai' 1 ~ i ~ 3, containing 'lj vertices,
respectively. Suppose that Ef=l )'(Ai ) ~ )'(Cn) + 1. As above, Ef=l a, ~ 3 )'(Cj - 3,
which contradicts
Suppose now that C, -S has four components Ai, 1 ~ i ~ 4, containing 'lj vertices,
respectively. Suppose that Ei= ) )'(A) ~ )'(Cn) + 1. As above,
However, Ei= I a, = n - 4 = (3 )'(Cn) - 2) - 4 = 3 )'(Cn) - 6, which produces a
contradiction. Thus, )'+(Cj > 4. Hence, by the inequality )'+(Cn) ~ 5, we have
)'+{Cn) = 5, as desired.
Case 3: Suppose that n == 2 (mod 3). Since )'(Pn- l ) = V3 (n+1) = )'(Cn), we have
)'-(Cn) ~ 2, and )' +(Cn) ~ 2. Since Cn-{VO' v4} == P3 U Pn-5 and
we have )'-(Cn) ~ 2. So, )'-(Cj = 2. We now show that )'+(G) = 4. As C, -{Vo, V2 ,
V4, V6 } == 3K) U Pn - 7 and
3 (P) 3
r
n - 7 1 3 n-S nd+ y 7 = + - = + - = - + 1 = y (C ) + 1
n- 3 3 3 n'
Since )'(Pn-2) = )'(Cn) - 1, it follows that we cannot produce from C, a graph with
domination number greater than )'(Cn) by the removal of two adjacent vertices. So, if the
domination number of )'(Cn-S) > )'(Cn) for some S £ V(G) with ISI = 2, then Cn-S
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must be disconnected. Suppose that C,-S has two components A and B, with p(A) = a,
p(B) = b. Clearly, n - 2 == 0 (mod 3).
Subcase 3.1: Suppose a == b == 0 (mod 3). Then,
) I+b 0-2 (C) 1yeA) + y(B = -3 = -3- = Y 0 - •
Subcase 3.2: Suppose a == 1 (mod 3) and b == 2 (mod 3), or a == 2 (mod 3) and
b == 1 (mod 3). Then,
B) a +b+3 n v I CC )y(A)+y( = -3- = -3- = Y o'
Hence, it follows that ,, +(Cn) ~ 3. Since ,,(Pn-3) = V3 (n - 2) = ,,(CJ - 1, it follows
that, if ,,(C
n
-S) > ,,(Cj for some S C V(G) with ISi = 3, then Cn -S must be
disconnected. Suppose C,-S has two components A and B with p(A) = a, p(B) = b.
Then, n - 3 == 2 (mod 3).
Subcase 3.3: Suppose a == b == 1 (mod 3). Then,
I - 1 b - 1 2 n +1 (C )yeA) + y(B) = -3 + -3- + = -3- = Y n'
Subcase 3.4: Suppose a == 0 (mod 3), b == 2 (mod 3). Then,
a b-2 1 n-2 (C) 1
YeA ) + y(B) = - + - + = - = y -.3 3 3 n
Suppose now that C, -S has three components Ai, 1 s i ~ 3, containing a, vertices,
respectively. If Ef=l ,,(A) ~ "((Cj + 1, then, as above, Ef=l ai > 3 "((Cn) - 3, which
is contrary to
Ef=l a, = n - 3 = (3 ,,(Cj - 1) - 3 = 3 ,,(CJ - 4.
o
3.2.35 Remark: It is obvious that, in general, the removal of a single vertex from a graph G can
result in a graph with domination number much greater than that of ,,(G). The next theorem,
however, shows that this is not the case for the edge-domination-critical graphs of Chapter 2.
3.2.36 Theorem: If G is a non-trivial k-edge-critical graph (k E N), then, for every vertex
v E V(G), "((G-v) E {k - 1, k}.
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Proof: Let G be a non-trivial k-edge-critical graph, and let v E V(G). That r(G-v) ;;;:= k - 1
follows from Corollary 3.2.14. We show now that r(G -v) =::; k. If k = 1, then G is complete
(by Proposition 2.2.1), so that, trivially, r(G-v) = k for each v E V(G). So, we assume
henceforth that k ;;;:= 2. Let v E V(G), A = N(v), and B = V(G) - N[v]. We consider two
cases.
Case 1: Suppose that (A) is not complete. Then, there exist a, b E A with ab (/:. E(G),
and we may assume, without loss of generality, that there exists a set S C V(G) with
ISi = k - 2 such that S U {a} >-+ G-b. Since no element of S is adjacent to b, v (/:. S.
Thus, S U {a, b} >-+ G-v, whence r(G -v) =::; k.
Case 2: Suppose that (A) is complete, and let wEB. Then, since vw (/:. E(G), there
exists a set S C V(G) - {v, w} with IS I = k - 2 such that S U {v} >-+ G -w or
S U {w} >-+ G-v. _If S U {w} >-+ G-v, then r(G-v) =::; k - 1. On the other hand, if
S U {v} >-+ G-w, then S >-+ B - {w}, so that, for any a E A, we have S U {a, w} >-+ G-v
(since (A) is complete), whence r(G -v) s k. 0
3.2.37 Remark: The 3-edge-critical graph G = C4 U K1 (see Proposition 2.2.26) is an example
that illustrates the fact that it may not always be possible to find a vertex v of a k-edge-critical
graph H such that r(H -v) = k: For each v E V(G), r(G-v) = 2. However, we do have the
following result.
3.2.38 Proposition: For every vertex v of a k-edge-critical graph G with k ~ 2, at least one
vertex in N6[v] is G-critical.
Proof: Let G be a k-edge-critical graph with k ~ 2, and let v be a vertex of G of degree at most
p(G) - 2. Let uv E E(G). By the edge-dornination-criticalityof G, there is a set S C V(G) such
that S >-+ G+ uv and ISi = r(G) - 1. Now, IS n {u, v} I = 1 since, otherwise, S >-+ G and
r(G) =::; ISi < r(G), which is impossible. If u E S, then S >-+ (G+uv) -v = G-v so that
r(G -v) s IS I < r(G), and u is the vertex we seek; otherwise, v is a critical vertex of G. 0
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3.3 INTRODUCTION TO VERTEX-DOMINATION-CRITICAL
GRAPHS
We begin with the following definition.
3.3.1 Definition [BCD 1]: A graph G is called vertex-domination-critical if the domination number
of the graph produced by the removal of any single vertex of G is less than )'(G), i.e., if every
vertex of G is G-critical. For k ~ 2,a graph G is said to be k-vertex-critical if )'(G) = k and (by
Lemma 3.2.13) )'(G-v) = k - 1 for every v E V(G). (JIe define k-vertex-criticality for k ~ 2
only, since, obviously, if H is a graph with )'(H) = 1, then H has no proper (vertex-)induced
subgraphs with domination number less than )'(H)')
3.3.2 Examples: Illustrative examples of families of vertex-domination-critical graphs are
considered next.
-
3.3.2.1 Example: For p ~ 2, G = K, is vertex-domination-critical since )'(G) = p while
)'(G-v) = p - 1 for any vertex v E V(G).
3.3.2.2 Example: For n E N, the graph G == C3n+1 is vertex-domination-critical since
)'(G) = rV3(3n + 1)1 = n + 1, and, for any v E V(G), G-v == P.3n, where )'(P3J = n.
However, neither C3n+2 nor C3n is vertex-domination-critical since )'(C3n+~ = n + 1 = )'(P3n+l)
and )'(C3J = n = )'(P3n-I).
3.3.2.3 Example: A graph G is 2-vertex-critical if and only if G == Km -F, where n E Nand F
..
is the edge set of a 1-factor of G.
Proof: Let G be a 2-vertex-critical graph of order p. Let v E V(G). Since )'(G-v) = 1, there
exists a vertex u, say, in G-v that has degree p - 2 in G-v. Clearly, u must have degree p - 2
in G also, since, otherwise, )'(G) = 1. So , v is the unique vertex distinct from u that is non-
adjacent to u in G. Similarly, in the graph G-u, there is a vertex, w, say, with
degG_uw = degjw = p - 2. So, u is the unique vertex distinct from w that is non-adjacent to
w in G. So, w = v, and V(G) can be partitioned into pairs {u, v} where
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N(u) = N(v) = V(G) - {u, v}, i.e., G == K2n-F, where n is some positive integer and F is the
edge set of a 1-factor of G.
Conversely, let G == K2n-F for some n E Nand F the edge set of some I-factor of G. Since G
is (p - 2)-regular, "((G) > 1. If x E V(G) and x' is the unique vertex of G satisfying
xx' r£ E(G), then {x, x'} ~ G, so that "((G) ~ 2; hence, "((G) = 2. Since {x'} ~ G-x (where
x was chosen arbitrarily), it follows that G is 2-vertex-critical. 0
3.3.2.4 Corollary: Every 2-vertex-critical graph is 2-edge-critical.
Proof: Let G be a 2-vertex-critical graph; then (by Example 3.3.2.3), G is isomorphic to the graph
obtained from a complete graph of even order by the removal of a perfect matching. Thus, if
-
uv E E(G), thendegG +uyu = degG+uYv = peG) - 1, and, consequently, "((G+uv) = 1, whence the
edge-domination-criticality of G follows. o
3.3.2.5 Example: For integers m, n ~ 2, where m is even, the circulant graph [CI +cn_I )(m +I)]'hm
is n-vertex-critical, as we see below.
3.3.2.6.1 Proposition: For integers m, n ~ 2, define the graph Gm.n as follows:
V(Gm.J = {VD, VI' ... , vCn-I)(m +l)} and E(Gm.J = {vjVj ; 1 ~ i - j (mod [en - 1)(m + 1) + 1]) s
m/2} . Then, if m is even, Gm.n is n-vertex-critical. (See Fig. 3.3.1 for G6•3 . )
Proof: Let m, n ~ 2 be.integers with m even. Let Gm.n be as described above. Clearly, Gm.n is
m-regular. Hence, since every vertex in Gm.n dominates exactly m + 1 vertices,
y(G ) ~ fP(GIll ' Il )l = f(n-l)(m+l)+11 = (n - 1) + 1 = n.
ID.n m+l ID + 1
Let
where the subscripts are taken modulo (n - 1)(m + 1) + 1, for i E {a, 1, 2, ... ,
(n - 1)(m + I)}. Then, D, ~ Gm.n and IDd = n; hence, D, is a minimum dominating set of Gm.n










where i + (n - 2)(m + 1) + 1f2 m + 1 = j, i.e.,
i =j -n(m+l) + ~m + 1,
2
whence l'(Gm•n-vj ) ~ n - 1. By Corollary 3.2.14, l'(Gm•n-vj ) ~ n - 1, and so
l'(Gm•n -v) = n - 1. Thus, Gm.n is indeed n-vertex-critical. 0
3.3.2.6.2 Remark: We observe that, while l'(Gm•n) = n if m is odd, we have l'(Gm•n-v) = n for
any v E V(Gm.J .for such an m.
3.3.2.6.3 Remark: For n E N, CJn+1 == G2•n+ l , and a 2-vertex-critical graph H of order 2n
satisfies H == G2n- 2•2•
3.3.2.7 Proposition: The graph G in Fig. 3.3.2, obtained by joining two diametrical vertices in
a graph isomorphic to C7, is 3-vertex-critical.
Proof: Let G be the graph in Fig. 3.3.2. By inspection, it may be seen that no 2-subset of V(G)
dominates G; so )'(G) ~ 3. However, {a, d, f} ~ G, whence l'(G) = 3. Now, let v E V(G) .
If v = h, then {a, c} ~ G-v. If v = f, then G-v == P6, and so l'(G-v) = 2. If v = g, then
{b, h} ~ G-v. If v = a, then {c, f} ~ G-v. By symmetry,)'(G-v) = 2 for each v E {b, c, d}.
So, l'(G -v) = 2 for each v E V(G), and G is indeed 3-vertex-critical. 0
3.3.2 .8.1 Proposition: The graph of Fig. 3.3.3, obtained by connecting vertices rand s by three
internally disjoint paths, of lengths 3m + 1, 3, and 3n + 1, respectively (m, n E N), is vertex-
domination-critical.
Proof: Let G be the graph in Fig. 3.3.3, and let UI = {Vb v2, ... , v3m}, U2 = {r, s, .f 2, S2},
and UJ = [u., u2 , ... , uJn}. We show first that l'(G) = m + n + 2. Let D be a mirumum
dominating set of G. We consider four cases.
Case I: Suppose that r, sED. Now, {r, s} ~ A = [r., Si; 1 ~ i ~ 3} U {r, s}, so
D - {r, s} must dominate G-A. Since G-A == PJm-2 U PJn-2, it follows, by the
minimality ofD, that ID -h, sl] = y(P3m-2 U P311-2) = r3m3- 21+ r3113- 21= m + n,
whence ID I = m + n + 2.
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Case 2: Suppose rED, s f£ D. Then, as D - {r} )-+ S2' there exists t E {r2, s::J such
that t E D. So, D' = (D - {t}) U {s} is a minimum dominating set of G for which r,
sED', and, as inCase 1,1'(G) = ID'I = m + n + 2.
Case 3: Suppose r f£ D, sED. This case is similar to Case 2, and we obtain
ID I = m + n + 2 as above.
Case 4: Suppose r, s f£ D. Assume, without loss of generality, that r2 E D; then
D - {r2} )-+ G-{r, r2 , sJ == P3m+3n+l and so ID - {r2} I ~ m + n + 1. However, by the
minimality of D, D - {rJ is a minimum dominating set of G-{r, r2, S2}, and so
l'(G) = IDI = 1 + 1'(P3m+3n +t) = m + n + 2.
Next, we show that l'(G -v) = m + n + 1 for any vertex v of G. Let v E V(G); then (by
Corollary 3.2.14), l'(G -v) ~ m + n + 1. We consider five cases.
Case 5: Suppose thatv = r. If L is a minimum dominating set of G-CU2 U V 3) (== P3J ,
and R is a minimum dominating set OfG-CUl U V~ (== P3n), then L U R U {s.] )-+ G-r,
whence l'(G -v) = IL I + IRI + 1 = m + n + 1.
Case 6: Suppose that v = s. This case is similar to Case 5, and l'(G-v) = m + n + 1.
Case 7: Suppose v = r2. Then, G-v is a (3m + 3n + 2)-cycIe with a pendant edge
incident with 5. Thus, if D is a minimum dominating set of G-{rz, 52} that contains 5, we
have D )-+ G-v and ID I = m + n + 1.
Case 8: Suppose v =~. This case is similar to Case 7.
Case 9: Suppose v f£ {r, s, ~,rJ. Without loss of generality, suppose v E Vt.
Subcase 9.1: Suppose (U1 - {v}) is connected; then, v = r1 or v = SI - say
v = SI' Clearly, then, H = ((Ut U {r}) - {SI}) == P3m. If D1 is a minimum
dominating set of Hand D2 is a minimum dominating set of (V3) == P3n, then
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DI U D2- VI U V 3 U {r} so that D* = DI U D2 U {S2} - G-v, with
ID*\ = m + n + 1.
Subcase 9.2: Suppose (VI - {v}) is disconnected. Let H = ((VI U {r}) - {v});
then H == FI U F2 with F1 == Pa' F2 == Pb' a + b = 3m, r E V(F1) .
Subcase 9.2.1: Suppose a == 0 (mod 3). If DI is a minimum dominating
set of (V3) , D2 is a minimum dominating set of FI, where F1 == P3k for
some kEN, and D3 is a minimum dominating set of F2 (== P3(m- k») , then
D1 U D2 U D3 - VI U V3 U {r}, so that D* = D1 U D2 U D3 U
{S2} - G-v with
ID *1 = r:n1+ r33k1+ r3(~- k)1+ 1 = m + n + 1.
Subcase 9.2.2: Suppose a == 2 (mod 3). If D1 is a minimum dominating
set of (V3 - {r3, S3}) == P3n-2, D2 is a minimum dominating set of
(V(FI) - {r, rl } ) == P3b where 3k = a - 2 for some kEN, and D3 is a
minimum dominating set of (V(F2) - {SI}) == P3(m- I - k) , then
D1 U D2 U D3 - G-(N[r] U N[s]). Thus, D* = DI U D2 U D3 U
{r, s} - G-v, where 'D*' = n + k + m-I - k + 2 = n + m + 1.
Subcase 9.2.3: Suppose a == 1 (mod 3). Let DI be a minimum
dominating set of (V3) (== P3J, D2 a minimum dominating set of
(V(FI) - {r}) == P3b where 3k = a-I, and D3 a minimum dominating
set of(V(F~ U {s}) (==P3(m-k») ' Then, DI U D2 U D3 - G-N[r~. So,
..
D* = D1 U D2 U D3 U {r.] - G-v, where
So, G is indeed vertex-domination-critical. o
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3.3.2.8.2 Remark: The examples of vertex-domination-critical graphs given in Examples 3.3.2.2 ,
3.3.2.3 (for n ~ 2),3.3.2.5, and 3.3.2.7 are hamiltonian. That a vertex-domination-critical graph
need not be hamiltonian is illustrated by Example 3.3.2.1 and the above proposition.
3.3.2.9.1 Remark: The family of graphs that we describe in the next proposition is one that we
encountered in Chapter 2; in 2.1.8, we indicated that the graphs belonging to this family are edge-
domination-critical. By Proposition 3.3.2.9.2, we know that these graphs are also vertex-
domination-critical.
3.3.2.9.2 Proposition: For an integer n ~ 3, define the graph Qn as follows: V(QJ = {u. , v., Wj ;
where the subscript arithmetic is interpreted modulo n. Then, Qn is n-vertex-critical.
Proof: Let n be an integer with n ~ 3, and let the graph Qn be defined as above. By Proposition
2.1.8, 'Y(Qn) = n. Let y E V(QJ; then there existsj E {a, 1, ... , n - 1} such that y = uj, Vj,
or wj . We consider each case separately.
Case 1: Suppose y = uj . Since N(wJ = [u., Vi' Vi + 1}, we have that {wo, w., ... , wj _l ,
Wj+l, ... , Wn-I} ~Qn-Uj , and "Y(Qn-Uj) = n - 1.
Case 2: Suppose y = Vj' Observe that N(vJ = {u., Ui+b w..; w}, and so {vo, VI' ... ,
Vj-I' vj + b ... , Vn-I} ~ Qn-Vj, and 'Y(Qn-Vj) = n - 1.
.
Case 3: Suppose y = wj • Since N(uJ = {Ui-I, Ui+l, Vi-I, Vi, w}, it follows that {u., Ut,
Cases 1, 2, and 3 thus show that "Y(Qn -y) = n - 1 for each Y. E V(Qn), and the desired result
follows. 0
3.3.2.9.3 Remark: Observe that, for n ~ 4 and any i E {a, 1, ... , n - I}, Qn-I can be formed
from Qn by deleting the vertices u., Vi, w, and adding edges Wi-IVi+l, Vi_IUj+I' and Uj-IUi + b where
the subscripts are taken modulo n.
3.3.3 Remark: The concepts of edge- and vertex-domination-criticaIity are independent. As we
mentioned in Remark 3.3.2 .9.1, the family Qn of graphs (defined in 3.3.2.9.2) are both edge- and
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vertex-domination-critical, as is the cycle C4 (by Theorem 2.2.2 and Example 3.3.2.2), while the
cycleC7 isvertex-domination-critical (again, seeExample 3.3.2.2), but notedge-domination-critical
(since )'(G+e) = 3 = )'(G) for any edge e E E(C7) that joins two diametrical vertices in C7) . On
the other hand, any graph G that is obtained from a complete graph of order at least four by the
subdivision of one edge is 2-edge-critical but not 2-vertex-critical ()'(G-v) = 2 for any vertex v
of G not incident with the subdivided edge). However, any vertex-domination-critical graph can
be extended to a graph that is both vertex- and edge-domination-critical, as the next theorem
shows.
3.3.4 Theorem: For every k-vertex-critical graph G (k ~ 2), there exists a graph H such that
(1) G is a spanning subgraph of H, and
(2) H is k-vertex-critical and k-edge-critical.
Proof: Let G be a vertex-domination-critical graph with )'(G) ~ 2. There exists a finite sequence
(G=)Go, G1, ... , Gn of graphs where, for each i E {l, ..., n}, G, = Gj - 1 + u.v, where u.v, is an
element of E(Gi - 1) with )'(G) = )'(Gj - 1) = k, and where )'(Gn +e) -: )'(GJ for each e E E(GJ.
Then, H = Gn is a k-edge-critical graph and has G as a spanning subgraph. So, for any v E
V(H) = V(G), a subset D of V(G) of cardinaIity k - 1 that dominates G-v by the vertex-
domination-criticality of G also dominates H-v, whence )'(H -v) = )'(H) - 1 for each v E V(H).
So, (1) and (2) hold, and the theorem follows. 0
3.4 BASIC PROPERTIES OF VERTEX-DOMINATION-CRITICAL
GRAPHS
3.4.1 Proposition: If G is a vertex-domination-critical graph, then, for every vertex v E V(G),
there exists a minimum dominating set D of G such that
(1) v E D, and
(2) D n N(v) = 0.
Proof: Let G be a vertex-domination-critical graph, and let v E V(G) . Then, for any minimum
dominating D* of G-v, D = D* U {v} ~ G with ID I = )'(G), v E D, and, by Lemma 3.2.16,
D n N(v) = 0. 0
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3.4.2 Proposition: Let G be any vertex-domination-critical graph, and u, v any two distinct
vertices of G. If 0 1 is any minimum dominating set of G-u and O2 is any minimum dominating
set of G-v, then 0 1 ~ O2 ,
Proof: Suppose, to the contrary, that there exists a vertex-domination-critical graph G with distinct
vertices u and v such that G contains a minimum dominating set D1 of G-u and a minimum
dominating set D2 of G-v satisfying 0 1 = O2, Since u r£ D 1 = D2, some vertex w E O2 must
be adjacent to u (in G-v). But, D 1 = D2; so, w E 0 1, which implies Na(u) n D1 ~ 0. This
contradicts Lemma 3.2.16. Thus, no such vertex-domination-critical graph exists. 0
-.
3.4.3 Corollary: If G is a vertex-domination-critical graph and u, v are distinctvertices of G, then
Naru] ~ Narv].
Proof: Let G be a vertex-domination-critical graph. Let u, v E V(G) with u ~ v, and let D* be
a minimum dominating set of G-v. Clearly, in G-v, u is dominated by some w E D*, so
w E Naru]. By Lemma 3.2.16, w is not adjacent to v; so, w r£ Narv]. Hence,
Naru] s: Narv]. 0
3.4.4 Proposition: If G is a vertex-domination-critical graph and Na(u) S; Na(v) for somevertices
u and v of G, then uv r£ E(G) and u belongs to every minimum dominating set of G-v.
Proof: Let G be a vertex-domination-critical graph, and suppose that Na(u) S; Na(v) for some
distinct u, v E V(G) . Then, u and v must be non-adjacent in G; otherwise, v E Na(u), whence
v E Na(v) , which is impossible. Let D* be a minimum dominating set of G-v. In G-v, u is
dominated by some vertex w E 0*. If w ~ u, then w E Na(u). However, Na(u) S; NaCv); so
w E Na(v), which contradicts Lemma 3.2.16. So, w = u, and u E D*. Since D* is an arbitrary
minimum dominating set of G-v, it follows that u belongs to eyery minimum dominating set of
G-v. D
3.4.5 Theorem: If G is any graph with a critical vertex v and a non-critical vertex w, then
)'(G -S -w) ~ )'(G -S)
for any S S; Narv], v E S.
88
Proof: Let G be any graph with a critical vertex v and a non-critical vertex w, and let
S ~ Ndv]' v E S. If w E S, the result holds trivially, so suppose that w f!:. S, and assume, to
the contrary, that )'(G-S-w) < )'(G-S). Then, by Lemma 3.2.13 and Proposition 3.2.17, we
obtain
)'(G-S-w) = )'(G-S) - 1 = [)'(G) - 1] - 1 = )'(G) - 2.
If w rt. Na(v), then Na-w(v) = Na(v) and S ~ Na-w(v). If w E Na(v), then Na-w(v) =
Na(v) - [w}; however, w rt. S, so we have S ~ Na-w(v) in this case, too. Thus, we can apply
Proposition 3.2.15 to the graph G-w, and obtain
)'(G -w -S) ~ )'(G -w) - 1.
Thus,
)'(G-w) ~ )'(G-w -S) + 1 = )'(G) - 2 + 1 = )'(G) - 1 < )'(G).
This contradicts our assumption that w is a non-critical vertex of G. o
3.4.6 Corollary: If G is any graph with s < p(G) non-critical vertices and v is G-critical, then
G-v has at least s non-critical vertices.
Proof: The result follows from Theorem 3.4.5 if we observe that setting S = {v} shows that every
non-critical vertex of G is also a non-critical vertex of G-v. o
.
3.4.7 Theorem: If G is a vertex-domination-critical graph, then each non-isolated vertex of G is
contained in at least two cliques of G.
Proof: Suppose, to the contrary, that there exists a vertex-domination-critical graph G with a
vertex u such that deg.u ~ 1 and u belongs to exactly one clique, H say. Since deg.u ~ 1,
p(H) ~ 2; let v E V(H) - {u}. Now, if u is adjacent to a vertex x rt. V(H), then u belongs to
the complete subgraph ({ux}), where ux rt. E(H). This implies that u belongs to at least two
cliques of G, namely H and some clique that contains the edge ux, which is contrary to
assumption. So, Ndu] = V(H). Since V(H) ~ Ndv]' it follows that Ndu] ~ Ndv]. This
contradicts Corollary 3.4.3. Thus, no such vertex-domination-critical graph exists. 0
3.4.8 Corollary: No vertex-domination-critical graph has an end-vertex.
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Another result concerning complete subgraphs is the following.
3.4.9 Lemma: If a graph G has a non-isolated vertex v such that (NG(v)) is complete, then G is
not vertex-domination-critical.
Proof: Suppose, to the contrary, that there exists a vertex-domination-critical graph G with a
non-isolated vertex v such that (NG(v)) == Kdeg v : Let u E NG(v). Clearly, any minimum
dominating set D for G-u must containat least one vertex x from Ndv] - {u}. Since G is vertex-
domination-critical, ID I = )'(G) - 1. Now, since Ndv] is complete, we have xu E E(G), i.e.,
D ~ u in G. So, D ~ G and )'(G) s ID I < )'(G). This absurdity establishes the lemma. 0
3.4.10 Remark: Notice that Corollary 3.4.8 is also a corollary of Lemma 3.4.9.
3.5 RESULTS INVOLVING OTHER PARAMETERS OF VERTEX-
DOMINATION-CRITICAL GRAPHS
3.5 .1 Proposition: The minimum number of vertices which must be removed from a non-complete
graph G to produce a vertex-domination-critical graph is at most peG) - (3(G).
Proof: Let G be any non-complete graph, and let S be a maximum independent set in G. Then,
the graph H = G-(V(G) - S) = (S) has q(H) = 0 and p(H) ~ 2; so, since a non-trivial, empty
graph is vertex-domination-critical (by Example 3.3.2.1), the result follows. 0
3.5.2 Remark: The bound in Proposition 3.5.1 is sharp.
Proof: Let cm(G) denotethe minimum number of vertices that must be removed from G to produce
a graph that is vertex-domination-critical. Let p ~ 2. Then; anyone of the following three
observations provides a proof of the remark.
2. Recall from Corollary 3.4.8 that a vertex-domination-critical graph has no end-vertices. Thus,
Pp is itself not vertex-domination-critical, and the only induced subgraph of the path Pp that is
vertex-domination-critical is an induced subgraph that is empty. Thus, a largest, induced, vertex-
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domination-critical subgraph of G (i.e., an induced vertex-domination-critical subgraph of G that
is obtained by the removal of the smallest number of vertices) has order (3(G) and so
cm(Pp) = p - (3(G).
3. We have seen before (Example 3.3.2.2) that the cycles C, are not vertex-domination-critical for
p == 0, 2 (mod 3). Suppose that p == °or 2 (mod 3). Then, as above, any induced subgraph of
C, that is a vertex-domination-critical graph must be empty; the largest such graph has order
. (j(C p) and cm(Cp) = p - (3(Cp) . 0
3.5.3 Remark: From Theorem 2.2.5 of [LW1], we know that the order p and maximum degree
~ of any graph are related to its domination number "( by p ~ (~ + 1)"( (see also Corollary
5.2.4). Since (a + 1)(b - 1) + 1 < (a + 1)b for a, bEN, the bound presented in the theorem
below for graphs having criticalvertices is an improvement on the bound p ~ (.1 + 1)-1', provided
G is non-empty.
3.5.4 Theorem: If G is a graph with at least one critical vertex, then
peG) s [~(G) + 1][-y(G) - 1] + 1.
Proof: Let G be a graph of order p, domination number "( and maximum degree ~, for which
there exists v E V(G) with "(G-v) < "(G). By Lemma 3.2.13, "(G-v) = "( - 1. Applying the
result from [LW1] mentioned in Remark 3.5.3, we thus have
peG-v) s [~(G-v) + 1] "(G-v),
Le.,
p - 1 ~ [.1(G-v) + 1] h' - 1];
since ~(G -v) ~ ~(G), we have finally that p ~ (~ + 1) ("( - 1) + 1.
3.5.5 Corollary: For every vertex-domination-critical graph G,
peG) ~ [~(G) + 1] ["(G) - 1] + 1.
o
3.5.6 Remark: Both the bounds peG) ~ (~(G) +1)"(G) and peG) s [~(G) + l]["(G) - 1] + 1
for a graph G are sharp, since they are attained for empty graphs. Another class of graphs that
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shows that the bound of Theorem 3.5.4 is best possible is the infinite class of n-vertex-critical
graphs Gm.n defined in Proposition 3.3.2.6.1, since p(Gm.J = (n - l)(m + 1) + 1 =
[~(Gm.J + 1] [)'(Gm.J - 1] + 1.
The following theorem extends the result of Corollary 3.5.5.
3.5.7 Theorem: If G is a vertex-domination-critical graph, then
peG) ~ [~(G) + 1] [)'(G) - keG)] + keG).
--
Proof: Let G be a vertex-domination-critical graph, with p = peG), )' = )'(G), ~ = ~(G) and
k = keG). Let the components of G be G1, G2, ... , GIc and let Pi = p(G}, ~i = ~(G) and
)'i = )'(G) for i E {l, 2, ... , k}. Clearly, each component Gi (i ~ i ~ k) of G is vertex-
domination-critical. By Corollary 3.5.5, Pi ~ (~i + l)()'i - 1) + 1 for i = 1, 2, .. ., k. Thus,
k k
P = LPi S L[(~i+1)(Yi-1) + 1]
i=1 1=1
k
s L[(~+1)(Yi-1)] + k
1=1
k
s (~+1)L(Yi-1) + k
i=1
(~+l)(y-k) + k. o
3.5.8 Proposition: If G ~s a regular graph that is not complete, and p(G) = ~(G) + )'(G), then
G is vertex-domination-critical.
Proof: Let G be a graph satisfying the hypothesis of the proposition. By Proposition 2.1.3, for
any v E V(G),
peG-v) ~ ~(G-v) + )'(G-v),
Le. ,
peG) - 1 ~ ~(G) + )'(G-v),
Le. ,
)'(G-v) ~ peG) - ~(G) - 1 = )'(G) - 1 < )'(G).
So, G is vertex-domination-critical. D
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3.5.9 Remark: Notice that the above proposition, combined with Proposition 2.1.4, shows that,
for a graph G, the property of being regular and non-complete and having p(G) = Li(G) + 'Y(G)
is sufficient to ensure both vertex- and edge-domination-criticality.
3.5.10 Proposition: Let G be a non-empty graph of order p > 2. Then, G is regular, non-
complete and satisfies p = Li(G) + 'Y(G) if and only if p is even and G is isomorphic to the graph
obtained from K, by the removal of the edges in a I-factor.
Proof: Let n E N, and let G = H-F, where H == K2n and F is the edge set of a I-factor of H.
That G is non-complete and (p - 2)-regular follows immediately. By Example 3.3.2.3, G is 2-
vertex-critical, so r(G) = 2 and Li(G) + 'Y(G) = P - 2 + 2 = p.
For the converse, suppose that G is anon-empty, D. -regular, non-complete graph such that
p = D.(G) + 'Y(G) = Li + 'Y(G). By Proposition 3.5.8, G is k-vertex-critical for some k ~ 2.
We shall show that k = 2, whence the proposition will follow. Let v E V(G) and suppose, to the
contrary, that k > 2. Then, Li = P - k =::;; p - 3, so that IV(G) -. N[v] I .~ 2. Since G is non-
empty, IN(v) I = Li ~ 1. We consider two cases.
Case I: Suppose that G- N[v] is empty. Then (since G is D. -regular), it must follow that
every vertex in V(G) - N[v] is adjacent to every vertex in N(v). So, for any VI E N(v),
{v, VI} )-+ G, and k = 'Y(G) =::;; 2, a contradiction.
Case 2: Suppose that G-N[v] is non-empty; let ab E E«(V(G) - N[v])). Then,
V(G) - (N(v) U '[al) )-+ G, so that )'(G) s p - D. - 1. Thus, D.(G) + )'(G) s p - 1 <
p, a contradiction. 0
3.5.11 Remark: In the following theorem, we establish another upper bound on the order of a
vertex-domination-critical graph.
3.5.12 Theorem: If G ts a vertex-domination-critical graph with p = peG), q = q(G), )' = )'(G),
and D. = D.(G), then p .=::;; V3 (2q + 3)' - D.).
Proof: Let G be a ),-vertex-critical graph, )' ~ 2, and let D. = D.(G), P = p(G), and q = q(G).
Suppose first that G has no isolated vertices. By Corollary 3.4.8, every vertex of G has at least
two neighbours. Let v bea vertex of G of maximum degree Li and let D = D' U {v}, where D'
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is a minimum dominating set of G-v. Since G is vertex-domination-critical, D is a minimum
dominating set of G.
By Lemma 3.2.16, no vertex of N(v) belongs to D', so each vertex x of N(v) has (at least) 2
neighbours in D, namely v and some vertex in D'. Furthermore, each vertex y of
V(G) - CD U N(v)) is adjacent to at least one vertex y' of D' (by the definition of DJ), and so a
further p - "( - ~ edges of G are thus accounted for. Also, each of these p - "( - ~ vertices y
in V(G) - (D U N(v)) has a neighbour y" distinct from y', and thus the vertices of
V(G) - CD U N(v)) contribute at least another f1h (p - "( - L1)l more edges to G. Therefore,
q ~ 2\N(v)1 + (p-y-Do) + rp-~-lll = p - y + Do + rp-~-lll ·
We consider two cases, dependent on the parity of p - "( - ~.
Case 1: If p - "( - ~ is even, then
q ~ 2p - 2y + 2ll + P - y - II
2
whence p ~ V3 (2q + 3"( - 6).
Case 2: Suppose p - "( - ~ is odd. Then
3p - 3y + II
2
2p - 2y + 2ll
q ~ 2 +
= 3p-3y+t::. .. l
2
whence p ~ V3 (2q + 3)' - ~ - 1) < V3 (2q + 3"( - ~).
Thus, Cases 1 and 2 show that the result holds for vertex-domination-critical graphs without
isolated vertices. Suppose now that G = Kt U G* where p = p(G) = peG*) + t and G· has no
isolated verti ces. Clearly, p(G") = p - t, ~(G*) = ~, q(G*) = q, and "((G*) = "(. Applying our
result to the graph G·, we obtain
p - t ~ V3 [2q + 3("( - t) - ~] = V3 (2q + 3"( - L1) - t,
and the desired result follows for graphs with isolated vertices also. o
3.5.13 Remark: The bound in the above theorem is best possible since, for example, for kEN,
C3k+ 1 is a vertex-domination-critical graph (see Example 3.3.2.2) and
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3.5.14 Remark: We recall the following result of Vizing [VI] (also given in [Cl]). Extensions
of, and results based on, Lemma 2.1.9 are given in the three succeeding theorems.
2.1.9 Lemma: For any graph G,
y(G) ~ p(G) + 1 - /2q(G) +1.
3.5.15 Theorem: If G is a graph such that
y(G) > p(G) + 1 - /2q(G) +2,
then G is vertex-domination-critical.
Proof: Suppose, to the contrary, that there exists a graph G, with order p, size g, and domination
number "t, that satisfies the hypothesis of the theorem, but for which there exists v E V(G) with
')'(G -v) ~ ')'(G) . By Lemma 2.1.9, we know that
y(G-v) s p(G-v) + 1 - /2q(G-v) + 1
P - 1 + 1 - /2 (q - dego v) + 1
P - /2 q - 2degGv + 1.
Thus, we have
p - /2q - 2 degov + 1 ~ y (G -v) ~ y > p +. 1 - /2q +2,
Le. ,
and squaring gives
2q + 2 - 2/2q + 2 + 1 > 2q - 2degov + 1.
whence
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2degov + 2 > 2V2q + 2 .
So, since, by our assumption,
V2q + 2 > P - Y + 1,
we have
2 deg.,v + 2 > 2 (p - "( + 1),
Le. ,
Hence, Ll(G) ~ deg-v > p - "( ~ Ll(G), which is impossible. So, the desired result follows.D
3.5.16 Theorem: If G is a graph such that
y(G) = p(G) + 1 - V2q(G)+1,
then G is vertex-domination-critical.
Proof: The result follows from Theorem3.5.15 but can also be proved independently, as follows.
Suppose, to the contrary, that there exists a graph G that satisfies the hypothesis of the theorem,
but which contains a non-trivial vertex v. Let p = p(G) , q = q(G), and "( = "((G). By
Lemma 2.1.9,
y(G-v) ~.p(G-v) + 1 - V2q(G-v) + 1 = P - J2q-2degov + 1,
and so, since v is non-G-critical ,
p - J2q-2degov+l ~ y(G-v) ~ y = p + 1 -~.
Then,
V2q + 1 ~ 1 + J2q - 2degov + 1,
and squaring gives
2q + 1 ~ 1 + 2J2 q - 2degov + 1 + 2q - 2degov + 1,
Le. ,
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By squaring again, we obtain
Le. ,
4(degav? + 4degav + 1 ~ 4(2q + 1),
i.e.,




2degov ~ 2/2q + 1 - 1. ..... .....(1)
Le.,
p + 1 - {fq+f = y s p - IJ.,
Hence,
2~ ~ 2 dego v ~ 2 /2 q + 1 - 1





which is absurd. Thus, no such graph G exists, and the result follows. o
3.5.17 Remark: By Theorem 2.1.11 and the preceding theorem, it follows that, for any graph G,
the condition
y(G) = peG) + 1 - /2q(G)+1,
is sufficient to ensure that G is both vertex- and edge-domination-critical.
97
3.5.18 Theorem: If G is a graph such that
y(G) ~ p(G) - /2q(G) - 2 A(G),
then G is vertex-domination-critical .
Proof: Suppose, to the contrary, that there exists a (p,q) graph G, having maximum degree /1 and
domination number 'Y, that satisfies the hypothesis of the theorem but that contains a non-critical
vertex v. By Lemma 2.1.9,
y(G-v) ~ p(G-v) + 1 - /2q(G-v) + 1 = p - J2q - 2degov + 1.
Thus,
p - J2q - 2degov + 1 ~ y(G-v) ~ y(G) ~ p - /2q - 2A,
Le. ,
/2q - 2 A ~ J2q - 2degov + 1,
Le. ,
2q - 2/1 ~ 2q - 2degav + 1,
so that
However, this is impossible since /1 ~ deg.,v, Hence, no such graph G exists and the theorem
follows .
3.6 CONSTRUCTING VERTEX-DOMINATION-CRITICAL GRAPHS
o
In this section, we show how new vertex-domination-critical graphs can be generated from smaller
vertex-domination-critical graphs. Recall first the following definition.
3.6.1 Definition: Given disjoint graphs G and H, and vertices x E V(G) and y E V(H), the
(u.vl-coalescence of G and H, denoted by (G,x)e(H,y), is the graph obtained from G and H by
identifyingthe vertices x and y. We denote by U (G.x)e (H,y) the vertex of (G,x)e(H,y) that is the result
of the identification of x and y. If the identified vertices x and y of G and H, respectively, are
understood, we write GeH instead of (G,x)e(H,y).
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3.6.2 Remark: It is immediately obvious that a graph G is vertex-domination-critical if and only
if every component of G is vertex-domination-critical.
3.6.3 Lemma: Let G and H be any non-trivial graphs, and consider any coalescence G-H of G
and H. Then,
(1) ')'(G) + ')'(H) - 1 s ')'(G-H) ~ ')'(G) + ')'(H), and
(2) if both G and Hare vertex-domination-critical, or if G-H is vertex-domination-critical,
then ')'(G-H) = ')'(G) + ')'(H) - 1.
Proof: Let G and H be any two non-trivial graphs and let (G,uo) - (H,uH) be any coalescence of
G and H. Let
-- Then, V(G-H) = VH U Vo, whereV., = (V(G)' - {ud) U [uj.and V, = (V(H) - {uHD U {u},
The upper bound is easy to establish. If n, and D2are minimum dominatingsets of (V0) and (VH),
respectively, then IDll = ')'(G) , ID2 1 = ')'(H), and D, U D2>-+G-H; so
Now suppose there exists a subset D of V(G-H) with ID I = ')'(G) + ')'(H) - 2 such that D >-+
G-H. Let DH= D n VHand Do = D n Vo. We consider two cases.
Case 1: Supposeu tl:. D. Then, since D >-+ {u}, at least one of No-H(u) n Do, No_H(u) n
DH~ 0; suppose No_H(u) n Do ~ 0. So, Do >-+ (V0) == G, whence IDoI ~ ')'(G) , and
DH~ (VH - {u}) == H-uH, whence IDHI ~ )'(H-uH). Thus, we have
However, then ')'(H -u H) ~ IDH, .s )'(H) - 2, which contradicts Corollary 3.2.14. This
contradiction shows that Case 1 does not occur.
Case 2: Suppose u E D. Then, Do >-+ (V0) == G and DH>-+ (VH) == H, so that IDoI ~
')'(G), and IDo n DHI = 1. Thus,
IDHI = IDI -= IDol + 1 ~ [)'(G) + )'(H) - 2] - )'(G) + 1 = )'(H) - 1,
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which implies that DH that does not dominate (VH ) == H. So, Case 2 does not occur,
either.
Thus, we must have )'(GeH) ~ )'(G) + )'(H) - 1, and statement (1) of the lemma follows.
Suppose now that both G and Hare vertex-domination-critical. Let D, and D2 be minimum
dominating sets for G-Ua and H -UH, respectively. Since G and Hare vertex-domination-critical,
we know that IDll = )'(G) - 1, ID2 1 = )'(H) - 1. Clearly, D, U D2 U {u} ~ GeH, whence
Since )'(GeH) E {)'(G) + )'(H) - 1, )'(G) + )'(H)}, the desired result follows.
Finally, suppose that GeH is vertex-dornination-critical. Suppose, to the contrary, that
)'(GeH) = )'(G) + )'(H). Since GeH is vertex-domination-critical,
)'«GeH) -u) = )'(GeH) - 1 = )'(G) + )'(H) - 1.
Now, (GeH)-u consists of two components, namely H-uH and G-ua. We have proved above that
if Ua and UH are critical vertices of G and H, respectively, then )'(GeH) = )'(G) + )'(H) - 1. So,
suppose now, without loss of generality, that )'(H-u) ~ )'(H). Then, from
)'(G) + )'(H) - 1 = )'«GeH)-u) = )'(G -u) + )'(H -u) ~ )'(G-u) + )'(H),
we have )'(G -u) ~ )'(G) - 1. So, by Corollary 3.2.14, )'CG-u) = )'CG) - 1. However, then,
if D, and D, are minimum dominating set of G-u and H, respectively, we have that
D* = D, U D2 is a dominating set of GeH, whence
This contradicts our assumption. So, )'CGeH) is indeed )'CG) + I'(H) .- 1.
In the course of the above proof, the following corollary has been'shown to hold:
3.6.4 Corollary: If G and H are graphs with critical vertices x and y, respectively, then
o
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')'«G,x)e(H,y)) = ')'(G) + ')'(H) - 1.
3.6.5 Lemma: For any graphs G and H, any coalescence GeH is vertex-domination-critical if and
only if both G and Hare vertex-domination-critical.
Proof: Let G and H be any two graphs; consider any coalescence (G,UO)e(H,uH) of G and H. Let
Vo = (V(G) - {ud) U {u}, and VH= (V(H) - {uHD U {u},
We suppose first that both G and Hare vertex-domination-critical. By Lemma 3.6.3(2), this
implies that ,,(GeH) = ')'(G) + ')'(H) - 1. Let v E V(GeH). We consider three cases.
Case 1: Suppose v = u. Then, if Do and DHare minimum dominating sets of G-uo and
H-u.; respectively, IDoI = ')'(G) - 1 and IDHI = ')'(H) - 1 (by the vertex-domination-
criticality of G and H), and, furthermore, D = Do U DB H (GeH)-u, where IDI =
')'(G) + ')'(H) - 2. Thus, by Corollary 3.2.14, ')'(GeH -u) = ')'(GeH) - 1.
Case 2: Suppose v E V(G) - {u.}. Let Do be a minimum dominating set of G-v.
Then, IDo I = ')'(G) - 1; clearly, Do H {u}. Let DHbe a minimum dominating set of
H-uH; then IDHI = ')'(H) -1. Since D = Do U DHH(Vo - {vD U VH=
V(GeH) - {v}, we have
.y«GeH)-v) ~ ID I = ')'(G) + ')'(H) - 2,
and it follows that
')'«GeH)-v) = ')'(GeH) - 1.
Case 3: Suppose v E V(H) - {uH}. This case proceeds analogously to Case 2.
Cases 1 to 3 show that GeH is vertex-domination-critical.
To prove the converse, suppose'that GeH is vertex-domination-critical. As before, this implies,
by Lemma 3.6.3(2), that ')'(GeH) = ')'(G) + ')'(H) - 1. We shall show that G is vertex-
domination-critical; that H, is vertex-domination-critical also is shown in a similar way.
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Let v E V(G), and let D be a minimum dominating set of (GeH)-v. Then, ID I = )'(G) +
)'(H) - 2. We consider two cases.
Case 1: Supposev = Uo. Let Do = D n Vo, DH = D n VH • Clearly, Do )-+ G-uo and
DH )-+ H-u H• If IDoI ~ )'(G), then
IDH I = ID I - IDoI ~ ()'(G) + 1'(H) - 2) - I'(G) = 1'(H) - 2.
However, this contradicts the fact that DH )-+ H -u H, since 1'(H-uH) ~ 1'(H) - 1. So,
IDoI ~ )'(G) - 1. But, Do )-+ G-Uo implies IDoI ~ )'(G-uo) ~ I'(G) - 1. Thus,
)'(G-v) = I'(G-uo) = IDoI = )'(G) - 1.
Case 2: Supposev E V(G) - {uo} and assume that I'(G-v) ~ I'(G); SO,I'(G-{uo, vD ~
I'(G) - 1. LetDH= D n VHand Do = D n Vo·
Subcase 2.1: Supposeu E D. Then, DH)-+ (VH) == H, whence IDHI ~ )'(H) and
Do )-+ (V0 - {v}) == G-v, whence IDoI ~ )'(G) - 1. Now, )'(G) + 1'(H) - 2
= IDoI + IDHI - 1; so, we must have IDHI = )'(H) a~d .\ DoI = )'(G) - 1.
Thus, )'(G) - 1 ~ I'(G -v) ~ IDol gives )'(G -v)" = I'(G) - 1,contradicting
our assumption that )'(G -v) ~ )'(G).
Suhcase 2.2: Suppose u r£ D. Then, DH)-+ H-uHand Do )-+ (Vo - {v}) == G-v,
whence IDHI ~ )'(H) - 1 and IDoI ~ I'(G) - 1, or DH )-+ H and Do )-+
(Vo - {u, v}) == G-{u o, v}, whence IDHI .~ 1'(H) and IDol ~ I'(G) - 1.
However, the latter possibility does not hold, since, otherwise, .I D I = IDoI +
IDHI ~ )'(G) + )'(H) - 1 > ID I. SO, the first possiblity holds, and, in fact,
ID I = )'{G) + )'(H) - 2 = IDoI + IDHI implies that IDHI = 1'(H) - 1 and
IDoI = I'(G) - 1. Thus, as in the previous case, )'(G-v) = ')'(G) - 1, and a
contradiction to our assumption that )'(G-v) ~ )'(G) is produced.
Thus, Case 2 shows that )'(G-v) < )'(G) for all v E V(G) - {uo}. Combined with Case 1, this
proves that G is vertex-domination-critical. As mentioned above, the vertex-domination-criticality
of H follows similarly. 0
The following theorem provides a method of constructinglarge classesof vertex-domination-critical
graphs.




y(G) = Ly(Gi ) - (n -1).
isl
Proof: We will proceed by induction on n, the number of blocks in G. If n = 1, then result (1)
is immediate. Also, Ei =i 'Y(G) - (n - 1) = 'Y(G1) = 'Y(G), so (2) holds in this case also. Assume
that both results hold for n = k, where k ~ 1. Suppose, now, that G is a graph with k + 1 blocks
Gh G2, ••. , Gk-+;l. Since k + 1 ~ 2, G has a cut-vertex, and we assume that these k + 1 blocks
havebeen labelled so that Gk +1 is an end-block ofG, i.e., Gk+ 1 contains only one cut-vertex, v say,
of G. Then, if H = ( [V(G) - V(Gk+ 1) ] U {v})o, i.e., if H = (U~-l V(G))a, then G = HeGk+ h
- -----_.- --- ---
where it is the vertex v of Gk +1 and the vertex v of H that have been identified in the coalescence.
Suppose first that every block of G is vertex-domination-critical. This means, by the inductive
hypothesis, that H, comprising the k blocks Gh G2, ••• , Gb is vertex-domination-critical. Since
<;ik+l is, by assumption, also vertex-domination-critical, it follows, by Lemma 3.6.5, that
G = HeGk+ 1 is vertex-domination-critical. Conversely, if we assume that G = HeGk + 1 is vertex-
domination-critical, then, again by Lemma 3.6.5, Hand Glc+ 1 are both vertex-domination-critical.
By the inductive hypothesis, H being vertex-domination-critical implies that each of its blocks Gh
G2, ••• , Gk is vertex-domination-critical. Thus, result (1) follows.
We now consider the second result of the theorem. By the inductive hypothesis, if H is vertex-
domination-critical, then
k
y(H) = Ly(G) - (k - 1).
i=l
Suppose now that G is vertex-domination-critical. Then, by Lemma 3.6.3(2), we have
k..l





The theorem now follows, by the Principle of Mathematical Induction. o
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The following theorem illustrates another method of constructing infinite classes of vertex-
domination-critical graphs.
3.6.7 Theorem: Let G be any graph of order p and size q. Let E(G) = {e., ~, ... , eq} . For
i E {I, 2, ... , q}, let Hi be a vertex-domination-critical graph having two vertices u, and Vi with
the following properties:
(i) u, and v, are both in some minimum dominating set of H,
(ii) u, belongs to some minimum dominating set of H -Vi, and
(iii) v, belongs to some minimum dominating set of H -Uj •
Construct G* from G by replacing, for each i E {l, 2, ... , q}, the edge e. by Hi where the end-
vertices of e. in G are identified in G* with vertices u, and Vi of Hi' Then,
(1) -y(G) = p + E1=I [-y(H) - 2], and
(2) G* is a vertex-domination-critical graph.
Proof: Let G be any graph. Let E(G) = {el' ~, ... , eq}, and let H, u., and Vi be as defined in
the theorem hypothesis for each i E {I, 2, ... , q}. Also, let S =.ru., v.; 1 s i ::::;; q}. Denote
by VI the set of isolates of G. Clearly, ISi = IV(G) - VII ,= IV(G) I - IVII. We shall refer
to vertices of G* as G-vertices or non-G -vertices according to whether they correspond to
vertices which were originally in G or not.
Now, for each i E {l, 2, ... , q}, let D, denote a minimum dominating set of Hi that contains the
vertices u, and Vi (by (i), such a minimum dominating set of H, exists). . Then, clearly, '
D* = U1=1 Dj ~ Ur=1 V(H) and D* U VI ~ G*. That D* U VI is, in fact, a minimum dominating
set for G* follows from the observation that every dominating set D' of G must contain VI' as well
as a dominating set D; of Hi for every i E {l, 2, ... , q} and that ID' I is minimized if D; is a
minimum dominating set of H, for i = 1, 2, ...:, q and if D; n Dj ;c 0 for as many pairs i, j
(with i ;c j) as possible, i.e., if D; contains u, and Vi for every i E {1, 2, ... , q}. Thus,
Yeo·) = ID· UVII = ID·I + IVII
q
1{Up vi; 1 s i s q l I + IU(Di - {Up Vi}) I+ IV11
. i=l
q
Is I + L (YCH) - 2) + IVII
i -1
q
= P + L (YCH) - 2).
i-I
We show next that G* is vertex-domination-critical. Let x' E V(G*); we consider two cases.
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Case 1: Suppose that x' is a G-vertex, i.e., x' = u, or Vi for some i E {1, 2, ... , q};
suppose, without loss of generality, that x = u.. Let U be the family of vertices u, = x',
indexed by the set Iu = {k; 1 ~ k ~ q and u, = x'}; and let W be the family of vertices
Vk = x', indexed by the set Iw = {k; 1 ~ k ~ q and Vk = x'}; then, if x is the vertex
of G to which x" corresponds, we have deg.x = Ii, I + IIw I. Let J = Iu U Iw; then,
IJ I = deg.,x. For each j E J, let Dj be a minimum dominating set of Hj -Uj (if Uj E U)
that contains vj (by (iii), such a set Dj exists), or of Hj -Vj (if vj E W) that contains uj (by
(ii), such a set Dj exists). Since, by assumption, H, is vertex-domination-critical for each
k E {I, 2, ... , q}, we have IDjl = "(Hj) - 1 for each j E 1. For each j E {I, 2,
... , q} - J, let Dj· be a minimum dominating set of Hj containing both Uj and vj (such a set
Dj exists by (i)). Then,
q













= L(y(Hk) - 2) + (IJI + IV(G)I - IVII -.. (degox + 1)) + IVII
1e=1
q
= L(y(Hk) - 2) + IJI + IV(G) I - IVII - IJI - 1 + IVII
1e=1 •
le
= p - 1 + L (y (H~) - 2)
le-I
Thus, every G-vertex of G* is a G*-critical vertex.
Case 2: Suppose that x' is a non-G-vertex, say x" E V(H) - {u., vJ for some
i E {I, 2, ... , q}. Let J denote the set of all indices j for which tj is adjacent to e
i
in G
and let wj be the vertex common to ~ and ej GE J). A dominating set D of G* may be
constructed as the union of the following sets:
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(i) a minimum dominating set Dj of H,-x· with ID,I = "(HJ - 1 (where D. may
contain both, one, or neither of u, and v., but D, obviously dominates both u,
and vJ,
(ii) for each j E J, a minimum dominating set Dj of H, -wj, containing
{uj,Vj} - [w.], with IDjl = "((Hj) - 1, where wj E [u., vJ (and so Wj is
dominated by DJ;
(iii) for each k E {I, 2, ... , q} - (J U {i]'), a minimum dominatingset D, of Hb
containing Uk and Vb of cardinality ,,((HJ; and
(iv) VI'
Let V~ = V(G) - {u., v.]; then, V~ S; D. We note that, for j E J and k E {I, 2,
... , q} - (J U i), the numbers of vertices which are contained in D, - V~ and in D, - V~
are, respectively, ID,I - 1 = "((H) - 2 and ID, I - 2 = ,,((HJ - 2. Hence,
y(O·-x·) s 101 = IV;' + IDil + L(IDjl - 1) + L (IDkl - 2)
j€I k€(1.2 •...•q)-(IU(il)·
q
= p - 2 + y(Hj) - 1 + L (y(Ht) - 2)
1=1
q
= P + L (y(HI) - 2) - 1
I-I
= y(G ') - 1.
Therefore, "(G· -x*) < y(G*), as required. o
3.6.8 Remark: Examples of graphs from which the graphs H, of Theorem 3.6.7 may be chosen
include any 2-vertex-critical graph, as the following proposition shows.
3.6.9 Proposition: If G is a 2-vertex-critical graph, then there exist u, v E V(G) such that
(1) there exists a minimum dominating set of G containing both u and v;
(2) there exists a minimum dominating set of G-u containing v; and
(3) there exists a minimum dominating set of G-v containing u.
Proof: Suppose that G == H -F whereH == K2n, for some n E N, and F is the edge set of a
l-factor of H. Let u be any vertex of G, and let v be the unique vertex of G such that uv E E(G).
106
Clearly, {u,v} is a minimum dominatingset of G; so (1) holds. Since the only vertex of G-u of
degree peG -u) - 1 is v, (2) holds; similarly, (3) holds. 0
Later on (in Theorem 3.9.6), we shall show that every graph is an induced subgraph of some
vertex-domination-critical graph. At present, we can derive the following result.
3.6.10 Theorem: Given any graph G, there exists a vertex-domination-critical graph G* that has
an induced subgraph isomorphic to the subdivision graph S(G) of G.
Proof: Let G be a graph of size q with E(G) = {u.v.; i = 1, 2, ... , q}. Now, for each i E {I,
2, ... , q}, let H, == 'C4 , where V(HJ = [u., vj, w., yJ and E(HJ = {UjYi, yjvi, v.w, wu}, and form
the vertex-domination-critical graph G* from {H; 1 ~ i s q(G)} as described in Theorem 3.6.7.
Clearly,
is an induced subgraph of G* isomorphic to S(G).
3.7 VERTEX-DOMINATION-CRITICAL GRAPHS, 'Y+ AND 'Y-"
o
Recall from Definition 3.1.3 that, in general, the )'+(y'-)-stability of a graph G is the minimum
number of vertices whose removal from G results in a graph H with )'(H) > )'(G) ()'(H) < )'(G» .
Now, the definition of vertex-domination-criticality prompts another question: "Do there exist
graphs G for which
)'(G-v) > )'(G) for every v E V(G) ?
Any such graph, of course, would be a special case of a graph H with ),+(H) = 1. The following
proposition answers this question in the negative.
3.7.1 Proposition: There does not exist any graph G such that )'(G -v) > )'(G) for each
v E V(G).
Proof: Let G be a graph of order p. If )'(G) = p, then G == K, and )'(G -v) = )'(G) - 1 for each
v E V(G). So, suppose now that )'(G) < p(G). Let D be a minimum dominating set of G.
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Then, ')'(G) < peG) implies that V(G) - D ;t 0. Clearly, for any v E V(G) - D, D >-+ G-v,
whence ')'(G -v) ~ ')'(G). Thus, no graph G satisfies ')'(G -v) > ')'(G) for every v E V(G). 0
3.7.2 Remark: There do exist graphs G such that ')'(G-v) = ')'(G) for all v E V(G), Le.,
')'+(G) ;t 1 and ')'-(G) ;t 1; for instance, for n ~ 3 and n = 0, 2 (mod 3), if G == Co, then
')'(G-v) = ')'(Po-t) = rV3(n - 1)1 = ')'(G) for any vertex v E V(G). In fact, there exist graphs
with ')'+(G) = m and ')'-(G) = n for any prescribed m, n E N (see Proposition 3.2.10).
3.8 BOUNDS ON THE DOMINATION NUMBERS OF A GRAPH AND
ITS COMPLEMENT
In this section, we investigate relationships between the domination number of a graph and the
domination number of its complement. Not all results in this section relate to vertex-domination-
critical graphs.
From the observation that, for every vertex v in a graph G of order p, deg-v + degjv = p - 1,
the following lemma is immediately apparent.
-
3.8.1 Lemma: For any graph G, peG) - .1(G) = o(G) + 1.
- - .
3.8.2 Theorem: For any graph G, ')'(G) + ')'(G) s o(G) + o(G) + 2.
Proof: Let Gbe any graph, By Proposition 2.1.3 and Lemma 3.8.1, we have
')'(G) ~ p(G) - .1(G) = o(G) + 1.
-
Similarly, ')'(G) ~ o(G) + 1, and the result follows.
-
3.8.3 Lemma: For any_graph G, ')'(G) ~ K(G) + 2.
o
-
Proof: Let G be any graph of order p. If G is complete, then ')'(G) = p, K(G) + 2 =
P - 1 + 2 = P + 1, and the result holds. Suppose now that G is.not complete, and let V* be a
minimum vertex cutset of G. Let Gt, G2, ... .G, be the components of G-V*; let u E V(Gt) and
v E V(G~. Since [V(G1) ,V(G~ U V(G3) U ... U V(Go)]6 == 0, it follows that
108
V(G:J U V(G) U ... U V(GJ is contained in No(u) (so, uv E E(G». Similarly, V(GI ) is
contained in No(v). So, {u, v} )-+ V(GI ) U ... U V(GJ = V(G) - V·. Thus, V· U {u, v} )-+ G,
and )'(G) ~ K(G) + 2. 0
3.8.4 Lemma: For any non-empty, non-complete graph G, the number of isolated vertices of G
-
cannot exceed K(G).
Proof: Suppose, to the contrary, that there exists a graph G that is neither empty nor complete,
- -
but such that the set J of isolated vertices of G satisfies IJ I > K(G). Then, in G, the vertices of
J are mutually adjacent, and, furthermore, every vertex of J is adjacent to every vertex of
V(G) - J. Let S be any subset of V(G) with IS i = K(G). Clearly, by our assumption,
J - S ;t 0; .so, for any v E J - S, G-S is dominated by v and is connected; hence,
- -
K(G) > ISI = K(G), a contradiction. 0
-
3.8.5 Lemma: For a graph G, )'(G) = K(G) + 2 if and only if
-
(i) G has K(G) isolated vertices, and
-
(ii) .1(G) ~ P - K(G) - 2.
-
Proof: Let G be any graph. Suppose first that )'(G) = K(G) + 2. If G is complete, then
- -
K(G) + 2 = 2 and )'(G) = 1 ;t 2, and if G is complete, then (as we saw in the proof of Lemma
- -
3.8.3) K(G)+ 2 ;t )'(G); so, neither G nor G is complete. Let J = {v E V(G); deg,v = O} . By
- - -
Lemma 3.8.4, IJ I ~ K(G). If K(G) = 0, then IJ I = 0, and (i) holds. Suppose now that K(G) >
- -
0. Let V· be a minimum vertex cutset of G, and let u and v be vertices of G- V· that lie in distinct
- .
components of G-V·. Then, as in the proof of Lemma 3.8.3, {u, v} )-+ G- V· and V· U {u,
v} )-+ G, and so
K(G) + 2 = IV· U {u, vll ~ )'~G).
-
Since we have assumed )'(G) = K(G) + 2, it follows that V· U {u, v} is a minimum dominating
set of G. Notice, first, that (V·)o must be empty, since if xy E E((V·)o), then CV· - {x}) U
{u, v} is a dominating set of G of cardinality )'(G) - 1, which is not possible. Furthermore, every
vertex of V· must be non-adjacent in G to u, since if x E V· with xu E E(G), then, again,
CV* - {x}) U {u, v} )-+ G. However, u is an arbitrary element of V(G) - V·; so, every vertex of
V· is non-adjacent in G to every vertex of G- V·. Thus, V· consists of isolated vertices of G and
we have IJ I ~ IV·I = K(G}. Combining this with the reverse inequality above, we have
IJ I = K(G), and (i)"follows. Finally, let w E V(G). If w E V, degjw = 0. Suppose now that
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w E V(G) - V·. If every vertex of V(G) - V· is adjacent to w, then {w} ...... V(G) - V·, whence
-y(G) ~ IV· U {w} I < -y(G). So, there exists at least one vertex y, say, of V(G) - V· such that
yw fi. E(G). Then, Na(w) ~ V(G) - CV· u {w, y}), and so deg-w ~ p(G) - K(G) - 2. Since
w is arbitrary, D,(G) ~ peG) - K(G) - 2, and (ii) holds.
-
For the converse, suppose now that (i) and (ii) hold. If G is complete, then G contains
p(G) ~ p(G) - 1 = K(G) isolated vertices (which contradicts (i)), and if G is complete, then
D,(G) = peG) - 1 > peG) - K(G) - 2 = peG) - 2 (which contradicts (ii)); so, again, neither G
nor G is complete. Now, let D be any minimum dominating set of G. Clearly, the set J of the
K(G) isolated vertices of G is contained in D, and at least one vertex x from V(G) - J must belong
- -
to D, in order that V(G) - J is dominated. However, by (ii), deg.,x ~ p(G) - K(G) - 2 =
IV(G) - J I - 2; so x is adjacent to at most IV(G) - J I - 2 vertices of V(G) - J. Thus, at least
2 distinct vertices of V(G) - J belong to D; so, -y(G) = ID I ~ IJ I + 2 = K(G) + 2. Since, by
Lemma 3.8.3, -y(G) s K(G) + 2, the desired result follows. D
- -
3.8.6 Theorem: For any graph G, -y(G) + -y(G) ~ K(G) + K(G) ~ 3.
- -
Proof: Let G be any graph. By Lemma 3.8.3, )'(G) ~ K(G) + 2 and )'(G) ~ K(G) + 2.
- - -
Case 1: Suppose -y(G) ~ K(G) + 2 or -y(G) ~ K(G) + 2; then, -y(G) + -y(G) ~ K(G) +
K(G) + 3 follows immediately.
, - -
Case 2: Suppose that both -y(G) = K(G) + 2 and )'(G) = K(G) + 2 hold. Since, for any
. - -
graph F, at least one of F and F is connected, we have that at least one of K(G), K(G) is
- -
positive; suppose, without loss of generality, that K(G) > O. Now, since G is connected,
ohas no isolatedvertices. Since )'(0) = K(G) + 2, it follows by Lemma 3.8.5 that 0 has
K(G) isolated vertices. So, K(G) = 0 and G is disconnect~d. Furthermore, since K(O) > 0
and )'(G) = K(G) + 2, we have, again by Lemma 3.8.5, that G has at least one isolated
- -
vertex, x say. Then, degjx = peG) - 1, i.e., -y(G) = 1. However, then
)'(G) = 1 ~ K(G) + 2 = 2, which contradicts our assumption. So, Case 2 cannot occur,
and the theorem follows. D
3.8.7 Remark: In some instances, the bound given in Theorem 3.8.2 is better than that provided
by Theorem 3.8.6; for example, if G is a complete graph, then the bound in Theorem 3.8.2 is






fact, that the bound of Theorem 3.8.2 is sharp). On the other hand, if G is a complete bipartite
graph ~.n, with 1 < n ~ m, then the bound provided by Theorem 3.8.6 is almost twice as good
as that given in Theorem 3.8.2, since
-
o(G) + o(G) + 2 = n + (n - 1) + 2 = 2n + 1
and
-
K(G) + K(G) + 3 = n + 0 + 3 = n + 3 < 2n + 2
(where, of course, G = Km U KJ. Consider the graph G (shown in Fig. 3.8.1(a» which is
obtained from a complete graph G1 == Kn + 1 (n E N) and two 3-cycles G2 and GJ , where
-
u E V(G1) , v E V(G:J, and w E V(GJ) , by identifying the vertices u, v and w. (The graph G
is shown in Fig. 3.8.1(b).) This graph shows that the bound in Theorem 3.8.6 is sharp, since
- -
)'(G) + )'(G) = 4 = K(G) + K(G) + 3.
-
We consider next some sufficient conditions on G under which )'(G) E {l, 2, 3}, for a graph G.
3.8.8 Proposition: If G is a graph. Then,
1, if 0(0) 0
y(O) 2, if 0(0) z 1 and either K(O) = 0 or K(O) = 1
3, if o(G) ~ 2, K(G) = 1, and "~ (G) = peG) - 1
. "
Proof: Let G be a graph..
-
Case 1: Suppose 0(0) = O. Then, 0 contains a vertex of degree peG) - 1, and hence
)'(G) = 1.
- -
Case 2: Suppose o(G) ~ 1. Then, no vertex of G is isolated, and so no vertex of G is
adjacent to every other vertex of G. Thus, )'(G) ~ 2.
- -
Subcase 2.1: Suppose K(G) = O. Then, G is disconnected, with components G
1
,




which implies that, in G, {u} ~ Uf~~) V(G); similarly, {v} ~ V(G1) . So,
{u, v} ~ G and ')'(G) ~ 2. Combined with our earlier observation, this gives
')'(G) = 2.
-
Subcase 2.2: Suppose K(G) = 1. Let v be a cut-vertex of G, and let G1, G2, •• • ,
G, b~ the components of G-v (n ~ 2).
Subcase 2.2.1: Suppose Na(v) ~ V(G) - {v}. Let x E V(G) - Na[v],
and let i E {I, 2, ... , n] be such that x E V(G). Then, in G,
11
{x} ~ {v} U U V(Gk ) ,
t-l
hi
and, for any j E {l , 2, ... , n}, j ~ i, and any y E V(G), we have
{y} ~ V(G) in G. So, {x, y} ~ G, and ')'(G) = 2.
Subcase 2.2.2: Suppose Na[v] = V(G). Then, v is an isolated vertex in
- -
G so that K(G) = 0, and ')'(G) = 1. Then, since ')'(G) .= 1 ~ K(G) +
-
.2 = 2, we have, by Lemma 3.8.5 and Lemma 3.8.4, that G has fewer
than K(G) = ° isolated vertices, which is impossible, or Li(G) >
peG) - K(G) - 2 = peG) - 2. So, Li(G) ~ peG) - 1 (and, hence,
Li(G) = peG) - 1), which implies o(G) = 0, which is contrary to
assumption.
- - -
Case 3: Suppose o(G) ~ 2, K(G) = 1, and Li(G) = ji(G) - 1. By Lemma 3.8.3,
- -
')'(G) ~ K(G) + ·2 = 3. Since Li(G) = peG) - 1, G contains an isolated vertex, and, since
-
o(G) ~ 2, peG) ~ 3. Thus, ')'(G) ~ 2. So, ')'(G) E {2, 3}. Suppose that ')'(G) = 2.
Then, clearly, the set J of isolated vertices of G satisfies IJI ~ 2. If IJ I = ')'(G) = 2,
then peG) = 2 < 3, a contradiction. So, G has at most one isolated vertex. Since
Li(G) = p(G) - 1, we have o(G) = 0, i.e., G has at least one isolated vertex, say v, and
.., ,







there exists a vertex w E V(G) - {v} with degxw = p(G) - 2. However, no such vertex
exists, sinceo(G) ~ 2 implies ~(G) = [peG) - 1] - o(G) ::; peG) - 3. This contradiction
establishes the fact that ')'(G) = 3. D
-
We consider next graphs G for which both G and G are vertex-domination-critical. Such graphs
do exist, as the following proposition proves.
3.8.9 Proposition: There is at least one graph G such that both G and its complement are vertex-
domination-critical.
Proof: Consider the graph G depicted in Fig. 3.8.2; G ·is obtained from the coalescence
(G1,2)e(G:!,2) of two 3-cycles G1 and G:!, where V(G 1) = {l, 2, 3} and V(G2) = {2, 4, 5}, by
the addition of four new vertices 6, 7,8, and 9, and the insertionof the edges 61, 65,71,74,93,
94, 83, 85, 67, 79, 98 and 86. The mapping 8:V(G) = {I, 2, ... , 9} >-+ V(G) defined by
8(1) = 7,8(2) = 2,8(3) = 8,8(4) = 9,8(5) = 6,8(6) = 3,8(7) = 5,8(8) = 4,8(9) = 1
is an isomorphism between G and G; so G is self-complementary. The desired result will follow
once we have shown that G is 3-vertex-criticaI.
By inspection, it is easy to see that {2 , 6, 9} >-+ G, and that no smaller subsetof V(G) dominates G.
So, ')'(G) = ')'(G) = 3. Now, let i E {l, 2, ... , 9}. We consider three cases.
Case 1: Suppose i E {6, 7, 8, 9}; without loss of generality, assume i = 6. Then,
{2, 9} >-+ G-i . .'
Case 2: Suppose i E {l, 3, 4, 5}; without loss of generality, assume i = 1. Then,
{4, 8} >-+G-i.
Case 3: Suppose i = 2. Then, {6, 9} >-+ G-i.
So, G is 3-vertex-critical. D
3.8.10 Remark: We make the observation, as an aside, that it is not only the domination number
of the graph G in Fig. 3.8.2 that has value 3; the independent domination number, i(G), and the
total domination number, ')'t(G) , also have value 3 (consider the vertex subsets {2, 6, 9} and
{l, 2, 3}).
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3.8.11 Proposition: The complement of any 2-vertex-critical graph is not vertex-domination-
critical.
Proof: Let G be a 2-vertex-critical graph. Then, by Example 3.3.2.3, G == H-F, where H == K1n
- -
(n E N) and F is the edge set of a I-factor of H. Clearly, then, G == nK2, so )'(G) = nand
)'(G-v) = n for any v E V(G), i.e., G is not k-vertex-critical for any kEN. D
-
3.8.12 Corollary: If G is a graph for which both G and G are vertex-domination-critical, then
-
)'(G) ~ 3 and )'(G) ~ 3.
Proof: Let G be a graph satisfying the hypothesis of the proposition; then, )'(G) ~ 2. If
-
)'(G) = 2, then (by Proposition 3.8.11), G is not vertex-domination-critical, a contradiction.
Similarly, )'(G) ~ 3. D
-
3.8.13 Theorem: If G is a graph for which both G and G are vertex-domination-critical, then both
G and G are blocks.
-
Proof: Let G be a graph such that both G and G are vertex-domination-critical. Then,
peG) ~ )'(G) ~ 3 (by Corollary 3.8.12). Suppose, to the contrary, that G is not a block. Then,
either G is disconnected or K(G) = 1.
Case 1: Suppose K(G) = 1. Then, G is connected with peG) > 1, so G has no isolated
vertices, whence o(G) ~ 1. Our assumption that K(G) = 1 implies further, by Proposition
3.8.8, that )'(G) = 2, contradicting Corollary 3.8.12.
Case 2: Suppose G is disconnected. Then, K(G) .= 0. Furthermore, 5(G) ~ 1
(otherwise, if o(G) = 0, then G contains a vertex of degree peG) - 1, and )'(G) = 1,
whence G is not a vertex-domination-critical graph). So, again by Proposition 3.8.8,
)'(G) = 2, and a contradiction results as above.
That G is a block follows from the observation that G is the complement of G.




)'(G) + )'(G) ~ K(G) + K(G) + 2.
Proof: Let G be a graph satisfying the hypothesis of the corollary. By Theorem 3.8.13, both G
and G are blocks and are therefore both connected, i.e., K(G) > 0 and K(G) > O. By
- - -
Lemma 3.8.3, we know that )'(G) ~ K(G) + 2 and )'(G) ~ K(G) + 2. If, say, ')'(G) = K(G) + 2,
then, by Lemma 3.8.5, it follows that G has at least one isolated vertex; however, this contradicts
the fact that G is connected. We similarly obtain a contradiction if we assume )'(G) = K(G) + 2.
- -
So, )'(G) ~ K(G) + 1 and )'(G) ~ K(G) + 1, whence the desired result follows immediately. 0
For the remainder of this section, we return to graphs in general.
3.8.15 Lemma: For any graph G and any subset X of V(G), where IX I ~ )'(G) - 1, there exists
an independent set W ~ V(G) - X such that
(1) IWI ~ )'(G) - IX I, and
(2) W U {x} is independent for all x E X.
Proof: Let G be any graph and let X be any subset of V(G) 'with IX I s )'(G) - 1. Certainly,
then, X is not a dominating set of G. Let W' be the set of vertices of V(G) - X not dominated
by X. If W' is independent, then we let W = W'. If W' is not independent, then we consider
any maximal independent set W of (W')o; of course, then W ~ (W')o. In either case, W is an
independent subset of V(G) - X and is such that X U W ~ G, whence )'(G) ~ IX U W I =
IXI + IW I, i.e., IWI ~ )'(G) - IX I. Finally, that W U {x} is independent for all x E X
follows immediately from the definition of W'. 0
3.8.16 Corollary: For any graph G,
(1) every pair of distinct vertices has a set 5 of at least )'(G) - 2 common neighbours in G,
with (5)0 complete, and,
-
(2) if )'(G) ~ 3, then diam (G) s 2 and )'(G) ~ K(G).
-
Proof: Let G be a graph, and let u and v be distinct vertices of G. If )'(G) = 1 or 2, then
(trivially) INo(u) n No(v) I ~ 0 ~ )'(0) - 2. So, we assume now that )'(0) ~ 3. If we let
X = {u, v}, then IX I ~ )'(G) - 1 so that, by Lemma 3.8.15, there exists a subset W of
V(G) - X such that IWI ~ )'(0) - IX I and (W U {u})o and (W U {v})o are cliques, Clearly,




Now suppose that )'(G) ~ 3. Then, by (1), for every two vertices u, v E V(G),
ING(u) n NG(v) I ~ )'(G) - 2 ~ 1, Le., there is a path of length two joining u and v in G. So,
diam (G) s 2. If G == K, for some n E N, then n = )'(G) ~ 3 and diam(G) = 1 ~ 2 and
)'(G) = 1 < K(G). Suppose now that G is not complete, and let D be a minimum vertex cut-set
of G; say, G1, G2, ••• , Gn , where n = k(G-D) ~ 2, are the components of G-D. We will show
that D )-+ G, whence it will follow that )'(G) ~ K(G). Suppose, to the contrary, that there is some
i E {l, 2, ... , n} and u E V(GJ such that D -.f+ {u}. Let v E V(G) for any j E {l, 2, ... , n},
j ~ i. While u and v are not connected in G-D, there is, by what we proved above, at least one
vertex, w say, such that uv, vw E E(G), and w must belong to D. However, then D )-+ {u}. This
contradiction establ ishes the desired result. 0
3.8.17 Remark: We note that it follows directly from the proof above that if G is a graph and
diam (G) ~ 2, then )'(G) ~ . K(G). In Theorem 3.8.18, we obtain a Nordhaus-Gaddum-type upper
- -
bound on the sum )'(G) + )'(G) for arbitrary graphs G satisfying )'(G) ~ 3. This result may be
compared with the well-known Nordhaus-Gaddurn-type resultsobtainedby Jaegar and Payan [JP1],
namely, (a) )'CG) )'(G) ~ peG) and (b) )'(G) + )'(G) ~ peG) + 1, for any graph G. For graphs
G with K(G) s peG) - 3, Theorem 3.8.18 is an improvement on (b).
3.8.18 Theorem: For any graph G with )'(G) ~ 3, )'(G) + )'(G) ~ K(G) + 3.
Proof: Let G be a graph of order p. If G == K; then K(G) + 3 = (p - 1) + .3 = p + 2 >
p + 1 = )'(G) + )'CG). We suppose now that G is not complete. Let Z be a minimum vertex
cutset of G, and let u and v be vertices in distinct components of G-Z. By Corollary 3.8.16(1),
. - ,
we know that there exists a set S of )'(G) - 2 vertices such that S is contained in NG(u) and in
NG(v) and (S)G is complete. Since u and v are not connected in G-Z, it is clear that S ~ Z. Let
D = Z - (S - {x}) = (Z - S) U {x}, where x is any vertex of S. Clearly, all vertices of Z are
dominated by this set D, since Z - S )-+ Z - S and {x} )-+ S.
We now show that D )-+ V(G) - Z. Let wand z be vertices in distinct components of G-Z. Then,
by Corollary 3.8.16, the-re exists a subset T of V(G) with IT I ~ )'(G) - 2 such that w is adjacent
to every vertex of T, and z is adjacent to every vertex of T. Since wand z belong to distinct
components of G- Z, T must be contained in Z. Since IT I > IS - {x} I = )'(G) - 3, T must
have a non-empty intersection with D. Since each vertex of T)-+ {wl, it follows that D )-+ {w}.
Since w E V(G) - Z is arbitrary, it follows that D )-+ V(G) - Z. Hence, D )-+ G, and
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-
)'(G) ~ ID I = I(Z - S) u {x} I = IZ - S I + 1 = K(G) - [)'(G) - 2] + 1
= K(G) - )'(G) + 3. D
By Proposition 3.8.12, the following corollary applies to vertex-domination-critical graphs G for
which G is also vertex-domination-critical.
-
3.8.19 Corollary: For any graph with )'(G) ~ 3 and )'(G) ~ 3,
)'(G) + )'(G) s min {K(G), K(G)} + 3.
3.9 CHARACTERIZATION OF VERTEX-DOMINATION-CRITICAL
GRAPHS
Finding a characterization of vertex-domination-critical graphs appears to be a difficult problem.
However, it is possible to characterize those vertex-domination-critical graphs G that have the
smallest order among graphs with maximum degree D.(G) and domination number )'(G), i.e.,
p(G) = D.(G) + )'(G) (recall that p(H) ~ D.(H) + )'(H) for every graph H). Before we prove this
result, we state the following definitions.
3.9.1 Definition: LetGbeagraphand U a subset ofV(G), and consider a partition Uj, U2, ""Un
(n E N) of U. Then,
(a) a system o.!..distinct representatives of Ub U2 , ... , U, is a set [u., u2 , ... , u.} of n
(distinct) vertices where u, E U, for 1 s i ~ n;





" , ••• , U"}
1 2 lk
of the elements of the partition of U such that S possesses a system of distinct





" U ... UU..
1 2 lk
3.9.2 Theorem: Let)', D. E N be given, and let G be a graph. Then, G is a vertex-domination-
critical graph having )'(G) = v, D.(G) = D., and peG) = ~ + )' if and only if V(G) = {v} U U U
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W, where v is a vertex of G of degree Li, V = N(v) = {ul, u2 , ... , u~}, W = V(G) - N[v] =
(i) the set W is independent in G,
(ii) every vertex of V is adjacent to exactly one vertex of W (this property of G results in
a partition VI' V 2 , ... , V"(-l of V being induced, where the vertices of U, are all adjacent
to w),
(iii) the partition of (ii) has no sub-V domination,
(iv) for any i E {I, 2, .. ., "( - I} and any u E U, define a partitionP, of V - {u} which
has all the members of the partition of (ii) except that U, is replaced by U,-u; then, there
is a sub-(U - {uD domination which includes U, - {u} such that the representative of
U, - {u} is not adjacent to u.
Proof: Let "(, Li E N be given, and let G be a graph.
Suppose, first, that V(G) = {v} U V U W, where v, V and Ware as described above, and
satisfy conditions (i) - (iv). We show that G is a vertex-domination-critical graph with "(G) = "(,
Li(G) = Li and, hence, peG) = Li(G) + "(G).
Obviously, {v} U W )-+ G; hence, "(G) ~ "(. Let D be a minimum dominating set of G. It
follows from conditions (i) and (ii) that, for each i E {1, ... , "( - I}, in order that Wj is dominated
by D, D must contain w, or some element of U; Hence, D contains at least "( - 1 elements of
V U Wand certainly "(G) = ID I ~ "( - 1.
If ID I = "( - 1, then v or!. D and D must be W, ·as may be seen as follows: Suppose that
ID I = "( - 1 and that D ~ W; say (without loss of generality) that D = Iv.. ... , Urn, Wm+l'
... , W"(-l}, where u, E V j for 1 ~ i ~ m. Since no vertex in VI U ... U Vmis dominated by
{wm+l, ... , W"(-l}, it follows that {u., ... , urn} )-+ VI U ... U Vm.and therefore the partition of V
into subsets VI' ... , VA has a sub-U domination (namely, V h V2, ... , VJ, contrary to
condition (iii). So, if ID I = "( - 1, then D = W; however, then D >/+ {v}, contrary to the fact
that D is a dominating set of G. Consequently, it follows that "(G) = ID I = "(.
Clearly, Li(G) ~ deg v = Li; if Li(G) > Li, then (by conditions (i) and (ii)) there exists U E V
(say U = u, E Ul) such that N[u1J = {v} U U U {w1} and so {~l} U (W - {w1D )-+ G, i.e.,
"(G) ~ "( - 1, contradicting the result that "(G) = "( (established earlier). Hence, Li(G) = Li and
p(G) = 1 + Li + (I' - 1) _= Li(G) + "(G).
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To show that ')'(G -x) ::; ')' - 1 for every x E V(G), we consider three cases: If x = v, then
W ~ G-x; if x = W j E W, then {v} U (W - {wJ) ~ G-x; so ')'(G-x) ::; ')' - 1 in both cases.
If x E Vl , there exists a sub-(U - {x]') domination of the partition P of V - {x} guaranteed by
(iv) consisting of (without loss of generality) the sets V 1 - {x}, V 2, ••• , Vb possessing distinct
representatives x., x2 , ••• , x, (respectively) such that xx, t1:. E(G) and [x., ... , Xk } ~ (U1 - {xD U
V 2 U ... U U, U {w b ••• , wk} U {v}. So, [x., ... , Xb Wk + l ' ••• , W y - l } ~ G-x and
')'(G-x) ::; ')' - 1. It follows similarly that, for all x E V - Vl , ')'(G-x) ::; ')' - 1 and the vertex-
domination-criticality of G follows.
Conversely, suppose that G is a vertex-domination-critical graph with V(G) = "(, ~(G) = ~,
and peG) = "( +~. Let v E V(G) with deg v = ~ and define U = N(v) = [u., ... , ut.},
W = V(G) - N[v] = [w., w2 , ••• , w.}, where t = P - ~ - 1 = "( - 1. Then, (i) W is
independent, since, if WjWj E E(G) for some w., wj E W, then {v} U (W - {wj } ) ~ G and so
"((G) ::; ')' - 1, contrary to assumption. So, (i) holds. We now prove (ii). Suppose that some
u E V is adjacent to at least two vertices, W j and wj , of W; then {v, u} U (W - [w., wj }) ~ G
and so ')'(G) ::; ')' - 1, again a contradiction. So, each vertex in ,U is adjacent to at most one
vertex of W. If a vertex u of U is adjacent to no vertex of W, let D' be a minimum dominating
set of G-v; then ID' I = ')' - 1 (as G is ')'-vertex-critical) and D' contains a vertex y that
dominates u; so, y E V(G) - W = N[v] and hence D' ~ G, contrary to our assumption that
')'(G) = ')'. Thus, (ii) is true and U may be partitioned into subsets Uh ... , U.,,-l, as given above.
That condition (iii) holds follows from the observation that, if the partition Vl , ... , V.,,-l has a
sub-U domination S, with (say) S = {Vl , ... , Vm}, with distinct representatives x., ... , xm ,
respectively (m ~ 1), then {x., ... , Xm, Wm+ l, ... ,W.,,-l} ~ G and, again, ')'(G) ::; ')' - 1, a
contradiction.
Finally, to prove that condition (iv) is satisfied, we selectu E U, for some i E {l, ... , "( - I} and
let D" be a minimum dominating set of G-u (so, ID" I = ')' - 1). Since D" >1+ {u}, neither v nor
w, is an element of D". Now, D" has the following properties: (a) D" contains an element of
U, U {wj } for each j E {l, ... , ')' - I}, j ~ i (because D" ~ {wjD, and (b) D" contains an
element x of U, - {u}. - (Note that U, - {u} ~ 0 since x E (U, - {uD n D" is required to
dominate w, as w, t1:. D"). Furthermore, xu t1:. E(G), otherwise ')'(G) < ')'. Let P = {U~, V~,
... , U~} be the partition of V - {x} obtained from the partition [Uj, U2 , ••• , Ut.} as described in
(iv) (where U~ is the member of P obtained from Un' 1 s n s ~). Now, by (a) and (b),
y-l





and so, in fact, D" contains exactly one element, ~ (say), of Vj U {Wj} for each j E {l , 2, ... ,
-y -l},j ~ i; clearly, if t, E U, GE {1, 2, ... , -y -l},j ~ i), then {~} H>Dj . Let
U.', U.', ..., U.'
11 ~ lit
be the elements of P for which
t~ E D~
(1 ~ r ~ k). Then, {~; tj E U, 1 ~ j ~ -y - 1, j ~ i} is a system of representatives of




{tl' ~, ..., tkl H> UUir' •
r=1
Since x E D" n (U, - {uj) = D" n U, it follows that {x} H> U, - {u} and if we let ~+l = x
and
then
S = {UI: , U~, ..., U; }
1 -l 1t+1
is a sub-Ill - {xj) domination satisfying (iv). o
3.9.3 Remark: In the above theorem, it was not required that G 'should be connected. It is indeed
possible that some of the vertices in W may be isolated, although each vertex in D must be
adjacent to a vertex in W; for instance, the graph G to which we refer in Theorem 3.9.2 may be
C4 U K.y-lO However, the theorem is easily refined to apply to connected graphs.
3.9.4 Theorem: Let -y, Ll E N be given, and let G be a graph. Then, G is a connected, vertex-
domination-critical graph with -y(G) = -y, Ll(G) = Ll and p(G) = Ll + "I, if and only if V(G) =
{v} U V U W, where v is a vertex of G of degree Ll, V = N(v)_= {u., ... ,U.1}, W = V(G) -
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N[v] = {Wl, ... , W-y-l} and the conditions (i) to (iv) of Theorem 3.9.2 are satisfied, as well as (v)
every vertex in W is adjacent to at least one vertex in U.
Proof: The statement follows from the proof of Theorem 3.9.2 together with the following
observations: In part (a) of the proof, condition (v) immediately implies connectedness of G,
whereas, in part (b) of the proof, once condition (i) has been established, the requirement that G
be connected, together with the independence of W, implies validity of (v). 0
In the rest of this section, we shall show that it is not possible to characterize vertex-domination-
critical graphs in terms of forbidden subgraphs. We consider first
3.9.5 Theorem: For any graph G*, there exists a vertex-domination-critical graph H such that G*
is an induced subgraph of H.
Proof: Let G* be a graph of order p. If )'(Gj ~ 2, let G be the graph G* together with two
isolated vertices; otherwise, let G = G*. In either case, )'(G) ~.3 and peG) = p ~ 3. Let
V(G) = {vh v2 , ... , v.}, Define a graph H by V(H) = V(G) U W U ·X, where the unions are
disjoint and W = [w., w2, ... , wp}, X = [x., x2 , ... , xp } and E(H) = E(G) U {wjXj , WjVj , XjVj ;
1 < .. < . -.I- '}- 1, J - p, 1 y- J .
Since E(({vl, v2, ... , Vp})H) = E(G), G is an induced subgraph of H (if G ~ G*,. then, since G*
is an induced subgraph of G, G* is an induced subgraph of H). Clearly, {Vj, x., wJ ~ H for any
i E {l, 2, ... , p}, and so )'(H) ~ 3. To show that )'(H) ~ 3, we show that no two-element
subset of V(H) dominates H. Suppose S ~ V(G) with ISi = 2 and S ~ H. Firstly, S is not
contained in VCG), since, otherwise, )'CG) :::; 2. If S is a subset of W, then S >1+ W - S.
Similarly, S is not contained in X. If S = .{wj, xj } for some i, j E {1,2,... ,p}, then S >1+ {wj }, if
i ~ j, or S >1+ {vJ if i = j; similarly, if S = {wj, v}, or if S = Jvj, x.}, S >1+ H. So, )'(H) = 3.
Now, let u E V(H). Then, U = v, x., or w., for some i E {I, 2, ... , p}. Since
{Xi, Vi' wJ - {u} ~ H-u, we have )'(H-u) ~ 2; since )'(H-u) ~ )'(H) - 1 = 2, it follows that
)'(H-u) = .2 for every u E V(H). Thus, H is vertex-domination-critical, and contains G* as an
induced subgraph. 0
3.9.6 Theorem: It is not possible to characterize vertex-domination-critical graphs in terms of
forbidden subgraphs.
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Proof: Suppose, to the contrary, that there exists a non-empty family .)7 of graphs such that G is
vertex-domination-critical if and only if G contains no member of !T as an induced subgraph. Let
H* be any member of!T. Then, by Theorem 3.9.5, there exists a vertex-domination-critical graph
H such that H* is an induced subgraph of H. Now, by our assumption, the vertex-domination-
criticality of H implies that no member of !T is an induced subgraph of H; in particular, H* is not
an induced subgraph of H. This contradiction establishes the theorem. D
3.9.7 Theorem: Any graph G with ')'(G) ~ 3 can be embedded as an induced subgraph in a
vertex-domination-critical graph G* where ')'(G*) = ')'(G).
Proof: Let G be any graph with ')'(G) ~ 3, and let H be the vertex-domination-critical graph,
containing G as an induced subgraph, that is constructed in the proof of Theorem 3.9.5. Recall
that ')'(H) = 3. If ')'(G) = 3, then H is a graph G* with the required properties. Supposenow that
')'(G) ~ 4. Clearly, any coalescence H-Cn, where n = 3[')'(G) - 3] + 1, contains G as an induced
subgraph. Since n == 1 (mod 3), we have (by Example 3.3.2.2) that C, is vertex-domination-
critical graph, and so, by Lemma 3.6.3,
= 3 + (y(G) - 2) - 1 = y(G).
In this case, then, G* = H-Cn is a graph with the desired properties.
3.10 DOMINATION-FORCING SETS OF GRAPHS
D
P.1. Slater recently proposed, in a private communication, the investigation of smallest subsets S
of vertices of a graph G which cannot be dominated by subsetsof.V(G) containing fewer than ')'(G)
vertices.
3.10.1 Definitions: Let G be a graph and T a non-empty set of vertices of G. AT-dominating
set in G is a set D ~ V(G) such that D )-+ T. (Note that it is not required that D ~ T; hence, a
T-dominating set in G is not necessarily a dominating set of (T)G.) A T-dominating set in G of
minimum cardinality is called a minimum Tsiominating set in G and its cardinality, denoted by
')'(J, G), is called the T'domination number in G.
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3.10.2 Examples: (a) If G == K, and T ~ V(G), T ~ 0, then )'(T,G) = 1 = )'(G), any
singleton subset of V(G) being aT-dominating set in G.
(b) If G == ~.n, 2 =::;; m =::;; n, with partite sets Vi and V2, then, for T ~ V(G) such that IT n
Vd ~ 2 for i E {1, 2}, we have )'(T,G) = 2 = )'(G), whereas )'(T,G) =1 if ITn Vi I =::;;1 for
some i E {1, 2}.
(c) If G == Kp and T ~ V(G), T ~ 0, then )'(T,G) = IT I, T being the only T-dominating set
in G.
Hence, we note that there exist graphs G having proper subsets T of V(G) for which )'(T,G) =
)'(G).
(d) Let G be any graph that contains an induced subgraph isomorphic to P3 (for example, if G is
connected and non-complete), and let x,y,z be an induced path in G. Then, T = {x, z} is such
that )'((T)o) = 2 ~ 1 = )'(T,G).
3.10.3 Definition: Let G be a graph. A set S ~ V(G) for which )'(S,G) = )'(G) is called a
domination-forcing set of G or (briefly) a )'1orcing set of G. (Clearly, such a set exists for every
graph G as )'(V(G),G) = )'(G).) A )'-forcing set of G of minimum cardinality is known as a
B(G)-set and its cardinality, denoted by B(G), is called the )'1orcing number of G.
3.10.4 Examples: (a) -If G == ~, then any singleton subset of V(G) is a B(G)-set and B(G) = 1.
(b) If G == ~.n with 2 =::;; m =::;; n, then any 4-set of vertices containing two vertices from each
of the partite sets of G is a v-forcing set of G (and hence a B(G)-set, as a set S ~ V(G) containing
at most one vertex from some partite set of G has )'(S,G) = 1 <; 2 = )'(G)); so, B(G) = 4.
-
(c) If G == Kp , then V(G) is the only )'-forcing set of G and so B(G) = p.
(d) G == P3 and H == K, U K2 are the non-complete graphs of smallest order for which the order
exceeds the )'-forcing number. Any S ~ V(G) with S ~ 0 is a )'-forcing set of G (so B(G) = 1)
and the subsets of V(H) containingat least one vertex from each component of Hare )'-forcing sets







(e) If G == Sm.n (2 ~ m ~ n) with central vertices u and v, adjacent to the end-vertices u., u~,
•.. , Urn and VI' v~, .. .. , vn, respectively, and S = [u., VI}, then )'(S,G) = 2 = )'(G) and S is
(obviously) a e(G)-set.
3.10 .5 Remark: It is immediately obvious that, for any graph G and S ~ V(G), )'(S,G) ·~ min
{)'(G), )'«(5)G)} ' The exampl es in 3.10.4 all have the property that, for any e(G)-set 5, )'«(S)G) =
)'(S,G) (= )'(G)). That this is not true for every graph G is shown by the following example, in
which is exhibited a graph G and a e(G)-set 5 for which )'«(S)G) > )'(5,G) (== )'(G)).
3.10 .6 Example: The graph G shown in Fig. 3.10.1 has domination number 2 and {2, 5} is a
minimum dominating set of G. Since the vertices in every pair of distinct, non-adjacent vertices
in G have a common neighbour, )'(T,G) = 1 if T ~ V(G) and 1 ~ ITI ~ 2; hence, e (G) '~ 3.
As the set S = {1, 4, 7} satisfies )'(5,G) = 1{2, 4} I = 2 = )'(G) and 151 = 3, it follows that
e(G) = 3 and that 5 is a e(G)-set; furthermore, since S is independent, )'((S)G) = 3 > )'(5,G) =
)'( G) = 2.
3.10 .7 Remark: \Ve next investigate the relationship between e(G) and )'(G) for a graph G. A
dominat ing set D of a graph is said to be efficient if B"ED (1 + degGv) = p(G), i.e., if every vertex
of G is dominated by a unique vertex of D. Now, let G be a graph with an efficient dominating
set D; then, no two vertices of D are adjacent or have a common neighbour in G. Hence, each
vertex in any D-dominating set in G dominates at most one vertex of D , so that, if D ' is a
minimum Dvd orninating set in G, we have 'y(D,G) = ID' I ~ ID I. Since D ~ D, we have
)' (D,G) ~ ID I, whence i ~ follows that )'CD ,G) = ID I· Consequentl y, since )'CD, G) ~ l eG) ~
ID I (by Remark 3. 10.5), D is a minimum dominating set of D.
3.10.8 Proposition: For any graph G,
Cl) )'(G) ~ e(G), and
(2) )'(G) = e(G) if G has an efficient dominating set.
Proof: Let G be any graph.
(1) If S ~ V(d) and ISi < leG), then )'(S,G) ~ )'«(S)G) ~ 151 < )'(G) and S is not a 8(G)-set.
Hence, for any e(G)-set S, e(G) = IS I ~ )'(G).
Fi g . 3 .10.2
3
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(2) If G has an efficient dominating set D, then ')'(D,G) = IDI = 'Y(G) (by Remark 3.10.7).
Hence, D is a ')'-forcing set of G and B(G) :::; ID I = ')'(G), which, with (1), yields B(G) =
'Y(G). 0
3.10.9 Remark: That the (sufficient) condition given in Proposition 3.10.8(2) is not necessary to
ensure that B(G) = ')'(G) may be seen by consideration of the graph G in Fig. 3.10.2, obtained
from GI U G2 with GI, G2 == Kl,m, where Gj has centre u, and end-vertices VIi, V2b .•• , Vmj, by
identifying Vml and Vm2(m ~ 3). The only minimum dominating set of G is D = [u., u2 } and S =
{vll , vlJ satisfies ')'(S,G) = 2 = ')'(G) = ISI, whence S is a B(G)-set and B(G) = 2 = ')'(G).
Certainly, D is not an efficient dominating set of G (since d(ul,u2) = 2), and so (by Remark
3.10.7), no dominating set of G is efficient.
We shall show next that, for -any given positive integers j, t with j < t, there exists a graph G for
which ')'(G) = 2, B(G) - 'Y(G) = j and peG) - B(G) ~ 2t + 1.
3.10.10 Definition: For j, tEN with t ~ j + 1, let m = (j) and define the graph Jt,j as follows:
Let JI == K, 12 == Km and 13 == KI, with V(JI) = {Ub ,u:,- -'oo., Ut}, V(J2) = {VI' ... , vm} and
V(J3) = {w}, and Iet AI' A2, ... , Am be the m distinct subsets of V(JI) that have cardinal ity j. Let
V(Jt) = V(JI) U V(J:) U V(J3) and E(Jt) = E(JJ U E(JJ U {wv.; i = 1, 2, ... , m} U F,
where F = Ui~\ {vjuk ; Uk E AJ . (See Fig. 3.10.3.)
3.10.11 Proposition: For t, j E N, t ~ j + 1 and Jt.j defined as in 3.10.10 above,
(1) ')'(Jt,j) = 2, 'and
(2) B(Jt) = j + 2 = ')'(Jt) + j, and
(3) p(Jt) = t + (j ) + 1 ~ 2t + 1 ~ 2B(Jt,j) - 1.
Proof: Let t, j satisfy the hypothesis of the proposition.
(2) Let B ~ V(Jt.j) such that IB () V(JI) I s j. Then, there exists k E {I, 2, ... , m} such that
B n V(JI) ~ Ak; consequently, {vk} l-+ Band ')'(B,1t.j) = 1. Hence, it follows that, if S is a B(G)-
set (so ')'(S,Jt) = 2), then IS n V(JI) I ~ -j + 1. Furthermore, S ~ V(JI) (since, otherwise,
{UI} l-+ Sand ')'(S,Jt) = 1), so S - V(JI) ~ 0 and B(G) = IS I ~ G+ 1) + IS - V(JI) I ~
j + 2. To show that!(G) :::; j + 2, let T = {u., U2, .. " Uj+h w}. Then, ')'(T,lt,j) ~ 2 since,
.... . ..:-
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otherwise, if there exists y E V(Jt) with {y} ~ T, then y t/:. V(J:J U V(J3) (as no vertex in
V(J2) U V(J3) is adjacent to j + 1 vertices in V(Jl)) and so y E V(Jl), whence {y} ~ {w},
contradicting {y} ~ T. So, by (1) and Remark 3.10.5, we have ')'(1t) = 2 ~ ')'(T,Jt) ~ ')'(1t),
i.e., ')'(T,Jtj) = ')'(Jt) and T is a ')'-forcing set ofG, whence e(G) ~ ITI = j + 2. Hence,
e(G) = j + 2.
(3)
= t + t (t-l)(t-2) _. (t-j+l) + 1
j G-1) ··· 2. 1
~ t + t + 1 = 2t + 1 ~ 2j + 3 = 28(Jtj) - 1.
3.10.12 Remark: For t = 2, j = 1, we obtain a graph Jtj (= J2) of smallest possible order
(namely, P(12,1) = 5), and we have e(12) = 3 and ')'(12,1) = 2. In this case,
In general, if t = j + 1, then
8 ( Jj +I , j) = j +2
p( J ) 2j+3j-+- l.j
and
3 > 1 . '
5 2
1 + 1 E(1 3]
"2 4j -+- 6 . . "2 ' "5
If t = j + 2, then p(Jt) = j + (jj2) + 1 and
fun 8(Jj-+-2.j) = 0;
j .. 00 p (Jj-+-2.)
furtherrnore. :for any fixed j E N, we see from Proposition 3.10) 1 (2) and (3) that
- ~ '\
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In the above example, )'(Jt,j) = 2. We shall show that, for prescribed n ~ 2, M and N, there
exists a graph G for which )'(G) = n, O(G) - )'(G) ~ M and p(G) - O(G) ~ N.
3.10.13 Example: For t, j E N with n ~ 2, t ~ (n - l)j + 1, m = (j), let GI, G2, ... , Gn-I ==
ltJ (see Definition 3.10.10) and, in Gi , let Vii, V2i, V3i, Uli, U2i, ... , Uti, Vlb V2i , ••• , Vmi and Wi
correspond to V(JI), V(J:J, V(J3), UI, U2 , •• • , Ut, VI' V2 , ••• , Vm , and w, respectively, for i = 1, ... ,
n - 1. Let ltj.n be the graph obtained from ~l U G2 U ... U Gn-l by identifying the vertices Vii'
Vi2 , •••• , Vi(n-I) to form a new vertex Vi corresponding to the vertex Vi E V(J:J in ltJ' for i = 1,
2, ... , m. Denote the resulting set {vh v2, ••• , vm } by V2, and the subset of Vii corresponding to
Ak by Akj (i E {l, ..., n - I}, k E {I, ... , m}). (Note that It,j.2 = It,j')
3.10.14 Proposition: For t, j E N with t ~ (n - l)j + 1, n ~ 2, and G = It.j.n (as in Definition
3.10.13), we have
(1) )'(G) = n,
(2) O(G) = (n - l)j + 2 = )'(G) + (n - 1)0 - 1) + 1, and
(3) peG) = (n - l)(t + 1) + (j) = O(G) + (n - 1)(t + 1 - j) + (j') - 2.
Proof: Let t, j satisfy the hypothesis of the proposition.
(1) That )'(G) ~ n follows from the observation that {VI' Ull , U12' ... , UI (n-I)} - G. If there exists
a dominating set D of G with ID I ~ n - 1, then D ~ Ui:~ Vii (otherwise, D o;{+ {wl, ... , Wn-I});
. .
hence, D n Vii = 0 for at least one value of i E {l, 2, ... , n - 1}. So, Vii is dominated by (at
most n - l lvertices in..Dn V2; however,
so that D n V2 o;{+ Vlj' a contradiction. So, any dominating set of G has cardinali~y at least n. So,
)'(G) = n.
(2) Let S be O(G)-set. We note that, if V ~ V(JI) ~ V(Jtj) is the -set of all vertices in V(Jtj)
corresponding to at least one vertex in S n (U i~~ Vli ), then IV I ~ (n - l)j + 1 (otherwise,
U is the union of at most n - 1 subsets Ak from {A h ... , Am} and at most n - 1 corresponding
vertices Vk from V2 ~ V(G) serve to form an S-dominating set in G, contradicting )'(S,G) = n).
Furthermore, S s: U i:~ Vii, since, otherwise, {U l h U12, , uI(n-l)} is an S-dominating set in G.
So, O(G) = IS I ~ (n - l)j + 2. Now, let VI = {u., , u}, V 2 = {uI+j, ... , U2j}, ... , Un-2 =., ,
{U I+(n-3)j' ... , U(n-2lJ and V n-I = {uI+(n-2)j, ... , U(n-l)j, U(n-l )j + I} (so that U = Ui: ~ Vi satisfies
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IUI = (n -1)j + 1) and denote by U; the subset of V., corresponding to U, (i E {I, 2, ... ,
n - 1}) . The only (n - lj-set of vertices that dominates V' = U i:~ V~ in G is contained in
Ui':~ Vl i and so S = U ' U {w l } (say) satisfies ISi = (n - l)j + 2 and ')'(S,G) = n = ')'(G),
whence e(G) =:; (n - l)j + 2. Hence, e(G) = (n - l)j + 2, as required, which completes the
proof of (2), from which (3) follows immediately. 0
3.11 CONJECTURES AND UNSOLVED PROBLEMS
The following are four open questions posed by Brigham, Chinn, Dutton in [BCD1] and [BCD2].
(1) For a vertex-domination-critical graph G, is
peG) ~ [o(G) + 1] [')'(G) - 1] + 1 ?
This is trivially true when peG) attains the upper bound peG) = [~(G) + 1] [')'(G) - 1] + 1, the
maximum possible value of peG), given in Theorem 3.5.4, and also holds when peG) = ')'(G) +
~(G), the minimum possible value of p(G) [BCD2].
(2) Is it true that i(G) = ')'(G) for every vertex-domination-critical graph G? As in (1), the
statement is true when the order of the vertex-domination-critical graph is the minimum or
maximum value it can attain [BCD2]. Recall that a similar conjecturefor edge-domination-critical
graphs is made in 2.9.4 (cf. [SB1]).
(3) For a vertex-domination-critical graph G, is
diam G =:; 2[')'(G) - 1] ?
The relation holds when peG) = ')'(G) + ~(G) or ')'(G) =:; 5 [BCD2].
(4) If G is a vertex-domination-critical graph and v E V(G), does there exist a vertex u and a
minimum dominating set Du of G-u such that v E Du? It has been shown that, if G is a vertex-
domination-critical graph and u, _v E V(G) such that u ;t v and ')'(G-{u, vD ;t ')' - 1, then v E
Du for some minimum dominating set Du of Cl -u (cf. [BCD2]).
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Chapter 4
DOMINATION NUMBER ALTERATION BY
REMOVAL OF EDGES
4.1 INTRODUCTION
Whereas inChapter 2 we studied graphs G that have the property that adding any single edge of
- . "
G to G produces a graph ~ith domination number lower than )'(G), and whereas in Chapter 3 we
investigated graphs H that possess sets of vertices the removal of which results in graphs with
domination number different from "(CH), in the present chapter we consider the effect of the
removal of a set ~f edges on the domination ~umbers of graphs. In particular, for a graph I, we
investigate the minimum cardinality of a set of edges the removal of which yields a graph with
domination number greater than )'(1), and subsequently consider extremal graphs with dominating
sets or domination numbers that are impervious to the removal of arbitrary edges.
All results in sections 4.2 to 4.5 are from [BHNS1], with the exception of Theorem 4.2.8 and
Corollary 4.5.5 which come fro~ [AWl], Theorem 4.2.7 which comes from [FJ1], and Remark
4.5.6 which comes from [51], and all results in sections 4.6 to 4.8 are from [BD1]. In addition,
we have expanded Remark 4.4.10, as well as the proof of Theorem 4:2.8 (slightly), 4.4.1, 4.4.9
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(slightly), 4.6.8, Theorem 4.6.10 (considerably), 4.7.3(1), 4.7.4 (considerably), 4.7.6 (very
considerably), 4.8.4, 4.8.5 (slightly), 4.8.8, and Proposition 4.5.4, 4.6.5, 4.8.6 (considerably).
We have slightly modified the proof of Theorem 4.3.6, and slightly rearranged the proof of
Theorem 4.3.2. We have clarified and expanded Theorem 4.3.4,4.4.11, and 4.7.19. We have
supplied Remark 4.2.2, 4.2.4, 4.4.3 and 4.4.6. We have provided the statement and proof of
Proposition 4.2.3, 4.5.2, Corollary 4.2.6, and Theorem 4.7.3(2), and 4.7.5. We have modified
Definition 4.4.4, which originally appeared in [BHNSl]. We have supplied Corollary 4.5.3, as
well as the proof of Theorem 4.2.7, 4.4.5, Proposition 4.2.5, 4.3.1, 4.4.13, 4.6.6, 4.7.17, 4.7.18,
4.8.3,4.8.7,4.8.9, Corollary 4.3.3, and Lemma 4.7.15. Finally, we have modified the statement
of, and provided a proof for, Corollary 4.6.9.
4.2 INTRODUCTIO~ TO ')'-EDGE-STABILITY NUMBER (BONDAGE
NUMBER) OF A GRAPH
4.2.1 Definition [BHNS 1]: For a graphical parameter u, the u-edgc-stability number of a graph
G is defined to be the minimum number of edges in any set F ,~ E(G) such that /L(G-F) ;:t /L(G) ,
provided that such a set F exists. In particular, /L +' (G) (or /L -,(G» denotes the minimum number
of edges in F £;; E(G) for which /L(G-F) > /L(G) (or /L(G-F) < /L(G», if such a set F exists.
For instance, if G == ~ (p ~ 3) and e E E(G), then (3(G -e) = (3(G) + 1 and K(G -e) =
K(G) - 1; hence, (3 +'(G) = 1 = K-'(G).
4.2 .2 Remark: Obviously, if G is any graph and F £; ECG), then ')'CG-F) ~ ')'CG); so, the
parameter "(-' is not defined for any graph G. That "( +'(G) (known as the bondage number of G)
is well-defined for every non-empty graph G is shown by the following proposition, since
"((G - E(G» = "(KP(G» > "((G) (see Proposition 4.2.3) and ther~fore a smallest subset F of E(G)
exists for which ')'(G -F) > ')'(G).
4.2.3 Proposition: For -every non-empty graph G, ')'CG) < peG).
Proof: If G is a non-empty graph and uv E E(G), then {v} )-+ {u} and V(G) - {u} )-+ V(G) - {u},
whence V(G) - {u} )-+ G and ')'(G) =:; peG) - 1. 0
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4.2.4 Remark: It should be stressed that, if G is a graph, F ~ E(G) such that ,,(G -F) > )'(G)
and IF I = ,,+' (G), then F is a smallest set of edges for which no minimum dominating set of G
also dominates G-F. There may well exist a minimum dominating set D of G and a set F' ~
E(G) with IF'I < IFI such that D";" G-F', but, in this case, some minimum dominating set D'
(;t D) of G will exist such that D' >-+ G-F'. In the following results, culminating in Theorem
4.2.7, we shall prove that, for any non-trivial graph G and any minimum dominating set D of G,
there exists a set F' ~ E(G) with IF' I ~ 2 such that D .,;.. G-F', even if v" ~ 3.
So, the bondage number "1 +' may be regarded as a measure of the integrity of the domination
number (as opposedto the dominatingproperty of aparticularminimum dominatingset) of a graph
with respect to edge removal.
We shall need the following "result of Ore [01].
4.2.5 Proposition: For any non-empty graph G with no isolated vertices, there exists a minimum
dominating set D of G such that, for each v E D, there exists u E "V(G) - D such that
N(u) n D = {v}. ('rVe shall call u a private neighbour of v.)
Proof: Let G be a non-empty graph with no isolated vertices. If "I(G) = 1, the result follows
immediately; so suppose ,,(G) ~ 2. For any minimum dominating set D of G and, for each
d E D, we know that at least one of the following is true:
(1) ~here exists v E V(G) - D such that {d} = N(v) n D;
(2) N(d) n D "= 0.
We shall prove that G must contain some minimum dominating set D' for which each d E D'
satisfies (1).
Suppose, to the contrary, that no minimum dominating set of Q is such that each of its vertices
satisfies (1). Let D be a minimum dominating set of G such that q((P) is a maximum, and let d
be a vertex of D that does not satisfy (1). Then, (2) holds (so that [{dJ, V(G)] contributes no
edges to E((D) and, furthermore, any vertex w E V(G) - D that is adjacent to d satisfies
IN(w) n D I ~ 2. Since d is not an isolate of G, d has a neighbour v which, by condition (2),
lies in V(G) ., D. By our earlier comment, then, there exists d' E D - {d} (;t 0) such that
vd' E E(G). Then, since {v} >-+ {d} and N(w) n CD - {d}) ;t 0 for each w E N(d), we have
that D· = CD - {d}) U {v} is a minimum dominating set of G and E((D*) ~ E((D) U {vd'},
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whence q((D*) ~ q((D) + 1, which contradicts our choice of D. Hence, any minimum
dominating set D of G for which q((D) is a maximum satisfies (1) for each of its vertices. 0
4.2.6 Corollary: For any non-empty graph G with no isolated vertices, there exists a minimum
dominating set D for which there is an edge e in G such that D is not a dominating set in G-e.
Proof: Let G be a non-empty graph with no trivial components, and let D' be a dominating set
whose existence is guaranteed by the above theorem. Then, if v is any vertex of D, and u is a
vertex of V(G) - D satisfying N(u) U D = {v}, then D is clearly not a dominating set
of G-uv. 0
4.2.7 Theorem: For any non-empty G and minimum dominatingset D of G, there exists a vertex
u E V(G) - D such that IN(u) n D I ~ 2.
Proof: Suppose, to the contrary, that there exists a non-empty graph G and a minimum dominating
set D of G such that IN(x) n D I ~ 3 for each x E V(G) - D. Let u E V(G) - D, and suppose
that v and ware two of the (at least three) vertices in Dthat dominate u. Then, N(x) n
(D - {v, wD 7C 0 for every x E V(G) - D and so CD - {v, w]) U {u} is a dominating set of
G of cardinality less than )'(G), which is not possible. The desired result follows. 0
This concludes the discussion of Remark 4.2.4.
4.2.8 Theorem: Let G be a graph and e = uv E E(G). Then, )'(G-uv) > )'(G) if and only if,
for every minimum dominating set D of G, the following two conditions hold:
(i) e E [D, V(G) - DJ; say, u E D and v E V(G) - D;
(ii) NG(v) n D = {u}.
Proof: We prove the necessity first. Assume, to the contrary, that there exists a graph G and an
edge uv E E(G) such that )'(G-uv) > )'(G) but for which there is a minimum dominating set D
such that (ilor (ii) is not satisfied. If (i) is false, i.e., if u, v E D or u, v E V(G) - D, then,
clearly, D >-+ G-uv and )'(G-uv) ~ )'(G), contrary to our choice of u and v. So, (i) holds and (ii)
is false, whence it follows that ING(v) n D I ~ 2, which, in turn, implies that D >-+ {v} in G-uv.
So, D >-+ G-uv and )'(G-uv) ~ )'(G), again-a contradiction. So, no such graph G exists, and the
necessity follows.
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Conversely, let G be a graph and let uv E E(G) such that, for every minimum dominating set D
of G, both (i) and (ii) hold. Let D be a minimum dominating set of G. By (i), it follows that
D U {v} >-+ G-uv, whence )'(G -uv) ~ )'(G) + 1. We claim )'(G -uv) = )'(G) + 1. Suppose this
equality does not hold. Then, since )'(G -e) ~ )'(G) for all e E E(G), we have )'(G-uv) = )'(G).
Let Do be a minimum dominating set of G-uv; clearly, Do is a minimum dominating set of G,
since Do dominates G-uv, a spanning subgraph of G, and )'(G) = )'(G -uv). Since Do dominates
a graph (namely, G-uv) in which u and v are non-adjacent, we have (a) u, v E Do or (b) u, v E
V(G) - Do or (c) u E Do, v E V(G) - Do and INa-uy(v) n Do I ~ 1, i.e.,: INa(v) n Do I ~
2 or (d) v E Do, u E V(G) - Do and INa-uy(u) n Do I ~ 1. However, by our choice of u and
v, Le., because (i) and (ii) hold, none of the four afore-mentioned possibilities can occur. So, we
have )'(G -uv) = )'(G) + 1 > )'(G), as claimed, and the theorem follows.
4.3 EXAMPLES OF BONDAGE NUMBERS OF GRAPHS
o
In this section, we investigate the value of )'+' for several classes of graphs, namely, complete
graphs, cycles, paths, complete t-partite graphs (t ~ 2) and trees.
Proof: Let n ~ 2, let Gn == K, and let F ~ E(GJ such that, for G = Gn-F, )'(G) > )'(Gj = 1.
Then, ~(G) s n - 2, and so F is an edge cover of Gn, whence IF I ~ fn/2l . In particular, then,
)'+'(Kn) = ;Y +'(Gn) ~ .. fn/2l . If n is even, G, 'possesses a l-factor with edge set F' such that
IF' I = n/2 = fn/2l and ')'(Gn-F') = 2. If n is odd (and n ~ 3), let v E V(Gj; then the set F'
consisting of the edges in a l-factor of Gn-v, together with any edge incident with v, contains
Ih(n - 1) + 1 =. 1/2 (n + 1) = fn/2l edges and )'(Gn-F') = 2. So, )'+'(Gn) s fn/2l . Hence,
)' +'(KJ = )'+'(Gn) = fn/J, as required. 0
4.3.2 Theorem: For n ~ 3,
if n == 1 (mod 3)
otherwise
Proof: Let n ~ 3. Since C, -e == P, for e E E(Cj and )'(Cn) = )'(p j, we have )'+f(Cj ~ 2.
We consider two cases.
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Case 1: Suppose that n == 1 (mod 3). Then, the removal of two non-adjacent edges from
C, leaves a graph H which is the (disjoint) union of two paths A and B, with peA) = a,
p(B) = b, where a + b = n.
Suhcase 1.1: Suppose a == 0 (mod 3) and b == 1 (mod 3) (or, a == 1 (mod 3) and
b == 0 (mod 3)). Then,








Suhcase 1.2: Suppose a == b == 2 (mod 3). Then~
y(H) a+l b+l n+2- +- =
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The removal of two adjacent edges from Cn yields a graph H == Pn - l U Kl , where
')'(H) = 1 + rV3(n - 1)1 = rn/31 = ')'(CJ. Thus, it follows that ')'+'(C~) ~ 3. To show
the reverse inequality holds, we consider the graph I resulting from the deletion of three
consecutive edges of Cn. Since I == 2Kl U Pn-2, we have
Case 2: Suppose n == 0 or n == 2 (mod 3). Let H be a graph obtained by the removal
of two adjacent edges from Cn ; then, H == K, U Pn-~. So,
so that ')' + '(CJ _~ 2. The required result now follows by the already established reverse
inequality. 0
4.3.3 Corollary: For n ~ 2,
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if n == 1 (mod 3)
otherwise
Proof: For any n ~ 3, since C, -e == Pn for any edge e E E(Cn) , it follows that ')'+'(Cn) =
')' +'(P
n
) + 1, and the desired result follows immediately from Theorem 4.3.2. That ,),+'(P:J = 1
follows from Proposition 4.3.1. 0
We next consider the bondage numbers of complete t-partite graphs (t ~ 2).
4.3.4 Theorem: If
r~l , if n m = 1 and nm 'l ~ 2 for some m E {I, ..., r-n, or ne = 12 T
2t-l, if n1 =~ = ... = 1\ = 2
t-1
L n j , otherwise
i=1
Proof: Let t ~ 2 and let G be a t-partite graph with partite sets Vi' where IVi I = 11j, for i = 1,
2, ... , t, and 1 ~ n, ~ n.2 ... ~ n., We consider four cases.
Case 1: Suppose that n, = nz = ... = n, = 1 and nm +1 ~ 2 for some m E {l, 2, ... ,
t - I}. Then, ')'(G) = 1 and the set of vertices of degree peG) - 1 is W = Ui:I Vi, where
(obviously) (W) ==~. Now, ')' +'(G) is the smallest number of edges of G in a set F
whose removal from G reduces the degree of each vertex in W; if m = 1, then the set F
consisting of a single edge from [Vr, V(G) - VI] is such a smallest set and, if m ~ 2,
F £;; E«(W) with ~«(W) -F) s m - 2 and IF I = ')'+ '(KJ is such a smallest set, and so,
by Proposition 4.3.1, ')'+'(G) = rm/21.
Case 2: Suppose n, = 1. Then, G == Kt and ')' +'(G) = P/21 by Proposition 4.3.1.
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Case 3: Suppose that n, = n, = ... = n, = 2, and note that deg v = 2t - 2 for all
v E V(G) and )'(G) = 2. We show first that r +'(G) ~ 2t - 1. Assume, to the contrary,
that there is a set F of edges of G such that IF I = 2t - 2 and )'(G- F) > )'(G). Observe
that o(G- F) > 0 since any (spanning) subgraph of G that has an isolated vertex and size
q(G) - 2(t - 1) is necessarily isomorphic to KI U KI•2•2•...•2 (where the latter graph is
t-partite) and has domination number 2 (= )'(G)), contrary to our assumption that F
satisfies )'(G-F) > )'(G). Also, if L\(G-F) = 2t - 2, then r(G-F) = 2, contrary to
assumption. Thus, 1 s degG_Fu ~ 2t - 3 for each vertex u E V(G):
We show now that there exists a vertex x, with degG-Fx I = 2t - 3. We observe first that
q(G) = 2t2 - 2t, and that q(G-F) = q(F) - IF I = 2t2 - 2t - (2t - 2) = 2t2 - 4t + 2.
Now, suppose, to the contrary, that de~_Fu ~ 2t - 4 for each u E V(G- F). Then,
4t 2 - 8t + 4 = 2 q(G-F) = EuEV (G) degG-Fu ~ 2t(2t - 4) = 4t 2 - 8t, which is
impossible. So, at least one vertex x, of G-F has degree 2t - :3 in G-F. Let X2 be the
other vertex of G that belongs to the same partite set as x., and let YI be the unique vertex
distinct from X2 that is not adjacent to x, in G- F. Now, if YIX 2 E E(G -F), then
{XI' x2 } ~ G-F since {XI} ~ {XI} U [V(G) - .{X:i; v.ll and {x.} ~ {x2, YI}, so that
)'(G-F) s 2. This is contrary to our assumption about F. So, Y1X2 E F. Let Y2 be the
other member of the partite set in G that contains YI' If there exists a vertex u E V(G) -
{x ., X2, YI, Y2} that is adjacent to both X2 and YI, then {x., u} ~ G-F, which, again,
contradicts )'(G-F) > 2. So, each vertex of V(G) different from x., X2 , YI' Y2 must be
non-aclj acent with at least one of X2 and YI in G- F. Hence, since IV(G) - {X\7 X2 ,
YI, Y2} I = 2t .; 4, it follows that F contains at least (2t - 4) + I{X1YI, X2YI} I = 2t - 2
edges. But, F has exactly 2t - 2 elements. So, we have fully described F: F consists of
the set {Y1X 1, Y1X2} and exactly one edge from [{ul, {X2,YI}] for each u E V(G) - {x., X2 ,
Yb h}· As none of these edges in F is incident with Y2' we see that Y2 has degree 2t - 2
in G- F, contrary to the result obtained above. Hence, our assumption that v" (G) ~ 2t
- 2 is false, and we have )' +'(G) ~ 2t - 1, as required.
To obtain the reverse inequality, we consider the following. If {x., x2} is any partite set
of G and H is the graph obtained by removing from G the 2t - 2 edges incident with XI
and one edge incident with X2 , then )'(H) = 3.
Case 4: Suppose that n, ~ 2 and 1\ ~ 3; then )'(G) = 2. -Let s = E t:~ n, = peG) - 1\.
Assume, to the contrary, that there is a set F S; E(G) such that IF I < sand )'(G-F) >
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')'(G). We show first that each vertex of G is incident with at least one member of F.
Suppose, to the contrary, that there exists a vertex v E Vi (say) (i E {I, 2, ... , t}) that
is not incident with a member of F. Then, IVi I = n, ~ n., so that IV(G) - Vi I ~
p(G) - nt = (s + n) - n, = s. Each vertex x in V(G) - Vi must be non-adjacent in G-F
to at least one member of Vi (otherwise, {v, x} 1-+ G-F). However, this implies that
IF I ~ s, contrary to our assumption. Thus, each vertex of G is incidentwith at least one
edge in F. Further, if every vertex of G is incident with two or more edges of F, then
IF I ~ l/2(2p(G)) = s + n, > s, a contradiction; so there must be a vertex x, incidentwith
exactly one edge, say e, in F. Let e = x.y., and let x, E Vb YI E Vj (say), where Vk =
{x., x2 , ... , x.}, n ~ 2. Since x, is adjacent in G-F to every vertex in V(G) - ({YI} U
VJ and since ')'(G-F) > 2, it follows that each vertex u in V(G) - (Vj U VJ must be
non-adjacent to at least one of the vertices YI, x2 , ••• , x, in G-F (otherwise, [x., u} 1-+
G-F, a contradiction). Hence, F contains a subset F I such that FI £; [V(G) - (Vj U VJ,
{Yl' x2, ... , xn}]G and IF11 ~ IV(G) - (Vj U VJ I. Furthermore, since each vertex in
V(G), and hence in Vj - {YI}, is incident with an edge of F, F conta~ns a subset F2 such
thatFI n F2 = 0, F2 £; [Vj - {YI}, V(G) -Vj] and IF2 1, ~ IVj'- {Yl}l. SO, IFI ~
IFll + IF2 1 + l{e}1 ~ IV(G) - (Vj U VJI + IVjl = IV(G)I - IVkl ~ (s + nJ-
n, = s, a contradiction. So, ')'+ I (G) ~ s.
Finally, consider the graph H obtained by removing the s edges incident with a vertex v
in Vt. Clearly, any dominating set of H must contain v. Since IVtl = n. .~ 3, no single
vert~x of VI - {v} can dominate G-v, and since every other partite set of G has at least
two elements, "no single vertex of any other partite set of G can dominate G-v. So,
')'(H) ~ 3. However, for any vertex v' E Vt - {v} and any vertex u E V(G) - Vt, we
have {v, v', u} 1-+ H, Le., ')'(H) = 3 > ')'(G). Hence, we conclude that ')'+'(G) = s, as
desired. ' 0
We consider now the value of v:' for trees.
4.3.6 Theorem: If T is a non-trivial tree, then ,),+/(T) ~ 2.
Proof: Let T be a non-trivial tree. If T contains a vertex v that is adjacent to at least two
- ,
end-vertices, then v is in every minimum dominating set for T. However, if u is an end-vertex
of T adjacent to v, then both u and either v or another end-vertex -adjacent to v will be in every
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dominating set for T-uv. So, )'(T-uv) = )'(T) + 1. Thus, )'+'(T) =:; 1. Since )'+'(T) ~ 1
always, we have )'+'(T) = 1 in this case.
If no vertex of T is adjacent to two or more end-vertices, then either T == K, in which case
)'+'(T) = 1 follows immediately, or pfT) ~ 3 and (by Lemma 3.2.31) T has an end-vertex u that
is adjacent to a vertex w of degree 2. In the latter case, let {y} = N(w) - {u}, and let D be a
minimum dominating set for T-{wu, wy}. Then, both u and w belong to D and D - {u} is a
dominating set for T. Hence,
)'(T) =:; )'(T-{wu, wy}) - 1 < )'(T-{wu, cwy})
and )'+'(G) =:; I{wu, wy} I = 2.
In the course of the above proof, the following result has been established.
o
4.3.7 Corollarv: If any vertex of a tree T is adjacent with two or more end-vertices, then
4.3.8 Remark: That the converse of Corollary 4.3.7 does not hold is illustrated by the fact that
)'+'(Pm) = 1 for m == 0, 2 (mod 3) (see Corollary 4.3.3) and ,,+'(5(Kl,J) = 1 (n ~ 1), while
neither Pm (m == 0, 2 (mod 3» nor S(Kl,J (n ~ 1) have a vertex adjacent to more than one end-
vertex. The problem of characterizing the class of trees T with )'+'(T) = 1 is as .yet unsolved.
The following theorem shows that such trees cannot be characterized in terms of forbidden
subgraphs.
4.3.9 Theorem: If F is a forest, then F is isomorphic to an induced subgraph of a tree 5 with
)'+'(S) = 1, and a tree T with )'+'(T) = 2.
Proof: Let F be any forest, and let So == P3 with u as the central vertex of So. Let S be obtained
from So U F by selecting from each component of F one vertex and inserting an edge from that
vertex to, u. The resulting tree 5 contains F as an induced subgraph and has a vertex, namely u,
adjacent to two end-vertices. By Corollary 4.3.7, )'+'(5) = 1.
To prove the existence of a tree T with ,,+' (T) = 2 that contains an induced subgraph isomorphic




of the tree T2 obtained by sub-dividing two edges ofKI,3 ; clearly, ')' +'(T~ = 2. Assume now that
the claim is true for every forest of order p (~ 2), and let F be a forest of order p + 1. If F is
empty, let T == P, with n == 1 (mod 3) and n ~ 2p + 1. Then, T contains an independent set
of p + 1 vertices which induces a subgraph isomorphic to F in T, and, by Corollary 4.3.3, has
)'+'(T) = 2. Suppose now that F is non-empty. Let U be an end-vertex ofF, and let uv E E(F).
By the inductive hypothesis, the forest F' = F-u of order p is an induced subgraph of a tree T'
with )'+'(T') = 2. Let H == 2P4, and let the components of H be the paths Wj,Xj'Yi,Zj (i = 1,2).
Let T be the tree obtained from HUT' by adding the vertex u together withedges UV, UXI , and
UX2 (see Fig. 4.3,1). Clearly , F is an induced subgraph of T. Also, from each pair of vertices
{wl , x.], {Yh z.}, {w2, X2}, {Y2' Z2}, exactly one must be in every minimum dominating set for
T, and none of these vertices dominates a vertex of T'; thus, )'(T) ~ )'(T') + 4. If D' is a
dominating set for T', then D = D' U {x., YI, x2, Y2} is a dominating set for T of cardinality
')'(T') + 4. Thus, ')'(T) = )'CT') + 4. Finally, we show that )'+'CT) = 2. Since )'+'CT') = 2, we
have ')'CT -e) = ')'CT) for any edge e of T'. Furthermore, if e belongs to the subgraph J = (VCT)
- (V(T') - {v}») = ({u, v, w., Xl' Yl' z., w2, X2, Y2' Z2}), then ')'(1) = 5, and. it is easily verified
that v:' (1) = 2; so ')'(1 -e) = ')'(1), and since a minimum dominating set of T' -v and a minimum
dominating set of J combine to give a minimum dominating set of T, we may conclude that :
')'(T-e) = ')'(T). So, ')' +'(T) ~ 2, which, by Theorem 4.3 .6, implies ')'+'(T) = 2.
4.4 UPPER BOUNDS ON THE BONDAGE NUMBERS OF GRAPHS
o
In this section, we shall establish upper bounds on the bondage number v" (G) of a graph G in
terms of other parameters'of G.
4.4.1 Theorem: If G is a connected graph of order p ~ 2, then )'+'(G) ~ P - 1.
Proof: Let G be a connected graph o~ order p ~ 2. Let u andv be adjacent vertices of G with
deg.,u ~ deg.,v. If ')' +'(G) s deg.,u, then, obviously, v" (G) ~ P- 1; so we suppose that
')'+'(G) > deg.,u, Let E, = [{u}, V(G)]. Then, ')'(G-Ej = ')'(G), and so, since )'(G-EJ =
')'((G-u) U ({u}) = )'(G-u) + 1, we have
')'(G-u) = ')'(G- EJ - 1 = "I(G) - 1.
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Let D denote the union of all minimum dominating sets for G-u. If there is wED such that
uw E E(G), then there exists a minimum dominating set D' of G-u containing wand D' ..... G,
whence )'(G) ~ )'(G -u) = )'(G) - 1, which is absurd. So, u is adjacent in G to no vertex of D.
Thus, IEul = deg-u ~ (p - 1) - IDI and v ~ D. Now, let F, = [{v}, D]a; we claim that
)'(G-u-FJ > )'(G-u). Suppose, to the contrary, that )'(G-u-FJ = )'(G-u); let D* be a
minimum dominating set for G-u -Fv : In particular, D* ..... {v}, which implies that there exists
d E D* ~ D such that d = v or dv E E(G-u-F). Now, if D* is a minimum dominating set for
G-u -Fy , then it is a minimum dominating set for G-u; so, D* ~ D. Since v ~ D, we must have
dv E E(G-u-FJ and so dv E E(G-u), where d E D. However, then the latter fact implies
dv E [{v}, D] = Fy , while the former implies dv ~ F; This contradiction proves that
)'(G-u-FJ > )'(G-u).
Equivalently,
Thus, )'(G -(Eu U FJ) = )'(G -u -FJ + )'(({u})) > )'(G), and we see that
This completes the proof. o
4.4.2 Remark: That the bound in Theorem 4.4.1 is attainable is shown by the following: If G ==
K2•2... . •2 , the~, by Theorem 4.3.4, )'+'(G) = p(G) - 1. However, for many classes of graphs, the
bound of Theorem 4.4:1 is poor: For instance, )'+'(PD) = 2 if n == 1 (mod 3) and )'+I(PD) = 1
if n == 0, 2 (mod 3); so, the bound of Theorem 4.4.1 is accurate for paths G == P2 and is poor if
G == PD with n very large, since
Similarly, )'+' (Cn) = 3 if n == 1 (mod 3) and )'+' (CD) = 2 if n == 0, 2 (mod 3), whence it follows
that the bound of Theorem 4.4.1 is attained by cycles CD if n = 3 or n = 4, but is a bad bound
for large n, since
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We note that, for trees T of order p ~ 4, the bound is poor, since, by Theorem 4.3.6,
')'+'(T) ~ 2, and hence [p - 1] - ,),+I(T) ~ P - 3. As for complete graphs Kp, the bound in
Theorem 4.4.1 is exact for p = 2 and p = 3 since
however, the bound is poor for complete graphs of order much greater that 3 since
[p(KJ - 1] - ')'+'(KJ = (n - 1) - rn/21 ~ then - 3).
4.4.3 Remark: The proof of Theorem 4.4.1 also suffices to prove that, if G is a graph with at
least one non-trivial component, then v" (G) ~ p(G) - 1. However, if G is disconnected, with
Gb G:2' ... , Gm as its non-trivial components, then ')'+'(G) = min {')'+I(G); 1 ~ i ~ m}, so that
')'+'(G) ~ min {peG) - 1; 1 ~ i ~ m} < peG) - 1. Hence, the bound in Theorem 4.4.1 is not
attained by any disconnected graph.
4.4.4 Definition: For a non-empty graph G, define the degree of an edge uv of G, deg 'G (uv), to
be I[{u, v}, V - {u, vltl: i.e.,
and set
0'(G) = o(L(G)) = min {deg'G(uv); uv E E(G)}.
(So, deg'GUY = degL(G)uv.)
4.4.5 Theorem: For any graph G, ')'+I(G) ~ o'(G) + 1.
Proof: Let G be a graph and let uv be an edge of G that satisfies o.:(G) = degG(uv). Let F =
[{u, v}, V(G)]. Then, IFI = o'(G) + 1. For any minimum dominating set S for G-u-v, we
have that S U {u} is a dominating set for G, and so ')'(G) ~ ')'(G-u-v) + 1; i.e.,
')'(G -u -v) ~ ')'(G) - 1. So,
')'(G-F) = ')'(G-u-v) + ')'«({u})) + ')'«({v})) ~ (')'(G) - 1) + 2 > ')'(G) ,
whence yv'(G) s IFJ. =-o'(G) + 1. o
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4.4.6 Remark: While there are graphs for which strict inequality holds in Theorem 4.4.5 (for
example, -y+'(Kn) = fn/21 < 2n - 3 = o'(Kn) + 1, for n ~ 3, and -y+'(S(m,n)) = 1 <
min {m, n} = o'(S(m,n)) for the double star S(m,n) with m, n ~ 2, equalitydoes hold for others.
For example, -y+'(K;) = 1 = o'(K;) + 1, as well as -y+'(Cj = 3 = o'(Cj + 1 and -y +'(pj =
2 = 0'(Pj + 1 for n == 1 (mod 3). The fact that the bound in Theorem 4.4.5 is exact for cycles
C, and paths Pn for n ~ 4 shows that the bound of Theorem 4.4.5 is better than that of Theorem
4.4.1 in these instances. For G == K2 •2 •...•2 , we have -y+'(G) = peG) - 1 and o'(G) + 1 =
2p(G) - 5 > v" (G) for p(G) ~ 5; so, the bound in Theorem 4.4.1 is attained and is better than
that in Theorem 4.4.5 in this instance.
As a corollary to Theorem 4.4.5, we have the following easily computed bound.
4.4.7 Corollary: If G is a graph for which o(G) > 0, then ')'+' (G) s Li(G) + o(G) + 1.
Proof: Let G be a graph with no isolated vertices, let u be a vertex of degree o(G), and let
v E NG(u). Then, by Theorem 4.4.5,
4.4.8 Remark: The next theorem provides a further bound on v" that involves the maximum
degree Li of a graph. Notice that Theorem 4.4.9 gives a relationship between -y+.'. and -y.
4.4.9 Theorem: If G is' a non-empty graph with -y(G) ~ 2, then -y+'(G) ~ (-y(G) - I)Li(G) + 1.
Proof: We use induction on the domination number -y(G).
Let G be a non-empty graph of order p with -y(G) = 2, let Li = Li(G), and assume, to the contrary,
that -y+'(G) ~ Li + 2. Note that, as -y(G) > 1, Li ~ P - 2. Let u_E V(G) with degju = Li;
then, since I[{u}, V(G)] I = degGu = Ll < -y+'(G), we have -y(G) = -y(G-[{u},V(G)]) =
-y(G-u) + 1, i.e., -y(G-u) = -y(G) -1 = 1, and so, since IE(G) - E(G-u)I = Li and -y+'(G) ~
Li + 2, we have -y+'(G -u) ~ 2. Since -y(G) = 2 while -y(G-u) = 1, there must exist v E V(G)
with N[v] = V(G) - {u}; so degjv = p - 2, which implies Li = P - 2 and hence that N[u] =
V(G) - {v}. Since -y+'(G-u) ~ 2 and ')'(G-u) = 1, for any edge e = vy incidentwith v, we have
-y(G-u-e) = 1. Thus, for each y E V(G) - {u, v}, there exists wy -E V(G) - {u, v, y} such that
wy is adjacent to every vertex in V(G) - {u}. But, since v is the only vertex of G that is not
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adjacent with u, any such vertex wy must be adjacent in G with u. However, then deg.w, =
peG) - 1, whence r(G) = 1, a contradiction. Thus, r +'(G) =::; !:1 + 1 if r(G) = 2.
Now, assume validity of the statement for all non-empty graphs G with r(G) = k (where k ~ 2),
let G be a non-empty graph with r(G) = k + 1, and assume, to the contrary, that v"(G) >
k •!:1(G) + 1. Let u be any vertex of G. Since deg,u =::; !:1 < v" (G),
r(G) = r(G-[{u}, V(G)]) = r(G-u) + 1,
Le., r(G-u) = r(G) - 1 = (k + 1) - 1 = k. Now, clearly, if S is a smallest subset of E(G-u)
such that r((G-u)-S) > r(G-u), then S' = S U [{ul, V(G)] satisfies r(G-S') =
r(G-[{u}, V(G)]-S) = r(({u}) + r((G-u)-S) > 1 + r(G-u) = r(G), whence we obtain
r+'(G) =::; IS'I = r+'(G-u) -+ deg.,u. Since r(G-u) = k, we have (by the inductive hypothesis
applied to G-u) that
r+'(G) =::; [(k - 1)·!:1(G-u) + 1] + degau =::; (k - 1)·!:1(G) + 1 + !:1(G),
i.e. ,
contrary to our assumption that r+'(G) > k -!:1(G) + 1. Thus, r+'(G) =::; k·!:1 + 1, and, by the
principle ofmathematical induction, the proof is complete. 0
4.4.10 Remark: If G is the graph consisting of a 3-cycle with a pendant path of length 2, then G
is a graph for which inequality holds in Theorem 4.4.9, since r(G) = 2, r+'(G) = 2 and ~(G) =
3. However, by considering graphs such as the completegraph .K2 , the cycle C4, the path P3 , and
the complete t-partite graph K2•2•...• 2 , we see that Theorem 4.4.9. provides a sharp bound on v:'.
This last graph can also be used to demonstrate that the bound given in Theorem 4.4.11 is sharp.
4.4.11 Theorem: If G is a connected graph of order p ~ 2, then r+' (G) =::; p - r(G) + 1.
Proof: If G is a connected graph of order at least 2 for which. ')'CG) ~ 2, then the desired
inequality follows from Theorem 4.4.1. Thus, we assume that there exists a connected graph G
of order p with r = r(G) ~ 3 and r +'CG) ~ p - rCG) + 2. Let x E VCG), and let Ex =
[{x}, V(G)]. Since V(G) - Na(x) is a dominating set for G, we have rCG) ~ p - deg.,x, Le.,
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so, )'(G-EJ = )'(G), but )'(G -EJ = )'(G-x) + 1, and thus )'(G-x) = )'(G) - 1. Furthermore,
as in the proof of Theorem 4.4.1, if D denotes the union of all minimum dominating sets for G-x,
we have that NG(x) n D = 0; thus, IExl ~ p - 1 - ID I. Now, let z E V(G) - D - {x}, and
let F, = [{z}, D]G' Then, since z fi D, we have that )'(G-x-Fz) > )'(G-x). To see this,
suppose )'(G-x -Fz) = )'(G-x), and let D' be a minimum dominating set of G-x -F; Then, D'
is a minimum dominating set of G-x and so D' ~ D, which is impossible, as no vertex of D
dominates z in G-x-Fz. So, )'(G-x-FJ > )'(G-x). Since )'(G-x) = )'(G) - 1, we have




Now, let 1b.~ a minimum dominatingset for G-x (so 111 = )'(G) - 1). Suppose that z is adjacent
to exactly one vertex VI of 1 (of course, I[{z}, 1] I ~ 1, since 1 H G-x). Then, [{z}, D - 1] =
F, - {zw}, so that, from (i),
IDI = 111 + "'D -11 ~ 111 + (IFzl -1) ~ )'(G) -1 + .ID I -)'(G) + 2 = IDI + 1,
•
which is absurd. So, we must have that z is adjacent to at least two vertices of 1.
We shall assume now that z E V(G) - D - {x} is fixed and that z E NG(x) (note that this is a
valid assumption since we have shown that NG(x) n D = 0). Let 11 be the set of vertices of 1
that are adjacent to z, and let 12 denote the set of vertices in D - 1 that are not adjacent to z.
Then,
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Ir, I = ID - J - J2 1 + 11 1 1
= IDI - \11 - \121 + 11 11
= ID I - (-y(G) - 1).- \121 + \111,
so that (from (i))
i.e. ,
Now, let 12• be the set of vertices in 12each of which is adjacent to exactly one vertex of 11, Since
\111 > 112 1~ 112.1, there must be a vertex v E J1 that is adjacent-to no vertex of J,'. We show
now that the set K = (J - {v}) U {z} is a dominating set of G-x. Certainly, J - {v} l-+
(G-x) - Ndv] and {z} l-+ {v}. Suppose there exists a E V(G) - 1 - {x} such that K ~ {a}; then
a (/:. 11 U (D - 1 - 12) £ Na(z) and a (/:. 12• (by the definition of v). Furthermore, a (/:. J2 - 12. ,
since (by definition of 12) I Na(w) n J1 1 ~ 2 > I {v} I for all w E 12 - J2· , from which it follows
that 1 - {v} l-+ 12 - 12. , So, we must have a E V(G) - D - {x}. Since K ~ {a}, certainly
J - {v} ~ {a}, from which it follows that INa(a) n 1I ~ 1. However, this now produces a
contradiction, since we proved above that every vertex belonging to the set V(G) - D - {x} is
adjacent to at least two vertices of J. So, K is indeed a minimum dominating set for G-x, and
K £ D, a contradiction since z (/:. D. Thus, ')'+'(G) ~ P - ')'(G) + 1. 0
The following conjecture appeared in [F1KR1].
4.4.12 Conjecture: If G is a non-empty graph, then v" (G) ~ ~(G) + 1.
This conjecture is supported by the following proposition of [BHNS 1].
4.4.13 Proposition: If G is a graph with at least one non-critical vertex, then ')'+'(G) ~ ~(G).
Proof: Let G be a graph containing a vertex v such that ')'(G-v) ~ ')'(G). Then, if F =
[{v}, V(G)], we have
~(G-F) = ')'«G-v) U ({v})) = ')'(G-v) + 1 ~ ')'(G) + 1 > ')'(G) ,
o
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4.4.14 Remark: To see that the hypothesis in the above proposition is required, consider the
vertex-domination-critical cycle C3n +1 (n E N); by Theorem 4.3.2, ')'+'(G) = 3, while .1(G) =
2 < 3.
4.5 CHARACTERIZATION OF k-'¥+'-CRITICAL GRAPHS
In this section, we regard a concept which is dual to k-vertex-criticality.
4.5.1 Definition [BHNS1]: We define a graph G to be k-')'+'-critical if')'(G) = k, and, for each
edge e E E(G), ')'(G -e) > k.
These graphs can be characterized as follows.
4.5.2 Proposition: If G is a graph and e E E(G) such that ')'(G-e) > ')'(G), then ')'(G-e) =
')'(G) + 1.
Proof: Let G be a graph with an edge e = uv satisfying ')'(G-e) ~ ')'(G) + 1. Let D be a
minimum dominating set of G. If u, v E D, or if u, v ~ D, then D ~ G-e, whence
')'(G-e) ~ ')'(G), a contradiction. So, I{u, v} n DI = 1; then D U {u, v} ~ G-e, whence
')'(G-e) ~ ID U {u, v} I = ')'(G) + 1. Combined with our first inequality, this yields the desired
result. 0
4.5.3 Corollary: If G is a k-')'+'-critical graph, then ')'(G-e) = k + 1 for each e E E(G).
4.5.4 Propositio,n: A graph G is k-')'+-critical if and only if keG) = k and each non-trivial
component of G is a star.
Proof: The sufficiency is clear. Suppose now that G is a k:')'+ '-critical graph. Let D be a
minimum dominating set for G. Suppose that there exists a vertex v E V(G) of degree at least
two such that v ti:. D. Then, every neighbour of v is dominated by D, and some neighbour y of
v belongs to D. Hence, if x E N(v) - {y}, then D is a dominating set for G-vx, i.e.,
')'(G-vx) ~ ')'(G). However, this contradicts the k-')'+'-criticality of G. So, every vertex of
degree at least 2 must belong to D. However, no two vertices in D are adjacent (otherwise, if .
e E E«(D)), then -y(G -e) ~ -y(G), which, again, contradicts the k--y+' -criticality of G). Hence,
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every vertex of degree 2 or more is adjacent only to end-vertices of G. Thus, G has k
components, each of which is K1 or K1 or a star of order at least 3. 0
4.5.5 Corollary: If G is a connected k-')'+'-critical graph for some kEN, then k = 1.
4.5.6 Remark: By comparing Proposition 4.5.4 with Theorem 2.2.2, one may immediately
observe that the k-v" -critical graphs are precisely the complements of the 2-edge-critical graphs.
Hence, Proposition 4.5.4 provides an alternative characterization of 2-edge-critical graphs.
4.6 INTRODUCTION TO EDGE-DOMINATION-INSENSITIVE GRAPHS
In the next three sections, w.e shall consider graphs G for which v" (G) ~ 2 and, in particular,
such graphs of given order p and minimum size.
4.6.1 Definition [BD1]: The graph G will be called edge-domination-insensitive if ')'(G) = ')'(G-e)
for every edge e of G, i.e., if ')' +' (G) ~ 2. For brevity, "Ye shall say that G is domination-
insensitive, or, even more simply, ')'-insensitive when ')'(G) is known to be ')'.
4.6.2 Remark: Within this general framework, three sub-problems will be discussed in this and
the following two sections. Here, we shall consider the simplest of the three problems, namely,
to determine the minimum number of edges in a graph G with p vertices, domi~ation number ')'
and having the property that some minimum dominating set of G exists which also dominates every
edge-deleted subgraph G-e of G. We shall denote by qFCP,')') the minimum number of edges of
an insensitive graph G of order p with ')'(G) = ')' in this case. In section 4.7, we demand no
restrictions other than the connectedness of th~ ,),-insensitive graph G, and we will denote the
minimum number of edges for such graphs by q(p,')'). Finally, in section 4.8, we consider the case
where we make the demand that the graph remain connected after any edge is removed; here,
G is 2-edge-connected and qcCP,')') will represent the minimum number of edges.
We will assume throughout this section and sections 4.7 and 4.8 that the graphs G under
consideration are connected, so ')'(G) ~ P(G)/1 for these graphs (see [ORI]). This assumption of
connectedness implies no loss of generality since, if each component of a disconnected graph is
domination-insensitive, then so is the graph. This point will be discussed in slightly more detail
in the sections concerned.
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4.6.3 Definition: For p ~ 2 and "I ~ 1, let GF(P,'Y) denote the set of all connected, non-trivial
graphs G of order p with 'Y(G) = "I, having the property that G contains a minimum dominating
set V· which satisfies V· l-+ G-e for each edge e of G, and, furthermore, the property that G has
the minimum number C1FCP,"I) of edges over all such graphs. For brevity, we shall use the notation
G E GF(P,'Y,'Vj ) to indicate that G E GFCP,'Y) and that Vl is a minimum dominatingset of G such
that VI dominates each of the edge-deleted subgraphs G-e, e E E(G), of G.
That extremal graphs of the kind in GF(p,'Y) do exist is illustrated by the fact that K2 •2 E
GF(4,2;VI), where VI is a partite set of K2•2•
4.6.4 Remark: Note that, if G is a disconnected graph with components GI, G2 , •• , Gb and each
component G, of G belongs to GFCPj,'YJ, for some positive integers Pi and 'Yi(1 ~ i ~ k), then,
for p = Ei~ I Pi and "I .= Ej~ I 'Yj, G is a graph of order p and minimum size such that 'Y(G) =
'Y(G -e) for all e E E(G). So, no loss of generality ensues from the restriction of our investigation
to connected graphs.
4.6.5 Proposition: If p ~ 2, "I E N, and GFCP,'Y) ~ 0, then "I ~ 2 and so p ~ 4.
Proof: If G is a connected, non-trivial graph which is dominated by a single vertex v and if e is
an edge 0 f Gincid ent wit h v, the n {v} ~ G - e. Hen ce, for "I = 1, GF(p ,"I) = 0 . So,
GF(P ,"I) ~ 0 impl ies that "I ~ 2 and, since G E GFCP, "I) is connected, p ~ 2"1 .~ 4. 0
We shall characterize the graphs in GFCP,'Y) for p, "I ~ 2 (and hence p ~ 4).
4.6.6 Proposition: If y ~ 2, p ~ 4 are such that GFCP,Y) ~ 0 and if G E GFCP,Y;VI), then G
is bipartite with partite sets VI and V2 = V(G) - Vl' Moreover, each vertex in V2 has degree 2.
Proof: Let G be a graph satisfying the hypothesis of the proposition, and define V2 = V(G) - VI'
We show first that VI and V2 are independent. Suppose that, for some i E {1, 2}, there exist u,
v E Vi with uv E E(G), and let G· = G - uv. Then, since G E GFCP;Y, VI), it follows that VI l-+
G·. Now, forany e E E(G·), VI l-+ G-e, and so, since uv r£. [Vh V:J, VI l-+ (G-e)-uv = G·-e.
Hence, VI l-+ G* and VI l-+ G· -e for every e E E(G·). This produces a contradiction, since
G E GFCP,Y) and q(G*) < q(G). We conclude that VI and V2 are independent sets and that G is
bipartite with VI and Y2 as partite sets.
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Finally, we prove that each vertex of V2 has degree 2. Certainly, since VI >-+ G-e for all
e E E(G), each vertex of V2 has degree at least two. Suppose that some vertex v E V2 has at
least three neighbours VI' v2 , ••• , vdcg v (deg V ~ 3). Let G· = G-vvdcgv : Then, degG.u ~ 2 for
every u E V2 and VI is a minimum dominating set for G· (since G E GF(P;y,VI)). Furthermore,
if e E E(G), then degG._cu ~ 1 for every u E V2, which implies that [{u}, VI]G.-e ;c 0 for each
u E V
2
, Le., VI >-+ G·-e for all e E E(G). This, together with the fact that q(G) < q(G),
contradicts our choice of G from GF(P;y); hence, degGv = 2 for every v E V2• 0
4.6.7 Corollary: If, for some p ~ 4 and ')' ~ 2, GF(P,')') ;c 0, then ~(P,')') = 2p - 2')'.
4.6.8 Theorem: Let p ~ 2 and ')' ~ 1 be such that GF(P,')') ;c 0. (Then, ')' ~ 2 and p ~ 4.)
Let G E GFCP,')';V I) with VI = {a., a2, ••• , a.] and Aj = NG(a) for i E {I, 2, ... , ')'}. Then,
(1) IAj n Ajl ;c 1, where i, j E {I, 2, ... , ')'}, i ;c j;
(2) the intersection graph I of AI, A2 , ••• , Ay is connected, whence it foIIows that I has at
least')' - 1 edges;
(3) G has at least 4')' - 4 edges; and
(4) P ~ 3')' - 2.
Proof: Let p ~ 4, ')' ~ 2 and let G be a graph satisfying the hypothesis of the theorem. Then,
G is bipartite with VI and V2 = V(G) - VI as partite sets.
(1) Suppose, to the contrary, that there exist distinct i, j E {I, 2, ... , ')'} with ~j ~ Aj = {v}.
Then, V· = -{ak; ~ E {I, 2, ... , ')'} - {i, j}} U {v} is a dominating set for G, as we now show.
Let x E V2 - {v}. Let a and b be the two vertices of VI that-are adjacent to x (see Lemma 4.6.6).
If {a, b} n {a, aj } = 0, then clearly V· (which contains {a, b}) dominates x. On the other hand,
if, say, a E {a., a}, then, since Ai n Aj = {v} ;C {x}, we have b r£ {a, a), i.e., b E V·, so
that, again, V· >-+ {x}. Thus, V· >-+ V· U (V2 - {v}); since {v} >-+ {v} U [a., ajl, it foIIows that
V· >-+ G. However, then, ')'(G) = ')' ~ IV·I = ')' - 1, which is impossible. So, (1) does indeed
hold.
(2) Let i, j E {1, 2, ... , ')'} with i ;c j. We will show that I contains an Ai-Aj path. Since G
is connected, G contains an aj-aj path. Since G is bipartite, with partite sets VI and V2 , any such
a, -aj path consists of an alternating sequence of elements of VI and V2' Suppose
P : (ai=) ail' Xl' ai2, ~, ..., -Xn - l' ·aill.(= a),
is one such aj-aj path in G= Clearly,
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x... E A. n A . ,
.. lk l(k+l)
so
for k = 1,2, ... , n - 1. Hence,
(A.=)A. ,A. ,.+.,A. (=A.)
1 11 12 ~ J
is an Aj-Aj path in 1. So, I is connected.
(3) For each pair i, j for which AjAj is an edge of I, let Sjj = [A, n Aj, VI]' Let i, j E {I, 2,
... , -y} with AjAj E E(I). We observe first that, since each vertex in V2 has degree 2 and
IAj n Ajl ~ 2, we have ISj.jl = 2 IAj n 1\1 ~ 4. Now, let k, e E {l, 2, ... , -y} so that
I{k, e} n {i, j} I ~ 1 and AkA( E E(l); we claim that Sj.j and Sk,( are disjoint. Suppose, to the
contrary, that there exists e = uv E Sjj n SIc,(, where u E Vl and v E (Aj n A) n (Ale n A().
Then, a.v, ajv, akv, a.v E E(G), where 3 ~ I{i,j, k, e}1 ~ 4, i.e., deg-v ~ 3. However, by
Lemma 4.6.6, this is impossible. So, Sj j n SIe.( = 0, as required. Hence, under the mapping
AjAj - Si.j for AjAj E E(l), the q(l) edges of I are associated 'with q(I) disjoint subsets of edges of
E(G), each.containing at least 4 edges of E(G). So, q(G) ~ 4 q(I) ~ 4(-y - 1), as required.
(4) Since, by Corollary 4.6.7, q(G) = 2p - 2-y, it follows from (3) that 2p - 2-y ~ 4-y - 4, Le.,
p ~ 3)' - 2. 0
Obviously, if GF(P,-Y) ;= 0, then "I ~ P/2 and so p ~ 2"1. However, the condition p ~ 2"1 does
not guarantee that GF(P;y) ;= 0, as the next result shows.
4.6.9 Corollary: For every -y E N - {2, 3}, there exists p.,. ~ '2-y such that GF(P.,.,-y) = 0.
Proof: Let -y E N. If "I = 1, then (as seen in the proof of Proposition 4.6.5), GF(P, -y) = 0 for
every p ~ 2. For "I ~ 4, let p.,. be any element of {2-y, 2-y + 1, ... , 3-y - 3}; then, by Theorem
4.6.8(4), GF(P.,.,-y) = 0. -, , 0
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4.6.10 Theorem: For any ~ ~ 2 and p ~ 3~ - 2, GF(P,~) ~ 0.
Proof: Let ~ be an integer with ~ ~ 2, and let p be an integer with p ~ 3~-2. We construct
(what we will show is) an element G of GF(P,~) by defining V(G) = VI U Vz, where VI =
[a., az, ... , a), Vz = {b., b., ... , bp ....J, and
E(G) = {albi;1 = 1,2, ... , P -~} U {aib zi-3, aibzi- 2 ; i = 2,3, ... , ~ - I} U
{a.b.; i = 2~ - 3, 2~ - 2, ... , P - ~}.
(Fig. 4.6.1 illustrates the case when ~ = 4 and p = 11. Since p ~ 3~ - 2, deg a, ~ 2 for
1 ~ i ~ ~ and, obviously, deg bi = 2 for 1 ~ i ~ P - ~.
Since N(a() = Vz, VI = {a., a., ... , a.] is clearly a dominating set for G. Moreover, VI >-+ G-e,
for each e E E(G), since G is bipartite with partite sets VI and Vz and deg b, = 2 for each(
b, E V2 .
We show next that ~(G) = ~. Suppose, to the contrary, that '~(G) < ~. \Ve remark that, given
any a, E VI' it is possible, by the definition of E(G), to determine bj E Vz with a.b, E E(G), and
given any b, E Vz, it is possible to determine a, E VI with ajbj E E(G). Let D be a minimum
dominating set for G. We consider two cases.
Case 1: Suppose that a, E D (then D 2 {a.} >-+ Vz). If VI ~ D, then ID·I ~ ~ (contrary
to assumption); so let
A = {al" a, ..., a. }
1 ~ 111
be the set of vertices of VI not contained in D, where 1 ~ n ~ ~ - 1. Now, by the
definition of E(G), no vertex of Vz is adjacent to more than one vertex of VI - {a.}. So,
for each k E {1, 2, ... , n}, ai. E D or bED where b is o.!1e of the two vertices in V2
adjacent to ~, i.e., a set B of at least n elements of V2 U A must be contained in D in
order that A is dominated by D. However, then
fDI ~ I(VI-A)UBI = lVI-AI + IBI ~(~-n)+n=~,
a contradiction- So, this case does not occur.
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Case 2: Suppose that a, (/:. D. Assume first that VI - {al} ~ D. Then, since
VI - {a.} >-A {all, and a, (/:. D, at least one element of V2 must belong to D (since we
know D~ {a.I), However, then IDI ~ IV I - {all I + 1 = IVII = "{, a contradiction.
So, if A is defined by
A = {a. , al' , ... , al'} = Vl - D11 2 11
where 1 = i, < i2 < ... < ~, then 2 ~ n ~ v-
Now, for each k E {2, ... , n - I}, if we define B, = N(aJ, then B, = {b., b.}, where
rk = 2ik - 3 and tk = 2ik - 2, and since
we must have that B, ~ D. If ~ E D (i.e., if i, < "(), then we define B, = {b., b.},
where rn = 2in - 3, t, = Zi, - 2. Suppose that a.,. (/:. D (i.e., i, = "(); define B, by B, =
{b.; 2"{ - 3 ~ k ~ P - "{}. Then, since N(BJ = {ai, a.] for each k E {2"{ - 3, 2"{ - 2,
... , p - "{l, it follows that B, must be contained in' D. In either case, then, ID I ~
IVI - A I + IUk~ I n, I·
Thus, if a.,. E D, then
ID I ~ ("{ - n) + 2(n - 1) = "{ + n - 2 ~ "{,
.
and if ~ (/:. D, then
ID I ~ ("{ - n) + 2(n - 1) + [p - .'Y - (2"{ - 3) + 1]
= n + 2 - 2"{ + P
~ n + 2 - 2"{ + 3"{ - 2
= "{+n~"{+1.
In either case, a contradiction to our assumption that "((G) ..< 'Y is produced.
So, Case 2 does not occur, and it follows that "((G) = "{, as required.
Finally, we observe that -
q(G) = (P-')') + (')'-2).2 + (p + 4 - 3')') = 2p - 2')' = Ch=(P,')')·
The results of this section are summarized in the following theorem.
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4.6.11 Theorem: GF(p,')') ;z: 0 and qF(P,)') = 2p - 2')' if ')' ~ 2and p ~ 3')' - 2, and
GF(P,')') = 0, otherwise.
4.7 EDGE-DOMINATION-INSENSITIVE GRAPHS OF MINIMUM SIZE
In this section, we shall investigate the existence and minimum size of graphs G for which
')'(G-e) = ')'(G) for each e E E(G).
4.7.1 Definition: For p ~ 2 and)' E N, let G(p, ')') denote the set of all connected graphs G of
order p with ')'(G) = ')', having the property that ')'(G -e) = ')'(G) = ')' for each edge e of G, and,
furthermore, the property that G has the minimum number q(p,')') of edges .over all such graphs.
-
As shown later (in Theorem 4.7 .3), for any p ~ 3, any graph of the form K 3 + ~-3 = Kl,I.l,p-3
belongs to G(p,I). So, extremal graphs of the kind in G(p,')') do exist.
4.7.2 Remark: Observe that, if G is a dis connected graph with components Gb G2, .. , Gb and
each component Gj of G belongs to G(pj, ')'J, for some positive integers Pi and ')'i (1 s i s k),
then, for p == Ei: 1 Pi and ')' = Ei: 1 ')'i, we have that G is a graph of order p and minimum size such
that ')'(G -e) = ')'(G) for each e E E(G). Thus, as in the previous section, no loss of generality
is incurred if we restrict our investigation to connected graphs. It follows, then, that
; q(p,')') ~ p - 1. . We first treat the special case of')' = 1.
4.7.3 Theorem: For any p ~ 3, we have
(1) q(p,l) = 3p - 6 for p ~ 3; and
(2) G(p, 1) = {K3 + Kp - 3} '
Proof: Let p ,~ 3.
(1) If G E G(p,I), then L1(G) = P - 1 and G must have at least three vertices of degree p - 1
-: ,





')'(H) , as does a graph H with exactly one vertex u of degree p(H) - 1, where v E V(H) - {uj).
ThliS, q(p,1) ~ Cp - 1) + (p - 2) + Cp - 3) = 3p - 6.
To prove the reverse inequality, let G be a graph of order p, with exactly three vertices u, v, and
y of degree p - 1, and every other vertex having degree 3 (i.e., no edges are present in G other
than those incident with u, v, or y). Then, clearly, ')'(G -e) = 1 = ')'(G) for each e E E(O).
Since q(G) = 3p - 6, we have qtp.I) =:; 3p - 6, as required.
-
(2) By our comments in (1), it is clear that K3 + Kp - 3 is a spanning subgraph of any element of
Gtp,1). However, the size of the graph K3 + Kp - 3 is 3p - 6, the .minirnum number of edges of
any such element, i.e., K3 + Kp - 3 belongs to OCP,l) and no proper supergraph of K3 + ~-3
belongs to OCP,l). 0
We now assume ')' ~ 2 and consider three cases: p =:; 3')' - 2, P = 3')' - 1, and p ~ 3')'.
4.7.4 Theorem: If')' ~ 2 and 2')' =:; p =:; 3')' - 2, then Gcp,')') ;c ~ and qcp,')') = p - 1.
Proof: Let')', p be integers with ')' ~ 2 and 2')' =:; p =:; 3')' - 2. We will show that a tree T of
order 2k + econstructed from a path of length k + £, viz., Zt,Zt-l,,,,,ZI 'Yl,Xb ... ,Xb by joining
a new vertex Yi to Xi for i = 2,3, ... , k with k = 3')' - p (~ 2 since p =:; 3')' - 2) and £ =
3p - 6')' (~ 0 since p ~ 2')') has order p, domination number')', and the property that ')'(T-e) =
')'(T) = ')' f?r each e E E(T) (see Fig. 4.7. ~). This will prove that q(p, ')') =:;. q(T) = P - 1,
whence qcp,')') = p - 1 will follow by our earlier observation that qcp ,')') ~ p - 1.
Let H = ({Xi, Yi; i = 1, 2, ... , k}) == P,", and let Qi,j = ({Zj, Zi +l' ... , Zj}) for i, j E {l, 2,
. .. ., m}, i < j. We note first that p(T) = 2k + £ = 2(3)' - p) + (3p - 6)') = p. Since )'(Pn+) =
n, ')'(H) = k = 3)' - p.
Let D1 = {Yl ' Y2' ... , Yk}; then D1 is a minimum dominating set of Hand D1 also dominates z..
Since ,),(PJ = fn/31, \~e have, for Q2.t = ({Z2' Z3' ... , Zt}), that
It is easy to see that, if D' is a minimum dominating set for Q2.t, ··then D1 U D' is a minimum
dominating set for T, _so "f(T) = (3)' - p) + Cp - 2)') = )'.
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We now show that T is ),-insensitive. Let e E E(T). We consider three cases.
Case 2: Suppose that e = xiYj (where j E {I, 2, ... , k}). Since )'(T-e) ~ )'(T) for any
e E E(T), it will suffice to exhibit the existence of a dominating set D for T-e with
ID I <v. We know that D* = {Yl' Y2' ... , Yk} U D', where D' is a minimum dominating
set for the path Q2.t of order e - 1, is a minimum dominatingset for T. If we now define
a new set D by
if j = k
then it is obvious that D ~ T -e and ID I = ID*' = )' .
. .
Case 3: Suppose e = zmzm +l' where 1 ~ m ~ e - 1. Then, Q2.t-e == P, U Pb, where
a + b = f - 1. We need simply show that, for any a E {l, 2, ... , e - 2}, we have
where )'(Pt - 1) = f1J3(3p - 6)' - 1)1 .= f1J3(3p - 6)')1 = p - 2)' (since then )'(T-e) =
(3)' - p) + (p - ~)') = v, as in Case 1). Since e = 3p - 6)' == .0 (mod 3) and a + b =
f - 1 == 2 (mod 3), we have, by symmetry,- that no loss of generality is incurred if we
consider only the cases where a == 0 (mod 3) and a == 1 (mod 3).
Suhcase 3.1: Suppose a == 0 (mod 3). Since a·= 3n for some n E N, we have
= f1J3(£ - 1 - a)l + fa/31
= f1J3(3p - 6)' - 1 - 3n)1 + f3n/31
= (p - 2)' - n ) + n = p - 2)' ~
Suhcase 3.2: Suppose a == 1 (mod 3) (so b == 1 (mod 3)); then a = 3n + 1, for
some n E N. We assume that e - m = a (i.e., Qm+l,t = ({Zm+h Zm+2' ... '
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ZI}) == Pa) . Observe that, if D1 is a minimum dominatingset for Ql,m that contains
ZI (D 1 always exists since m = £ - a == (3p - 6')') - (3n + 1) == - 1 == 2
(mod 3)), D:! is a minimum dominating set for Qm+l,( and D 3 = {xz, x3, •.. , xk},
then D = D 1 U D, U D3 is a dominating set for T-e that has cardinality
IDI = ID1 1 + IDzl . + ID3 1 = ,),(p(-J + ')'cPa) + (k - 1)
= rV3(3p - 6')' - 3n - 1)l + rV3(3n + l)l + (3')' - p - 1)
= (p - 2')' - n) + (n + 1) + (3')' - p - 1) = ')'.
Cases 1 to 3, then, show that T is ')'-insensitive. o
The following theorem will be used in the proof of Theorem 4.7.6, but is also interesting in its
own right.
4.7.5 Theorem: If p ~ 4 and ')' ~ 2 are such that G(p;y) ;t 0, and if G E G(p,')'), then G has
at least two dominating sets of cardinality 't-
. ,
Proof: Let p ~ 4 and ')' ~ 2 with G(p,')') ;t 0, and let G E G(p,')'). Since G is non-trivial and
connected (so that G has no isolated vertices and is non-empty), we have, by Proposition 4.2.5,
that G contains a minimum dominating set D which has the property that, for each d E D, there
exists Vd E V(G) - D such that Na(vd) n D = {d}. Clearly, then, for any d E D, D is not' a
dominating set of G-dvd• Hence, since ')'(G -dvd) = ')'(G), there exists a dominating set D' of
G-dv d (and hence of G) with ID' I = ')'(G) and D ;t D'. o
The following theorem requires a lengthy and complicated proof which will be presented as a
sequence of lemmata. Notation and definitions introduced will be retained without repetition
throughout the proof.
4.7.6 Theorem: If p and')' satisfy p ~ 3')' ~ 6, then q(p,')') = 2p -~3')'.
Proof: Let p, ')' E N with P ~ 3')' ~ 6 and consider a graph G in G(p,')'). Let the minimum
dominating sets of G be denoted by Do, D 1, ... , Do (by Theorem 4.7.5, n ~ 1), where we shall
assume that Do has been selected so that Do is a minimum dominating set whose existence is
guaranteed by Proposition 4.2.5, whence it follows that the set Ao, which we define to be the set
of all vertices in V(G) - Do which have a unique neighbour in Do, is non-empty. (Notice that, in
157
the notation of Definition 3.2.4, we have~ = U {Do*(v); v E Do}.) We next define subsets of
Do and Ao as follows:
Ai = {a E ~; N(a) n Do ~ XJ,
for 1 ::;;; i ::;;; n,
for 1 ::;;; i ::;;; n + 1.
It is possible that some of the above sets may be empty; that the non-empty sets partition Do and
Ao, respectively, is shown next.
4.7.7 Lemma:
(1) For distinct i, j E {I, 2, ... , n + I},
(a) X· n X· = 0' (b) A· n A· = 0I J' 1 J •
(2) (a) lJi ~: Xi = Do; (b) Ui ~: Ai = Ao·
Proof: (1a) Suppose , to the contrary, that there exist distinct i, j E {I, 2, ... , n} with
Xi n Xj ;c 0. Let x E Xi n Xj and assume, without loss ofgenerality, that i < j. Now, Xj =
(Do n DI n .,. n Dj-I) - Dj, so we must have x E D, (and x tl D); however, Xi = (Do n
DI n ... n Dj-I) - D, implies x tf:. D, This .contradiction establishes that Xl' X2, ... , Xn + 1 are
disjoint.
(lb) Again, suppose that there are i, j E {l, 2, ... , n} with i ;c j and ~ n, Aj ;c 0. Let
a E Ai n Aj . By the"definition of Aj and Aj, a satisfies a E Ao and N(a) n Do ~ Xi n X,
which, with (1a), yields N(a) n Do = 0, a contradiction, since IN(a) n Do I = 1. So, Ab A2,
... , An + 1 are indeed disjoint.
(2a) By the definition of Xi (1 s i s n + 1), x ~ Do, and so_Ui~~ Xi ~ n, Let v E Do and
let k be the largest integer such that v E Do n DI n ... n Dk- I; ~cl earl y , k exists, 1 ::;;; k ::;;;
n + 1, and v E X, (since the definition of k implies v tl DJ. Hence, Do ~ Ui~~ Xi' So, (2a)
follows.
(2b) That lJi ~~ Ai ~ Ao follows immediately from the definition of Ai (1 ::;;; i ::;;; n + 1). Let
- ' ,
v E ~. By the definitionof Aa, there exists d E Do such that N(v) n Do = {d}. Since Ui~~ Xi =
Do, there exists j E {1, 2, ... , n + I} with d E X. This implies, by the definition of AI, A2,
... , An + b that v E Aj-._ Hence, Ao ~ Ui~: Ai, and the desired result follows. 0
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Another collection of sets Z, (1 ~ i ~ n) is defined as follows:
(1) z, S; Dj n {a E Aa; IN(a) n (Do n n, n ... n Dj-i) I = 1};
(2) D, - Zj l-+ G - (X, U A);
(3) Z, is maximal with respect to properties (1) and (2).
4.7.8 Lemma: For i E {l, 2, ... , n},
(1) Z, £; D, n AD and, for any z E Zj, N(z) n Do = {z"] £; Do n D1 n ... n Dj-i ;
(2) each vertex z in Z, is in Aj or dominates at least one vertex in ~ which is dominated
by no other vertex of D,
Proof: The results listed in (1) follow immediately from the definition of Zj and AD.
To prove (2), we suppose that z E Z, - Aj. Then, by the definition of Z, D, - Z, l-+ V(G) -
(X, U AJ whereas, by the minimality of D, D, - {Z} >/+ V(G); consequently, there exists a vertex
z' (say) in V(G) - (D, - {z}) which is dominated by Z and by no other vertex in D. If z' t/:. Xi U
Ai, then Dj - {Z} ;? D, - Z, l-+ G-(Xj U A) :3 z', contrary to the property of z'. So, z' E
Xi U Aj. Furthermore, since z E AD - Ai, the (unique) vertex z· in Do which is adjacent to z is
not contained in Xi. Hence, z' E Ai, as required. D
4.7.9 Remark: In view of Lemma 4.7.8, for each i E {I, 2, ... , n}, we now define an injective
function!j:Zj l-+ Aj where, for z E Zj,!j(z) = z if z E Aj and, if z E Z, - Aj, !j(z) = z', where
z' is any ve!tex of Ai which is dominated by _z and by no other vertex of Dj, arbitrarily selected
and then fixed as!j(z). -- Denoting!i(Zj-A) by A~, we define
for 1 ~ i ~ n.
4.7.10 Lemma: For i E {l, 2, ... , n}, IBd = IZd ~ IXd.
Proof: Let i E {l, 2, ... , n}. "VIe claim first that (Z, n A) n Ar- = -0 ; ify E Zi - Ai (£; DJ
and y' E A~ () (Zj n AJ £; Di, then N[y'] n D, ;2 {y, y'}, contrary to the fact that y is the
only vertex of D, that dominates y'). This
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.and the fact that IZ j - Ail = lA; I, proves IBd = IZd·
To show that IZj I s IXi I, we note that X, ~ X, U Aj and D, - Zj ~ V(G) - (X, U Aj); so
ro, - Z) U x, ~ V(G), whence Iro, - Z) U x, I ~ )'(G). As x, n Dj = 0 and Dj - z, £; n,
we obtain IDd = )' ~ IDd - IZjl + [X], whence \Zd ~ IXd. 0
4.7.11 Lemma: For each i E {l, 2, ... , n}, A; covers at least 21 Ad - IX] edges of G.
Proof: Let i E {l, 2, .. , n}. For each a E Aj, denote the unique neighbour of a in X, by a' and
let E be the set of IAd edges aa' obtained thus. We shall show that every vertex a in Aj - B, is
incident with a specified edge av, ~ aa' and denote by F, the set of such edges av.. Let a E Aj -
Bj ; we consider two cases.
Case 1: Suppose that a E Dj for some j < i; then j E {I, 2, ... , i-I} as a (/:. Do.
Suhcase 1.1: Suppose there is k E {I, 2, ... , i-I} with a.E Zk' Then, since
a E Ai and Aj n Ak = 0, it follows that a E ~ - Ak. Consequently, by
Remark 4.7.9, a is adjacent to a vertex v,> fk(a) E A~ £; B, £; Ak. Since
Ak n Xi = 0, we have Va ~ a",
Suhcase 1.2: Suppose a (/:. Z, for all e E {l, 2, ... , i-I}. Let k denote the
smallest efor which a E D( (clearly, k ~ j). We know D, - Z, ~ V(G) - (A,
U XJ; also, by the maximality of Zb we have D, - (Z, U {a}) ~ V(G) - (Ak U
XJ. Hen~e, there exists a vertex Va E V(G) - (Ak U XJ which is dominated by
a and by no other vertex of Dk • It is shown later that Va ~ a'.
Case 2: Suppose that a (/:. D, for all j < i. We again consider two subcases.
Subcase 2.1: Suppose that a (/:. D, Then, there exists Va E D, such that a is
dominat_ed by (i.e., is adjacent to) va • (Note that, since D, and X, are disjoint,
v, ~ a*.)
Suhcase 2.2: Suppose that a E D, Sinc~ a E Aj - Bj, we have a (/:. Z, Hence
(as in Subcase 1.2), D, - Z, ;... V(G) - (Aj U X) while, by the maximality of Z,
D, - (Z, U {a}) ~ V(G) - (Ai U X), from which it follows that there exists
160
va E V(G) - (Aj U XJ which is dominated by a and by no other vertex of D,
(As above, Va ~ a")
Thus, in each of the above cases, a unique vertex Va has been chosen in N(a) and we let F, =
[av, E E(G); a E Aj - BJ. In Subcases 1.1,2.1, and 2.2, it is clear that Va ti. X, In Subcase
1.2, since a E Aj , a has a unique neighbour a' in X, = (Do n D 1 n ... n Dj-I) - Dj; so, if
Va = a', it follows (since k < i) that Va E D, and so Va is dominated by at least two vertices, a
and Va, in Db contrary to the definition of Va in this case. Consequently, F, n E, = 0 .
To show that F, consists of IAj - B,I distinct edges, we show that, for every pair of distinct
elements a, a' of Ai - B, if Va = a', then Va' ~ a. In Subcases 1.1 and 2.2, Va ti. Aj for any a E
Aj - B, so Va ~ a' for any a' E Aj - B, - {a}. Next, we consider the vertex Va selected in
Subcase 2.1. Suppose that there is a vertex a E Aj - B, such that the vertex Va selected in Subcase
2.1 belongs to Aj - Bj ; say, Va = a'. By the choice of Va in Subcase 2.1, we have a' = Va E D,
So, the vertex a' E Aj - Bj satisfies the conditions of Subcase 2.2, and Va ' is chosen to be an
element of V(G) - (Aj U X); in particular, Va' ti. Ai, from which it follows that Va' ;c a.
Finally, consider the vertex Va selected in Subcase 1.2. Suppose that there is a vertex a E Ai - B,
such that the vertex Va selected in Subcase 1.2 belongs to Aj - Bj • By the choice of Va in
Subcase 1.2, we have that Va E V(G) - (Ak U XJ and Va is adjacent to a and to no other vertex
of Ok' Now, by the definition of Ai' there is a (unique) vertex y in Xi with vaY _E E(G). But,
X, ~ D, (since k < i), and so y is a vertex of D, adjacent to v., Finally, we observe that y E
X, impl ies y ;c a (E -AJ , so that Va is adjacent to two distinct vertices of Db contrary to our
choice of v;
Therefore, r, contains IAj - Bj I = IAj I - IBj I edges and IE j U r, I = 21 Aj I - IBj I, which,
with Lemma 4.7.10, completes the proof of the lemma. 0
The following notation will be used to simplify the exposition in the remaining lemmas: For
1 s i s n and a E A.. - B, the specified edge av, of F, selected in Lemma 4.7.11 will also be
denoted by gj(a) and Fj(1.1) , FiCl.2), F j(2.1), and Fj(2.2) will denote the set of all edses of the. ~
form gi(a) where a satisfies the condition listed in the Subcases 1.1,1.2,2.1, and 2.2, respectively .
4.7.12 Lemma: For 1 s i < m s n, (~ U FJ n (Em U FJ = 0.
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Proof: Let i E {l, 2, ... , m-I}. That E, n (Em U FJ = 0 follows immediately from the
observation that, if e E E, then e E [A; XJ and so neither end of e is contained in Am' whereas
each edge in Em U F, contains a vertex of Am. This argument also proves Em n (E, U F) = 0.
We show now that r, n Fm = 0.
If av, = gla) E Fi(1.1), then Va E Ak for some k < i < m; consequently, neither end of av, is
in Am and so
Fl1.1) n Fm = 0.
If av, = gm(a) E Fm(1.1), then a E Am - B; and Va E Bj , £; Aj , for some j' < m. Suppose that
av, E F, U E; then Va E Aj - B, so that j' = i as Ay n Aj = 0 for i ;t j'. However, this
yields Va E B, and Va E Aj - B, a contradiction. So, av, (/:. F j and
We show now that Fj(1.2) n F; = 0. Let av = gj(a) E Fl1.2); then a E Ai - B, and a (/. Z,
for 1 ~ e < i, but a E D, for some k < i, where k is .chosen to be as small as possible. We
consider two cases.
Case 1: Suppose av E F, for some t > k, with t ;t i. Then, av = gt(v) and v EAt;
hence, v is dominated by some vertex v' E X, = (Do n D1 n ... ,n D, n ... n
DH~ - D, and v' ;t a (v· E Do, and a E Aj implies a tI. Do). - So, v is dominated by
distinct vertices' v", a E Db contrary to the choice of v = Va in Subcase 1.2. Thus, av (/:.
F, for all t E {k + 1, k + 2, ... , m, ... , n}- {i}, i.e.,
Fl1.2) n r, = 0 , for t E {k + 1, k ~ 2, ... , n} - {i}.
Case 2: Suppose av E F, for some t s k « i). Then, av =:~ gt(v) E At - Bt. Now, we
proved above that Fi ( 1.1) n (Em U Fm) = 0, where i and m are arbitrary, distinct
elem.ents of {l, 2, ... , n} with i < m. So, since t < i, we have FtC1.1) n (E, U F) =
0; in particular, this implies (since av E Fj(1.2) £; F) that av ~ Fl(1.1). So, av E F,
implies av = gt(v) E Ft(1.2) U Ft(2.1) U FtC2.2).
Subcase 2.1: Suppose av = gt(v) E Ft(1.2). Let k' < t be the smallest index for
which v E Dk•• Then, a is dominated by v E D; and by no other vertexof Dk, ;
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however, a is dominated by a' E Xi = (Do n ... n D; n ... n D, n ... n
D" ) - D· and as a' E Do and v tt:. Do, a is dominated by a' E D, - {v}, a
I-I I ,
contradiction. Hence, av tt:. Ft(1.2). Thus, ay tt:. Ft(1.2) for all t E {I, 2, ... ,
k}; so
for t E {l, 2, ... , k}.
Subcase 2.2: Suppose ay = glv) E Ft(2.1). Then, a E D, "- X, so that k s t
(by the choice of k). Now (by our assumption in Case 2), t ~ k; so t = k. Then,
since av = gla) E Fj(1.2), we have v E V(G) "7" (A, U XJ, so v E Ak; but
av = gjv) E Ft(2. 1) and k = t implies that av = gk(V) E Fk(2 .1) and v E
Ak - Bb contradicting Y tt:. Ak. Hence, av tt:. Ft(2.1) and
for t E {l, 2, ... , k}.
Suhcase 2.3: Suppose av = gt(v) E Ft(2.2). Then, .v E D, and (by the definition
of Ft(2.2)) v is the only vertex in D, which dominates a; however, as a E Aj , a is
dominated by some vertex a' E Xi = (Do n ... n D, n ... n Dj-I) - D, and
a' ;t v (since a' E Do and v tt:. Do), so a' and v are distinct vertices in D, which
dominate a. This produces a contradiction. Thus, av tt:. F t(2.2) for all t E {I , 2,
..., k} . So,
foI' t E {I, 2, ... , k}.
Cases 1 and 2 thus show that Fj(1.2) n F, = 0 if t ;t i, and so F j(1.2) n F; = 0 and
. Fm(1.2) n F, = "0 .
We show now that F j(2.1) n F; = 0. If av = gj(a) E F j(2.1), thena tt:. Dj for 1 ~ j ~ i, and
v E D, We consider two cases.
Case 3: Suppose av = gm(v) E Fm(2.1). Then, v r;. D, for all t E {a, 1, ... , m},
which provides a contradiction as ay = gj(a) implies v E D, where i < m. Hence, av (/:.
Fm(2.1) and
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Case 4: Suppose that Fj(2.1) n Fm(2.2) ;z: 0. Let av = gi(a) = gm(v) E Fj(2.1) n
Fm(2.2). Then, since av = gj(a) E Fj(2.1), it follows that v E D, - X: however, since
av = gm(v) E Fj(2.2), v (/:. Djfor all e < m and so v (/:. D, a contradiction. Hence,
To complete the proof, we have only to show that F j(2 .2) n [Fm(2.1) U Fm(2.2)] = 0.
Case 5: Suppose that Fj(2.2) n [Fm(2.1) U Fm(2.2)] ;z: 0. Let av = gj(a) =
gm(v) E Fi(2.2) n [Fm(2.I) U Fm(2 .2)]. Then, as av = gi(a) E F j(2.2), v is dominated
by a and by no other vertex in Dj; however, v E Am and so v is dominated by some
v* E X, = (Do n ... n D, n ... n Dm- I ) - Dm • We note that v* ;z: a as v* E Do and
a (/:. Do. So, v is dominated by v* E D, - {a}, a contradiction. So,
o
4.7.13 Lemma: If G E G(p;y) with 'Y ~ 2, then ~+l covers at least 21 An +11 edges which are
not contained in Uj~ 1(Ej U F).
Proof: If ~n +1 = 0, the statement holds trivially, so now assume that 1\ +1 ;z: 0 and let
a E An+l . Then, a is adjacent to a vertex a' in Xn+1 = Do n D1 n ... n D; We consider two
cases.
Case 1: 'Suppose a E Dj for somej E {l, 2, ... , n} . . Then, as in Lemma 4.7 .11, two
subcases arise.
Subcase 1.1: Suppose there is k E {I, 2, ... , n} with a E Zk' Then, since a E
An+I and An+I n Ak = 0, it follows that a E ~ -. Ak • Consequently, by
Remark 4.7.9, a is adjacent to a vertex Va = fk(a) E B, S; Ak.
Subcase 1.2: Suppose a (/:. Z, for alll E {l, 2, ... , n}. Choose k E {I, 2, ... ,
n} to be a minimum subject to a E~. We know:D, - Z, ~ G-(Ak U XJ; by
the rnaximality of Zb we have D, - (Z, U {aD";' V(G) - (Ak U XJ. Hence,
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there exists a vertex va E V(G) - (Ak U XJ which is dominated by a and by no
other vertex of Dk •
Case 2: Suppose a t/:. D1 U D2 ••• U Dn. Then, since G E G(p;y), )'(G-aaj = )', and
there is some value of j E {l, 2, ... , n} such that D, ~ Gv-aa'. Hence, a is dominated by
a vertex va(say) of D, with Va ~ a' .
., Cases 1 and 2 thus show that every vertex a of An+1 is incident with an edge av ~ aa'.
We will denote by Fn+1(1.1), Fn+1(1.2), and Fn+1(2) the set of all edges av = gn+1(a) obtained in
Subcases 1.1 and 1.2, and Case 2, respectively, and we shall let Fn +1 = Fn +1(1.1) U Fn+1(1.2) U
Fn+1(2) and En+1 = [aa'; a E An+ 1}. We show now that Fn +1(1.1), Fn+ 1(1.2), and Fn +1(2) are
mutually disjoint.
Suppose av = gn +l(a) E Fn+1(1.1) n [Fn+1(1.2) U Fn +1(2)]. Then, av = gn +1(a) E Fn +1(1.1)
implies that a E Z, ~ D, for some k E {l, 2, ... , n} and v E B, ~ Ak . Now, since a E Z, ~
D, and since ayE Fn+1(1.2) U Fn+1(2), we cannot have av = gn+l(a) E Fn+1(1.2) U Fn +1(2). So,
av = gn +l(V) E Fn+1(1.2) U Fn+1(2), and v E An +1. However, this contradicts the fact that Ak·n
An+1 = 0. Hence,
Suppose Fn +1(l.2) n Fn +1(2) ~ 0. Let av E Fn +1(1.2) n Fn+1(2) . Suppose av =
gn +1(a) E Fn+1(1.2). Then, a E Dj for some j E {I, 2, ... , n}, so that av = gn +1(a) t/:. Fn +1(2).
So, av = gn +l(V) E Fn+1(2). Since av = gn +l(a) E Fn+1(1.2), a E An+1 n D, for some
- k E {l, 2, ... , ri} (chosen to be as small as possible) and v is dominated by a and by no other
vertex in Dk • However, av = gn+l(V) E Fn+1(2) implies that v ~ An+1 and so v is dominated by
some vertex v' E Xn+1 = nj: 1 D. ~ D, and v" ~ a (as a t/:. ._Xn +1), which provides a
contradiction. So,
We now show that, if av = gn+l(V) E Fn+1(1.1), Fn+1(1.2), or Fn+1(2), then either v t/:. ~+1 or
gn+ 1(v) ~ gn +1(a); by what we have proved above, we need only show that v t/:. An+1 or
gn +1(V) t/:. Fn+ 1(1.1), fn+l~1.2), or Fn+1(2), respectively.
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Certainly, if av = gn+l(a) E Fn+ 1(1.2), where k is the smallest index for which a E Db then
v t/:. An+ 1 (otherwise, v is dominated by some v' E X,; 1 £; Db and v" ;.t a (since v' E Do and
a t/:. Do), which contradicts the choice of v as a vertex dominated by a and by no other vertex of
DJ. Hence, if av = gn+l(a) E Fn+ 1(1.2), v (/:. Au+l'
If av = gn+l(a) E Fn+ 1(1.1), wherej E [l , 2, .... , n} satisfies a E Dj, then there is k E {I, 2,
... , n} with a E Z\o and v = fk(a) E B, ~ Ak• But, Ak n An+ 1 = 0; hence, v (/:. Au+l'
Finally, if av = gn+l(a) E Fn+ 1(2), then, for some j E {I, 2, ... , n}, v E Dj and v is adjacent
to a; ifav = gn+l(V) E Fn+ 1(2), then it follows that a E Dj' for sornej' E {l, 2, ... , n], contrary
to the fact that av = gn+l(a). E Fn+ 1(2).
Hence, for distinct vertices' a, b E Au+h the edges gn+l(a) and gn+l(b) are distinct.
\Ve show next that En+ 1 n Fn+ 1 = 0. Suppose, to the contrary, that there exists av = gn +l(a) E
En+ 1 n Fn+ 1. Since av = gn+l(a) E En+ 1, we have v = a" E ~+l = rh~l D, By the conditions
of Case 2, av = gnTl(a) t/:. Fn+ 1(2). Furthermore, if av = gn+l(V) E Fn+ 1(2), then v t/:. D1, D1,
... , Dn, whence v t/:. Xn+ 1, a contradiction. So, av E Fn+ 1(1.1) U Fn + 1(1.2). If av =
gn+l(a) E Fn+ 1(1.1), then v E Ak for some k E {I, 2, ... , n}; however, this produces a
contradiction since Ak n X,; 1 = 0. If av = gn+ I(V) E Fn+ 1(1.1) U Fn+ 1(1.2), then v E An+ 17
which contradicts v E ~+1 as Xn+ 1 n An+ 1 = 0. If av = gn +l(a) E Fn+ 1(1.2), then v is
dominated by a and by no other vertex in D; However, v E X,; 1 = Do n D1 n ... n D, n
. .
... n D, implies that v E Db so that v is dominated by at least two vertices, namely a and v, of
Dk• Hence, En+ 1 and Fn+1 are indeed disjoint.
Thus, we have proved that En+ 1 U Fn+ 1contains 21 An +11 distinct edges. It remains only to show .
that (En+ 1 U Fn+ 1) n (E, U F) = 0 for all i E {I, 2, ... , n}: This may be accomplished by the
use of techniques developed in proving Lemma 4.7.12. The proof is lengthy and so similar to that
of Lemma 4.7.12 that we shall omit it here. o
So, the number of edges ofG found so far th ar are distinct (see Lemmas 4.7.12 and 4.7.13) is (see
Lemmas 4.7.11 and 4.7.13) at least
t (21Ad - IXiI) + ~ lA. '11 =2(r IAiI) -- (r 1XiI) + 1Xn +11
1 1 I-I 1-1 .: ,




(Since Ui:: Xi = Do, where IDo I = "((G)); i.e., any "( -insensitive graph with "( ~ 2 must have
at least 21 Aa I - "( edges with an end in Ao. By definition of Ao, each vertex of G-(Do U Ao) is
incident with at least two edges with ends in Do. Since
{u, v; uv E E(G), u E V(G) - (Do U Ao), v E Do} n Ao ;c 0,
we have
q(p,"() ~ (21Aol - "() + 2IV(G) - (Do U Ao)1 = 21AoI - "( + 2(p - "( - IAoD = 2p - 3"(.
To complete the proof of Theorem 4.7.6, we shall show that, when p ~ 3"(, 2p - 3"( is an upper
bound for q(p,"() by constructing connected )'-insensitive graphs of order p which have 2p - 3)'
edges. If p = 3"(, then (by Theorem 4.3.2) the cycle C:ry is such a graph. So, we assume now
that p > 3"( and let t be any positive integer less than "(. Consider two disjoint graphs FI and F2
with FI == C3t and F2 == C3(/, - t) , and suppose x E V(FI), y E V(F2) . For each i E {l, 2, ... ,
P - 3)'}, add to the graph FI U F, a vertex w, and edges WjX, wjy. Call the resulting (connected)
graph 1
F t
(see Fig. 4.7.2). Then,
P(1p,/') = 3t + 3()' - t) + P - 3"( = P
and
q(Ip,.) = 3t + 3()' - t) + 2(p - 3"() = 2p - 3"(.
Furthermore, Ip,"y is ,,(-insensitive: Let DI be a minimum dominating set of FI containing x, and let
D2 be a minimum domin~ting set of F2 containing y. Then, DI U D2 is a dominating set of lp,/,
that is easily seen to be minimum. Thus,
Clearly, for any edge e of the form xw, or YWj (i E {I, 2, ... , p - 3"(}), D1 U D, ~ Ip,'Y -e; so,
"((G -e) = )'. If e .E E.(FI), then, if ,D is a minimum dominating set of the path FI-e of order 3t,
we have IDI = t, D ~ FI-e, and D, ~ ({wI, W Z, ... , wp-3J) U Fz, so that, again, "((lp,/,-e) = )'.
If e E E(Fz), then D* ~ F2-e and DI ~ ({wl , wz, ... ,wp-3J) LT FI; where D* is a minimum
dominating set of the path Fz-e of order 3()' - t); in this case, ID*I = )' - t so that "((lP./, -e) =
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t + (1' - t) = -y. Thus, Ip;)' is -y -insensitive and lp.)' E G(p,-y). Hence, q(p,-y) = 2p - 3-y for
p ~ 3-y ~ 6, as desired. 0
4.7.14 Remark: At this stage, q(p,-y) is completely determined except for the case when p =
3-y - 1. Since the cycle C3-(-1 is a connected -y -insensitive graph (see Theorem 4.3.2), we know
that, if G is a connected -y-insensitive graph with q(3-y-l,-Y) edges, then
peG) - 1 ~ q(3-y-l,-y) ~ peG).
We show that, in fact, q(3-y-l,)') = p(G), i.e., q(3)'-I,)') = 3)' - J. The following lemmas will
be useful.
4.7.15 Lemma: If G is a -y-insensitive graph for some)' ~ 2, then each vertex of G is adjacent
to at most one end-vertex of G.
Proof: Suppose, to the contrary, that there exists an integer 'Y ~ 2 and a graph G that is
-y-insensitive for which there is v E V(G) with v adjacent. to at least two end-vertices u., U2 of G.
Then, clearly, any minimum dominating set D for G must contain the vertex v but neither of the
vertices u, and u2• Now, the graph G-ulv consists of the components G-ul and ({ul}). Any
minimum dominating set of G-u l must contain v or u2, and so )'(G-ul) = )'(G). Hence,
which contradicts the -y-insensitivity of G. So, no such graph G and )' ~ 2 exist, and the
proposition follows. 0
The following proposition is a direct consequence of Lemma 4.7.15 and the proof of Lemma
3.2.31.
4.7.16 Proposition: If G is a )'-insensitive tree for some integer)' ~ 2, the end-vertices of any
maximum length path are vertices of degree 1 and both are adjacent to a vertex of degree 2.
4.7.17 Propos'ition: If G is a graph with )'(G) = k ~ 3 which contains distinct vertices x, y, z
that satisfy deg z = 1, deg y = deg x = 2, N(y) = {x, z}, then )'CG-{x, y, z}) = k - 1.
168
Proof: Let G be a graph satisfying the above hypothesis. Let D be a minimum dominating set of
G, and let N(x) = {y, t}. If zED, then D' = (D - {z}) U {y} ~ G and ID'I = ID I " = k;
hence, we shall assume that y E D and z (/:. D. Furthermore, if x E D, then D" = (D - {x}) U
{t} dominates G and ID" I = ID I = k, so we shall assume that x (/:. D.
Now, y dominates only x, y, and z, and so D "- {y} ~ G-{x, y, z}. Hence, )'(G-{x , y,
z}) ~ k - 1. However, if)'(G-{x, y, z}) < k - 1 and D' is a minimum dominatingset ofG-{x,
y, z}, then D' U {y} ~ G and ID' U {y} I < k = )'(G), a contradiction. Hence, )'(G-{x, y,
z}) = k - 1. 0
4.7.18 Proposition: If G is a graph with )'(G) = k ~ 3 which contains distinct vertices x, y, z,
v, and s, where N(x) 2 {y, v}, deg y = deg v = 2, deg z = deg s = 1, N(y) = {x, z} and
N(v) = {x, s}. Then, )'(G-'{y, z}) = k - 1.
Proof: Let G be a graph satisfying the above hypothesis. Let D be a minimum dominating set
of G. Then, ID I = k and D contains either y or z and either v or s: SinceD' = (D - {z, s}) U
{y, v} is also a minimum dominating set of G, we shall assume that y, v E D. Then, D - {y}
is a dominating set of G-{y, z}} and so )'(G-{y, z ] ) ~ ID - {y} I = k - 1. If
)'(G-{y, z}) < k - 1, then, for any minimum dominating set D' for G-{y , z}, D' U {y} ~ G,
and ID' U {y} I < k = )'(G) , a contradiction. Hence, )'(G-{y, z}) = k - 1. 0
4.7.19 Theorem: For k ~ 2, q(3k-l,k) = 3k - 1.
Proof: Suppose, to the contrary, that, for some k ~ 2, there exists a graph G E G(3k-1 ,k) such
that q(G) ~ 3k - 1. By Remark 4.7.14, q(G) ~ p(G) = 3k - 1 and, since G is connected,
q(G) ~ 3k - 2. Hence, q(G) = 3k - 2 and G is a tree. Let k be the smallest integer such that
k ~ 2 and G(3k-1 ,k) contains a tree G.
Let P:XI,X2 , . .. .x, be a longest path in G. Since )'(G) ~ 2, G is not a star and n ~ 4. That k ~ 3
may be seen as follows. Suppose that k = 2; then G E G(5,2) and p(P) = n ~ 4; furthermore,
by Proposition 4.7.16, deg X2 = deg Xn - l = 2, so n > 4 and so G == P,: XI,X2,X3,X4'XS'
However, )'(PS-X IX2) = 3 > )'(Ps), contrary to the 2-insensitivity of the elements of G(5,2). So,
we conclude that k ~ 3.
It follows from Proposition 4.7.16 that deg x2 = 2. Suppose deg 'X3 = 2. Then, G, k, x = x.;
Y = x-, and z = x, satisfy the conditions of Proposition 4.7.17 and we have, for H = G-{x., x.,
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X3} , that H is connected and )'(H) = k - 1. Now, if)'CH -e) ~ k - 2 for some e E E(H), then
)'(G -e) ~ k - 1 < )'(G), which contradicts the k-insensitivity of G. So, )'(H -e) = k - 1 = )'(H)
for each e E E(H). So, for i = k - 1, H is a connected, i-insensitive graph with q(H) =
3i - 2 = p(H) - 1. Since no connected graph of order 3e - 1 has fewer than 3e - 2 edges, no
connected i-insensitive graph of order 3£ - 1 has fewer than 3£ - 2 edges, and so H E
G(3e-l,e). However, then 2 ~ t < k contradicts our choice of k. So, deg X3 ~ 3. By
Proposition 4.7.15, X3 is adjacent to at most one end-vertex; so (by definition of P) the paths
emanating from X3 in G-{x:!, x4 } are, with one possible exception, of length 2. For ease of
reading, we shall let x = x., Y= x2, and z = x.,
We shall examine several cases dependent upon the degree of x. In each case, two or three
vertices will be removed from G so that the remaining subgraph F has domination number k - 1,
is a tree, and is (k - 1) -insensitive . If two vertices are removed, the remaining graph has order
3(k - 1), and Theorem 4.7.6 indicates that this graph cannot be a tree. To see this, observe that,
since p(F) = 3(k - 1), )'(F) = k - 1, and k ~ 2, we have p(F) ~ 3 )'(F) ~ 6, and we can apply
Theorem 4.7 .6 to obtain q(3(k-l),k-l) = 2.3(k - 1) - 3(k - 1) = 3(k .; 1). Thus, since F is
(k-I)-insensitive with order 3(k - 1), we must have
p(F) > p(F) - 1.
q(F) ~ q(3(k-1),k -1) = 3(k - 1) =
Thus, F cannot be a tree. If three vertices are removed, the remaining graph has ord er
3(k - 1) - 1 and cannot be a tree because G represents a smallest tree T for which p(T) =
3)'(T) - 1 and )'(T -e) = )'(T) for each e E 'E(G). These contradictions will prove the theorem.
Case 1: Suppose that deg x ~ 4. Then, in G - E(p), at least two non-trivial paths
emanate from X, - say . Q:x,v,s and R:x,w,t or .Rtx.w. By Proposition 4.7.18,
)'(G - {y, z}) = k - 1. Let e E E(G - {y, z}) and let D be a minimum dominating set of
G-e. Ife se XV, then (as before) we may choose D to contain y and v (if e ;z: vs) or y
and x (if e = vs). Thus, since INa-{y.z)[x] n D I ~ 2, D - {y} is a dominating set of
(G-{y, z})-e, whence)'((G-{y, z})-e) ~ IDI - 1 = k - 1. Ife = xv, then Dmay be
chosen to contain y and w (if R is x,w,t) or y and x (if R is x,w), so that, in this case also,
INa-{y.z)[x] n DI ~ 2 and )'((G-{y, z})-e) ~ k - 1. Thus )'(G-{y, z}) = k - 1 for
each e E E(G-{y, z}) and the tree G-{y, z} is the subgraph F we seek.
Case 2: Suppose that deg x = 3 with x adjacent to a vertex W of degree 1. By arguments
similar to those used 'above, it may easily be seen that there exists a minimum dorninatinz
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set D of G that contains x and y. Clearly, then, D - .. {y} ~ G-{w, y, z}, so that
)'(G-{w, y, z}) .~ k - 1. If )'(G-{w, y, z}) < k - 2, then, if D- is a minimum
dominating set of G-{w, y, z}, then D- U {w, z} ~ G with ID- U {w, z} I < k, a
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Suppose first that )'(G-{w, y, z}) = k - 1 and let e E E(G-{w, y, z}). There is a
minimum dominating D set of G-e that contains both x and y~ and clearly, D - {y} ~
(G-{w, y, z})-e, so G-{w, y, z} is (k - I)-insensitive and is a subgraph F with the
desired properties.
Suppose now that )'(G-{w, y, z}) = k> 2. Then, no minimum dominating set D of
G- {w, y, z} can contain x since otherwise D U {y} would be a (k - 1) -element
dominatingsetofG. If)'(G-{y,z}) < k -l,then)'(G) < k;so,)'(G-{y,z}) ~ k v I.
If D is a minimum dominating set of G, then either y or ~ belongs to D, and D - {y, z} ~
G-{y , z}, so that )'(G-{y, z}) ~ ID - {y, z} I = IDI -) = k - 1. Thus, we conclude
that )'(G-{y, z}) = k - 1. Now, let e E E(G-{y, z}). If e = xw, let D be a minimum
dominating set for G-{w, y, z}; then IDI = k - 2 and D U {w} ~ G-{w, y, z} U
({w}) = G-{y, z} - xw, whence )'((G-{y, z}-e) ~ (k - 2) + 1 = k - 1. If
e E E(G- {w, y, z}), then, fora smallest set D' that dominates G-e and contains both x
and y, we have D' - {y} ~ (G-{y, z})-e, so that, again, )'((G-{y,z})-e) ~ k - 1. The
(k - I)-insensitivity of G-{y, z} follows, and G-{y, z} is,the subgraph F we seek.
Case 3: Suppose deg x = 3 and in G - E(P) a path Q:x,v,s emanates from x. Consider
F = G-{y, z} and note that, as in Case 1, if e ;t vx, then )'(F-e) = k - 1.
Furthermore, if e = vx and some minimum dominating set D of G-vx contains a vertex
of Ndx] - {y, v}, then )'(F -e) = )'(F) as in Case 1. So, we consider now the case that
arises if e = vx and no minimum dominating set of G-vx (which" of course, has
carcl inality k) contains a vertex from Na[x] - {y, v}. Let D be a minimum dominating set
of G-e; we may assume that v, y E D. Now, let H = G-{x , y, v, s}. Then, if D' is
a minimum dominating set of H (in particular, there is wED' with {w} =
Na(x) - {v, Y} ~ {xj) , then we have ID' I ~ I(D - {v, yD U {x} I = k - 1, but
ID' I ;::::: 'k - 1 since, otherwise, if ID' I ~ k - 2, then D' U {v, y} is a dominating set
of G-e of cardinality at most k that contains an element (namely, w) of Ndx] - {v, y},
contrary to assumption. Hence, )'(H) = ID' I = k - 1.
Now, let f E E(H) and let D" be a minimum dominating set of G-f; then ID" I = k
(since G is k-insensitive) and we may assume that D" 'is chosen to contain v and y.
Furthermore, (Ndx] - {y, vD n D" = 0 (i.e., x ~ D"), otherwise D" is a minimum
dominating set of G-vx that contains a vertex from Ndx] - {v, y}, contrary to
assumption. But (D" - {v, y}) U {x} ~ H-f and so -y(H:-f) ~ ID" I - 1 = k - 1;
obviously H ~s a tree. This shows, as before, that H is a tree in Gc(3k-4,k-l), contrary




\Ye summarize the results of this section in the following theorem.
4.7.20 Theorem: For p, 'Y E N,




2p - 3y ,
G(p,Y) = 0, otherwise.
. if y ~ 2 and 2y ~ P ~ 3y - 2
if y ~ 2 and p = 3y - 1
if y ~ 2 and p ~ 3y
4.8 GRAPHS WHOSE DOMINATION NUMBER AND NUMBER OF
·COM PONENTS ARE PRESERVED ·UPON THE REMOVAL OF A
SINGLE EDGE
In this section, we shall investigate the existence of graphs G for which the )'(G-e) = )'(G) and
keG- e) = keG) for each edge e E E(G).
4.8 .1 Definition: For p ~ 2 and 'Y ~ 1, define Gc(p ,'Y) = {G; G is a graph, 'Y(G) = 'Y, and, for
each e E E(G), G-e is connected and )'(G-e) = )'}; so Gc(p,)') = {G E G(p,)'); G is 2-edge-
connected} .
4.8.2 Remark: Observe that the graphs in Gccp ,)') are connected and that, if G is disconnected
with components Gb G2, . .. , Gk ancl each component Gj belongs to Gccp j,),J, for some Pi, )'i E N
(1 ~ i ~ k), then, for p = E~~: Pi and )' = E~~ ~ )'i, G is a graph of order p and minimum size
for which )'(G- e) = )'(G) = 'Y and keG-e) = keG) for all e E E(G). So, no loss of generality
results from the demand that the graphs in Gc(p ,)') are connected.
That extremal graphs of the kind in GF(P ,)') do exist is illustrated by the fact that the graph G in
Fig. 4.7.2 (which has the property that )'(G-e) = )'(G) = )' for each e E E(G)) is such that G-e
is connected for each e E E(G) when p - 3)' ~ 2.
4.8.3 Proposition: If p and)' are such that Gccp,)') ;;t 0 and G E Gccp,)'), then
(1) q(G) ~ p and so qcCP ,)') ~ p;
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(2) G(p;y) ;t 0 and qc(P;y) ~ q(p;y).
Proof: The result in (a) is a direct consequence of the observation that no tree remains connected
upon the deletion of one of its edges, while (b) is immediately obvious. 0
4.8.4 Theorem: Let p ~ 2. Then,
(l) Gc(p,l), G(p,l) ;t 0 and qc(P,I) = q(p,l) = 3p - 6, for p ~ 3;
(2) Gc(p;y), G(p;y) ;t 0 and qc(P;y) = q(p;y), for ~ ~ 2, P ~ 3~ - 1 and p ;t 3~ + 1.
Proof: Let p ~ 2, ~ ~ 1.
-
(1) From Theorem 4.7.3, we know G(p,l) = {K3 + Kp-3}' We claim now that G(p,l) S;
Gc(p ,~). Let G == K3 + Kp ~3 (p ~ 3), and let e E E(G). Then, e is contained in a cycle of G
and is not a bridge. So, G-e is connected. Thus, since G is I-insensitive, we have G E Gc(p,l);
so, Gc(p ,l) ;t 0 and qc(p, 1) ~ q(G) = q(P,l). So, by Proposition 4.8 .3(2), Cl(P ,l) = q(P,l).
(2) Since the cycle C3-(-1 has order 3~ - 1 (~ 5), and size 3~ - 1 = p, is connected, satisfies
k(CJ)'_I- e) = 1 and ~(C3y-l-e) = ~(P3)'-I) = ~(C3)'-I), for each e E E(C 3y-l), and sin ce
qc(P ,~) ~ p, we have C3-(-1 E Gc(3~-1,~) and
Applying the argument above to the graph C:ry, we may show qc(P,~) = q(P,~) for p = 3~.
For p ~ 3~ + 2: the graphs in G(p,~) shown in Fig. 4.7.2 (introduced in Theorem 4.7.6) contain
no bridges, and so qc(P ,~) ~ q(IP.)') = q(p,~). By Proposition 4.8.3(2) , the theorem follows.
(Note that, for p = 3~ + 1 (i.e., p - 3~ = 1), both the edges W1X, \Y,.IY in Fig. 4.7.2 are bridges
of Jp.)'.) 0





Proof: Let r ;? 2 and p = 3r - 2 ;? 4. Let G == C3"(-2' Now, r(G) = fV3(3r - 2)l = rand
r(P3y-2) = r; so G is -y -insensitive. Furthermore, G-e is connected for each e E E(G), and
q(G) = 3r - 2 = peG). So, qc(3r- 2,r) ::; q(G) = 3r - 2 = p. By Proposition 4.8.3, qc(P;Y) ;?
p; so, qc(3r-2,r) = q(G) = 3r - 2 and G E Gc(P,r). By Theorem 4.7.20 (since r ;? 2 implies
2r ::; p), we have q(3r-2,r) = (3r - 2) - 1 = 3r - 3, and the theorem follows. 0
4.8.6 Proposition: Let p, r ;? 2 with P < 3r - 2. If Gc(P,r) 7C 0, then qcuJ,r) ;? P + 1.
Proof: Suppose, to the contrary, that there exists p, r ;? 2 with P < 3r - 2 such that Gc(p, r) ~
o and qc(P,r) ::; p. Then, by Proposition 4.8.3(1), qc(P,r) = p. _Let G E G(P,r). Since G-e
is connected for any e E E(G), G is not a tree, and contains at least one cycle; however, q(G) =
p. So, G is unicyclic; let C:U 1,U2, ... ,Un,u 1 be the cycle in G. We claim that n = p. Assume, to
the contrary, that C is not a hamiltonian cycle of G. Let w E V(G) - V(C) and let e be an edge
incident with w. Since keG-e) = 1, e is not a bridge of G and so e is contained in a cycle of G.
However, this is impossible, as w does not lie on the unique cycle C of G. So, C is indeed a
hamiltonian cycle of G. Since q(C) = P and q(G) = p, it follows that" G == Cp. However,
p ::; 3r - 3 implies that r(G) = r(C p) = fP/3l < r, which is a contradiction. Hence, qc(P,r) =
q(G) ;? P + 1, as required. 0
4.8.7 Proposition: Let r ;? 2 and let G be the graph of order p = 3r + 1 shown.in Fig. 4.8.1
obtained from the union of the cycles H = ~(i'-I):Ul,U2,,,,,U3(rl),Ul' C~:y,v,u,y and C~:x,w,z,x
by identifyi~g U1 with y and v with z. Then,
(1) G is a r-insensitive'graph of order p for which G-e is connected for each e E E(G),
and
(2) q(G) = 3)' + 3.
Proof: Let G be the connected graph defined above. If D is a minimum dominating set for H that
contains y, then it is not difficult to see that the set D U {v} dominates G and is a smallest such
dominating set. So, r(G) = fV3(3(r - 1))l + 1 = r. Further, since each edge of G lies on a
cycle, it is clear that G-e is connected for each e E E(G).
Next, we show that G is r-insensitive. Let e E E(G). If e E {uy, uv, xw, vy}, then D U {v} ~
G-e. If e E {vx, vw}, then D U {x} ~ G-e. If e E E(H), then D' U {v} ~ G-e where D'
is a minimum dominating set of the path H-e of order 3(r - 1). Finally,
q(G) = q(C3()' - I)) + 6 = 3/ + 3.
4.8.8 Theorem: Let / ~. 2. Then, for p = 3/ + 1 ~ 7,
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Proof: Let / ~ 2 and p = 3/ + 1. By Proposition 4.8.7(1), the graph G of Fig. 4.8.1 is a
connected graph of order p satisfying keG-e) = keG) = 1 and /(G -e) = /(G) = / for each
e E E(G), and, by Proposition 4.8.7(2), q(G) = 3/ + 3. Hence, Gc(p,/) ;z: 0 and qc(P,/) ~
3/ + 3. Since, by Theorem 4.7.20, q(3/+ 1,/) = 2(3/ + 1) - 3/ = 3/ + 2, we have
qcCP,/) ~ q(p,/) + 1 = P + 2. Suppose that Ck(P,/) ;z: p + 2, i.e., since qc(P;Y) ~ qcp,/) =
P + 1, we assume qc(P,/) = p + 1 = q(p,/).
Let G E Gccp ,I); for i = 1, 2, ... , p - 1, let k, denote the number of vertices of degree i in G.
Then (by the First Theorem of Graph Theory),
Since G is 2-eclge-connected, k, = O. Clearly, k2 = P - (k, + k, + ... + ~-l)' Thus,
2p + 2
p-l
2[p - (Is + k4 + ... kp _1) ] + L i k,
i:3
p-l
2P + L (i - 2) k, .
i=3
Therefore, 2 = E~: j (i - 2)kj , which implies immediately that k, = 0 for i ~ 5, and either k, =
2 and k, = 0, or k, = 0 and k, = 1. We consider the following two cases.
Case 1: Suppose k, = 0 and k, = 1 (then G has p - 1 vertices of degree 2 and one vertex
of degree 4). Observe that if there is a minimum dominating set D of G that does not
contain the vertex, t say, of degree 4, then such a minimum dominating set contains
- -
only vertices of degree 2 and could thus dominate at most 3)' < P vertices. So, every
minimum dominating set of G must contain the vertex of degree 4. Since p ~ 3/, from
the proof of Theorem 4.7.6 (see (*)) it follows that, if H E G(p,)') and if X,; 1 =
Xn+1(H) is the set of vertices of H that appear in every minimum dominating set of H, then





Gc(p,'y), and the fact that qc(p,'y) = q(p,'y), it follows that Gc(p;y) ~ G(p;»). In
particular, G E G(p,)'), and (from our comments above), we have
q(G) ~ 2p - 3"( + I~+l(G) I.
So,
qc(P,)') = q(G) = q(p,)') ~ 2p - 3)' + I{t} I = 2p - 3 ·V3(P - 1) + 1 = P + 2,
which contradicts our assumption that qc(P,)') = p + 1.
Case 2: Suppose k, = 2 and k, = O. Then, by the properties possessed by G, it follows
that G is as shown in Fig. 4.8.2, where G is obtained by joining vertices x and y by three
internally disjoint paths of lengths m + 1, n + 1, and s + 1, respectively, where m ~
n ~ s and m + n + s = p - 2 = 3)' - 1 ~ 5.
We begin by noting that, for any edge e incident with x in G, the graph G-e may be
described as consisting of a cycle and a path, where the cycle and path have exactly one
vertex in common. Suppose that v 'is a vertex adjacent to x; without loss of generality,
suppose that v = u.. Let G' = G-vx. Since G is )'-insensitive, )'(G') = )'(G) = )' and
G' consists of a cycle C on n + s + 2 = 3)' + 1 - m vertices, with the attached path P
having length m. We discuss three cases dependent upon the value of m..
Subcase 2.1: Suppose m == 0 (mod 3); say, m = 3k for some kEN. Then,
p(C) == 3)' - 2 - m == 1 (mod 3). Let D be a minimum dominating set of G'.
If y E D, then D = D1 U D 2 U {y} where D 1 is a minimum dominating set of
the path (V(P) - N[Y])a == Pm-I, and D2 is a minimum dominating set of the path
(V(C) - N[y])a == Pn + s - 1; if Y fl D, then I? = D3 U D4 where D3 is the
minimum dominatingset for (V(P) - {Y})a == Pm and 1;)4 is a minimum dominating
set for C (that does not contain y), or D = D, U I?6' where D, is a smallest
dominating set of (V(P) - {Y})a that contains the neighbour Urn of y on P, and D6
is the minimum dominating set of (V(C) - {y})a. In the first instance, ID I is
calculated as
176
ID I = rV3(3k - 1)1 + rV3(3)' + 1 - 3k - 3)1 + 1
= k + (I' - k) + 1 = I' + 1,
and, in the second, as
or
IDI = IDsl + ID6 1 = (r3k/31 + 1) + rV3(3)' + 1 - 3k - 1)1
= (k + 1) + (I' - k) = I' + 1,
respectivel y.
So, )'(G') == I' + 1, i.e., the edge e = vx satisfies )'(G-e) = )'(G) + 1.
However, this contradicts the )'-insensitivity of G; so Subcase 2.1 does not occur.
Suhcase 2.2: Suppose m == 2 (mod 3); then, m = 3k + 2 for some kEN. Let
D be a minimum dominating set of G'. Then; it is easy to see that D = D1 U D2
where D1 is a minimum dominating set of P that contains Urn and D2 is a minimum
dominating set of (V(C) - {Y})G == Pn +&+l' in which case
ID I = rV3 (3k + 2)1 + rV3 (n + s + 1)1
= k + 1 + rV3(3)' - 3k - 2)1
= (k + 1) + (I' - k) = I' + 1,
or D= D3 U D4 where D3 is a minimum dominating set of (V(P) - {y}) == P3k +l
and D4 is a minimum dominating set of C, in which case
ID I = rV3(3k + 1)1 + rV3(3)' + 1 ~ 3k - 2)1
= (k + 1) + (I' - k) = I' + 1.
So, )'(G -vx) = )'(G) + 1. Since this contradicts the )'-insensitivity of G, it
follows that Subcase 2.2 does not occur either.
So, m == 1 (mod 3). Now, since we chose U1 = v E NG(x) arbitrarily, Subcases 2.1 and





(mod 3). Hence, there must exist fj, f 2, f J E N with m = 3f 1 + 1, n = 3£2 + 1, s =
3C 3 + 1. However, then
p = m + n + s + 2 = 3Ul + £2 + £) + 1) + 2 7J!- 3)' + 1 = p,
which is absurd. So, our original assumption that q(p,)') = p' + is incorr ect, and
p + 1 :::; qcCP,)') :::; p + 2 implies qcCP,'Y) = p + 2, as required. 0
\Ve summarize the results of this section in the following theorem.
4. 8.9 Theorem: Let p ~ 2 and )' ~ 1. Then,
q(p,y) = 3p - 6, ify = 1 and p ~ 3
q(p,y) + 1 = p, if y ~ 2 and p = 3y - 2
q/ p,y) q(p,y) = p, if y ~ 2, and p = 3y - 1 or p = 3y
q(p,y) + 1 = p + 2 if y ~ 2 and p = 3y + 1
q(p,y) = 2p - 3y, if y ~ 2 and p ~ 3y + 2
The situation when )' ~ 2 and (4 :::;) p :::; 3)' - 3 is unknown. In [BD1J, it is stated that the
authors have been able to show that Gc(p, 'Y) = 0 when p :::; Jy - 3 and 'Y = 2, 3, or 4, but it
is pointed out that, for example, the graph in Fig. 4.8 .3 is a 6-insensitive graph with p = 3)' - 3
which remains connected when any edge is removed (as the following proposit ion shows), i.e.,
G(l5,6) ;z: 0 .
4.8.10 Propos ition: The graph in Fig. 4.8 .3, obtained from the union of three (disjoint) cycles,
u.,Vi , u., 1, w., 1 , wi , u, (i E {1, 3 5}) by the insertion of the edges U2U 3' U4U ~), and U6U1,y, is a 6-
insensitive graph with p = 3)' - 3 which remains connected when any edge is removed.
Proof: Let G be the graph defined above. \Ve note first that D = {u., uJ,US, wl> wJ, ws} is a
dominating set of G, and it is not difficult to see, by inspection, that no smaller subset of V(G)
dominates G. So,)' = )'(G) = 6; since p = peG) = 15, we do indeed have p = 3)' - 3. Let
e E E(G). \Ve consider the following four cases.
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Case 1: If e = WjW j + 1 for some i E {l , 2, ... , 5}, then D· = CD - {wJ) U {wj + 1} ~
G-e.
Case 2: If e = UIV I ' U3V2' or USV3, then D" = CD - {UI ' Ws}) U {U2, W6}, or D· =
CD - {u ., W I}) U {U.\, W 2}, or D· = CD - {us, w3} ) U {u., W 4}, respectively, dominates
G-e.
Case 3: If e = uw, for some i E {l, 2, ... , 6}, or e = VjU2i for some i E {1, 2, 3}, or
e = uw, for some i E {2, 4, 6}, then D" = D ~ G-e.
Case 4: He E {U 1U6 , U2U 3, U4Us} , then D' = CD - {ws}) U {w6}, or D' = CD - {WI}) U
{w2}, or D" = CD - {w3 } ) U [w.}, respectively, satisfies D" ~ G- e.
Since, in each case above, ID"' = ID I = 6 = "((G), we have that G is 6-insensit ive. Finally,




In this chapter, we shall consider dominating sets of high integrity which retain the property of
domination if at most a given number of vertices or edges are removed from the graphs . \Ve shall
generalize the classical notion of domination in graphs to include a prescribed degree of redundance
in domination. Most of the results in sections 5.1 to 5.3 appear in the seminal paper [FJ1], except
for Theorem 5.3.5 and Corollary 5.3.6, which appear in [F1], while most of the results in section
5.4 appear in [FJ2]. The following are the exceptions. We have supplied the proof of Proposit ion
5.2.1 , Corollary 5.2.9,5.3.6, 5.3.9,5.4.1 1, and Theorem 5.4.4. \Ve have expanded Remark
5.4.6, as well as the proof of Theorem 5.2.2 (slightly), 5.3.4, 5.3.5, 5.3.7, and 5.3.1 4 (slightly).
We have slightly modified the proof of Corollary 5.3.12, as well as the statement of Theorem
5.2.6. We have clarified and slightly modified the proof of Theorem 5.4.9, 5.4.12, and 5.4.13.
Finally, we have provided the second example given prior to Theorem 5.3.7.
We recall the following result of Chapter 4.
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4.2.7 Theorem: For any non-empty graph G and minimum dominating set D of G, there exists
a vertex u E V(G) - D such that IN(u) n D I ::;; 2.
This theorem illustrates the fact that the dominating property of any minimum dominating set of
a graph can be destroyed by the removal of at most two edges or vertices from the 'graph; for
example, if G is a non-empty graph, D is a minimum dominating set of G, u is a vertex of
V(G) - D adjacent to at most two vertices of D and U = N(u) n D, then D is not a dominating
set of G-[{u}, DJ, nor a dominating set of G-U. We have already encountered many examples
of a graph H with minimum dominating set D and a vertex Vo or an edge ea such that D +- H - Vo
or D +- H-eo (see, for example, Corollary 4.2.6). This brings us to the following definitions.
5.1.1 Definition: Let G be a graph, and let n E N. If D ~ V(G) and u E V(G) - D such that
u is adjacent to at least n members of D, we say that u is n-dominated by D. If every vertex in
V(G) - D is n-dorninated by D, then D is called an n-dominating set of G. If D has a smallest
cardinality among all n-dorni nating sets of the graph G, then D is a minimum n-dominating set of
G and its cardinality is the n-domination number 'Yn(G) of G.
'rVe observe immediately that every n-dorninating set (n E N) of a graph G is a dominating set of
G in the usual sense; thus, we have
5.1.2 Prooosition: For every graph G and each n E N, 'Y (G) ::;; 'Yn(G).
5.1.3 Remark: In particular, a minimum l-dorninating set is a minimum dominating set and
'Y(G) = 'Y ,(G). More generally, for m and n satisfying m ::;; n, every n-dorn inating set in G is also
an m-dominating set and thus 'Ym(G) ::;; 'YnCG). It is our purpose in this chapter to obtain both
bounds and exact values for the parameter 'Yn, as well as an understanding of the behaviour of 'Yn '
5 .2 PROPERTIES OF 'Yn
We now set about establishing a more accurate relationship between 'Y and 'Yn than that given in
5.1.2 . V\'e begin with the following stronger version of Proposition 5.1.2.
5.2.1 Proposition: If G is a graph with ~(G) ~ 3, then 'Yn(G) > 'Y(G) for all n ~ 3.
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Proof: Suppose, to the contrary, that there is a graph G for which there exists n ~ 3 with
)'n(G) = )'(G), i.e. , for which there exists n ~ 3 and a minimum dominating set D of G such that
D is an n-dominating set of G. Then, if u E V(G) - D is a vertex whose existence is guaranteed
by Theorem 4.2.7, we have 3 :::; n :::; ING(u) n D I :::; 2, an absurdity . So, the proposition
holds. o
We note that, for n as small as 3, the difference )'u(G) - )'(G) can be made arbitrarily large for
a suitable graph G: Consider G == \Vp CP ~ 3); here, )'(G) = 1 and )'3(G) = r112 CP - 1)1 + 1,
whence )'3(G) - )'(G) =. r1hcp - 1)1. The observation that, for p > 3, r1hcp - 1)1 > 1 shows
that the following theorem, which gives a bound on )'n(G) (for n ~ 2), is not best possible.
Theorem 5.2.2 yields more information than Proposition 5.2.1 and, in fact, produces
Proposition 5.2. 1 as a corollary.
5.2.2 Theorem: If G is a graph with L\(G) 2 n 2 2, then )'n(G) 2 l'(G) + n - 2.
Proof: Let n 2 2, let G be a graph satisfying L\(G) 2 n, and let D be a minimum n-dorninating
set of G. If V(G) - D = 0 and w E V(G) with deg w = L\(G), then, since
ING(w) n CD - {w}) I = ING(w) n D I = L\(G) ~ n, it follows that D - {w} is an n-dorninating
set of G of cardinality less than )'n(G), which is impossible. So, V(G) - D ;z: 0 . Let
u E V(G) - D, and let VI> v2, .. . , v, be distinct members of D that dominate u. Since D is an
n-dorninating set of G, each vertex in V(G) - D is adjacent to at least one member of
D - {v2, V3, . .. , v.} . Therefore, since {v2, V 3, . .. , vn} S; NG(u), the set
is a dominating set in G. Hence,
)'(G) :::;, ID·I = )'n(G) - (n - 1) + 1,
so that
)'n(G) ~ )'(G) + n - 2. o
While Theorem 5.2.2 yields a lower bound on the quantity )'n(G) - )'(G) (for n ~ 2), in many
cases it does not provide a lower bound on )'n(G) that is easily determined, since the calculation
of )'(G) is often difficult. In contrast, the next two theorems provide lower bounds on )'n that
depend on easily computed parameters.
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5.2 .3 Theorem: If G is a graph of order p and maximum degree 6, then
y (G) ~ ~.
n 6 + n
Proof: Let G be a graph, and let p = peG), 6 = 6(G). Let D be a minimum n-dorninating set
in G, let S = V(G) - D, and let t = I[D, S] I. Then,
t = L IN(v) n s I ~
YED
L deg v ~ !J. L 1
YED YED
!J. . IDI
Furthermore, each vertex in S is adjacent to at least n members of D, so
t ~ n • ISi = n • [p - 'Yn(G)] .
The two inequalities now yield
n . [p - 'Yn(G)] ~ 6 . 'Yn(G),
and thus
o
The bound on 't « provided by Theorem 5.2.3 is best possible since the bound is attained by the
graph Kn.n •
5.2.4 Corollarv: If G is a graph of order p and maximum degree 6., then leG) ~ p/(l + 6.).
Before we present the next theorem, we introduce the following definition.
5.2.5 Definition: A bipartite graph G is said to be an n-semiregular bipartite graph if V(G) can
be bipartitioned in such a way that every vertex in one of the partite sets has degree n; the partite
set each of whose vertices has degree n is called the n-regular partite set of G.
5.2.6 Theorem: If G is a (p,q) graph, then for each n E N,,
(1) 'Yn(G) ~ P - q/n, and
(2) 'YnCG) = P - q/n if and only if G is an n-semiregular bipartite graph.
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Proof: Let G be a (p,g) graph, .let n E N, let D be a minimum n-dominating set in G, and let
5 = V(G) - D. Each vertex in 5 is adjacent to n or more vert ices of D, so
whence
q = IE(G)I ~ 1[5, DJI ~ n . 151 = n . [p - l'n(G)], (i)
(i i)
If ''In(G) = P - 0./
0
, then (i) becomes q ~ 1[5, D] I ~ n·15 I = q, from which it follows that
E(G) = [5, D], i.e., each edge of G joins a vertex in D and a vertex in 5. Thus , D and 5 are
independent sets and (since q = I[5, DJI = n.] 5 I), the degree of each vertex in 5 is exactly n;
i.e. , G is an n-semiregular bipartite graph.
Conversely, suppose that G is an n-serniregular bipartite graph and that the a-regular partite set,
N say, of G has cardinality a. Clearly, V(G) - N is an n-dominating set for G, so l'nCG) ~ P - a.
By (ii), Tn(G) ~ P - (:lrl) /n = p - a. Hence, l'n(G) = P - a = p - "l; 0
5.2.7 Coroll arv: For any tree T of orcler p, 'YlT) 2 Ih (p + 1).
The simple observation that a graph is a 2-semiregular bipartite graph if and only if it is the
subdivision graph of some multigraph leads us to the following two corollaries of Theorem 5.2.6 .
5.2.8 Corollarv: If G is a non-empty (p,q) graph, then l' 2(G) = P - 0./2 if and only if G is the
subdivision graph of some multigraph.
5.2 .9 Corollarv: If T is a tree of order p ~ 2, then 'Y2(T) = Ih (p + 1) if and only if T is the
subdivision graph of another tree.
Proof: The sufficiency follows from Corollary 5.2.8. The necessity follows from Corollary 5.2.7
and the simple fact that, if a tree T is the subdivision graph of a (muIti)graph G, then G must itself
be a tree. 0
The following theorem provides an exact value for l'n(G) for any non- empty graph G.
5.2.10 Theorem: If G is a graph with .6(G) ~ n, then l'o(G) = min {'Yn(H)} where this minimum
is taken over all spanning n-serniregular bipartite subgraphs H of G.
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Proof: Let n E N and let G be a graph with 6(G) ~ n. If H is any spanning subgraph of G, then
'Yn(G) ~ 'YJH); so, 'Yn(G) ~ min {'YJH); H is a spanning subgraph of G} ~ min {'Yn(H) ; H is a
spanning n-semiregular bipartite subgraph of G}.
To obtain the reverse inequality, let D be a minimum n-dominatingset in G, and let
5 = V(G) - D. Since each vertex in 5 is adjacent to at least n vertices in D, we may construct
a spanning subgraph H of G as follows: Let V(H) = V(G), and for each vertex v in 5, select
exactly n edges of G that join v to vertices in D. Then, H is a spanning n-semiregular bipartite
subgraph of G, and D is an n-dorninating set in H. Thus, 'Yn(H) :::;; ID I = 'Yn(G). 50,
'Yn(G) ~ min {'Yn(H); H is a spanning n-s emiregular bipartite subgraph of G}, and the desired
result'follows. 0
For the next two results, we need the following definition .
5.2.11 Definition: For a graph G and n E N, we define TJn(G) to be TJn(G) = max {I5 I; 5 is an
n-regular partite set of H}, where the maximum is taken over all spanning n-semiregular bipartite
subgraphs H of G.
The observation that 'Yn(G) = p(G) - INI for any n-serniregular bipartite graph G with n-rcgular
partite set N leads immediately to the following corollary of Theorem 5.2.10.
5.2.12 Corollarv: If G is a graph of order p ~ 2, then 'Yn(G) = P - TJn(G) .
Theorem 5.2.10 and Corollary 5.2.12 now yield the following theorem of Nieminen [NI]
concerning the usual domination number. (Recall that c(G) denotes the maximum possible number
of end-edges in a spanning forest of a graph G.)
5.2. 13 Theorem: For any graph G, 'Y(G) + ECG) = p(G).
Proof: Let G be a graph. We will show first that TJl(G) = c(G). Let F be a spanning forest of
G having c(G) end-edges and let H be a spanning I-semiregular bipartite subgraph of G having a
largest l-r egular partite set 5, i.e., 15I = TJl(G) . Every component of H is a star or an isol ated
vertex, so H is a l-serni regular bipartite spanning fores t of G having TJl(G) vertices in its l -regular
partite set and hence having TJ 1(G) edges, each of which is an end-edge . Thus, 7] 1(G) :::;; e(G).
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Let F' be the subgraph of F obtained by deleting from F all non-end - edges. Then, F' is the
union of stars (where the edges of the stars are precisely the (c(G)) end-edges of F) and (possibly)
isolated vertices. Hence, F' is a spanning I-semiregular bipartite subgraph of G that contains c(G)
edges, so that its l-regular partite set contains c(G ) vertices; thus, 1J 1(G) ~ c(G).
The above two paragraphs thus give us c(G) = 1J1(G). Hence, by Corollary 5.2.11, we have
'Y(G) + c(G) = p(G).
5.3 n-DOMINATION AND n-DEPENDENCE OF GRAPHS.
o
--
The following well-known theorem of Ore [01] depends on the fact that every maximal
independent set of vertices in a graph G is a dominating set of the graph:
5.3.1 Theorem: For every graph G, 'Y(G) ~ f3 (G).
Our main effo rts in this section will concern an investigation of similar relationships between n-
domination and the generalized notion of independence which we give next.
5.3.2 Defi nition: Let G be a graph. Then, S S; V(G) is called an n-dependent set of G if and
only if .6((S)) ~ n. An n-dependent set of largest possible cardinality in G is a maximum 11-
dependent set of G, and its cardinal ity, denoted f3n(G), is called the n-dependence number of G.
5.3.3 Remark: Obviously, for any graph G, if k and m satisfy k ~ m, then any k-dependent set
of G is also an m-dependent set of G and so f3k(G) ~ f3m(G). Also, an independent set of vertices
of G is precisely a O-dependent set of G, and so f3 (G) = f3o(G) for every graph G. Therefore,
Theorem 5.3.1 expresses the relationship 'Y1 (G) ~ f3o(G).
That a similar relationship holds between 1'2 and f31 for every graph is shown next.
5.3.4 Theorem: For every graph G, 'Y2(G) ~ f3 1(G).
Proof: Let G be any graph. If .6(G) ~ 1, then V(G) is the only 2-dominating set of G, as well
as a max imum l-dependent set of vertices of G, so that 'Y2(G) = peG) = f3l (G). So, we assume
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now that d(G) ;:::: 2. Let D be a maximum l-dependent set of G such that q((D)) ::; q((D')) for
every maximum l-depcndent set D* of G. \Ve show now that D is a 2-dominating set of G.
Suppose, to the contrary, that there is a vertex u E V(G) - D that is not 2-dominated by D, i.e.,
IN(u) n D I ::; 1. Since D is a maximum l-dependent set, DU {u} cannot be a I-dependent set,
and so there must exist two vertices v and w in D such that Ll(({U, v, w})) ;:::: 2, i.e., UV,
uw E E(G), or vu, vw E E(G), or wv, wu E E(G). However, since IN(u) n D I < 2, the first
of these three situations does not arise, so we may assume, without loss of general ity, that v is
adjacent to both u and w. However, since v is the only vertex in D that is adjacent to u, it follows
that deg{D')u = 0, where D' = CD - {vD U {u}. So, D' is a l-dependent set of G of cardinality
f31(G) and E((D')) = (E((D)) - [{v}, DJ) U [{u}, D'] = E((D)) - {vw}, i.e., q((D)) =
q((D')) + 1. This contradicts our choice of D. So, D is indeed a 2-dominating set of G, and
"r'2(G) ::; ID I = ()1(G), as required. 0
The following theorem of Favaron [F1] provides a corollary that settles in the affirmative a
conjecture made by Fink and Jacobson in [FJ1].
5.3.5 Theorem: For any graph G and n E N, if D is an (n - I)-dependent set of G such that
n ID I - q((D)) is a maximum, then D is an n-dominating set of G.
Proof: Let G be a graph, let n E N, and let D be an (n - I)-dependent set of G with
n ID I - q((D)) = max { n ID' I - q((D')); D' is an (n - lj-dependent set of G}. Suppose, to the
contrary, that D is not an n-dorninating set of G. Then, there exists v E V(G) - D such that v
is not n-dorninated by D; let B = NG(v) n D (so, 0 ::; IB I < n), let
, A = {a E B; IN(a) n DI = n - I},
and let S be a maximal independent set of A. (So, S ~ A ~ B ~ D.)
Now, let C = CD - S) U {v}. Then, C is (n - I)-dependent since
(i) deg(C)v = ING(v) n C I = ING(v) n CD - S) I ::; ING(v) n D I = IB I ::; n - 1;
(ii) for any x E D - B,
deg(c}x = ING(x) n Cl = ING(x) n CD - 5) I ::; ING(x) n D I = deg{D}x ::; n - 1
(by the definition of D);
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(iii) for any b E B - A,
deg(c}b = ING(b) n [(D - 5) U {v}] I = I{v} U (N(D}(b) - 5) I
:::; 1 + IN(D}(b) I :::; 1 + (n - 2) = n - 1
(by the definition of A); and,
(iv) for any a E A - 5,
deg,c}a = I{v} U (N(D}(a) - 5) I :::; 1 + IN(D}(a) I - 1 = n - 1
(since 5 being a maximal independent set in A implies that every vertex in A - 5 is
adjacent to at least one vertex of 5).
Now, 5 ~ A = {a E NG(v) n D; ING(a) n D I = n - I}, and 5 is independent, so E((5)) = 0
and [{s}, D - {s}] = [{s}, D - 5], for each s E 5, so that
[5, D] = [5, D - 5] = U, E S [{s}, D - {s}] = (n - 1) I5 I.
Hence,
E((C)) = (E((D)) - [5, DJ) U [{v}, D - 5]
so that
q((C)) = q((D)) - (n - 1) 151 + ING(v) n (D - 5)1
= q((D)) - n 151 + 151 + IB I - 151
= q((D)) - n 151 + IB I·
Thus, since ICI = ID I - IS I + 1, we have
n lC] - q((C)) = n ID I - n 151 + n - q((D)) + n 151 - IB I
= nIDI + n - q((D)) - IBI
> n lD] - q((D)) (since IBI < n).
However, this contradicts our choice of D. So, D is indeed an n-dominating set of G. 0
5.3.6 Corollary: For any graph G and n E N, 'Yn+l(G) :::; f3n(G).
Proof: Let G be a graph and n E N. If D is an n-dependent set of G such that




As an example o·f a graph G for which In+leG) = (3n(G), let G == ~, where n ~ p - 1; then any
(n + l j-subset of V(G) is both a minimum (n + l j-dominating set and a maximum n-dependent
set of G. If G == Kl.o+ 1 (n ~ 2) and S is the set of end-vertices of G, then S is both a minimum
n-dorninating set and a minimum (n + l j-dominating set in G; furthermore, S is a maximum
(n - I)-dependent set of G. So, G is a graph for which ID +l(G) = In(G).
5.3.7 Theorem: If G is a graph with I n(G) = I O+l(G) and D is a minimum (n + I) -dominating
set in G, then D is a maximal (n - lj-dependent set of G.
Proof: Let n E N, let G be a graph for which I n(G) = l o+I(G), and let D be a minimum (n + 1)-
dominating set in G. If u E V(G) - D, then, since each vertex of V(G) - D is (n + I)-dominated
by D, the star graph Kl.n +l is a subgraph of (D U {u}), whence L'.((D U {u})) ~ n + 1; i.e. ,
D U {u} does not possess the property of being (n - I)-dependent for any u E V(G) - D.
Hence, it will be sufficient to show that D is an (n - I)-dependent set of G, for then the
maximality condition on the (n - I)-dependence of D will follow.
Suppose there exists u E D such that IN(u) n D I ~ n (so, u is n-dorni nated by D - {uD.
Furthermore, for any v E V(G) - D, since IN(v) n D I ~ n + 1, it follows that
IN(v) n (D - {u} ) 1 ~ n. Hence, D - {u} n-dorninates {u} U (V(G) - D) (i.e ., D - {u} is an
n-dorni nating set of G) and so In(G) < ID I = I n+,(G); however, this contradicts the hypothesis
that I n(G) = In+ ,(G). So, D is indeed a maximal (n - I)-dependent set of G. 0
5.3.8 Corollarv: If G is a graph for which I n(G) = In +l(G), then I n+l(G) ~ (3n-l (G).
Since every maximal independent set of vertices is a dominating set, Theorem 5.3.7 has a furth er
corollary relating to the independent dominating number i(G).
5.3.9 Corollarv: If G is a graph for which leG) = 1~(G), then every minimum 2-dominating set
in G is a maximal independent set and leG) = i(G) = liG).
Proof: Let G be a graph satisfying leG) = l 2(G). That every minimum 2-dominating set in G
is a maximal independent set of G follows immediately from Theorem 5.3 .7. This implies at once
(by the definition of i(G)), that i(G) ~ liG). Since a (smallest) maximal independent set is a




The next theorem provides a further relationship between the generalized domination and
independence parameters.
5.3.10 Theorem: If G is a graph of order p and maximum degree 6 ~ n, then I'n(G) ~
p - (3~-n(G).
Proof: Let G be a graph of order p and maximum degree 6, let D be a minimum n-dorninating
set of G, and let 5 = V(G) - D. Then, 6((5)) ::;; 6 - n, i.e., 5 is a (6 - n)-dependent set. 50,
151 ::;; (3t>.-n(G), and since I'n(G) = ID I = p - 15I, the desired result follows. 0
Using Theorem 5.3.10, we may now establish some results concerning n-dornination and n-
dependence of regular graphs. As an aside, we mention that our first result of this kind, given in
Theorem 5.3 .11, shows that the lower bound on I'n provided by Theorem 5.3.10 is, in fact, best
possible.
5.3.11 Theorem: If G is an r-regular graph of order p, and n ::;; r, then I n(G) = P - (3r-n(G).
Proof: Let G be an r-regular graph of order p, and let n satisfy n ::;; r. Let 5 be a maximum
(r - nl-dependent set in G, and Iet D = V(G) - 5. Then, each vertex u in 5 is adjacent to
degGu - deg(s)u ~ r - (r - n) = n vertices of D. Thus, D is an n-dorninating set in G and
I'n(G) ::;; ID I = p - (3r-n(G). Since, by Theorem 5.3.10, I'n(G) ~ P - (3r-n(G) , the desired result
follows. 0
By introducing the chromatic number X, we may present, in Corollary 5.3.12, another upper bound
on 1'n, this time for regular gra phs .
5.3.12 Corollarv: If G is an r-regular graph of order p and n ~ r, then
yn(G) s p(l - _1 ) .
;:(G)
Proof: Let G be an r-regular graph of order p with n ::;; r. By Remark 5.1.3 and Theorem
5.3.11, we have T'n(G) ~ l r(G) = P - (3G). Since (3(G) ~ P/xCG), we have
whence the desired inequality follows.




The chromatic number is not an easily determined quantity for many graphs, and so the (weaker)
upper bound provided by the next result is probably more useful in practice.
5.3.13 Corollary: If G is an r-regular graph of order p such that no component of G is a complete
graph or an odd cycle and n satisfies n ~ r, then I'n(G) ~ P - Pl..
Proof: Let G be an r-regular graph of order p satisfying the hypothesis of the corollary. Since
no component of G is a complete graph or an odd cycle, Brooks' Theorem gives x(G) ~
6(G) = r, and so, by Corollary 5.3.12,
y (G) ~ p (1 - _1) s P (1 -.!.) = p
n x(G) r
o
Using Theorem 5.3.11 and Corollary 5.3.12, we can obtain an exact value for I'n for the large
class Km X Kn+ 2 - mof n-regular graphs (m ~ 1h(n+2)).
5.3.14 Theorem: If m ~ 1/2 (n + 2) and G is the Cartesian product K, X ~+2-rn, then
1'n(G) = p(G) - m.
Proof: Let m, n E N with m ~ 1/2(n + 2), and let G == Km X :K+2-m' Clearly, for each
u E V(G), deg u = (m - 1) + (n + 2 - ill - 1) = n, i.e., G is n-regular. From a result of
Behzad and Mahrnoodian [Blvl l ], we have x(G) = n + 2 - m = P/m ; so, by Corollary 5.3.12,
(i)
Since V(G) can be partitioned into m subsets SI' 52, ... , Srn, each of which induces a subgraph
isomorphic to Kn ..-2-rn where each vertex in (5) is non-adjacent to all but one vertex in (5) if i ;t. j
(i, j E {1, 2, ... , m}), and since m ~ 1h(n + 2) implies m ~ n + 2 - m, we see that (3(G) =
min {m, n + 2 - m} = m. So, by Theorem 5.3.11,
'Yn(G) = P - (30(G) = p - (3(G) ~ p - m.




5.3.15 Remark: \Ve conclude this section by remarking that, since X(G) = P/m for the graph
Km X ~+2-m if m :::; 1/2 (n + 2), Theorem 5.3.14 shows that the bound on 'Yn(G) given in
Corollary 5.3.12 is sharp. In particular, if m = 2, then K, X ~+2-m = K2 X K, and if G ==
K2 X K, and p = peG) = 2n, then 'Yn(G) = P - 2 = P - Pin' which shows that the bound given
in Corollary 5.3.13 is best possible.
The following is an open problem concerning the rate at which the n-domination number increases
as n increases.
Problem: Find a sharp bounding function fen) such that, if G is a graph with o(G) ~ nand
m ~ fen), then 'Yn(G) < 'Ym(G).
5.4 CLAW-FREE GRAPHS AND GENERALIZED INDEPENDENT
DOMINATION NUMBERS
The relationship between the domination number [ and other graphical parameters has been the
subject of a fair amount of investigation. The independent domination number i, in particular, has
been studied in relation to [. By the definition of i, we have 'Y(G) :::; i(G) for every graph G; what
has received a lot of attention (see, for example, [ALl]) is the question of which graphs G satisfy
[(G) = i(G). Such graphs are significant since the task of finding a minimum dominating set for
such graphs is reduced to the task of finding a smallest maximally independent set in the graphs.
In [AL1], Allan and Laskar presented a 11forbidden subgraph 11 condition on a graph G that is
sufficient to ensure 'Y(G) = i(G):
5.4.1 Theorem: If G is a graph which does not have an induced subgraph isomorphic to Kt •3 , then
[(G) = i(G).
We omit the proof since the theorem is proved in a more general context in Theorem 5.4.9.
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In the spirit of this result, we shall, in this section, investigate the relationship between l' n(G) and
(3k(G) for graphs which fail to contain certain induced subgraphs; such a forbidden subgraph that
will receive the most consideration is the star K1,3 ' In particular, we shall present a generalization
of Theorem 5.4.1 in terms of n-dornination and n-dependence.
The following definition will prove useful.
5.4.2 Definition: Let G, HI, H2, ••• , H, be graphs. \Ve say that G is (HJ,H2, ... ,H,J -free
whenever G contains no induced subgraph isomorphic to any of HI, H2, ... , or Hm
In [FJ3], the following conjecture is made by Fink and Jacobson.
5.4.3 Conjecture: If G is a graph with o(G) 2 n, then l'n(G) < l'~ +I(G).
That the conjecture is, in fact, false was shown by Dick Schelp (personal communication), who
constructed a graph G with o(G) 2 nand l'n(G) = l' 1A (nl+n)(G) (from which, of course, it follows
that l'n(G) = ... = l'~n + leG) = .... = 'Y 1A (nl+n)(G), if n 2 8). However, the following theorem
shows that the conclusion of the conjecture does hold if we demand that G is KI,J -free.
5.4.4 Theorem: If G is a KI,J -fr ee graph with fl (G) 2 n, then l' n(G) < l' ~n(G ).
Proof: Let G be a graph of order p satisfying the hypothesis of the theorem. \Ve consider three
cases.
Case 1: Suppose that fl(G) ~ 2n - 1. Then, obviously, no proper subset of V(G) is a
2n-dominating set of G. Furthermore, fl(G) 2 n impl ies that a smallest n-dorninating set
of G is a proper subset of V(G) (since, if u is any ve~tex of G with degGu = fl (G) , then
V(G) - {u} is an n-dominating set of G). Hence,
Case 2: Suppose fl(G) 2 2n. Let D be a 2n-dominating set. Then, D is an n-dominating
set which we show is not minimal. As above, we can show l':!n(G) < p, so
V(G) - D ;:t 0. Let x E V(G) - D and consider the graph Hx = (N(x) n D), which
has order at least 2n. If Hx contains a set A of three independent vertices, then
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({x} U A) == Ki,J' which contradicts our assumption about G. Hence, any independent
set of vertices of H, contains at most two vertices.
Sllhcase 2.1: Suppose that 6«(D)) :::; n - 1. Now, if v E V(HJ, then, since H,
is a subgraph of (D),
deg., v ~ deg(D)v s 1:1 C<D)) s n - 1,
x
so that
deg}fv = p(Hx) - 1 - deg., v ~ 2n - 1 - (n - 1) = n,x x
i.e., there are at least n vertices in H, non-adjacent in H, to v. Furthermore, no
pair y, z of these at least n vertices can be non-adjacent, since, otherwise,
{v, y, z} is an independent subset of H, containing more than two vertices, wh~.ch
we have shown is not possible. So, (NH (v)) is complete and (NH [v]) == Km C Htx x
where m ~ n + 1, whence 6 «(D)) ~ 6(HJ ~ n, a contradiction.
Sllhcase 2.2: Suppose 6«(D)) ~ n. Then, for any vertex u of D with deg(D)u ~
n, D - {u} is an n-dorninating set of G (since any vertex of V(G) - D that is
adjacent to u is adjacent to n other vertices of D, and u had n neighbours in
D - [uj) . So, as in the previous case, D is not a minimal n-dominating set.
So, since D is n-dominating set of G that is not minimal, D is not a minimum n-dominating set of
G, and so 'Yn(G) < ID I = 'Y1n(G).
The following result is an immediate consequence of Theorem 5.4.4 and Remark 5.1.3.
5.4 .5 Coroll arv: If G is a KI.J -free graph with 6 (G) ~ n, then 'Yn(G) < 'Y~n -!- l (G ) .
o
5.4.6 Remark: The result of Theorem 5.4.4 is best possible in the sense that 'Yn(G) < 'Y1n -l(G)
is not true for all claw-free graphs G with 6(G) ~ n. For example, let G == K+leK; then, G
is Ki,J-free with 6(G) ~ n and, if u is the coalesced vertex of G, V(G) - {u} is the only n-
dominating set and the only (2n - 1)-dominating set of G, so that l'n(G) = 'Y~n-l (G) = p - 1 =
2n - 1. On the other hand, we note that there are graphs which are not Ki,J-free and which have
'YnCG) = 'Y1n(G); for instance, let G == K1n.2n, n ~ 2. Then, 6(G) = 2n ~ n and, for any 2n-
subset A U B of V(G), where A and B lie in distinct partite sets of G and either IA I = IB I =
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n, or IA I = 2n and B = 0, A U B is a smallest subset of V(G) that n-dorninates G, and for any
partite set C (which has cardinal ity 2n), C is a smallest subset of V(G) that 2n-dominates G. So,
l'n(G) = 2n = l'~n(G).
The following result is reminiscent of a result we used in Proposition 4.1.2.
5.4.7 Proposition: For a graph G and n E N, an n-dominating set D of G is minimal if and only
if, for each v E D
(i) IN(v) n DI < n, or
(ii) there exists x E V(G) - D such that IN(x)n D I = n and v E N(x).
Proof: Suppose, to the contrary, that there exist a graph G, n E N, a minimal n-dominating set
D of G, and v E D such that IN(v) n D I ~ n and for every x E V(G) - D, either
IN(x) n D I > n or v tt N(x). Then, v is adjacent to at least n vertices of D - {v} and each
vertex u E V(G) - D is such that IN(u) n CD - {vDI = IN(u) n D I - 1 ~ n (if v E N(u))
or IN(u) n (D - {v}) I = IN(u) n D I ~ n (if v tf- N(u)); so, D - {v} is an n-dominating set
of G. However, this contradicts the minimality of D. Thus, (i) and (ii) follow if D is a minimal
n-dorninating set of G.
Conversely, let G be a graph, let n E N, and suppose that D is an n-dominating set such that, for
each v E D, IN(v) n D I < n or there exists x E V(G) - D such that IN(x) n D I = nand
v E N(x). Let v E D. If IN(v) n D I < n, then D - {v} is not n-dominating in G; if there is
x E V(G) - D such that IN(x) n D I = n and v E N(x), then x is adjacent to exactly n - 1
vertices of D - {v}. So, in neither case is D - {v} an n-dominating set of G. Hence, since v is
an arbitrary element of D, it follows that D is a minimal n-dominating set of G. 0
The rest of this section is devoted to the presentation of results relating the concepts of n-
domination and m-dependence. Vie introduce the following definition.
5.4.8 Definition: For a non-negative integer j, positive integer n and graph G, we define the j-
dependent-n-dornination number itj.n.G) to be the cardinality of the smallest j-dependent, n-
dominating set of G, provided that such a set exists.
5.4.9 Theorem: If a graph G is Kl,3-free, then i(2n-2,n;G) = l'n(G) (i.e., G has a smallest n-
dominating set that is also (2n - 2)-dependent).
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Proof: Let G be a graph that is K1,3-free, and let n E N. \Ve establish the desired result by
proving that G possesses a (2n - 2)-dependent, n-dominating set of G, which shows that
i(2n-2,n;G) exists and that 'Yo(G) ~ i(2n-2,n;G), and, secondly, by showing that i(2n-2,n;G) ~
'Yn(G). We achieve both these tasks by showing that G contains minimum n-dominating sets that
are (2n-2)-dependent.
Let D be a minimum n-dorninating set of G such that (D) has as few edges as possible among all
minimum n-dominating sets of G. For z E V(G), let NI denote the set N(z) n D. If D is
(2n - 2)-dependent, then the proof is complete, so we will suppose that there exists v E D such
that IN(v) n D I ~ 2n - 1. Since D is a minimal n-dominating set, it follows, by Proposition
5.4.7 (and the fact that IN(v) n D I ~ n), that there exists y E V(G) - D such that
IN(y) n D I = nand y E N(v). So, the set T ~ V(G) - D defined by T = {x E V(G) - D;
IN(x) n DI = n and x E N(v)} is non-empty. We show now that (T) is complete. If ITI = 1,
then, trivially, (T) is complete; so suppose that IT I ~ 2, and let x, y be distinct elements of T.
Now, INx I = INy I = n and v E Nx n Ny and INx n Ny I ~ 2n - 1. So, INv n (Nx n Ny) I
~ 2n - 2; however, IN, I ~ 2n - 1. Consequently, there exists z E N, - (N, UN). So, xz,
yz E E(G) which implies, since ({v, x, y, z}) ~ K1,3' that xy E E(G). The vertices x and y are
arbitrary elements of T, so (T) is complete.
Now, let x be any vertex in T, and let D' = (D - {v}) U {x}. Then,
E((D')) = (E((D)) - [{v}, DJ) U [{x}, D - {v}],
so that
q((D')) = q((D)) - IN, I + IN, - {v} I ~ q((D)) - (2n - 1) + (n - 1) = q((D)) - n < q((D)),
i.e., (D') contains fewer edges than (D). Thus, by our choice of D and the fact that ID' I = ID I,
it follows that D' is not an n-dorninating set of G, Le., there must exist a vertex p E V(G) - D'
that is adjacent to fewer than n vertices of D'. By the definition of D and T, either p = v or p
belongs to T - {x}. However, v is adjacent to INvl + l{x}1 ~ 2n vertices ofD', so p ;z: v.
Furthermore, for any wET - {x}, ING(w) n D'I = IN, - {v}) U {x} I = (n - 1) + 1 = n
(since D is n-dorninating and (T) is complete), which means p (/:. T - {x}. This is a contradiction.
Thus, our assumption that D is not (2n - 2)-dependent is false, and so D is a (2n - 2)-dependent,
n-dorninating set of G, and (by our introductory comments) i(2n-2,n;G) = 'Yn(G). 0
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5.4.10 Remark: Notice that Theorem 5.4.1 follows as a corollary from Theorem 5.4.9.
Furthermore, as in [ALl], related results pertaining to L(G), the line graph of G, follow as
corollaries to Theorem 5.4.9.
5.4.11 Corollary: For any graph G and n E N, 'YnCL(G)) = i(2n-2,n;L(G)).
Proof: The corollary follows immediately from Theorem 5.4.9 and the result which states: A
graph H is a line graph if and only if (a) K1•3 is not an induced subgraph of H, and (b) if K1,l.2 is
an induced subgraph of H, then at least one of its two triangles is even (cf. [CL1]). 0
-
5.4.12 Theorem: Let n E N, H == K1 3 and let e E E(H). Then, if G is (H,H+e)-free, then
i(n-1 ,n;G) = 'Yn(G).
Proof: Let G and H be graphs satisfying the hypothesis of the theorem, and let n E N. As in the
proof of Theorem 5.4.9, we shall establish the desired result by proving that G contains an n-
dominating, (n - 1)-dependent set, from which it will follow that i(n-1 .n;G) exists and that
'Yn(G) ~ i(n-1,n;G), and, finally, by showing that i(n-1,n;G) ~ 'Yn(G). 'Ne achieve both these
objectives by showing that G contains a minimum n-dorninating set that is (n - I)-dependent.
Select a minimum n-dorninating set D of G such that q((D)) ~ q((D-)) for all minimum n-
dominating sets D- of G. For any z E V(G), let N, denote the set N(z) n D. If D is (n - 1)-
dependent, the theorem is proved, so we assume now that D is not (n - 1)-depenclent. Let v E D
such that IN(v) n D I ~ n. It follows, then, by Proposition 5.4.7, that (since D is a minimal n-
dominating set) there exists x E V(G) - D such that IN(x) n D I = n and v E N(x). So (as in
the proof of Theorem 5.4.9), the set T defined by T = {x E V(G) - D; IN(x) n D I = nand
x E N(v)} is non-empty . If IT I = 1, then (trivially) (T) is complete; suppose now that IT I ~ 2,
and let x, y be distinct elements ofT. Now, INxl = n and v E Nx, so INx n Nvl ~
IN, I - 1 = n - 1, while IN, I ~ n. Hence, there must exist z E N, - N; Clearly, zx (/:. E(G).
Then, since ({x, y, z, v}) is not isomorphic to H (== K1,3) or to H+e, we have xy E E(G).
Since, x, y are arbitrary elements of T, it follows that (T) is complete.
Let D' = CD - {v}) U {x}. As in the proof of Theorem 5.4.9, we have that q((D')) < q((D)),
which proves, by our choice of D, that D' is not n-dominating. So, there exists p E V(G) - D'
such that INCP) n D'I < n. By the definition of D and T, either p = v or pET - {x}.
However, IN(v) n D'I = IN, U {x} I = n + 1 > n, i.e., p ;z: v, and, for any wET - {x},
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IN(w) n D'I = I(N; - {vD U {x} I = n, i.e., p t/:. T - {x}. This contradiction establishes the
theorem. 0
Another result in a similar vein is the following.
-
5.4.13 Theorem: Let GI, G1 == K3, let B, = GleG1 , and let B1 = Bl+ VIV2, where VIV 2 E E(B)
with Vi E V(G), i = 1, 2. Then, if G is a (Kl,3' Bb B~-free graph and n E N, then
i(n-1 .n;G) = T'n(G).
Proof: Let G, Bl, and B2 be graphs satisfying the hypothesis of the theorem, and let n E N.
Using the same technique employed in the proof of Theorems 5.4.9 and 5.4.12, we prove
i(n-1 ,n;G) = T'n(G) by finding minimum n-dorninating sets that are (n-I)-dependent. Let D
be a minimum n-dorninating set of G such that (D) has the smallest possible size. If D is (n - 1)-
dependent, the result follows, so we suppose now that D is nor (n - I)-dependent. Then, there
exists v E D such that IN(v) n D I ~ n. By Proposition 5.4.7, there must exist x E V(G) - D
such that IN(x) n D I = n and v E N(x). Again, let T be the set of all such vertices x. If
IT I = 1, then (T) is complete, so suppose IT I ~ 2, and consider any two distinct elements x,
y of}. \Ve show that xy E E(G). By the same reasoning used in the proof of Theorem 5.4.12,
there exists XI E N(v) n D such that XXI t/:. E(G). Similarly, there exists Yl E N(v) n D such
that yYl t/:. E(G). If XI = YI' then, since ({v, x, Y, Xl}) =i=. K1.3' we have xy E E(G). On the
other hand, suppose that XI ;z: YI; assume, to the contrary that xy tf:. E(G). By the definitions of
XI and YI, we have ({x b Yb X, Y, v}) == K3eK3 (==B I) or ({XI' YI, X, Y, v}) == B2 , a contradiction.
So, xY E E(G). Since Xand Yare arbitrary, distinct elements ofT, it follows that (T) is complete.
Now, by considering the set (D - {vDU {x}, we may derive a contradiction exactly as we did
in the proof of Theorem 5.4.12. 0
5.5 CONJECTURES AND UNSOLVED PROBLEMS
In [FJ1], a number of interesting problems related to the parameters T'n and f3n, as well as iU ,n;G)
for a graph G are listed. For example:
Question 1: Are there other classes of graphs G, perhaps also characterized by forbidden induced
subgraphs, for which relationships between T'n(G), i(k,n;G) and f3 m(G) exist?
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Question 2: Are there other parameters which naturally relate to 'Yn(G) , i(k,n;G) or (3m(G)?
Question 3: It was shown in [JP2] that the problems of deciding whether (for a given graph G and
integers k and n) 'YkCG) ~ n or f3k(G) ~ n are NP-complete. In [JP2], Iinear-time algorithms (in
the number of vertices) are developed to determine 'Yk(G) and f3k(G) for the cases occurring if G
is a tree or a series-parallel graph. It remains an open problem to find linear-time or polynomially
bounded algorithms to determine these parameters for other classes of graphs.
Related to this problem is the establishment of upper and lower bounds on 'Yk(G) for classes of
graphs for which no such algorithms can be found. It is known that, for a graph G,
y (G) ~ kp(G)
k. 6(G) + le
[FJ1] and, if beG) ~ k, then
kp(G)
k+l
[CGS1]. The latter result was slightly extended in [CRI]. It may be worthwhile to seek to
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