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Nuclear transport  models  including  density-  and momentum-dependent  mean-field  effects are com- 
pared  to intranuclear-cascade  models  and  tested  on  recent  data on  inclusive p-like cross sections for 
800A-MeV La+La.  We find a remarkable agreement between most model calculations but a systematic 
disagreement  with  the measured  yield  at 20°, possibly  indicating a  need  for  modification  of  nuclear 
transport properties at high densities. 
PACS numbers:  25.70.Np, 24.10.-i 
Since the discovery of  collective-nuclear-flow  phenom- 
ena' in high-energy nuclear collisions, there has been an 
intensified  effort  to develop  microscopic  nuclear  trans- 
Port models including effects due to nuclear mean fields. 
Up to that time,  intranuclear-cascade  m~dels,~,~  which 
include  only  the  effects  of  incoherent  nucleon-nucleon 
scattering,  could  reproduce  most  features  of  double- 
differential  inclusive  cross  se~tions.~  While  there  were 
earlier hints of a possible breakdown of  cascade model~,~ 
collective flow  could only  be confirmed  after it became 
possible to measure triple-differential inclusive cross sec- 
tions for collisions of  heavy  nuclei with A > 100.  Such 
nuclear flow was first predicted in terms of  hydrodynami- 
cal  m~dels,~  but  the  directed  in-plane  flow  momenta 
were  typically  overestimated  by  a  factor of  2.  On the 
other hand,  the flow  momenta  were  typically  underes- 
timated by a factor of  2 by cascade mode~.~.~  The extra 
"side  splash"  has been interpreted as evidence for extra 
nuclear repulsion due to the stiffness of nuclear matter at 
high  densities,  while  the  relative  smallness of  the flow 
momenta shows the importance of  nonequilibrium trans- 
port effects in finite nuclei.  In terms of  transport theory, 
these observed flow Patterns motivated the addition of  a 
nuclear Vlasov term to the Boltzmann collision term. 
Several groups  have  developed  transport  models  in- 
cluding such  a  nuclear  Vlasov  term.'-l2  The essential 
new  input in  this class of  models is the nucleon  optical 
potential U(p,p), which depends not only on density but 
also on the momentum of the nucleon.  The goal of such 
approaches is  to constrain the possible form of  U up to 
several  times  normal  nuclear  density  by  fitting  triple- 
differential  data.  In  this  way,  it  is  hoped  that  high- 
energy  heavy-ion  collisions will  eventually  lead  to reli- 
able experimental constraints on the nuclear equation of 
state.  In  addition, by studying the effect of  varying the 
effective nucleon-nucleon cross sections in the Boltzmann 
term, it is hoped  that information  on the nuclear trans- 
Port  coefficients  in  dense, highly  excited nuclear matter 
can also be extracted from the data. 
While most of the new transport models can fit the ob- 
served  in-plane  flow  momenta  by  adjusting the nuclear 
potential U(p,p),  the form of  U that leads to the best fit 
of  the data differs  substantially from one model to the 
next.  Expressed in terms of the nuclear incompressibility 
modulus, the results from the various approaches range 
between Ke200-400  MeV.  These differences are due to 
differences  in  the  dynamical  implementation  of  Pauli 
blocking and binding effects, the momentum dependence 
of  U, and differences betweeii numerical techniques.  At 
present, considerable controversy still surrounds the va- 
lidity  of  particular  inodel  assumptions and  the correct 
self-consistent  formulation  of  high-energy nuclear trans- 
port  theory remains under active debate.637  It is  there- 
fore essential that all models be tested on the data other 
than just  the moments of  the high-multiplicity-selected 
triple-differential yields. 
The purpose of  this Letter is to report the results of  a 
new  test  of  competing  nuclear  transport  models.  We 
compare  calculated  double-differential  p-like  inclusive 
cross sections to data on La+La  at 800A MeV.I3 Recall 
that the p-like inclusive cross section is defined as 
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as a sum of a Skyrme-type local two- and three-body po- 
tential,  an  effective  Yukawa one-pion  exchange poten- 
tial, and a Coulomb potential.  However, the momentum 
dependence of  the optical potential was neglected.  The 
Parameters for the potentials were chosen to correspond 
to the stiff nuclear equation of state with K=380 MeV. 
We now  turn to the comparison  of  the calculated re- 
sults.  In  Fig.  1, the inclusive p-like data at laboratory 
angles  20°, 40°, and 60"  are compared to the various 
calculations.  In  1  (a), results of cascade models are com- 
pared.  Note  that  the  FY cascade  model  significantly 
overpredicts  the cross  sections although the shapes  are 
roughly reproduced.  This problem was also observed  in 
earlier comparisons2 on lighter nuclear reactions such as 
Ne+U  at 400A MeV.  The dashed curves show that the 
original  Cugnon  code, CG1, converges  to the Same  re- 
sults as FY at high  momentum but differs substantially 
at low  momentum.  At  low  momentum,  the difference 
between  FY and CGl is presumably due to the different 
nuclear-binding  prescriptions.  The solid  curves  in  Fig. 
I (a) show the effect of  an improved Pauli-blocking algo- 
rithm in  CG2.  The high-momentum yield  is reduced by 
800 MeV  La+La - p-ike at i1iab=20,40,600 
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FIG.  I.  Comparison  of  nuclear  transport  calculations  to 
data (Ref. 13).  (a) Comparison of Cugnon cascade model ver- 
sions  CGI  (Ref.  3) and  CG2  (Ref.  14) with  the  Fraenkel- 
Yariv  cascade  model  FY  (Ref.  2).  (b)  Comparison  of 
momentum-independent  VUU  (Ref.  8) and QMD (Ref.  12) 
with  K=380  MeV, to  momentum-dependent  BUU  (Ref. 9) 
with  K=210  MeV,  and  relativistic  RVU  (Ref.  1 I).  (C) 
Effects  at 20'  and  60"  of  rescaling  the  free-space NN cross 
sections  in  CGI by  factors of  0.5,  1.0, and  3.0.  The dotted 
curves show  results of  the  FREESCO fireball model  FRS (Ref. 
17).  (d) The contributions to the 20" yield for QMD and CG2 
from single-collision  (N,  =  1 ) and multiple-collision (N,  =2-6) 
components. 
this effect.  The difference between  CG1 and CG2 illus- 
trates  the  magnitude  of  uncertainties  associated  with 
different Pauli-blocking algorithms. 
In  Fig.  I (b),  the  models  incorporating  the  nuclear 
mean  fields are compared.  Recall that the incompressi- 
bility modulus varies by a factor of  2 between the various 
models.  We note the remarkable insensitivity  of  the re- 
sults to variations in the nuclear equation of  state and to 
the  details  of  the  transport  methods.  In  fact  VUU, 
BUU, QMD, and RVU give results within  20% of  CG2 
in  Fig.  1 (a).  This shows that even  for very  heavy  nu- 
clear collisions, the double-differential cross sections can- 
not be used to constrain the nuclear equation of state. 
On the other hand, Fig. 1  (C) shows that the results are 
sensitive  to variations  of  a  factor of  2  in  the nucleon- 
nucleon  cross  sections.  Using  the  CG1  code  with  all 
cross sections scaled by 0.5, 1.0, and 3.0, we see that an 
improved agreement with data at high momentum with a 
reduced cross section can only be achieved at the expense 
of  underpredicting the low-momentum yield at 20'.  The 
results  for  the three-times free-space  cross  sections are 
obtained with  the additional constraint that the scatter- 
ing is  repulsive.  From previous studies,I8 we  know  that 
this case corresponds closely  to the predictions of  ideal 
hydrodynamics.  We  see  that  this  simulated  hydro- 
dynamics badly  overpredicts  the data in  this  reaction. 
The  same  is  true  for  the  statistical  FREESCO  model 
FRS,I7 which  considers  the  microcanonical  explosion 
and subsequent evaporation  from fully equilibrated par- 
ticipant and spectator sources. 
The important  point  we  emphasize  in  Fig.  1 is  the 
failure of  all  models  to reproduce the low-cross  section 
yields  at 20'.  To provide a better understanding of  the 
physics associated with  that region  of  momentum space 
where the discrepancies between the models and the data 
are the largest, we show in Fig. l(d) a breakdown of  the 
QMD and CG2 calculations  into components  involving 
nucleons  that have  suffered  a  particular  range of  two- 
body  scattering.  The N, =  1 curve shows  the contribu- 
tion  from  nucleons  suffering  only  one  hard  nucleon- 
nucleon collision.  We see that this is a negligible contri- 
bution  to  the  20"  yield.  Even  the  intermediate  com- 
ponent  corresponding to 2-6  collisions only accounts for 
about half the yield  at high  momentum.  This region  of 
momentum space is then strongly influenced by the reac- 
tion Zone in which the largest number of  binary interac- 
tions occurred.  The discrepancy is therefore of  interest, 
since the highest  nuclear  densities  are likely to be pro- 
duced there. 
The common  feature of  all models is the assumption 
that the NN cross sections can be taken from free-space 
data.  However,  many-body effects can  modify  the in- 
medium cross se~tions.~"~  The results in  Fig.  1 (C) show 
that no  simple rescaling of  those cross  sections is satis- 
factory.  It  is  possible  that  momentum-dependent  ef- 
fective cross sections, reducing from free-space values for 
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higher-momentum  nucleons, could lead  to better  agree- 
ment  with  the  data.  However,  such  corrections  for 
time-dependent  in-medium  effects  would  require  sub- 
stantial  modifications  of  the  present  models.  If  the 
present  data are free from  additional systematic errors, 
then  a better understanding of  nuclear transport at high 
densities is called for.  We note that in a similar study20 
on  rapidity  distributions,  the  free-space  cross  sections 
-  ~ 
gave the best  agreement; however, the data in  that case 
were dominated by particles at angles beyond 20". 
We conclude that further tests of  the nuclear collision 
term  via  double-differential  data on  heavy  nuclear  col- 
lisions  are  urgently  needed.  Uncertainties  in  nuclear 
transport  properties  suggested  by  this  study  could  ob- 
scure  the  effects  due  to  the  sought-after  equilibrium 
equation  of  state.  For  example, one  study2' indicated 
that the in-plane flow momenta  may be just  as sensitive 
to the effective  NN cross sections as to the nuclear in- 
compressibility.  Especially  important  would  be  a  sys- 
tematic measurement of  absolute p-like cross sections in 
A +A  collisions ranging from Ne+Ne  to Au+Au  in the 
entire energy range (0.2-  1  .O)A GeV. 
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