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Abstract
In this paper, we study a sweeping algorithm for computing the arrangement of a set of quadrics in R3. We
define a “trapezoidal” decomposition in the sweeping plane, and we study the evolution of this subdivision during
the sweep. A key point of this algorithm is the manipulation of algebraic numbers. In this perspective, we put a
large emphasis on the use of algebraic tools, needed to compute the arrangement, including Sturm sequences and
Rational Univariate Representation of the roots of a multivariate polynomial system.
 2004 Elsevier B.V. All rights reserved.
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1. Introduction
Arrangements are the underlying structures of many applications, such as robot motion planning,
Computer Aided Geometric Design, Computer Biology, . . . . They have been extensively studied in the
literature, either theoretically or from a practical point of view, essentially on linear objects. See [15] for
a survey.
✩ This work is partially supported by the IST Program of the EU as a Shared-cost RTD (FET Open) Project under Contract No
IST-2000-26473 (ECG—Effective Computational Geometry for Curves and Surfaces); http://www-sop.inria.fr/prisme/ECG/.
* Corresponding author.
E-mail addresses: Bernard.Mourrain@sophia.inria.fr (B. Mourrain), Jean-Pierre.Tecourt@sophia.inria.fr (J.-P. Técourt),
Monique.Teillaud@sophia.inria.fr (M. Teillaud).
0925-7721/$ – see front matter  2004 Elsevier B.V. All rights reserved.
doi:10.1016/j.comgeo.2004.05.003
146 B. Mourrain et al. / Computational Geometry 30 (2005) 145–164
By definition, the arrangement of a set S of objects in Rd is the decomposition of Rd into connected
components of dimensions 0,1, . . . , d where the input polynomials defining the sites of S have constant
sign.The manipulation of quadrics plays an important role in solid modeling, since it offers a compromise
between the treatment of simple but numerous triangles in meshes and powerful but costly algebraic
objects. This motivated recent and interesting developments in computational geometry for algebraic
surfaces. Geismann et al. presented two methods to compute a given cell in an arrangement of quadrics
[12]. The first method uses projection techniques based on resultants, while the second method uses
solid modeling techniques. Dupont et al. compute a near-optimal (in the number and depth of radicals
involved) parameterization of the intersection of quadrics [9]. Their method is implemented in [17] and
theoretical bounds on the size of the output coefficients are proven.
The topology of an arrangement is often quite complex, and the description of a given cell can be of
non-constant size. Therefore, vertical decompositions are often used, allowing to partition the space into
simpler constant-sized cells [27]. A sweep-based algorithm was proposed by Shaul and Halperin to pro-
duce a vertical decomposition of an arrangements of triangles in R3. They mentioned that the sweeping
approach they used in the case of triangles could be generalized to compute the vertical decomposi-
tion of the arrangement of n well-behaved surface patches in time O(n log2 n + V logn), where V is
the combinatorial complexity of the vertical decomposition [28]. We propose to use this sweeping plane
approach to compute the arrangement of a set of quadrics in R3, which yields an adaptive approach to
the arrangement computation problem, in contrary to the previous related work [12]. Note also that the
vertical decomposition allows fast location methods.
When applying the standard sweeping technique to the case of an arrangement of quadrics in R3,
the main issue is—as often when applying computational geometry techniques to curved objects—the
implementation of the geometric primitives: predicates and constructions. In this paper, we describe the
algorithm more precisely for the case of quadrics, and we show how the detection of events and the point
location in the sweeping plane can be translated algebraically. We characterize the geometric primitives
needed by the algorithm, and we analyze them, in terms of the degree of the algebraic numbers and of the
height of the algebraic expressions involved in the computations. We show in particular that comparing
events boils down in the worst case to comparing algebraic numbers of degree 16. These aspects were
not taken into account in the previous work in the literature.
The algorithm is described in Section 2, where we show how and why we compute the so-called verti-
cal decomposition of the arrangement. Algebraic issues related to the resolution of polynomial equations
and geometric predicate evaluation are discussed more precisely in Section 3. We conclude with future
work.
2. Algorithm
We first recall some basic definitions and notation regarding quadrics. Then we give a rough overview
of the sweep. Section 2.3 focuses on the decomposition in the sweeping plane and on how events are
detected. We show in Section 2.4 that the 3D decomposition that is computed by the algorithm is the
vertical decomposition of the arrangement of quadrics. Section 2.5 summarizes the algorithm and Sec-
tion 2.6 concludes by giving its combinatorial complexity.
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2.1. Preliminaries
We denote by (x, y, z) the coordinates of a point of R3 in the canonical basis.
A quadric Q is the set of points of R3 that are solutions of a degree 2 polynomial equation in the
variables x, y, z, with coefficients in Z. The equation is given by 10 real coefficients, up to a non-zero
multiplicative scalar factor, and the polynomial defining the quadric will be also denoted by Q:
Q(x, y, z) = ax2 + by2 + cz2 + 2fyz + 2gzx + 2hxy + 2px + 2qy + 2rz + d.
We denote by ∇Q the gradient vector of Q. The partial derivatives of Q are noted ∂X(Q), ∂y(Q) and
∂z(Q).
Equivalently, Q is given by a symmetric matrix
MQ =


a h g p
h b f q
g f c r
p q r d

 .
The upper left sub-matrix of size 3 × 3 is called the principal sub-matrix of MQ and denoted as MsQ.
The inertia or signature of MQ (respectively MsQ) is defined as the pair (σ+, σ−), where σ+ and σ−
are respectively the number of positive and negative eigenvalues of MQ (respectively MsQ).
The type of a quadric Q (ellipsoid, hyperboloid, planes, and so on) depends on the inertias of MQ
and MsQ. More precisely, a quadric in R3 is entirely characterized by the inertia of its matrix MQ and its
principal sub-matrix MsQ. A complete description of this characterization is recalled in [17, Table 2].
A cylinder is defined as the surface swept by a planar curve moved in translation along a line orthog-
onal to the plane of the curve. When the curve is a conic, the swept cylinder is a quadric Q. The inertia
of MQ is (2,1) or (1,2) and the inertia of MsQ is different from (2,1) and (1,2).
In this paper, we consider all kinds of quadrics, even degenerate, except the case of a double plane
(inertia of MQ: (1,0) or (0,1), inertia of MsQ: (1,0) or (0,1)), which would lead to deal with non square-
free polynomials, and to some additional techniques to compute critical points (see Section 3). The very
special case of a line, which is a quadric though it is not a surface in the usual sense (inertia of MsQ: (2,0)
or (0,2), inertia of MsQ: (2,0) or (0,2)) could be treated but leads to particular cases in the algorithmic
description, and so, it will be omitted in this paper.
Hereafter, we will also assume that the sweeping direction is generic, so that for every position of the
sweeping plane, there is at most one point tangent to a given quadric on this plane (see next section).
2.2. Sweeping a set of quadrics
Let S = {Qi, i = 1, . . . , n} be a set of n quadrics. We are going to sweep S by a plane orthogonal
to the x-axis. Every section of the arrangement by the sweeping plane is an arrangement of conics in
a (y, z)-plane. The conics are continuously evolving during the sweep: the equation of a conic for a
given position x = s of the plane depends on the parameter s; it is given as Qi(s, y, z) = 0, which is a
polynomial equation in the coordinates y, z of a point in the planar section. Such a conic will be also
denoted as Q(s)i .
Let us give first a general overview of the algorithm. We are going to maintain the combinatorial
structure of the evolving arrangement of conics, by analyzing the 3D events where a topological change
occurs:
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(a) The sweeping plane is tangent to a quadric Qi .
Algebraically, such an event corresponds to a value s of x (defined as a x-critical value) for which
there is a solution (y, z) to the system{
Qi(s, y, z) = 0,
∂y(Qi)(s, y, z) = 0,
∂z(Qi)(s, y, z) = 0.
Depending on the type of quadric (or equivalently to the inertia of MQi and MsQi ), the modification
in the topology of the arrangement of conics correspond to different configurations.
On the following pictures, some kinds of events are represented. The situations before, at and after
the x-critical values are drawn.
i. ellipsoid, paraboloid, hyperboloid of two sheets (inertia of MQi : (3,1) or (1,3))
A conic appears or disappears
Note that the locus of points that are first encountered by the sweeping plane is supposed to be a
single point in this figure. This will be achieved if the x-axis is chosen among generic directions.
This will be developed further at the end of this section.
ii. quadratic reduced to a point (inertia of MQi : (3,0) or (0,3))
iii. hyperbolic paraboloid or hyperboloid of one sheet (inertia of MQi : (2,2))
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iv. cone (inertia of MQi : (2,1))(b) The curve of intersection of two quadrics Qi and Qj is tangent to the sweeping plane.
Such an event corresponds to a value s of x for which there is a solution (y, z) of the system

Qi(s, y, z) = 0,
Qj(s, y, z) = 0,
(∇Qi ∧ ∇Qj)x(s, y, z) = 0.
The last equation of this system means that the x-component of the vector product of ∇Qi and ∇Qj
is equal to 0.
Before or after the event, we have two conics corresponding to the intersection of the quadrics with
the sweeping plane. At the event, the two curves become tangent.
(c) The sweeping plane contains an intersecting point of three quadrics.
The value s of x is such that there is a solution (y, z) to the system{
Qi(s, y, z) = 0,
Qj (s, y, z) = 0,
Qk(s, y, z) = 0.
Before or after the event, we have three conics in the plane that intersect pairwise. At the event, the
three conics have a common point.
We do not consider here degenerate configurations of the set S of quadrics, such as:
• several quadrics are tangent, so, more than one quadric is encountered at a given position of the plane
(event a.i),
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• more than three quadrics intersect at the same point (event c),
• several events coincide, for instance when three quadrics intersect at a point (event c) that is also a
point where a quadric is first encountered (event a.i).Let us give more precisions now on the generic directions allowed for the sweep. We assume that the x
direction is chosen in such a way that for each quadric, the number of points where the plane is tangent
to the quadric is at most a single point (see case (a.i)).
More generally, we assume that for each event, the change of topology in the arrangement of conics
in the sweeping plane is of constant size, which is crucial in our algorithm. Concretely, for:
• cylinders (elliptic, hyperbolic, parabolic),
• cones,
• hyperboloids of one sheet and hyperbolic paraboloids, all the directions of planes that contain the di-
rection of one line drawn on the cylinder are forbidden. However, the directions of planes containing
two lines drawn on the cylinder are allowed (case a.iii).
For intersecting planes (inertia of MQ: (1,1), inertia of MsQ: (1,1)), we also forbid directions of planes
containing their line of intersection.
Let us consider the set of forbidden directions for the sweep algorithm on the sphere of directions.
For each quadric, at most one curve drawn on this sphere is forbidden. Altogether, the set of generic
directions consists of the union of open 2D-cells in the arrangement of at most n curves on the sphere. It
is a dense subset of the sphere.
We will also need to avoid directions for the sweep such that two events for two different quadrics
occur at the same time. Unfortunately, this cannot be detected before the sweep. If this occurs during the
sweep, then a shearing of axes will be performed, similarly to what is done by Eigenwillig et al. for the
sweeping of curves in 2D [10].
2.3. From cells to “trapezoids”
We would like to characterize, by sign conditions, each connected cell of the arrangement of conics in
a planar section.
The following picture shows that two different geometric cells (the two gray cells) can be characterized
by exactly the same sign conditions.
So, locating a point in a section of the arrangement of quadrics requires more than only checking such
sign conditions. Instead, we choose to compute a “trapezoidal” decomposition of the arrangement in
the x-section, as explained in the following paragraph. Note that this trapezoidal decomposition in the
x-section evolves during the sweep. Thus we need a description of the cells which applies for different
values of x, based on sign functions in trapezoidal regions.
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2.3.1. Trapezoids
In the sweeping plane of equation x = s, we draw segments parallel to the z-axis, in a very similar
way as done usually for the trapezoidal map in the case of a planar arrangement of line segments (see
Fig. 1). A vertical segment, or a wall is drawn through:
• intersection points between two conics,
• points where the tangent to the conic is parallel to the z-axis.
The walls cut the conics into conic arcs, whose endpoints’ y-coordinates are the y-coordinates of the
walls. More precisely, the y-coordinate of an endpoint or a wall is represented implicitly as a y-root of
(S
(s)
ij )
{
Qi(s, y, z) = 0,
Qj(s, y, z) = 0, or (S
(s)
k )
{
Qk(s, y, z) = 0,
∂z(Qk(s, y, z)) = 0.
(S(s)ij ) is the polynomial system whose solutions are the y-coordinates of intersection points of two conics
Q
(s)
i and Q
(s)
j . (S(s)k ) is the system whose solutions are the y-coordinates of points where the tangent to a
conic Q(s)k is parallel to the z-axis.
In this way, we obtain “trapezoids” of constant size description, given by: two walls, a ceiling and a
floor, which are (evolving) conic arcs, and signs used to determine if the trapezoid is above or below the
conics.
Deciding whether a point lies in a trapezoid, reduces to comparing the y-coordinates of the point and
the walls and then for a fixed y, to compute the sign of the conics defining the ceiling and the floor or the
sign of rational expressions formed on their coefficients. This will be developed in Section 3.3.
2.3.2. Detecting events
The topology of the trapezoidal decomposition changes whenever the description of a trapezoid is
modified, either because a new conic appears in it (events of type (a.i)), or because its ceiling and floor
intersect, or because its walls coincide.
As already noticed in [28], all events, except events of type (a.i), do not need to be computed (and
sorted) in advance. Indeed, we can use the same reasoning as in the case of the classic Bentley–Ottmann
algorithm for sweeping line segments. All events except (a.i) correspond to moments when two features
of the trapezoidal decomposition meet. This can occur only if, just before they meet, they are “contigu-
ous” in the decomposition, meaning here that they belong to the same trapezoid.
All these events will be detected during the sweep, as follows: each time a new trapezoid is created,
we compute the x for which it disappears, by computing the values when its walls coincide and when its
ceiling and floor intersect (see Fig. 2).
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As mentioned above, for a given value s of x, a wall is defined by a y-root of a system (S(s)ij ) or (S(s)k ).
Of these two cases, the system having the highest algebraic degree is the first, corresponding to the
case when the wall is defined by an intersection of two conics. So, the worst type (in terms of algebraic
degree) of event occurs when the y-coordinate of the intersection between two conics coincides with the
y-coordinate of the intersection between two other conics, which is expressed as follows:
s such that ∃y,∃(z, z′),
{
Qi(s, y, z) = 0
Qj(s, y, z) = 0 and
{
Qk(s, y, z
′) = 0
Ql(s, y, z
′) = 0. (1)
The positions where the ceiling and the floor touch each other correspond to systems associated to the
events of type (b).
The way this is solved is developed in Section 3.2.
2.3.3. Handling events
When an event of type (a.i) is encountered, a point location is performed. The decomposition into
trapezoids allows us to locate such a point easily in practice, either in a naive way by testing all the
trapezoids, or by walking along a line, or by using a dynamic point location structure [14].
When a trapezoid disappears, the 2D arrangement needs to be updated: the trapezoid is replaced by
other trapezoids, and its neighbors are modified, too.
In particular, all the events of Section 2.2 are some of these events.
Events where walls coincide are events introduced by the vertical decomposition. Fig. 3 shows one
case of event, which is the case when two vertical walls, both defined by the intersection of two conic arcs,
coincide. After the event, the two walls are exchanged, and all the neighboring trapezoids are modified.
2.4. 3D decomposition
Another advantage of the trapezoidal decomposition is that it induces the so-called vertical decompo-
sition [4,5,27] of the arrangement of quadrics in R3.
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Fig. 4. Trapezoids and cylinders.
Indeed, the regions swept by the trapezoids are the simple cells of the vertical decomposition. Namely,
let us describe the correspondence between features in the 2D arrangement of conics in the sweeping
plane and the 3D vertical decomposition (see Fig. 4).
• An intersection point between two conics in the sweeping plane is sweeping an intersection curve
between two quadrics in 3D.
• A vertical wall in the arrangement of conics in the sweeping plane is sweeping a vertical cylinder in
the 3D vertical decomposition.
Depending on whether the wall is defined by an extremal point or an intersection point, the cylinder
is defined by one quadric or by the intersecting curve of two quadrics.
• An event when two vertical walls coincide in the sweeping plane corresponds to the line of intersec-
tion of the two corresponding cylinders in the 3D vertical decomposition. In the case when the two
walls are defined by the two vertices of the same conic arc in the sweeping plane, that are the intersec-
tions with two other conics, then, the event (the two walls coincide) corresponds to the intersection
of 3 quadrics (case (c)).
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In addition, when a quadric is first hit (respectively when a quadric is left) then we add, in the 3D
decomposition, a planar boundary whose shape coincides exactly with the trapezoid in the sweeping
plane where the new conic is inserted (respectively the trapezoid that is obtained after the removal of the
conic). In this way, we obtain 3D cells of constant size.
Note that, since the intersection of two quadrics is a curve of degree 4, cylinders in the vertical de-
composition are self-intersecting (see Fig. 5, that shows quadrics and their intersecting curve seen from
z = +∞): indeed, the projection of the curve on a plane orthogonal to the z-axis is self-intersecting, so,
the surface that is constructed by the vertical walls defined by points of this curve during the sweep (re-
member that the walls of the trapezoidal decomposition in the sweeping plane are parallel to the z-axis)
is a self-intersecting cylinder.
2.5. Algorithm
Let us summarize here the above discussion and the different steps of the algorithm.
Algorithm 2.1.
(1) Initialization: compute an initial trapezoidal map, and
an initial list L of events to be considered.
i. L ← ∅
ii. Compute events of type (a.i) and insert them in L
in sorted order
iii. Initialize the sweep by computing the arrangement
of conics at a given value s
iv. For each trapezoid in this planar arrangement
• compute the events
· when its ceiling and floor intersect
· when its wall coincide
• insert these events into the sorted list L
(2) Sweep loop:
While L 	= 0,
let e be the first event in L
(a) update the trapezoidal map by
• removing the trapezoids that disappear at event e
• replacing them by the trapezoids created at event e
(b) for each trapezoid created
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• compute the events
· when its ceiling and floor intersect
· when its wall coincide• insert these events into the sorted list L
(c) remove e from L
Here, the sweeping plane is initialized by picking any s value and computing the arrangement of the
sections of all the quadrics for this value. This assumes that the sweep will then be performed in both
directions, starting from this value s. However, initializing the sweeping plane at −∞ could be better,
using the infimaximal boxes scheme introduced by Mehlhorn and Seel [19].
2.6. Combinatorial complexity
Proposition 2.2. For a generic sweeping direction, Algorithm 2.1 computes the vertical decomposition
of the arrangement of n quadrics in general position in O(n log2 n + V logn) time, where V is the size
of the vertical decomposition.
Shaul and Halperin describe the data structures that allow to obtain this complexity result [28]. They
use in particular the dynamic point location structure of Goodrich and Tamassia [14] for location into
monotone subdivisions.
Whereas the complexity of the arrangement is O(n3), the complexity V of the vertical decomposition
is known to be bounded byO(n3β(n)) where β(n) = 2α(n)16 and α(n) is the very slowly growing pseudo-
inverse of Ackermann’s function [4].
Note that, though the size of this decomposition is larger than the size of the arrangement, it is as-
ymptotically smaller than the size O((nd)2k−1) =O(n4) (where n is the number of quadrics, d = 2 their
degree, k = 3 the dimension) of Collins’ decomposition [2,6].
3. Algebraic aspects
We focus here on the algebraic aspects of the method. A key ingredient is the manipulation of algebraic
numbers. We describe how to represent them and how to evaluate predicates on them. Next, we describe
how to deal with solving of multivariate systems, and how to reduce the problem to the manipulation
of algebraic numbers. Finally, we detail their use in the geometric problems, which occur in the quadric
arrangement computation.
3.1. Representation and comparison of algebraic numbers
We recall that a real algebraic number α is the root of a polynomial in Z[X]. The degree of α is the
minimal degree of such a polynomial ∈ Z[X], which vanishes at α.
We represent an algebraic number α as a pair: a univariate polynomial P such that P(α) = 0 and an
interval ]a, b[ containing α and such that there is no other root of P in this interval.
The isolation of the roots of a square-free univariate polynomial can be made using Descartes’ rule
[8]. Several effective algorithms have been developed, based on this simple rule [16,21,23,25].
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In the predicates used in the algorithm, we need to manipulate algebraic numbers. In all the cases the
predicates reduce to the comparison of algebraic numbers, which are performed as follows: we are given
two numbers α = (P, ]a, b[) and β = (Q, ]c, d[). If the two intervals are disjoint, we can immediately
conclude. If it’s not the case we will use Sturm sequences. More precisely we use the following definition:
Definition 3.1 (Sturm sequences). Let f,g be two univariate polynomials. A polynomial sequence f0 =
f , f1 = g, . . . , fs is a Sturm sequence if:
• fs divides all the fi , i = 1, . . . , s. Let δi = fi/fs , i = 1, . . . , s.
• If c is a real such that δj (c) = 0 with 0 < j < s then δj−1(c)δj+1(c) < 0.
• If c is a real such that δ0(c) = 0 then δ(x)δ1(x) has the sign of x − c in a neighborhood of c.
An efficient way to compute a Sturm sequence is to compute a Sturm–Habicht sequence.
Definition 3.2 (Sturm–Habicht sequences). Let P and Q be univariate polynomials, p = sup(deg(P ),
deg(Q) + 1), coefk(P ) the coefficient of xk in P , and δk = (−1)k(k−1)/2.
The Sturm–Habicht sequence of P and Q is defined inductively as follows:
• HP = P , hp = 1.
• Hp−1 = Q.
Assume that we have computed Hp, . . . ,Hj−1, hp, . . . , hj with hj 	= 0 and Hj−1 	= 0. Let k = deg(Hj−1).
Then:
• If k < j − 1, let Hk = δj−k coefk(Hj−1)
j−1−k
h
j−1−k
j
Hj−1, hj−1 = 1.
For l ∈ N with k < l < j − 1, let Hl = 0, hl = 0.
• Let hk = coefk(Hk), Hk−1 = δj−k+2 Prem(Hj ,Hj−1)
h
j−k+1
j
(where Prem is the pseudoremainder).
The main interest of this construction is that the polynomials in the constructed sequence are related to
the sub-resultants of P and Q. Thus the size of their coefficients is bounded almost linearly, by Hadamard
identity (see [2]).
For any sequence S of real polynomials and a ∈ R, we denote by V (S, a) the number of variations of
signs of the value of the polynomials in S at a. Then we have the well-known theorem of Sturm (see for
instance [2]):
Proposition 3.3. Assume S = Sturm(P,P ′Q) and ]a, b[ is an interval such that P(a)P (b) 	= 0. The
difference V (S, a) and V (S, b) is equal to the difference between the number of roots α of P in ]a, b[
(without multiplicity) such that Q(α) > 0 and the number of roots α of P in ]a, b[ such that Q(α) < 0:
V (S, a) − V (S, b) = ZQ>0(P ) −ZQ<0(P ).
Remark 3.4. If P or Q is square-free, in Proposition 3.3, the computation of Sturm(P,Q) is sufficient.
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Let us describe briefly how we use this result to compare two algebraic numbers α = (P, ]a, b[) and
Q = (β, ]c, d[), assuming for simplicity that α and β are simple roots of P and Q. If b < c (respectively
d < a) we have α < β (respectively β < α). Let us assume now that a < c < b < d (the other cases
being treated similarly). First we compute s the sign of (P (a)P (c)). If s < 0, then we have α ∈]a, c[ and
α < β. If s = 0, we have α = c (since α 	= a), which implies that α < β. Otherwise s > 0, P has no root
in the interval [a, c]. We compute S = Sturm(P,P ′Q) and v := V (S, c) − V (S, b). Let us assume first
that Q(c) > 0, Q(b) < 0. Then if v = 1, by Sturm’s theorem Q(α) > 0 and α < β. If v = −1, Q(α) < 0
and α > β. If v = 0, then Q(α) = 0 and α = β. If now Q(c) < 0, Q(b) > 0, we negate the previous
output. Finally, if Q(c) and Q(b) are of the same sign, then α < β.
Regarding the complexity of this method, the effective computation of sequences is made using Sturm–
Habicht sequences. For two polynomials P and Q of degree p and q and with respective bit-length of
coefficients t and t ′ then the bit-length of the coefficients in the Sturm–Habicht sequence is O((t + t ′ +
log(p + q))(p + q)) and the computation of the sequence is made in O(pq) arithmetic operations [26].
We will use this result to bound the complexity of the algebraic operations involved in the sweeping
algorithm.
3.2. Solving multivariate equations
The events involved in the algorithm require as we have seen in Sections 2.2 and 2.3, the resolution
of quadratic equations in at most 4 variables (system (1)). This problem can be reduced to an univariate
problem and thus to the manipulation of real algebraic numbers, as follows.
We denote by f1, . . . , fm the polynomial equations in R[x] = R[x1, . . . , xn] that we want to solve. The
quotient ring R[x]/(f1, . . . , fm) of polynomials modulo f1 = 0, . . . , fm = 0 is denoted by A. In the case
that we consider here, where the number of complex roots is finite, the quotient algebra A is a finite
dimensional vector space.
We consider the operators of multiplication Mxi , i = 1, . . . , n, by the variables xi in the ring A:
Mxi : A→A
a → xia.
The system has finitely many roots over the algebraic closure of the field R, if the quotient algebra is
a vector space of finite dimension over R. Then, the algebraic resolution of the system is performed by
analyzing the eigenvalues and eigenvectors of these operators. A numerical approximation of the roots
of the system is obtained by computing the common eigenvectors of these operators [1,7,20,22,29].
But these operators can also be used to describe the solution points as the image, by a rational map,
of the roots of a univariate polynomials. In other words the real coordinates of the solutions are rational
functions evaluated at real algebraic numbers, whose defining equations can be defined explicitly from
the matrices Mxi . Let us described briefly an algorithm that yields the so-called Rational Univariate
Representation (RUR) of the roots:
Algorithm 3.5.
Input: The tables of multiplication by xi, . . . , xn in A
(1) Compute the determinant∆(u) := det(u0Id + u1Mx1 + · · · + unMxn)
and its square free part d(u).
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(2) Choose a generic t ∈ Rn+1 and compute the first coefficients of
d(t + u) = d0(u0) + u1d1(u0) + · · · + undn(u0) + · · ·considered as a polynomial in u1, . . . , un.
Output: the roots of the system f1 = 0, . . . , fm = 0 are
ζ1 = d1(α)
d ′0(α)
, · · · ζn = dn(α)
d ′0(α)
for α a root of the univariate polynomial equation d0(α) = 0.
For details on this construction, see [2,11,13,18,24]. The generic condition required on t ∈ Rn+1 is that
it separates the roots:
∑n
i=0 ζiti 	=
∑n
i=0 ζ
′
i ti if ζ and ζ ′ are two distinct solutions of the system. Methods
to find a generic t are described for instance in [24].
In order to get a minimal rational univariate representation, one can factorize d0(u0) and keep the
irreducible factors, which divide the numerator of the fraction obtained by substitution of xi by di(u0)d ′0(u0) .
This RUR allows us to replace the treatment of solutions of a multivariate system by the manipulation
of algebraic numbers of degree at most the number of complex solutions of the system. We are going to
use this representation of event points in the arrangement, in order to reduce the evaluation of predicates
on these points to the comparison of algebraic numbers.
Another important aspect of the RUR is that we can compute a RUR of a polynomial system with
coefficients in an algebraic extension Q[θ], for θ an algebraic number. Assuming that P is the minimal
polynomial of θ , computing the tables of multiplication and the RUR of the roots over Q[θ] require field
arithmetic operations and equality test in Q[θ], which are performed by reduction modulo P .
3.3. Point location in the trapezoidal map
Let us describe now how we decide whether a point lies in a trapezoid. As we will see, it reduces to
compare polynomial functions of algebraic numbers, and eventually to compute signs of rational expres-
sions in the coefficients of the quadrics.
Suppose that we are at a sweeping position x−x(p) = 0 and we want to test if p = (x(p), y(p), z(p))
belongs to a given trapezoid. Then, the following operations must be performed:
(1) comparison with each wall of the trapezoid; such a comparison consists in answering the test
<
y(p) = y-root of (S(x(p))ij ) or (S(x(p))k )?
>
(2) comparison with the ceiling and the floor of the trapezoid; such a comparison is achieved by the test
sign of Qi
(
x(p), y(p), z(p)
)
?
If the point is outside Q(x(p))i (see Fig. 6), this sign alone does not allow us to test whether the p is
above or below the conic. Then an additional test leads to the conclusion
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<
z(p) middle of z-roots of Qi
(
x(p), y(p), z
)= 0?
>
We use the comparison with the middle of the roots instead of the comparison with the roots, because
it is a rational function of the coefficients of Qi(x(p), y(p), z), whereas the roots above p involved
square-roots.
A point location must be performed for each event of type (a.i) corresponding to the apparition of
a new conic in the planar section. Such an event s is given by a solution of a system of the form (see
Section 2.2):{
Qi1(s, y, z) = 0 degree 2 in s, y, z,
∂y(Qi1(s, y, z)) = 0 degree 1 in s, y, z,
∂z(Qi1(s, y, z)) = 0 degree 1 in s, y, z.
(2)
We compute the RUR associated to this system:

f2(α) = 0,
x = F1(α),
y = F2(α),
z = F3(α),
where f2 is a univariate polynomial, Fi , i = 1, . . . ,3, are rational fractions. By Bézout theorem, the
number of solution of the system (2) is at most 2. Thus the degrees of f2 and α is at most 2. We isolate
the roots of f2 using Sturm sequences or Descartes’ rule, or any specialized method. For this system
we have at most two real solutions that are represented as explained in Section 3.1. From this isolation
operation, we also deduce the order of the corresponding x-coordinates of the solutions of the system.
We detail the steps of location of a point pα = (F1(α),F2(α),F3(α)) in the case where the floor and
ceiling of the trapezoid are associated with the quadrics Qk1 and Qk2 .
Step 1. We have to evaluate the sign of Qkl , l = 1,2, at pα , which by substitution by the RUR of pα boils
down to the sign of polynomial functions of α. This is performed by application of Sturm’s theorem (see
Proposition 3.3).
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Step 2. We need to compare yα with the y-coordinate of the solutions of systems of types (S(x
α)
ij ) or
(S(xα)k ). We compute the RUR of such a system over Q(α):{gα(β) = 0,
y = Gα(β),
z = Hαβ,
where gα is a polynomial with coefficients in Q(α) and Gα , Hα are rational fractions with coefficients in
Q(α). The isolation of the real roots of gα(y) = 0 is performed using Descartes’ rule or Sturm sequences
over Q(α). For this purpose, we need to compute the sign of algebraic expressions of α, which are
obtained by application of Proposition 3.3.
3.4. Detecting and comparing events
Events of type (a.i) have already been presented. Let us now study how other events can be detected.
A trapezoid is defined by two vertical walls, a floor and a ceiling. To predict how and when a trapezoid
will disappear, we need to compute when its floor and its ceiling collide, or when its vertical walls
coincide.
The first computation consists in computing the parameter s for which two conics Q(s)i (y, z) and
Q
(s)
j (y, z) get tangent in a point (y, z). A solution s (the x-coordinate of a solution of the system (b))
is an algebraic number of degree at most 8, since it corresponds to the x-coordinate of a point at the
intersection of 3 quadrics.
For the second computation, we have to perform comparisons between abscissae y of intersection
points between conics in the (y, z) sweeping plane for x = s. Two conics (say Qsi (y, z) and Qsj (y, z))
have up to four intersection points, and we distinguish among them according to their index in the lexi-
cographic y, z-order.
This order changes when the resultant Rs(y) of Qsi (y, z) and Qsj (y, z) in z has a multiple root in y.
These events can also be characterized by the system:

Qi(x, y, z1) = 0,
Qj (x, y, z1) = 0,
Qi(x, y, z2) = 0,
Qj (x, y, z2) = 0,
λ(z1 − z2) = 1.
We maintain this information during the sweep. The update in the trapezoidal decomposition consists
simply in renumbering the points of intersection of Qi and Qj .
The second computation consists in computing the parameter s for which the y-roots of two given
systems of type (S(s)ij ) and (S(s)k ) coincide. The worst case, in terms of algebraic degree, is when the
y-coordinate of the intersection between two conics coincides with the y-coordinate of the intersection
between two other conics (see Eq. (1)). This leads to the computation of points of intersection of 4
quadrics in a space of dimension 4:

Q1(x, y, z1) = 0,
Q2(x, y, z1) = 0,
Q3(x, y, z2) = 0,
Q4(x, y, z2) = 0
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(if Qi1 = Qi2 , we add the new equation λ(z1 − z2) = 1, or we replace Qi1 by Qi1 (x,y,z1)−Qi2 (x,y,z2)z1−z2 ). The
coordinates of the solutions of such a system lie in an algebraic extension of degree at most 16. They are
represented using a RUR by

f (α) = 0,
x = F1(α),
y = F2(α),
z1 = F3(α),
z2 = F4(α),
(3)
where f is of degree  16 and α = (f, ]a, b[) is an algebraic number.
For the complete update of the trapezoidal decomposition, we need to detect which point of intersec-
tion of Q1 and Q2, and which point of intersection of Q3 and Q4 have the same y-coordinate, at the
position x = F1(α), given by (3). We have to check which point of intersection of Q1(F1(α), y, z),
Q2(F1(α), y, z) is the point (F2(α),F3(α)). This reduces to compare the y-coordinates (and the z-
coordinates) of the solutions of such a system, using again a RUR of the solutions over Q(α). We proceed
similarly for Q3 and Q4.
3.5. Height estimation
In order to analyze more precisely the complexity of predicates of the algorithm, we introduce the no-
tion of height of a reduced rational function of the input parameters (here the coefficients of the quadrics)
as the maximum degree of its numerator and denominator as polynomial functions of the input parame-
ters. The height of an algebraic number will be the maximum of the heights of the coefficients of its
minimal unitary polynomial defining this number. Notice that this notion of height differs slightly from
the height used in arithmetic. Let us analyze our algorithm in terms of this height.
The comparison of two algebraic numbers of degree d1 and d2 is a key operation of our algorithm.
From a practical point of view, if H is a bound on the height of the coefficients of the polynomials defining
the two algebraic numbers, then their comparison via Sturm–Habicht method (Section 3.1) involves only
computations of sub-minors of the Sylvester matrix of the two polynomials, that is polynomial functions
of the coefficients of the defining polynomials of degree at most d1 + d2. Thus, it involves algebraic
expressions of height at most (d1 + d2)H . Similarly, computing the sign of a polynomial expression of
degree d1 and height H at a root of degree d2 and height H requires the evaluation of signs of height
 (d1 + d2)H .
Our algorithm for the arrangement of quadrics requires the intersection of 3 or 4 quadrics in 3 or 4
variables. A rational univariate representation of the roots can be deduced from the resultant of the system
and a generic linear form [3]. The resultant of a system f0 = 0, . . . , fn+1 = 0 in n variables is of degree∏
j 	=i deg(fi) in the coefficients of the polynomial fi . We deduce that the RUR of the solutions of 3
(respectively 4) quadratic equations in 3 (respectively 4) variables have heights less than 2 × 2 + 2 × 2 +
2 × 2 = 12 (respectively 2 × 2 × 2 + 2 × 2 × 2 + 2 × 2 × 2 + 2 × 2 × 2 = 32). We denote hereafter by
H an effective bound on the height of the algebraic numbers involved in the algorithm: H  32.
For computing the vertical decomposition of the arrangement, we need to compare algebraic numbers
of degree at most 16 and height H , the height of the algebraic quantities will be bounded by (16 +
16)H = 32H . We also check that the degree of the algebraic expressions involved in the location steps
(Section 3.3, Step 1 and 2) and the treatment of events (Section 3.4) is bounded by 16 and their height
162 B. Mourrain et al. / Computational Geometry 30 (2005) 145–164
is bounded by H . Thus computing their sign at a root of degree  16 and height H requires algebraic
quantities of height  32H .
To describe the complete arrangement, the vertices of a given facet are sorted around this facet. In
particular, two vertices on a given curve are ordered on this curve. Such a curve (intersection of two
quadrics) is of degree 4 and a vertex is the intersection of this curve with another quadric. Thus it is
of degree 8 and height H  12. Comparing two vertices reduces to comparing algebraic numbers of
degree 8. As we have seen, this involves algebraic expressions of height less than (8 + 8)H = 16H .
4. Conclusion
4.1. Partial decomposition
The trapezoidal decomposition allows an output-sensitive complexity, in terms of the size of the 3D
vertical decomposition (see Section 2.6). However, as seen in Section 3.5, the current vertical decompo-
sition leads to a non-optimal (in terms of degree) algebraic complexity.
In order to avoid to go up to degree-16 algebraic numbers, we may consider partial decompositions.
In the case of triangles on the space, a partial decomposition is obtained by drawing walls, in the planar
section, only through endpoints of line segments, and not through intersection points between two seg-
ments [28]. It is well known that in practice, the number of cells in the vertical decomposition can be
much bigger than the number of cells in the arrangement. It was shown experimentally, in the case of
triangles in 3D, that the number of cells in a partial decomposition can be smaller.
In the case of quadrics, we have seen that the highest degree predicates we get come from the com-
parison of the y-coordinates of intersections of conics in the sweeping plane. The first idea for a partial
decomposition would be to draw vertical walls only through the points of vertical tangency of the conics
in the planar sections, which generalize naturally endpoints of line segments. In this way, the degree of
the algebraic numbers involved in the computations would decrease. However working out all the details
of the algorithm raises a few difficulties and could not be done so far.
4.2. Implementation
The algorithm will be implemented using the CGAL1 library and the SYNAPS2 library.
The robustness of the algorithm strongly depends on the evaluation of the predicates. The algorithm
assumes exact predicates.
The SYNAPS library allows to manipulate algebraic numbers represented implicitly as roots of poly-
nomials. The comparisons of two such algebraic numbers is performed by numerical refinement steps
and the use of a Sturm–Habicht sequence if necessary (as described in Section 3.1).
The LEDA3 and CORE4 libraries currently allow to compare exactly algebraic numbers, when these
numbers have an explicit representation using radicals, which may not be the case here.
1 http://www.cgal.org.
2 http://www-sop.inria.fr/galaad/logiciels/synaps/.
3 http://www.algorithmic-solutions.com/enleda.htm.
4 http://www.cs.nyu.edu/exact/core/.
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Some work is in progress in each of these libraries to achieve exact comparison of implicit algebraic
numbers. We made preliminary experiments with SYNAPS, that can efficiently compute approximations
of roots of polynomial systems with error bounds that can be deduced for instance from error bounds on
corresponding eigenproblems. The implementation of these error bounds is under progress.
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