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1 Introduction
1.1 Background
A classic recreational problem in mathematics poses the following kind of
question: Given a point on the surface of a rectangular solid, what is the
farthest point away in the intrinsic sense? The intrinsic sense means that
distances between points on the surface are measured in terms of lengths of
paths on the surface and not in terms of the ambient 3-dimensional Euclidean
distance. The solution to this problem usually involves unfolding the surface
and pressing it into the plane, so that the shortest paths can be studied in
terms of ordinary planar geometry.
In this paper we will study the same kind of question for the surface of the
regular octahedron, and we will organize the results into a statement about
dynamical systems. We begin with some generalities and then specialize to
the case of the surface of a regular octahedron. Let (X, d) be a compact
metric space. The farthest point map, or farpoint map for short, associates
to each point x ∈ X the set Fx ⊂ X of points y ∈ X which maximize the
distance function y → d(x, y). For instance, on the sphere, Fx is always a
single point, the point antipodal to x.
Several authors have studied this map extensively for general convex poly-
hedra. See [R1], [R2], [V1], [V2], [VZ], and [Z]. One focus of this work has
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been on understanding the general properties of the cut locus. Another fo-
cus has been on Steinhaus’s conjecture concerning the ubiquity of points x
such that Fx is a single point. In a somewhat different direction, but still
closely related to this work, several papers [AAH], [DFT] deal with struc-
tural questions concerning geodesics on platonic solids. More broadly, there
is a large literature concerning polygonal billiards and straight line trajec-
tories on translation surfaces. The paper [M] is a well-known example, and
[MT] is an excellent survey.
From a dynamical systems point of view, it is nicer to have a map from
points of X to points of X rather than from points of X to subsets of X . So,
let X ′ ⊂ X be the set of points x ∈ X such that Fx is just a single point.
We then have a well defined map F : X ′ → X , which carries x to the unique
point in X farthest from x. To get a dynamical system, we define X(1) = X ′
and then, inductively,
X(n+1) = X(n) ∩ F−1(X(1)).
The n-fold compositon F n is defined on X(n) and the full orbit is defined on
X(∞) =
∞⋂
n=1
X(n). (1)
In nice cases, X(∞) is large enough to still be interesting.
I learned about the study of the farpoint map on the regular octahedron
from Peter Doyle. Originally, the question had been the subject of an under-
graduate thesis by Doyle’s student, Annie Laurie Muahs-Pugh. Annie Laurie
made partial progress on this problem while a student. I got interested in the
problem one time while visiting Doyle, and ended up writing an extensive
graphical user interface, called Spider’s Embrace [S3], which revealed essen-
tially all the structure. In the intervening years, my PhD student Zili Wang
wrote a thesis and a subsequent paper [W] which took Spider’s Embrace
as inspiration. She generalized some of the results to the case of centrally
symmetric octahedra having all equal cone angles.
The interested reader can play with Spider’s Embrace and see exactly
what is going on, but I thought that it would be good to have rigorous
proofs of all the structural results illustrated in Spider’s Embrace. That is
what this paper does.
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1.2 Statement of Results
Henceforth X denotes the regular octahedron equipped with its intrinsic
surface metric. Rather than think about the map F , it is nicer to think
about the composition
f = FA = AF, (2)
Where A : X → X is the antipodal map. As our notation suggests, A and
F commute. At first it might appear that in fact A = F , so that f is the
identity map, but this is not the case.
Let G denote the group is isometries of X . The map f commutes with
every element of G, so it suffices to describe the action of F on a fundamental
domain for the action of G. Such a fundamental domain would be one-sixth
of a single equilateral triangle in the usual equilateral tiling of X . After
suitably scaling the metric and taking local coordinates, we can take for a
fundamental domain the triangle T having vertices
0, 1,
1 + ω
2
=
1
4
+
i
√
3
4
. (3)
Here we are using complex notation. The number ω = exp(2πi/3) is a third
root of unit. Figure 1.1 shows a picture of T and some other features which
we describe presently.
Figure 1.1: The domain T , the curve J and the dynamics on T .
The polynomial x3 − x2 − 4x + 1 has 3 real roots, one of which is r ≈
.239123. The almost-vertical curve J in Figure 1.1 is the graph of the function
y =
1√
3
(
1− x− ((2 + x)(5− 2x)(1− 4x))1/3
)
, (4)
plotted for the interval x ∈ (r, 1/4). The cube root we take is the positive
branch. We emphasize that the endpoints of J , which lie in ∂T , are not part
of J .
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Theorem 1.1 (Main) If p = x+ iy ∈ J then Fp is a union of 2 points and
if p ∈ T − J then Fp is a single point. If p ∈ T − J lies to the left of J , then
f(p) =
(−xy −√3x+√3y2 − y√
3x+ y − 2√3 , y
)
=
(
Ayx+By
Cyx+Dy
, y
)
. (5)
if p ∈ J lies to the right of J , then
f(p) =
(−xy + 2√3x+√3y2 − y√
3x+ y +
√
3
, y
)
=
(
Dyx−By
−Cyx+ Ay , y
)
. (6)
The random-looking formulas in the Main Theorem actually define very
nice maps from a geometric point of view. Referring to Figure 1.2, the map in
Equation 5 maps the blue point to the white point and the map in Equation
6 maps the white point to the blue point. In particular, the two branches of
f in T , when analytically continued to have a common domain, are inverses
of each other.
Figure 1.2 Geometric view of the maps.
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The Main Theorem has some dynamical consequences. Let ∂∞T be the
union of the non-horizontal sides of T . Let L∞(f) denote the ω-limit set of
f , namely the accumulation set of the orbits of f .
1. The restriction of f to each connected horizontal line segment λ of
T − J is a linear fractional transformation having a unique fixed point
in λ. The fixed point, namely λ ∩ ∂T , is attracting.
2. X ′ ∩ T = X(∞) ∩ T = T − J.
3. If p ∈ T − J then f(p) = p if and only if p ∈ ∂∞(T ).
4. L∞(f) ∩ T = ∂∞T .
Figure 1.3 shows what the L∞(f) looks like inside one of the 8 equilateral
triangles which tile X . The picture is the same in each of these 8 triangles.
Figure 1.3 The ω limit set in black.
In §2 we give the proof in broad strokes and in subsequent chapters we
fill in the details.
1.3 Acknowledgement
I would like to thank Peter Doyle, Annie Laurie Mauhs-Pugh, and Zili Wang
for interesting discussions about this question.
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2 The Proof in Broad Strokes
2.1 The Octahedral Plan
As in the introduction, X denotes the regular octahedron, equipped with
its intrinsic metric. X is locally Euclidean except for 6 cone points, each
having cone angle 4π/3. The space X is tiled by 8 equilateral triangles. We
call these the tiles of X . Let T be the fundamental domain discussed in the
introduction. Let ∆0 denote the tile of X that contains T . We identify ∆0
with the equilateral triangle in the plane whose vertices are the cube roots
of unity.
Figure 2.1 shows a union P of triangles in the plane. The darkly shaded
triangle is T and the lightly shaded triangle that contains T is ∆0. There is
a locally isometric map
Ψ : P → X (7)
which simply wraps P around X . We imagine X sitting in the plane so that
its bottom face precisely coincides with ∆0. We then cut P out of the plane
and fold P around X as if we were wrapping a gift. We have numbered the
triangles to indicate their images under Ψ. Note that Ψ maps the 6 outer
faces labeled 7 to the face ∆7 on X opposite ∆0.
Figure 2.1: The octahedral plan P .
The 6 cone points of X are grouped into 3 pairs of antipodal points. We
use 3 colors to color these pairs: black, white, and grey. The vertices of the
6
octahedral plan are colored according to this scheme. Thus, Ψ maps all the
white vertices to the union of the two white cone points of X , and likewise
for the other colors.
Say that a distinguished line segment in R2 is one which has one end-
point in ∆0 and remains entirely inside the octahedral plan P . If γ is a
distinguished line segment, then Ψ(γ) is a geodesic on X connecting a point
of ∆0 to some other point on X . We call Ψ(γ) a distinguished geodesic
segment on X . In §3 we prove the following two results.
Lemma 2.1 (Octahedral Plan) Let p, q ∈ X be two points, with p ∈ ∆0.
Then p and q are connected by a distinguished geodesic segment, and any
length minimizing geodesic segment connecting p to q is distinguished.
Lemma 2.2 (Diameter) The diameter of X is 3. Furthermore, if p, q ∈ X
satisfy d(p, q) = 3 then p and q are a pair of antipodal cone points.
2.2 The Cut Locus
Recall that we are identifying the fundamental domain T with a subset of a
tile of X and also as a triangle in the plane. Each p ∈ T defines open region
Up ⊂ X consisting of all those q ∈ X such that p and q are joined by a unique
length minimizing segment. As is well-known, the region Up is star-shaped
with respect to p. The set Cp = ∂Up is known as the cut locus of p in X .
Since every point in X can be joined to p by at least one length minimizing
geodesic, we have X = Up ∪ Cp. We now define the following sets:
Ûp = Ψ
−1(Up), Ĉp = Ψ
−1(Cp), F̂p = Ψ
−1(Fp). (8)
The set Ûp consists of those q ∈ P having the property that ‖p−q‖ < ‖p−q′‖
whenever Ψ(q) = Ψ(q′). The set Ĉp is the boundary of this set.
Figure 2.2 shows Ĉp for a representative point p ∈ T . The 6 colored
vertices are the points representing the point in Fp. The 3 blue vertices
belong to F̂p and the 3 red vertices do not. The 3 red vertices are equidistant
from p. The graph defined by the region boundaries in each parallelogram is
the preimage of the cut locus under the map Ψ.
7
Figure 2.2: The set Ĉp for p = 1/4 + i/8.
In §4 we prove the following result.
Lemma 2.3 (Vertex) The set Ĉp is a polygon that is star-shaped with re-
spect to p. Furthermore, F̂p is a set of vertices of Ĉp.
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2.3 Structural Stability
During the proof of the Vertex Lemma we will see that the structure of Ûp and
Ĉp derives entirely from the picture inside one of the outer 6 triangles in the
octahedral plan, the triangles labeled 7. Let A0 be the top right triangle in P
labeled 7. Let A1, ..., A5 be the remaining triangles. The numbers in Figure
2.2 indicate what we are talking about. There are isometries I0, ..., I5 which
preserve the vertex coloring, which have the property that Ij(Aj) = A0, and
which satisfy the equation Ψ ◦ Ij = Ψ on Aj . Here I0 is the identity. We
define
pj = Ij(p), j = 0, ..., 5. (9)
Figure 2.3: The Voronoi Intersection
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When p ∈ T o, the interior of T , the points p0, ..., p5 are the vertices of a
strictly convex convex hexagon Ĥp. We compute the Voronoi decomposition
of this hexagon with respect to its vertices. This is partition of Ĥp into 6 tiles,
each consisting of points closest to one of the vertices. Figure 2.3 shows this
partition, for the same parameter as in Figure 2.2, and its intersection with
the triangle A0. We call the intersection with A0 the Voronoi intersection.
Looking at Figure 2.3 we see that the Voronoi intersection has 4 triple
points, namely
(012), (025), (235), (345). (10)
Here (ijk) is the triple point that is the intersection of the Voronoi cells
corresponding to pi, pj , pk. In §5 we prove that this combinatorial pattern
persists for all p ∈ T o. Our proof is essentially algebraic. We reduce the
stability result to a statement that various polynomials are nonzero on the
unit square (0, 1)2 and then we verify that this is the case using a positivity
certificate which we call Positive Dominance.
Given the structural stability result, we can consistently identify the ver-
tices of Ĉp for all p ∈ T o. Namely, there are 12 vertices, and they are grouped
into 4 groups of three. Setting
〈ijk〉 = {A−1i (µ), A−1j (µ), A−1k (µ)}, µ = (ijk), (11)
we see that the 12 vertices of Ĉp are 〈012〉, 〈025〉, 〈235〉, 〈345〉. Furthermore,
for each triple (ijk) above,
dX(p,Ψ((ijk)) = |(ijk)− pi| = |(ijk)− pj | = |(ijk)− pk|. (12)
2.4 The Competition Between Triple Points
Given the Vertex Lemma and the structural stability, we can determine the
farpoint map on T o just by figuring out the distances in Equation 12. In §6.1
we use the Positive Dominance method to prove the following equations
|p0 − (012)| < p0 − (025)|, |p3 − (345)| < |p3 − (235)|. (13)
This is meant to hold for all p ∈ T o. Equations 12 and 13 combine to prove
that
F̂p ⊂ 〈025〉 ∪ 〈235〉 (14)
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for all p ∈ T o.
Finally, we find the polynomial φ that vanishes if and only if
|p2 − (025)| = |p2 − (235)
and we show that it vanishes precisely on the curve J from the main Theorem
when restricted to T o. Keeping track of the signs of φ, we deduce that
F̂p = 〈025〉 when p lies to the left of the curve J and F̂p = 〈235〉 when p lies
to the right of J . We then explicitly derive Equations 5 and 6 from these
facts. We give details of the calculation in §6.2. All the statements in the
Main Theorem, at least for points in T o, follow from these two equations.
To complete the proof of the Main Theorem, it only remains to treat the
cases when p ∈ ∂T , the boundary of the fundamental domain. Our structural
stability result no longer holds, but by continuity the vertices of Ĉp are limits
of the triple points above. By analyzing the functions above, we will detect
the following degenerations:
• When p lies in the horizontal edge of ∂T , the triples (012) and (025)
coalesce into a quadruple point (0125) and the triples (235) and (345)
coalesce into a quadruple point (2345). Again looking at the polynomial
φ we conclude that F̂p = 〈0125〉 when p lies to the left of the curve J
and F̂p = 〈2345〉 when p lies to the right of J . (These are each 4 element
subsets defined just as the triples are defined.) Hence, Equations 5 and
6 extend to this edge of T .
• When p lies on either of the two edges of ∂∞T , the triple points (025)
and (235) coalesce into a triple (0235) and Equation 13 remains true. In
both these cases, we have F̂p = 〈0235〉. We check, in these cases, that
Ψ maps the quadruple point (0235) to the antipodal point A(p) ∈ X .
Hence Fp is antipodal to p in this case. Again, Equations 5 and 6
extend to these boundary components of T .
We treat this in somewhat more detail in §6.3.
Figure 2.4 shows the 3 degenerations, as well as a copy of Figure 2.3.
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Figure 5.2: Second boundary picture.
This completes the proof of the Main Theorem, modulo the various details
we will take care of in subsequent chapters.
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3 The Octahedral Plan
3.1 The Developing Map
In this chapter we prove the Octahedral Plan Lemma and the Diameter
Lemma. We first discuss a well-known circle of ideas surrounding flat cone
surfaces. Let T denote the equilateral tiling of the plane which contains the
tiles of the octahedral plan. We explain how to roll (a.k.a. develop) X onto
the plane in certain directions so that the tiles of X sit atop the triangles of
T .
Let p ∈ ∆0 and let q ∈ X be some other point. Let α ⊂ X be a length
minimizing geodesic connecting p to q. Because the cone points of X have
positive curvature, α does not contain a cone point in its interior. Otherwise,
we could take a short cut around the side of the cone point and produce a
shorter path connecting p to q.
One possibility for α is that it lies in a single edge of one of the tiles of X .
We consider this case completely understood and henceforth in this section
we assume that α does not have this property.
Assuming that α is not contained in a single tile edge, there is a unique
sequence ∆0,∆i1 ,∆i2, ... of tiles containing successive segments of α. We call
this the triangle sequence. Corresponding to the triangle sequence, we have
the following objects:
• A line segment α′ ⊂ R2 having the same length as α and connecting p
to some other point q′ ∈ R2.
• A sequence ∆′0,∆′i1,∆′i2 ... of equilateral triangles of T which contain
the corresponding segments of α′.
• A locally isometric map ψ from ⋃∆′ij to ⋃∆ij which maps each ∆′ij
isometrically to ∆ij and which maps α
′ isometrically to α. In case the
∆′ triangles lie in the octahedral plan, ψ agrees with the map Ψ defined
above.
We get the triangles in the plane by developing X out according to the
triangle sequence. The 0th triangle in the sequence is ∆0, which we have
identified already with a particular triangle in the plane. We set ∆′0 = ∆0
and we then roll X from ∆′0 onto ∆
′
i1
in such a way that ∆i1 sits precisely
on top of ∆′i1 . And so on. This procedure is commonly called the developing
map.
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3.2 Proof of the Octahedral Plan Lemma
Let p, q ∈ X be two points with p ∈ ∆0. Let us first show that p and q are
connected by some distinguished geodesic segment. The map Ψ : P → X is
surjective so we may choose some point q′ such that Ψ(q′) = q. The region
P is star-shaped, so the line segment γ connecting p to q′ is distinguished.
Therefore Ψ(γ) is a distinguished geodesic segment connecting p to q.
Now let us show that a length minimizing geodesic segment connecting
p to q must be distinguished. Let α be a length minimizing geodesic con-
necting p to q. We adopt the notation from §3.1. In particular, i0, i1, i2, ...
is the triangle sequence. To help sort out the possible triangle sequences, we
decompose X into layers . Referring to Figure 2.1:
• Layer 0 is ∆0.
• Layer 1 is ∆1 ∪∆2 ∪∆3.
• Layer 2 is ∆4 ∪∆5 ∪∆6.
• Layer 3 is ∆7.
Corresponding to the triangle sequence, there is a sequence j0, j1, j2, ... of in-
tegers such that ∆ik is a triangle in layer jk. We call this the layer sequence.
If the layer sequence is any of 0, 1 or 0, 1, 2 or 0, 1, 2, 3 then the corresponding
∆′ triangles lie in the octahedral plan and α is distinguished. We just have to
rule out other possible layer sequences. For the pictures we draw below, the
unshaded triangles belong to the octahedral plan and the shaded triangles
do not. Also, ∆′′k will always denote a triangle in the plan that is labeled k.
There are 5 cases, depending on the length of the triangle sequence.
Cases 1 and 2: These cases are obvious. The layer sequences must be
0 and 0, 1 in these cases.
Case 3: Suppose that the triangle sequence has length 3. A geodesic seg-
ment cannot exit a triangle and return to it immediately thereafter. Thus,
the layer sequence cannot be 0, 1, 0. Since two triangles within the same layer
are not adjacent, the layer sequence cannot be 0, 1, 1. No triangle in Layer 1
is incident to the triangle in Layer 3. So, the layer sequence cannot be 0, 1, 3.
Hence, the layer sequence is 0, 1, 2.
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Case 4: Suppose the triangle sequence has length 4. We know already
that the layer sequence starts out 0, 1, 2. The only possibilities are 0, 1, 2, 3
or 0, 1, 2, 1. We just have to rule out 0, 1, 2, 1. In this case we can, by sym-
metry, assume that the triangle sequence is 0, 2, 5, 1. Figure 3.1 shows the
corresponding triangles in the plane. The triangles ∆′1,∆
′
2,∆
′
5 all share a
common vertex v, colored yellow in Figure 3.1.
Eigure 3.1: Comparing two points.
Moreover, ψ(q′) = Ψ(q′′), where q′′ ∈ ∆′′1 is the point such that q′ and q′′ are
vertices of an equilateral triangle τ centered at v. The triangle τ is colored
red in Figure 3.1. Because the blue line in Figure 3.1 separates p from the
third vertex of τ , we have ‖p − q′′‖ < ‖p− q′‖. (Equality occurs only when
both q and this vertex are on the blue line, but in this case the triangle
sequence is 0, 2, 5.) Notice that there is a shorter geodesic segment in X
connecting p to q, namely Ψ(pq′′). This is a contradiction.
Case 5A: Our argument refers to Figure 3.2. Suppose that the triangle
sequence has length 5. Then the layer sequence must be 0, 1, 2, 3, 2. By
symmetry, we can assume that the triangle sequence is either 0, 1, 5, 7, 4 or
0, 1, 5, 7, 6. In the first case, there is a vertex w common to ∆′4,∆
′
5,∆
′
7, and
a corresponding equilateral triangle τv centered at w such that q′ ∈ ∆′4 and
q′′ ∈ ∆′′4 are both vertices of τ .
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Eigure 3.2: The triangle sequence 0, 1, 5, 7, 4.
Here, again, ψ(q′) = Ψ(q′′). Once again we have ‖p− q′′‖ < ‖p− q′‖ because
the blue line in Figure 3.2 separates the third vertex of τ from p.
Case 5B: Our argument refers to Figure 2.4. Now we have the triangle
sequence 0, 1, 5, 7, 6. The yellow vertex x in Figure 2.4 is a vertex of ∆′′4.
Let ρ be the rotation by 2π/3 counterclockwise about x. We can see that
ρ(∆′6) = ∆
′′
6. We claim that Ψ ◦ ρ = ψ on ∆′6. Assume this claim for the
moment. Setting q′′ = ρ(q′) we have ψ(q′) = Ψ(q′′). The points q′ and q′′
lie on an equilateral triangle τ centered at x. The blue line, the altitude of
τ through the third vertex of τ , is disjoint from the interior of ∆0. For this
reason, ‖p− q′′‖ < ‖p− q′‖ and we get the same contradiction as above.
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Eigure 3.3: The triangle sequence 0, 1, 5, 7, 6.
It remains only to justify our claim. We have ρ = g ◦ f , where
• f : ∆′6 → ∆′′′6 is a translation.
• g : ∆′′′6 → ∆′′6 is rotation about y.
The strip containing ∆′6 and ∆
′′′
6 contains all labels except 2 and 4. It corre-
sponds to the annular subset X −∆2 −∆4. When we roll this strip out into
the plane we get an infinite strip and f is the holonomy of the strip, mean-
ing that the orbits of f correspond to the same points on X . In particular
Ψ ◦ f(q′) = ψ(q′). Finally, ∆′′′6 and ∆′′6 share the vertex y and the isometry
from ∆′′′6 to ∆
′′
6 compatible with Ψ must fix y and be orientation preserving.
Hence g is this isometry. That is, Ψ = Ψ◦g. Now we see that Ψ(q′′) = ψ(q′).
This justifies out claim.
Any triangle sequence of length longer than 5 would contain a triangle
sequence of length 5. We have just ruled this out. Hence, the only triangle se-
quences associated to length minimizing geodesic segments starting in ∆0 are
the ones which correspond to the octahedral plan. Hence, α is distinguished.
This completes the proof of the Octahedral Plan Lemma.
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3.3 Diameter Bound
In this section we prove the Diameter Lemma. The equilateral triangles tiling
X have side-length
√
3, because we have arranged that one such triangle has
vertices which are the 3 cube roots of unity. Consider the parallelogram
Π made from the union of 2 adjacent equilateral triangles of X . Since the
triangles have side length
√
3, and altitude 3/2, the long diagonal of Π has
length 3. We will also have occasion to consider the scaled-up version Π′ =√
3Π. The sides of Π′ have length 3 and the long diagonal has length 3
√
3.
To prove the Diameter Lemma, it suffices to consider the distance between
2 points p and q where p ∈ T , the fundamental domain. This is the green
triangle in Figure 3.4. Inspecting Figure 2.1 (or Figure 3.4) we can see that
d(p, q) < 3 when q ∈ ∆i for i < 7. The interesting case happens when
q ∈ ∆7. Our argument comes in two stages, corresponding to the two halves
of Figure 3.4.
Figure 3.4: Special regions of the octahedral plan.
We refer to the left side of the picture. Consider the blue-green region
BG in the central triangle ∆0. Every point in BG can be connected to every
point in the large blue triangle at the top of the picture by a line segment
of length at most 3, because all the points in question lie inside a rectangle
whose long diagonals have length 3. The same argument shows that every
point in the yellow-green region Y G can be connected to every point in the
large yellow triangle at the bottom right of the picture by a line segment of
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length at most 3. The green region is the intersection BG∩Y G. From what
we have just said, every point in the green region can be connected to any
point in the union of the big blue and big yellow triangles by a segment of
length 3. The green region is precisely the fundamental domain T .
The set of points in ∆7 represented by the union of the big blue and yellow
triangles is the complement of the set represented by the cyan triangles at
the top and the bottom of the figure at the right. Given a point in the
bottom cyan triangle, one obtaines the corresponding point in the top cyan
triangle by adding the vector (0, 3
√
3). What we mean here is that these two
points represent the same point in X . Thus we may place a scaled version
of Π, namely Π′ =
√
3Π, so that the two endpoints of the long diagonal are
corresponding points in the two cyan triangles. The right side of Figure 3.4
shows a representative placement.
By considering the extreme cases when the corresponding points are ver-
tices of the cyan triangles, we see that the translated version of Π′ always
covers the region G. (The only case without strict containment is when the
top vertex of Π′ is the left vertex of the cyan triangle.) But every point in
Π′ can be connected to one of the two endpoints of the long diagonal by a
path of length at most 3. Hence every point of T can be connected to every
point of ∆7 by a distinguished geodesic segment of length at most 3.
Now we turn to the second statement of the proof. Pairs of antipodal
cone points do have distance 3, as one can see by looking at the octahedral
plan. Inspecting the pictures in Figure 3.4 and recalling our proof, we see
that the only possible exception to our claim is that the point x is exactly 3
units from the point y. However, x is closer than 3 units to the point z, and
Ψ(y) = Ψ(z). Thus, the one apparent exception to our claim is not actually
an exception. ♠
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4 The Vertex Lemma
4.1 Dealing with the Cone Points
Goal of this chapter is to prove the Vertex Lemma from §2. We begin by
dealing with the cone points. We will always take our initial point p in the
fundamental domain T . The Octahedral Plan Lemma holds for any p ∈ ∆0
and hence it holds for any p ∈ T . Recall that Fp ⊂ X is the set of points in
X farthest from p.
Lemma 4.1 If p is a cone point of X then Fp is a single point, the antipodal
cone point. If Fp contains a cone point, then p is a cone point.
Proof: Suppose that p is a cone point. From our diameter bound, we see
that the antipodal point is the unique point ofX farthest from p. This proves
the first statement. To prove the second statement, we will show that if p
is not a cone point, then the other cone points are not the farthest points
from p. Looking at the octahedral plan, we see that the cone points of X
are represented by the vertices of the triangles in the plan. There are 3 such
vertices of the triangle ∆0, these certainly do not belong to Fp for any point
p ∈ T . The remaining vertices belong to the triangles labeled 7.
Figure 4.1: Length increasing variations
Figure 4.1 shows the octahedral plan, with one vertex of each type spe-
cially singled out. These special vertices are the cone point representatives
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which are closest to p ∈ T . When p lies in the interior of T , these points are
the unique. When p lies in the boundary of T there is sometimes another
representative that is equidistant. The way to see all this is to draw the
perpendicular bisector between a special point and any other vertex of the
same color, and to note that T and the special point lie on the same side of
perpendicular bisector in all cases.
The yellow point in Figure 4.1 is a representative point in T . The two
blue line segments indicate that the cone point represented by the white point
is not the point farthest from p. If we take nearby points along the white-
grey edge, going away from the special white point, we reach points that
are farther from p. This argument works without qualification if the special
white point is the unique representative closest to p. There is only one point
in T for which this is not the case, and this is the vertex representing the
cone point, so we can ignore it.
Figure 4.2: Length increasing variations: special case.
The case for the grey and black points works the same way, but this time
we have to be more careful about the exceptions. All the points on the edge
of T indicated in Figure 4.2 are equidistant from 2 grey points and 2 black
points, as shown in Figure 4.2. We check that the same variation, done with
respect to each of these representatives, increases distances. So, in all cases,
produce points in X that are farther from p than the given cone point. ♠
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4.2 The Three Segment Rule
The main result we prove in this section, the Three Segment Rule, is closely
related to the much more general [R1, Lemma 3], and (with a bit of auxil-
iary reasoning) a consequence of it. For the sake of completeness, we give a
self-contained proof of our result.
Definition: Let p ∈ T and q, q′ ∈ P such that Ψ(q) = Ψ(q′). We call q
respectively the superior , peer , or inferior of q′ according as the quantity
‖p − q‖ − ‖p − q′‖ is negative, zero, or positive. Also, we let F̂p denote the
set of points q ∈ P which represent points in Fp and which have no superiors.
If q1, ..., qk ∈ F̂p is a complete list of points which are all peers, we call k
the index of (p, qi). The index can range from 1 to 6.
Lemma 4.2 Suppose that q ∈ F̂p and q lies in the interior of the octahedral
plan. Then (p, q) has index at least 3.
Proof: If (p, q) has index 1, the segment pq is the shortest segment joining
p to a point in P which represents Ψ(q). By compactness, such a statement
remains true if we replace q by any point q′ sufficiently close to q. In partic-
ular, we can choose q′ to be on the line through p and q but further from p
than q. But then d(p, q′) > d(p, q) and we have a contradiction.
Suppose that (p, q1) has index 2 and q1, q2 are the two peers. There are
2 distinct triangles of P , say A1 and A2, which respectively contain q1 and
q2. These triangles may not be unique, but this does not bother us. There is
also an isometry I : A1 → A2 such that Ψ◦I1 = Ψ. The map I1 preserves the
equilateral tiling in the plane and also the white-grey-black vertex coloring.
This determines I uniquely.
Since I is color-preserving and not the identity, I(∆0) 6= ∆0. In partic-
ular, I(p) 6= p. Therefore it makes sense to speak of the angle bisector B
between p and I(p). Note that q2 ∈ B and q1 ∈ I−1(B). But if we take any
point q′2 ∈ B and set q′1 = I−1(q′2), then ‖p − q′1‖ = ‖p − q′2‖. Moreover, if
we choose q′2 sufficiently close to q2 then no other segment from p to a point
in the plan representing Ψ(q′i) is as short. But then we can choose q
′
2 nearby
q2, on at least one side of q2, such that d(p, q
′
2) > d(p, q2). Here we are just
using the fact that the function d(p, ∗) has no local minimum on B. By con-
struction d(p,Ψ(q′2)) > d(p,Ψ(q2)), and we have arrived at a contradiction. ♠
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Lemma 4.3 (Three Segment Rule) Suppose that q ∈ F̂p and q does not
represent a cone point. Then (p, q) has index at least 3.
Proof: By the previous lemma, it suffices to consider the case when q ∈ ∂P .
By hypothesis, q is not a vertex of P . We first show that (p, q) has index
at least 2. Let q1 = q. There is a length minimizing geodesic segment α
connecting p to Ψ(q1). The corresponding line segment α
′ ⊂ P is just pq1.
Let α(ǫ) be the geodesic segment in X obtained by extending α by ǫ. When
we develop α(ǫ) into the plane, the corresponding segment α′(ǫ) joins p to a
point q1(ǫ) ∈ R2 − P which lies ǫ units from q1. But the shortest geodesic
segments joining p to the endpoint of α(ǫ) are all distinguished. Hence, there
is some other point q2(ǫ) ∈ P such that ‖p− q2(ǫ)‖ < ‖p− q1(ǫ)‖.
Since X has non-positive curvature, there is a positive lower bound to
‖q1(ǫ)− q2(ǫ)‖. The point is that geodesic segments diverge at a linear rate,
so two geodesics starting p and moving in nearly the same direction cannot
both reach the same point Ψ(qj(ǫ)). Passing to a subsequence, we can take
a limit and let q2 = limǫ→0 q2(ǫ). By construction, ‖p − q2‖ ≤ ‖p− q2‖ and
Ψ(q1) = Ψ(q2). Since q1 ∈ F̂p this forces ‖p − q1‖ = ‖p − q2‖. For later
reference, we call the argument we just gave the extension argument .
Now we know that (p, q) has index at least 2. If q2 lies in the interior of P
then Lemma 4.2 finishes the proof. So, it remains to consider the case when
both q1 and q2 lie in the boundary of P . We can do all the same constructions
as in Lemma 4.2, finding distinct triangles A1 and A2 with qj ∈ Aj and the
isometry I : A1 → A2. Again, let B be the angle bisector for p and I(p). We
can extend Ψ uniquely to small neighborhoods of q1 and q2.
Let B1 = B and B2 = I
−1(B). Note that B1 coincides with the edge of
P containing q1 if and only if B2 coincides with the edge of P containing q2.
In case we have this coincidence, the same argument as in Lemma 4.2 shows
that (p, qi) has index at least 3. If B1 is transverse to the edge of P containing
q1 then B2 is transverse to the edge of P containing q2. Since I(A1) = A2
and Ψ = Ψ◦I, we see that Ψ identifies points of B1−P near q1 with points of
B2−P near q2. But now we can choose points qj(ǫ) ∈ Bj−P arbitrarily close
to qj which are identified by Ψ. By the same reasoning as in the extension
argument above, there is a point q3(ǫ) ∈ P such that Ψ(q3(ǫ)) ≤ Ψ(qj(ǫ))
and ‖p− q3(ǫ)‖ = ‖p− qj(ǫ)‖ for j = 1, 2. Taking a limit, as in the extension
argument, we produce q3 ∈ P − {q1, q2} which is a peer of q1 and q2. Hence
(p, q) has index at least 3. ♠
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4.3 The Main Argument
Now we prove the Vertex Lemma. We first remark that all the points in F̂p
belong to the union of triangles in the octahedral plan P that are labeled 7.
The reason is simply that Ψ : P → ∆ is at most 2-to-1 on the union of the
remaining triangles. So (p, q) has index at most 2 for any point q ∈ P that
does not belong to the triangles labeled 7.
We use the notation from §2.3. Let V̂p be the Voronoi decomposition of
the hexagon Ĥp made from the 6 points p0, ..., p5. Here pj = Ij(p) where
Ij : Aj → A0 is the vertex-color-preserving isometry discussed in §2.3.
Lemma 4.4 Ûp ∩ A0 is the cell of p0 in V̂p.
Proof: A point q0 ∈ A0 lies in Ûp if and only if ‖p− q0‖ < ‖p− qj‖ for each
point qj = I
−1
j (q0). But ‖p− qj‖ = ‖pj − q‖. So, q0 ∈ A0 ∩ Ûp exactly when
q lies in the Voronoi cell corresponding to p0 = p in V̂p. ♠
We set
V̂p,0 = V̂p ∩ A0, V̂p,j = I−1j (V̂p,0) (15)
The first of these sets is shown in Figure 2.3, and Figure 4.3 shows them all.
Figure 4.3: Isometric Images of the Voronoi Intersection
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Let Bj be the triangle in the plan that shares an edge with Aj. For each
j = 0, ..., 5 we decompose Bj into 2 triangles B
′
j∪B′′j by coning V̂p,j∩Bj to the
vertex of Bj opposite the edge Aj ∩Bk. This is what Figure 4.3 shows. The
two polygons B′j and B
′′
j are separated by the edge βj. Of the two polygons
in our partition of Bj , one of them, say B
′
j, can be joined to p by a segment
which does not cross βj . Also, B
′
j abuts a unique polygon A
′
j of V̂p,j. Ûp is
the union of A′0, ..., A
′
5 and B
′
0, ..., B
′
5 and the 4 triangles in the octahedral
plan nearest p. Finally, Ĉp is the boundary of Ûp. From this description, we
see that Ûp is an open solid polygon and its boundary Ĉp is a polygon in the
ordinary sense.
The interiors of the edges of Ĉp are points which have one peer and no
superiors. The vertices of Ĉp are the points which have more than one peer
and no superior. But the points of F̂p have this property. Hence, F̂p is a
union of some of the vertices of Ĉp. ♠
Remark: In Lemma 2.3 we described the construction of Ĉp in a way that
made it clear that it only depended on the set V̂p,0, but this way of describing
things somewhat obscures the seamless way that the different pieces fit to-
gether. If intersect the Voronoi decomposition V̂p not just with A0 but with
the 3 triangles surrounding A0, one of which is the triangle B0, then we repro-
duce all the pictures of Ûp∩Aj and Ûp∩Bj up to isometry. What makes this
equivalent to the coning construction given in Lemma 2.3 is that the various
bisectors go through the vertices of the equilateral tiling, as indicated by the
yellow points in Figure 2.3
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5 Structural Stability
5.1 Overview
The goal of this chapter is to prove the structural stability result discussed
in §2.3. We continue using the notation from §2.3 and from the previous
chapter. Here V̂p is the Voronoi decomposition of the hexagon Ĥp whose
vertices are p0, ..., p5. Also, we hve
V̂p,0 = V̂p ∩ A0.
As we saw in the previous chapter, the entire set Ĉp is determined from the
structure of V̂p,0.
We will show that the combinatorial structure of V̂p,0 does not change as
p varies throughout the interior T o of the fundamental domain. There are 2
main things to verify:
1. The combinatorial structure of V̂p does not change.
2. The intersection of V̂p with A0 does not change.
We call V̂p the big Voronoi decomposition. We will treat these two items in
turn, after explaining our general algebraic method.
5.2 Positive Dominance
Our verification involves showing that certain polynomials ψ : T o → R are
nonzero. We will first produce a polynomial map φ : (0, 1)2 → T o and then
consider the polynomial ψ ◦ φ : (0, 1)2 → R. We will explain a criterion
below which, if satisfied, shows that ψ ◦ φ 6= 0 on (0, 1)2. In this case, ψ 6= 0
on T . We call our criterion the positive dominance criterion.
The positive dominance criterion is rather fragile in itself. However, when
we have used it in the past, e.g. in [S1] and [S2], we have coupled it with
a recursive divide-and-conquer algorithm which makes the method powerful
indeed. We do not need this powerful algorithm here; all the polynomials of
interest to us directly satisfy the criterion. We first explain how the criterion
works for 1-variable polynomials and then we generalize it to polynomials
having arbitary many variables. We are only interested in the case of 2-
variable polynomials, but it seems that there is no harm in explaining how
the criterion works in general.
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Let
P (x) = a0 + a1x+ ...+ anx
n (16)
be a polynomial with real coefficients. Define
Ak = a0 + · · ·+ ak. (17)
We call P weak positive dominant (or WPD for short) if Ak ≥ 0 for all k and
if An > 0.
Lemma 5.1 If P is weak positive dominant, then P > 0 on (0, 1).
Proof: The proof goes by induction on the degree of P . The case deg(P ) = 0
follows from the fact that a0 = A0 > 0. Let x ∈ (0, 1). We have
P (x) = a0 + a1x+ a2x
2 + · · ·+ anxn ≥
a0x+ a1x+ a2x
2 + · · ·+ anxn =
x(A1 + a2x+ a3x
2 + · · · anxn−1) = xQ(x) > 0
Here Q(x) is weak positive dominant and has degree n− 1. ♠
Now we go to the higher dimensional case. We consider real polynomials
in the variables x1, ..., xk. Given a multi-index I = (i1, ..., ik) ∈ (N ∪ {0})k
we let
xI = xi11 ...x
ik
k . (18)
Any polynomial F ∈ R[x1, ..., xk] can be written succinctly as
F =
∑
AIX
I , AI ∈ R. (19)
If I ′ = (i′1, ..., i
′
k) we write I
′ ≤ I if i′j ≤ ij for all j = 1, ..., k. We call F weak
positive dominant if ∑
I′≤I
AI′ ≥ 0 ∀I, (20)
and An,n > 0 for sufficiently large n. We put it this way so that we don’t
have to worry precisely about the index n. Eventually these sums stabilize.
Lemma 5.2 If P is weak positive dominant then P > 0 on (0, 1)k.
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Proof: The 1 variable case is Lemma 5.1. In general, we write
P = f0 + f1xk + ...+ fmx
m
k , fj ∈ R[x1, ..., xk−1]. (21)
Let Pj = f0 + ... + fj . Since P is weak positive dominant, we get that Pj
is weak positive dominant for all j. By induction on k, we get Pj ≥ 0 on
(0, 1)k−1. But now, if we hold x1, ..., xk−1 fixed and let t = xk vary, the
polynomial g(t) = P (x1, ..., xk−1, t) is weak positive dominant.. Hence, by
Lemma 5.1, we get g > 0 on (0, 1). Hence P > 0 on (0, 1)k. ♠
Our criteria are not directly suited to the triangle T o, so we explain a
convenient map from (0, 1)2 to T o. Before defining the rather complicated
formula we explain the simple idea behind it. The map (x, y)→ (x, xy) maps
the square [0, 1]2 to the triangle with vertices (0, 0), (1, 0) and (1, 1). Our
map is the composition of this map with a suitable linear transformation.
We define
(x, y) = φ(a, b) =
(
a+
1
4
(1− a)b,
√
3
4
(1− a)b
)
. (22)
Given a polynomial ψ(x, y), we just plug in the formula for x and y above
and we get a function on (0, 1)2. The map φ is not a homeomorphism but
we do not care. It is a continuous, surjective, polynomial map.
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Consider the following list of polynomials.
a
b
−a + 1
a+ 1
1− b
4− b
a2 − 2a + 1
−−−−−−−−−−−−
−ba + 2a+ b
−ba + 4a+ b+ 8
ba− 4a− b+ 10
−ba + a+ b+ 5
−ba + a+ b+ 2
ba− a− b+ 4
−ba − 2a + b+ 8
ba + 2a− b+ 4
−ab2 + b2 + 2ab+ 4b− 4a + 4
ab2 − b2 − 2ab+ 2b+ 4a+ 8
−b2a2 + 2ba2 − 4a2 + 6ba + b2 − 8b+ 16
−b2a2 + 2ba2 − 4a2 − 2b2a + 4ba+ 4a + 3b2 + 6b
b2a2 − 2ba2 + 4a2 − 4b2a+ 8ba + 8a+ 3b2 + 6b
b2a2 − 2ba2 + 4a2 − 2b2a− 2ba + 16a+ b2 + 4b+ 4
b2a2 − 2ba2 + 4a2 − 2b2a + 4ba− 20a+ b2 − 2b+ 28
−b2a2 + 2ba2 − 4a2 + 2b2a− 4ba + 8a− b2 + 2b+ 8
b2a2 − 2ba2 + 4a2 − 2b2a+ 4ba + 16a+ b2 − 2b+ 28
a2b3 − 2ab3 + b3 − 2a2b2 − 2ab2 + 4b2 + 4a2b− 8ab+ 4b+ 24a
−a2b3 + 2ab3 − b3 + 2a2b2 − 4ab2 + 2b2 − 4a2b− 16ab+ 8b+ 24a
All the polynomials above the dashed line are manifestly positive on (0, 1)2.
Using Mathematica [Wo] we check that the remaining polynomials on the
list are all weak positive dominant. Hence all the polynomials on the list
are nonzero on (0, 1)2. We let U denote the set of polynomials whose non-
constant factors belong to the list above. The set U is our little universe of
“certified polynomials”. Note that polynomials in U do not vanish on (0, 1)2
but they could take on either sign because the constant out in front could be
negative.
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5.3 Stability of the Big Voronoi Decomposition
Referring to Figure 2.3, the triple points in the Voronoi decomposition of H
correspond to the triples 012, 025, 235, and 345. Thus, for instance, one of the
triple points is equidistant from p0, p1, p2, and these are the closest vertices
of H to the given point. One finds the edges of the Voronoi decomposition
by taking 2-element subsets of these triples.
Say that a quad is a quadruple of indices ijkℓ such that that some point is
equidistanct from pi.pj , pk, pℓ. In this case, the 4 points are cocircular. This
is defined relative to the initial choice of p = p0.
Since H is strictly convex, two parallel bisectors are disjoint. So, only
non-parallel bisectors can intersect. This means that the combinatorial type
of the Voronoi decomposition of H can change only if there is some choice of
p in the interior of T for which some quad exists and is obtained by adding
some index to one of the triples above. There are 9 possibilities, namely
0123, 0124, 0125, 0235, 0245, 0345, 1235, 1345, 2345.
If no such quad arises for choice of p then Item 1 above holds.
One could probably settle this geometrically, but we will give an algebraic
proof. We first describe the isometries the points p1, ..., p5 as functions of p0.
Taking
√−3 to be the root with positive imaginary part, we define
T (i1, j1, i2, j2; z) = w(i1, j1)z + w(i2, j2), w(i, j) =
i+ j
√−3
2
. (23)
We have
1. p1 = T (−1,+1,+3,−1; p).
2. p2 = T (−1,−1,+9,+1; p).
3. p3 = T (+2,+0,+9,+3; p).
4. p4 = T (−1,+1,+3,+5; p).
5. p5 = T (−1,−1,+0,+4; p).
The spurious (+) signs are introduced to make the typesetting nice.
Given 4 distinct points z1, z2, z3, z4, consider the quantity
f(z1, z2, z3, z4) = Im
(
(z1 − z2)(z3 − z4)(z1 − z3)(z2 − z4)
)
(24)
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This quantity is a positive real multiple of the imaginary part of the cross
ratio of the 4 points, and hence vanishes if and only if these points are co-
circular.
We write p0 = x+ iy, then define the 9 functions
Tijkℓ = f(pi, pj, pk, pℓ) ◦ φ, (25)
Where φ is as in Equation 22. This gives functions in the variables (a, b).
Using Mathematica [Wo] we check that all the polynomials belong to U and
hence do not vanish on (0, 1)2. This proves that the big Voronoi decomposi-
tion is stable.
5.4 Stability of the Intersection
Now we explain why the intersection of the big Voronoi decomposition with
the triangle A0 is stable. For the choice of p we have plotted, we see that all
the triple points lie inside the interior of A0. Our intersection remains stable
as long as the triple points remain this way. In other words, we just have
to check that there is no choice of p ∈ T o which leads to one or more triple
point lying on the boundary of A0.
This check could be done geometrically. To illustrate this, we will give a
geometric argument that the triple point (345) remains inside A0.
Lemma 5.3 (345) lies in the interior of A0 for all choices of p ∈ T o.
Proof: Our argument refers to Figure 3.4. Rotation by 2π/3 clockwise about
the yellow point closest to p4 and p5 maps p4 to p5. Hence the bisector (45)
intersects A0 beneath the top vertex of A0 and indeed never touches this
top vertex. At the same time, the bisector (34) enters A0 through the top
vertex and does not coincide with either the top or left side of A0. Hence
the triple (345) is disjoint from the top and right side of A0. Every point on
the bottom edge of A0 is manifestly closer to every point in the blue triangle
B0 containing p0 than it is to any point in the blue triangle containing p4.
Hence the triple point (345) never lies on the bottom edge of A0. ♠
Similar geometric arguments, more or less elaborate, deal with the re-
maining 3 points. Rather than continue in this geometric vein, however, we
continue algebraically because for later calculations we want formulas for the
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triple points. We find these formulas by computing the various bisectors for
our points p0, ..., p5 and then finding the intersection of these bisectors. For
instance, (012) is the intersection of the bisector (01) with the bisector (02).
Here are the formulas.
t1 = (012) =
3
√
3x2−6yx−11
√
3x+21y+5y2
√
3+8
√
3
2(
√
3x2−3
√
3x+3y+y2
√
3+2
√
3)
+ I 3x
2−2
√
3yx−15x−3y2−
√
3y+12
2(
√
3x2−3
√
3x+3y+y2
√
3+2
√
3)
t2 = (025) =
2
√
3y2+2xy−3y+3x
√
3−8
√
3
2(y+x
√
3−2
√
3)
+ I 2y
2−2
√
3xy+3
√
3y+3x−12
2(y+x
√
3−2
√
3)
t3 = (235) =
√
3y2+xy+3y+3x
√
3+2
√
3
y+x
√
3+
√
3
+ I y
2−
√
3xy+6x+3
y+x
√
3+
√
3
t4(345) =
3
√
3x2+8
√
3x−3y+y2
√
3+4
√
3√
3x2+3
√
3x−3y+y2
√
3+2
√
3
+ I 6x
2+2y
√
3x+15x+6y2−2
√
3y+6√
3x2+3
√
3x−3y+y2
√
3+2
√
3
The vertices of A0 are
v1 = 1 + i
√
3, v2 =
5
2
+
3i
√
3
2
v2 =
5
2
+
i
√
3
2
For any complex numbers z1, z2, z3, the expression
f(z1, z2, z3) = Im((z1 − z2)(z1 − z3)
vanishes if and only if the three points are collinear. We consider the 12
functions
f(vi, vi+1, tj), i = 1, 2, 3, j = 1, 2, 3, 4,
with indices taken mod 4 in the first argument. We make the change of
variables in Equation 22, and then use Mathematica [Wo] so see that all the
functions we get belong to U . This completes the proof.
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6 The End of the Proof
6.1 The Competition between Triple Points
We keep the notation from the previous chapter. In this first section we make
3 calculations concerning the triple points of the big Voronoi decomposition
studied in the last chapter. Once again, we use Mathematica [Wo] for these
calculations. For convenience, we summarize our conclusions before making
the calculations. Let J be the curve from the Main Theorem.
1. For any p = p0 ∈ T o, the point (012) is closer to p0 than is (025).
2. For any p = p0 ∈ T o, the point (345) is closer to p3 than is (235).
3. If p ∈ T o lies to the left of J then (025) is closer to p2 than is (235).
4. If p ∈ T o lies to the right of J then (235) is closer to p2 than is (025).
5. If p ∈ J then (025) and (235) are equidistant to p2.
To establish these results, we consider the following functions.
F1 = |(025)− p0|2 − |(012)− p0|2,
F2 = |(235)− p3|2 − |(345)− p3|2,
F3 = |(025)− p3|2 − |(235)− p3|2.
(26)
For F1 and F2 we make the change of variables from Equation 22 and
we get two rational functions on (0, 1)2. We find that the numerators of
these two rational functions belong to U and hence do not vanish in (0, 1)2.
The denominators of F1 and F2 cannot vanish on (0, 1)
2 because then our
functions would be unbounded. We know that this is not the case; the
functions are always less than 3. Hence F1 and F2 do not vanish on (0, 1)
2.
We check that
F1(1/2, 1/2) =
896077
179766
> 0, F2(1/2, 1/2) =
2061
1960
> 0.
Hence F1 and F2 are positive on (0, 1)
2. This gives us Conclusions 1 and 2
above.
For the function F3 we do not make the variable change in Equation 22.
Rather, we compute the function in terms of x and y. We have
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F3 = − 18F4(√
3x+ y − 2√3)2 (√3x+ y +√3)2 ,
where
F4 =


3x5 − 6x4 − 9x3 + 15x2 − 3x
3
√
3x4 − 4√3x3 − 6√3x2 − 3√3x+√3
2x3 − 6x2 + 15x− 2
2
√
3x2 − 2√3
4− x
−√3


·


1
y
y2
y3
y4
y5


None of the factors of F3 vanishes on T
o except F4. Using Mathematica to
solve the equation F4 = 0 for y in terms of x, we find that the solutions are
y =
x− 1√
3
, y =
√
3x, y =
1√
3
(
1− x− ωk((2 + x)(5 − 2x)(1− 4x))1/3
)
.
Here ω = exp(2πi/3) and k = 0, 1, 2. Of these solutions, only one of them
intersects T o, and that is the big solution for k = 0. This is precisely the
function in Equation 4, the one which defines the curve J from the Main
Theorem. Using this calculation, and one additional calculation to check
which side of J corresponds to (235) and which side corresponds to (025),
we get Conclusions 3,4,5 above.
6.2 The Interior Case
Now we prove all parts of the Main Theorem that concern points in the
interior T o of the fundamental domain. As discussed in §2.4, the conclusion
from the calculations in the previous section is as follows.
• If p lies to the left of J then F̂p = 〈025〉.
• If p lies to the right of J then F̂p = 〈235〉.
• If p lies on J then F̂p = 〈025〉 ∪ 〈235〉.
This tells us the map F on T o. It only remains to translate this knowledge
into the terms of the Main Theorem.
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Letting ω = exp(2πi/3), consider the map
α0(z) = ω(2− i
√
3− z). (27)
The map α0 has the propery that α0(A0) = ∆0 and Ψ◦α0 = A◦Ψ. Here A is
the antipodal map. Referring to Figure 2.1 the map α0 carries A0, the upper
right triangle labeled 7, to the central triangle ∆0 in a way the preserves the
vertex coloring. We found the formula for α0 using these properties.
Let f = FA be the composition of the farpoint map F with the antipodal
map A. When p lies in T o and to the left of J , the point f(p) is the image
of (025) under α0. We compute explicitly that this is exactly the map given
in Equation 5. When p lies in T o and to the right of J , the point f(p) is the
image of (235) under α0. We compute explicitly that this is exactly the map
given in Equation 6.
6.3 The Boundary Cases
Here we treat the boundary cases in somewhat more detail than we did in
§2.4.
Suppose p lies in the bottom edge of T . This is the line segment con-
necting 0 to 1 in C. In terms of our (a, b) parametrization, this corresponds
to the case b = 0. Given that this is a limiting case of the structurally sta-
ble case we have already considered, the big Voronoi decomposition does not
have any completely new vertices. That is, any vertex is simply a limit of one
of the 4 we have already seen. Referring to Equation 26, the two functions
F1 and F2 vanish when b = 0. This means that the triple points (012) and
(025) coalesce and the triple points (235) and (345) coalesce. (One can also
deduce this from symmetry.) At the same time. the polynomial F3 extends
to ∂T and so does the subvariety J where F3 vanishes. So, the triple points
(025) and (235) remain distinct and their relative distances to p3 is the same
as for the interior points. Hence, the same formula for f = AF extends to
this boundary component of T .
Finally, consider the portion of ∂T which we call ∂∞T . Here we want to
prove that f is the identity, which is the same as saying that Fp = {A(p)}
the point antipodal from p. We first make a general remark. If {pn} ∈ T 0 is
a sequence converging to p ∈ ∂∞T , then |f(pn)− pn| → 0. This follows from
Equations 5 and 6, which we have already established on T 0. This implies
that Fp must contain A(p). Otherwise, there is some other point of X further
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from p than A(p), and eventually this point would be further from pn than
A(f(pn)) = F (pn), which is contradiction. So, we know that Fp contains
A(p). To finish the proof we just have to show that Fp only contains one
point.
By continuity, Fp must be a a union of the sets 〈ijk〉, where we have the
same triples as above. The only difference is that some of these triple points
might be identical to each other. Suppose p lies in the right edge of T . In
terms of our (a, b) parametrization, this corresponds to the case b = 1. In
this case we have
F1(a, 1) =
3
2
(1 + a)2, F2(a, 1) =
3
2
(1− a)2, F3(a, 1) = 0.
So, the same argument as above eliminates the sets 〈012〉 and 〈345〉 from
consideration. Since F3(a, 1) = 0, we the two triple points (025) and (235)
coalesce into the quadruple poont (0235). In this case Fp = Ψ(0235), and
this point necessarily is A(p).
When p lies in the left edge of T the analysis is essentially the same. In
terms of our (a, b) parametrization, this corresponds to the case a = 0. In
this case we have
F1(0, b) = F2(0, b) = −b (b
4 − 4b3 + 24b2 − 40b− 224)
2 (b2 + 8)2
, F3(0, b) = 0.
The same argument as in the previous case shows Fp = Ψ(0235) = A(p).
We have finished all the details in the proof of the Main Theorem. We
are done.
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