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Rheology of phosphonium ionic liquids: a
molecular dynamics and experimental study
Sten Sarman, *a Yong-Lei Wang, ab Patrick Rohlmann, c
Sergei Glavatskih cd and Aatto Laaksonen ae
We have studied the rheological behavior of the ionic liquid trihexyl(tetradecyl)phosphonium bis(mandelato)-
borate, [P66614][BMB], and compared it with that of another ionic liquid, namely trihexyl(tetradecyl)-
phosphonium chloride, [P66614][Cl]. The non-halogenated [P66614][BMB] has been selected as it is known to
provide enhanced lubrication performance and is, consequently, of technological importance. The ionic
liquid [P66614][Cl], despite its relatively simple anion, exhibits viscosities very similar to those of [P66614][BMB],
making it an excellent reference fluid for the modeling study. The viscosities of the ionic liquids have been
obtained by equilibrium atomistic simulations using the Green–Kubo relation, and by performing non-
equilibrium shear flow simulations. The influence of the simulation system size and a reduction of the
atomic charges on the viscosities of the ionic liquids are systematically studied. The atomic charges are
reduced to mimic the temperature dependent charge transfer and polarization effects. It has been found
that scaling the point charges with factors between 0.60 and 0.80 from full ion charges can provide
reliable viscosities of [P66614][BMB], consistent with the experimentally measured viscosities within the
studied temperature interval from 373 to 463 K. The viscosities of [P66614][Cl] have been obtained with
scaling factors between 0.80 and 1.0 reflecting the lower polarizability and charge transfer effects of the
chloride anion.
1. Introduction
Ionic liquids (ILs) are rather complex molecular salts composed
of bulky, asymmetric and flexible organic molecular cations
and weakly coordinating organic or inorganic anions. Their
melting points are low, i.e. 100 1C or less, due to low lattice
energies and high (conformational) entropies. The ionic compo-
nents interact via both strong long-ranged Coulombic forces and
short-ranged van derWaals forces. The conformational flexibility of
the sizable cations can be very large and voluminous. They do not
always exist as pure isotropic homogeneous liquids but rather show
distinct heterogeneous local ordering such as micellar or smectic
phases.1,2 Their interactions with themselves and with diﬀerent
materials and nanoparticles are highly complex. The dynamic
behavior of the ILs is slow and heterogeneous,3,4 often containing
several motional modes,5,6 which leads to long relaxation times.
Their structure and dynamics change easily with temperature,
concentration, co-solvents and pH value. Therefore, the ILs are
molecular systems that are diﬃcult to study, both experimentally
and theoretically.7
The ionic nature of the ILs makes them very attractive
candidates for many energy related applications8 such as fuel
and solar cells, supercapacitors and high-energy electrochemical
devices. Lubrication is another key application, where the ILs have
the potential to significantly enhance the energy eﬃciency. Unlike
conventional lubricants, the ionic systems are electrically conduc-
tive andmay providemore eﬃcient interactions with the lubricated
metal surfaces, which are usually electron deficient as a result of
rubbing. Anions move to the positively charged surfaces forming
boundary films capable of reducing friction and wear. This also
creates a possibility of active friction control9–11 by changing the
surface charge and the boundary layer structure and
composition.12 Ion dynamics depends on the IL viscosity but it
remains unclear whether or not it is possible to control the IL
rheology by an electric field.13 It is, however, possible to signifi-
cantly vary the viscosity of the IL by proper selection of the cations
and anions. A great advantage of the ILs is their inherent func-
tional tunability, based on the large number of possibilities to
combine the cations with different organic moieties with different
anions. At the same time, the ions can be further functionalized
by changing specific atoms in the constituent cations or anions.
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So far many studies have been undertaken on, among other
substances, tetrafluoroborate and hexafluorophosphate anions.14
However, these halogen-containing ions react easily with water
leading to corrosion due to formation of hydrogen halides. There-
fore, non-halogenated ILs have been preferred in later studies on
lubrication applications.15–17 Since many non-halogenated phos-
phorus and boron containing ILs show low friction and wear
performance and thus are of technological importance, we have
selected the IL trihexyl(tetradecyl)phosphonium bis(mandelato)-
borate, [P66614][BMB], for our study.
A number of works on the rheology and viscosity of ILs have
been reported during the last fifteen years.18–36 In most cases,
the ILs have been composed of a cation consisting of an
imidazolium based core substituted with alkyl chains. These
cations have been combined with a wide range of anions such
as tetrafluoroborate, hexafluorophosphate, methylsulfate, tri-
fluoromethylsulfonate, acetate, trifluoroacetate, and bis(trifluoro-
methylsulfonyl)amide. There is also one work where the
imidazolium core has been replaced by other heterocyclic rings,
for example, pyrrolidine, pyridine, piperidine, morpholine,
ammonium and phosphonium.21 Another study has reported
modeling results for a liquid composed of 1,3-dimethyl-
imidazolium cations and bis(trifluoromethylsulfonyl)imide
anions.37 The viscosities have been evaluated by equilibrium
Green–Kubo relations, the Mu¨ller Plathe method and by direct
simulation of a liquid in a narrow slit with walls consisting of
FeO. These methods yielded the same equilibrium viscosity and
the two latter methods gave consistent results in the non-
Newtonian shear thinning regime, even though image charges
were not taken into account.
However, the molecules, that we intend to study in the
present work with an alkylated phosphonium cation and a
substituted borate anion, are considerably larger, whereby the
relaxation times become much longer, so that appreciably
longer simulations are needed. Moreover, in order to ascertain
that the estimates of the viscosities are correct we are going to
evaluate them both by Green–Kubo relations and by performing
shear flow simulations using the SLLOD equations of motion.
According to linear response theory, these two methods should
give exactly the same results in the linear or Newtonian regime.
To provide further insight in the structure–viscosity correlations,
the IL trihexyl(tetradecyl)phosphonium chloride, [P66614][Cl] has
been selected for comparison as it exhibits similar viscosities as
[P66614][BMB] despite the significantly smaller anion.
2. Theory, ionic model, simulation
methodology, and measurement
procedure
2.1 Simulation algorithms for the viscosity
There are a few diﬀerent methods available for the evaluation of
the viscosity. They include equilibrium methods such as the
Green–Kubo relation20,24,25,31–33,35,36 and the corresponding
Einstein relation,21–23,29,34 i.e. the integrated Green–Kubo
relation, and non-equilibrium methods such as direct shear
flow simulations using the SLLOD equation of motion,21 sinu-
soidal velocity profiles18 and the Mu¨ller-Plathe method.26–28,30
These methods have been used on a large scale to evaluate the
viscosity of nonpolar models of alkanes38,39 and they have also
been generalised to ILs.21,23,27 So far they have predominantly
been applied to imidazolium-based compounds with a com-
paratively low viscosities and short relaxation times. In this
work, on the other hand, we intend to evaluate the viscosity of
compounds based on tetraalkylphosphonium since they,
among other useful properties, show very good lubricating
performance. However, these molecules are much larger and
have considerably longer relaxation times than previously
studied molecules. Therefore, larger computational resources
are needed and special attention must be paid to the simula-
tions algorithms used to evaluate the viscosities.
More specifically, we are going to apply the Green–Kubo
relation because it gives the exact viscosity in the linear or
Newtonian regime and it is easy to implement in an existing
molecular dynamics simulation code. The only drawback is
that the time correlation functions of the shear stresses of the
ILs converge very slowly so that much longer simulations are
needed to evaluate their viscosities compared to those of
Lennard-Jones liquids or of nonpolar alkanes. The Green–Kubo
relation for the viscosity can be expressed as:
Z ¼ V
10kBT
ð1
0
dt rsðtÞ : rsð0Þh ieq; (1)
where V is the volume of the system, kB is Boltzmann’s
constant, T is the absolute temperature, rs = (1/2)(r + rT) 
(1/3)Tr(r) is the symmetric traceless part of the stress tensor
and the subscript ‘eq’ denotes that the average is evaluated in
an equilibrium ensemble. Note that the time correlation func-
tions of the normal stress differences, which are equivalent to
shear stresses, are included in this integral. This gives another
two independent signals that reduce the statistical noise.
Since the relaxation times are very long it could be diﬃcult
to determine whether the Green–Kubo integrals have converged.
Therefore, we will cross-check the results by performing shear flow
simulations applying the SLLOD equations of motion.40,41 Then a
streaming velocity, u = _gzex, i.e. a velocity in the x-direction varying
linearly in the z-direction, is added to the ordinary Newtonian
equations of motion,
_qia ¼
pia
ma
þ _gexzia (2a)
and
:pia = Fia  _gexpiaz  zpia, (2b)
where pia and qia are the linear momentum relative to the
streaming velocity and the position of atom a of molecule i, _g is
the velocity gradient or shear rate,ma is the mass of atom a, and
z is a thermostatting multiplier removing the excess heat
generated by the shear field. The algebraic expressions for this
multiplier can be selected in a few diﬀerent ways depending on
the desired ensemble. These eqn (2a) and (2b) drive a shear
flow, which is similar to the flow in a macroscopic viscometer,
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so we actually have a theoretical viscometer. By applying the
Lees–Edwards sliding brick boundary conditions41 the edge
effects vanish and it is actually a small homogeneous volume
of shearing liquid in a large surrounding homogeneous volume
of shearing liquid that is simulated. The viscosity, Z, is obtained
as the ratio of the shear stress, szx
s, and the velocity gradient,
Z ¼ lim
t!1 lim_g! 0
sszx= _g
 
: (3)
By using linear response theory it can be proven that this
relation gives exactly the same result for the viscosity as the
Green–Kubo relation (eqn (1)) in the limit of zero shear rate, so
that an important cross-check is provided. Moreover, the
SLLOD equations of motion are an exact description of adiabatic
planar Couette flow and they are also a good approximation of
non-Newtonian flow at high shear rates.
2.2 Ionic models, polarization and charge transfer eﬀects
The molecular structures of the studied ILs, trihexyl(tetradecyl)-
phosphonium bis(mandelato)borate, [P66614][BMB], and trihexyl-
(tetradecyl)phosphonium chloride [P66614][Cl], are shown in Fig. 1.
The ionic groups are represented by an atomistic force field model
where the atoms in the molecules are treated like Lennard-Jones
interaction sites decorated with full or partial electrostatic charges
and the intramolecular interactions include bond stretching,
covalent angle bending and torsional angle potentials. The
cross-interaction parameters between unlike atoms are given
by the Lorentz–Berthelot combining rules. The actual numerical
values of the atomistic force field parameters for the [P66614]
+
cation and [BMB], and [Cl] anions were taken from a system-
atically developed force field in our previous works,6,42 where both
inter- and intra-molecular interaction parameters were refined to
achieve a quantitative description of the intermolecular ionic
structures obtained from quantum chemistry ab initio calculations,
and adapted to fit vibration frequency data derived from experi-
mentally measured data.16
Special attention is paid to the atomic partial charges since
they are highly important parameters but there is no unique
way of determining them as they are not quantum mechanical
observables. In the case of ILs it was observed already in the
early simulations43,44 that keeping full 1.0 charges for the
ionic species would, in most cases, produce a far too viscous
liquid where the molecules diﬀuse too slowly. This is due to the
intrinsic nature of the bulky molecular ions getting easily
polarized and also allowing a certain degree of charge transfer
between the ions when they are close to each other, so that the
ion charges are spread out. This problem could in principle be
handled by applying an ab initio simulation scheme where the
electrons adapt to arbitrary configurations including those with
a high degree of structural heterogeneity. Unfortunately, it is
not feasible to apply this method in practice because it requires
vast computational resources. A more approximate but less
computationally demanding approach is to treat the polariz-
ability explicitly in the atomic potentials used in atomistic
simulations by using polarizable force fields.19,21,45 There are
several ways to determine the atomic polarizability. The
designed regression and similar statistical approaches can predict
the atomic polarizability based on the molecular topology assuming
that the polarizabilities of the neighboring atoms do not interact
with the target atom.46 In more sophisticated methods the atomic
coordinates are used to compute averaged polarizabilities for
important chemical elements including the influence from vicinal
atoms via dipole–dipole tensors,47,48 or the distributed polarizability
model49 and a general automatic atomic model parametrization
procedure50 could be used. However, even this simpler method is
computationally too demanding for the complex ILs considered in
this study, so it cannot be used for the evaluation of the viscosity.
Fortunately, there is one last remaining approximate solution to
estimate the effect of polarization and charge transfer, namely by
scaling or reducing the electrostatic point charges decorating the
Lennard-Jones interaction sites representing the atoms in the
molecules. This downscaling of the partial charges is justified by
the fact that the net charges of the cations and anions yield
fractional values in quantum chemical calculations of single ion
pairs.51 In principle, the fractional charges in quantum chemical
calculations of single ion pairs arise from the overlap of diffusive
wave-functions and subsequent assignment of electron density to
the cationic/anionic part based on the algorithm of partial charge
methods, such as ChelpG and the restraint electrostatic potential
fitting approach.52,53 In the simplest case, an ad hoc scaling of all the
charges is performed which often results in a good agreement with
experiments. A more rigorous scaling of charges can be achieved by
taking liquid configurations from atomistic simulations to calculate
Fig. 1 Molecular structures of the [P66614]
+ cation, [BMB] anion and [Cl]
anion studied in this work.
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a new set of charges in a repeated procedure until some form of
self-consistency is reached.44 Although the changes in the thermo-
dynamic and structural properties are normally very small upon
adjusting the charges, the effects on the transport properties are
often significant.
In most simulation studies of ILs with atomistic force fields,
where a uniform charge reduction was done, the scaling of charges
to roughly 0.80 did work very well to shift the diﬀusion coeﬃcients
reasonably close to the experimental values at some parts of the
temperature intervals considered in the investigations.54,55 Clearly
this is a very approximate solution to the problem. First, scaling all
the charges uniformly is an ad hoc procedure. Secondly, there are
all the other force field parameters originally adjusted together
with the rigid point charges. Thirdly, the factor around 0.80 is by
no means universal even if it appears to have been working in
many of the most common and simpler ILs. Fourthly, the charge
polarizability of the ions may depend on the temperature and thus
the scaling factor too.
2.3 Atomistic simulation details
Atomistic simulations were performed by using the GROMACS
5.0.4 package56 with standard cubic periodic boundary condi-
tions in the equilibrium simulations and with Lees–Edwards
sliding brick boundary conditions in the non-equilibrium shear
flow simulations. The equations of motion were integrated
using the velocity Verlet algorithm with a time step of 0.5 fs.
The cutoff distance of the van der Waals interactions and
the electrostatic interactions in real space between the atom-
centered point charges was set to 1.44 nm. The Particle-Mesh
Ewald method was used to handle the long-range electrostatic
interactions in reciprocal space with a grid spacing of 0.12 nm
and an accuracy of 106. The bulk IL simulation system was
first energetically minimized using the steepest descent
method, and then annealed gradually from 1200 K down to
the target temperatures within 10 ns maintained using a Nose´–
Hoover thermostat and a Parrinello–Rahman barostat under
a pressure of 1 atmosphere with time coupling constants of
200 and 500 fs, respectively. Thereafter, all the IL simulation
systems were equilibrated for 50 ns before the production runs.
Most of the simulations of [P66614][BMB] were carried out for a
system consisting of 96 ion pairs with a time-step of 0.5 fs,
whereas 256 ion pairs and a time step of 1.0 fs were used for
[P66614][Cl]. At each state point 8 parallel simulations from
different start configurations were independently performed
and averaged during 400 ns. The upper limit in the Green–Kubo
integral was 8 ns. This gave a relative error of about 10% or less
in the viscosities. In order to examine the system size effects,
some simulations of [P66614][BMB] were performed with 735 ion
pairs with 20 parallel simulations from different starting con-
figurations with a length of 160 ns each. We also performed a
simulation of a large system consisting of 6000 ion pairs along
a single trajectory of a length of 120 ns.
2.4 Ionic liquids and experimental measurement procedure
Trihexyl(tetradecyl)phosphonium bis(mandelato)borate, [P66614]-
[BMB], was synthesized as previously reported.16 The water content
was determined by an indirect Karl Fischer titration method after
drying the IL in a vacuum oven for 72 hours at 333 K. The
measured water contents of [P66614][BMB] was 0.1 percent by
weight. The IL [P66614][Cl], purchased from Cytec Industries Inc.,
was used as received. The rheological measurements were per-
formed with HR2 and HR3 rheometers (TA Instruments, USA).
A parallel plate configuration, with a stainless steel upper plate of
20 mm in diameter, was used. A Peltier element, located under the
bottom stainless steel plate, made it possible to actively control the
temperature of the tested liquid. The rheometers were calibrated
using a calibration oil. Prior to each measurement, the plates were
cleaned with isopropanol and ethanol and then dried under air
flow. The viscosity measurements were conducted over a tempera-
ture range from 323 K to 473 K with steps of 10 K.
3. Results and discussion
Since the viscosity of a complex system, such as the tetraalkyl-
phosphonium based ILs, has never, to our best knowledge,
been evaluated by atomistic simulations, we first evaluate the
dependence of the viscosity of [P66614][BMB] on the simulation
system size, and verify that a proper simulation system is used
to obtain reliable computed viscosities. The eﬀect of the charge
scaling factors on the viscosities of [P66614][BMB] and [P66614][Cl]
are systematically studied at diﬀerent temperatures, and the
computed viscosities are compared with the experimentally mea-
sured viscosities. The computed viscosities, estimated from
nonequilibrium shear flow simulations, are also compared with
those obtained from equilibrium simulations using the Green–
Kubo relation as well as with the experimentally measured
viscosities.
3.1 System size eﬀect
The values of many thermodynamic, structural and transport
properties estimated by molecular dynamics simulations may
be dependent57 on the size of the simulated system. Thus, it is
desirable to use a large system not least for the ILs due to their
long range correlations and inherently heterogeneous structure
and dynamics.58,59 However, the fluctuations decrease with the
system size, which means that more memory and longer
computation times are needed to evaluate the Green–Kubo
relations for the shear viscosity. Therefore, it is desirable to
use a small system. In order to determine the smallest system
size that still yields reliable results it is suitable to perform
exploratory simulations of a few systems of different sizes and
to compare the results.
In the present work three simulation systems composed of
96, 735 and 6000 [P66614][BMB] ion pairs, respectively, were
constructed, and the corresponding shear viscosities were
calculated at diﬀerent temperatures using the Green–Kubo
relation and shear flow simulations. The obtained simulation
results are shown in Tables 1 and 3. The shear viscosities for
[P66614][BMB] estimated from the small simulation system
consisting of 96 ion pairs with a charge scaling factor, s, of
either 0.80 or 0.60 at temperatures between 423 and 463 K, are
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consistent with those obtained from the large simulation
system composed of 735 ion pairs at the same temperature
and with the same charge scaling factors. The Green–Kubo
relations do not converge for the largest system but the visco-
sities obtained by the shear flow simulations agree with those
of the smaller systems.
These calculations do not necessarily prove that there is no
system size dependence of the shear viscosities of [P66614][BMB],
since the systems studied are still small compared to macroscopic
systems. However, the results for the systems of 96 ion pairs agree
within relative errors of 15 percent or less with the results for the
system of 735 ion pairs and within 25 percent or less with the
results of the largest system. The viscosities at the shear rates of
97.7  106 and 19.5  106 s1 are about 20 percent lower in the
largest system than in the two smaller systems. This is partly due
to system size dependence and partly due to the fact that the onset
of shear thinning may take place at slightly lower shear rates in
larger systems. Therefore, the error is not too large if we use 96 ion
pairs, which have been used unless otherwise mentioned. It
should be noted there are some recent works35,36 where reasonably
accurate viscosities are obtained by using systems of 200–300 ion
pairs. Finally, it should be noted that the charge scaling factors,
used to compensate for the polarizability and the charge transfer
in the present work and in the mentioned references to some
extent compensate for the system size dependence as well.
3.2 Charge scaling factors
It has been shown in earlier works that downscaling the partial
charges on the atoms is an eﬀective way to account for
polarization eﬀects and charge transfer among molecular ions
and thereby improve the reliability of the calculations of trans-
port coeﬃcients and other dynamic properties of the modeled
IL systems.44,54,55 Herein we consider two charge scaling factors,
s = 0.80 and 0.60, for [P66614][BMB]. For [P66614][Cl] a charge scaling
factor of 0.80 and the standard unity ion charge (1.0) are used to
calculate its viscosity at diﬀerent temperatures as a reference.
In Fig. 2 we show the shear viscosities of [P66614][BMB]
calculated from equilibrium molecular dynamics simulations
using the two diﬀerent atomic charge scaling factors and the
corresponding experimentally measured values. The measured
and computed viscosities are also shown in Table 1. The
computed viscosities of [P66614][BMB] follow the empirical
Arrhenius equation Z = Z0 exp(Ea/RT), where Z0 is a pre-
exponential factor, R is the gas constant, T is the absolute
temperature, and Ea can be thought of as an activation energy
for viscous flow. At the same time, it can be observed that the
experimentally measured viscosities deviate from the Arrhenius
equation. The deviation is apparently due to the polarization
and charge transfer eﬀects in the ILs and they can be accounted
for by the scaling factors. The shear viscosity of [P66614][BMB]
approximately doubles at the same temperature, when the
charge scaling factor increases from 0.60 to 0.80. In the
temperature range 373–443 K, the experimentally measured
viscosities agree reasonably well with the computed viscosities
obtained with a charge scaling factor of 0.60. However, this
changes at the highest temperature of 463 K, where a charge
scaling factor of 0.80 is needed to reproduce the experimentally
measured viscosity of [P66614][BMB].
Qualitatively similar tendencies, for both the temperature
dependence of the viscosity and the eﬀect of the charge scaling
factor on the viscosity, are observed in the [P66614][Cl] simula-
tions, as shown in Table 2 and Fig. 3. The experimentally
measured viscosities fall in between the computed viscosities
with charge scaling factors of 1.0 and 0.80. Once again, the
computed viscosities follow the Arrhenius-like expression,
whereas the experimentally measured viscosities do not.
It is noteworthy that diﬀerent, i.e. smaller, charge scaling
factors are needed for [P66614][BMB] than for [P66614][Cl] to obtain
computed viscosities in agreement with the experimentally
Table 1 Dependence of the viscosity of [P66614][BMB] on the size of the simulation system consisting of diﬀerent numbers (N) of ion pairs. These
computed viscosities are obtained from equilibrium atomistic simulations using Green–Kubo relation at different temperatures (T) with varied charge
scaling factors (s), and compared with the experimentally measured viscosity values
T/K N = 96, s = 0.60, Z/mPa s N = 96, s = 0.80, Z/mPa s N = 735, s = 0.60, Z/mPa s N = 735, s = 0.80, Z/mPa s Measured, Z/mPa s
373 75  10 180  20 67
383 68  2 162  6 47
403 29  2 67  2 27
423 16  1 33  1 16  2 30  3 18
443 12  1 20  1 16  2 14
463 6  1 10  0.5 10  1 11
Fig. 2 Computed viscosities of [P66614][BMB] obtained from equilibrium
atomistic simulations of a system consisting of 96 ion pairs using the
Green–Kubo relation as a function of the inverse temperature with charge
scaling factors of 0.80 (open squares) and of 0.60 (open diamonds). The
computed viscosities are compared with the experimentally measured
viscosities (filled circles).
PCCP Paper
10198 | Phys. Chem. Chem. Phys., 2018, 20, 10193--10203 This journal is© the Owner Societies 2018
measured viscosities. This is most likely due to intrinsic diﬀer-
ences in both the size and the structure of the [Cl] and [BMB]
anions (mono-atomic vs. bulky molecular). Compared with the
monoatomic [Cl] anion, the [BMB] anion is much larger and
characterized by distinct orientational distributions of carbonyl
and phenyl rings in the [BMB] anionic framework. Such an ionic
structure indicates that the charges (electrons or lack of electrons)
in the [BMB] anionic framework are delocalized and the polariz-
ability of the [BMB] anion is stronger than that for the relatively
small [Cl] anion. These molecular features should be enough to
promote the distinct charge transfer between the [BMB] anions
and the neighboring [P66614]
+ cations, and thus the [BMB] anions
have smaller eﬀective charges than the [Cl] anions. So far it has
been assumed that the scaling factors compensate for the polariz-
ability and charge transfer but it should be noted that they may
also compensate for the system size dependence.
3.3 Radial distribution functions
Further insight into the relation between the viscosities and the
structural properties of [P66614][BMB] and [P66614][Cl] can be
gained by analyzing the radial distribution functions (RDFs)
between the [P66614]
+ cations and the corresponding coupled
anions. Typical RDFs of the cation–cation, anion–anion, and
cation–anion pairs of the two IL systems are presented in Fig. 4.
The central phosphorus atoms of the [P66614]
+ cations, and the
boron atom of the [BMB] anion are taken as the origins for the
intermolecular RDFs from the trajectories of the two simulated
systems at different temperatures with a charge scaling factor
s = 0.80. The strong and intense peak located at approximately
0.4 nm in the P-Cl RDF indicates a well-organized ionic
structure with a distinct first coordination shell of chlorine
anions around the [P66614]
+ cation due to their strong electro-
static interactions in the heterogeneous ionic environment. The
boron atom of the [BMB] anion is not so close to the central
Table 2 Dependence of the viscosity of [P66614][Cl] on the charge scaling
factors. These computed viscosities are obtained from equilibrium atomistic
simulations of a system consisting of 256 [P66614][Cl] ion pairs using the
Green–Kubo relation at different temperatures, and compared with the
experimentally measured viscosity values
T/K Z/mPa s (s = 0.80) Z/mPa s (s = 1.0) Measured, Z/mPa s
323 300  20 402
343 130  7 320  20 167
363 62  3 146  11 86
383 31  1 66  5 48
403 13.5  0.4 30  1 29
423 9.5  0.6 22  2 18
463 4.6  0.2 9
Fig. 3 Computed viscosities of [P66614][Cl] obtained from equilibrium
atomistic simulations of a system consisting of 256 ion pairs using the
Green–Kubo relation as a function of the inverse temperature with charge
scaling factors of 1.0 (open triangles) and 0.80 (open squares). These
computed viscosities are compared with the experimentally measured
viscosities (filled circles).
Fig. 4 Radial distribution functions for cation–cation, anion–anion and cation–anion pairs for the studied ILs obtained from the atomistic simulations
with a charge scaling factor of 0.80. The central P atoms in the [P66614]
+ cations, and B atoms in the [BMB] anions are taken as reference sites for the
calculation of the intermolecular RDFs from recorded equilibrium simulation trajectories.
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phosphorus atom of the [P66614]
+ cation, due to the larger size of
this anion. In the simulated [P66614][Cl] system, both the
cation–cation and anion–anion RDFs exhibit a sharp first peak
at around 0.75 nm, whereas the first peak for the cation–cation
and anion–anion RDFs of the [P66614][BMB] system is damped
and shifted to a larger distance.
In Fig. 5 we compare the RDFs of [P66614][BMB] for the
scaling factors of 1.0, 0.80 and 0.60. The general feature is that
these functions become more diﬀuse when the scaling factor
decreases. The reason for this is that a reduced scaling factor is,
to some extent, equivalent to a higher temperature and this
leads to a reduced viscosity.
3.4 Equilibrium vs. nonequilibrium simulations
For the estimation of the shear viscosity by evaluating the
Green–Kubo relation from equilibrium atomistic simulations,
a main drawback is that the decay of the time correlation
functions of the shear stresses is quite long and it can be
difficult to determine whether the upper limit of the time
integral of the Green–Kubo relation in eqn (1) is long enough.
On the other hand, when nonequilibrium shear flow simula-
tions are performed, the shear rate should be large enough so
that the induced shear stress overwhelms the thermal fluctua-
tions in the simulated system. At the same time, the shear rate
should be not so large that the relationship between the shear
rate and the shear stress becomes nonlinear. However, in
practical atomistic simulations, it is often difficult to determine
whether the low shear rates fall into the linear regime. This
problem can be solved by comparing the shear viscosities
estimated from shear flow simulations at low shear rates to
those obtained from the Green–Kubo integrals. According to
linear response theory,40 the shear viscosities obtained from
these two methods should be exactly the same at the same
thermodynamic state point. This provides a significant consistency
test of the two different simulation algorithms used to evaluate the
viscosity and a test of the correctness of the computer code used to
perform the simulation.
We first compare the viscosities of the [P66614][BMB] systems
at 423 K with a charge scaling factor s = 0.80. The nonequili-
brium shear flow simulations were performed at shear rates of
1.55  107 and 9.87  106 s1 for the [P66614][BMB] systems
consisting of 96 and 735 ion pairs, respectively. These two shear
rates are the lowest shear rates at which we are able to estimate
viscosity of [P66614][BMB] without prohibitively long simulations.
The results obtained from the nonequilibrium simulations, as well
as those obtained from the equilibrium simulations using the
Green–Kubo relation, are shown in Table 3. The viscosities
estimated from the nonequilibrium shear flow simulations are
in good agreement with those obtained from the equilibrium
simulations using the Green–Kubo relation within relative errors
of less than 10%. In order to show that the results for the
computed viscosities are reliable, we display the time integral of
the shear stress autocorrelation function from time zero to time t in
Fig. 6. It can be seen that it has converged after about 3 ns,
demonstrating that the Green–Kubo relation also has converged.
An additional nonequilibrium shear flow simulation was performed
Fig. 5 Eﬀect of the charge scaling factors on typical radial distribution functions of the [P66614][BMB] IL at 373 and 463 K. The central P atoms in the
[P66614]
+ cations, and B atoms in the [BMB] anions are taken as reference sites for the calculation of intermolecular RDFs from recorded equilibrium
simulation trajectories.
Table 3 Comparison of the viscosity of [P66614][BMB], estimated from the
nonequilibrium shear flow simulations, with the viscosity obtained from
the equilibrium simulations using Green–Kubo relations and with different
sizes of the simulated systems. These simulations were performed at 423 K
with a charge scaling factor of 0.80 for the [P66614]
+ cations and [BMB]
anions
N _g/106 s1 Z/mPa s (shear) Z/mPa s (Green–Kubo)
96 15.5 35  4 33  1
735 9.87 34  1 30  3
735 98.7 31.7  0.4
735 987 18.5  1
6000 3.9 32  9
6000 19.5 27  2
6000 97.7 26  1
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on a very large simulation system consisting of 6000 [P66614][BMB]
ion pairs at shear rates of about 3.9  106 s1. Although, it is not
possible to evaluate the Green–Kubo relations for the viscosities of
such large systems with presently available computer resources, the
viscosity results estimated from the nonequilibrium shear flow
simulations agree very well with those obtained from the smaller
simulation systems.
Herein we again verify that the computed viscosities estimated
from the smaller [P66614][BMB] simulation system consisting of 96
ion pairs are reliable and such a simulation system is used to
further perform nonequilibrium shear flow simulations at 423 K
with a charge scaling factor of s = 0.80. In Fig. 7, we present the
computed viscosities for [P66614][BMB] as a function of the shear
rate up to 1.0 1010 s1 for the three diﬀerent system sizes that we
have studied and they agree reasonably well even at higher shear
rates. In the nonequilibrium shear flow simulations [P66614][BMB]
exhibits non-Newtonian behavior, when the shear rate exceeds
1.0  108 s1. In Fig. 8, we show the computed viscosities for
[P66614][Cl] as a function of shear the rate, up to 1.0  1011 s1.
Here, the non-Newtonian behavior begins at a shear rate of about
1.0  109 s1 which is somewhat higher than in the case of
[P66614][BMB]. This can be rationalised by noting that the mole-
cules of [P66614][BMB] are larger than those of [P66614][Cl]. In the
non-Newtonian regime, the computed viscosities both for
[P66614][BMB] and [P66614][Cl] present an inverse linear dependence
on the logarithm of shear rate, i.e. a power law dependence. This is
consistent with the behavior of nonpolar alkanes in strong shear
fields. Finally, it should be noted that the onset of the non-
Newtonian regime appears at such a high shear rate that it is
hard to verify the power law dependence from currently available
experimental data.
In Table 2 we show the computed viscosities of [P66614][Cl]
evaluated from nonequilibrium shear flow simulations at two
shear rates of 1.5  107 and 7.5  107 s1, and at three
temperatures of 383, 423 and 463 K. A slight temperature variation
of shear rate in the nonequilibrium simulations is due to the fact
that we actually keep the displacement rate constant indepen-
dently of the temperature when the Lees–Edwards sliding brick
boundary conditions are applied. Then the shear rate will vary,
because the simulation cell dimensions increase with the tem-
perature. The viscosities from the shear flow simulations are
compared with those obtained from the equilibrium simulations
using the Green–Kubo relation. It is clearly shown that the
agreement between the computed viscosities estimated from the
shear flow simulations and those from the equilibrium simula-
tions, is very good. These simulation results indicate that these two
methods can give consistent computational results in a rigorous
procedure, not only for simple fluid systems but also for complex
molecular systems like the phosphonium ILs characterized by
distinct microstructural and dynamical heterogeneities.
4. Conclusion
We have studied the rheological properties of two ILs composed of
a common trihexyl(tetradecyl)phosphonium cation coupled with
Fig. 6 The time integral of the shear stress autocorrelation function from
time zero to time t. In the limit of infinite time it is equal to the Green–Kubo
integral for the viscosity, eqn (1).
Fig. 7 Viscosity values, Z, at 423 K for [P66614][BMB] as a function of the
shear rate, g, obtained from systems consisting of 96 (squares), 735
(diamonds) and 6000 (circles) ion pairs, respectively. The dashed lines
mark the limits of the equilibrium Green–Kubo estimates of the viscosity of
the smallest system consisting of 96 ion pairs.
Fig. 8 Viscosity values, Z, for [P66614][Cl] as a function of the shear rate, g,
obtained from a simulation system consisting of 256 [P66614][Cl] ion pairs at
423 K. The dashed lines mark the limits of the equilibrium Green–Kubo
estimates of the viscosity.
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bis(mandelato)borate and chloride anions, respectively, by
combining molecular dynamics simulations and experimental
measurements. The IL viscosities were evaluated from the equili-
brium simulations using the Green–Kubo relation, and, in parallel,
estimated from the nonequilibrium shear flow simulations in the
linear regime. These two methods give results that agree with each
other within the statistical uncertainty as they should according to
linear response theory. The dependence of the computed IL
viscosity on the simulation system sizes was studied for systems
consisting of 96, 735 and 6000 ion pairs. It was found that it was
possible to reproduce the experimentally measured viscosities by
using a simulation system consisting of 96 ion pairs.
Flat charge scaling factors on the ion charges were consid-
ered in the current work to account for the molecular polariz-
ability and charge transfer phenomena between the large
molecular ionic species in the phosphonium ILs. The com-
puted viscosities of [P66614][BMB] in the temperature interval of
383–463 K show that the experimental results can be repro-
duced by scaling factors between 0.60 and 0.80 whereas the
corresponding results for [P66614][Cl] in the temperature inter-
val of 343–463 K can be reproduced by scaling factors between
0.80 and 1.0. This difference is attributed to the fact that the
[BMB] anion is much larger and molecularly more complex
than the [Cl] anion and, therefore, provides more possibilities
for polarization and charge transfer through the bonds and
ring structures. The computed viscosities of the two ILs follow
an Arrhenius-like relationship as a function of temperature
whereas the experimentally measured viscosities do not. This
deviation is attributed to the temperature dependent polariz-
ability and charge transfer effects.
Using the SLLOD equations of motion it is not only possible
to obtain the viscosity in the Newtonian regime but also in the
non-Newtonian regime, at high shear rates. Doing this we
found that the onset of the non-linear behavior takes place at
a shear rate of about 108 s1 for [P66614][BMB] and at about
109 s1 for [P66614][Cl] i.e. the onset appears at a lower shear rate
for [P66614][BMB]. This is logical because the molecules of the
latter substance are larger. In the nonlinear regime, the visc-
osity is a linear function of the logarithm of the shear rate. This
behaviour has also been observed for linear and branched
alkanes.
More studies are required to fully understand the rheology
of the ILs and the interactions and mechanisms responsible for
the behavior of the transport coeﬃcients over the wide tem-
perature range where the ionic liquids appear. Systematic
molecular dynamics simulation studies, as reported in this
work, are valuable, although it is obvious that the non-
polarizable force fields cannot be applied directly in the same
way as for ordinary liquids and solvents. Neither can these force
fields be transferred from one IL system to another. Due to the
large sizes and complexities of the molecular ions and the
heterogeneity of the liquid structure with its long-ranged
structural correlations, we could not aﬀord to use polarizable
simulation schemes as the computations were already very
demanding. In research related to industrial applications and
products, large-scale computations, as the ones used in this
work, are not yet an option, but it would be highly desirable to
find fast descriptor-based or equation-of-state modeling meth-
ods for the ILs similar to those already existing for transport
coeﬃcients of ordinary liquids and solvents.
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Appendix
One way of illustrating how the charge scaling compensates for
the lack of polarizability is to consider the Debye length, lD,
given by60
lD2 ¼ ere0kBT
2e2NAI
(A1)
where er is the dielectric constant, e0 is the permittivity of
vacuum, e is the elementary charge, NA is Avogadro’s number,
I is the ionic strength,
I ¼ 1
2
XM
i
cizi
2 ¼ cs2; (A2)
ci is the concentration of the ionic species, zi is the valence of
ion i and M is the number of charged species. The second
equality is valid for a two component ionic liquid, where the
charges of either species are equal to unity but of opposite sign,
s is the scaling factor and c is the concentration. If this ionic
strength is inserted in the expression for the Debye length,
we obtain
lD2 ¼ ere0kBT
2e2NAcs2
: (A3)
From this expression it can be seen that the scaling factor to
some extent compensates for the lack of polarizability and
charge transfer.
The Debye-lengths for the diﬀerent scaling factors are given
in Table 4 for a dielectric constant of unity, since it is a major
undertaking to calculate the this constant for ionic liquids.61 In
order to obtain the correct values of the Debye-length these
values must be multiplied by the square root of the dielectric
constant. However, since the side of the simulation cell in the
smallest system of 96 ion pairs is equal to 5.1 nm, this side is
longer than the Debye length provided that the dielectric
constant is less than 60.
Table 4 The concentration, c, and the Debye length lD as functions of
temperature, T, and the charge scaling factor, s for a dielectric constant
equal to one
T/K c/mol dm3 lD/Å (s = 1.00) lD/Å (s = 0.80) lD/Å (s = 0.60)
383 1.21 0.354 0.442 0.590
403 1.19 0.366 0.457 0.610
423 1.17 0.378 0.473 0.630
443 1.16 0.388 0.485 0.647
463 1.14 0.401 0.501 0.668
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