Abstract-Orthogonal matching pursuit (OMP) and orthogonal least squares (OLS) are widely used for sparse signal reconstruction in under-determined linear regression problems. The performance of these compressed sensing (CS) algorithms depends crucially on the a priori knowledge of either the sparsity of the signal (k0) or noise variance (σ 2 ). Both k0 and σ 2 are unknown in general and extremely difficult to estimate in under determined models. This limits the application of OMP and OLS in many practical situations. In this article, we develop two computationally efficient frameworks namely TF-IGP and RRT-IGP for using OMP and OLS even when k0 and σ 2 are unavailable. Both TF-IGP and RRT-IGP are analytically shown to accomplish successful sparse recovery under the same set of restricted isometry conditions on the design matrix required for OMP/OLS with a priori knowledge of k0 and σ 2 . Numerical simulations also indicate a highly competitive performance of TF-IGP and RRT-IGP in comparison to OMP/OLS with a priori knowledge of k0 and σ 2 .
I. INTRODUCTION C
1 onsider the linear regression model y = Xβ + w, where X ∈ R n×p , n < p is a known design matrix, w is the noise vector and y is the observation vector. Since n < p, the design matrix is rank deficient, i.e., rank(X) < p. Further, the columns of X are normalised to have unit Euclidean (l 2 ) norm. The vector β ∈ R p is sparse, i.e., the support of β given by I = supp(β) = {k : β k = 0} has cardinality k 0 = |I| ≪ p. The noise vector w is assumed to have a Gaussian distribution with mean 0 n and covariance σ 2 I n , i.e., w ∼ N (0 n , σ 2 I n ) or w is assumed to be l 2 bounded, i.e., w 2 ≤ ǫ 2 . The signal to noise ratio (SNR) in this regression model is defined as SNR= for l 2 bounded noise. In this article, we consider the following two problems in the context of recovering sparse vectors. P1). Estimate β with the objective of minimizing the normalized mean squared error NMSE(β) = E( β−β . P2). Estimate β with the objective of minimizing support recovery error P E(β) = P(Î = I), whereÎ = supp(β).
These problems known in the signal processing community under the compressed sensing [2] paradigm has large number of applications like face recognition [2] , direction of arrival estimation [3] , MIMO detection [4] etc. A number of algorithms like least absolute shrinkage and selection operator (LASSO) [5] , Dantzig selector (DS) [6] , subspace pursuit (SP) [7] , compressive sampling matching pursuit (CoSaMP) [8] , OMP [9] - [14] , OMP with replacement (OMPR) [15] , OLS [16] , [17] etc. are proposed to solve the above mentioned problems. For the efficient performance of these algorithms, a number of tuning parameters (or hyper parameters) need to be fixed. These tuning parameters require a priori knowledge of signal parameters like sparsity k 0 or noise statistics like {σ 2 , ǫ 2 } or both. Further, a level of user subjectivity is often required even when these statistics are known a priori. Definition 1:-A CS algorithm Alg is called signal and noise statistic oblivious (SNO) if the efficient performance of Alg does not require a priori knowledge of signal or noise parameters. Further, a SNO CS algorithm Alg is called tuning free (TF), if the optimal performance of Alg does not depend on any user defined hyper parameters.
Algorithms like LASSO, DS etc. are noise statistic dependent in the sense that the optimal choice of hyper parameters in these algorithms require knowledge of {σ 2 , ǫ 2 }. Greedy algorithms like SP, CoSaMP, OMPR etc. are signal statistic dependent in the sense that they require a priori knowledge of k 0 for their optimal performance. Algorithms like OMP, OLS etc. can be operated as either signal dependent with k 0 as input or noise dependent with {σ 2 , ǫ 2 } as input. However, neither k 0 nor σ 2 are a priori known in most practical applications. Further, unlike the case of full rank linear regression models (n > p) where one can readily estimate σ 2 using the maximum likelihood estimator σ n−p , estimating σ 2 in under determined linear regression models (n < p) is extremely difficult [18] . Hence, signal/noise statistic dependent algorithms are not useful in most practical applications where the user is oblivious to signal and noise statistics. This led to the development of many SNO CS algorithms recently.
A. SNO algorithms: Prior art.
A significant breakthrough in the design of SNO CS algorithms is the development of square root LASSO (sq-LASSO) [19] . The optimal NMSE performance of sq-LASSO does not require a priori knowledge of {σ 2 , ǫ 2 } thereby overcoming a major drawback of LASSO. However, the choice of hyper parameter in sq-LASSO is still subjective with few guidelines.
On the contrary, the sparse iterative covariance-based estimation aka SPICE [20] - [22] is a tuning free CS algorithm. Both sq-LASSO, SPICE and their derivatives are based on convex optimization and hence are computationally complex. Greedy algorithms like OMP, SP etc. have significantly lower complexity when compared to sq-LASSO, SPICE etc. This motivated the low complexity PaTh framework in [23] that can use OMP, SP etc. in a SNO fashion. PaTh is shown to have nice asymptotic properties. However, PaTh requires the setting of a parameter c > 0, the choice of which in finite n and p is subjective. Hence, PaTh is a SNO algorithm but not TF. Unfortunately, PaTh performs poorly in many SNR-sparsity regimes (see Section.VII). To summarize, SNO algorithms like SPICE that can perform efficiently are computationally complex, whereas, low complexity SNO frameworks like PaTh performs highly sub-optimally. This motivates the OMP/OLS based SNO frameworks developed in this article that can deliver a highly competitive performance with significantly lower complexity in comparison with SPICE, sq-LASSO etc.
B. Contribution of this article.
This article propose two novel computationally efficient frameworks for using a particular class of greedy algorithms which we call incremental greedy pursuits (IGP) in a SNO fashion, i.e., without knowing k 0 or {σ 2 , ǫ 2 } a priori. IGP includes popular algorithms like OMP, OLS etc. The first framework called tuning free IGP (TF-IGP) is devoid of any tuning parameters. Both analytical results and numerical simulations indicates a degraded performance of TF-IGP when the dynamic range of β given by DR(β) = max j∈I |β j |/min j∈I |β j | is high. Hence, TF-IGP framework is more suited for applications like [4] where DR(β) ≈ 1. This motivated the development of residual ratio threshold IGP (RRT-IGP) framework which can perform efficiently even when DR(β) is high. RRT-IGP depends very weakly on a tuning parameter which can be set independently of k 0 or {σ 2 , ǫ 2 }. Hence, RRT-IGP is SNO, but not TF. Both TF-IGP and RRT-GP are analytically shown to recover the true support I under the same set of conditions on the matrix X for IGP to recover the true support if k 0 or {σ 2 , ǫ 2 } are known a priori. Unlike PaTh framework, our analysis of TF-IGP and RRT-IGP are finite sample in nature and hence more general. Numerical simulations indicate that the performance of TF-IGP (when DR(β) ≈ 1) and RRT-IGP closely matches the performance of IGP with a priori knowledge of k 0 or {σ 2 , ǫ 2 } throughout the moderate to high SNR regime. Even in the low SNR regime, the performance gap between TF-IGP/RRT-IGP and IGP with a priori knowledge of k 0 or {σ 2 , ǫ 2 } are not significant. Further, we analytically and empirically demonstrate that TF-IGP/RRT-IGP can outperform IGP with a priori knowledge of k 0 in certain sparsity and SNR regimes. By providing a performance comparable to that of IGP which has a priori knowledge of k 0 and {σ 2 , ǫ 2 }, TF-IGP/RRT-IGP can extend the scope of IGP to applications where k 0 or {σ 2 , ǫ 2 } are not known a priori.
C. Notations used. E() and P() represents the expectation and probability respectively. A|B denotes the event A conditioned on the event
is the l q norm of x ∈ R p . 0 n is the n × 1 zero vector and I n is the n × n identity matrix. X T is the transpose and X −1 is the inverse of X. col(X) is the column space of X. X † = (X T X) −1 X T is the Moore-Penrose pseudo inverse of X. P X = XX † is the projection matrix onto col(X). X J denotes the sub-matrix of X formed using the columns indexed by J . X i,j is the [i, j] th entry of X. If X is clear from the context, we use the shorthand P J for P XJ . a J denotes the entries of a indexed by J . χ 2 j denotes a central chi square random variable (R.V) with j degrees of freedom (d.o.f). B(a, b) denotes a Beta R.V with parameters a and b [24] . a ∼ b implies that a and b are identically distributed.
[p] denotes the set {1, . . . , p}. ⌊x⌋ denotes the floor function. φ represents the null set. For any two index sets J 1 and J 2 , the set difference
TF-Alg/RRT-Alg represents the application of a particular algorithm 'Alg' in the TF-IGP/RRT-IGP framework. Alg(y, X, k) represents any CS algorithm Alg with inputs y, X and sparsity level k that produce a support estimateÎ k = Alg(y, X, k) of cardinality |Î k | = k as output. β max = max j∈I |β j | and β min = min j∈I |β j | denotes the maximum and minimum non zero values in β. DR(β) = β max /β min is the dynamic range of β.
D. Organization of this article:-
Section II discuss the concept of restricted isometry constants (RIC). Section III discuss IGP. Section IV and V present the TF-GP and RRT-IGP frameworks. Section VI relates the performance of TF-OMP/RRT-OMP and OMP with a priori knowledge of k 0 . Section VII present numerical simulations.
II. QUALIFIERS FOR CS MATRICES.
Estimating sparse vectors in under determined regression models is ill posed in general. It is known that the efficient estimation of β is possible when X satisfies regularity conditions like restricted isometry property (RIP) [2] , [11] , exact recovery condition (ERC) [9] , mutual incoherence condition (MIC) [10] etc. The analysis based on RIP is more popular in literature. Hence, this article will focus on RIP based analysis. Definition 2:-RIC of order k denoted by δ k is defined as the smallest value of 0 ≤ δ ≤ 1 that satisfies
. X satisfy RIP of order k if δ k < 1. Lemma 1 summarizes certain useful properties of RIC δ k . Lemma 1. Let the matrix X satisfy RIP of order k. Then the following results hold true. [7] , [11] [13] ].
III. INCREMENTAL GREEDY PURSUITS
The proposed SNO frameworks are based on a particular class of greedy algorithms called incremental greedy pursuits (IGP) which is formally defined below. Definition 3:-Consider a CS algorithm Alg with inputs y, X and sparsity level k producing a support estimatê I k = Alg(y, X, k) of cardinality |Î k | = k as output. Alg is an IGP iff it satisfies conditions (A1) and (A2) at all SNR. LetÎ 1 , . . . ,Î K be a sequence of support estimates produced by Alg(y, X, k) as k varies from k = 1 to k = K. A1).Monotonicity:Î k1 ⊂Î k2 whenever k 1 < k 2 ≤ K. A2).Reproducibility: For any k < K, the output of
can be written as ordered setŝ
Reproducibility property A2) implies that output of IGP with input (I n −PÎ k )y and sparsity level j = 1, 2, . . . K −k will be of the form {t k+1 }, {t k+1 , t k+2 }, . . . , {t k+1 , t k+2 , . . . , t K }. A2) implies that the new index selected at sparsity level j = k + 1 depends on y only through the residual at sparsity level k, i.e., (I n − PÎ k )y. A2) also means that the output of IGP for sparsity levels j ≥ k + 1 can be recreated with the residual in the k th level, i.e., (I n − PÎ k )y as input. We next consider some positive and negative examples for IGP.
A. Popular IGP: Algorithms like OMP, OLS etc.
OMP and OLS described in TABLE I are among the most popular algorithms in CS literature. OMP starts with a null model and add that column index to the current support that is the most correlated with the current residual. OLS like OMP also starts with the null model, however, OLS add the column index t k that will result in the maximum reduction in the residual error r (k) 2 . For OMP/OLS to behave like Alg(y, X, k), i.e., to return a support estimate of cardinality k, one should run precisely k iterations in TABLE I, i.e., I k = Alg(y, X, k) is equal to J k , the support estimate of OMP/OLS after the k th iteration. Since,Î k =Î k−1 ∪ t k , OMP/OLS are monotonic. Note that the index selected in the k th iteration of OMP/OLS, i.e., t k depends only on J k−1 which is same asÎ k−1 = Alg(y, X, k −1). Hence, OMP/OLS satisfies the reproducibility condition of IGP also. Remark 1. Algorithms like SP [7] , CoSaMP [8] , OMPR [15] etc. returns a support estimate with sparsity k when used as Alg(y, X, k). However, these algorithms do not exhibit the monotonicity and reproducibility of supports required for IGP.
Step 1:-Initialize the residual r (0) = y.β = 0p,
Step 2:-Update support estimate:
Step 4:-Estimate β using current support:β(J k ) = X † J k y.
Step 5:-Update residual: r (k) = y − Xβ = (In − P J k )y.
Step 6:-Increment k. k ← k + 1.
Step 7:-Repeat Steps 2-6, until stopping condition (SC) is met.
Output:-Î = J k andβ. 
B. Stopping conditions (SC) for OMP/OLS.
Most of the theoretical properties of OMP/OLS are derived assuming a priori knowledge of true sparsity level k 0 in which case OMP/OLS stops after exactly k 0 iterations [9] , [14] , [17] . When k 0 is not known, one has to rely on SC based on the properties of the residual r
Step 4 of TA-BLE I as k varies. Such residual based SC has attained a level of maturity in the case of OMP. For example, OMP can be stopped in Gaussian noise if r (k) 2 < σ n + 2 n log(n)
[10], [25] or X T r (k) ∞ < σ 2 log(p) [10] . In the case of l 2 bounded noise, OMP can be stopped if r (k) 2 ≤ ǫ 2 . Likewise, [26] suggested a SC based on the residual difference r (k) − r (k−1) . A generalized likelihood ratio based SC is developed in [27] . All these residual based SC requires the a priori knowledge of σ 2 . Knowing k 0 or {σ 2 , ǫ 2 } a priori is not possible in many practical problems and estimating {σ 2 , ǫ 2 } when n < p is extremely difficult. This makes OMP/OLS useless in many applications where k 0 or {σ 2 , ǫ 2 } are unknown a priori.
Remark 2. For algorithms Alg ∈ {OMP, OLS}, we use the shorthand Alg k0 to represent the situation when k 0 is known a priori and OMP/OLS run k 0 iterations. Likewise, Alg σ 2 or Alg ǫ2 represents the situation when σ 2 or ǫ 2 are known a priori and iterations in OMP/OLS are continued until
IV. TUNING FREE INCREMENTAL GREEDY PURSUITS.
TF-IGP outlined in TABLE II is a novel framework for using IGP when k 0 or {σ 2 , ǫ 2 } are not available. This framework is based on the evolution of the residual ratio
)y is the residual corresponding to the support estimateÎ k = Alg(y, X, k). From the description of OMP/OLS, it is clear that the quantities {Î k } kmax k=1 and {r (k) } kmax k=1 required for the implementation of TF-IGP using OMP/OLS can be computed in a single run of OMP/OLS with sparsity level k max as input.
Input:-Observation y, design matrix X. Initial residue r 0 = y.
Repeat Steps 1-3 for
Stop iterations before r (k) = 0n or XÎ k is rank deficient.
Step 1:-ComputeÎ k = Alg(y, X, k).
Step 2:-Compute the residual r (k) = (In − PÎ k )y.
Step 3:-Compute the residual ratio
Step 4:-Estimatek T F = arg min k=1:kmax RR(k).
Step 5:-Support estimateÎ =Îk
Output:-Support estimateÎ and signal estimateβ.
TABLE II: Tuning free incremental greedy pursuits (TF-IGP).

A. Evolution of RR(k) for
By the definition of IGP, the support estimatesÎ k are monotonic, i.e.,Î k1 ⊂Î k2 whenever k 1 < k 2 . This implies that the residual norms are non decreasing with increasing
The following lemma, intuitive and simple to prove is pivotal to the understanding of RR(k) [28] .
Assume that there exist a k * ∈ {k 0 , . . . , k max } such that I ⊆Î k * for the first time, i.e., k * = min{k : I ⊆Î k }. The signal component in y, i.e., Xβ = X I β I ∈ span(X I ). Hence, by Lemma 2 and the monotonicity ofÎ k , we have
We next consider three regimes in the evolution of RR(k). Case 1:-). When k < k * , i.e.,Î k ⊂ I:-Both numerator r (k) 2 and denominator r (k−1) 2 in RR(k) contain contributions from signal Xβ and noise w. Hence, as w 2 → 0,
, which is strictly bounded away from zero. Case 2).When k = k * , i.e., I ⊆Î k for the first time:-Numerator r (k * ) 2 in RR(k * ) has contribution only from the noise w, whereas, denominator r (k * −1) 2 has contributions from both noise w and signal Xβ. Hence, RR(k * ) = . This ratio is independent of the scaling of w. Further, TF-IGP stops iterations before r (k) = 0 n . Hence, as w 2 → 0, RR(k) converges to a value in 0 < RR(k) ≤ 1 strictly bounded away from zero.
To summarize, at high or very high SNR, the minimal value of RR(k) for 1 ≤ k ≤ k max will be attained at k * , i.e.,k T F = min 1≤k≤kmax RR(k) in TABLE II will be equal to k * at high SNR.
These observations are also numerically illustrated in Fig.1 where a typical realization of the quantity RR(k) is plotted for OMP algorithm. In all the four plots, the indexes selected by OMP are in the order {1, 2, 3}, i.e., k * = 3 andÎ 3 = I. In the top figure, where DR(β)=1, the minimum of RR(k) is attained at k * = 3 for both 10dB and 30dB SNR. In the bottom figure where DR(β) is higher, i.e., DR(β)=4, the minimum of RR(k) at 10dB SNR is attained at k = 1, whereas, the minimum of RR(k) is attained at k = 3 for SNR=30dB. Hence, when SNR=10dB,k T F underestimates k * , whereas,k T F = k * at 30dB SNR. This validates the observations made above in the sense that k * is accurately estimated at high SNR. Fig.1 also point out that for signals with high DR(β),k T F can underestimate k * even when the SNR is moderately high. 
Remark 3. Note that the TF-IGP is designed to estimate k * = min{k :
. k * will correspond to k 0 iff the first k 0 iterations are accurate, i.e.,Î k0 = Alg(y, X, k 0 ) = I. Indeed, the support estimatê I k0 = Alg(y, X, k 0 ) equals I for algorithms like OMP, OLS etc. at high SNR under certain conditions on matrix X (see Section VI.A). In such a situation the objective of TF-IGP matches the objective of estimating I. When k * > k 0 , then I k * ⊃ I. Hence, if TF-IGP achieve it's stated objective of estimating k * accurately, then it will return not the true support I but a supersetÎ k * ⊃ I. Here, TF-GP includes |Î k * /I| number of insignificant variables in its' estimate. When k * > k 0 , Alg(y, X, k 0 ), i.e., Alg k0 itself output an erroneous support estimate, i.e.,Î k0 = Alg(y, X, k 0 ) = I. In fact, Alg k0 misses |I/Î k0 | significant indices in I.Î k0 also include |Î k0 /I| insignificant variables. Due to this tendency of superset selection, TF-IGP can outperform Alg k0 in certain SNR sparsity regimes (see Section VI.C).
B. Properties of RR(k) for
The quantity RR(k) for k > k * exhibit many interesting properties which are pivotal to the understanding of TF-IGP. As aforementioned,
. The important properties of RR(k) are summarized in Theorem 1.
Proof. Please see APPENDIX A.
Note that Γ α RRT in B1) of Theorem 1 is independent of the particular matrix X, the operating SNR and the particular algorithm 'Alg' in the IGP class. In other words, it is a function of matrix dimensions n, p and TF-IGP parameter k max .
Corollary 1. For a particular matrix X and Algorithm 'Alg', Theorem 1 essentially implies that there exists a deterministic quantity Γ Alg (X) > 0 which may depend on X and 'Alg' such that min k>k * RR(k) ≥ Γ Alg (X) > 0 with a very high probability irrespective of the signal β and SNR.
C. Superset and Exact support recovery using TF-IGP.
In this section, we state an important theorem which analytically establish the potential of TF-IGP to accurately estimate k * = min{k : I ⊆Î k }. Theorem 1 is stated for the case of l 2 -bounded noise, i.e., w 2 < ǫ 2 . Since, Gaussian vector w ∼ N (0 n , σ 2 I n ) satisfy P w 2 > σ n + 2 n log(n) ≤ 1/n, it is also bounded with a very high probability. We assume that Algorithm satisfy the following conditions. Assumption 1:-There exists k sup ∈ {k 0 , . . . , k max } and ǫ sup > 0 such that k * ≤ k sup , whenever ǫ 2 < ǫ sup . In words, it is guaranteed that running Alg upto the level k sup result in a superset of I whenever ǫ 2 < ǫ sup . Assumption 2:-There exists an ǫ exact > 0 such that k * = k 0 , i.e.,Î k0 = Alg(y, X, k 0 ) = I whenever ǫ 2 < ǫ exact . In words, it is guaranteed that running Alg precisely k 0 iterations, i.e., Alg k0 will recover the true support whenever ǫ 2 < ǫ exact . Assumption 1 requires Alg to find all the indices from the true support I within the first k sup > k 0 iterations. In other words, Assumption 1 allows Alg to make some errors in the first k 0 iterations. Assumption 2 is stronger than Assumption 1 in the sense that it requires all the first k 0 iterations of Alg to be accurate. Assumption 1 guarantees only a superset selection, whereas, Assumption 2 guarantees accurate support recovery for the underlying Alg. As we will report later, the RIC conditions imposed on matrix X to satisfy Assumption 2 is much stringent than the conditions to satisfy Assumption 1. 
Theorem 2. TF-IGP support estimateÎk
Corollary 1 is an algorithm dependent term.
Proof. Please see APPENDIX B.
Corollary
Remark 4. Note that ǫ sig decreases with increasing DR(β). Hence, the SNR required for successful recovery using TF-IGP increases with DR(β). This is the main qualitative difference between TF-IGP and the results for OMP k0 , OLS k0 etc. where ǫ exact depends only on β min . This term can be attributed to the sudden fall in the residual power r (k) 2 when a "very significant" entry in β is covered by Alg(y, X, k) at an intermediate stage k < k * . This mimics the fall in residual power when the "last" entry in β is selected in the k th * iteration. This later fall in residual power is what TF-IGP trying to detect. The implication of this result is that the TF-IGP will be lesser effective while recovering β with high DR(β) than in recovering signals with low DR(β) ≈ 1. This observation is also later verified through numerical simulations. Also note that any signal of finite dynamic range DR(β) can be detected by TF-IGP, if the SNR is made sufficiently high.
D. Choice of
For successful operation of TF-IGP, i.e. to estimate k * accurately, it is required that k max ≥ k * . In addition to that, it is also required that {XÎ are not zero. It is impossible to ascertain a priori when the matrices become rank deficient or residuals become zero. Hence, one can initially set k max = n, the maximum value of k beyond which the sub-matrices are rank deficient and terminate iterations when any of the aforementioned contingencies happen. However, running n iterations of TF-IGP will be computationally demanding. Hence, we have set the value of k max to be k max = ⌊ n+1 2 ⌋. The rationale for this choice of k max is as follows. The Spark of a matrix X is defined to be smallest value of k such that ∃J ⊂ [p] of cardinality |J | = k and X J is rank deficient. It is known that k 0 < ⌊
⌋ is a necessary condition for sparse recovery using any CS algorithm [29] , even when noise w = 0 n . It is also known that spark(X) ≤ n + 1. Hence, for accurate support recovery using any CS algorithm, it is required that k 0 < ⌊ n+1 2 ⌋. Thus with a choice of k max = ⌊ n+1 2 ⌋, whenever Alg(y, X, k 0 ) returns As revealed by the analysis of TF-IGP, the performance of TF-IGP degrades significantly with increasing DR(β). TF-IGP is well suited for applications like [4] where DR(β) = 1. However, there also exist many applications where DR(β) is high and TF-IGP framework is highly suboptimal for such applications. This motivates the novel RRT-IGP framework which can deliver good performance irrespective of DR(β). RRT-IGP framework is based on the following Theorem. Thus, if a suitable lower bound or an accurate estimate of Γ Alg (X) is available, one can still estimate the support I or a superset of it usingk RRT = max{k : RR(k) < Γ lb Alg (X)}. This is described in the RRT-IGP algorithm given in TABLE III. As explained later, one can produce Γ lb Alg (X) through procedures that does not require a priori knowledge of k 0 or {σ 2 , ǫ 2 }. Thus RRT-IGP, just like TF-IGP is also SNO. However, unlike ǫ sig of TF-IGP, ǫ RRT of RRT-IGP depends only on β min and is independent of β max . Hence, RRT-IGP is unaffected by high DR(β).
Input:-Design matrix X, Observation y and lower bound Γ lb Alg (X) ≤ Γ Alg (X).
Step 1:-Run TF-IGP with y as input.
Step 2:-Computek RRT = max{k : Alg (X) is very low, then ǫ RRT will be very low pushing the SNR required for successful support or superset recovery to higher levels. Hence, for good performance of RRT-IGP, it is important to produce lower bounds Γ lb Alg (X) closer to Γ Alg (X).
A. Selection of
As mentioned in Remark 6, the choice of Γ lb Alg (X) is crucial to the performance of RRT-IGP. Γ lb Alg (X) can be either a lower bound dependent on the given matrix X or it can be an universal lower bound (i.e., independent of X). Universal lower bounds are more useful, because they does not require any extra computations involving the particular matrix X. A ready made universal lower bound is Γ α RRT in Theorem 1 which for small values of α like α = 0.01 will be lower than Γ Alg (X) with a very high probability. However, Γ α RRT involves two levels of union bounds and hence is a pessimistic bound in the sense that Γ α RRT tends to be much lower than Γ Alg (X). Note that a lower value of Γ lb Alg (X) results in an increase in the SNR required for successful recovery. Further, Γ α RRT does not capture the properties of the particular 'Alg'. Next we explain a numerical method to produce universal lower bounds on Γ Alg (X) that delivered better empirical NMSE performance than Γ α RRT . The reproducibility property A2) of IGP implies that the index selected in the k th iteration depends on the previous iterations only through the residual r (k−1) in the k − 1 th iteration. This means that r (k) and hence RR(k) for k > k * can be recreated by running IGP with r (k * ) = (I n −PÎ k * )w as input. That is, RR(k) for k > k * and hence Γ Alg (X) depends only on how Alg update its indices when provided with a noise only vector r (k * ) = (I n − PÎ k * )w as input. This observation motivates the noise assisted training scheme for IGP given in TABLE IV where we try to produce a universal lower bound Γ lb−tr Alg on Γ Alg (X) by training the particular IGP 'Alg' multiple times with independently generated noise samples y s ∼ N (0 n , I n ) and matrices X s of the same dimensions. Unlike Γ α RRT , the offline training in TABLE IV exploits the properties of the particular IGP 'Alg' which explains its better empirical performance. The training in TABLE IV need to be done only once for a given value of n and p. This process is completely independent of the given matrix X. Hence, Γ Input:-Matrix dimensions n and p. Number of training symbols Ntr.
Repeat Steps 1-3 for s = 1 to Ntr.
Step 1:-Generate y s i.i.d ∼ N (0n, In) and and X s i,j
Step 2:-Run IGP as outlined in TABLE II with (y s , X s ) as input.
Step Alg to be lower than Γ Alg (X) with a very high probability. We have observed that the estimated Γ lb−tr Alg and the resultant NMSE performance with its usage in RRT-IGP framework is largely invariant to N tr as long as N tr is of the order of hundreds. Hence, with a large value of N tr , RRT-IGP is only very weakly dependent on N tr . In Fig.2 , we plot the effect of dimensions n, p and number of training samples N tr on Γ lb−tr Alg generated by the noise assisted training scheme in TABLE IV for OMP. It can be observed from TF-OMP RRT-OMP 
B. Effect of n, p and
ǫ 2 ≤ min(ǫexact, ǫ sig , ǫ X ) ǫ 2 ≤ min(ǫexact, ǫ RRT ) ǫ X = Γ Alg (X) 1 − δ k 0 β min 1 + Γ Alg (X) ǫ RRT = 1 − δ k 0 β min ǫ sig = 1 − δ k 0 β min 1 + 1 + δ k 0 1 − δ k 0 2 + βmax β min × Γ lb Alg (X) 1 + Γ lb Alg (X)
C. Computational complexity of TF-OMP and RRT-OMP.
All the quantities required for TF-OMP/RRT-OMP can be obtained from a single computation of OMP with sparsity level k max = ⌊ n+1 2 ⌋. Since computing OMP with sparsity level k has complexity O(knp), the online complexity of TF-OMP/RRT-OMP is O(n 2 p). When k 0 ≪ n, the complexity of TF-OMP/RRT-OMP is nearly n/(2k 0 ) times higher than the O(k 0 np) complexity of OMP k0 . However, unlike OMP k0 , TF-OMP/RRT-OMP does not require a priori knowledge of k 0 . The complexity of PaTh(OMP), i.e., OMP applied in the SNO PaTh framework is O(k 0 np). However, TF-OMP/RRT-OMP significantly outperforms PaTh(OMP) in many situations. The tuning free SPICE algorithm is solved using an iterative scheme where each iteration has complexity O (n + p) 3 [21] . The complexity of TF-OMP/RRT-OMP is significantly lower than the complexity of SPICE. Similar complexity comparisons hold true for TF-OLS/RRT-OLS also.
VI. COMPARISON OF TF-OMP/RRT-OMP WITH OMP k0 .
We next compare Theorems 2-3 and Corollaries 2-3 in the light of existing literature on support recovery using OMP k0 and OMP ǫ2 . Similar conclusions hold true for OLS in the light of support recovery conditions in [16] , [17] .
A. Exact support recovery using OMP k0 and OMP ǫ2 .
The best known conditions for successful support recovery using OMP k0 and OMP ǫ2 in bounded noise w 2 ≤ ǫ 2 is summarized below. Please refer to [14] for details.
In words, if δ k0+1 is sufficiently low, then OMP k0 or OMP ǫ2 will recover the true support at high SNR. This condition is also worst case necessary in the following sense. There exist some matrixX with δ k0+1 ≥ 1 √ k 0 + 1 for which there exist a k 0 sparse signalβ that cannot be recovered using OMP k0 . Note that δ k0+1 < 1/ √ k 0 + 1 is not a necessary condition for the given matrix X. We next compare and contrast the sufficient conditions for exact support recovery in Corollaries 2-3 (reproduced in TABLE V) with the result in Lemma 3.
First consider the case of RRT-OMP. Note that the quantity
is a measure of excess SNR required for RRT-OMP to ensure successful support recovery in comparison with OMP k0 . Substituting the values of ǫ exact and ǫ RRT and using the bound δ k0 ≤ δ k0+1 in a) of Lemma 1 gives
Note that
. For 
Note that exact recovery is possible only if δ k0 ≤ δ k0+1 ≤ 1/ √ k 0 + 1. Hence, for exact recovery, δ k0 should be very low. Consequently, one can approximate δ k0 ≈ 0 and hence, SN R To summarize, the performance of RRT-GP (∀β) and TF-IGP (β with low DR(β)) compares very favourably with OMP k0 or OMP ǫ2 in terms of the SNR required for exact recovery.
B. High SNR consistency (HSC) of TF-OMP.
HSC of variable selection techniques in Gaussian noise, i.e., w ∼ N (0 , σ 2 I n ) has received considerable attention in signal processing community [28] , [30] . HSC is defined as follows. Definition 4:-A support estimateÎ of I = supp(β) is high SNR consistent iff P E = P(Î = I) satisfies lim
The necessary and sufficient conditions for the HSC of LASSO and OMP are derived in [30] . OMP with SC r
and lim
It was also shown that OMP k0 is high SNR consistent, whereas, OMP σ 2 is inconsistent at high SNR. These results are useful only if a priori knowledge of k 0 or σ 2 are available. We next establish the HSC of TF-OMP. This is a first time a SNO CS algorithm is reported to achieve HSC.
Theorem 4. TF-OMP is high SNR consistent for any β with
Proof. TF-OMP recover the correct support whenever w 2 < ǫ T F = min(ǫ exact , ǫ sig , ǫ X ) and ǫ T F > 0 is constant strictly bounded away from zero (Corollary 2 and Lemma 3). Hence,
n and T is a bounded in probability R.V with distribution independent of σ 2 . Hence, lim
Remark 8. Once the lower bounds Γ lb OMP (X) in RRT-OMP satisfy Γ lb OMP (X) ≤ Γ OMP (X) almost surely, then RRT-OMP is also high SNR consistent. However, both the offline training scheme in TABLE III with high N tr or Γ α RRT in Theorem 1 with very small α guarantees Γ lb−tr OMP ≤ Γ OMP (X) or Γ α RRT ≤ Γ OMP (X) with a very high probability, not almost surely. Hence, RRT-OMP with Γ lb OMP (X) produced using these schemes are not guaranteed to be high SNR consistent. Numerical simulations in Section VII indicates that PE performance of RRT-OMP at high SNR is better than that of OMP σ 2 .
C. Impact of extended recovery in TF-OMP/RRT-OMP.
Both TF-IGP and RRT-IGP frameworks try to estimate k * = min{k :Î k ⊇ I}, i.e., the smallest superset generated by the IGP solution path. So far we have considered the case when k * = k 0 in which case TF-OMP/RRT-OMP try to estimate I directly. We next consider the case when k * > k 0 , a situation referred to as extended recovery [12] , [15] in literature. Lemma 4 summarizes the latest results on extended recovery for OMP.
Lemma 4. OMP can recover any k 0 sparse signal in 2k 0 iterations whenever δ 4k0 ≤ 0.2 or in 3k 0 iterations whenever δ 5k0 ≤ 0.33 [15] .
The requirement δ 4k0 ≤ 0.2 for extended recovery is much weaker than the condition δ k0+1 ≤ 1/ √ k 0 + 1 required for exact recovery [12] . There is also a qualitative difference between these two conditions. For a random matrix X i,j i.i.d ∼ N (0, 1), δ ck < a will hold true with a high probability whenever n = O ck a 2 log( p k ) . Hence, for δ 4k0 < 0.2, one need only n = O (k 0 log(p)) measurements, whereas, for exact recovery, i.e., δ k0+1 < 1/ √ k 0 + 1, one need a significantly higher n = O k 2 0 log(p) measurements. Hence, for a fixed n, the range of k 0 that allow for extended recovery is much higher than that of exact recovery. Without loss of generality, we focus on the condition δ 4k0 ≤ 0.2 which ensures that k * ≤ 2k 0 . Extended recovery results are available only for noiseless data. However, one can conjecture that these results hold true for noisy case also as long as SNR is sufficiently high, i.e., ∃ǫ sup > 0 such that ǫ 2 < ǫ sup implies k * ≤ 2k 0 .
Consider a sparsity level k 0 where exact support recovery condition for OMP, i.e., δ k0+1 < 1/ √ k 0 + 1 does not hold and extended recovery condition δ 4k0 < 0.2 hold true. From the difference in the scaling rules of both these conditions, i.e., n = O(k 2 0 log(p)) and n = O (k 0 log(p)), it is true that for many matrices such sparsity regimes exist. Also assume that the support I with |I| = k 0 is sampled uniformly from [p] . This sparsity regime implies that for many signals β ∈ B 1 , the support estimate returned by OMP k0 , i.e., I k0 = OMP(y, X, k 0 ) misses some indices, i.e., |I/Î k0 | > 0, whereas, for some signals β ∈ B 2 , OMP k0 returns the correct estimate. For signals where OMP k0 gives erroneous output, i.e., β ∈ B 1 , the following bound is proved in APPENDIX E.
For the same signal β ∈ B 1 , consider the case with RRT-OMP when ǫ 2 ≤ min(ǫ sup , ǫ RRT ). At this SNR level, δ 4k0 ≤ 0.2 implies that k * ≤ 2k 0 and RRT-OMP detects k * accurately, i.e.,k RRT = k * and the support estimateÎk 
∀ǫ 2 ≤ min(ǫ sup , ǫ RRT ). As SNR increases, the error in the OMP k0 estimate for signals β ∈ B 1 satisfies β −β 2 (1 −
)β min , whereas, the error in RRT-OMP estimate (5) converges to zero. Next consider signals β ∈ B 2 for which OMP k0 returns correct support, i.e., k * = k 0 . For β ∈ B 2 , RRT-OMP also identify the true support correctly, whenever ǫ 2 ≤ min(ǫ sup , ǫ RRT ). Following (5), the error β −β 2 for β ∈ B 2 at high SNR for both OMP k0 and RRT-OMP satisfies
This error converges to zero as SNR increases. Hence, when the supports are randomly sampled, OMP k0 suffers from error floors at high SNR due to the irrecoverable signals β ∈ B 1 , whereas, RRT-OMP recover all signals and does not suffer from error floors. This analysis explains why RRT-OMP outperform OMP k0 in certain SNR sparsity regimes (Figures 4 and 6 in Section VII.) Remark 9. Unlike OMP k0 where the number of iterations are fixed a priori, iterations in OMP ǫ2 or OMP σ 2 does not stop until r (k) 2 ≤ ǫ 2 or r (k) 2 ≤ σ n + 2 n log(n). Hence, the iterations in OMP ǫ2 and OMP σ 2 can go beyond k 0 until all the entries in β are selected, i.e., OMP ǫ2 and OMP σ 2 can automatically adjust to extended recovery. This explains why OMP σ 2 and performs better than OMP k0 in Section VII.
VII. NUMERICAL SIMULATIONS
In this section, we numerically evaluate the performance of TF-IGP/RRT-IGP and provide insights into the strengths and shortcomings of the same. Due to space constraints, simulation results are provided only for variants of OMP. Exactly similar inferences can be made for OLS too. For satisfactory asymptotic performance, the user defined parameter c in PaTh(OMP) has to satisfy c > 1. For finite dimensional problems, a choice of 0.5 < c < 1.5 is recommended [23] . Hence, we set the parameter c = 1. 
A. Matrix and Signal Models.
We considered two matrix models in our simulations. One is the usual Gaussian random matrix with i.i.d N (0, 1) and l 2 normalized columns. These matrices are independently generated in each iteration. The second matrix we consider is the structured matrix formed by the concatenation of two orthonormal matrices, I n and n × n Hadamard matrix H n , i.e., X = [I n , H n ]. X = [I n , H n ] guarantees exact recovery of all signals by OMP k0 with k 0 ≤ 1/ √ n [29] . We consider two signal models for simulations. One is the uniform signal model where all non zero entries of β are sampled randomly from {1, −1}. Second is the random signal model where the non zero entries are sampled independently from a N (0, 1) distribution, i.e., β j i.i.d
∼ N (0, 1) for j ∈ I. Random signal model exhibits a very high DR(β), whereas, the uniform signal model exhibits DR(β) = 1.
B. Small sample performance.
In this section, we evaluate the performance of algorithms when n, p and k 0 are small. For the uniform signal model in Fig.3 , the performance of TF-OMP and RRT-OMP matches the performance of OMP σ 2 throughout the SNR range and OMP k0 right from SNR=10dB. PaTh(OMP) suffers from severe error floors. For the random signal model, the performance of TF-OMP deteriorates significantly because of the high DR(β), whereas, RRT-OMP performs very close to that of OMP σ 2 and OMP k0 . In both signal models, RRT-OMP performs significantly better than PaTh(OMP) which is also SNO. Unlike the uniform signal model, the performance of PaTh(OMP) is much better in random signal model. A similar trend is visible in Fig.4 except that OMP k0 exhibit NMSE floors when the signal is uniform and TF-OMP/RRT-OMP outperforms OMP k0 and matches the performance of OMP σ 2 . These results can be explained by the reasoning given in Section VI.C.
In Fig.5 , we present the support recovery performance of algorithms. From the left side of Fig.5 , one can see that the PE of OMP k0 and TF-OMP decreases with increasing SNR, whereas, OMP σ 2 and PaTh(OMP) suffer error floors. RRT-OMP also exhibits PE flooring at high SNR at a PE level much lower than that of OMP σ 2 . This is explained in Remark 8. Note that X = [I 32 , H 32 ] guarantees exact support recovery whenever k 0 ≤ 3. However, there exist a non zero probability that a 32 × 64 random matrix fails to satisfy the RIC condition required for exact recovery. This explains the PE floors at high SNR in the R.H.S of Fig.5 . Nevertheless, the PE of RRT-OMP and TF-OMP matches that of OMP k0 and OMP σ 2 .
C. Large sample performance.
Next we consider the performance of algorithms in Fig.6 when n and p are high and signal is uniform. From Fig.6 , one can see that at low SNR (SNR=10dB), both TF-OMP and RRT-OMP outperforms OMP σ 2 and OMP k0 , whereas at high SNR, TF-OMP, RRT-OMP and OMP σ 2 outperforms OMP k0 . The performance of PaTh(OMP) follows that of RRT-OMP at low k 0 , however, the performance of PaTh(OMP) deteriorates significantly as k 0 increases. We next consider the performance of algorithms in Fig.7 where n and p are high and signal is random. TF-OMP performs badly due to high DR(β). RRT-OMP performs worse than PaTh(OMP), OMP k0 and OMP σ 2 when SNR is low, i.e., 10dB and k 0 is high. When k 0 is To summarize, the performance of TF-OMP and RRT-OMP are similar to or better than OMP k0 and OMP σ 2 at all SNR and significantly better than that of PaTh(OMP) when the signal model is uniform. When the signal model is random, the performance of TF-OMP degrades significantly, whereas, the performance of RRT-OMP closely matches the performance of OMP k0 and OMP σ 2 except when both k 0 is high and SNR is low.
VIII. CONCLUSION AND FUTURE RESEARCH
This article developed two novel frameworks to achieve efficient sparse recovery using OMP and OLS algorithms when both sparsity k 0 and noise statistics {σ 2 , ǫ 2 } are unavailable. The performance of this framework is analysed both analytically and numerically. The broader area of CS involves many Proof. Reiterating, k * = min{k : I ⊆Î k }, wherê I k = Alg(y, X, k) is the support estimate returned by 'Alg' at sparsity level k. k max is the maximum sparsity level of 'Alg' in TABLE II. RR(k) for k ∈ {k * + 1, . . . , k max } satisfies RR(k) = First of all note that k * ,Î k , RR(k) etc. are all R.V with unknown distribution. The proof of B1) follows by lower bounding RR(k) for k > k * using R.V with known distributions. We first consider the behaviour of RR(k) when signal β = 0 p (I = φ) in which case k * = 1. Later we generalize the result to the case β = 0 p in which case k * ≥ k 0 = |I|. The crux of the proof is the following Lemma proved in (41) of [28] using Result 5.3.7 of [24] . Since the index selected in the k − 1 th iteration belongs to L k−1 , it follows that conditioned onÎ k−1 ,
Let δ k = F From (21) it is clear that the R.H.S of (20) decreases with decreasing β u k 2 . Note that the minimum value of β u k 2 is β min itself. Hence, substituting β u k 2 ≥ β min in (20) will give the following bound in (12) .
RR(k) ≥
1 − δ ksup β min − ǫ 2 1 + δ ksup (β max + β min ) + ǫ 2 , ∀k < k * and ǫ 2 < ǫ sup .
