We derive simple push-relabel algorithms for the matroid partitioning, matroid membership, and submodular flow feasibility problems. It turns out that, in order to have a strongly polynomial algorithm, the lexicographic rule used in all previous algorithms for the two latter problems can be avoided. Its proper role is that it helps speeding up the algorithm in the last problem.
Introduction
Push-relabel algorithms (see, for example, the first one of Goldberg and Tarjan [16] ), unlike augmenting path type algorithms, use only small, local steps. In order to make progress, in selecting the current element where the next local step is to be performed, they use a control parameter : S → {0, 1, 2, . . . } called a level (or distance) function. Here S can be the node-set of a directed graph or the ground-set of a matroid. In the present work the range of the level functions is {0, 1, 2, . . . , n} where n = |S| while the original algorithm of Goldberg and Tarjan for maximum flows must have allowed {0, 1, 2, . . . , 2n − 1} for the range of .
The goal of the present paper is to develop simple push-relabel algorithms in submodular optimization. We exhibit versions for matroid partition, for membership in a matroid polytope, and for submodular flow feasibility. All the previous algorithms relied on a selection rule based on a consistent ordering of the elements. This rule can be considered as a counterpart of the lexicographic rule of Schönsleben [19] applied to augmenting path type algorithms. The new push-relabel algorithms do not use the consistency rule and the proof of strong polynomiality becomes much simpler. The true role of the consistency rule is that, though not needed for strong polynomiality, it improves the complexity of the algorithm by one order of magnitude.
For a given level function , the sets L i = {v : (v) = i} (i = 0, . . . , n) are called the level sets of . For an element s with (s) = j, we say that the level of s is j or that s is in L j . For a subset X ⊆ S, let min (X ) := min{ (v) : v ∈ X }. One of the local steps during the algorithm is lifting an element s of S with (s) ≤ n − 1 which means that we increase (s) by 1. The set of operations performed between two lifting operations will be called a phase of the algorithm. Since the level of an element is never decreased, the number of lifting operations, and hence the number of phases, is at most n 2 .
We do not distinguish between a one-element set {s} and its only element s. 
Matroid partition
Both matroid optimization problems we are considering need the following lemma. For a given basis B and element u ∈ S − B, there is a unique circuit in B + u containing u, which is denoted by C(B, u) and called the fundemantal circuit of u. For each element v ∈ C(B, u), the set B − v + u is also a basis of M.
Lemma 2.1 Let B be a basis of a matroid M = (S, B), s ∈ S − B, t ∈ C(B, s) − s, and B := S − t + s. If
: S → {0, 1, . . . , n} is a level function for which (t) = min (C(B, s) ), then
holds for every u
Proof The second part of the lemma is straightforward. For the first part, if , u) and (1) holds (with equality). If t ∈ C(B, u), then min (C(B, u)) ≤ (t) and, by the strong circuit axiom, there is a circuit C ⊆ (C(B, u) ∪ C(B, s) ) − t) containing u. We must have C(B , u) = C from which min (C(B , u) ≥ min{ min (C(B, s) ), min (C(B, u) )} = min{ (t), min (C(B, u) )} = min (C(B, u) ).
Let M 1 = (S, B 1 ), M 2 = (S, B 2 ) , . . . , M k = (S, B k ) be k matroids on an n-element ground-set S. We say that a subset F ⊆ S is coverable if F ⊆ B 1 ∪ · · · ∪ B k for some B i ∈ B i (i = 1, . . . , 2). We construct a push-relabel algorithm for finding a largest coverable subset. Previously, Edmonds and Fulkerson [2, 5] developed an
