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Abstract
This thesis deals with multilingual semantic word similarity. At first, we pre-
sent approaches to modeling multilingual semantic word similarity and we
introduce several selected multilingual methods. In the next section, we deal
with the creation of our own multilingual system. We test several existing
multilingual methods that we combine to achieve better results. In the last
part of the thesis, we compare the created system with state-of-the-art sys-
tem, which won the SemEval-2017 international scientific competition. Our
system achieved more than 6 percent better results on tested data.
Abstrakt
Tato pra´ce se zaby´va´ v´ıcejazycˇnou se´mantickou podobnost´ı slov. Nejprve
prˇedstavujeme prˇ´ıstupy k modelova´n´ı v´ıcejazycˇne´ se´manticke´ podobnosti slov
a da´le uva´d´ıme neˇkolik vybrany´ch v´ıcejazycˇny´ch metod. V dalˇs´ı cˇa´sti pra´ce se
zaby´va´me vytvorˇen´ım vlastn´ıho v´ıcejazycˇne´ho syste´mu. Nejdrˇ´ıve otestujeme
neˇkolik existuj´ıc´ıch v´ıcejazycˇny´ch metod, ktere´ v dalˇs´ı cˇa´sti zkombinujeme
k dosazˇen´ı lepsˇ´ıch vy´sledk˚u. V posledn´ı cˇa´sti pra´ce pak porovna´va´me vy-
tvorˇeny´ syste´m s nejlepsˇ´ım syste´mem, ktery´ zv´ıteˇzil v mezina´rodn´ı veˇdecke´
souteˇzˇi SemEval-2017. Na´sˇ syste´m prˇitom na pouzˇity´ch testovac´ıch datech
dosa´hl o v´ıce nezˇ 6 procent lepsˇ´ıch vy´sledk˚u.
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1 U´vod
Schopnost urcˇit se´mantickou podobnosti slov nale´za´ sve´ uplatneˇn´ı v mnoha
oblastech zpracova´n´ı prˇirozene´ho jazyka, jako je naprˇ´ıklad z´ıska´va´n´ı infor-
mac´ı, se´manticka´ desambiguace, strojovy´ prˇeklad nebo sumarizace textu.
Meˇrˇen´ı se´manticke´ podobnosti mu˚zˇe by´t naprˇ´ıklad pouzˇito k rozsˇ´ıˇren´ı
schopnost´ı vyhleda´vac´ıho syste´mu. Pokud uzˇivatel zada´ do vyhleda´vacˇe slovo
”
pes“ a v prohleda´vany´ch datech je prˇitom slovo
”
psisko“, doka´zˇe syste´m na-
meˇrˇit mezi slovy vysokou se´mantickou podobnost a mu˚zˇe tato data nab´ıdnout
uzˇivateli jako vy´sledek.
Vı´cejazycˇna´ se´manticka´ podobnost pak doka´zˇe urcˇit se´mantickou po-
dobnost i mezi slovy z r˚uzny´ch jazyk˚u. Takovy´to syste´m pak k hledane´mu
slovu
”






V te´to pra´ci uvedeme prˇ´ıstupy k modelova´n´ı v´ıcejazycˇne´ se´manticke´ podob-
nosti slov a na´sledneˇ prˇedstav´ıme vybrane´ v´ıcejazycˇne´ metody a modely. Dru-
hou cˇa´st pra´ce pak veˇnujeme implementaci vlastn´ıho syste´mu pro urcˇova´n´ı
v´ıcejazycˇne´ se´manticke´ podobnosti slov, jeho vy´sledky zmeˇrˇ´ıme a porovna´me
je se state-of-the-art syste´mem.
V ra´mci tvorby tohoto syste´mu se zameˇrˇ´ıme na peˇt jazyk˚u, ktery´mi jsou
anglicˇtina, neˇmcˇina, sˇpaneˇlˇstina, cˇesˇtina a cˇ´ınsˇtina. Vytvorˇeny´ syste´m bude
schopen urcˇit se´mantickou podobnost mezi dvojic´ı slov z teˇchto jazyk˚u a za´-
rovenˇ bude schopen pro zadane´ slovo naj´ıt jemu se´manticky nejpodobneˇjˇs´ı
slova.
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2 Modelova´n´ı se´manticke´ podobnosti
slov
Prˇ´ıstupy k modelova´n´ı se´manticke´ podobnosti lze shrnout do trˇ´ı skupin.
Prvn´ı skupina pouzˇ´ıva´ k reprezentaci slov vektory rea´lny´ch cˇ´ısel, druha´
skupina reprezentuje slova a vazby mezi slovy se´mantickou s´ıt´ı a trˇet´ı skupina
shlukuje se´manticky podobna´ slova do slovn´ıch trˇ´ıd.
2.1 Slovn´ı vektory
Prvn´ı prˇ´ıstup je zalozˇen na reprezentaci slov pomoc´ı vektor˚u. Kazˇde´ slovo
je reprezentova´no kra´tky´m vektorem rea´lny´ch cˇ´ısel, ktere´ urcˇuje jeho pozici
v se´manticke´m prostoru.
2.1.1 Se´manticky´ prostor
Se´manticky´ prostor je vektorovy´ prostor, ktery´ umozˇnˇuje zachytit se´manticke´
vazby mezi slovy. Slova se stejny´m vy´znamem budou v se´manticke´m prostoru
lezˇet bl´ızko u sebe, jak je videˇt na obra´zku 2.1. Tento zp˚usob eliminuje neˇktere´
nedostatky pravidloveˇ zalozˇeny´ch prˇ´ıstup˚u, prˇedevsˇ´ım pak za´vislost na rucˇneˇ
vytva´rˇeny´ch pravidlech [37].
Starsˇ´ı metody, jako naprˇ´ıklad Hyperspace Analogue to Language [24], vy-
tva´rˇely se´manticky´ prostor o velky´ch dimenz´ıch, noveˇjˇs´ı metody pouzˇ´ıvaj´ı
mensˇ´ı dimenzi. Se´manticke´ prostory vycha´zej´ı z mysˇlenky distribucˇn´ı se´man-
tiky.
2.1.2 Distribucˇn´ı se´mantika
Distribucˇn´ı se´mantika rˇ´ıka´, zˇe je mozˇne´ urcˇit vy´znam slova podle toho, jak je
distribuova´no v textu. Jej´ım za´kladem je distribucˇn´ı hypote´za a bag-of-word
hypote´za.
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Obra´zek 2.1: V se´manticke´m prostoru jsou slova reprezentova´na slovn´ımi
vektory. Vy´znamoveˇ podobna´ slova se nacha´z´ı bl´ızko u sebe.
Distribucˇn´ı hypote´za
Distribucˇn´ı hypote´za vyuzˇ´ıva´ pro urcˇen´ı vy´znamu slova okoln´ıho textu, prˇi-
cˇemzˇ slova s podobny´m vy´znamem se budou vyskytovat v podobne´m kon-
textu a slova s podobny´m kontextem budou mı´t podobny´ vy´znam [36]. Tato
hypote´za pouzˇ´ıva´ loka´ln´ı kontext, tj. bezprostrˇedn´ı okol´ı slova.
Bag-of-word hypote´za
Bag-of-word hypote´za pracuje s globa´ln´ım kontextem, tj. vyuzˇ´ıva´ namı´sto
okol´ı slova cely´ dokument. Hypote´za rˇ´ıka´, zˇe slova budou mı´t podobny´ vy´-
znam, pokud jsou podobneˇ distribuova´na v dokumentech.
2.1.3 Slovn´ı analogie
Vlastnosti slovn´ıch vektor˚u lze oveˇrˇit pomoc´ı slovn´ıch analogi´ı. Opeˇt je vy-
uzˇita skutecˇnost, zˇe podobne´ vektory maj´ı podobny´ tvar a zachycuj´ı se´man-
ticke´ vztahy mezi slovy. Naprˇ´ıklad vztah mezi vektory muzˇ-zˇena je podobny´
jako vztah mezi vektory stry´c-teta nebo kra´l-kra´lovna, cˇehozˇ lze da´le vyuzˇ´ıt.
To je zna´zorneˇno na obra´zku 2.2.
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Obra´zek 2.2: Vektorova´ reprezentace slov doka´zˇe zachovat vazby mezi slovy.
Pokud naprˇ´ıklad od vektoru kra´l odecˇteme vektor muzˇ a prˇicˇteme vek-
tor zˇena, vznikly´ vektor bude odpov´ıdat vy´znamu slova kra´lovna. Podobny´m
zp˚usobem se mu˚zˇeme dotazovat na hlavn´ı meˇsta sta´t˚u. Pokud od vektoru
Francie odecˇteme vektor Parˇ´ızˇ a prˇicˇteme vektor Rˇ´ım, z´ıska´me vektor odpo-
v´ıdaj´ıc´ı Ita´lii.
2.1.4 Podobnost vektor˚u
Pro porovna´n´ı vektor˚u je d˚ulezˇiteˇjˇs´ı orientace vektoru, sp´ıˇse nezˇ jeho de´lka.
Proto se pro porovna´n´ı dvojice vektor˚u pouzˇ´ıva´ nejcˇasteˇji kosinova´ vzda´le-
nost. Ta definuje podobnost dvojice vektor˚u jako kosinus u´hlu mezi vektory,
jak je uvedeno ve vzorci 2.1.











2.1.5 Pocˇetneˇ zalozˇene´ modely
Tyto modely pouzˇ´ıvaj´ı k vytvorˇen´ı se´manticky´ch vektor˚u kookurencˇn´ı matici
slov, vytvorˇenou podle jazykove´ho korpusu. Tato matice zaznamena´va´ jaka´
slova a v jake´m pocˇtu se nacha´zej´ı ve vymezene´m kontextu slova. Pocˇetneˇ
zalozˇene´ metody pak s touto matic´ı da´le pracuj´ı k vytvorˇen´ı se´manticke´ho
prostoru.
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GloVe
Pennington et al. navrhli model vyuzˇ´ıvaj´ıc´ı kookurencˇn´ı matici slov, ze ktere´
pomoc´ı regrese vytva´rˇ´ı slovn´ı vektory[30]. Vznikly´ se´manticky´ prostor je ob-
vykle dimenze 50 azˇ 300 a zachova´va´ se´manticke´ vazby mezi jednotlivy´mi
slovy.
2.1.6 Prediktivn´ı modely
Prediktivn´ı modely nepouzˇ´ıvaj´ı kookurencˇn´ı matici, namı´sto toho pracuj´ı
prˇ´ımo s jazykovy´m korpusem a jsou tre´nova´ny k prˇedv´ıda´n´ı okoln´ıch slov.
Word2Vec
Mikolov et al. prˇiˇsli s dvojici prediktivn´ıch model˚u[26]. Oba modely pouzˇ´ıvaj´ı
neuronovou s´ıt’ s jednou skrytou vrstvou.
Vstupn´ı i vy´stupn´ı vrstva obou model˚u ma´ dimenzi rovnou velikosti slov-
n´ıku a pro reprezentaci slov se pouzˇ´ıva´ tzv. one-hot ko´dova´n´ı, kde vektor
zavedeny´ na vstup ma´ jeden element rovny´ jedne´, a to na pozici, jezˇ odpo-
v´ıda´ indexu slova ve slovn´ıku, zbyle´ prvky vektoru jsou nulove´. Skryta´ vrstva
pak ma´ dimenzi rovnou pozˇadovane´mu rozmeˇru vytva´rˇene´ho vektorove´ho
prostoru.
Prvn´ım z model˚u je Continuous Bag-of-Words (CBOW ), ktery´ pouzˇ´ıva´
neˇkolik kontextovy´ch slov k predikci jednoho slova c´ılove´ho. Druhy´m mo-
delem je skip-gram, ktery´ naopak pouzˇ´ıva´ jedno dane´ slovo k predikci slov
v jeho kontextu. To je ilustrova´no na obra´zku 2.3.
Metoda skipgram funguje dobrˇe i prˇi tre´nova´n´ı na male´m jazykove´m kor-
pusu a doka´zˇe dobrˇe reprezentovat ma´lo se vyskytuj´ıc´ı slova cˇi fra´ze. Metoda
CBOW se tre´nuje na´sobneˇ rychleji a dosahuje mı´rneˇ lepsˇ´ıch vy´sledk˚u na cˇasto
se vyskytuj´ıc´ıch slovech a fra´z´ıch.
Slovn´ı vektory se po natre´nova´n´ı nacha´zej´ı ve va´hovy´ch matic´ıch. Tyto
vektory maj´ı, podobneˇ jako vektory GloVe, obvykle dimenzi 50 azˇ 300 a za-
znamena´vaj´ı se´mantickou reprezentaci slova.
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Obra´zek 2.3: Uka´zka modelu Contiuous Bag-of-Words a Skip-gram. Prˇevzato
z [26].
fastText
Bojanovski et al. doplnili p˚uvodn´ı modely Word2vec o neˇkolik funkc´ı, d´ıky
ktery´m vylepsˇili jejich vy´sledky [16]. Beˇhem procesu tre´nova´n´ı jsou slova na-
v´ıc rozdeˇlova´na na p´ısmenne´ n-gramy (
”
podslova“) urcˇite´ de´lky a tyto se pak
take´ pod´ılej´ı na tre´nova´n´ı. Tento zp˚usob umozˇnˇuje zachytit naprˇ´ıklad skutecˇ-
nost, zˇe neˇkolik slov ma´ stejny´ korˇen, a proto mezi nimi existuje se´manticka´
podobnost.
2.2 Se´manticke´ s´ıteˇ
Dalˇs´ım zp˚usobem reprezentace se´manticke´ podobnosti slov jsou se´manticke´
s´ıteˇ.
2.2.1 Se´manticka´ s´ıt’
Se´manticka´ s´ıt’ je orientovany´ graf, ktery´ je tvorˇen vrcholy reprezentuj´ıc´ı
objekty popisovane´ho sveˇta a hranami, ktere´ vyjadrˇuj´ı vazby mezi objekty.
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V nasˇem prˇ´ıpadeˇ reprezentuj´ı vrcholy slova cˇi synsety a hrany vyjadrˇuj´ı se´-
manticke´ vazby mezi nimi. Teˇchto hran v s´ıti obvykle existuje v´ıce druh˚u,
cˇ´ımzˇ lze zachytit r˚uzne´ druhy se´manticky´ch vazeb.
Tyto rozsa´hle´ s´ıteˇ jsou obvykle automatizovaneˇ vytva´rˇeny a aktualizo-
va´ny z dostupny´ch internetovy´ch databa´z´ı a ontologi´ı, jako je Wikipedia nebo
DBPedia.
2.2.2 Synset
Neˇktere´ s´ıteˇ pouzˇ´ıvaj´ı namı´sto slov synsety (synonym set). Ty vyjadrˇuj´ı jeden
konkre´tn´ı vy´znam slova. Synset se proto mu˚zˇe sesta´vat z v´ıce slov a naopak
jedno slovo mu˚zˇe by´t prˇiˇrazeno v´ıce synset˚um. S´ıteˇ pak mohou namı´sto slov
pouzˇ´ıt synsety jako vrcholy grafu [38].
2.2.3 Jednojazycˇne´ s´ıteˇ
Existuje mnozˇstv´ı s´ıt´ı. ktere´ zachycuj´ı pouze jeden jazyk, cˇasto anglicˇtinu.
Typicky´m prˇedstavitelem te´to skupiny je s´ıt’ WordNet
WordNet
WordNet je rozsa´hla´ lexika´ln´ı databa´ze anglicke´ho jazyka, vyvinuta´ na Prin-
cetonske´ univerziteˇ. Jej´ım hlavn´ım u´kolem je napoma´hat analy´ze textu a apli-
kac´ım spojeny´m s umeˇlou inteligenc´ı [38].
Obsahuje v´ıce nezˇ 117 tis´ıc synset˚u, propojeny´ch sˇesti druhy vazeb. S´ıt
nav´ıc obsahuje definice synset˚u a uka´zku jejich pouzˇit´ı. Cˇa´st s´ıteˇ je zachycena
na obra´zku 2.4.
WordNet byl inspirac´ı pro vznik dalˇs´ıch, cˇasto neanglicky´ch, s´ıt´ı, jako je
Czech WordNet (Cˇesky´ WordNet). Take´ z neˇj vycha´z´ı neˇktere´ s´ıteˇ v´ıceja-
zycˇne´.
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Obra´zek 2.4: Se´manticka´ s´ıt’ WordNet.
2.3 Shlukova´n´ı
Posledn´ım prˇ´ıstupem je shlukova´n´ı slov do slovn´ıch trˇ´ıd.
2.3.1 Shlukova´n´ı
Shlukova´n´ı je proces, beˇhem neˇhozˇ jsou objekty trˇ´ıdeˇny do trˇ´ıd podle sve´
podobnosti. Objekt bude podobneˇjˇs´ı ostatn´ım objekt˚um v te´zˇe trˇ´ıdeˇ, nezˇ ve
trˇ´ıdeˇ jine´. To je ilustrova´no na obra´zku 2.5.
Metody se´manticke´ podobnosti slov zalozˇene´ na shlukova´n´ı vycha´zej´ı,
stejneˇ jako metody slovn´ıch vektor˚u, z distribucˇn´ı se´mantiky a slova jsou
rˇazena do trˇ´ıd podle loka´ln´ıho cˇi globa´ln´ıho kontextu. Vy´stupem metod jsou
slovn´ı trˇ´ıdy.
2.3.2 Slovn´ı trˇ´ıdy
Slovn´ı trˇ´ıda je mnozˇina slov, ktere´ si jsou se´manticky podobna´. Slovo je se´-
manticky podobneˇjˇs´ı ostatn´ım slov˚um ze stejne´ slovn´ı trˇ´ıdy, nezˇ z trˇ´ıdy jine´.
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Obra´zek 2.5: C´ılem shlukova´n´ı je seskupit objekty do trˇ´ıd. Objekty stejne´
barvy patrˇ´ı do stejne´ trˇ´ıdy.
Neˇktere´ metody doka´zˇ´ı slovn´ı trˇ´ıdy hierarchicky seskupovat do stromu˚.
2.3.3 Brownovo shlukova´n´ı
Brownovo shlukova´n´ı (take´ IBM shlukova´n´ı) je jednojazycˇna´ metoda hierar-
chicke´ho shlukova´n´ı slov dle loka´ln´ıho kontextu[17]. Je za´kladem neˇktery´ch
dalˇs´ıch metod.
Metoda procha´z´ı jazykovy´ korpus a slucˇuje podobna´ slova do hierarchic-
ky´ch slovn´ıch trˇ´ıd. T´ım ze slov utva´rˇ´ı bina´rn´ı strom, prˇicˇemzˇ slova lze zapsat
dlouhy´mi bina´rn´ımi vektory. Vy´stup Brownova shlukova´n´ı slov je zna´zorneˇn
na obra´zku 2.6.
Mnoho dalˇs´ıch metod zalozˇeny´ch na shlukova´n´ı, vcˇetneˇ metod v´ıcejazycˇ-
ny´ch, vycha´z´ı pra´veˇ z Brownova shlukova´n´ı.
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Obra´zek 2.6: Princip Brownova shlukova´n´ı. Slova jsou podle se´manticke´ po-
dobnosti hierarchicky rˇazena do slovn´ıch trˇ´ıd.
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3 Vı´cejazycˇne´ metody se´manticke´
podobnosti slov
Nı´zˇe prˇedstav´ıme zp˚usoby, jak lze za´kladn´ı jednojazycˇne´ prˇ´ıstupy rozsˇ´ıˇrit na
v´ıcejazycˇne´ a uvedeme vybrane´ v´ıcejazycˇne´ metody se´manticke´ podobnosti
slov.
3.1 Vı´cejazycˇne´ slovn´ı vektory
Dosud uvedene´ modely slovn´ıch vektor˚u, ktere´ pracuj´ı s jednojazycˇny´mi kor-
pusy, lze rozsˇ´ıˇrit, aby fungovaly i na korpusech v´ıcejazycˇny´ch. Tyto v´ıceja-
zycˇne´ modely pak lze deˇlit dveˇma zp˚usoby[31].
3.1.1 Rozdeˇlen´ı podle zp˚usobu ucˇen´ı
Prvn´ım zp˚usobem je deˇlit modely podle toho, jaky´m zp˚usobem se ucˇ´ı v´ıce-
jazycˇny´m vektor˚um.
Jednojazycˇne´ mapova´n´ı Tyto modely nejprve tre´nuj´ı neza´visle´ slovn´ı vek-
tory na velky´ch jednojazycˇny´ch korpusech, pro kazˇdy´ jazyk zvla´sˇt’.
Ve druhe´ fa´zi pak nale´zaj´ı mapova´n´ı z jednoho syste´mu do druhe´ho.
K tomu veˇtsˇinou vyuzˇ´ıvaj´ı prˇeklady ze slovn´ıku, prˇ´ıpadneˇ data ze slovneˇ
zarovnane´ho paraleln´ıho korpusu.
Pseudo-v´ıcejazycˇne´ Tyto modely vytva´rˇej´ı v´ıcejazycˇny´ datovy´ korpus z neˇ-
kolika korpus˚u jednojazycˇny´ch. Veˇtsˇina prˇ´ıstup˚u identifikuje slova, ktera´
lze prˇelozˇit z jednoho jazyka do druhe´ho a ve vsˇech korpusech je na-
hrad´ı za´stupny´mi symboly. T´ım je zajiˇsteˇno, zˇe tato slova budou mı´t
stejnou vektorovou reprezentaci naprˇ´ıcˇ jazyky.
Vı´cejazycˇne´ Tyto modely se soustrˇed´ı vy´hradneˇ na tre´nova´n´ı na paraleln´ım
korpusu. K tomu veˇtsˇinou vyuzˇ´ıvaj´ı veˇtneˇ zarovnana´ data, namı´sto
pouzˇit´ı slovn´ıkovy´ch prˇeklad˚u.
Spojiteˇ optimalizovane´ Tyto modely se soustrˇed´ı jak na optimalizaci vztah˚u
v jednojazycˇny´ch korpusech, tak i na vazby v´ıcejazycˇne´.
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3.1.2 Rozdeˇlen´ı podle druhu paraleln´ıho korpusu
Druhy´ zp˚usob deˇlen´ı je podle druhu pouzˇite´ho paraleln´ıho korpusu, ze kte-
re´ho se reprezentace z´ıska´va´.
Slovneˇ zarovnana´ data Modely pouzˇ´ıvaj´ı paraleln´ı korpus, ktery´ je zarov-
na´n na slova. Tento korpus je obvykle z´ıska´n automatizovaneˇ z veˇtneˇ
zarovnany´ch dat.
Veˇtneˇ zarovnana´ data Modely pouzˇ´ıvaj´ı korpus, ktery´ je zarovnany´ na veˇty.
Prˇeklady dokument˚u Tyto modely pouzˇ´ıvaj´ı jako paraleln´ı korpus prˇe-
klady dokument˚u.
Slovn´ıky Paraleln´ı korpus je slovn´ık, obsahuj´ıc´ı prˇeklady slov.
Bez paraleln´ıch dat Nejsou dostupna´ zˇa´dna´ paraleln´ı data. Ucˇen´ı v´ıceja-
zycˇny´ch reprezentac´ı prob´ıha´ pouze z jednojazycˇny´ch zdroj˚u.
3.2 Vı´cejazycˇne´ metody slovn´ıch vektor˚u
3.2.1 Linea´rn´ı projekce
Vektorovy´ prostor umozˇnˇuje zachytit i vztahy mezi jednotlivy´mi slovy a tyto
vztahy si jsou v r˚uzny´ch jazyc´ıch velice podobne´[27].
Z toho vycha´z´ı mysˇlenka, zˇe je mozˇne´ natre´novat dvojici neza´visly´ch vek-
torovy´ch prostor˚u na jednojazycˇny´ch datovy´ch korpusech a na´sledneˇ vytvorˇit
transformacˇn´ı matici W , ktera´ doka´zˇe transformovat jeden vektorovy´ prostor
do prostoru druhe´ho.
Na obra´zku 3.1 je promı´tnuta cˇa´st vektorovy´ch prostor˚u z´ıskany´ch z ang-
licky´ch a sˇpaneˇlsky´ch jednojazycˇny´ch korpus˚u. Na sn´ımc´ıch je videˇt podob-
nost vztah˚u mezi slovy v r˚uzny´ch jazyc´ıch.
Metoda linea´rn´ı projekce vyuzˇ´ıva´ dvojjazycˇne´ slovn´ıky k prˇekladu cˇa´sti
slov z jednoho se´manticke´ho prostoru do jazyka druhe´ho prostoru. Pomoc´ı
teˇchto slov pak nale´za´ transformacˇn´ı matici W , ktera´ minimalizuje euklei-
dovskou vzda´lenost mezi reprezentac´ı xi slova wi, transformovanou matic´ı
W , a reprezentac´ı prˇekladu slova zi ze slovn´ıku. To je vyja´drˇeno vzorcem 3.1.
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Obra´zek 3.1: Vektorova´ reprezentace slov je v r˚uzny´ch jazyc´ıch velice po-
dobna´. Pomoc´ı transformacˇn´ı matice W se lze transformovat z jednoho pro-





||Wxi − zi||2 (3.1)
Tato metoda tak spada´ do kategorie jednojazycˇne´ho mapova´n´ı s vyuzˇit´ım
slovn´ıku jako v´ıcejazycˇne´ho korpusu.
3.2.2 Normalized Word Embedding and Orthogonal
Transform for Bilingual Word Translation
Na mysˇlenku linea´rn´ı projekce nava´zali Xing et al. Ti si povsˇimli, zˇe zat´ımco
pro urcˇen´ı podobnosti mezi vektory se pouzˇ´ıva´ kosinova´ vzda´lenost, linea´rn´ı
projekce optimalizuje vzda´lenost eukleidovskou. Pouzˇit´ı r˚uzny´ch metrik pak
mu˚zˇe degradovat vy´sledky[39].
K vyrˇesˇen´ı tohoto proble´mu proto navrhli beˇhem tre´nova´n´ı slovn´ı vektory
normalizovat na jednotkovou vzda´lenost. T´ım dojde k tomu, zˇe vytvorˇene´
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vektory budou lezˇet v prostoru hyperkoule, jak je zna´zorneˇno na obra´zku
3.2.
Obra´zek 3.2: Po normalizace se slovn´ı vektory nacha´zej´ı v prostoru hyper-
koule, prˇevzato z [39].
Jako druhy´ krok pak pozmeˇnili cenovou funkci mapova´n´ı do tvaru 3.2.
Nakonec take´ stanovili, zˇe vytvorˇena´ transformacˇn´ı matice W mus´ı by´t orto-








I tato metoda tedy patrˇ´ı do kategorie linea´rn´ıho mapova´n´ı s pouzˇit´ım
slovn´ıku jako v´ıcejazycˇne´ho korpusu.
3.2.3 Word Translation Without Parallel Data
Mysˇlenku linea´rn´ı projekce a ortogona´ln´ıch vektor˚u pouzˇili take´ Conneau
et al. Ti navrhli metodu, ktera´ doka´zˇe vytvorˇit transformacˇn´ı matici W i bez
pouzˇit´ı dodatecˇny´ch paraleln´ıch dat a slovn´ık˚u [19].
Vycha´zej´ı prˇitom z poznatk˚u, zˇe linea´rn´ı projekce dosahuje lepsˇ´ıch vy´-
sledk˚u, pokud je transformacˇn´ı matice W ortogona´ln´ı. T´ım se jim podarˇilo
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upravit p˚uvodn´ı vzorec do nove´ho tvaru 3.3.
W ∗ = argmin
W∈Od(R)
||WX − Y ||F = UV T
UΣV T = SV D(Y XT )
(3.3)
Tento tvar pak vede na Prokrustovu analy´zu 1. Jedna´ se o matematic-
kou metodu, ktera´ porovna´va´ dvojici v´ıcerozmeˇrny´ch prostor˚u a za pomoci
sˇka´lova´n´ı velikost´ı, transpozice a rotace se snazˇ´ı minimalizovat sumu cˇtverc˚u
vzda´lenost´ı.
Metoda pak pro transformaci prostor˚u pouzˇ´ıva´ iterativn´ı algoritmus Pro-
krustovy analy´zy. To je zna´zorneˇno na obra´zku 3.3.
Obra´zek 3.3: Word translation Without Parallel Data pouzˇ´ıva´ pro transfor-
maci prostor˚u Prokrustovu analy´zu. Prˇevzato z [19].
Metoda patrˇ´ı do kategorie linea´rn´ıho mapova´n´ı, a to bud’to zcela bez
pouzˇit´ı paraleln´ıch dat, nebo s pouzˇit´ım slovn´ıku jako v´ıcejazycˇne´ho korpusu.
3.2.4 Bilingual Correlation Based Embeddings (BiCCA)
Na mysˇlenku linea´rn´ı transformace nava´zali take´ Faruqui et al. Namı´sto li-
nea´rn´ıho mapova´n´ı ale pouzˇili matematickou metodu zvanou kanonicka´ ko-
relacˇn´ı analy´za[22].
Tato v´ıcerozmeˇrna´ metoda pouzˇ´ıva´ vektorovy´ prostor Σ′, ktery´ je vzorkem
se´manticke´ho prostoru Σ jednoho z jazyk˚u a jemu odpov´ıdaj´ıc´ı prostor Ω′
z prostoru Ω druhe´ho jazyka. Prostor Ω′ je nalezen pomoc´ı v´ıcejazycˇny´ch
slovn´ık˚u a jeho prvky odpov´ıdaj´ı prˇeklad˚um slov z prostoru Σ′. Pomoc´ı teˇchto
1Pojmenova´no podle lupicˇe z rˇecke´ mytologie, ktery´ sve´ obeˇti bud’ natahoval, nebo jim
odseka´val koncˇetiny, aby se vesˇli na jeho lozˇe.
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vzork˚u z dvojice jazykovy´ch prostor˚u pak nalezne dvojici transformacˇn´ıch
matic V a W . To lze zapsat vzorcem 3.4.
V,W = CCA(Ω′,Σ′) (3.4)
S teˇmito z´ıskany´mi maticemi V a W pak lze oba vektorove´ prostory Σ
a Ω transformovat do jednoho spolecˇne´ho prostoru. To je zapsa´no vzorcem
3.5 a zna´zorneˇno na obra´zku 3.4. Σ∗ i Ω∗ zde reprezentuj´ı jeden spolecˇny´
se´manticky´ prostor.
Σ∗ = Σ× V
Ω∗ = Ω×W (3.5)
Obra´zek 3.4: Pro transformaci do spolecˇne´ho prostoru je pouzˇita dvojice
matic nalezeny´ch kanonickou korelacˇn´ı analy´zou. Prˇevzato z [22].
I tato metoda spada´ do kategorie jednojazycˇne´ho mapova´n´ı s pouzˇit´ım
slovn´ıku jako paraleln´ıho korpusu.
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3.2.5 MultilingualCCA
Ammar et al. pak na mysˇlenku pouzˇit´ı kanonicke´ korelacˇn´ı analy´zy nava´zali
a rozsˇ´ıˇrili jej´ı pouzˇit´ı na libovolny´ pocˇet prostor˚u [14].
Podobneˇ jako v prˇedchoz´ım prˇ´ıpadeˇ pouzˇij´ı vzorky se´manticky´ch prostor˚u
Σ a Ω k z´ıska´n´ı transformacˇn´ıch matic V a W . V dalˇs´ım kroku vypocˇtou in-
verzi matice W a tu pouzˇij´ı k transformaci prvn´ıho se´manticke´ho prostoru ze
spolecˇne´ho prostoru do prostoru druhe´ho jazyka, jak je vyja´drˇeno ve vzorci
3.6. T´ımto zp˚usobem lze transformovat libovolny´ pocˇet se´manticky´ch pro-
stor˚u do prostoru vybrane´ho jazyka.
Ω = Σ× V ×W−1 (3.6)
3.2.6 Random translation Replacement
Gouws et al. prˇiˇsli s metodou Random Translation Replacement (RTR), ktera´
vytva´rˇ´ı pseudo-v´ıcejazycˇny´ jazykovy´ korpus z korpus˚u jednojazycˇny´ch [23].
Metoda pouzˇ´ıva´ jednojazycˇne´ jazykove´ korpusy a v´ıcejazycˇny´ slovn´ık.
V korpusech je pak cˇa´st slov nahrazena za sve´ prˇeklady ze slovn´ıku a vsˇechny
korpusy jsou propojeny. T´ım je vytvorˇen pseudo-v´ıcejazycˇny´ jazykovy´ kor-
pus, na ktere´m lze natre´novat slovn´ı vektory.
Guows et al. pouzˇili jako jazykove´ korpusy cˇla´nky z Wikipedie a prˇeklady
slov z´ıskali pouzˇit´ım Google Translate. Na tomto korpuse pak natre´novali
Continuous Bag Of Words.
Tato metoda patrˇ´ı do kategorie pseudo-v´ıcejazycˇny´ch metod s pouzˇit´ım
slovn´ıku jako v´ıcejazycˇne´ho korpusu.
3.2.7 Bilingual Skipgram without Word Alignments
Coulmance et al. navrhli metodu Bilingual Skipgram without Word Align-
ments (BSwWA), ktera´ pouzˇ´ıva´ veˇtneˇ zarovnany´ korpus k vytvorˇen´ı v´ıceja-
zycˇny´ch slovn´ıch vektor˚u[20]. Prˇedpokla´daj´ı, zˇe kazˇde´ slovo ve zdrojove´ veˇteˇ
je kontextem kazˇde´ho slova v c´ılove´ veˇteˇ.
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Pro tyto potrˇeby definovali optimalizacˇn´ı krite´rium skip-gramu jako 3.7,
kde s jsou veˇty, C je veˇtneˇ zarovnany´ korpus, w jsou slova veˇty a c je kontext








−logσ(wi1 , ci2) (3.7)
Jelikozˇ je toto krite´rium asymetricke´, pouzˇ´ıvaj´ı jedno krite´rium k tre´no-
va´n´ı zdrojove´ veˇty na c´ılovou a druhe´ k tre´nova´n´ı c´ılove´ veˇty na zdrojo-
vou. Nav´ıc tre´nuj´ı kazˇde´ slovo veˇty na vsˇechna ostatn´ı slova ve veˇteˇ, jak je
zna´zorneˇno na obra´zku 3.5. Existuje i dalˇs´ı varianta metody, ktera´ namı´sto
skip-gramu pouzˇ´ıva´ CBOW.
Obra´zek 3.5: Metoda optimalizuje vazby mezi jazyky i uvnitrˇ jazyka, prˇevzato
z [20].
Metoda patrˇ´ı do kategorie spojiteˇ optimalizovany´ch metod a pouzˇ´ıva´
veˇtneˇ zarovnany´ korpus.
3.2.8 Bilingual Skip-Gram (BiSkip)
Luong et al. rozsˇ´ıˇrili klasicky´ skip-gramovy´ model, aby jej bylo mozˇne´ pouzˇ´ıt
na v´ıcejazycˇny´ch datech [25].
S pouzˇit´ım slovneˇ zarovnane´ho paraleln´ıho korpusu tre´nuj´ı syste´m k pre-
dikci nejen okoln´ıch slov zdrojove´ho jazyka, ale i jazyka c´ılove´ho, jak je za-
chyceno na obra´zku 3.6.
Autorˇi navrhli i druhou verzi algoritmu, ktera´ pouzˇ´ıva´ veˇtneˇ zarovnany´
korpus. Prˇedpokla´daj´ı, zˇe slova ve zdrojove´ i c´ılove´ veˇteˇ jsou monoto´nneˇ
zarovna´na, prˇicˇemzˇ kazˇde´ slovo zdrojove´ veˇty na pozici i je zarovna´no na
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slovo c´ılove´ veˇty na pozici iT
S
, kde S je de´lka zdrojove´ veˇty a T je de´lka veˇty
c´ılove´.
Obra´zek 3.6: Dvojjazycˇny´ skip-gram tre´novany´ k predikci okoln´ıch slov zdro-
jove´ho i c´ılove´ho jazyka. Prˇevzato z [25].
Tato metoda spada´ do kategorie spojiteˇ optimalizovany´ch metod se slovneˇ,
nebo veˇtneˇ zarovnany´m paraleln´ım korpusem.
3.3 Vı´cejazycˇne´ se´manticke´ s´ıteˇ
Vı´cejazycˇne´ s´ıteˇ rozsˇiˇruj´ı p˚uvodn´ı s´ıteˇ jednojazycˇne´ a umozˇnˇuj´ı bud’to prˇi-
rˇadit slov˚um z r˚uzny´ch jazyk˚u stejny´ synset, tj. bez ohledu na to, z jake´ho
jazyka slovo pocha´z´ı, vzˇdy je mu prˇiˇrazen synset vyjadrˇuj´ıc´ı konkre´tn´ı vy´-
znam slova naprˇ´ıcˇ r˚uzny´mi jazyky, nebo, pokud s´ıt’ pouzˇ´ıva´ namı´sto synset˚u
slova, obsahuje s´ıt’ se´manticke´ vazby naprˇ´ıcˇ slovy z r˚uzny´ch jazyk˚u.
BabelNet
S´ıt’ BabelNet je v´ıcejazycˇny´m encyklopedicky´ slovn´ıkem i se´mantickou s´ıt´ı
spojuj´ıc´ı pojmy a pojmenovane´ entity (tj. jme´na osob, na´zvy produkt˚u, cˇa-
sove´ u´daje apod.) do velke´ s´ıteˇ se se´manticky´mi vztahy[29]. S´ıt’ obsahuje
prˇiblizˇneˇ 15 milion˚u synset˚u, kazˇdy´ synset reprezentuje jeden konkre´tn´ı vy´-
znam naprˇ´ıcˇ 284 jazyky.
BabelNet vznikla sloucˇen´ım s´ıteˇ WordNet s daty z Wikipedie. V sou-
cˇasnosti je dostupna´ verze BabelNet live, ktera´ se neusta´le rozr˚usta´ d´ıky
automaticky´m denn´ım aktualizac´ım z mnoha zdroj˚u, jako jsou Wikipedie,
Wikislovn´ık, Wikidata, GeoNames, ImageNet a mnoha dalˇs´ıch.
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Uka´zka cˇa´sti dostupny´ch informac´ı a vztah˚u k synsetu odpov´ıdaj´ıc´ımu
vy´znamu
”
d˚um“ je zobrazena na obra´zku 3.7.
Obra´zek 3.7: Synset s´ıteˇ BabelNet vyjadrˇuje jeden konkre´tn´ı vy´znam naprˇ´ıcˇ
mnoha jazyky. Prˇevzato z [29].
ConceptNet
ConceptNet je volneˇ dostupna´ se´manticka´ s´ıt’, vytvorˇena´ k podporˇe pocˇ´ıta-
cˇove´ho zpracova´n´ı prˇirozene´ho jazyka[32]. Jej´ı prvn´ı verze byla spusˇteˇna roku
1999 na MIT.
Pu˚vodneˇ byla s´ıt’ rucˇneˇ udrzˇova´na, v soucˇasnosti vyuzˇ´ıva´ automaticky
sb´ırana´ data ze zdroj˚u jako je DBPedia, Wikislovn´ık nebo Open Multilingual
Wordnet. Obsahuje prˇiblizˇneˇ 28 milion˚u slov z celkem 304 jazyk˚u, z nichzˇ 87
ma´ sta´lou podporu.
Na rozd´ıl od s´ıteˇ BabelNet nevyuzˇ´ıva´ synsety, za´kladn´ım objektem jsou
slova, u nichzˇ jsou mezi synonymy uvedeny jejich mozˇne´ prˇeklady.
Na obra´zku 3.8 jsou zachyceny r˚uzne´ druhy vztah˚u mezi slovy, vcˇetneˇ
vazeb v´ıcejazycˇny´ch.
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Obra´zek 3.8: Se´manticke´ vztahy v s´ıti ConceptNet. Prˇevzato z [2].
3.4 Vybrane´ metriky podobnosti v se´mantic-
ky´ch s´ıt´ıch
Protozˇe je se´manticka´ s´ıt’ grafem, pouzˇ´ıvaj´ı se pro urcˇen´ı se´manticke´ po-
dobnosti slov veˇtsˇinou metriky, ktere´ procha´zej´ı graf. Nı´zˇe vyb´ıra´me neˇkolik
metrik.
3.4.1 Metrika de´lky cesty
Za´kladn´ı metrika vyuzˇ´ıva´ pouze de´lku cesty mezi vrcholy.
Mysˇlenkou je, zˇe se´manticky podobna´ slova se nacha´zej´ı v s´ıti bl´ızko u sebe
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Na prˇ´ıkladu 3.9 si tedy profesor a postdoktorand budou se´manticky blizˇsˇ´ı,
nezˇ profesor a student.
Obra´zek 3.9: Metriky podobnosti v se´manticky´ch s´ıt´ıch pouzˇ´ıvaj´ı metody
prohleda´va´n´ı grafu.
3.4.2 Wu & Palmer˚uv algoritmus
Wu & Palmer˚uv algoritmus[15] vyuzˇ´ıva´ k urcˇen´ı podobnosti vrchol˚u hloubku
obou vrchol˚u od korˇene a rovneˇzˇ hloubku nejblizˇsˇ´ıho spolecˇne´ho prˇedka
(LCS ) obou vrchol˚u od korˇene, jak je uvedeno ve vzorci 3.9.
Mysˇlenkou je, zˇe vrcholy, ktere´ budou mı´t bl´ızke´ho spolecˇne´ho prˇedka si





V prˇ´ıkladu 3.9 je nejblizˇsˇ´ım spolecˇny´m prˇedkem profesora a postdokto-
randa katedra. Vy´sledna´ podobnost, je tedy 2/3. Podobnost profesora a stu-
denta, jejichzˇ nejblizˇsˇ´ım spolecˇny´m prˇedkem je osoba, pak bude pouze 1/3.
3.4.3 Leacock a Chodorowu˚v algoritmus
Leacock a Chodorov˚uv algoritmus[15] vyuzˇ´ıva´ informaci o vzda´lenosti mezi
vrcholy a informaci o maxima´ln´ı hloubce vrcholu. Tato informace je pak
vyhlazena logaritmem, jak je uvedeno ve vzorci 3.10.
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Zde je mysˇlenkou, zˇe konkre´tneˇjˇs´ı vrcholy, ktere´ se nacha´zej´ı n´ızˇe v hi-
erarchii, si jsou se´manticky podobneˇjˇs´ı, nezˇ vrcholy obecneˇjˇs´ı, ktere´ jsou v
hierarchii postaveny vy´sˇe.
sim(A,B) = −log(dist(A,B)
2 · depth ) (3.10)
V nasˇem prˇ´ıkladu 3.9 pak bude vzda´lenost mezi profesorem a postdokto-
randem rovna −log(2
6
), cozˇ je prˇiblizˇneˇ 0, 477. V prˇ´ıpadeˇ profesora a studenta
je vzda´lenost rovna −log(4
6
), tedy asi 0, 176.
3.4.4 Resnik˚uv algoritmus
Resnik˚uv algoritmus se od prˇedchoz´ıch liˇs´ı, nebot’ pouzˇ´ıva´ mı´ru informace.
Ta je definova´na jako 3.11, kde LCS je nejblizˇsˇ´ı spolecˇny´ prˇedek a IC(LCS)
je mı´ra informace. Resnik˚uv algoritmus je pak definova´n jako 3.12.
Mysˇlenkou je, zˇe konkre´tneˇjˇs´ı vrcholy budou dosahovat vysˇsˇ´ı mı´ry infor-
mace a budou proto podobneˇjˇs´ı nezˇ vrcholy s mensˇ´ı mı´rou informace.
IC(LCS) = −log(P (LCS)) (3.11)
sim(A,B) = IC(LCS(A,B)) (3.12)
3.5 Obohacen´ı slovn´ıch vektor˚u
Existuj´ı metody, ktere´ doka´zˇ´ı jizˇ vytvorˇene´ slovn´ı vektory da´le upravovat,
d´ıky cˇemuzˇ je lze obohatit o nove´ informace.
3.5.1 Retrofitting
Faruqui et al. navrhli metodu, ktera´ upravuje sourˇadnice vektor˚u podle no-
vy´ch informac´ı [21]. T´ımto zp˚usobem lze slovn´ı vektory obohatit o informace
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ze se´manticky´ch s´ıt´ı.
Autorˇi zde optimalizuj´ı eukleidovskou vzda´lenost vektor˚u. Pro z´ıska´n´ı
novy´ch sourˇadnic vektoru qi prˇitom berou v u´vahu p˚uvodn´ı pozici vektoru
qˆi a nove´ informace z´ıskane´ ze se´manticke´ s´ıteˇ, kde jsou reprezentova´ny jako
hrany mezi slovy i a j. Va´hy α a β pak umozˇnˇuj´ı nastavit relativn´ı s´ıli




[αi||qi − qˆi||2 +
∑
(i,j)∈E
βij||qi − qj||2] (3.13)
3.5.2 Rozsˇ´ıˇreny´ retrofitting
Rozsˇ´ıˇreny´ retrofitting (Expanded retrofitting) funguje jako nadstavba p˚uvod-
n´ıho retrofittingu a prˇida´va´ mozˇnost do se´manticke´ho prostoru vkla´dat nove´
vektory. Ty utva´rˇ´ı podle informac´ı z jizˇ existuj´ıc´ıho se´manticke´ho prostoru
a novy´ch informac´ı, pocha´zej´ıc´ıch typicky ze se´manticke´ s´ıteˇ.
3.6 Vı´cejazycˇne´ shlukova´n´ı
Shlukovac´ı metody, vcˇetneˇ v´ıcejazycˇny´ch, veˇtsˇinou vycha´zej´ı z Brownova
shlukova´n´ı. Vı´cejazycˇny´ch shlukovac´ıch metod ale nen´ı mnoho.
3.6.1 Cross-lingual Word Clusters for Direct Transfer
of Linguistic Structure
Ta¨ckstro¨m et al. navrhli dvojici shlukovac´ıch metod, ktere´ rozsˇiˇruj´ı jednoja-
zycˇne´ shlukova´n´ı na shlukova´n´ı v´ıcejazycˇne´ [34]. Vycha´zej´ı prˇitom z predik-
tivn´ıho modelu zalozˇene´m na Brownoveˇ shlukova´n´ı.
Prvn´ı navrzˇena´ metoda vytva´rˇ´ı shluky ze slov jednoho zdrojove´ho jazyka
a ty na´sledneˇ promı´ta´ do jazyka c´ılove´ho za pouzˇit´ı slovneˇ zarovnany´ch pa-
raleln´ıch dat.
Druha´ metoda vytva´rˇ´ı slovn´ı shluky na zdrojove´m i c´ılove´m jazyku za´-
rovenˇ a slovneˇ zarovnany´ paraleln´ı korpus je pouzˇit k zarovna´va´n´ı shluk˚u
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z obou jazyk˚u. Princip te´to metody je zna´zorneˇn na obra´zku 3.10.
Obra´zek 3.10: Princip v´ıcejazycˇne´ho shlukova´n´ı. Metoda vyuzˇ´ıva´ dvojice jed-




Nasˇ´ım dalˇs´ım u´kolem je tvorba vlastn´ıho syste´m k urcˇova´n´ı se´manticke´ po-
dobnosti slov. Syste´m prˇitom bude pracovat s anglicˇtinou, neˇmcˇinou, sˇpaneˇl-
sˇtinou, cˇesˇtinou a cˇ´ınsˇtinou.
Svou pozornost jsme se rozhodli veˇnovat pouzˇit´ı slovn´ıch vektor˚u, nebot’
se jedna´ o u´cˇinne´ rˇesˇen´ı, ke ktere´mu jizˇ existuje mnozˇstv´ı v´ıcejazycˇny´ch me-
tod. Zvazˇovali jsme take´ pouzˇit´ı se´manticky´ch s´ıt´ı, ktere´ bychom v dalˇs´ı fa´zi
pouzˇili k obohacen´ı vytvorˇeny´ch slovn´ıch vektor˚u. Na te´to mozˇnosti na´m ale
vadila znacˇna´ za´vislost na pouzˇite´ v´ıcejazycˇne´ se´manticke´ s´ıti, ktera´ by mu-
sela vsˇechny pouzˇite´ jazyky obsahovat, a to nav´ıc v dostatecˇne´m pocˇtu slov.
Zrˇejmeˇ bychom se tak nevyhnuli znacˇne´ redukci slovn´ıku. Pouzˇit´ı shlukova-
c´ıch metod jsme zavrhli u´plneˇ, nebot’ zde neexistuje dostatek v´ıcejazycˇny´ch
metod.
4.1 SemEval-2017
Uzˇitecˇne´ informace na´m poskytla mezina´rodn´ı veˇdecka´ souteˇzˇ SemEval-2017[4],
ktera´ se zaby´vala v´ıcejazycˇnou se´mantickou podobnost´ı slov, a ktere´ se bl´ızˇe
veˇnujeme v kapitole 5. Prostudova´n´ı zu´cˇastneˇny´ch syste´mu˚ uka´zalo, zˇe veˇt-
sˇina rˇesˇitel˚u pouzˇila pra´veˇ slovn´ı vektory, poprˇ´ıpadeˇ jejich kombinaci se se´-
manticky´mi s´ıteˇmi. Ze souteˇzˇe jsme z´ıskali cenne´ poveˇdomı´ o tom, jaky´ch
vy´sledk˚u dosahuj´ı aktua´lneˇ pouzˇ´ıvane´ syste´my.
Ze souteˇzˇe take´ budeme moci pouzˇ´ıt testovac´ı data. Tato data byla vytvo-
rˇena k testova´n´ı jednojazycˇne´ i v´ıcejazycˇne´ se´manticke´ podobnosti slov pro
anglicˇtinu, neˇmcˇinu, sˇpaneˇlˇstinu, italˇstinu a persˇtinu, trˇi z teˇchto jazyk˚u se
tedy shoduj´ı s nasˇimi. Vı´teˇzny´ syste´m ze souteˇzˇe jsme se pak rozhodli pouzˇ´ıt
pro porovna´n´ı vy´sledk˚u s nasˇ´ım syste´mem.
4.2 Jazykove´ korpusy
Dalˇs´ım nezbytny´m krokem bude z´ıskat dostatecˇny´ pocˇet kvalitn´ıch jazyko-
vy´ch korpus˚u, na nichzˇ budeme schopni se´manticky´ model natre´novat. To-
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muto kroku se bl´ızˇe veˇnujeme v kapitole 6. Jak vyplynulo z prostudovany´ch
metod, veˇtsˇina jich vyzˇaduje pouzˇit´ı bud’to veˇtneˇ zarovnany´ch korpus˚u, nebo
kombinaci korpus˚u jednojazycˇny´ch se slovn´ıky. Na tyto druhy korpus˚u se
proto zameˇrˇ´ıme. Opeˇt na´m zde pomu˚zˇe souteˇzˇ SemEval-2017, ktera´ neˇktere´
jazykove´ korpusy prˇ´ımo doporucˇuje.
U metod pouzˇ´ıvaj´ıc´ıch mapova´n´ı budeme take´ potrˇebovat z´ıskat jedno-
jazycˇne´ slovn´ı vektory, ktere´ budeme transformovat do spolecˇne´ho se´mantic-
ke´ho prostoru. Jednou z mozˇnost´ı by bylo tyto vektory rucˇneˇ vytvorˇit, ale
vzhledem k tomu, zˇe se jedna´ o cˇasoveˇ na´rocˇny´ proces, a protozˇe pro pozˇado-
vane´ jazyky kvalitn´ı modely jizˇ existuj´ı, rozhodli jsme se pouzˇ´ıt jizˇ existuj´ıc´ı
jednojazycˇne´ se´manticke´ modely.
4.3 Testova´n´ı metod
Prˇed tvorbou vlastn´ıho syste´mu jsme se rozhodli nejprve otestovat neˇktere´
z v´ıcejazycˇny´ch se´manticky´ch metod. To na´m umozˇn´ı le´pe pochopit jak me-
tody funguj´ı a take´ mu˚zˇeme vyzkousˇet jejich u´cˇinnost. Prˇi vy´beˇru testova-
ny´ch metod jsme se prˇitom snazˇili, aby byly zastoupeny metody pouzˇ´ıvaj´ıc´ı
r˚uzne´ prˇ´ıstupy ke tvorbeˇ slovn´ıch vektor˚u. Vlastn´ı syste´m pak budeme moci
postavit na kombinaci neˇktery´ch z teˇchto otestovany´ch metod v za´vislosti na
tom, jaky´ch vy´sledk˚u metody dosa´hnou.
Prˇi testova´n´ı metod se vzˇdy budeme snazˇit nejprve naj´ıt vhodne´ para-
metry metody s pouzˇit´ım male´ho jazykove´ho korpusu a s malou velikost´ı
dimenze se´manticke´ho prostoru. To na´m umozˇn´ı rychle vyzkousˇet veˇtsˇ´ı mnozˇ-
stv´ı parametr˚u. Po nalezen´ı vhodny´ch parametr˚u pak model natre´nujeme na
veˇtsˇ´ım mnozˇstv´ı dat, abychom z´ıskali porovnatelne´ vy´sledky. Tomuto kroku
se bl´ızˇe veˇnujeme v kapitole 7.
4.4 Vlastn´ı syste´m
Obdobny´m zp˚usobem budeme postupovat i prˇi tvorbeˇ vektor˚u vlastn´ıho sys-
te´mu. Nejprve pouzˇijeme mensˇ´ı jazykovy´ korpus k nalezen´ı vhodny´ch para-
metr˚u metody a konecˇny´ syste´m pak natre´nujeme na velke´m korpusu s pouzˇi-
t´ım gridovy´ch vy´pocˇt˚u. K tomu vyuzˇijeme sluzˇby MetaCentra Cesnet. Meta-
centrum je virtua´ln´ı organizace otevrˇena´ akademicky´m pracovn´ık˚um, zameˇst-
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nanc˚u, a student˚um veˇdeckovy´zkumny´ch instituc´ı v Cˇeske´ republice. Orga-
nizace zajiˇst’uje a koordinuje provoz distribuovane´ vy´pocˇetn´ı infrastruktury.
Prostrˇed´ı MetaCentra umozˇnˇuje vyuzˇit´ı zapojeny´ch vy´pocˇetn´ıch a datovy´ch
zdroj˚u pro rˇesˇen´ı velmi na´rocˇny´ch vy´pocˇetn´ıch u´loh [18].
Pro vlastn´ı tvorbu jazykovy´ch vektor˚u z textovy´ch korpus˚u jsme se roz-
hodli pouzˇ´ıt jednu z dostupny´ch a oveˇrˇeny´ch knihoven. V u´vahu prˇicha´zely
knihovny Word2vec, GloVe a fastText. Jelikozˇ je knihovna fastText vylepsˇe-
n´ım knihovny Word2vec, vyb´ırali jsme pouze mezi knihovnami GloVe a fast-
Text. Nakonec jsme se prˇiklonili k pouzˇit´ı knihovny fastText, nebot’ se jedna´
o noveˇjˇs´ı a take´ rychlejˇs´ı knihovnu, cozˇ na´m da´le umozˇn´ı snadno a rychle
ladit parametry vznikaj´ıc´ıho syste´mu.
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V roce 2017 se konala mezina´rodn´ı veˇdecka´ souteˇzˇ SemEval-2017, jej´ızˇ druhy´
u´kol se zaby´val se´mantickou podobnost´ı slov [4]. Tento u´kol (v origina´le Mul-
tilingual and Cross-lingual Semantic Word Similarity) se skla´dal ze dvou
podu´kol˚u.
Prvn´ı podu´kol se zaby´val jednojazycˇnou se´mantickou podobnost´ı (tj. tes-
tovala se se´manticka´ podobnost dvojice slov cˇi fra´z´ı stejne´ho jazyka), druhy´
podobnost´ı v´ıcejazycˇnou, jak ze zobrazeno na obra´zku 5.1. V obou prˇ´ıpadech
bylo pouzˇito peˇtice jazyk˚u, konkre´tneˇ anglicˇtiny, neˇmcˇiny, italˇstiny, sˇpaneˇl-
sˇtiny a persˇtiny.
Obra´zek 5.1: Druhy´ podku´kol souteˇzˇe se zaby´val v´ıcejazycˇnou se´mantickou
podobnost´ı slov a fra´z´ı anglicˇtiny, neˇmcˇiny, italˇstiny, sˇpaneˇlˇstiny a persˇtiny.
5.1 Zu´cˇastneˇne´ syste´my
Druhe´ho podu´kolu se zu´cˇastnilo prˇes deset r˚uzny´ch syste´mu˚. V tabulce 5.1
jsou zobrazeny vy´sledky neˇkolika syste´mu˚, ktere´ dosa´hly nejlepsˇ´ıch vy´sledk˚u.
Vy´sledek je vypocˇten jako harmonicky´ pr˚umeˇr Pearsonovi a Spearmanovi
korelace z sˇesti nejlepsˇ´ıch vy´sledk˚u z celkovy´ch deseti v´ıcejazycˇny´ch test˚u.
Tato tabulka take´ ilustruje, jaky´ch vy´sledk˚u v soucˇasnosti dosahuj´ı sys-
te´my v´ıcejazycˇne´ se´manticke´ podobnosti slov. Jak je videˇt, na prvn´ım mı´steˇ
se s vy´razny´m odstupem umı´stil syste´m Luminoso.
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Syste´m Luminoso od autor˚u Speer a Lowry-Duda [33] kombinuje neˇkolik
metod se´manticke´ podobnosti slov. Vyuzˇ´ıva´ prˇedtre´novany´ch jednojazycˇny´ch
model˚u GloVe a Word2vec, kombinovany´ch se se´mantickou s´ıt´ı ConceptNet
pomoc´ı rozsˇ´ırˇene´ho retrofittingu.
Autorˇi nejprve vytvorˇili podgraf se´manticke´ s´ıteˇ ConceptNet, ktery´ obsa-
huje vhodne´ se´manticke´ vazby mezi slovy v urcˇite´m minima´ln´ım pocˇtu. Pote´
aplikovali rozsˇ´ıˇreny´ retrofitting na oba jednojazycˇne´ modely zvla´sˇt’. T´ım oba
tyto modely obohatili o znalosti ze se´manticke´ s´ıteˇ a nav´ıc byl rozsˇ´ıˇren jejich
slovn´ık, a to i o neanglicka´ slova.
Na´sledneˇ autorˇi zvolili konecˇny´ slovn´ık, prˇicˇemzˇ brali v u´vahu prˇedevsˇ´ım
cˇetnost vy´skyt˚u jednotlivy´ch slov v textu. Zde vyuzˇili faktu, zˇe oba modely
jizˇ byly serˇazeny sestupneˇ podle cˇetnosti slov. Oba modely pak propojili t´ım
zp˚usobem, zˇe spojili odpov´ıdaj´ıc´ı slovn´ı vektory. Nakonec pomoc´ı rozkladu
na singula´rn´ı hodnoty (SVD) zredukovali dimenzi vznikle´ho se´manticke´ho
prostoru. T´ım z´ıskali prvn´ı verzi v´ıcejazycˇne´ho modelu.
Autorˇi da´le experimentovali a pokusili se tento model obohatit o dalˇs´ı
informace. V prvn´ım prˇ´ıpadeˇ pouzˇili slovn´ı vektory Polyglot, ve druhe´m prˇ´ı-
padeˇ veˇtneˇ zarovnany´ paraleln´ı korpus OpenSubtitles2016. Pra´veˇ tato druha´
varianta prˇinesla dalˇs´ı zlepsˇen´ı.
ConcepNet Numberbatch
Vytvorˇene´ se´manticke´ vektory a jejich dalˇs´ı aktualizace autorˇi zverˇejnili pod
na´zvem ConceptNet Numberbatch [7]. V soucˇasnosti (2018) se jedna´ o state-




Nevy´hodou teˇchto slovn´ıch vektor˚u je ale mala´ velikost slovn´ıku, ktera´ je
da´na prˇedevsˇ´ım za´vislost´ı na velikosti se´manticke´ s´ıteˇ. Cely´ model obsahuje
me´neˇ nezˇ dva miliony slov a kolokac´ı pro celkem 78 jazyk˚u, prˇicˇemzˇ z jazyk˚u,
na ktere´ je tato pra´ce zameˇrˇena (tj. anglicˇtina, neˇmcˇina, sˇpaneˇlˇstina, cˇesˇtina
a cˇ´ınsˇtina) je zastoupeno necely´ch 650 tis´ıc slov a kolokac´ı.
Tyto se´manticke´ vektory jsme se rozhodli pouzˇ´ıt pro porovna´n´ı u´speˇsˇnosti
s nasˇ´ım syste´mem.
5.2 Testovac´ı data
V souteˇzˇi byla pouzˇita dvojice testovac´ıch dat, pro kazˇdy´ podu´kol jedna.
Prvn´ı testovac´ı data jsou urcˇena pro se´mantickou podobnost uvnitrˇ jednoho
jazyka, druha´ pro podobnost v´ıcejazycˇnou.
Autorˇi souteˇzˇe nejprve vytvorˇili jednojazycˇna´ testovac´ı data pro anglicˇ-
tinu s vyuzˇit´ım rucˇn´ıho ohodnocen´ı od neˇkolika anota´tor˚u. Tato data pak
rucˇneˇ prˇelozˇili do dalˇs´ıch cˇtyrˇ jazyk˚u. Vı´cejazycˇna´ testovac´ı data byla vytvo-
rˇena automaticky podle dat jednojazycˇny´ch. Vsˇechna testovac´ı data na´sledneˇ
jesˇteˇ oveˇrˇena lidsky´mi rozhodcˇ´ımi.
Vzhledem k tomu, zˇe trˇi z peˇti jazyk˚u, pro ktera´ jsou tato data urcˇena,
bude pouzˇ´ıvat i vytva´rˇeny´ syste´m, a protozˇe se jedna´ o nova´ data urcˇena´
prˇ´ımo pro hodnocen´ı se´manticke´ podobnosti slov, rozhodli jsme se je pouzˇ´ıt
pro testova´n´ı vytva´rˇene´ho syste´mu.
31
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Pro otestova´n´ı u´speˇsˇnosti neˇktery´ch metod a vytvorˇen´ı konecˇne´ho syste´mu
jsme museli nejprve z´ıskat vhodna´ tre´novac´ı data. Protozˇe vznikly´ syste´m
bude pouzˇ´ıvat jazyky anglicˇtinu, neˇmcˇinu, sˇpaneˇlˇstinu, cˇesˇtinu a cˇ´ınsˇtinu,
vyhleda´vali jsme korpusy s teˇmito jazyky.
6.1 Jazykove´ korpusy
Pro dalˇs´ı pra´ci jsme z´ıskali jazykove´ korpusy dvoj´ıho druhu. Jednak jedno-
jazycˇne´ korpusy, ktere´ obsahuj´ı texty z jednoho jazyka a nejsou nijak v´ıce-
jazycˇneˇ zarovna´ny, a pak take´ veˇtneˇ zarovnane´ korpusy, ktere´ se skla´daj´ı
z prˇeklad˚u veˇt.
6.1.1 Jednojazycˇne´ korpusy
Prvn´ım zdrojem jednojazycˇny´ch korpus˚u byla internetova´ encyklopedie Wi-
kipedie. Vycha´zeli jsme prˇitom z informac´ı souteˇzˇe SemEval-2017, ktera´ do-
porucˇuje vyuzˇ´ıt vy´pisy cˇla´nk˚u z te´to encyklopedie jako jednojazycˇny´ch tre´-
novac´ıch dat.
Jedna´ se o korpus se starsˇ´ımi cˇla´nky, ktere´ byly p˚uvodneˇ urcˇeny k tre´-
nova´n´ı slovn´ıch vektor˚u Polyglot [13]. Pro pozˇadovany´ch peˇt jazyk˚u je zde
k dispozici te´meˇrˇ 17 GB dat v textove´m forma´tu. Ru˚zne´ jazyky jsou ale za-
stoupeny v r˚uzne´ mı´ˇre, prˇicˇemzˇ nejveˇtsˇ´ı korpus je anglicky´ a nejmensˇ´ı cˇesky´
a cˇ´ınsky´.
I proto jsme se rozhodli pouzˇ´ıt i dalˇs´ı korpusy. Druhy´m d˚uvodem bylo,
zˇe jsme chteˇl mı´t v tre´novac´ıch datech zastoupeno v´ıce typ˚u textu, nezˇ jen en-
cyklopedicke´ cˇla´nky. Vyuzˇili jsme proto automaticky shromazˇd’ovane´ cˇla´nky
z internetovy´ch novin (News Crawl) z let 2008 a 2016 a novinove´ komenta´rˇe
(News Commentary) [5]. T´ım jsme z´ıskali dalˇs´ıch prˇiblizˇneˇ 5 GB textovy´ch
dat.
Posledn´ım korpusem byly dalˇs´ı vy´pisy cˇla´nk˚u z Wikipedie, tentokra´t ale
pouze pro cˇ´ınsˇtinu [6], pro kterou jsme sta´le nemeˇli dostatek dat. Tento kor-
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pus prˇidal dalˇs´ı te´meˇrˇ 2 GB dat.
Tabulka pouzˇity´ch korpus˚u
Tabulka 6.1 uda´va´ pocˇty slov v pouzˇity´ch jednojazycˇny´ch korpusech pro
r˚uzne´ jazyky. Pocˇty jsou uvedeny v milio´nech.
Tabulka 6.1: Pocˇty slov z r˚uzny´ch jazyk˚u v pouzˇity´ch jednojazycˇny´ch kor-
pusech v milio´nech.
cs en de es zh
Wikipedia 82 1 683 583 394 314
News Crawl 2008 69 304 120 48 0
News Crawl 2016 92 0 0 0 0
News Commentary 0 10 8 0 0
6.1.2 Veˇtneˇ zarovnane´ korpusy
Pro veˇtneˇ zarovnane´ korpusy jsme se opeˇt drzˇeli doporucˇen´ı SemEval-2017
a jako prvn´ı zdroj jsme pouzˇili korpus Europarl [9]. Jedna´ se o za´pisy z Ev-
ropske´ho parlamentu, ktere´ se prˇekla´daj´ı do u´rˇedn´ıch jazyk˚u Evropske´ unie.
T´ım jsme z´ıskali asi 2,5 GB textovy´ch dat, ale bez zastoupen´ı cˇ´ınsˇtiny.
Jako dalˇs´ı zdroj tre´novac´ıch dat jsme pouzˇili paraleln´ı titulky k filmu˚m
OpenSubtitles2018 [11]. T´ım jsme z´ıskali dalˇs´ıch te´meˇrˇ 14 GB dat, sta´le vsˇak
bez zastoupen´ı cˇ´ınsˇtiny.
Pro cˇ´ınsˇtinu se na´m podarˇilo z´ıskat neˇkolik mensˇ´ıch jazykovy´ch korpus˚u
[1]. Jednalo se o prˇeklady anglicky´ch cˇla´nk˚u a knih v celkove´ velikosti prˇes
1 GB.
Nakonec jsme pouzˇili jesˇteˇ cˇesko-anglicky´ paraleln´ı korpus CzEng 1.7
(Czech-English Parallel Corpus), vytvorˇeny´ na U´stavu forma´ln´ı a apliko-
vane´ lingvistiky Matematicko-fyzika´ln´ı fakulty Univerzity Karlovy [8]. Jedna´
se o kvalitn´ı, udrzˇovany´ korpus, vytvorˇeny´ z mnoha zdroj˚u, jako jsou prˇe-
klady novinovy´ch cˇla´nk˚u, prˇeklady knih a prˇeklady technicky´ch dokument˚u,
o celkove´ velikosti 1,5 GB.
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Tabulka pouzˇity´ch korpus˚u
Tabulka 6.2 uda´va´ pocˇty slov v pouzˇity´ch veˇtneˇ zarovnany´ch korpusech pro
r˚uzne´ jazyky. Pocˇty jsou uvedeny v milio´nech.
Tabulka 6.2: Pocˇty slov z r˚uzny´ch jazyk˚u v pouzˇity´ch veˇtneˇ zarovnany´ch
korpusech v milio´nech.
cs-en de-en es-en zh-en cs-de cs-es de-es
Europarl 30 102 111 0 26 28 99
OpenSubtitles 2018 436 260 732 0 164 384 209
Casia 2015 0 0 0 45 0 0 0
Casict 2015 0 0 0 47 0 0 0
NEU 0 0 0 60 0 0 0
zhBook 0 0 0 46 0 0 0
CzEng 1.7 245 0 0 0 0 0 0
6.2 Prˇedzpracova´n´ı dat
Vsˇechny jazykove´ korpusy bylo nezbytne´ prˇed dalˇs´ım pouzˇit´ım nejprve prˇedzpra-
covat.
6.2.1 Forma´tova´n´ı dat
Jako prvn´ı krok jsme museli z dat odebrat nepotrˇebne´ informace a upravit
je do forma´tu vhodne´ho pro dalˇs´ı zpracova´n´ı. Jednalo se naprˇ´ıklad o ode-
bra´n´ı cˇ´ıselny´ch oznacˇen´ı cˇla´nk˚u, ktere´ se nacha´zely v korpusech Wikipedie,
odebra´n´ı ocˇ´ıslova´n´ı rˇa´dk˚u v neˇktery´ch korpusech apod. Da´le bylo potrˇeba roz-
deˇlit neˇktere´ veˇtneˇ zarovnane´ korpusy, ktere´ byly ulozˇeny v jednom souboru,
do dvojic paraleln´ıch soubor˚u, jak je to obvykle´. V tomto prˇ´ıpadeˇ veˇta na
dane´m rˇa´dku v jednom souboru odpov´ıda´ prˇekladu veˇty ve druhe´m souboru
na stejne´m rˇa´dku.
K tomuto u´cˇelu jsme v jazyce Java vyrobili jednoduchy´ program, ktery´
zpracoval zadane´ korpusy a odstranil nepotrˇebne´ informace, nebo korpus prˇe-
vedl do vhodne´ho forma´tu.
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6.2.2 Tokenizace
Dalˇs´ım krokem bylo prove´st tokenizaci slov. Jedna´ se o proces, prˇi neˇmzˇ je
text rozdeˇlen na tokeny, za´kladn´ı informacˇn´ı celky. Soucˇa´st´ı tohoto procesu
je obvykle i nahrazen´ı velky´ch p´ısmen maly´mi.
K tomu jsme se rozhodli vyuzˇ´ıt Stanfordsky´ parser [12].
Stanford Parser
Stanford Parser je program vyvinuty´ Stanfordskou univerzitou urcˇeny´ pro
zpracova´n´ı gramaticke´ struktury veˇt, jeho soucˇa´st´ı je i tokenizer.
Na´stroj Stanford Tokenizer je vytvorˇen prˇedevsˇ´ım k tokenizaci anglicky´ch
text˚u, z dostupne´ dokumentace ale vyply´va´, zˇe jej lze s u´speˇchem pouzˇ´ıt
i pro dalˇs´ı jazyky psane´ latinkou. Stanford Words Segmenter je pak urcˇen
pro zpracova´n´ı arabsˇtiny a cˇ´ınsˇtiny.
Tyto na´stroje jsme pouzˇili pro tokenizaci jazykovy´ch korpus˚u a nahrazen´ı
velky´ch p´ısmen maly´mi.
6.2.3 Kolokace a jazykove´ prefixy
Dalˇs´ım krokem bylo naj´ıt kolokace, cozˇ jsou cˇasto se vyskytuj´ıc´ı slovn´ı spo-
jen´ı. Tento krok nen´ı nezbytny´, ale protozˇe testovac´ı data kolokace obsahuj´ı,
rozhodli jsme se jej zahrnout.
K tomuto u´cˇelu jsme v jazyce Java vytvorˇili jednoduchy´ program, ktery´
projde zadany´ text, kolokace v neˇm nalezne a patrˇicˇne´ tokeny spoj´ı. Prˇi
implementaci jsme prˇitom pouzˇili vzorec pouzˇity´ v knihovneˇ Word2vec [28].
Program procha´z´ı text a ukla´da´ si pocˇty slov a slovn´ıch bigramu˚ a podle
vzorce 6.1, kde δ je minima´ln´ı pocˇet vy´skyt˚u bigramu, sum(wiwj) je pocˇet
vy´skyt˚u bigramu slov wi a wj a sum(wi) je pocˇet vy´skyt˚u slova wi, pak urcˇ´ı
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se tak stal jeden token
”
slunecˇn´ı soustava“.
Nakonec jsme vsˇem token˚um prˇidali prefix jazyka. K tomuto kroku jsme
se rozhodli prˇedevsˇ´ım proto, zˇe jsme chteˇli by´t schopni odliˇsit stejneˇ psana´
slova, ktera´ ale v r˚uzny´ch jazyc´ıch budou mı´t r˚uzny´ vy´znam. Prefix se skla´da´
z dvojp´ısmenne´ zkratky jazyka a dvojtecˇky. Token
”




T´ım byly jazykove´ korpusy prˇipraveny.
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Prˇed tvorbou vlastn´ıho syste´mu jsme otestovali u´speˇsˇnost neˇkolika vybrany´ch
v´ıcejazycˇny´ch metod na mensˇ´ı mnozˇineˇ dat. Za´meˇrneˇ jsme se prˇitom zameˇrˇili
na metody pracuj´ıc´ı se slovn´ımi vektory. Metody jsme vyb´ırali t´ım zp˚usobem,
aby byly zastoupeny r˚uzne´ prˇ´ıstupy ke tvorbeˇ v´ıcejazycˇny´ch slovn´ıch vektor˚u.
7.1 MultilingualCCA
Nejprve jsme vyzkousˇeli metodu MultilingualCCA (Vı´cejazycˇna´ kanonicka´
korelacˇn´ı analy´za). Jak jizˇ bylo rˇecˇeno, tato metoda spada´ do kategorie jed-
nojazycˇne´ho mapova´n´ı s vyuzˇit´ım slovn´ık˚u jako paraleln´ıho korpusu.
Metoda pouzˇije vzorky z jizˇ existuj´ıc´ıch jednojazycˇny´ch se´manticky´ch mo-
del˚u a provede na nich kanonickou korelacˇn´ı analy´zu, jej´ımzˇ vy´stupem je dvo-
jice transformacˇn´ıch matic. Tyto matice jsou pak pouzˇity k transformova´n´ı
jednoho se´manticke´ho prostoru do druhe´ho.
7.1.1 Jednojazycˇne´ slovn´ı vektory
Prvn´ım krokem bylo z´ıskat vhodne´ jednojazycˇne´ slovn´ı vektory. Jak jizˇ bylo
rˇecˇeno v kapitole 4, rozhodli jsme se pouzˇ´ıt existuj´ıc´ı prˇedtre´novane´ modely.
Jedna´ se o modely s dimenz´ı 300 vytvorˇene´ knihovnou fastText na cˇla´nc´ıch
z Wikipedie pomoc´ı skip-gramu [3]. Tyto jednojazycˇne´ modely jsou k dispo-
zici pro 294 jazyk˚u.
7.1.2 Slovn´ıky
Z peˇti pouzˇity´ch se´manticky´ch prostor˚u jsme da´le museli z´ıskat vzorky, kde
vektory z jednoho jazyka budou odpov´ıdat prˇeklad˚um vektor˚u do druhe´ho
jazyka. Jako c´ılovy´ jazyk, do ktere´ho budeme ostatn´ı jazyky mapovat, jsme
zvolili anglicˇtinu. Bylo proto potrˇeba z´ıskat cˇtverˇici slovn´ık˚u, ktere´ by sˇlo
pouzˇ´ıt pro prˇeklad zbyly´ch cˇtyrˇ jazyk˚u do anglicˇtiny.
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Pu˚vodneˇ jsme tyto slovn´ıky vytvorˇili t´ım zp˚usobem, zˇe jsme z jazyk˚u
kromeˇ anglicˇtiny vybrali vzorek 30 tis´ıc slov a ty jsme pomoc´ı internetove´ho
prˇekladacˇe Bing Microsoft Translator prˇelozˇili do anglicˇtiny. Zkousˇeli jsme
pouzˇ´ıt i prˇekladacˇ Google Translate, ale ten nedoka´zal takove´ mnozˇstv´ı slov
najednou prˇelozˇit. Od teˇchto slovn´ık˚u jsme ale vza´peˇt´ı upustili, nebot’ se
na´m podarˇilo z´ıskat slovn´ıky z knihovny MUSE (viz kapitola 7.2.2), ktere´
jsou obsa´hlejˇs´ı a zrˇejmeˇ i prˇesneˇjˇs´ı.
S pouzˇit´ım teˇchto cˇtyrˇ slovn´ık˚u jsme pak ze se´manticky´ch model˚u z´ıskali
vzorky dat. Jednalo se o cˇtyrˇi pa´ry matic, kdy vzˇdy jedna matice obsahovala
slovn´ı vektory z anglicke´ho modelu a druha´ slovn´ı vektory z jine´ho jazyka,
ktere´ odpov´ıdaly prˇeklad˚um vektor˚u z prvn´ı matice.
7.1.3 Kanonicka´ korelacˇn´ı analy´za
Dalˇs´ım krokem bylo pouzˇ´ıt kanonickou korelacˇn´ı analy´zu. K tomu jsme pou-
zˇili program Matlab.
Postupneˇ jsme nacˇetli vsˇechny pa´ry matic a spustili jsme na nich kanonic-
kou korelacˇn´ı analy´zu. Vy´stupem byla dvojice matic V a W . Vyna´soben´ım
matice V s inverz´ı matice W jsme pak z´ıskali transformacˇn´ı matici, kterou
lze pouzˇ´ıt pro namapova´n´ı zdrojove´ho se´manticke´ho prostoru do prostoru
c´ılove´ho, ktery´m je anglicˇtina.
Na´sleduje uka´zka pouzˇite´ho zdrojove´ho ko´du z programu Matlab, kde
source je matice zdrojove´ho jazyka, target matice jazyka c´ılove´ho a mapping
je vy´sledna´ transformacˇn´ı matice.
[V, W] = canoncorr ( target , source ) ;
mapping = V * inv (W) ;
T´ımto zp˚usobem jsme z´ıskali transformacˇn´ı matice pro vsˇechny cˇtyrˇi jazy-
kove´ pa´ry. Ty jsme pak pouzˇili k transformaci p˚uvodn´ıch jazykovy´ch model˚u
do prostoru anglicˇtiny.
7.1.4 Vy´sledky
Z kazˇde´ho z peˇti jednojazycˇny´ch se´manticky´ch prostor˚u jsme pro mapova´n´ı
pouzˇili 300 tis´ıc nejcˇasteˇjˇs´ıch slov. Vznikly´ v´ıcejazycˇny´ vektorovy´ model tak
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obsahuje 1,5 milio´nu slov a ma´ velikost 4,7 GB. Prˇi testova´n´ı u´speˇsˇnosti jsme
pouzˇili Pearsonovu korelaci a jizˇ zmı´neˇna´ testovac´ı data ze souteˇzˇe SemEval-
2017.
Pokud se v datech vyskytla kolokace (tj. spojen´ı neˇkolika slov), ktera´ se
nevyskytovala ve slovn´ıku, pouzˇili jsme prˇ´ıstup Bag-of-Words. V tom prˇ´ıpadeˇ
je kolokace rozdeˇlena na jednotliva´ slova a v modelu jsou nalezeny slovn´ı
vektory teˇchto slov. Tyto vektory jsou pak secˇteny a kolokaci reprezentuje
noveˇ vznikly´ vektor. Pokud nelze pro zadanou dvojici slov cˇi kolokac´ı urcˇit
se´mantickou podobnost, protozˇe slovn´ı vektor se v modelu nevyskytuje, je
pouzˇita pr˚umeˇrna´ hodnota z dosud vypocˇteny´ch se´manticky´ch podobnost´ı
pro dany´ test.
V tabulce 7.1 mu˚zˇeme videˇt dosazˇene´ vy´sledky. V prvn´ıch trˇech sloupc´ıch
lze videˇt vy´sledky prˇi testova´n´ı se´manticke´ podobnosti uvnitrˇ jednoho jazyka,
v dalˇs´ıch trˇech pak podobnost v´ıcejazycˇnou. Nakonec je uvedena pr˚umeˇrna´
hodnota z teˇchto sˇesti vy´sledk˚u.
Tabulka 7.1: Vy´sledky metody MultilingualCCA
en de es de-es en-de en-es Pr˚umeˇr
0,661 0,638 0,673 0,632 0,646 0,653 0,651
Jak je videˇt metoda dosahuje pomeˇrneˇ dobry´ch vy´sledk˚u, prˇicˇemzˇ pod-
mı´nkou je pouzˇit´ı kvalitn´ıch jednojazycˇny´ch model˚u. Vy´hodou je take´ rych-
lost metody, nebot’ vy´pocˇet kanonicke´ korelacˇn´ı analy´zy a vytvorˇen´ı trans-
formacˇn´ı matice trva´ rˇa´doveˇ des´ıtky vterˇin.
7.2 Word Translation Without Parallel Data
I dalˇs´ı testovana´ metoda pouzˇ´ıva´ transformaci existuj´ıc´ıch se´manticky´ch pro-
stor˚u. Pouzˇ´ıva´ k tomu iterativn´ı Prokrustovu analy´zu.
7.2.1 Prˇedtre´novane´ modely
Autorˇi metody uverˇejnili v´ıcejazycˇne´ vektory pro celkem 30 jazyk˚u, ktere´
z´ıskali namapova´n´ım jednojazycˇny´ch vektor˚u do prostoru anglicke´ho jazyka.
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Vyuzˇili prˇitom vektorove´ modely fastText, se ktery´mi jsme pracovali v kapi-
tole 7.1.1. Z kazˇde´ho jazyka namapovali 200 tis´ıc nejcˇetneˇjˇs´ıch slov z p˚uvod-
n´ıch vektor˚u.
V prˇedtre´novany´ch v´ıcejazycˇny´ch modelech ale nen´ı zastoupena cˇ´ınsˇtina,
tu jsme proto museli s pouzˇit´ım knihovny MUSE domapovat.
7.2.2 Knihovna MUSE
K metodeˇ autorˇi vytvorˇili knihovnu MUSE (Multilingual Unsupervised or
Supervised word Embeddings) [10]. Ta je napsa´na v jazyce Python a doka´zˇe
transformovat zdrojovy´ se´manticky´ prostor do prostoru c´ılove´ho, a to bud’to
bez pouzˇit´ı paraleln´ıch dat, nebo s pouzˇit´ım slovn´ık˚u. Autorˇi pro namapova´n´ı
pouzˇili model se slovn´ıky.
Tuto knihovnu jsme pouzˇili k namapova´n´ı cˇ´ınsˇtiny do spolecˇne´ho jazy-
kove´ho prostoru. Stejneˇ jako autorˇi metody jsme k tomu pouzˇili model se
slovn´ıky.
7.2.3 Vy´sledky
Prˇi testova´n´ı metody jsme postupovali obdobneˇ jaky v minule´m prˇ´ıpadeˇ.
Opeˇt jsme pouzˇili testovac´ı data SemEval-2017 a Pearsonovu korelaci. U ko-
lokac´ı, ktere´ se nenacha´zely ve slovn´ıku, jsme pouzˇili Bag-of-Words, a pokud
se nepodarˇilo nale´zt slovn´ı vektor, pouzˇili jsme pr˚umeˇrnou hodnotu z dosud
vypocˇteny´ch se´manticky´ch podobnost´ı.
V tabulce 7.2 mu˚zˇeme videˇt dosazˇene´ vy´sledky v ra´mci jednoho jazyka,
vy´sledky v´ıcejazycˇne´ a pr˚umeˇr z teˇchto hodnot.
Tabulka 7.2: Vy´sledky metody Word Translation Without Parallel Data.
en de es de-es en-de en-es Pr˚umeˇr
0,663 0,638 0,685 0,637 0,643 0,656 0,654
Metoda dosa´hla mı´rneˇ lepsˇ´ıch vy´sledk˚u nezˇ prˇedchoz´ı MultilingualCCA.
Podmı´nkou opeˇt bylo pouzˇit´ı kvalitn´ıch jednojazycˇny´ch korpus˚u. Mozˇnou
nevy´hodou metody je jej´ı cˇasova´ na´rocˇnost, zejme´na nen´ı-li vy´pocˇet proveden
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na graficke´m akcelera´toru. Metoda totizˇ intenzivneˇ vyuzˇ´ıva´ algoritmy, ktere´
lze s pouzˇit´ım graficke´ho akcelera´toru vy´znamneˇ urychlit.
7.3 Random Translation Replacement
Dalˇs´ı testovanou metodou je Random Translation Replacement (RTR). Tato
metoda patrˇ´ı do kategorie pseudo-v´ıcejazycˇny´ch metod s pouzˇit´ım slovn´ık˚u
jako paraleln´ıho korpusu.
Metoda pouzˇ´ıva´ jednojazycˇne´ jazykove´ korpusy, v nichzˇ nahrad´ı cˇa´st slov
za jejich prˇeklady a tyto korpusy pak spoj´ı. Na vznikle´m psudo-v´ıcejazycˇne´m
korpusu lze na´sledneˇ tre´novat v´ıcejazycˇny´ se´manticky´ model.
7.3.1 Jazykovy´ korpus
Jednojazycˇne´ jazykove´ korpusy jsme meˇli z kapitoly 6 jizˇ prˇedzpracova´ny,
dalˇs´ım krokem proto bylo nahradit cˇa´st slov za jejich prˇeklady.
Opeˇt jsme vytvorˇili jednoduchy´ program v jazyce Java, ktery´ slovo z kor-
pusu, ktere´ se nacha´zelo ve slovn´ıku, s urcˇitou pravdeˇpodobnost´ı nahradil za
jeho prˇeklad do jine´ho jazyka. Znovu jsme prˇitom pouzˇili slovn´ıky z knihovny
MUSE.
Uka´zka korpusu
Na´sleduje uka´zka z vytvorˇene´ho korpusu.
cs:za´kladem cs:nebeske´ mechaniky en:are en:work cs:keplera cs:a
cs:newtona cs:.
en:is es:iraq de:die en:next zh:阿富汗en:?
de:wa¨re en:n’t es:vos de:weiß en:it en:?
es:eso es:genera es:agravios en:that es:abonan es:el es:apoyo es:a
en:the en:pirates es:.
de:in de:besserer en:constitution de:, en:but de:nicht de:allein de:.
en:gold zh:物價en:even es:golpeo´ en:a en:record-high zh:$ en:1,300
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en:recently en:.
en:this en:strategy en:has cs:jizˇ cs:vyrobene´ en:results en:.
7.3.2 Knihovna fastText
Pro tre´nova´n´ı v´ıcejazycˇne´ho modelu jsme se rozhodli pouzˇ´ıt knihovnu fast-
Text. Jedna´ se o na´stupce knihovny Word2vec, ktera´ beˇhem tre´nova´n´ı pou-
zˇ´ıva´ i p´ısmenne´ n-gramy slov.
Stejneˇ jako u knihovny Word2vec lze prˇi tre´nova´n´ı pouzˇ´ıt modely skip-
gram, nebo CBOW a negativn´ı, nebo hierarchicke´ vzorkova´n´ı.
7.3.3 Vy´sledky
Prˇi testova´n´ı te´to metody jsme nejprve ladili parametry na male´m jazyko-
ve´m korpusu. Jednalo se o 10 milio´n˚u token˚u z kazˇde´ho jazyka, celkem tedy
50 milion˚u token˚u.
Zkousˇeli jsme vliv dimenze, vliv pouzˇite´ho modelu, pravdeˇpodobnosti prˇe-
kladu slova a vliv velikosti podslov. Vy´sledky mu˚zˇeme videˇt v tabulce 7.3.
Konecˇny´ vy´sledek je prˇitom vypocˇten jako pr˚umeˇrna´ hodnota ze vsˇech sˇesti
dostupny´ch test˚u.
Na prvn´ı pohled je patrne´, zˇe model skip-gram je na tomto male´m kor-
pusu vy´razneˇ lepsˇ´ı nezˇ CBOW. Je take´ videˇt urcˇity´ vliv podslov (p´ısmenny´ch
n-gramu˚), ktere´ pomohly ke zlepsˇen´ı. Z vy´sledk˚u pak vyplynulo, zˇe metoda
dosahuje nejlepsˇ´ıch vy´sledk˚u, pokud je pravdeˇpodobnost prˇekladu slova na-
stavena na 50 %, cozˇ koresponduje s hodnotou, kterou pouzˇili i autorˇi metody.
Podle teˇchto vy´sledk˚u jsme pak natre´novali slovn´ı vektory na veˇtsˇ´ı mno-
zˇineˇ dat. Jednalo se o 50 milion˚u token˚u z kazˇde´ho jazyka, dohromady tedy
250 milion˚u token˚u. Pouzˇili jsme prˇitom model skip-gram, dimenzi vektoro-
ve´ho prostoru 300, podslova de´lka 6 azˇ 9 a pravdeˇpodobnost prˇekladu 50 %.
Vy´sledek vid´ıme v tabulce 7.4. Tyto vy´sledky jizˇ odpov´ıdaj´ı vy´sledk˚um
prˇedchoz´ıch metod, a to i prˇesto, zˇe pouzˇity´ jazykovy´ korpus je sta´le po-
meˇrneˇ maly´. Vy´sledky v jednojazycˇny´ch testech dopaly le´pe nezˇ v testech
v´ıcejazycˇny´ch.
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Tabulka 7.3: Ladeˇn´ı metody RTR na male´ mnozˇineˇ dat.
Dimenze Model Prˇeklad Podslova Vy´sledek
300 SG 20 % 6-9 0,247
300 SG 20 % 0-0 0,236
300 CBOW 20 % 0-0 0,075
100 SG 20 % 0-0 0,243
100 SG 40 % 0-0 0,244
100 SG 50 % 0-0 0,262
100 SG 70 % 0-0 0,148
Tabulka 7.4: Vy´sledky metody RTR na veˇtsˇ´ı mnozˇineˇ dat.
en de es de-es en-de en-es Pr˚umeˇr
0,645 0,631 0,662 0,616 0,644 0,647 0,641
7.4 Bilingual Skip-gram without Word Alig-
nments
Posledn´ı z vyzkousˇeny´ch metod je Bilingual Skip-gram without Word Align-
ments (BSwWA). Tato metoda patrˇ´ı do kategorie spojiteˇ optimalizovany´ch
metod, ktere´ pouzˇ´ıvaj´ı veˇtneˇ zarovnany´ korpus.
Metoda prˇi tre´nova´n´ı pouzˇ´ıva´ model skip-gram, prˇicˇemzˇ prˇedpokla´da´, zˇe
slova jsou v obou veˇta´ch rovnomeˇrneˇ zarovna´na vzhledem ke vsˇem ostatn´ım
slov˚um z obou veˇt. Metoda tedy prˇedpokla´da´, zˇe v kontextu kazˇde´ho slova
z obou veˇt se nacha´zej´ı vsˇechna ostatn´ı slova z obou veˇt.
7.4.1 Modifikovana´ verze
Tuto metodu jsme se rozhodli mı´rneˇ pozmeˇnit. Obeˇ veˇty zkombinujeme do
jedine´, prˇicˇemzˇ bereme v u´vahu porˇad´ı slov a pomeˇr de´lek veˇt. Veˇty
”
Co bu-
desˇ deˇlat ty?“ a
”
What are you gonna do?“ jsou pak zkombinova´ny do jedine´
veˇty
”
What are Co you budesˇ gonna deˇlat do? ty?“. Takto zkombinovane´
veˇty pak p˚ujde snadno natre´novat knihovnou fastText, anizˇ bychom museli
meˇnit jej´ı optimalizacˇn´ı krite´ria, jak to navrhli autorˇi metody.
Uvedeny´m zp˚usobem jsme pak zkombinovali veˇty z prˇedzpracovany´ch
veˇtneˇ zarovnany´ch korpus˚u z minule´ kapitoly a tyto noveˇ vznikle´ korpusy
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jsme smı´chali. Na tomto korpusu jsme na´sledneˇ tre´novali v´ıcejazycˇny´ se´man-
ticky´ model knihovnou fastText.
Uka´zka korpusu
Na´sleduje uka´zku vytvorˇene´ho korpusu.
cs:a en:and cs:bud’ en:please cs:pros´ım en:be cs:uprˇ´ımny´ en:honest
cs:. en:.
en:would en:n’t es:¿ en:you es:y en:know es:saben en:it es:que´ en:?
es:?
zh:2008年en:what zh:败en:failed zh:在en:in zh:何处en:2008 zh:？en:?
de:warum en:why de:auf en:wait de:den en:for de:euro en:the de:warten
en:euro de:? en:?
de:vorlage de:von cs:prˇedlozˇen´ı de:dokumenten cs:dokument˚u de::
cs:: de:siehe cs:viz de:protokoll cs:za´pis
en:how en:did cs:jak en:you cs:jste en:get cs:se en:up cs:sem en:here
cs:dostal en:? cs:?
7.4.2 Vy´sledky
Stejneˇ jako v minule´m prˇ´ıpadeˇ, i nyn´ı jsme nejprve ladili parametry metody
na male´ mnozˇineˇ slov. Opeˇt jsme prˇitom pouzˇili 10 milion˚u token˚u z kazˇde´ho
jazyka, dohromady tedy 50 milio´n˚u token˚u.
V tabulce 7.5 mu˚zˇeme videˇt vy´sledky. Ve vsˇech prˇ´ıpadech jsme pouzˇili
model skip-gram a dimenzi prostoru 100 bez pouzˇit´ı podslov. Ladili jsme
maxima´ln´ı pomeˇr mezi de´lkami veˇt a minima´ln´ı de´lku kazˇde´ z veˇt. Z vy´-
sledk˚u je patrne´, zˇe nejle´pe vycha´z´ı maxima´ln´ı pomeˇr mezi de´lkami veˇt 1,5
a minima´ln´ı de´lka kazˇde´ z veˇt 5 token˚u.
S teˇmito parametry jsme v dalˇs´ım kroku tuto metodu natre´novali na
veˇtsˇ´ı mnozˇineˇ 50 milion˚u token˚u z kazˇde´ho jazyka, celkem tedy 250 milion˚u
token˚u. Vy´sledky mu˚zˇeme videˇt v tabulce 7.6. Metoda dosa´hla horsˇ´ıch vy´-
sledk˚u nezˇ prˇedchoz´ı metoda RTR. U te´to metody dosa´hli v´ıcejazycˇne´ testy
lepsˇ´ıch vy´sledk˚u, nezˇ testy jednojazycˇne´.
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Tabulka 7.5: Ladeˇn´ı metody BSwWA na male´ mnozˇineˇ dat.









Tabulka 7.6: Vy´sledky metody BSwWA na veˇtsˇ´ı mnozˇineˇ dat.
en de es de-es en-de en-es Pr˚umeˇr
0,528 0,609 0,578 0,606 0,588 0,573 0,580
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8 Vlastn´ı syste´m
Vlastn´ı syste´m jsme se rozhodli postavit na kombinaci neˇkolika z otestova-
ny´ch metod. Prˇedpokla´dali jsme prˇitom, zˇe by se metody mohly vza´jemneˇ
doplnˇovat.
8.1 Kombinace metod RTR a BSwWA
Nejprve jsme se rozhodli zkombinovat metody Random Translation Replace-
ment s nasˇ´ı verz´ı metody Bilingual Skipgram without Word Replacement.
Vycha´zeli jsme z test˚u metod, kde metoda RTR dosa´hla mı´rneˇ lepsˇ´ıch vy´-
sledk˚u v jednojazycˇny´ch testech, nezˇ v testech v´ıcejazycˇny´ch, a mu˚zˇe proto
pomoci prˇedevsˇ´ım prˇi vytva´rˇen´ı jednojazycˇny´ch vazeb. Metoda BSwWA pak
ve vy´sledc´ıch dosa´hla lepsˇ´ı u´speˇsˇnosti u v´ıcejazycˇny´ch test˚u, nezˇ u test˚u jed-
nojazycˇny´ch, a mohla by proto prˇispeˇt pra´veˇ prˇi tvorbeˇ vazeb v´ıcejazycˇny´ch.
8.1.1 Textovy´ korpus
Prˇi vy´robeˇ jazykovy´ch korpus˚u, na ktery´ch budeme model tre´novat, jsme
postupoval stejny´m zp˚usobem jako u p˚uvodn´ıch metod.
Prvn´ı korpus se skla´dal z jednojazycˇny´ch, prˇedzpracovany´ch korpus˚u,
u ktery´ch jsme s pravdeˇpodobnost´ı 50 % nahradili slovo za prˇeklad ze slov-
n´ıku.
Druhy´ korpus byl vytvorˇen z promı´ˇseny´ch veˇt z veˇtneˇ zarovnane´ho kor-
pusu, zp˚usobem uvedeny´m u metody BSwWA. Pouzˇili jsme omezen´ı, zˇe ma-
xima´ln´ı pomeˇr mezi de´lkami veˇt je 1,5 a minima´ln´ı de´lka kazˇde´ veˇty je 5
token˚u.
Nav´ıc jsme experimentovali i s pouzˇit´ım trˇet´ıho korpusu, ktery´ se skla´dal z
prˇedzpracovany´ch, nijak da´le neupraveny´ch jednojazycˇny´ch korpus˚u. Vycha´-
zeli jsme z prˇedpokladu, zˇe by tento korpus mohl da´le pomoci prˇi tre´nova´n´ı
jednojazycˇny´ch vazeb.
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Vsˇechny tyto korpusy jsme pak zkousˇeli beˇhem testova´n´ı v r˚uzne´m po-
meˇru kombinovat k dosazˇen´ı co nejlepsˇ´ıch vy´sledk˚u. Se´manticky´ model jsme
opeˇt tre´novali za pouzˇit´ı knihovny fastText, prˇicˇemzˇ jsme jako v prˇedchoz´ıch
prˇ´ıpadech nejprve tre´novali model na mensˇ´ı mnozˇineˇ dat a optimalizovali
jsme zastoupen´ı jednotlivy´ch jazykovy´ch korpus˚u. Ve druhe´ fa´zi jsme tre´-
novali se´manticky´ model na velke´ mnozˇineˇ dat prostrˇednictv´ım gridovy´ch
vy´pocˇt˚u a optimalizovali jsme parametry knihovny fastText.
8.1.2 Vy´sledky
Vliv zastoupen´ı r˚uzny´ch druh˚u korpus˚u
Nejprve jsme zkousˇeli kombinovat trojici zmı´neˇny´ch korpus˚u v r˚uzne´m po-
meˇru k dosazˇen´ı co nejlepsˇ´ıch vy´sledk˚u. Vzˇdy jsme prˇitom pouzˇili 50 milio´n˚u
token˚u z kazˇde´ho jazyka, tj. 250 milio´n˚u token˚u celkem.
Vy´sledky mu˚zˇeme videˇt v tabulce 8.4. Prvn´ı trˇi sloupce uda´vaj´ı zastou-
pen´ı jednotlivy´ch druh˚u korpus˚u, posledn´ı sloupec uda´va´ pr˚umeˇrnou hodnotu
z sˇesti dostupny´ch test˚u. Z vy´sledk˚u je patrne´, zˇe nejlepsˇ´ıch vy´sledk˚u bylo
dosazˇeno prˇi kombinaci korpus˚u z metody RTR a BSwWA v pomeˇru 3 : 2.
Naopak pouzˇit´ı jednojazycˇny´ch korpus˚u vy´sledky zhorsˇovalo.
Tabulka 8.1: Vy´sledky prˇi kombinova´n´ı r˚uzny´ch druh˚u korpusu.
RTR BSwWA Jednojazycˇne´ Vy´sledek
33 % 33 % 33 % 0,622
50 % 50 % 0 % 0,631
0 % 50 % 50 % 0,597
50 % 0 % 50 % 0,612
66 % 33 % 0 % 0,647
33 % 66 % 0 % 0,627
80 % 20 % 0 % 0,635
60 % 30 % 10 % 0,637
V tabulce 8.5 pak mu˚zˇeme videˇt porovna´n´ı obou za´kladn´ıch metod s jejich
kombinac´ı. Zkombinova´n´ı obou metod prˇineslo lepsˇ´ı vy´sledky, nezˇ kdyzˇ byly
metody pouzˇity samostatneˇ.
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Tabulka 8.2: Porovna´n´ı metod.
Metoda en de es de-es en-de en-es Pr˚umeˇr
RTR 0,645 0,631 0,662 0,616 0,644 0,647 0,641
BSwWA 0,528 0,609 0,578 0,606 0,588 0,573 0,580
Kombinace 0,638 0,635 0,664 0,641 0,652 0,652 0,647
Optimalizace parametr˚u knihovny fastText
Ve druhe´m kroku jsme tre´novali se´manticky´ model na velke´ mnozˇineˇ dat.
Vycha´zeli jsme z dosavadn´ıch vy´sledk˚u a zkombinovali jsme korpusy metod
RTR a BSwWA v pomeˇru 3 : 2. Celkem bylo z kazˇde´ho jazyka zastoupeno
300 milion˚u token˚u, dohromady tedy 1,5 miliardy token˚u.
Vznikly´ jazykovy´ korpus jsme umı´stili na datovy´ server MetaCentra,
stejneˇ tak jako knihovnu fastText. Pak jsme vytva´rˇeli a spousˇteˇl da´vkove´
u´lohy, ktery´mi jsme na korpusu tre´novali se´manticky´ model, pokazˇde´ s r˚uz-
ny´mi parametry knihovny.
V tabulce 8.3 mu˚zˇeme videˇt vy´sledky. Prvn´ı sloupec znacˇ´ı velikost kon-
textu, druhy´ velikost podslov a trˇet´ı velikost hashovac´ı tabulky pro podslova.
Vy´sledek je opeˇt vypocˇten jako pr˚umeˇrna´ hodnota z sˇesti pouzˇity´ch test˚u.
Jak mu˚zˇeme videˇt, nejlepsˇ´ıch vy´sledk˚u bylo dosazˇeno prˇi pouzˇit´ı kontextu 5,
podslovech velikosti 6 azˇ 9 a velikosti hashovac´ı tabulky pro 5 milio´n˚u pod-
slov. Vznikle´ vektory jsou dimenze 300 a velikost slovn´ıku je te´meˇrˇ 3 milio´ny
slov.
Tabulka 8.3: Tre´nova´n´ı parametr˚u knihovny fastText na velky´ch datech.
Kontext Podslova Hash Vy´sledek
5 6-9 2 M 0,699
5 6-9 5 M 0,700
5 3-6 2 M 0,686
5 3-6 5 M 0,654
5 3-6 10 M 0,670
8 3-6 2 M 0,582
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8.2 Kombinace vektor˚u
V dalˇs´ım kroku jsme se pokusili vytvorˇene´ v´ıcejazycˇne´ vektory da´le vylepsˇit
jejich zkombinova´n´ım s jiny´mi modely.
Postupovali jsme t´ım zp˚usobem, zˇe jsme na pouzˇity´ch slovn´ıch vektorech
provedli normalizaci pr˚umeˇru a vektory jsme propojili za sebe. Nezbytnou
podmı´nkou prˇitom bylo, zˇe se slovn´ı vektor mus´ı nacha´zet v obou se´man-
ticky´ch prostorech, aby mohl by´t pouzˇit. Docha´z´ı tedy k redukci velikosti
slovn´ıku.
Omezen´ım tohoto postupu je na´r˚ust dimenze vektor˚u. Velka´ dimenze prˇi-
tom nen´ı pro zachycen´ı se´manticky´ch vztah˚u nezbytna´ a zachycena´ informace
bude zrˇejmeˇ do znacˇne´ mı´ry redundantn´ı (tj. data budou korelovat). Nav´ıc
u souboru s vektory dojde k na´r˚ustu velikosti.
8.2.1 Analy´za hlavn´ıch komponent
Pro sn´ızˇen´ı dimenze vektor˚u jsme proto pouzˇili analy´zu hlavn´ıch komponent
(PCA) [35]. Jedna´ se o metodu slouzˇ´ıc´ı k odstraneˇn´ı korelace dat, ktera´ je
cˇasto pouzˇ´ıva´na ke sn´ızˇen´ı dimenzionality.
Metoda funguje t´ım zp˚usobem, zˇe transformuje zadanou matici do jine´
sourˇadne´ soustavy, jak lze videˇt ve vzorci 8.1, kde X je vstupn´ı matice a Y
je matice vy´stupn´ı. Matice P je tvorˇena vlastn´ımi vektory a tvorˇ´ı novou
sourˇadnou soustavu. Tyto vektory matice P jsou prˇitom serˇazeny sestupneˇ
podle rozptylu a pro redukci dimenze na n rozmeˇr˚u pak stacˇ´ı vybrat prvn´ıch
n z nich. Metoda pracuje s co nejmensˇ´ı ztra´tou informace.
Y = XP (8.1)
K vy´pocˇtu PCA nad novy´mi vektory jsme pouzˇ´ıvali program Matlab. Na´-
sleduje uka´zka pouzˇite´ho ko´du, kde matrix je p˚uvodn´ı matice s propojeny´mi
modely a newMatrix je nova´ matice se se´manticky´mi vektory redukovany´mi
na dimenzi 300.
A = pca ( matrix ) ;
newMatrix = ( matrix − mean( matrix ) ) * A( : , 1 : 300 ) ;
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8.2.2 Vy´sledky
Nejprve jsme zkusili zkombinovat se´manticke´ vektory z metod Multilingu-
alCCA a Word Translation Without Parallel Data, z´ıskane´ v kapitole 7,
s vektory natre´novany´mi na mensˇ´ı mnozˇineˇ 50 milio´n˚u token˚u z kazˇde´ho
jazyka na kombinovane´m korpusu metod RTR a BSwWA.
V tabulce 8.4 mu˚zˇeme videˇt vy´sledky prˇed a po zkombinova´n´ı vektor˚u.
Pouzˇit´ı vektor˚u z metody MultilingualCCA zde vedlo ke zlepsˇen´ı vy´sledk˚u,
pouzˇit´ı vektor˚u z metody Word Translation Without Parallel Data naopak
ke zhorsˇen´ı.





Vektory z metody MultilingualCCA jsme proto na´sledneˇ zkombinovali
s vektory natre´novany´mi na velke´m jazykove´m korpusu. Vy´sledek prˇed a po
zkombinova´n´ı vektor˚u mu˚zˇeme videˇt v tabulce 8.5. Tentokra´t zkombinova´n´ı
vektor˚u vedlo ke zhorsˇen´ı p˚uvodn´ıch vektor˚u a nav´ıc dosˇlo k redukci slovn´ıku
z prˇiblizˇneˇ 3 milio´n˚u slov na necele´ 2 milio´ny slov.






Nejlepsˇ´ıch vy´sledk˚u jsme dosa´hli s pouzˇit´ım slovn´ıch vektor˚u z kapitoly 8.1.
Jedna´ se o se´manticky´ model s dimenz´ı 300 natre´novany´ knihovnou fastText
pomoc´ı skip-gramu na kombinovane´m korpusu z metod Random Translation
Replacement a Bilingual Skip-gram without Word Aligment. Slovn´ı vektory
maj´ı velikost slovn´ıku 2 989 505 slov a kolokac´ı, zastoupeno je prˇitom peˇt
jazyk˚u – anglicˇtina, neˇmcˇina, sˇpaneˇlˇstina, cˇesˇtina a cˇ´ınsˇtina.
Tyto vektory jsme porovnali se slovn´ımi vektory ConceptNet Number-
batch, ktere´ zv´ıteˇzili v mezina´rodn´ı veˇdecke´ souteˇzˇi SemEval-2017. Tyto vek-
tory maj´ı ve zmı´neˇny´ch peˇti jazyc´ıch zastoupeno 644 167 slov a kolokac´ı.
Jejich velikost je tedy znatelneˇ mensˇ´ı.
V tabulce 9.1 vid´ıme porovna´n´ı obou slovn´ıch vektor˚u. Vy´sledky jsou
vypocˇteny stejneˇ jako v prˇedchoz´ıch prˇ´ıpadech, tj. jedna´ se o Pearsonovu ko-
relaci s testovac´ımi daty ze souteˇzˇe SemEval-2017. V prˇ´ıpadeˇ kolokace, ktera´
se nenacha´z´ı ve slovn´ıku, je pouzˇit prˇ´ıstup Bag-of-Words, a pokud nelze po-
dobnost urcˇit, je pouzˇita pr˚umeˇrna´ hodnota z dosud vypocˇteny´ch podobnost´ı
v dane´m testu. Z vy´sledk˚u je patrne´, zˇe v testovany´ch jazyc´ıch a prˇi tomto
zp˚usobu testova´n´ı na´mi vytvorˇene´ se´manticke´ vektory syste´m ConceptNet
Numberbatch prˇekonaly.
Na vy´sledc´ıch take´ mu˚zˇeme videˇt, zˇe vytvorˇene´ slovn´ı vektory dosahuj´ı
v jednotlivy´ch testech stabiln´ıch vy´sledk˚u okolo hodnoty 0, 7, zat´ımco slovn´ı
vektory syste´mu Numberbatch v testech osciluj´ı mezi hodnotami 0, 55 a 0, 7.
Tabulka 9.1: Porovna´n´ı vytvorˇeny´ch vektor˚u s v´ıteˇzny´mi vektory ze souteˇzˇe
SemEval-2017.
Syste´m en de es de-es en-de en-es Pr˚umeˇr
RTR+BSwWA 0,695 0,707 0,689 0,697 0,713 0,698 0,700




V tabulka´ch 9.2 a 9.3 vid´ıme porovna´n´ı obou syste´mu˚ v u´kolu naj´ıt nejpo-
dobneˇjˇs´ı slova k neˇkolika vybrany´m slov˚um. Zobrazena je i vypocˇtena´ podob-
nost, urcˇena´ jako kosinus u´hlu mezi slovn´ımi vektory. Prˇestozˇe oba syste´my
pracovaly se stejny´mi slovy, nalezena´ nejpodobneˇjˇs´ı slova se znacˇneˇ liˇsila.
Oba syste´my nacha´zely slova, ktera´ odpov´ıdaj´ı synonymu˚m, cˇi prˇeklad˚um
vybrane´ho slova. Vy´razny´ rozd´ıl je videˇt v dotazu na slovo s˚ul (en:salt). Sys-
te´m Numberbatch nab´ıdl sp´ıˇse chemicke´ termı´ny, zat´ımco na´sˇ syste´m nalezl
prˇeklady.
Zaj´ımavost´ı mu˚zˇe by´t take´ hodnota vypocˇtene´ podobnosti slov. Podob-
nost slov vypocˇtena´ syste´mem Numberbatch naby´vala mnohem vysˇsˇ´ıch hod-
not nezˇ u nasˇeho syste´mu, cozˇ sveˇdcˇ´ı o tom, zˇe slovn´ı vektory lezˇ´ı velmi
bl´ızko u sebe. To je zrˇejmeˇ da´no pouzˇit´ım metody retrofittingu beˇhem vy-
tva´rˇen´ı slovn´ıch vektor˚u.
Tabulka 9.2: Nejpodobneˇjˇs´ı slova u vytvorˇene´ho syste´mu.
cs:voda en:salt zh:食品
cs:vodu 0.853 en:salts 0.775 zh:食物 0.820
cs:vody 0.824 cs:s˚ul 0.752 en:food 0.749
es:agua 0.753 de:salz 0.744 en:foods 0.729
de:wasser 0.751 cs:soli 0.721 en:food/beverage 0.703
en:water 0.742 en:saltine 0.698 zh:糧食 0.700
Tabulka 9.3: Nejpodobneˇjˇs´ı slova u syste´mu Numberbatch.
cs:voda en:salt zh:食品
cs:vodicˇka 0.972 en:water in ocean 0.991 cs:potravina 0.932
cs:vodeˇnka 0.963 en:fluoroboride 0.986 zh:食物 0.927
en:rewater 0.947 en:dibasic salt 0.986 zh:可食用的 0.915
en:waterward 0.947 en:calcium stearate 0.982 zh:吃的 0.894
en:branch water 0.940 zh:盐 0.969 zh:綠豆 0.894
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10 Za´veˇr
V te´to pra´ci jsme se zaby´vali prˇ´ıstupy k modelova´n´ı v´ıcejazycˇne´ se´manticke´
podobnosti slov, prostudovali a popsali jsme mnozˇstv´ı v´ıcejazycˇny´ch metod
a vytvorˇili jsme vlastn´ı syste´m pro meˇrˇen´ı v´ıcejazycˇne´ se´manticke´ podob-
nosti slov z anglicˇtiny, neˇmcˇiny, sˇpaneˇlˇstiny, cˇesˇtiny a cˇ´ınsˇtiny. Zameˇrˇili jsme
se prˇedevsˇ´ım na pouzˇit´ı slovn´ıch vektor˚u, nebot’ se jedna´ o dobrˇe funguj´ıc´ı
rˇesˇen´ı, ke ktere´mu jizˇ existuje mnoho v´ıcejazycˇny´ch metod.
Nejprve jsme neˇktere´ z existuj´ıc´ıch v´ıcejazycˇny´ch metod implementovali
a otestovali, abychom le´pe pochopili jak funguj´ı a abychom zjistili jaky´ch do-
sahuj´ı vy´sledk˚u. Pro tvorbu vlastn´ıho syste´mu jsme pak otestovane´ metody
Random Translation Replacement a Bilingual Skip-gram without Word Alig-
nments spojili, cˇ´ımzˇ jsme dosa´hli lepsˇ´ıch vy´sledk˚u, nezˇ kdyzˇ byly metody
pouzˇity samostatneˇ. Natre´novane´ slovn´ı vektory nasˇeho syste´mu jsme pak
jesˇteˇ zkusili zkombinovat s vektory vytvorˇeny´mi pomoc´ı jiny´ch metod, ale
vy´sledky se nepodarˇilo da´le vylepsˇit.
Vytvorˇeny´ syste´m jsme nakonec porovnali se syste´mem Numberbatch, jenzˇ
zv´ıteˇzil v mezina´rodn´ı veˇdecke´ souteˇzˇi SemEval-2017, ktera´ byla zameˇrˇena na
v´ıcejazycˇnou se´mantickou podobnost slov. Na´sˇ syste´m prˇitom na pouzˇity´ch
testovac´ıch datech dosa´hl o v´ıce nezˇ sˇest procent lepsˇ´ıch vy´sledk˚u.
V ra´mci pokracˇova´n´ı pra´ce se nab´ız´ı otestovat dalˇs´ı metody a vyzkousˇet
neˇktere´ jejich kombinace. Dalˇs´ı mozˇnost´ı je vytvorˇit slovn´ı vektory pomoc´ı
neˇkolika r˚uzny´ch model˚u a tyto pak zkusit zkombinovat. Funkcˇnost syste´mu
by take´ mohla by´t v budoucnu rozsˇ´ıˇrena o dalˇs´ı jazyky.
53
Literatura
[1] China workshop on machine translation. http://nlp.nju.edu.cn/
cwmt-wmt/, 2017. Online; naposledy navsˇt´ıveno 10. 5. 2018.
[2] Conceptnet 5.5 and conceptnet.io. https://old.opendatascience.
com/blog/conceptnet-5-5-and-conceptnet-io/, 2017. Online; na-
posledy navsˇt´ıveno 12. 5. 2018.
[3] Pre-trained word vectors. https://github.com/facebookresearch/
fastText/blob/master/pretrained-vectors.md, 2017. Online; napo-
sledy navsˇt´ıveno 10. 5. 2016.
[4] Semeval-2017 task 2. http://alt.qcri.org/semeval2017/task2/,
2017. Online; naposledy navsˇt´ıveno 10. 5. 2018.
[5] Translation task - acl 2017 second conference on machine translation.
http://www.statmt.org/wmt17/translation-task.html, 2017. On-
line; naposledy navsˇt´ıveno 10. 5. 2018.
[6] Wikipedia monolingual corpora - linguatools. http://linguatools.
org/tools/corpora/wikipedia-monolingual-corpora/, 2017. On-
line; naposledy navsˇt´ıveno 10. 5. 2018.
[7] Conceptnet numberbatch. https://github.com/commonsense/
conceptnet-numberbatch, 2018. Online; naposledy navsˇt´ıveno 10. 5.
2018.
[8] Czeng 1.7 | U´fal. http://ufal.mff.cuni.cz/czeng/czeng17, 2018.
Online; naposledy navsˇt´ıveno 10. 5. 2018.
[9] Europarl. http://opus.nlpl.eu/Europarl.php, 2018. Online; napo-
sledy navsˇt´ıveno 10. 5. 2018.
54
LITERATURA LITERATURA
[10] Muse: Multilingual unsupervised and supervised embeddings. https:
//github.com/facebookresearch/MUSE, 2018. Online; naposledy na-
vsˇt´ıveno 10. 5. 2018.
[11] Opensubtitles. http://opus.nlpl.eu/OpenSubtitles.php, 2018. On-
line; naposledy navsˇt´ıveno 10. 5. 2018.
[12] The stanford parser: A statistical parser. https://nlp.stanford.edu/
software/lex-parser.shtml, 2018. Online; naposledy navsˇt´ıveno 13.
5. 2018.
[13] R. Al-Rfou. Polyglot. https://sites.google.com/site/rmyeid/
projects/polyglot, 2015. Online; naposledy navsˇt´ıveno 10. 5. 2018.
[14] W. Ammar, G. Mulcaire, Y. Tsvetkov, Lample G., Ch. Dyer, and N. A.
Smith. Massively multilingual word embeddings. https://arxiv.org/
pdf/1602.01925.pdf, 2016. Online; naposledy navsˇt´ıveno 26. 4. 2018.
[15] M. Biniz, R. Ayachi, and M. Fakir. Ontology matching
using babelnet dictionary and word sense disambiguation algo-
rithms. http://www.iaesjournal.com/online/index.php/IJEECS/
article/view/13241, 2017. Online; naposledy navsˇt´ıveno 10. 1. 2018.
[16] P. Bojanowski, E. Grave, A. Joulin, and T. Mikolov. Enriching word vec-
tors with subword information. https://arxiv.org/pdf/1607.04606.
pdf, 2017. Online; naposledy navsˇt´ıveno 3. 5. 2018.
[17] P. F. Brown, P. V. deSouza, R. L. Mercer, Della Pietra V. J., and J. C.
Lai. Class-based n-gram models of natural language. https://dl.acm.
org/citation.cfm?id=176316, 1992. Online; naposledy navsˇt´ıveno 25.
1. 2018.
[18] CESNET. Cesnet | na´rocˇne´ vy´pocˇty (metacentrum). https://www.
cesnet.cz/sluzby/metacentrum/, 2018. Online; naposledy navsˇt´ıveno
4. 5. 2018.
[19] A. Conneau, G. Lample, M. A. Ranzato, L. Denoyer, and H. Je´gou.
Word translation without parallel data. https://arxiv.org/pdf/
1710.04087.pdf, 2018. Online; naposledy navsˇt´ıveno 3. 5. 2018.
[20] J. Coulmance, J. Marty, G. Wenzek, and A. Benhalloum. Trans-gram,
fast cross-lingual word-embeddings. https://arxiv.org/pdf/1601.
02502.pdf, 2016. Online; naposledy navsˇt´ıveno 1. 5. 2018.
55
LITERATURA LITERATURA
[21] M. Faruqui, J Dodge, S. Jauhar, Ch. Dyer, E. Hovy, and N. A. Smith. Re-
trofitting word vectors to semantic lexions. https://www.cs.cmu.edu/
~hovy/papers/15HLT-retrofitting-word-vectors.pdf, 2015. On-
line; naposledy navsˇt´ıveno 4. 5. 2018.
[22] M. Faruqui and Ch. Dyer. Improving vector space word representati-
ons using multilingual correlation. http://repository.cmu.edu/cgi/
viewcontent.cgi?article=1031&context=lti, 2014. Online; napo-
sledy navsˇt´ıveno 21. 1. 2018.
[23] S. Gouws and A. Søgaard. Simple task-specific bilingual word embed-
dings. http://www.aclweb.org/anthology/N15-1157, 2015. Online;
naposledy navsˇt´ıveno 26. 4. 2018.
[24] K. Lund and C. Burgess. Producing high-dimensional semantic spaces
from lexical co-occurrence. https://link.springer.com/article/10.
3758%2FBF03204766, 1996. Online; naposledy navsˇt´ıveno 12. 5. 2018.
[25] M. Luong, H. Pham, and Ch. Manning. Bilingual word represen-
tations with monolingual quality in mind. http://www.aclweb.org/
anthology/W15-1521, 2015. Online; naposledy navsˇt´ıveno 17. 1. 2018.
[26] T. Mikolov, K. Chen, G. Corrado, and J. Dean. Efficient estimation of
word representations in vector space. https://arxiv.org/pdf/1301.
3781.pdf, 2013. Online; naposledy navsˇt´ıveno 22. 1. 2018.
[27] T. Mikolov, Q. L. Le, and I. Sutskever. Exploiting similarities among lan-
guages for machine translation. https://arxiv.org/pdf/1309.4168.
pdf, 2013. Online; naposledy navsˇt´ıveno 10. 1. 2018.
[28] T. Mikolov, I. Sutskever, K. Chen, G. Corrado, and J. Dean. Distributed
representations of words and phrases and their compositionality. https:
//arxiv.org/pdf/1310.4546.pdf, 2013. Online; naposledy navsˇt´ıveno
4. 5. 2018.
[29] R. Navigli. Babelnet | the largest multilingual encyclopedic dictionary
and semantic network. http://babelnet.org/, 2007. Online; naposledy
navsˇt´ıveno 10. 1. 2018.
[30] J. Pennington, R. Socher, and Ch. D. Manning. Glove: Global vectors for
word representation. https://nlp.stanford.edu/pubs/glove.pdf,
2014. Online; naposledy navsˇt´ıveno 20. 1. 2018.
56
LITERATURA LITERATURA
[31] S. Ruder. A survey of cross-lingual embedding models. http://ruder.
io/cross-lingual-embeddings/index.html, 2016. Online; naposledy
navsˇt´ıveno 20. 1. 2018.
[32] R. Speer and C. Havasi. Representing general relational knowledge in
conceptnet 5. http://lrec-conf.org/proceedings/lrec2012/pdf/
1072_Paper.pdf, 2012. Online; naposledy navsˇt´ıveno 17. 1. 2018.
[33] R. Speer and J. Lowry-Duda. Conceptnet at semeval-2017 task 2:
Extending word embeddings with multilingual relational knowledge.
https://arxiv.org/pdf/1704.03560.pdf, 2017. Online; naposledy
navsˇt´ıveno 4. 5. 2018.
[34] O. Ta¨ckstro¨m, R. McDonald, and J. Uszkoreit. Cross-lingualword clus-
ters for direct transfer of linguistic structure. http://www.aclweb.org/
anthology/N12-1052, 2012. Online; naposledy navsˇt´ıveno 27. 1. 2018.
[35] Wikipedia. Analy´za hlavn´ıch komponent – wikipedie. https://
cs.wikipedia.org/wiki/Anal%C3%BDza_hlavn%C3%ADch_komponent,
2018. Online; naposledy navsˇt´ıveno 7. 5. 2018.
[36] Wikipedia. Distributional semantics - wikipedia. https://en.
wikipedia.org/wiki/Distributional_semantics, 2018. Online; na-
posledy navsˇt´ıveno 10. 5. 2018.
[37] Wikipedia. Semantic space - wikipedia. https://en.wikipedia.org/
wiki/Semantic_space, 2018. Online; naposledy navsˇt´ıveno 10. 5. 2018.
[38] WordNet. Wordnet | a lexical database for english. https://wordnet.
princeton.edu/, 2018. Online; naposledy navsˇt´ıveno 10. 5. 2018.
[39] Ch. Xing, D. Wang, Ch. Liu, and Y. Lin. Normalized
word embedding and orthogonal transform for bilingual word
translation. https://pdfs.semanticscholar.org/77e5/
76c02792d7df5b102bb81d49df4b5382e1cc.pdf, 2015. Online; na-
posledy navsˇt´ıveno 3. 5. 2018.
57
