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GRADIENT ESTIMATES FOR MEAN CURVATURE FLOW WITH
NEUMANN BOUNDARY CONDITIONS
MASASHI MIZUNO AND KEISUKE TAKASAO
Abstract. We study the mean curvature flow of graphs both with Neumann boundary
conditions and transport terms. We derive boundary gradient estimates for the mean
curvature flow. As an application, the existence of the mean curvature flow of graphs is
presented. A key argument is a boundary monotonicity formula of a Huisken type derived
using reflected backward heat kernels. Furthermore, we provide regularity conditions for
the transport terms.
1. Introduction
We consider the mean curvature flow of graphs with transport terms and Neumann
boundary conditions:
(1.1)


∂tu√
1 + |du|2 = div
(
du√
1 + |du|2
)
+ f (x, u, t) · n x ∈ Ω, t > 0,
du · ν∣∣
∂Ω
= 0, t > 0,
u(x, 0) = u0(x), x ∈ Ω,
where Ω ⊂ Rn is a bounded domain with a smooth boundary, ν is an outer unit normal
vector on ∂Ω, u = u(x, t) : Ω× [0,∞)→ R is an unknown function, du := (∂x1u, . . . , ∂xnu)
is the tangential gradient of u, u0 = u0(x) : Ω → R is given initial data, f : Ω × R ×
[0,∞) → Rn+1 is a given transport term, and n = 1√
1+|du|2
(−du, 1). For a solution u of
(1.1) and t > 0, the graph of u(x, t), which is
(1.2) Γt := {(x, u(x, t)) : x ∈ Ω},
satisfies the mean curvature flow with the transport term, which is subjected to right
angle boundary conditions given by
(1.3)
{
V =H + (f · n)n, on Γt, t > 0,
Γt ⊥ ∂(Ω× R), t > 0,
where n := 1√
1+|du|2
(−du, 1) is the unit normal vector of Γt, V := ∂tu√
1+|du|2
n is the
normal velocity vector of Γt, and H := div(
du√
1+|du|2
)n is the mean curvature vector of
Γt (see Figure 1). It is interesting to derive the regularity criterion of the transport term
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Figure 1. Mean curvature flow with the transport F and with the Neu-
mann boundary condition.
to obtain the classical solution of (1.1). Liu-Sato-Tonegawa [18] studied the following
incompressible and viscous non-Newtonian two-phase fluid flow:
(1.4)


∂f
∂t
+ f · ∇f = div(T±(f ,Π)), div f = 0, on Ω±t , t > 0,
n · (T+(f ,Π)− T−(f ,Π)) =H , on Γt, t > 0,
V =H + (f · n)n, on Γt, t > 0,
where Ω+t ∪ Ω−t ∪ Γt = Tn+1 = (R/Z)n+1, f is the velocity vector of the fluids, T± is the
stress tensor of the fluids, and Π is the pressure of the fluids. The physical background of
(1.4) was studied by Liu-Walkington [19]. The phase boundary Γt moves by the fluid flow
and its mean curvature. In (1.3), the transport term is corresponding to the fluid velocity
of (1.4). Since the regularity of non-Newtonian fluid flow is still difficult problems, it is
important to study regularity conditions to obtain the classical solution of (1.1).
To study the behavior of Γt, we need to investigate v :=
√
1 + |du|2, which is the volume
element of Γt. Thus, it is important to derive gradient estimates for (1.1). Interior gradient
estimates for (1.1) under f ≡ 0 were studied by Ecker-Huisken [8] when the initial surface
is C1, and by Colding-Minicozzi II [4] when u0 is bounded. It is difficult to apply their
arguments to (1.1) under non-smooth transport terms because their arguments essentially
use the comparison arguments.
Ecker-Huisken [7] also derived the interior gradient estimates for (1.1) under f ≡ 0.
In their arguments, monotonicity formula is crucial to show the gradient estimates.
Takasao [25] studied the interior gradient estimates for (1.1) when u0 is C
1 and the
transport f is bounded in time and space variables. An essential part of Takasao’s proof
is to derive the monotonicity formula of the Huisken type with the bounded transport
terms.
Huisken [12] studied (1.1) with the Neumann boundary condition and without the
transport f . He showed the existence of a classical solution of (1.1) under f ≡ 0. To
show the existence of the solution, it is important to derive up-to-boundary a priori
gradient estimates of (1.1). Huisken showed the gradient estimates when the initial data
u0 is C
2,α up to boundary and ∂Ω is of class C2,α via the Schauder estimates. Stahl [22]
also considered the gradient estimates of (1.1) without the transport and obtained some
blow-up criterion of the classical solution of (1.1) under f ≡ 0. Up-to-boundary a priori
gradient estimates of the mean curvature flow with the Neumann boundary condition are
studied by many researchers and we mention [2, 3, 9, 10, 16, 21, 22, 23, 24, 27, 28, 29]. Our
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arguments are similar to Ecker’s or Takasao’s work [5, 25]. In our setting, we need to derive
a boundary monotonicity formula for (1.1). From this point, Buckland [3] obtained the
boundary monotonicity formula for (1.1) under f ≡ 0. Takasao derived the monotonicity
formula for (1.1) with transport terms in [25] but the condition was not optimal. On
the other hand, reasonable conditions for the transport terms for the regularity of weak
mean curvature flow were obtained in [15, 26]. In this paper, we obtain a priori gradient
estimates with reasonable conditions for the transport terms.
Our problem (1.1) imposes Neumann boundary conditions; thus, up-to-the-boundary
gradient estimates are also important. Mizuno and Tonegawa [20] studied weak mean
curvature flow with Neumann boundary conditions via phase field methods. To study
boundary behavior, it was important to derive an ε-diffused boundary monotonicity for-
mula of a Huisken type via reflected backward heat kernels (cf. [13], [14]). Thus, it is
also important to derive the boundary monotonicity formula for (1.1) and determine the
optimal regularity condition for the transport terms. In this paper, we derive the bound-
ary monotonicity formula for (1.1) and as an application, we derive a priori boundary
gradient estimates and prove the existence of a classical solution of (1.1).
This paper is organized as follows. In section 2, we present basic notation and the main
results. In section 3, we derive the boundary monotonicity formula for (1.1). In section 4,
we derive the up-to-boundary gradient estimates for (1.1) and some integral estimates for
the transport terms. In section 5, we prove the existence of the classical solution of (1.1).
In section 6, we discuss some optimality for the transport terms to obtain the gradient
estimates for (1.1).
2. Preliminaries and main results
2.1. Notation. Let ν be an outer unit normal vector on ∂(Ω × R); ν = (ν, 0). For
n-dimensional symmetric matrices A and B, define the inner product A : B as A :
B = tr(AB). Set QT := Ω × (0, T ) and QεT := Ω × (ε, T ) for 0 < ε < T . Let d and
D be the gradients on Ω and Ω × R, respectively. Let DΓt and ∆Γt be the covariant
differentiation and Laplace-Beltrami operator on Γt, respectively. For a solution u of
(1.1), let h := − div
(
du√
1+|du|2
)
, v :=
√
1 + |du|2. Then, equation (1.1) becomes
(2.1) ∂tu = −vh + (f · n)v.
2.2. Main results. Let T0 > 0 be fixed. We impose a regularity assumption on the
transport term such that for p, q ≥ 1 satisfying n
p
+ 2
q
< 1,
(2.2) ‖f‖LqtLpx(0,T0,Γt) :=
(∫ T0
0
(∫
Γt
|f (X, t)|p dH n
) q
p
dt
) 1
q
<∞.
Remark 2.1. Using the Meyer-Ziemer inequality (cf. [30, p. 266, Theorem 5.12.4]),∫
Γt
|f (X, t)|p dH n ≤ C‖f (·, t)‖pW 1,p(Ω×R);
hence, our assumption (2.2) is fulfilled if f ∈ Lq([0, T0] : W 1,p(Ω× R)).
First we derive a priori gradient estimates for (1.1).
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Theorem 2.2 (A priori estimates for the gradient). Let u be a classical solution of (1.1)
on Ω×(0, T0). Assume that Ω is convex, u0 ∈ W 1,∞(Ω), and the transport term f satisfies
(2.2). Then there exists T > 0 depending only on n, p, q, T0, ‖du0‖∞, ‖f‖LqtLpx(0,T0,Γt),
and Ω such that
(2.3) sup
0<t<T,x∈Ω
√
1 + |du(x, t)|2 ≤ 4(1 + ‖du0‖2∞).
The regularity assumption (2.2) is reasonable from blow-up arguments. Indeed, using
the scale transform
x = λy, t = λ2s, w(y, s) =
1
λ
u(x, t),
we obtain

∂sw√
1 + |dw|2 = div
(
dw√
1 + |dw|2
)
+ λf (λy, λw, λ2s) · (−dw, 1)√
1 + |dw|2 ,
dw = du.
Then
‖λf (λy, λw, λ2s)‖LqsLpy = λ1−
n
p
− 2
q ‖f‖LqtLpx
and ‖λf (λy, λw, λ2s)‖LqsLpy → 0 as λ → 0 if (2.2) is fulfilled; that is, the transport is
a small perturbation for blow-up arguments. Note that the regularity assumption (2.2)
is the same as the assumption for the parabolic Allard’s regularity theory developed by
Kasai-Tonegawa [15, 26]. Furthermore, our results include results from the study by
Takasao [25] because our argument also applies to interior gradient estimates. We further
explain in Section 6 if (2.2) is fulfilled for n
p
+ 2
q
> 1, then there is a solution of (1.1) such
that the gradient of the solution is unbounded.
From the regularity estimate (2.3), the graph Γt subjected to (1.2) is a C
1-Riemannian
manifold up to the boundary. Furthermore, the graph Γt is perpendicular to ∂Ω ×
R, which is the boundary of a cylinder Ω × R. In terms of partial differential equa-
tions, Theorem 2.2 can be regarded as an up-to-the-boundary parabolic smoothing ef-
fect for ∂tu−
√
1 + |du|2 div
(
du√
1+|du|2
)
. The non-divergence elliptic differential operator
−√1 + |du|2 div( du√
1+|du|2
)
is degenerate hence regularity for solutions of (1.1) is not
clear. When the gradient of solutions is bounded, then the Schauder estimates for (1.1) is
applicable thus the higher regularity of solutions and the existence of a solution of (1.1)
can be deduced. Theorem 2.2 also can be regarded as a parabolic smoothing effect for
the mean curvature operator. To summarize, (2.3) determines how we obtain regularity
of the mean curvature flow.
To obtain the gradient estimates via the comparison arguments, the boundedness of
‖Df‖∞ is needed. On the other hand, to obtain the gradient estimates via the monotonic-
ity formula of the Huisken type, the boundedness of ‖Df‖∞ is not needed. Note that
the idea using the weighted monotonicity formula is called the noncompact maximum
principle [5, Proposition 4.27]. To show the up-to-boundary monotonicity formula, we
introduce reflected backward heat kernels to compute the boundary integrals and derive
integral estimates for the transport terms under the assumption (2.2).
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Next, we demonstrate the existence of a classical solution of (1.1). We assume parabolic
Ho¨lder continuity for f ; that is, there is α ∈ (0, 1] such that
(2.4) K := sup
(X,t),(Y,s)∈(Ω×R)×(0,T0)
|f (X, t)− f (Y, s)|
|X − Y |α + |t− s|α/2 <∞.
Theorem 2.3 (Existence of a classical solution). Assume that Ω is convex, u0 ∈ W 1,∞(Ω)
with du0 ·ν ≡ 0 on ∂Ω and the transport term f satisfies (2.4) with some α ∈ (0, 1]. Then,
there exists a time local unique solution u ∈ C(QT ) ∩C2,α(QεT ) for all ε > 0 of (1.1) with
u(0) = u0 for some 0 < T < T0. Furthermore, for any ε > 0 there exists C1 > 0 depending
only on n, α, L,K such that
(2.5) ‖u‖C2,α(Qε
T
) ≤ C1.
Theorem 2.3 is deduced from the Leray-Schauder fixed point theorem for the linearized
problem of (1.1). Theorem 2.2 is employed as a priori gradient estimates for the Leray-
Schauder fixed point theorem. As a result of the gradient bounds, the linearized problem
of (1.1) can be computed in the same class as the uniformly elliptic operator; hence, we
can derive the Schauder estimates for (1.1) and apply the Leray-Schauder fixed point
theorem.
3. Monotonicity of the metric
Our first task is to establish the up-to-the-boundary monotonicity formula of the
Huisken type.
Lemma 3.1. Let u be a classical solution of (1.1) and v :=
√
1 + |du|2. Then
(3.1) ∂tv −∆Γtv −
(
du
v
· dv
)
∂tu
v
= −|At|2v − 2|DΓtv|
2
v
+ du · d(f · n),
where DΓt, ∆Γt and |At| denote covariant differentiation in Γt, Laplace-Beltrami operator,
norm of second fundamental form of Γt respectively.
Proof. According to Ecker-Huisken [6],
−∆Γtv + |At|2v +
2|DΓtv|2
v
− v2(DΓth · en+1) = 0,
where en+1 = (0, . . . , 0, 1). Because
v2(DΓth · en+1) = v2(Dh · en+1 − (Dh · n)(n · en+1))
= dh · du
= −d
(
∂tu
v
)
· du+ d(f · n) · du (∵ (1.1))
= −∂tv +
(
du
v
· dv
)
∂tu
v
+ d(f · n) · du,
we obtain (3.1). 
Let
R :=
1
‖principal curvature of ∂Ω‖L∞(∂Ω) .
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Figure 2. The reflection point of x ∈ Ω∩Nr with respect to ∂Ω is denoted
by x˜.
Because ∂Ω is smooth and compact, 0 < R < ∞. For r < R, let Nr denote the interior
tubular neighborhood of ∂Ω;
Nr := {x ∈ Ω : dist(x, ∂Ω) < r}.
For x ∈ Nr, there uniquely exists ζ(x) ∈ ∂Ω such that dist(x, ∂Ω) = |x − ζ(x)|. Thus,
define the reflection point x˜ with respect to ∂Ω as x˜ = 2ζ(x)− x (see Figure 2). We fix a
radially symmetric cut-off function ηR = ηR(|X|) ∈ C∞(Rn+1) such that
0 ≤ ηR ≤ 1, η′R ≤ 0, spt ηR ⊂ BR/8, ηR = 1 on BR/16.
For 0 < t < s < T0 and X = (x, xn+1), Y = (y, yn+1) ∈ NR × R, we define
the n-dimensional backward heat kernel ρ(Y,s)(X, t) and reflected backward heat kernel
ρ˜(Y,s)(X, t) as
ρ(Y,s)(X, t) :=
1
(4pi(s− t))n2 exp
(
−|X − Y |
2
4(s− t)
)
,
ρ˜(Y,s)(X, t) :=
1
(4pi(s− t))n2 exp
(
−|X˜ − Y |
2
4(s− t)
)
,
(3.2)
where X˜ = (x˜, xn+1). For fixed 0 < t < s and X, Y ∈ NR × R, we define a truncated
version of ρ and ρ˜ as
ρ1 = ρ1(X, t) := ηR(X − Y )ρ(Y,s)(X, t),
ρ2 = ρ2(X, t) := ηR(X˜ − Y )ρ˜(Y,s)(X, t).
(3.3)
To derive Huisken’s monotonicity formula,
(3.4)
(w ·Dρ)2
ρ
+ ((I −w ⊗w) : D2ρ) + ∂tρ = 0
is the crucial identity, where ρ = ρ(Y,s)(X, t), w ∈ Rn+1 is any unit vector, I is the identity
matrix, w⊗w is tensor product, and (I −w⊗w) : D2ρ is tr((I −w⊗w)D2ρ). In [20],
a similar identity for the reflected backward heat kernel ρ˜(Y,s) was obtained.
Lemma 3.2 ([20]). There is a constant C2 > 0 depending on Ω such that for w = (wi) ∈
R
n+1 with |w| = 1 and ρ˜ = ρ˜(Y,s)(X, t),
(3.5)
(w ·Dρ˜)2
ρ˜
+ ((I −w ⊗w) : D2ρ˜) + ∂tρ˜ ≤ C2
(
|X˜ − Y |
s− t +
|X˜ − Y |3
(s− t)2
)
ρ˜
for 0 < t < s and X, Y ∈ NR/2 × R.
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To prove Lemma 3.2, we use the following lemma.
Lemma 3.3 (cf.[1, 11]). Let
Q(X) := Dζ(X)− (I − ν ⊗ ν),
where ν is the unit normal vector at ζ(X) ∈ ∂Ω. Then
(1) Q(X) is symmetric;
(2) Q(X)ν = 0 for all X ∈ NR/2 × R;
(3) Q(X)en+1 = 0 for all X ∈ NR/2 × R, where en+1 = (0, . . . , 0, 1);
(4) |Q(X)| ≤ 2|X − ζ(X)| for all X ∈ NR/2 × R;
(5) If ∂Ω ∈ C3, then |DQ| is bounded.
For X, Y ∈ NR/2 × R, by convexity
|X − ζ(X)| = 1
2
|X − X˜| ≤ 1
2
(|X − Y |+ |Y − X˜|) ≤ |X˜ − Y |,
thus |Q(X)| ≤ 2|X˜ − Y |.
Proof of Lemma 3.2. Since Dζ(X) = I − ν ⊗ ν +Q(X) and X˜ = 2ζ(X)−X , we have
D|X˜ − Y |2 = 2(I − 2ν ⊗ ν + 2Q(X))(X˜ − Y ),
|D|X˜ − Y |2|2 = 4|(I − 2ν ⊗ ν + 2Q(X))(X˜ − Y )|2
≤ 4|X˜ − Y |2 + C3|X˜ − Y |3,
Dij |X˜ − Y |2 = 2δij − 4
n∑
k=1
(∂Xj (νiνk)− ∂Xjqik)(X˜k − Yk)
+ 8qij + 8
n∑
k=1
(qikqjk − νiνkqjk − νjνkqik),
(3.6)
where Q(X) = (qij) and C3 > 0 is some constant depending on Ω. By direct calculation,
we have
∂tρ˜ =
(
n
2(s− t) −
|X˜ − Y |2
4(s− t)2
)
ρ˜, Dρ˜ = −D|X˜ − Y |
2
4(s− t) ρ˜,
D2ρ˜ =
(
D|X˜ − Y |2 ⊗D|X˜ − Y |2
16(s− t)2 −
tr(D2|X˜ − Y |2)
4(s− t)
)
ρ˜.
(3.7)
Using (3.6) and (3.7), we obtain (3.5). 
We next prove a weighted boundary monotonicity inequality.
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Lemma 3.4. Let φ ∈ C1([0,∞) : C2(Ω)) be a non-negative function. Then there exist
positive numbers C4, C5 and C6 > 0 depending on n, Ω such that
d
dt
∫
Γt
φ(ρ1 + ρ2) dH
n ≤
∫
Γt
(ρ1 + ρ2)
(
∂tφ−∆Γtφ−
(
dφ · du
v
)
∂tu
v
)
dH n
+
1
4
∫
Γt
φ(ρ1 + ρ2)(f · n)2 dH n
+ C4H
n(Γt) + C5(s− t)− 34
∫
Γt
φρ2 dH
n
+ C6
∫
Γt∩spt ρ2
φ dH n +
∫
∂Γt
(ρ1 + ρ2)(DΓtφ · ν) dH n−1.
(3.8)
Proof. For i = 1, 2
d
dt
∫
Γt
φρi dH
n =
d
dt
∫
Ω
φ(x, t)ρi(x, u(x, t), t)v(x, t) dx
=
∫
Ω
(
∂tφ(x, t)ρi(x, u(x, t), t)
+ φ(x, t)∂xn+1ρi(x, u(x, t), t)∂tu(x, t) + ∂tρi(x, u(x, t), t)
)
v(x, t) dx
+
∫
Ω
φ(x, t)ρi(x, u(x, t), t)∂tv(x, t) dx
=
∫
Γt
(∂tφρi + φ∂tρi + φ∂xn+1ρi∂tu) dH
n
+
∫
Ω
φ(x, t)ρi(x, u(x, t), t)
du(x, t) · d(∂tu(x, t))
v(x, t)
dx.
(3.9)
We consider the last term of the equation (3.9). Using integration by parts, we obtain∫
Ω
φ(x, t)ρi(x, u(x, t), t)
du(x, t) · d(∂tu(x, t))
v(x, t)
dx
= −
∫
Ω
div
(
φ(x, t)ρi(x, u(x, t), t)
du(x, t)
v(x, t)
)
∂tu(x, t) dx
= −
∫
Ω
dφ(x, t) · du(x, t)
v(x, t)
ρi(x, u(x, t), t)
∂tu(x, t)
v(x, t)
v(x, t) dx
−
∫
Ω
φ(x, t)
(
dρi(x, u(x, t), t) + ∂xn+1ρi(x, u(x, t), t)du(x, t)
) · du(x, t)
v(x, t)
∂tu(x, t)
v(x, t)
v(x, t) dx
−
∫
Ω
φ(x, t)ρi(x, u(x, t), t) div
(
du(x, t)
v(x, t)
)
∂tu(x, t)
v(x, t)
v(x, t) dx
= −
∫
Γt
(
dφ · du
v
)
ρi
∂tu
v
dH n −
∫
Γt
φ
(
(dρi + ∂xn+1ρidu) ·
du
v
)∂tu
v
dH n
+
∫
Γt
φρih
∂tu
v
dH n.
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We note that
∂xn+1ρiv − ∂xn+1ρi
|du|2
v
− dρi · du
v
= ∂xn+1ρi
1
v
− dρi · du
v
= (Dρ · n).
Hence, we obtain
d
dt
∫
Γt
φρi dH
n =
∫
Γt
∂tφρi dH
n +
∫
Γt
φ∂tρi dH
n +
∫
Γt
φ(Dρi · n)∂tu
v
dH n
−
∫
Γt
(
dφ · du
v
)
ρi
∂tu
v
dH n +
∫
Γt
φρih
∂tu
v
dH n.
Using (1.1) or (2.1),
(φ(Dρi · n) + φρih) ∂tu
v
= (φ(Dρi · n) + φρih) (−h + f · n)
= φ(Dρi ·H)− φρi|H|2 + φρi
((
D⊥ρi
ρi
−H
)
· n
)
(f · n)
= −φρi
∣∣∣∣H − D⊥ρiρi
∣∣∣∣
2
+ φ
|D⊥ρi|2
ρi
− φ(D⊥ρi ·H)
+ φρi
((
D⊥ρi
ρi
−H
)
· n
)
(f · n)
≤ φ |D
⊥ρi|2
ρi
− φ(D⊥ρi ·H) + 1
4
φρi(f · n)2,
where H = −hn and D⊥ρi = (Dρi · n)n are used. Therefore,
d
dt
∫
Γt
φρi dH
n ≤
∫
Γt
∂tφρi dH
n −
∫
Γt
(
dφ · du
v
)
ρi
∂tu
v
dH n
+
∫
Γt
φ
(
∂tρi +
|D⊥ρi|2
ρi
− (D⊥ρi ·H)
)
dH n
+
1
4
∫
Γt
φρi(f · n)2 dH n.
According to the divergence theorem on Γt,
−
∫
Γt
φ(D⊥ρi ·H) dH n = −
∫
Γt
φ(Dρi ·H) dH n
=
∫
Γt
divΓt(φDρi) dH
n −
∫
∂Γt
φ(Dρi · ν) dH n−1
=
∫
Γt
DΓtφ ·Dρi dH n +
∫
Γt
φ((I − n⊗ n) : D2ρi) dH n
−
∫
∂Γt
φ(Dρi · ν) dH n−1
= −
∫
Γt
ρi∆Γtφ dH
n +
∫
Γt
φ((I − n⊗ n) : D2ρi) dH n
+
∫
∂Γt
(ρi(DΓtφ · ν)− φ(Dρi · ν)) dH n−1.
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Using (3.4) and (3.5), we obtain
(3.10)
|D⊥ρ1|2
ρ1
+ ((I − n⊗ n) : D2ρ1) + ∂tρ1 ≤ C7
and
(3.11)
|D⊥ρ2|2
ρ2
+ ((I − n⊗ n) : D2ρ2) + ∂tρ2 ≤ C8
(
|X˜ − Y |
s− t +
|X˜ − Y |3
(s− t)2
)
ρ2 + C9
for some constants C7, C8, C9 > 0 depending on Ω.
To compute the integration of (3.11), we decompose the integration as
∫
Γt
φ
C8|X˜ − Y |
s− t ρ2 dH
n
≤
∫
Γt∩{|X˜−Y |≤(s−t)
1
4 }
φ
C8|X˜ − Y |
s− t ρ2 dH
n
+
∫
Γt∩{|X˜−Y |≥(s−t)
1
4 }
φ
C8|X˜ − Y |
s− t ρ2 dH
n
=: I1 + I2,
and
∫
Γt
φ
C8|X˜ − Y |3
(s− t)2 ρ2 dH
n
≤
∫
Γt∩{|X˜−Y |≤(s−t)
5
12 }
φ
C8|X˜ − Y |3
(s− t)2 ρ2 dH
n
+
∫
Γt∩{|X˜−Y |≥(s−t)
5
12 }
φ
C8|X˜ − Y |3
(s− t)2 ρ2 dH
n
=: I3 + I4.
I1 is estimated by
(3.12) I1 ≤ C8(s− t)− 34
∫
Γt∩{|X˜−Y |≤(s−t)
1
4 }
φρ2 dH
n ≤ C8(s− t)− 34
∫
Γt
φρ2 dH
n.
I2 is estimated by
(3.13) I2 ≤ C8
(s− t)1+n2 e
− 1
4
√
s−t
∫
Γt∩spt ρ2
φ|X˜ − Y | dH n ≤ C10R
∫
Γt∩spt ρ2
φ dH n
for some constant C10 > 0 depending on n and Ω. I3 and I4 are estimated as a similar
manner.
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Using (3.12), (3.13), D(ρ1 + ρ2) · ν
∣∣
∂Ω
≡ 0, and |X˜ − Y | ≤ R when X ∈ spt ρ2, we
compute
d
dt
∫
Γt
φ(ρ1 + ρ2) dH
n
≤
∫
Γt
(ρ1 + ρ2)
(
∂tφ−∆Γtφ−
(
dφ · du
v
)
∂tu
v
)
dH n
+
1
4
∫
Γt
(ρ1 + ρ2)φ(f · n)2 dH n
+ (C7 + C9)H
n(Γt) + 2C8(s− t)− 34
∫
Γt
φρ2 dH
n
+ C10(R +R
3)
∫
Γt∩spt ρ2
φ dH n +
∫
∂Γt
(ρ1 + ρ2)(DΓtφ · ν) dH n−1.
For C4 = C7 + C9, C5 = 2C8, and C6 = C10(R +R
3), we obtain (3.8). 
We use the following lemma to handle the boundary integral.
Lemma 3.5. Let u be a classical solution of (1.1) and v :=
√
1 + |du|2. If Ω is convex,
then
(3.14) (DΓtv · ν)|∂(Ω×R) ≤ 0
for all t > 0.
Proof. Because
DΓtv = Dv − (Dv · n)n
= (dv, 0) +
1
v2
(dv · du)(−du, 1),
and boundary condition of u,
(DΓtv · ν)|∂(Ω×R) =
(
(dv · ν) + 1
v2
(dv · du)(−du · ν)
) ∣∣∣∣
∂Ω
=
1
2v
d|du|2 · ν|∂Ω
=
1
v
B(du, du)|∂Ω,
where B is the second fundamental form of ∂Ω. Because of the convexity of Ω, B(du, du) ≤
0. 
Using (3.1), (3.8), and (3.14), monotonicity of the metric is obtained as follows:
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Proposition 3.6. Let u be a classical solution of (1.1) and v :=
√
1 + |du|2. Then for
Y ∈ NR/4 × R and 0 < t < s,
d
dt
∫
Γt
v(ρ1 + ρ2) dH
n
≤ −
∫
Γt
(ρ1 + ρ2)
(
|At|2v + 2|DΓtv|
2
v
− du · d(f · n)
)
dH n
+
1
4
∫
Γt
v(ρ1 + ρ2)(f · n)2 dH n
+ C4H
n(Γt) + C5(s− t)− 34
∫
Γt
v(ρ1 + ρ2) dH
n
+ C6
∫
Γt∩spt ρ2
v dH n
(3.15)
where C4, C5, C6 are constants as in Lemma 3.4.
4. Gradient estimates
We deduce the integral estimates for the transport terms.
Lemma 4.1. Let f be in LqtL
p
x(0, T0,Γt) with 1− np − 2q > 0. Let u be a classical solution
of (1.1) and v :=
√
1 + |du|2. Let η ∈ L∞(0, T0) be a nonnegative function. Then there
is a constant C11 > 0 depending only on n, p, q and T0 such that∫ τ
0
η dt
∫
Γt
(ρ1 + ρ2)du · d(f · n) dH n
+
1
4
∫ τ
0
η dt
∫
Γt
v(ρ1 + ρ2)(f · n)2 dH n
≤ 1
2
∫ τ
0
η dt
∫
Γt
(ρ1 + ρ2)|At|2v dH n +
∫ τ
0
η dt
∫
Γt
(ρ1 + ρ2)
|DΓtv|2
v
dH n
+ C11‖η‖L∞(0,T0)‖v‖3L∞(Ω×(0,τ))‖f‖LqtLpx(0,τ,Γt)(1 + ‖f‖LqtLpx(0,τ,Γt))
(4.1)
for 0 < τ < s, where
‖f‖LqtLpx(0,τ,Γt) :=
(∫ τ
0
(∫
Γt
|f (X, t)|p dH n
) q
p
dt
) 1
q
.
Proof. For simplicity, set ρ¯ := ρ1 + ρ2. Then∫
Γt
(ρ1 + ρ2)(du · d(f · n)) dH n
=
∫
Ω
ρ¯(du · d(f · n))v dx
= −
∫
Ω
(ρ¯∆uv + (du · d(ρ¯(x, u, t)))v + ρ¯(du · dv))(f · n) dx
= −
∫
Γt
(
ρ¯∆u+ (du · d(ρ¯(x, u, t))) + ρ¯
(du
v
· dv
))
(f · n) dH n.
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Here
h = − div
(
du
v
)
= −1
v
∆u+
1
v2
(du · dv);
hence, ∫
Γt
ρ¯du · d(f · n) dH n =
∫
Γt
ρ¯vh(f · n) dH n
− 2
∫
Γt
ρ¯
(du
v
· dv
)
(f · n) dH n
−
∫
Γt
(du · d(ρ¯(x, u, t)))(f · n) dH n
=: I1 + I2 + I3.
I1 is estimated by
|I1| ≤ 1
2n
∫
Γt
ρ¯h2v dH n +
n
2
∫
Γt
ρ¯v(f · n)2 dH n
≤ 1
2
∫
Γt
ρ¯|At|2v dH n + n
2
∫
Γt
ρ¯v(f · n)2 dH n
(4.2)
because h2 ≤ n|At|2.
Note that DΓtv = Dv − (Dv · n)n,
|DΓtv|2 = |Dv|2 − (Dv · n)2
= |dv|2 − 1
v2
(du · dv)2 (∵ Dv = (dv, 0))
≥ |dv|2 − 1
v2
|du|2|dv|2
=
1
v2
|dv|2.
Therefore,
|I2| ≤
∫
Γt
ρ¯
|du|2|dv|2
v5
dH n +
∫
Γt
ρ¯v3(f · n)2 dH n
≤
∫
Γt
ρ¯
|DΓtv|2
v
dH n +
∫
Γt
ρ¯v3(f · n)2 dH n.
(4.3)
In the following, we derive the integral estimates for the transport terms. Using the
Ho¨lder inequality,∣∣∣∣
∫ τ
0
η dt
∫
Γt
ρ¯(f · n)2v3 dH n
∣∣∣∣
≤ ‖η‖L∞(0,T0)‖v‖3L∞(Ω×(0,τ))

∫ s
0
dt
(∫
Γt
ρ¯p
′
dH n
) q′
p′


1
q′
‖f‖2LqtLpx(0,τ,Γt),
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where 2
p
+ 1
p′ = 1 and
2
q
+ 1
q′ = 1. Using the convexity of Ω, |X˜ − Y | ≥ |X − Y |; hence,∫
Γt
ρ¯p
′
dH n ≤ 2
p′−1
(4pi(s− t))np′2
∫
Γt
exp
(
−p
′|X − Y |2
4(s− t)
)
dH n
≤ C12(s− t)−
np′
2
+n
2 ,
where C12 > 0 is some constant depending only on n and p. Therefore,
∫ s
0
dt
(∫
Γt
ρ¯p
′
dH n
) q′
p′


1
q′
<∞
if −nq′
2
+ nq
′
2p′ > −1, which provides 1− np − 2q > 0. Using (4.2) and (4.3), we obtain∫ τ
0
η(|I1|+ |I2|) dt ≤ 1
2
∫ τ
0
η dt
∫
Γt
ρ¯|At|2v dH n
+
∫ τ
0
η dt
∫
Γt
ρ¯
|DΓtv|2
v
dH n
+ C13‖η‖L∞(0,T0)‖v‖3L∞(Ω×(0,τ))‖f‖2LqtLpx(0,τ,Γt)
(4.4)
for a positive constant C13 > 0 depending only on n, p, q and T0.
Because
|du · d(ρ¯(x, u, t))| = |du · dρ¯+ |du|2ρ¯xn+1 | ≤ v2|Dρ¯|,
we obtain
|I3| ≤
∫
Γt
v2|Dρ¯||f · n| dH n.
Then using the Ho¨lder inequality,∫ τ
0
η|I3| dt ≤ ‖η‖L∞(0,T0)‖v‖2L∞(Ω×(0,τ))
×

∫ s
0
dt
(∫
Γt
|Dρ¯|p′ dH n
) q′
p′


1
q′
‖f‖LqtLpx(0,τ,Γt),
(4.5)
where 1
p
+ 1
p′ = 1 and
1
q
+ 1
q′ = 1. Using the convexity of Ω,
|Dρ¯| ≤ C14 1
(s− t) 12+n2 exp
(
−|X − Y |
2
8(s− t)
)
,
where C14 > 0 is some constant depending only on n and p. Therefore,∫
Γt
|Dρ¯|p′ dH n ≤ C14(s− t)−
p′
2
−np
′
2
+n
2 ;
hence, 
∫ s
0
dt
(∫
Γt
|Dρ¯|p′ dH n
) q′
p′


1
q′
<∞
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if − q′
2
− nq′
2
+ nq
′
2p′ > −1, which provides 1− np − 2q > 0. Therefore, using (4.5) we obtain
(4.6)
∫ τ
0
η|I3| dt ≤ C15‖η‖L∞(0,T0)‖v‖2L∞(Ω×(0,τ))‖f‖LqtLpx(0,τ,Γt)
for some constant C15 > 0 depending only on n, p, q and T0. Combining (4.4) and (4.6),
we obtain (4.1). 
Proof of Theorem 2.2. Let T ∈ (0, T0). We denote
MT := sup
0<t<T
‖v(·, t)‖L∞(Ω).
We first consider the interior gradient estimates. By arguments similar to that in
Proposition 3.6 and Lemma 4.1 with η ≡ 1, for Y = (y, yn+1) ∈ (Ω \ NR/6) × R and
0 < τ < s ≤ T ,
d
dt
∫
Γt
vρ1 dH
n
≤ −
∫
Γt
ρ1
(
|At|2v + 2|DΓtv|
2
v
− du · d(f · n)
)
dH n
+
1
4
∫
Γt
vρ1(f · n)2 dH n + C4H n(Γt)
(4.7)
and ∫ τ
0
dt
∫
Γt
ρ1du · d(f · n) dH n + 1
4
∫ τ
0
dt
∫
Γt
vρ1(f · n)2 dH n
≤ 1
2
∫ τ
0
dt
∫
Γt
ρ1|At|2v dH n +
∫ τ
0
dt
∫
Γt
ρ1
|DΓtv|2
v
dH n
+ C11‖v‖3L∞(Ω×(0,τ))‖f‖LqtLpx(0,τ,Γt)(1 + ‖f‖LqtLpx(0,τ,Γt))
(4.8)
where the positive constants C4 and C11 are same as in Lemma 3.4 and Lemma 4.1
respectively. Using (4.7) and (4.8) we have∫
Γτ
v(x, τ)ρ1(X, τ) dH
n −
∫
Γ0
v(x, 0)ρ1(X, 0) dH
n
≤ C4
∫ τ
0
∫
Ω
v dxdt+ C11‖v‖3L∞(Ω×(0,τ))‖f‖LqtLpx(0,τ,Γt)(1 + ‖f‖LqtLpx(0,τ,Γt))
≤ C4|Ω|MT s + C11M3T ‖f‖LqtLpx(0,s,Γt)(1 + ‖f‖LqtLpx(0,s,Γt)).
Passing τ → s we obtain
v(y, s) ≤
∫
Ω
v20ρ1(X, 0) dx+ C4|Ω|MT s
+ C11M
3
T‖f‖LqtLpx(0,s,Γt)(1 + ‖f‖LqtLpx(0,s,Γt))
≤ ‖v0‖2∞ + C4|Ω|MT s+ C11M3T ‖f‖LqtLpx(0,s,Γt)(1 + ‖f‖LqtLpx(0,s,Γt))
(4.9)
where v0 :=
√
1 + |du0|2.
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Next we consider the boundary gradient estimates. By Proposition 3.6, for Y =
(y, yn+1) ∈ NR/4 × R, 0 < τ < s ≤ T , and a non-negative function η = η(t) ∈ L∞(0, T0),
η
d
dt
∫
Γt
v(ρ1 + ρ2) dH
n
≤ −η
∫
Γt
(ρ1 + ρ2)
(
|At|2v + 2|DΓtv|
2
v
− du · d(f · n)
)
dH n
+
η
4
∫
Γt
v(ρ1 + ρ2)(f · n)2 dH n
+ C4ηH
n(Γt) + C5η(s− t)− 34
∫
Γt
v(ρ1 + ρ2) dH
n
+ C6η
∫
Γt∩spt ρ2
v dH n.
Let
η(τ) := exp
(
−C5
∫ τ
0
(s− t)− 34 dt
)
= exp
(
−C5(s 14 − (s− τ) 14 )
)
.
Note that ‖η‖∞ = 1. Then by Lemma 4.1, we have
exp
(
−C5(s 14 − (s− τ) 14 )
)∫
Γτ
v(x, τ)(ρ1 + ρ2)(X, τ) dH
n
−
∫
Γ0
v(x, 0)(ρ1 + ρ2)(X, 0) dH
n
≤ C4
∫ τ
0
η dt
∫
Ω
v dx+ C6
∫ τ
0
η dt
∫
Ω
v2 dx
+ C11‖v‖3L∞(Ω×(0,τ))‖f‖LqtLpx(0,τ,Γt)(1 + ‖f‖LqtLpx(0,τ,Γt))
≤ C4|Ω|MT s+ C6|Ω|M2T s+ C11M3T‖f‖LqtLpx(0,s,Γt)(1 + ‖f‖LqtLpx(0,s,Γt)).
Passing τ → s we obtain
exp
(
−C5s 14
)
v(y, s) ≤ 2‖v0‖2∞ + C4|Ω|MT s+ C6|Ω|M2T s
+ C11M
3
T‖f‖LqtLpx(0,s,Γt)(1 + ‖f‖LqtLpx(0,s,Γt))
(4.10)
where v0 :=
√
1 + |du0|2. Compared (4.9) with (4.10), we obtain for all y ∈ Ω and
0 < s ≤ T
exp
(
−C5s 14
)
v(y, s) ≤ 2‖v0‖2∞ + C16(s)M3T(4.11)
where
C16(s) := (C4 + C6)|Ω|s+ C11‖f‖LqtLpx(0,s,Γt)(1 + ‖f‖LqtLpx(0,s,Γt)).
Note that C16(s) is monotone increasing and C16(s)→ 0 as s ↓ 0.
Now, select (y, s) such that MT = v(y, s) and Y = (y, u(y, s)). Then, by monotonicity
of C16(s)
(4.12) C16(T )M
3
T − exp
(
−C5T 14
)
MT + 2‖v0‖2∞ ≥ 0.
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When 4‖v0‖2∞ ≤MT ≤ 5‖v0‖2∞ for some T > 0. Then by (4.12) we have
C16(T ) ≥
exp
(
−C5T 14
)
M2T
− 2‖v0‖
2
∞
M3T
≥ C17(T )‖v0‖4∞
where
C17(T ) =
exp
(
−C5T 14
)
25
− 1
32
.
Thus, we have
MT1 ≤ 4‖v0‖2∞ = 1 + ‖du0‖2∞
where T1 is sufficiently small constant satisfying C17(T ) > 0 and C16(T ) <
C17(T )
‖v0‖4∞
. 
5. Existence of classical solutions
Finally, we prove Theorem 2.3. To use the Schauder estimates, we provide the following:
Lemma 5.1. Let T > 0 and u ∈ C2,1(QT ) be a solution of (1.1). Then
(5.1) sup
QT
|u| ≤ sup
Ω×R×[0,1]
|f | T + sup
Ω
|u0|.
Proof. We set w(x, t) = supΩ×R×[0,1] |f | t+ supΩ |u0|. We note that
∂tw ≥
√
1 + |dw|2 div
(
dw√
1 + |dw|2
)
+ f (x, w, t) · (−dw, 1).
Using the comparison principle, we determine that
w ≥ u, (x, t) ∈ QT .
Similarly to the above argument,
u ≥ −w, (x, t) ∈ QT .
Hence, we obtain (5.1). 
Proof of Theorem 2.3. Fix α ∈ (0, 1). We assume that u0 ∈ C2,α(Ω) and let T > 0, which
is given by Theorem 2.2. Let β ∈ (0, α] and we set X := C1,β(QT ). We consider the
following linear parabolic type equation:
(5.2)


∂tu =
n∑
i,j=1
aij(dw)∂xixju+ f (x, w, t) · (−du, 1) , in QT ,
du · ν
∣∣∣
∂Ω
= 0,
u
∣∣∣
t=0
= u0, on Ω,
where w ∈ X and aij(r) =
(
δij − rirj
1 + |r|2
)
for r = (r1, . . . , rn). Because
‖aij(dw)‖Cαβ(QT ) ≤ ‖aij(dw)‖Cβ(QT )
≤ ‖aij‖C1(Rn)‖dw‖Cβ(QT ) ≤ ‖aij‖C1(Rn)‖w‖X
(5.3)
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for any w ∈ X , (5.2) is uniformly parabolic in QT . Note that ‖aij‖C1(Rn) < ∞. Using
(2.4), we obtain
(5.4) ‖f (·, w, ·)‖Cαβ(QT ) ≤ K‖w‖Cβ(QT ) ≤ K‖w‖X
for any w ∈ X . Hence, for any w ∈ X there exists a unique solution uw ∈ C2,αβ(QT ) ⊂ X
of (5.2) such that
(5.5) ‖uw‖C2,αβ(QT ) ≤ C18,
where C18 > 0 depends only on n, α, β, ‖w‖X, ‖u0‖C2,α(Ω) and K (see [17, Theorem 4.5.3]).
We define A : X → X as Aw = uw. Note that A is continuous and compact. We show
that
S := {u | u = σAu in X, for some σ ∈ [0, 1]}
is bounded in X . If u ∈ S, then
(5.6)


∂tu =
n∑
i,j=1
aij(du)∂xixju+ f (x, u, t) · (−du, σ), in QT ,
du · ν
∣∣∣
∂Ω
= 0,
u
∣∣∣
t=0
= σu0, on Ω.
According to Theorem 2.2,
(5.7) sup
QT
|du| ≤ 4(1 + ‖du0‖2∞).
Because du ·ν = 0 on ∂Ω, we can use similar arguments to the interior Schauder estimates
(cf. [17, Theorem 6.2.1]); hence,
(5.8) ‖du‖Cβ(QT ) ≤ C19,
where C19 = C19 is a positive constant depending only on n, supQT |u|, ‖du0‖Cα(Ω),
supΩ×R×[0,T ] |f |, and ∂Ω.
Using the same argument as (5.5),
(5.9) ‖u‖X ≤ ‖u‖C2,αβ(QT ) ≤ C20,
where C20 = C20(n, α, ‖u0‖C2,α(Ω), C19, K) > 0 (see [17]). According to (5.7), (5.8), and
(5.9), C20 depends only on n, α, ‖u0‖C2,α(Ω), supΩ |du0| and K. Thus, S is bounded in X .
According to the Leray-Schauder fixed point theorem, there exists a solution u ∈ C2,α(QT )
of (1.1).
We return to the assumption that u0 is a Lipschitz function with a Lipschitz constant
L > 0. Set ε > 0. We choose smooth functions uk0 converging uniformly to u0 on Ω. We
note that according to Theorem 2.2,
sup
QT
|duk| ≤ 4(1 + L2)
for all k ≥ 1. Using an argument similar to (5.8), (5.9) and the interior Schauder estimates,
there exists C21 = C21(n, α, L, ε,K) > 0 such that
sup
k
‖uk‖C2,α(Qε
T
) ≤ C21.
where uk is the solution of (1.1) with uk(x, 0) = uk0(x) in Ω. Note that ε = dist(Q
ε
T , ∂QT ).
18
Figure 3. For p and q not belonging to the above oblique line, there is a
transport term such that the gradient of some solution of (1.1) is not
bounded.
Hence, for any ε > 0, passing to a subsequence if necessary, {uk}∞k=1 converges to a
classical solution u in QεT and we obtain (2.5). Therefore, by diagonal arguments, we
obtain the solution u ∈ C(QT )∩C2,1(QεT ) of (1.1). The comparison principle implies the
uniqueness of the solution of (1.1). Thus, we have proved Theorem 2.3. 
6. Optimality
We now discuss optimality about the assumption to transport terms for the gradient
estimates. We present some transport term f such that the gradient of some solution of
(1.1) is not bounded and ‖f‖LqtLpx(0,1,Γt) <∞ for some p, q satisfying np + 2q > 1(see Figure
3).
Let φ = φ(ξ) be a smooth function on Rn compactly supported on Ω. We seek the
transport term such that u(x, t) = (1 − t)αφ(x/√1− t) is a solution of (1.1) for α ∈ R.
By direct calculation, we obtain
du(x, t) = (1− t)α− 12dξφ, d2u(x, t) = (1− t)α−1d2ξφ
∂tu(x, t) = (1− t)α−1
(
−αφ+ 1
2
dξφ · x√
1− t
)
.
Note that if α < 1
2
, then du is not bounded. If u(x, t) = (1− t)αφ(x/√1− t) is a solution
of (1.1), then we obtain
f (x, u, t) · (−du, 1) = (1− t)α−1
(
−αφ+ 1
2
dξφ · x√
1− t
)
− (1− t)α−1∆ξφ+ (1− t)3α−2
d2ξφ : (dξφ⊗ dξφ)
1 + (1− t)2α−1|dξφ|2 .
(6.1)
Thus, for p, q ≥ 1 and α < 1
2
if t is sufficiently near to 1, we obtain
C22(φ)(1− t)3α−2+
n
2p
+ 2α−1
p ≤
(∫
Γt
|f |p dH n
) 1
p
≤ C23(φ)(1− t)3α−2+
n
2p
+ 2α−1
p
for some constants C22(φ), C23(φ) > 0 since
1
2(1−t)2α−1 |dφ|2 ≤ 11+(1−t)2α−1 |dφ|2 ≤ 1(1−t)2α−1|dφ|2 .
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When 1 + ε0 :=
n
p
+ 2
q
> 1 and ‖f‖LqtLpx(0,1,Γt) <∞, then∫ 1
0
(1− t)(3α−2+ n2p+ 2α−1p )q dt <∞
hence we obtain α > 1
2
− ε0
2
(3+ 2
p
)−1. For α0 :=
1
2
− ε0
4
(3+ 2
p
)−1, let f be given by (6.1) with
α = α0. Then u(t, x) := (1− t)αφ(x/
√
1− t) is a solution of (6.1), ‖f‖LqtLpx(0,1,Γt) <∞ for
some p, q satisfying n
p
+ 2
q
> 1 and du is not bounded on Ω× (0, 1).
7. Final remark
By our argument, we do not obtain a time global classical solution of (1.1). Indeed,
when f 6≡ 0, the maximum existence time in Theorem 2.3 cannot be taken infinity. On the
other hand, Huisken [12, Theorem 1.1] proved that there exists a time global solution of
(1.1) under f ≡ 0 and u0 ∈ C2,α(Ω) and the solution converges to some constant function
as t→∞. In the case of f 6≡ 0, a priori time global gradient bounds is not known hence
we do not show the global existence for solutions of (1.1). It is expected that with the
assumption (2.4) there is a time global solution of (1.1) and that solution converges to a
solution of the prescribed mean curvature equation H = −(f · n)n.
To apply our results for Γt in (1.4), the velocity vector f in (1.4) needs to be smooth
enough. On the other hand, if f is a weak solution of (1.4), namely f ∈ L2t (H1x), then f
does not satisfy our assumption. When we consider (1.4) with f ∈ L2t (H1x), we need to
study the relationship between the velocity vector f and the phase boundary Γt.
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