The paper aims to compare and prove a pair of disturbance/uncertainty rejection control laws for the well-known four tank control problems. Control requirements are expressed in terms of a set point sequence as it usual in the literature. Uncertainty class is defined as the union of four sub-classes: unknown disturbance, parametric uncertainty, measurement errors and neglected dynamics. Modelling and design allow insight of the dynamic properties of the problem. They are formulated by a pair of theorems which fix the range of application. Theorem are confirmed by the results simulated runs, and indicate the correct way to further broaden control design applicability. Disturbance rejection (better uncertainty) design is deployed using the Embedded Model Control methodology: only unknown disturbance and parametric uncertainty can be rejected, whereas neglected dynamics effects must be filtered. As a result, simple performance and stability inequality can be formulated in the frequency domain and lead to closed-loop pole placement. Inequalities are such to reveal whether pole placement is feasible and how feasibility can be recovered, an issue which at authors knowledge is rarely encountered in the literature. Simulated runs prove the design procedure.
Introduction
The classical four-tank benchmark, initially proposed by Johansson in [1] and [2] is a test platform for comparing control strategies. The benchmark is a representation of multivariable control instances: the mathematical model of the process is nonlinear, the process is highly coupled, the four tank levels are available in real time with the aid of sensors installed on the equipment, dynamic properties (say minimum and non-minimum phase) and relevant control performance change by varying the pump flow distribution and consequently the four-tank interaction degree. The problem has been investigated by several scholars in the past decades, and experimental tests have been made on laboratory-scale equipment [3] . Since the four-tank experiment is suited to demonstrate multivariable control concepts, it has been introduced in several university laboratories [4] .
To deal with coupling and nonlinearity, various control approaches have been applied and their performance compared [5] . Two kinds of decentralized PI controllers were designed and validated in [6] . PID controllers were designed for a modified quadruple-tank process by using inverted decoupling and root locus technique [7] . To deal with minimum and non-minimum phase behavior, improvement of PID controllers was investigated in [8] .
Model-based predictive control algorithms were designed and implemented within the European project HD-MPC [9] . Five different decentralized control strategies based on a distributed multi-parametric model predictive control were proposed in [10] . A model predictive controller based on a linearized state-space model was designed and tested in [11] . A fast gradient-based distributed optimization approach was applied to a hierarchical and distributed model predictive control in [12] . Nonlinear generalized predictive control and back-stepping approach were applied and tested in [13] .
Besides the model predictive control, nonlinear control approach was also employed. A two-level control algorithm was developed in [14] for the robust optimal control of large-scale nonlinear systems with unstructured bounded uncertainties. Taking the fourtank process as case study, nonlinear approach and dynamic optimization were validated in [15] .
Feedback linearization and sliding mode control were proposed and tested in [16] . Sliding model control was adopted to cope with parametric uncertainty. A fractionalorder sliding mode controller was designed and tested in [17] . A fuzzy modified model reference adaptive control approach was proposed in [18] . To deal with the multivariable dead times, decentralized integral controllability and time-domain bounds on closed loop performance were derived and discussed, and a laboratory process was described and tested in [19] . Other studies refer to simulation [20] and fault-diagnosis [21] . Most of the approaches focused on continuous-time control design. An optimal discrete-time (DT) linear controller was proposed and tested in [22] .
Most of the above studies assume the presence of unknown but bounded input signals, but none of them extends the design model to include disturbance dynamics, in order to estimate and reject unknown disturbance and parametric uncertainty. In fact, the main goal is to just design robust feedback control laws, without any intermediate state observer. A different approach has been proposed and tested by simulated runs in [23] . Firstly, feedback linearization is performed by taking the derivatives of two 'flat' variables as they lead to a multivariate normal form of process equations. Then, input nonlinear terms and stochastic disturbances are together estimated and actively rejected, in agreement with the Active Disturbance Rejection Control (ADRC) and extended state observers (ESO) [24] . This paper follows the way opened by [23] , but the uncertainty domain is extended to include neglected dynamics and parametric uncertainty. As a second extension, control algorithms are directly designed in the discrete-time domain on the basis of the so called embedded model, which is a kind of internal model at the core of the control unit. According to the Embedded Model Control (EMC, [25] , [26] ) methodology, embedded model must include suitable disturbance dynamics (not necessarily first order as in ESO and ADRC), which is driven by arbitrary bounded signals playing the role of driving noise. Model endowment with disturbance dynamics is a key tool for decoupling control strategies as shown in [27] and [28] . As a third extension, the disturbance observer feedback is allowed to be a dynamic system when a static feedback cannot guarantee closed-loop stability [28] , [29] . In fact, the state observer feedback is conceived as an output to noise (not as an output to state) feedback, which implies that when driving noise is singular, i.e. noise dimensionality is lower than model state, missing feedback channels must be recovered through dynamic feedback. To better understand the issue, think of the Kalman filter feedback when input noise is singular (i.e. input covariance is singular). Since the filter feedback is static, closedloop stability demands all the state variables, also the noise-free ones, to be excited by a feedback component. EMC follows a different way: noise layout must be designed as in [30] and [31] according to the desired uncertainty class; embedded model should not be corrupted by parasitic noise. Since noise plays the role of the uncertainty input, this way offers flexibility and efficiency in the real-time uncertainty estimation and discrimination. As a fourth extension, a gain tuning procedure is available which exploits the relation between pole placement and asymptotic closed-loop transfer functions [32] . EMC has been applied to space and industrial control systems [33] , [34] .
The paper goal is to understand and enlighten, through EMC design, the four-tank decoupled control performance and limitations in the presence of all kinds of uncertainty. Analysis and design exploits uncertainty/disturbance estimation and rejection. To this end, we proceed in two steps First, a simple decoupled control is proposed, based on a first-order feedback linearization which is affected by zero dynamics (problem A). The decoupled control is shown to achieve perfect tracking, under ideal disturbance rejection, only when zero dynamics is stable, which is a reasonable condition in practice. As a second step, in order to achieve perfect tracking also under non minimum phase conditions, a feedback linearization as proposed in [23] is adopted since it is free of zero dynamics (problem B). It will be shown that the corresponding decoupled control is capable of achieving perfect tracking only in absence of unknown disturbances. This would suggest a third step which adopted a feedback linearization and a decoupled control capable of ensuring perfect tracking under any phase condition and uncertainty domain. Although this step is not pursued here for brevity's sake, solutions of the paper may be of interest both theoretically and practically; moreover, by revealing difficulties pave the way to a complete solution.
The paper is organized in the following way. In Section 2, firstly, the four-tank state equations are recalled, the uncertainty class and the performance variables of the problems A and B are defined. A unifying formulation of the two control problems is given and the reachable set of constant references (set points) is derived. Feedback linearization is performed for each problem and the relevant ideal control laws are derived. Limitations of the ideal laws are expressed by two theorems. Section 3 is devoted to the EMC implementation of the ideal control laws derived in Section 2, by means of embedded model, noise estimator, reference generator and control law. Section 3 ends by showing how to tune the different gains of the EMC control algorithms in order to achieve the requested tracking accuracy. Section 4 provides the data and the uncertainty domain of the simulated environment, and the simulated results of each control design (A and B). Discussion and comparison of the results is provided.
Model, uncertainty and control problems

State equations
The schematic diagram of the four-tank benchmark is in Fig.1 [9] . , respectively. Both fractions are collected in the vector . Liquid pumped from the pump supplies tank 2 with a fraction of , the remaining fraction 1 supplies tank 4. Liquid in tanks 3 and 1 discharges by gravity into tank 1 and the storage tank, respectively. Discharge is permitted by bottom orifices having discharge constants and . In parallel, liquid in tanks 4 and 2 drains by gravity into tank 2 and the storage tank. Their bottom orifices have discharge constants and . The admissible set of the valve fraction coefficients is Γ Γ , Γ , with Γ 0 1 and Γ 0 1 . By adjusting ∈ Γ , the process dynamics may significantly vary. Each tank is subject to disturbance flows which can be interpreted as the uncertainty of the pump supply flows and of the discharge flows, and also as leakages or external withdrawals.
Performance variables are related to a pair of control problems to be treated in this paper. 
In problem B, Γ is restricted to 1 and 1 for avoiding lower tanks to be excluded.∎ Problem A will be addressed by assuming that the discharge flows from tank 3 to 1 and from tank 4 to 2 are just disturbances to be compensated. It will be proved that in subset Γ ⊂ Γ of the valve fractions this compensation cannot be achieved, which demands that also upper tanks be regulated in their level. A remedy suggested by [23] is to regulate the combination (1) of the four tank levels (Problem B), which control should entrain regulation of the bottom tank level. It will be shown that the objective can only be achieved in absence of unknown disturbances.
The affine state equations, which are obtained from mass balance and Bernoulli's law, read as follows: 
State, command and output matrices in (2) 
All parameters in (2) are uncertain but bounded. Given a generic parameter , 1, 1,2, … , , uncertainty is written as follows:
where , is the nominal value which is known to control designer, and denotes bounded fractional uncertainty. Let us denote the parametric uncertainty bounded set by . The parameters 1 , 1, … ,4 in account for the scale factor error . Actuator and sensor delays are assumed to be unknown and bounded, namely . Such bounds define the uncertainty class of neglected dynamics to be made explicitly in Section 3. The class may be shrunk by assuming that delays are partly known.
The third uncertainty set is the class of the unknown disturbance . Each component is assumed to be approximated by discrete-time arbitrary piecewise linear signals driven by bounded zero-mean arbitrary signals (briefly 'noise'). In other terms, given a time unit , is formulated by the following linear and time-invariant (LTI) state equation
where the noise bound is , , , , and zero mean is defined by lim
The forced response of in (5) is an unbounded arbitrary piecewise linear signal corrupted by noise . Equation (5) can be converted into a stochastic equation by assuming that , , , is a zero-mean white noise with bounded variance.
Noise components are assumed to be uncorrelated. In this case is a second order random drift corrupted by noise. In both cases is a class of unbounded signals, which cannot be rejected by bounded commands. However, can be given a bound by shifting the unit eigenvalues of (5) inside the unit circle, but changing equation (5) to become parameter dependent. We will adopt a trade-off: (i) the parameter-free equation (5) will be part of the embedded model, since parameter freedom is favouring stability robustness; (ii) signals of will be assumed to have a known bound when control gains are tuned for guaranteeing performance. In practice, if a bound overshoot occurs, performance will degrade, a subject not treated here.
The last set is the set of the DT measurement errors , which includes output quantization errors, and may be modelled as a bounded variance zero-mean white noise.
The relation with the DT control unit command q(i) is given by
where is the quantization level of the flow command and denotes the DT instant . is the control time unit. A similar conversion defines the measurement vector which is employed by the control unit:
Eq. (6) and Eq. (7) are responsible for command and measurement quantization errors. Command errors are accounted for by the unknown disturbance in (2), measurement errors by the error e in (2). 
Control problem formulation and admissible set
Both control problems A and B can be formulated as follows.
Control problem formulation. Given a discrete time , being the time unit, and a set of piecewise constant reference trajectories for the sampled performance vector in (2), we demand that the 'true' tracking error is bounded and the sampled mean value tends to zero as follows 
In (9), , is a component of , is a jump time of the reference trajectories and is a feasible settling time interval imposed by control requirements. The above inequality and asymptotic equality must hold within the uncertainty class previously defined. We assume that the derivative is bounded, i.e. there is continuity between two successive constant values (set points) of .∎ Any component , of must be feasible, i.e. , at any must be a reachable equilibrium point. Using (8), the equilibrium equation under 0 in
Given a command vector , the equation has a unique solution since is invertible. Exploiting the upper triangular form of , the square root √ of the lower tank levels and the root of the upper tank levels can be solved separately as
The solution of equation (10) must also satisfy bounds on and in order to define admissible reference trajectories. We give the following definition. Definition 1. Given the fraction vector , an equilibrium pair , satisfying (10) is said to be admissible, i.e. belonging to , if and only if it satisfies command and level bounds:
For the problem A which aims to regulate lower tank levels, the interest is in finding an expression of in terms of . This is feasible since equation (10) has a unique solution also given either √ or .The expression is obtained by inverting equation (11) in order to obtain and . We proceed in two steps. The bounds on and define the admissible set . The bounds on define . Then ⋂ . is expressed by
The admissible set expression is found to be
The admissible region of in the positive quadrant of is a parallelogram having a vertex in the origin. The parallelogram may be truncated by the level bound , . The set shrinks to a line when Δ becomes singular which occurs for
The 'critical coefficient' will play a fundamental role in control design and performance.
In the uniform case defined by and , simplifies to
and in the singular case 1, to the segment of the line 1 √ √ 0. simplifies to Both admissible regions in Fig. 2 shrink to a line for → 0 and to a rectangle for → (Fig. 2 , left) and for → 1 (Fig. 2, right) . As a conclusion the reference set strictly depends on the selected valve fraction and must hold ⊆ . The reference generator to be mentioned in Section 3 is in charge of recovering ⊆ either by adapting or . The admissible set must account also for disturbance rejection, which is such to shrink the command range. To this end, in equation (13) must be found on the basis of the disturbance class.
Assume now that, for reasons to become clear in Section 2.3, either or both upper tank levels reach saturation. In this case, assuming for simplicity's sake the uniform case , and , , either or both components of (16) and (17) 
The set is always empty. The set may include a small rectangular region of the positive quadrant of only in the not uniform case. The reason is that the discharge from upper to lower tanks may become excessive, thus demanding negative command, which is assumed not admissible in (2) . Fig. 4 compares with 0.7 to in the not uniform case. In the uniform case the latter one would be empty. Fig. 4 . Admissible set without (grey dots) and with upper tank saturation (blue dots).
Problem A: ideal control law and zero dynamics
Consider Problem A and assume non zero disturbance . Assume that a constant reference , , 1,2 is exactly tracked, i.e. 0, 1,2, which implies that the following control law equality holds .
Equation (17) 
The first equation is linear and time invariant (LTI) and can be stabilized by adding to (17) the state feedback command
The second equation is the zero dynamics of the Problem A. In other terms, under (17) state equation (2) exhibits relative degree one with respect to
Observe that the total control law made by (17) and (19) cannot be realized because the state variables must be replaced by measurements and the unknown disturbance must be estimated.
Properties of zero dynamics are studied as in [23] through the state and command perturbations and of an equilibrium pair , defined in (12) under 0. The corresponding linear perturbation equation of (18) and (19) holds 0 0 , 0
where the disturbance entering zero dynamics holds .
The following Lemma is concerned with stability of equation (20).
Lemma 1. Equation (20) is asymptotically stable (AS) if and only if
and in the uniform case and the roots are
Proof. The characteristic polynomial of the state matrix in (20) holds
Since >0, only the zero-order coefficient has undefined sign because of . Under (22) both signs are positive and both roots have negative real part. Under equality as in (14) a zero root appears. At least one root has positive real part if 0.∎ Using Lemma 1 and the admissible set expression (18), we prove that the ideal control law (17) cannot usually stabilize equation (2) Proof. Assume 0, and denote the positive eigenvalue of (20) with >0 and the negative with <0. The free response of (20) can be written as 
where
Saturation implies the empty admissible set .∎
For this reason, stabilization in [23] has been approached by defining a new set of controllable state variables which under feedback linearization, exhibit relative degree two with respect to command . In other words, we look into a pair of second-order linear equations in normal form (a series of two integrators) which is controllable by and therefore is free of zero dynamics.
Problem B: the normal form of state equations and the ideal control law
The state equation of Problem B is obtained by taking the first and second derivative of (1). After some computations in the Appendix, the following state equation is found
together with the following vectors and matrices , , , 
The matrix is singular for
which corresponds to a set of hyperbola in the positive quadrant of the pair / , / , parameterized by . Since 1 and 1 , invertibility is guaranteed by the pair of inequalities
which demands the upper tank level not to be excessive as already pointed out by the empty set in (18) .
For later use, we need the following relation between in (25) and in (3):
Equation (26) is nonlinear and affected by the unknown disturbance . The command is cancelled on the purpose due to 0.
The ideal control law of (24), assuming invertible, has the following form , , 
and remember that the reference derivative has been assumed to be bounded. Which proves the Lemma.∎
The question is whether Lemma 2 might be transferred to the lower tank levels, i.e. to the performance . It will be proved that Lemma 2 holds if and only if no unknown disturbance exists, i.e. 0 in (2). More precisely, the tracking error is bounded if the unknown disturbance is bounded, but the error does not converge to zero even if the reference remains constant. To this end, let us build up the Jacobian of the state dependent term of the relation between and in (26):
The determinant of satisfies the following Lemma.
Lemma 3. The Jacobian matrix is singular for one of the three following equalities 1 1
The former two equalities rule out the case in which either lower tank level is dropped from the performance . The third one is the same as the equality (31) 
Assuming | | ∞, we can convert (31) into the two-sided norm inequality In conclusion, disturbance rejection of the ideal control law (34) when applied to the tank combination in (1) is not sufficient to reject unknown disturbances (including parametric errors) affecting lower and upper tanks.
Control algorithms and design
In this section the ideal control laws (17) (Problem A) and (34) (Problem B) will be designed and tuned according to the Embedded Model Control.
First the discrete-time (DT) embedded model will be derived as a combination of controllable and disturbance dynamics. The latter dynamics, driven by arbitrary signals to be estimated (noise), is necessary to predict and reject unknown disturbance. We will prove that noise may drive any state variable as in the extended state observers (ESO), but only the state variables whose equation is affected by uncertainty. This implies that the output to state feedback around the embedded model cannot be always static as in the ESO, but it may be dynamic. The reason is that such a feedback (noise estimator), driven by the model error is just in charge of estimating noise. The ensemble of noise estimator and embedded model plays the role of a state predictor, which supplies state predictions to control law.
Noise estimator gains are tuned by fixing the closed-loop eigenvalues in the presence of the uncertainty sets (disturbance, parametric, neglected dynamics, measurement errors). The goal is to guarantee BIBO stability and to achieve accuracy requirements in the presence of uncertainty. Asymptotic expansion of the state predictor sensitivity is the adopted way.
The adopted control laws are just the ideal laws where all the input variables are replaced by those provided by state predictors. Control law must be accompanied by a reference generator capable of smoothing the reference trajectories, so as to respect actuator limits and tracking error bounds. The subject is not detailed here for brevity's sake. The feedback gains in (19) and (34) are designed by fixing the eigenvalues of the closed-loop state matrices in (20) and (35) . The corresponding frequency BW will be wider that the state predictor one , not to disturb state predictor design.
Problem A: embedded model, state predictor and control law
Four decoupled embedded models are designed, one for each tank level measurement in (3). To account for the disturbance dynamics in (5), each state equation is third order. The only interconnection occurs via the nonlinear function which is cancelled by the control law. The -th embedded model is the following 
where command , and the overall disturbance are defined by
The subscript nom indicates that nominal parameters are used. Parametric errors are hidden in the disturbance dynamics. Equation (33) is unstable and not stabilizable in agreement with the parameter-free dynamics (5). Actuator and sensor delays have been neglected and confined into the fractional error dynamics . By using Z-transfer functions, by denoting the embedded model and the 'truth' transfer functions with / and / , respectively, is defined by
where is the total delay in (2), and account for actuator and sensor scale factor uncertainty. Time unit must be designed. Fig. 5 shows a typical polar plot of in (42). Since the state vector in (33) is observable by , the -th noise estimator may be decoupled from , only driven by model error . Moreover, since state size 3 and noise size 3 are equal, feedback from model error to noise vector is just static as follows
The three gains in (35) are designed by fixing the closed-loop spectrum Λ 1 , 1,2,3 of the state predictor which consists of (33) and (35) 
where ,
• is a nonlinear function capable of matching reference trajectories , with the admissible set .
Problem B: embedded model, state predictor and control law
The four state predictors which consists of (33) and (35) remain valid also in this case since we need the prediction of for computing and in (34) . In addition, we need the embedded model of (24) for computing and in (34) . Two state-decoupled fourth-order DT state equations 1,2 derive from (24) and (5).
In practice we need to describe a series of two integrators driven by command and a second order disturbance as in (5) 
The noise estimator cannot be static since the state size 4 2 is larger than the noise size 3 2. The reason comes from respecting the noise-free kinematic relation in (24) , , which has been converted into 1 Δ . The minimal order of the dynamic feedback is /2 1 [28], [29] , which leads to the estimator
The resulting state predictor which consists of (44) and (46) is fifth-order. The relation between the closed-loop spectrum Λ and the gains in (46) can be found in [28] and [29] .
The bivariate ideal control law (34) , by assuming invertible, converts into
The reference command and the reference level increment Δ are the output of a smoothing reference generator as in (40). 
Problem
where is the state vector and is the total disturbance in (34) when shifted to the output, which in this case is achieved by simple integration. The state matrix in (52) is the combination of the state predictor matrix (the upper 3 3 diagonal block) and of the command state feedback 1 (the lower scalar diagonal block). In terms of Z transfer functions, (41) becomes
where is the overall closed-loop sensitivity (low-pass filter) and 1 is the complementary sensitivity (high-pass filter, the 'complement' for short). Equations (50) and (51) are driven by uncertainty as explicitly indicated in (53)(51). Robust stability versus (neglected dynamics defined in (42)) is guaranteed by the highfrequency decay of . Performance as in (9) is guaranteed by the low-frequency asymptote of | | . An asymptotic design procedure has been proved and shown in [32] . The following low-and high-frequency asymptotes derive from (52) and (45) under the assumption of coincident state-predictor spectrum Λ 1 , 1,2,3:
The limit for 1 → ∞ searches asymptotes of the kind 1 , where 0 is the relative degree of and 0 is the delay degree. In other terms, delays are excluded. By replacing the Fourier frequency defined in (44), the approximate frequency domain asymptotes follow |rewritten by pivoting on as follows .
In summary, performance and stability inequalities are such to provide lower and upper bounds of the state predictor BW , where , and 1 play the role of degrees of freedom. Such inequalities also show that the state predictor must be designed and tuned uncertainty-based. By collecting and simplifying (57), (61), (66) and (68), the final design inequality is found
A two-sided inequality like (69), though to the authors' knowledge absent in the literature, is the key asset of Embedded Model Control, and may be converted into an optimization criterion [28] . Of course, (69) may result to be unfeasible, but increasing and/or decreasing may allow the upper bound to be enlarged.
Pole placement for problem B follows the same procedure, although sensitivity and complementary asymptotes are somewhat more complicated. Embedded model (48) is the same as that of a two degree-of-freedom motion, so pole placement as in [28] applies.
Simulated results
Simulated results aim to confirm the proved theorems and the pole placement method in Section 3.3. First simulated data will be provided. Then problem A and problem B simulated runs are reported. This section ends with a discussion about results and developments.
Simulated parameters and control requirements
Parameters in Table 1 are very similar to those reported in [9] . The discharge time constant 2 , is computed at the initial tank level from (65).
Control requirements in (9) have been partly fixed in (60). The settling time is fixed of the same order of the discharge time constants in (70). In summary 
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. 
Problem A simulation runs
Control parameters are listed in Table 2 and are derived from the pole placement procedure in Section 3.3. Using values in Table 1 and Table 2 , the two-sided inequality (69) becomes max 0.8 5,1 0.9,1 0.9 4 2 mHz ,
which demands /2 to be feasible. Starting from the lower bound in (71), a manual optimization has been performed for reducing the overshoot of the sensitivity magnitude according to [29] and [36] . The resulting sensitivity and complement are shown in Fig. 6 . The same figure, right, shows the polar plots of the neglected dynamics before after being filtered by . Fig. 7 , Fig. 8 and Fig. 9 refer to the Case A. Fig. 7 , right, shows the four tank time history, where only lower tanks are regulated to their set points notwithstanding the highly irregular level (hence of the discharge flow) of the upper tanks. Fig. 7 , left, shows that the lower tank levels move inside the admissible set. four tanks. Fig. 8 shows the lower tank tracking error. At any set point change the error jumps because no reference smoothing has been applied to be conservative. Fig. 8 , right, enlarges the tracking error between two set point changes. Both settling time and error tolerance meet the requirements as reported in Table 2 , except in the last interval ( 10000 because of saturation due to excessive disturbance. At steady state, the error is subject to a bounded zero-mean limit cycle due which is imposed by quantization and neglected dynamics (actuator and sensor delay). As Fig. 10 , left, shows, initial conditions have been left on the purpose outside of the admissible set. At the end of the first interval close to 3000s, the upper tank 3 saturates and the tracking error accuracy is lost. But the next set point is forced to admissible and accuracy is fully recovered as shown in Fig. 11 when 0. In the Case B 0. 
Problem B simulation runs and discussion
Unlike Problem A, Problem B is capable of controlling the combined levels , 1,2 in (1) for any . The five dimensional spectrum Λ of the state predictor (48) and (50) and the two dimensional feedback gain in (51) have been designed to repeat Problem A sensitivity and complement and (see Fig. 6 ) in the mid frequency range as shown in Fig. 13 . In fact, both low-frequency asymptote and high-frequency asymptote , being steeper, cannot match those of Problem A. Being steeper, they should facilitate achievement of performance and stability inequality (63). Because of Theorem 2, such a statement, though partly applicable to the combined levels , fails in the regards of the lower tank levels , 1,2. In fact it tends to fail also in the regards of since an uncertainty on becomes a measurement scale factor error which cannot be recovered. Also for Problem B no smoothing reference generator has been applied for comparison with Problem A. Simulated runs refer to a pair of cases. The Case A with 0 is the same as Problem A (see Table 3 ). The Case B with 0 is typical of Problem B. Fig. 14 shows the tracking errors of the case A, which must be compared with Fig.  8 . Fig. 14, left, shows the tracking error of the measurements of . At steady state, the tracking error satisfies requirement in Table 1 , last row, but because of the uncertainty bias may become significant as for 6000 9000 . Settling time has significantly increased. Fig. 14 , right, confirms Theorem 2. Also at steady state, the lower tank tracking error may be biased and more than 50 times larger than requirement. Bias is mainly due to parametric uncertainty. Fig . 15 shows the lower tank level trajectory superimposed on the admissible set defined in Section 2.2. Fig. 15 , left, once more confirms Theorem 2, proving the difficulty of Problem B in regulating tank levels. Trajectory in Fig. 15 , right, looks wandering more or less than Fig. 15 , right, and it stays inside just because much larger. Comparison between Problem A and B is in favor of the former both for what concerns simplicity and performance. The only weakness of problem A lays in the limited range of 0. Though from a theoretical standpoint this a significant limitation, it may not be the same in practice. The limitation can be avoided by adopting a direct feedback linearization of the lower tank levels , 1,2 as in [16] . Two parallel second order state equations will result as in Problem B, but the output being the lower tank levels to be controlled. Embedded model and disturbance rejection design will be the aim of a future paper.
Appendix
We derive equation (29) . By assuming and by using (2), first and second derivative of the variables in (1) are found to be 
The determinant of holds
and justifies (31).
Conclusions
The paper studies, solves and prove by simulations a pair of control problems for the four-tank benchmark. The aim is to regulate the lower tanks to a sequence of set points within an admissible set, which is dictated by command flow and tank level limits. In the first solution (problem A), the upper tanks are kept unregulated, a way that greatly simplifies model and control algorithms but limits the applicability to the case in which the majority of command flow is dispatched to lower tanks (Theorem 1). To overcome this limitation an alternative solution proposed in the literature (problem B) is investigated and it is shown that is incapable of accommodating unknown disturbance and parametric uncertainty (Theorem 2). Both results are proved by extensive simulation results, and the way to overcome both solution limitations is mentioned. Control algorithms are designed as an exercise of the Embedded Model Control methodology. It allows to accommodate all the uncertainty classes and to reveal design feasibility and how feasibility may be recovered. The reference set of set point sequence can be extended to a generic profile in agreement with tank level and command limitations.
