Data repositories are a strategy in line with precision medicine and big data initiatives, and are an efficient way to maximize data utility and form collaborative research relationships. Nurse researchers are uniquely positioned to make a valuable contribution using this strategy. The purpose of this article is to present a review of the benefits and challenges associated with developing data repositories, and to describe the process we used to develop and maintain a data repository in HIV research. Systematic planning, data collection, synthesis, and data sharing have enabled us to conduct robust cross-sectional and longitudinal analyses with more than 200 people living with HIV. Our repository building has also led to collaboration and training, both in and out of our organization. We present a pragmatic and affordable way that nurse scientists can build and maintain a data repository, helping us continue to make to our understanding of health phenomena.
Decades of exploratory and intervention research have led to a better understanding of the health of individuals across diverse populations. Effective prevention and treatment of disease and the promotion of health require an in-depth understanding of the biological, clinical, behavioral, psychosocial, and ecological actors that shape health (National Institutes of Health, 2017) . Researchers, particularly those in academic settings, often amass a large amount of valuable data but face barriers to maximizing their use of that data (Fecher, Friesike, & Hebing, 2015) . These barriers include the following: limitations in the scope, purpose, and generalizability of individual research projects; lack of experience or discomfort regarding data sharing; and the high costs associated with longitudinal research (Acord & Harley, 2013; Fecher et al., 2015; van Panhuis et al., 2014) .
Data Repositories: A Solution for Nursing Research
Creating data repositories is a strategy to maximize data utility that is in line with the national precision medicine and big data initiatives. These initiatives aim to efficiently utilize data to better understand the personal and contextual factors affecting the health of individuals over time (National Institutes of Health, 2017) . The majority of such studies have included biological "data banking" (biorepositories) in the fields of genetics and medicine (Siwek, 2015) , but nurse researchers study a wide range of phenomena (American Association of Colleges of Nursing, 2006) and can make valuable contributions through creation of, and contribution to, data repositories.
Data repositories are built through a systematic process of planning, collecting, and archiving data (Siwek, 2015) . Large national and international data sets that follow this framework (e.g., Framingham Heart Study; Centers for Medicare and Medicaid Services, 2017; National Heart Lung and Blood Institute and Boston University, 2017) are repeatedly and consistently used to understand different phenomena up to decades after the initial data collection. Careful development of data repositories can benefit researchers and the populations they serve (Acord & Harley, 2013; Siwek, 2015; Tenopir et al., 2011) . First, researchers can maximize their use of their data. For example, the collection and storage of tissue samples analyzed alongside observational or self-report measures (e.g., functional tests, questionnaires) can generate new knowledge in the form of new projects or secondary analyses (Siwek, 2015) . Second, researchers focusing on a particular phenomenon can use consistent measures over multiple projects to enhance their investigation of a phenomenon. For example, they can compare their findings with similar or differing populations and examine changes in a phenomenon over time (Hamilton et al., 2011) . This is particularly beneficial to health scientists, as it allows them to determine how variables change as a result of changes in treatment in structural conditions (Hamilton et al., 2011) . Finally, data repositories present opportunities to share data and collaborate with other scientists. Data repositories allow researchers to efficiently compare findings, combine and analyze like data across various projects and institutions, conduct systematic reviews guided by research questions related to archived data (Coady et al., 2017) , and present training opportunities for students and novice scientists (Fecher et al., 2015) .
Despite the benefits of data archiving and repository development, researchers are reluctant to archive and share data. Their hesitation may relate to cost, concerns about participant privacy, and data use and ownership concerns (Acord & Harley, 2013; Fecher et al., 2015; Tenopir et al., 2011) . The cost of developing and maintaining a data repository is difficult to estimate, as some studies may require more resources than others. Common costs associated with data repositories include the following: personnel hired for data management, laboratory supplies, shipping, and storing, where applicable, and software costs. However, some of these costs can potentially be offset by the use of free data capture systems (e.g., Research Electronic Data Capture [REDCap] ), and the integration of research students and postdoctoral fellows who can gain invaluable experience with data collection, management, and analysis in collaboration with principal investigators. In other cases, in which data do not include overhead costs, costs are relatively minimal outside of the time required to manage the data.
Participant privacy concerns relate to the risk of reidentification and/or disclosure when data are shared between multiple researchers or institutions (Tucker et al., 2016) . Concerns about disclosure have been important considerations for researchers collecting tissue for genetic studies, as scientific advancement may lead to discovery of new diseases or risks unknown at the time of informed consent (Christenhusz, Devriendt, & Dierickx, 2013) . In both cases, the National Institutes of Health Office of Extramural Research (2003) and the National Science Foundation (2017) developed policies and guidelines to help researchers develop immediate and long-term plans for data sharing. These guidelines can help researchers maximize the benefits of data sharing while minimizing the corresponding risks, such as privacy breaches. Furthermore, they can also give guidance on clinically actionable disclosures when future findings warrant contacting participants.
There are several reasons why investigators may be reluctant to share their data. These concerns relate to relinquishing control of the data, which can lead to misuse, or misinterpretation of the data in subsequent publications (Acord & Harley, 2013; Fecher et al., 2015; Tenopir et al., 2011; van Panhuis et al., 2014) . Furthermore, data ownership concerns (especially in publication) are prevalent and related to competing professional obligations between investigators. Acord and Harley (2013) point out that when it comes to sharing data, researchers contend with competing priorities both within the academic institution and within the scientific community. Researchers may not share their data because (a) they will not receive institutional credit toward their own career advancement (e.g., promotion, tenure), or (b) it may create competition with other scientists for publication and recognition of scientific contributions (Acord & Harley, 2013) . Some grant mechanisms (e.g., federal grants) provide instructions about data ownership and data sharing policies (National Institutes of Health Office of Extramural Research, 2003) . However, the related data sharing plans are often vague and ultimately left up the principal investigator of the grant. A generally accepted data sharing method involves a period of exclusive ownership by a principal investigator followed by data sharing with mutually agreed-upon terms of acknowledgment in future work (National Institutes of Health Office of Extramural Research, 2003) . However, in projects that are not subject to federal mandates regarding data sharing, individual investigators and their collaborators will benefit from developing data sharing policies congruent with ethical standards of publication (Acord & Harley, 2013; Fecher et al., 2015) . As repositories become ready for data sharing, it is advisable for scientists to use websites that can integrate online, bidirectional, and survey-style data requests and proposals similar to those used to apply for conference presentations. Such a system will send the request to an appointed individual responsible for approval and export, and will create a standardized approach that allows for rotation and succession planning for data sharing responsibilities.
Scientists also face the challenge of collecting and maintaining data from various sources and across various sites. A major limitation addressed by data repositories is the ability to analyze data with a more representative population than a scientist (or team) is able to obtain on their own. This may involve the collection of data from multiple health systems or data archives. When accumulating data in this way, however, scientists must be vigilant of inherent differences in the way variables are defined, measured, and documented across data sources. To address this challenge, scientists can detail data abstraction efforts in their protocols and make data dictionaries available to other scientists that provide definitions of specific terms, outline collection procedures, and define specific parameters and data collection measures for specific variables.
Another potential challenge involves data linking and matching across multiple sources (e.g., medical records, repository records). Particularly in longitudinal investigations, a single participant (of potentially thousands) may have dozens of study visits or health care encounters that an investigator would like to analyze. Often, there are only certain identifiers disclosed in a data set (Dusetzina et al., 2014) . To manually navigate through large data sets to match data from multiple sites is overwhelming and, in some cases, completely infeasible. Statistical analysis programs with merge capability and informatics tools like linkage software (Dusetzina et al., 2014) have algorithms that allow scientists to assign linkage criteria. These software programs then do the work of finding matches and eliminating nonmatches. Although invaluable to consolidating participant data, it does not supplant the need for thorough data cleaning, in which transcription errors, misspellings, and erroneous data entry must be corrected. The more automated the process of data entry and abstraction is, the less likely we introduce human error into our work.
When working with multiple sites, scientists face the challenge of data collection and management from a distance, and pragmatic challenges including data analysis responsibilities, authorship, and data use agreement (Dusetzina et al., 2014; Holzemer, 2007) . Scientific teams will benefit from developing a clear protocol that outlines the expected responsibilities of all sites and team members during and after a study. An example of this model is seen in the International Nursing Network for HIV/AIDS Research (Holzemer, 2007) . This group is composed of nurse researchers across more than 15 sites worldwide. The team works together to develop and conduct multisite collaborative studies. At two annual meetings, the team develops a study protocol (see Holzemer, 2007 , for a list of studies to date), often driven by the proposal of an individual who will be the central study principal investigator. Investigators from specific sites sign on to be a participating site depending on their availability. The team decides on overall research questions that will be reserved for cross-site analyses and publications that include all site principal investigators, while each site retains ownership of their sitespecific data for other analyses. All site personnel inform the network of planned publication via email listserv to prevent inadvertent duplication of research questions and analyses reserved by the collective network and/or other sites within the network. For each study, the central principal investigator and a central study coordinator assume responsibility for overseeing central data linkage, cleaning, and management. For example, a research-secure cloud drive or electronic data capture system (e.g., InForm, REDCap, Oracle, Clinsys, DATATRAK) provide an efficient and automated way to manage data (Shah et al., 2010) .
Studies leveraging data repositories have typically been in the fields of medicine, genetics, and big data science, in which medical record data and biological samples are automatically collected and stored (Siwek, 2015) . These automated methods have allowed for important medical investigations. However, nurse scientists often study phenomena at the intersection of biological and social science (American Association of Colleges of Nursing, 2006) . With advanced planning and rigorous implementation, nurse scientists are uniquely positioned to create data repositories and initiate interdisciplinary collaborations that will contribute to a novel understanding of healthrelated phenomena. In this article, we present our process for developing and maintaining a longitudinal data repository of adults living with HIV.
Purpose
The purpose of this article is to discuss the benefits of developing data repositories in academic nursing and to present the process used to develop and maintain a longitudinal data repository of people living with HIV (PLWH).
Method

An Overview of the Data Repository
The HIV research team at the Frances Payne Bolton School of Nursing conducts exploratory and intervention research examining how to improve selfmanagement and health promotion behaviors of people living, and aging, with HIV (Webel, 2016) . Completed and ongoing protocols have focused on health behaviors (e.g., sleep hygiene, planned exercise and lifestyle physical activity, diet, and substance use), the factors that influence these behaviors (e.g., social capital, mental health, ecological factors), and the impact of these behaviors on key health outcomes in PLWH (e.g., cardiovascular and immune health). These research protocols span more than 5 years and include data and tissue samples from more than 220 PLWH (Table 1) , mean age 49.95 years (±7.18), on antiretroviral therapy an average of 14.45 years (±5.79 years), with average recent CD4+ T-cell count of 671.93 (±396.36). The creation of a data repository encompassing these research protocols has been a central component to planning, data collecting, data analysis, and data sharing within the team. Herein, we will provide an overview of the process we used to develop the data repository, including the following: (a) planning phase, (b) data collection phase, (c) data synthesis phase, and (d) maintenance and data sharing phase.
The Planning Phase
Dr. Allison Webel, an HIV self-management expert and assistant professor of nursing at Case Western Reserve University, established the HIV Biobehavorial Research Office in 2011. She is the principal investigator or the responsible investigator of the completed and ongoing research protocols discussed in this article. Planning the creation of a data repository began during her postdoctoral fellowship and required several important steps: proposing the data repository; obtaining institutional review board (IRB) approval, strategically designing each study; creating a central point of contact, recruitment, and retention of eligible participants; creating an infrastructure for data collection and storage; and developing a data sharing plan.
Proposal for the creation of the data repository and obtaining IRB approval. Our first step in creating a data repository was the development of a proposal outlining the plan to create a data repository and to archive collected data. We approached this similar to any research study, in which we summarized the scientific importance and potential benefits of data repositories and the methods we would use to execute this idea. We incorporated a plan into our proposal allowing us to collect data while protecting human subjects. In our application to the IRB, we also included the following procedures: about new protocols or study visits outside of the current protocol), • • Information about the data repository (e.g., where it is stored and who has access to it) and data sharing, and • • Participant preferences related to disclosure of study data.
2. During the informed consent discussion, participants are told about the potential for future studies and provide written informed consent to be contacted for future research, beyond the current protocol. All participants have the option to request no further contact from the study team. 3. During the informed consent discussion, participants are told about the purpose of the data repository and the potential for data sharing.
Only participants who provide written, informed consent for their data to be archived in the repository are included. All participants have the option to specify that they do not want their data deposited into the data repository. 4. During the informed consent discussion, participants are told about the potential to share de-identified data with other researchers (not involved in the current research study), and asked about their preferences related to disclosure of study data (e.g., findings from genetic studies using their stored blood sample). Only those providing written informed consent for data sharing would have their data shared with others. In addition, on the consent form, participants are given three options for disclosure (i.e., "do not contact me," "contact me any time you use my blood," and "contact me only if you find something significant"). Participant initial their preferences. 5. Participants who consent to have their data in our repository are given a repository-specific ID (not linked to any subject characteristics) that is used across protocols to ensure accurate collection of data from participants.
These steps are repeated as participants enroll in each new protocol to ensure that they are reminded of their rights as participants. Although we have not experienced active study withdrawal up to the time of this publication, a crucial component to the planning phase is a clear understanding of procedures that follow study dropout or voluntary withdrawal of consent. We sought guidance from the Office for Human Research Protections on this, and have integrated their recommendations and good clinical practice (GCP) guidelines into our protocol (Gabriel & Mercado, 2011 ; U.S. Department of Health and Human Services, 2017). The following guidelines are consistent with the 2017 changes to the final Common Rule governing research with human subjects (Agency for International Development, 2017).
1. If a participant is terminated from the study, the study team will meet with the participant to explain why, obtain permission for further contact (often by phone), and remind the participant of plans for data usage. 2. If a participant voluntarily leaves the study, withdrawing their consent for participation, the study team remains complaint with GCP, Health Insurance Portability and Accountability Act (HIPPAA), Office for Human Research Protections (OHRP), and Food and Drug Administration (FDA) regulations on record retention. Participant data preceding the date of withdrawal will remain part of the retained record. Data collected to that point, particularly if analyses have already been run, must be retained to protect the integrity of the data. From the withdrawal date forward, no new data are added to the record, nor will any further procedures be completed on biological specimens. No further access of the participant's medical records or other sources of protected health information (PHI) will be conducted. 3. The principal investigator of the study will respectfully attempt to contact the participant for better understanding of withdrawal, placing the participant under no obligation to answer, and will confirm continued consent for further contact. In the event that the participant no longer wants to be contacted, notation will be made in the registry, and participant information will be retained for compliance purposes.
Those considering developing their own data repository should first check with their local IRB to see if there are local requirements.
Strategic study design. An important consideration when initiating studies with an intent to archive data is a selection of variable measures that are valid, have been used in other investigations with similar populations, and (if applicable) can be used to compare findings across different populations (U.S. National Library of Medicine, 2017). Biological variables often translate across studies easily, while behavioral or psychosocial measures may have multiple different options for measurement. This has been a limitation in behavioral research due to conflicting opinions about the "best" measure, leading to inconsistencies in measurement across studies (Redeker et al., 2015) . Researchers can leverage published protocols from other scientists and validated toolkits for guidance on measures that will best fit their research questions. For example, the PhenX Toolkit (PhenX, 2017) is an online resource that provides a discrete catalog of standardized measures (e.g., demographics, diet and nutrition, anthropometric measures, substance use) that researchers can use that will allow them to combine results across studies and populations, thereby maximizing the utility of their data.
The National Institute of Nursing Research (NINR; 2015) developed an initiative for the use of common data elements (CDEs) that researchers can use that improve the efficiency of data collection, facilitate cross-study analyses and data sharing, create standards for data collection, and produce high quality data. CDEs are quickly becoming a requirement for studies funded by NINR, and include an evolving list of specific tools that can be used in a variety of populations to measure a certain phenomenon (e.g., symptoms; U.S. National Library of Medicine, 2017). It is highly recommended that researchers use CDEs whenever possible (and appropriate) to maximize the use of their data (NINR, 2015) . However, researchers can also use measures or subscales from instruments that are tailored to their target population. For example, across our studies, we examined symptom experiences and psychological variables in PLWH using both CDEs (i.e., Patient-Reported Outcomes Measurement Information System-29 [PROMIS29]; Cella et al., 2010) and validated measures of specific symptoms (e.g., Beck Depression Inventory, Beck, Steer, & Brown, 1996 ; HIV-Related Fatigue Scale, Barroso & Lynn, 2002) . When possible, it is helpful to use validated and objective measurements to promote longitudinal analysis and data sharing. In our research on physical activity and fitness in PLWH, for example, we used a consistent protocol for strength (i.e., handgrip dynamometry) and physical activity (i.e., 7-day accelerometry) over time and across study protocols. These measures are simple to collect and can easily be used across different studies and sites to facilitate comparison. In doing so, researchers can dynamically measure phenomena in ways that allow them to draw conclusions about their target population, while also positioning themselves to compare findings across other populations (e.g., breast cancer survivors and those newly diagnosed with cancer). Researchers will have an enhanced ability to draw broader conclusions from their data and to data share with other scientists who have used these measures. Tables 2 outlines variables examined in across our various protocols.
Recruitment and Retention of Participants: Creating a Central Point of Contact
We recruit participants using several methods. We have used common recruitment methods such as flyers and advertisements at local HIV care and community resource venues, as well as recruitment through word-of-mouth (i.e., snowball sampling) and physician referral. Following our consenting procedure, we created an access-restricted registry that allows us to contact previous participants about participating in new research protocols. In the context of the data repository, we have ongoing contact with subjects who participated in previous protocols and can invite them to participate again, while still recruiting new subjects (i.e., those who have not previously participated in our protocols). After enrollment, most of the study visits occur in a small research office at the Frances Payne Bolton School of Nursing, which a. n reflects (a) permission to access medical record for data abstraction and (b) availability of data for medical record abstraction.
is also our site of subject contact and data storage (except for tissue samples which are stored in a secure clinical research unit freezer). Having this consistent, central point of contact has been critical to our ability to recruit and retain participants over time. A researcher may not have consistent office space available or their research takes place in a clinical or community setting. In this case, creating telephone and email contacts dedicated to research are inexpensive and effective ways to give participants a central point of contact for ongoing and future research. Although universities may provide this service to faculty members, free services (e.g., Google Voice) are available to create a telephone contact point. Investigators should be cautious with regard to exchanging sensitive information, and only use properly protected email accounts when exchanging information about a study using this medium. For example, we never say anything about HIV in our voicemails, letters to subjects, or emails to protect the subject's privacy.
Creating an infrastructure for data collection and storage. Underpinning a data repository is an effective data organization and storage system that allows researchers to conduct primary and secondary data analyses. Electronic data capture systems provide a user-friendly way to collect and store data that then be exported in ways that best fit current and future analyses. We used REDCap© (Obeid et al., 2013) , a dynamic, free data management system that allows for creation of multiple "events." These events may correspond to multiple visits in a single study, but can also be used to enter data from multiple protocols. We created unique identifiers for each participant and entered all biological, clinical, behavioral, psychosocial, and ecological variables used in our protocols into the new project, allowing us to conduct longitudinal analyses on variables over time. It may be that no such data management system is provided or available. Many statistical analysis programs can communicate with Microsoft Excel©. Researchers can use Excel to create their data repositories, using rows for specific participants and columns to report variable outcome data (e.g., questionnaire scores, lab values). These programs promote organized data storage, longitudinal data analyses, and data sharing. Creating such an infrastructure enables scientists to easily abstract, export, analyze, and share their data with others. When researchers participate in multisite collaboration, they can use the tools we have described and develop protocols for site-specific and centralized data collection and storage.
Creating a Protocol for Data Sharing
A motivating reason for developing a biorespository that includes biological, clinical, behavioral, psychosocial, and ecological data is the ability to collaborate with investigators and answering important clinical research questions. This collaboration can be within one institution (e.g., trainees) or across institutions with others investigating similar phenomena. By choosing to include CDEs (U.S. National Library of Medicine, 2017) and obtaining specimens using standard protocols, data can be pulled across institutions to increase power to answer a research question, improve generalizability, and conduct subgroup analyses that will improve knowledge and ultimately help to provide better clinical care. A transparent and fair data sharing protocol should be developed early in the process. When developing ours, we examined the data sharing protocols of other related data repositories in HIV including the Center for AIDS Research (CFAR) Network of Integrated Clinical Symptoms (https://www. uab.edu/cnics/) and Women's Interagency HIV Study (https://statepi.jhsph. edu/wihs/wordpress/history/) cohorts. The process generally includes an interested investigator reviewing the available variables (either on a central website or by personal communication to the project director) and determining what questions have already been answered by that data set. If the question the proposing researcher wants to answer is novel, he or she is usually asked to make a formal written proposal to the executive committee which is submitted using REDCap. This concise proposal includes the research question, background/justification, hypotheses, data analytic methods, anticipated outcomes, and the specific data requested. A verbal presentation to senior investigators may be required and further refinement of the proposal may be requested. At this stage, the executive committee is charged with ensuring there is no duplication with others using the data, that the research question can be answered with the available data, that the methods and statistical approach are valid and appropriate, and, if approved, that the requesting investigator receives the de-identified data in a timely manner. After approval, the executive committee (or a delegated member) should follow up with investigator to ensure they are making progress in their specified timeline, answer any questions about the primary data that the investigator may have, and, when the outcome/manuscript is complete, help to guide that person through the publication committee process. This person may also serve a limited mentoring role and, in the case of students, may serve on his or her dissertation committee.
We were mindful of common concerns related to authorship and data ownership when designing our data sharing protocol. The principal investigator creates a list of planned analyses and publications related to primary and secondary research aims of their protocol and then, in collaboration with coinvestigators, retains decision-power regarding subsequent publications proposed by new collaborators. Authorship order and decisions regarding publication (e.g., choice of journal, delegation of writing) are made in writing prior to manuscript preparation. Similar to our above-described process of reviewing proposed analyses and data usage, all manuscripts created using these data are reviewed by the principal investigator, study team members, and associated collaborators prior to submission to keep the team informed of the registry output. Approval is not required but the authors are required to acknowledge the primary study in the resulting publication.
A final consideration for data sharing, particularly for those repositories containing genetic or proteomic data, is whether some or all of the data should be deposited into a subject-focused, public data archive. Many of these archives exist and a good list of can be found at https://professional. heart.org/professional/ResearchPrograms/UCM_461443_AHA-ApprovedData-Repositories.jsp. Increasingly, funding bodies ask grant recipients to consider depositing relevant data into these archives.
Discussion
In this article, we have shared the process we used to create a dynamic data repository consisting of biological, clinical, behavioral, psychosocial, and ecological variables. Our continued success is the result of planning and designing the repository based on the current state of the science, obtaining IRB approval, strategically designing studies, integrating key variables into our protocols, diligent efforts to recruit and retain participants, and creating an infrastructure for long-term data collection and storage. We have also provided guidance on developing a protocol for data sharing.
This ongoing project aligns with national research priorities such as the precision medicine initiative and big data science (National Institutes of Health, 2017). These initiatives have been established to optimize the use of data collected by scientists across disciplines and research settings (National Institutes of Health, 2017; Siwek, 2015) . In particular, nursing science has the potential to inform big data science through the use comprehensive theoretical frameworks and novel approaches to and understanding of health measures in the acute, chronic, and community health settings (Brennan & Bakken, 2015) . In time, these efforts may promote a deeper and more complete understanding of health phenomena, and help us to develop interventions and treatments to best serve a wide variety of populations. It is not uncommon for researchers to have data from previous projects that do little more than "collect dust" as they move on to new projects (Acord & Harley, 2013; Fecher et al., 2015) . Some of the reasons this occurs may include the following: simple lack of awareness of the possibilities of data archiving, sharing and collaboration, fear of relinquishing intellectual ownership, perceiving data from negative outcomes (in a primary study) as useless or irrelevant, ethical concerns regarding data overuse (e.g., data splitting), or concerns related to publication (Acord & Harley, 2013; Fecher et al., 2015) . This can result in a body of work with great, but unrealized potential. We contend, however, that as the breadth of knowledge in a given scientific area increases, data can take on new meaning and be analyzed in novel and useful ways. Furthermore, researchers may find that other investigators uncover meaningful results from data that a primary researcher had not considered. We see this often in the analyses of large national data sets that have resulted in many publications, each contributing to the current state of the science (Centers for Medicare and Medicaid Services, 2017; National Heart Lung and Blood Institute and Boston University, 2017). With careful planning and implementation, researchers across disciplines and settings can create data repositories that address major limitations to current knowledge.
Our early planning and ongoing research have allowed us to better understand the benefits and potential pitfalls associated with data repositories. For example, the specific steps we took to design the data repository reflect our efforts to adhere to contemporary ethical standards and place the participants' preferences at the forefront of each protocol. Our recruitment and retention methods have allowed us to accurately and consistently collect data from individuals from our target population and have resulted in strong and trusting relationships between our research team and those participants. Our infrastructure has made it possible for us to combine and analyze data in novel ways and to position ourselves to collaborate with other researchers.
Future directions for research include greater integration of technology into the research process. Today, technology (e.g., wearable devices, smartphone applications) allows for collection of data in real time, eliminating potential error due to retrospect and hindsight bias. For example, symptom tracking and diet/ physical activity recall applications, actigraphy, and microelectronic monitors for medication event monitoring system (MEMS) are options for understanding phenomena such as symptom trajectories and burden, physical activity and dietary habits, and treatment adherence (El Alili, Vrijens, Demonceau, Evers, & Hiligsmann, 2016; Granado-Font et al., 2015; Kelly et al., 2013) . A major challenge that will accompany these efforts will be incorporating ways to promote their use among populations traditionally difficult to reach with technology (e.g., older adults, low income individuals; Pew Research Center, 2013; Schnall, Cho, & Webel, 2017; Zickuhr & Madden, 2012) . However, in addressing these challenges and integrating these resources into our research, we create opportunities to better serve our participants by enhancing our understanding of their health. Another potential area for future research is the sharing of qualitative data, including transcribed interviews and focus groups, as well as photographs, and observational field notes. Researchers can carefully document the processes they used in collecting and analyzing qualitative data, thereby creating the possibility of qualitative data sharing. Raw qualitative data (that include original interview questions and contextual notes) can provide rich secondary investigation opportunities to obtain detailed descriptive data on many phenomena.
Although our work is dedicated to enhancing the health and quality of life in PLWH, we believe the methods we have described can be used with many different, vulnerable populations. Nurse scientists, regardless of institution, position, or area of interest, have a great deal to contribute through their research. We encourage nurse scientists across clinical and research settings to maximize the utility of their own data. This work will enhance our understanding of health-related phenomena across settings, ultimately leading to improved health of populations and advancing scientific knowledge.
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