In the second study, a mixture experiment was conducted to make an assessment of the effects of the precipitants/ZnCl2 on the breakdown field (E), the nonlinearity coefficient (a), and the bulk density. Based on the experimental data, models of these three properties were constructed. From the models the precipitant/ZnCl2 compositional region meeting electrical and physical property specifications was identified.
From these two studies we have concluded that the them-prep process can be stable over a wide precipitant/ZnCl2 region. However, we found that the nominal target composition is on the edge of this region and that slight variations in the precipitant/ZnC12 composition from the nominal target resulted in varistor material that did not meet electrical and physical property specifications. Thus, in an effort to make the process stable with respect to assay variability, the nominal composition was moved to the center of that relatively large region with acceptable electrical and physical properties. Tests of unpotted component rods made from the new precipitant/ZnC12 composition met all electrical and physical property specifications and performed similarly to rods fabricated from the original target composition. where I is the current, K is a constant, V is the voltage, and a is the nonlinearity coefficient. The nonlinearity coefficient is the reciprocal of the slope of the I-V curve in the nonlinear region and is therefore a measure of the sharpness of the transition from resistor to conductor.
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All varistors to date have been supplied by a single, proprietary source. Although these varistors have satisfactorily met product specifications and production requirements, there has been a concern about the vulnerability of depending on a single source that has only a very limited number of people filly knowledgeable in that processing technology. In the early 1980's a program was initiated by Department 2565 to develop a second varistor source. A chemical preparation process for making homogeneous, high purity zinc oxidebased varistor powder was developed by Departments 1846 and 2476. Additional development work by Department 2476 generated the ceramic forming, sintering, and machining procedures needed for fabrication of the them-prep material into the varistor component (rod).
Many of the chemical preparation processing conditions were set during the initial laboratoryscale development work by Dosch and Kimball. 1 However, during the scale-up phase of the project a number of processing variables were studied and changed in response to meeting component specifications. The required doping of A13+ and Na+, the detrimental effects of Cl-, and the effects of sample geometry and sintering schedule on electrical and physical properties were investigated.2-5
By the end of 1989 a reproducible, production-scale process had been developed at SNL that would generate varistors meeting all component electrical and physical property specifications.
Evaluation of the them-prep varistor components at the neutron generator sub-assembly level was completed in 1991.
With the transfer of the them-prep technology to two potential suppliers, Alliant Techsystems, Inc. (ATI, formerly Honeywell, Inc.) and Martin Marietta Specialty Components (MMSC, formerly General Electric Neutron Devices Depafiment), establishment or verification of production process control needed to be addressed, Based on empirical data, primarily from SNL, the process appeared to be stable.
However, a reproducible process performed by a single operator in a development lab does not necessarily translate into a stable/robust process in a production environment.
Solution chemistry is the key to process stability. The pH and the kinetics of the reactions determines the completeness and homogeneity of the precipitates.
The key process controlling factors are the concentrations of the precipitant, sodium hydroxide [NaOH] and oxalic acid [H2C204]), and the major metal species, zinc chloride (ZnC12). Hereafter, the concentrations of these three factors taken together will be referred to as a composition even though the interaction of the three involves a two-step process. The concentration of each factor was determined by titermetric assay.
A five lab round robin was conducted to assess assay variation both within and among labs. A statistically designed experiment in which the concentrations of the three compositional factors, NaOH, H2C204, ZnC12, were systematically varied was performed. The remaining process variables (i.e., COC12, MnC12, AIC13, and Na2C204) were held constant.
The electrical and physical properties of varistors fabricated from the powders generated by the experiment were modelled and used to define the region(s) where acceptable product could be generated. As a result, an evaluation was made of a new composition that was predicted by the models to be more robust with respect to compositional variation due to assaying errors. Finally, analyses of batches from compositions that failed to meet one or more specifications were conducted with the aim to increase our understanding of solution chemistry-materials properties relationships.
II. Procedures:

A. Round Robin
Five labs participated in the assay round robin. Three of the labs were from SNL: the 1824 Analytical Lab, the 2472 Analytical Lab, and the 2476 Ceramics Lab. The other participants were the analytical labs from ATI and MMSC. The four analytical labs were given four coded samples each of the ZnC12, H2C204, and NaOH. For the ZnC12 and H2C204, the four samples represented three different lots of material, with two of the samples from the same lot. For the NaOH only one lot was available, so four coded samples from the single lot were supplied for analysis. Each lab followed the assay procedures described in SS393278 (Assaying Procedures for Precipitant (NaOH, H2C204.2H20) and SS393277 (Assaying Procedures for Salt Precursor Stock Solutions).
Each lab submitted triplicate analyses of each sample. Along with results obtained by the 2476 Ceramics Lab (the results from this lab were not strictly part of the round robin procedure [i.e., the 2476 analyzed samples were not coded or blind]) these data were used to construct a statistical model which was used to describe the observed variability of the assay values.
The statistical model used to describe the variation in the assay results is {Jk = ai +~j -t-yv i-E.. where yk '
Yijk is the reported analyte value of the kth replicate done by the jth lab on the ith sample, Ui is the true (but unknown) value of the analyte in the ith sample,~j is the systematic bias of the jth lab (subject to a side condition like~1'O), Yij is the specific effect of the jth lab on the ith sample, and Gijk is the random measurement error associated with the kth replicate by the jth lab on the ith sample. Note that the true values of the analytes are assumed to be random.
The random measurement errors, &iJk are assumed to be independent with mean zero and variance, d,, . The magnitude of~z, is reflective of the ability of the jth lab to repeat the assay on the sample (repeatability). By incorporating the subscript j in &z, this model is generalized to allow for lab-specific errors of repeatability. By virtue of the assumed randomness of the cti terms, the Yij terms are random with zero mean and variance dY. The magnitude of dr is a measure of the consistency of the systematic effects of the different laboratories.
Note that because we do not know cti we cannot say anything about the accuracy of the assays in an absolute sense. Nevertheless, we can compare assays across laboratories. To assess the statistical significance of differences between labs (e.g.,~2-~1), we estimated~Z, and~Y.
B. Powder Synthesis and Wafer Fabrication
Chem-prep powder was prepared following SS392386 (Batch-Type Powder Preparation by the Sodium-Doped Chloride Process) with the exception of compositional modifications for the mixture design described below. Two 60g wafers were fabricated from each powder composition and sintered at 725°C for 16h according to SS392387 (Wafer Fabrication). Breakdown field (E), nonlinearity coefficient (cx), bulk density, and '?40open porosity were measured for the wafers following the appropriate SS drawing (reference to the specific document is classified CRD).
The data were then modelled to estimate the effect of composition on those properties.
A schematic of the them-prep process along with the nominal composition and electrical and physical property specifications is shown in Figure 1 . 
C. Mixture Design
The key processing variables in the them-prep process are the two precipitant, H2C204 and NaOH, and the major metal species, ZnC12. These three major components control the pH and therefore determine the overall solution chemistry.
The steps involving the three components can be described by the following two step process: ZnC12 + 2NaOH + Zn(OH)2 + 2NaCl Zn(OH)2 + H2C204 + ZnC204 + 2H20
If the amounts of the minor components (i.e., Bi, Co, Mn, Al, and Na) are held constant, the three major components can be viewed as a ternary mixture. However, only a small portion of the fill ternary diagram is of interest. Compositions (i.e, ratios of the three components) that significantly deviate from chemical stoichiometry will not resuh in acceptable product. The ideal design will encompass the largest range of compositions providing measurable data that can be modelled.
Based on empirical data and processing experience, relationships between two or more of the components can be limited by defining a series of constraints. These design constraints, listed in Table 1 , are based on two factors. One is to ensure that the compositional variation in the design exceeds the variation in composition due to errors in assaying the starting materials. The round robin evaluation (see the Results and Discussion section) was pefiormed to assess the magnitude of the assaying errors. The weight percent ranges indicated in Table 1 are at least several times larger than the assay errors as determined by the round robin evaluation.
Greater deviations from stoichiometry would result in significant wastage of one or more components due to nonreaction and would require more careful processing to ensure complete removal of the excess component. The second factor influencing the design constraints was based on previous work that had shown that it was necessary to drive the reaction to a basic pH to ensure complete precipitation of all metal species. Therefore, the design constraints favor NaOH excess compositions. An experiment involving eight unique compositions, well spread out and spanning the region of interest, was petiormed. These eight compositions, usually at the intersection of constraint lines with respect to two of the components, are displayed in Figure 3 . These eight compositions (with a replicate at the center point composition [8]) were generated in a randomized order. Table 2 lists the~mpositions by mole fiactio~the run order and includes an en~that shows the assay "error" that would be required to generate that composition if the nominal composition had been the target. Composition 1 is the stoichiometric composition. The nominal composition has 2 mole 0/0 excess NaOH. During the oxalate precipitation step, at 60 min intewals following the oxalic acid addition, 20 mL slurry samples were taken from the reaction vessel at the top, middle, and bottom. The reactions were quenched with methanol and then washed with methanol and filtered to obtain a dry oxalate sample. These samples were analyzed for bulk elemental composition (following SS392386 and SS393279 [Composition and Trace Analyses by ICP-AES]) and used to correlate mixing time and oxalate slurry homogeneity effects with the electrical and physical property models.
It was anticipated that one or more of the compositions would have insufficient base excess to reach the Process Specification requirement of pH 8.0 within 150 min. Instead of discarding the batches as called for in SS3923 86, those batches were terminated at 180 min regardless of the pH and processing of the batches was completed through wafer testing.
The electrical properties, breakdown field and nonlinearity coefficient, and the physical characteristic, bulk density, were measured from wafers prepared from each composition. Taken together, these measurements enabled an assessment of the sensitivity of these properties to compositional variation. Low-order polynomial models (up to quadratic) for each of these properties (in terms of the mole fractions of the three starting materials: ZnC12, H2C204, and NaOH) were developed to summarize the effects of compositional variation on each electrical/physical property. Specifically, these models are of the form, e is a measurement error, and the~i~)'s are parameters to be estimated. In conjunction with the round robin results, these models were used to assess the effects of assay errors on these properties.
III. Results and Discussion:
A. Round Robin
The initial examination of the analytical results from the round robin study indicated some very significant lab-to-lab differences. However, the largest deviations were attributed to procedural errors, a sample packaging error, and one spreadsheet calculation error. All but the packaging error were subsequently corrected (time considerations did not allow for the samples packaged incorrectly to be repeated) and analysis of those corrected results are presented in the remainder of this section. Results from the 2476 Ceramics Lab are included although the analysis performed in that lab was not performed on coded or blind samples. In the case of the duplicate samples from the same lot only the single 2476 Ceramics Lab analysis was compared to the other analytical results.
With respect to the ZnC12 assays, there are a number of interesting differences among the laboratories.
Summaries of the statistical analysis are presented in Tables 3 and 4 . The metric presented in Table 3 ,~=,, is reflective of the ability of each laboratory to repeat an assay on the same sample. In fact, 8=, is the estimate of the standard deviation of these repeated assays (see the Appendix for the computational method used to obtain the 8=,).
These repeated assays involved separate sample preparations and titrations. Therefore, the metrics displayed are with regard to the ability to repeat not only the titration, but also the sample preparation. By assuming that the random measurement errors, &ijk, are normally distributed, the ordering of the laboratories with respect to ?r,, was determined to be:
{ATI}<{ 1824, MMSC}<{2476, 2472}. That is, the repeatability of ATI is superior to that of 1824 and MMSC, which in turn are superior to that of 2476 and 2472. Note that the repeatabilities of 1824 and MMSC are statistically indistinguishable, as are the repeatabilities of2476 and 2472. Now we consider systematic differences across laboratories. Figure 4 displays the average ZnC12 assay per sample for each laboratory. Table 4 summarizes the systematic differences among the laboratories. As mentioned previously in the discussion of the statistical model, only the differences among the~j's can be compared, as the~j's cannot be directly estimated. To generate these comparisons, 2476 (j = 1) will be used as the reference point to estimate systematic differences between 2476 and the other laboratories. Table 4 contains estimates of these contrasts given by Cj =~j -~1. To assess the statistical significance of these contrasts, we need estimates of Oy as well as the various a., 's. Table 3 provides the latter, while using the methods in the Appendix, we find that by = 0.24. Notice that~r is large relative to the various~~,'s and comparable in magnitude to the various~, 's.
This indicates that the magnitude of the differences among the laboratories is inconsistent from sample to sample. Nevertheless, we can (again assuming normality and using the methods discussed in the Appendix) show that there are some statistically distinguishable systematic differences among the laboratories. These can be represented by:
ATI 2472 2476 MMSC 1824
This display orders the different laboratories from low to high with respect to the average ZnC12 assay across all four samples. A line connects those laboratories that are statistically indistinguishable. For instance, ZnC12 assays petiormed at ATI produced statistically lower values than ZnC12 assays from all of the other laboratories, except 2472. It is not possible to use the round robin results to make an assessment of the accuracy of an individual laboratory's assays for ZnC12 since an absolute reference was not available. However, it is possible to use the round robin results to provide a model that can be used to describe the variation between assays from two different laboratories. For example, suppose that a sample was submitted to 1824 and ATI ( the laboratories providing the most discrepant results for ZnC12) for analysis and that each laboratory was to perf?orm n independent assays of that sample. Using the measurement model we have developed, the difference between the averages of the ZnC12 assays between the two laboratories,~g2q -~~,, is approximately normal with an average of about 0.62 WtO/O and a standard deviation of about F +2. d~. In this case, because~=, and~C4 are so small compared to~r, the value of n has little effect on the estimated standard deviation which is about 0.34. This provides a feel for the magnitude of interlaboratory differences that we might expect (about one wtOA).
With regard to the H2C204 assays, the analysis is somewhat simpler than that of the ZnC12 assays. This is due to the fact that the ability to repeat H2C204 assays is consistent across laboratories (see Table 5 ). The combined estimate of ae is 6= = 0.12. There are however, some interesting systematic differences among the laboratories. Figure 5 displays the average H2C204 assay per sample for each laboratory. Table 6 summarizes the systematic differences among the laboratories obsewed in Figure 5 Again, we will use 2476 (j = 1)as the reference point to compare the estimates of the systematic differences among the laboratories. Table 6 contains estimates of these differences (Cj =~j -131). TO assess the statistical significance of these differences we use the methods in the Appendix with 57 = 0.039 and~Z = 0.12. Notice that~Y is somewhat smaller in magnitude than the various~, 's, indicating that the systematic differences among the laboratories are relatively consistent from sample to sample. Again, assuming normality and using the methods discussed in the Appendix, we can distinguish systematic differences among the laboratories. These can be represented by:
2472 2476 1824 ATI MMSC Here, the important distinction among the laboratories is that 2472 appears to be different from the rest. Suppose that a sample was submitted to 2472 and MMSC (the laboratories providing the most discrepant results for H2C204) for analysis and that each laboratory was to perform n independent assays of that sample. Using the measurement model, the difference between the averages of the H2C204 assays between the two laboratories,~,ny,, , is approximately normally distributed with an average of about 0.30 WtO/Oand a J 2 standard deviation of about 2" (; +37 ) (O.18 for n= 1). Thus, even with the statistical uniqueness of 2472, it is unlikely that differences of individual H2C204 assays (i.e., n=l ) among these five laboratories will exceed one-half to one weight percent.
Assays of the third component, NaOH, differed from the previous two in that only a single lot of material was available. However, four coded samples from the single lot were still submitted to be analyzed in triplicate by four of the five laboratories (2476 analyzed only one sample in triplicate). For purposes of analysis, we will regard the coded samples as different. Also, from Figure 6 which displays the average NaOH assay per sample for each laboratory, it can be seen that the results for MMSC were markedly lower than the others. This was due to a packaging error in the shipping containers and resulted in the NaOH reacting with the packing cap material. Therefore, in the statistical analysis that follows, the MMSC results were not considered. The estimated errors of repeatability for the NaOH assays are presented in Table 7 . There is only weak statistical evidence to suggest that the errors of repeatability vary across the different laboratories. The combined estimate of ae is~= = 0.08. Table 8 summarizes the systematic differences among the laboratories for the NaOH assays. Again, we will use 2476 (j = 1) as the reference point to compare the estimates of the systematic differences among the laboratories. To assess the statistical significance of these differences we use the methods in the Appendix with 87 = 0.006 and~~= 0.09 (obtained using data from 2472, 1824, and ATI assays). Notice that~Y is relatively small, yet statistically distinguishable from zero. That &r is statistically different than zero indicates that a component of the assay error is consistent across replicates of the same coded samples. Note that the ATI assays were ve~consistent across the four coded samples. 
e,
-----0.26
-0.38
Again, assuming normality and using the methods discussed in the Appendix, we can distinguish systematic differences among the laboratories. These can be represented by:
ATI 2472 2476 1824
Suppose that a sample was submitted to ATI and 1824 (the laboratories providing the most discrepant results for NaOH) for analysis and that each laboratory was to perform n independent assays of that sample. Using the measurement model, the difference between the averages of the H2C204 assays between the two laboratories,~gz~-~~,, is approximately normally distributed with an average of about 0.40 wtO/Oand a standard deviation of about J 2 2" (~+ 7Y) (O.13 for n=l ). Thus, it is unlikely that individual these five laboratories will exceed one-half to one weight percent.
H2C204 assays among
Two important results were gained from the round robin. One is that several procedural deviations were identified and a more consistent application of the SS drawing procedures was initiated. Secondly, the round robin analysis provided information that was essential in evaluating overall process stability.
Note again that we found statistically significant differences among the laboratories with regard to assaying the three compositional materials. Due to the lack of absolute standards (reference materials) we are not able to claim that one laboratory is more or less accurate than another. In some cases we are able to state that one laboratory's assays are more or less precise that those of another. More important than being able to make a direct comparison among laboratories is that we now have an understanding of the magnitude of assay errors.
This knowledge was used to help design a mixture experiment in which the goal was to evaluate the effects of compositional variation on the electrical/physical properties of the final product. Together, knowledge of assay uncertainties and the effects of compositional variation led to a fimdamental understanding of the robustness of the process with respect to compositional errors introduced by assay variability. Furthermore, as we shall show, choice of a target composition.
B.
Mixture Experiment the effects of assay variability can be minimized by the proper Of the eight compositions in the original design only two (Compositions 1 and 2) did not meet the pH and time processing conditions for an acceptable batch. Composition 1 reached a pH of 6.87 in 180 rein, while Composition 2 was terminated at 180 min with a pH of 7.64. Bulk elemental analysis showed that all eight compositions were within specifications for all required elements as well as for all monitored contaminants.
The electrical and physical property data for the wafers prepared from each composition are shown in Table 9 . Wafer breakdown field and u are averages of the measurements taken from four electrodes. The standard deviation is shown in parenthesis. Bulk density (calculated theoretical density is 5.57 g/cc) and open porosity were measured by the Archimedes technique in water. It can be seen that of the original eight compositions in the design, only Composition 2 had significantly different electrical properties. There was a less dramatic, but still significant, effect of Composition 2 on bulk density. The radical changes in electrical properties over a relatively small compositional range (from Compositions 1 and 3 to Composition 2) prompted additional experimentation to more clearly define the nature of the changes.
Two additional batches were prepared to provide that information. Composition 10 corresponded to the composition of the midpoint of a line segment drawn between Compositions 1 and 3, while Composition 9 corresponded to the midpoint of the line segment drawn between Composition 2 and Composition 10 (see Figure 3) . Electrical and physical property data for these compositions are included at the bottom of Table 9 . mole fraction of NaOH E is a measurement error, and the pi ")'sare parameters to be estimated. The constants, 0.73 9 and 0.03, are used to center and sca e the logratios so that X 1 and X2 range approximately between -1 and +1. Note that this centering and scaling process is performed to make computations related to estimating the~i~)'s and predicting Y numerically stable.
Use of quadratic response-surface models allows for a great deal of flexibility when modelling data that vary smoothly over the ranges of Xl and X2. Because the electrical properties of Compositions 2, 9, and 10 differed radically from the electrical properties of the other compositions, it was not possible to develop a smooth model that has predictive relevance over the entire experimental region. Therefore, the models for electrical properties do not include the data from Compositions 2, 9, or 10 and do not span that compositional region encompassed by them. In the case of bulk density, data from all compositions except Composition 2 were used to develop a predictive model. We were not able to model percent open porosity because of the limited range of the experimental values obtained.
In the case of the breakdown field, the predictive model is given by
Y=po+p, "xl+p2"x2+/?,, "x:+p,2"x, "x2+z. (2) is &2 = 0.12. This is reasonably consistent with the standard deviations of the measurements of the electrodes within each run. Thus, the magnitude of the differences between the observed data and the model is largely a consequence of measurement error and variability from electrode to electrode. Figure 7 is a contour plot of the breakdown field model. The shaded region is that area of the design space that could not be modelled due to the significantly lower breakdown field value for Composition 2. The average breakdown field for Compositions 2, 9, and 10 are shown on the plot. Looking at the modelled area reveals that the entire region is relatively flat with a slight upward slope toward the left edge of design space. The model matches the experimental data quite well as typical deviations of the experimental data from the model are about 0.1 kV/cm. Most importantly, typical breakdown fields are centered within the breakdown field specification of 43.0 t 2.o kV/cm. Unfortunately, the nominal composition is not well centered on this region and in fact variation, from the target, introduced by assay errors could generate compositions in the region where the breakdown field begins its precipitous drop. The model for breakdown field provides a possible explanation for some failed producibility batches at MMSC in 1991. Several batches prepared at MMSC had breakdo~field wdues <10 kV/c~but appm~to have been pro~s~~rr~tly. These batches ako showed that all elements were present in the bulk within specificati~ns and that all contaminant levels were acceptable. The assay "errorsw r~uir~to generate the Compositions 9 and 10 are given in Table 10 . For ZnC12 and NaOH those "errorsn for both compositions are well within the assay uncertainties obsemxl in the round robin. The H2C204 "error" is somewhat larger than what would be e~~~from the round robin study. However, we f=l the process uld have been made unstable through certain combhations of relatively small assaying and/or weighing emors. 
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Figure 9 displays the model for bulk density. All compositions are still well within product specifications (95°A of theoretical corresponds to 5.29 gkc). Thus, it is highly unlikely that assay errors would have a practical effixt on bulk density. Based upon the data and subsequent analysis from the mixture experiment, the obvious recommendation is to move the nominal composition to the center of the modelled region.
This would reduce the consequences of compositional variation due to assay errors on product quality. This would even allow the use of manufacturer's assay values for the H2C204 and the NaOH, thus saving the expense and time of assaying those two reagents (the ZnC12 solution.is prepared from a powder and would still require assaying).
All previous work on the them-prep process has indicated that wafer properties accurately predict rod component properties. However, to confirm that moving the composition would be "transparent", 20 rods were made from the center point composition and put through the standard 25 pulse screening test (reference may be requested from the authors). The sum-ival rate of 75°/0 was within the same range seen for rods prepared from the original composition. Testing of the rods at the next assembly level is not scheduled at this time due to finding limitations.
c. Analysis of Failed IMtches
The mixture experiment also revealed that the solution chemistry was more complex and not as well understood as originally thought. As stated earlier, one of the assumptions upon which the constraints were based was that the sh.ug had to rapidly enter a basic regime to quantitatively and homogeneously precipitate all metal species (particularly A13+). However, Composition 1 had a final pH below 7.0 (the specification requires achievement of pH of 8.0 within 150 rein), but met all electrical and physical specifications. Composition 2 which also failed to reach pH 8.0 had very poor electrical properties despite having the specified bulk elemental distribution.
To investigate this situation fhrther, SEM photographs of a Composition 2 wafer and a nominal composition wafer were taken (see Figure 10) . The reason for the low breakdown field in Composition 2 is readily apparent. Since the breakdown field is proportional to the number of grain boundaries per given length, the large grains observed in the Composition 2 wafer account for the lower breakdown field. It is well documented that low levels of A13+ will inhibit grain growth in ZnO-based varistors.2t6-7 The minimum level of A13+ needed to preserve sub-micron grain size for high field material has been determined to be 100 ppm.2 Since Composition 2 had 130 ppm A13+, it appears that the A13+ distribution is the problem. The bimodal distribution of sub-micron and 5-10 micron sized grains strongly suggests an inhomogenous distribution of the A13+. Unfortunately, the levels of A13+ were too low to confirm the A13+ distribution by microprobe or TEM analyses. ICP-AES analysis of the oxalate samples taken at various time intervals showed that even at O time (actually it was 5-10 min after oxalate addition before the sample was completely processed) the A13+ level in Composition 2 was 130 ppm. Clearly the critical kinetics are occurring very rapidly and a special experimental set-up will be required to correlate the A13+ precipitation kinetics with distribution.
Composition 1 had an even poorer pH response yet there does not appear to be any A13+ distribution effects in that batch. However, Composition 1 had excess oxalic acid. A13+ hydrolysis calculations show that A13+ volubility decreases with increasing oxalate concentration. Determining whether the relatively small excess oxalic acid concentration in Composition 1 was able to suppress the A13+ volubility sufficiently for homogeneous distribution will require additional investigation.
Nevertheless, control of A13+ solution chemistry in this system is clearly more complex than simply adjusting the pH. Additional experiments will be required to unravel the interactions of pH and oxalate volubility. 
IV. Conclusions:
The stability of the them-prep process with respect to assaying errors was investigated. A round robin study among five labs was conducted to determine the variability of assays both among and within the laboratories. This study resulted in the identification and correction of several procedural deviations.
The quantification of assay variability among and within laboratories was used to design a mixture experiment comprising ZnC12, H2C204, and NaOH. Based on the experimental data from the mixture experiment, models of breakdown field, a, and bulk density were constructed. The models showed that there was a very large compositional region where all electrical and physical property specifications were met, but that the nominal composition was situated on the edge of this region. It appears that normal assaying errors in combination with relatively small processing errors could generate unacceptable product. As a result, the target composition was moved to the center of the compositional region that met all electrical and physical property specifications.
Not only did this improve process stability, but it allowed for the use of the manufacturer's assays and therefore eliminated the need to reassay two of the three components. Rods fabricated from wafers of the center point composition performed comparably to rods fabricated from the nominal composition.
V. Atmendix: Statistical Procedures Used in the Analysis of Round Robin Results
The purpose of this appendix is to give the computational formulae and procedures used to analyze the round robin results. The procedures given here can be used for arbitrary 1, m, and n, where, f = number of samples analyzed, m = number of labs, and n = number of replicates per la per sample. The procedures that follow are valid in the case of balanced data (i.e., the number of replicates is constant for each sample/lab combination). For analysis of unbalanced data see Reference 8.
To aid this presentation, the following notation will be used. First, recall that Y~k = the analytical determination of the kth replicate by the jth lab for the ith sample.
':"~~k ,*" These averages can be used to form the following summary statistics which partition the observed variability of Yijk. The degrees of freedom associated with &C[J,JJare (/-1 )(vz-1).
The assessment of whether or not the labs produce statistically different assays is as follows. First, an F-test is pefiormed to see if the CQ',j)'s, collectively for all combinations of j' and j, are statistically different than zero. Second, if it is determined from the F-test that there are significant differences among the C(j',j)'s , t-tests can be performed to assess the statistical significance of differences between two specific labs. The F-statistics are constructed as
= M$abs MS labs x samples
If~>~l-a;~~-l),t~-l).i~-l), where   '1-a.(m-1),(1-1)<~-1) is the 1.~percentile of the 3-distribution with m-1 and (1-1) (m-1) degrees of freedom, then we conclude that there are some significant differences among the labs. The level of the test, a,refers to the probability of falsely concluding that there are significant differences when in fact there are not. for purposes of evaluating the various F-statistics (and~-statistics) we use a = O.OS.
The t-statistics, relevant for comparing the j'th and jth labs are computed as = C(j', j) . 'C(j',j) iflfl>T~where degrees of freedom, then we conclude that the j'th lab produces significantly different assays than the jth lab. Also, the si n oft indicates whether assays from the j'th lab were higher or R lower than assays from the jt lab.
Note that by interpreting the F-and (-statistics probablistically, we are implicitly assuming that the &ijkand the yij terms are normally distributed.
