Abstract-In this paper, novel simultaneous query techniques are proposed for wireless networks, which allow the access point (AP) of the network to gather key control information from active nodes in the network at low overhead. The query techniques are based on OFDM, and include the analog bloom filter (ABF), with which active nodes send signals simultaneously on randomly selected subcarriers to inform the AP about their identities, as well as the collision-free multi-bit (CFM) query, with which nodes send signals simultaneously on non-overlapping subcarriers to inform the AP about their queue lengths. Both the ABF and CFM queries require just one OFDM symbol as the response, and therefore incur very low overhead. Based on ABF and CFM, a simple medium access control (MAC) protocol, called Muqmac, is also proposed, with which the AP can obtain the queue states of the nodes and schedule data transmissions in a centralized manner. ABF and CFM are first evaluated with the 802.11n channel model and are shown to achieve desirable performance. Both ABF and CFM, as well as Muqmac, are also implemented on the Microsoft Sora software-defined radio. The experimental results show that after removing some obvious overhead specific to the testbed, the MAC layer throughput of Muqmac is over 75% of the physical layer data rate even under very challenging traffic conditions.
the transmitted signal is just one OFDM symbol, resulting in very low overhead. With ABF and CFM, a simple centralized Medium Access Control (MAC) protocol can be designed, referred to as Multi-bit Query MAC (Muqmac) in this paper. A Muqmac AP first uses ABF to learn the set of nodes with data to send, then uses CFM to learn their queue lengths to schedule the data transmissions. Muqmac is near optimal, because with little overhead, the AP obtains the detailed queue states of the nodes and can schedule data transmissions efficiently. Muqmac can likely be applied to networks of medium or large sizes.
Recently, signaling with OFDM subcarriers and its applications in the MAC layer have been studied extensively [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] . The key differences between ABF and existing work are:
• Comparing to approaches that assign dedicated subcarriers to all nodes, such as SMACK [1] , [2] , ABF learns the set of responded nodes with much less overhead, because nodes share the subcarrier resource with ABF.
• Comparing to approaches that allow nodes to contend medium access, such as FICA [3] and D-Fi [13] , ABF is much more effective in resolving collisions, i.e., when multiple nodes assigned with the same subcarrier, because ABF employs an efficient algorithm that can infer the actual set of responded nodes with very low error ratio, i.e., around 10 −4 or lower, under typical conditions. The key virtues of CFM are:
• CFM is the first simultaneous query technique with which multiple nodes may each transmit multiple bits to the AP in only one OFDM symbol, which allows the AP to learn the detailed queue states of the nodes at low cost. Both simulations and experiments show that the decoding error is very low, i.e., 10 −4 or lower, i.e., when the Signal To Noise Ratio (SNR) is 14 dB or higher.
• CFM can be used to estimate other useful information, such as the propagation delay for each responded node, with no additional overhead. Comparing to other newly proposed MAC protocols, such as [3] , [12] , and [13] , Muqmac allows the AP to obtain the full knowledge of the nodes to schedule data transmissions in a fully centralized manner, while other protocols cannot report to the AP the exact queue length information of the nodes, and therefore the transmission decisions are not optimal. ABF and CFM queries, as well as the Muqmac protocol, have been implemented on the Microsoft Sora Software Defined Radio (SDR) platform [14] . The evaluation results show that, after adjusting the measurements by removing additional overhead specific to prototype implementation, the throughput of Muqmac is over 75% of the physical layer data rate even for very challenging traffic.
The rest of the paper is organized as follows. Section II discusses the related work. Section III gives an overview of the proposed query techniques and Muqmac. Section IV discusses the ABF query. Section V discusses the CFM query. Section VI discusses the prototype implementation. Section VII evaluates the proposed query techniques and Muqmac. Section VIII concludes the paper.
II. RELATED WORK
ABF and CFM are MAC layer methods for wireless networks. Closely related work is discussed in this section.
A. Frequency Domain Signaling Methods
Traditional MAC layer protocols exchange message in the time domain. Recently, many methods have been proposed to signal in the frequency domain on multiple OFDM subcarriers.
1) Contention-Free Methods: SMACK [1] , [2] is the representative method with no contention during signaling process. Nodes are assigned with disjoint subcarriers, on which they may transmit power to inform the AP about their intentions to send data or to acknowledge a multicast packet. However, many nodes in the network may be idle, but still occupy their assigned subcarriers. In contrast, ABF randomly assigns subcarriers to nodes and shares the subcarriers among all nodes, thereby achieving higher efficiency.
2) Contention-Based Methods With Centralized Decoding: ABF and CFM are designed for networks with centralized control, and in this sense are similar to FICA [3] , D-Fi [6] , [10] , [13] , and Medley [12] . FICA allows a node to contend for a subchannel by transmitting power on a random subcarrier in this subchannel, after which the AP selects one node as the winner, should there be multiple contending nodes. Similar framework was adopted also in D-Fi and and Medley. D-Fi was proposed in [6] at about the same time as ABF [5] , and was subsequently further studied more extensively in [13] and on the Quality of Service perspective [10] . With Di-Fi, a node contends for a subchannel by transmitting power on multiple random subcarriers in the subchannel. With Medley, nodes transmits the binary encoding of their traffic demands on random subcarriers. Such methods, however, are semicentralized, because although the AP resolves the collisions in the request signal, important decisions, such as the set or the number of subchannels to request, are still made by the nodes, which in many cases are not optimal. In contrast, with ABF and CFM, the AP has the complete knowledge of the nodes for the purpose of scheduling data transmissions and can find better schedules, confirmed by the performance comparision in Section VII. In addition, although D-Fi is close to ABF in request signal generation, the key difference between ABF and D-Fi is the decoding algorithm. The successful decoding with D-Fi is based on Machine Learning, which, as mentioned in [13] , may limit its application in networks with more dynamic channel conditions, because it requires past channel information and assumes it to be close to that of the current channel. In contrast, ABF employs a very efficient decoding algorithm with proven convergence, which can decode the response signal without prior knowledge of channel state information and can be implemented in hardware at low cost.
3) Contention-Based Methods With Distributed Decoding: Distributed methods have also been proposed to compete medium access in the frequency domain, such as MCBC [4] , Back2F [7] , REPICK [8] , OFDMRR [11] , WiFi-BA [9] , which typically let the node that selected the highest or lowest subcarrier be the winner. ABF and CFM are designed for centralized networks and are not in the same category as such methods; also, centralized algorithms, when applicable, typically perform better than distributed algorithms.
B. Bloom Filter
ABF has deep roots in the Bloom filter [15] , which has much studied such as in [16] and [17] . The key differences between ABF and typical Bloom filter is that ABF handles analog signals, which are subject to random noise and fading, therefore in many aspects are more challenging.
C. Non-Orthogonal Multiple Access (NOMA)
With NOMA [18] , nodes also share resources such as OFDM subcarriers and the base station may use Successive Interference Cancelling (SIC) to decode the composite signal from multiple nodes. NOMA and the proposed ABF and CFM focus on different problems and are complementary. That is, NOMA is used to improve the data communication speed, when traffic from the nodes is known, while ABF and CFM are used to inform the AP about data traffic, such that the AP can schedule the data transmission.
D. Uplink Scheduling
The rich literature on uplink scheduling [19] , [20] focuses on improving the data transmission speed and fairness, when the existence of the data is known, therefore is different from ABF and CFM in a similar manner as NOMA.
III. OVERVIEW
This section gives an overview of the query techniques and the Muqmac protocol.
A. High-Level Descriptions of Muqmac
In Muqmac, the AP is the central controller of the network. It learns control information from the nodes by issuing queries and analyzing the response signals from the nodes, after which it may schedule the data transmissions accordingly. In this paper, the focus will be the uplink operations, as the proposed query techniques apply to the uplink. A screenshot of the medium usage of Muqmac obtained from the prototype implementation is shown in Fig. 1 , where each uplink cycle consists of the following steps in this order: 1) the query from the AP, 2) the query response from the nodes, 3) the announcement from the AP of the uplink transmission schedule, which typically consists of a list of transmissions from multiple nodes, and 4) the data transmission from the nodes according to the schedule.
B. ABF and CFM Queries
The responses to the ABF and CFM queries are both only one OFDM symbol and are sent back-to-back after the query message from the AP. The frequency domain response signals of the ABF and CFM queries in one experiment with the prototype implementation can be found in Fig. 1 . The number of subcarriers is 256, among which 240 subcarriers are used by the system, because it was assumed certain subcarriers, like the DC subcarrier, must be reserved in a practical system.
With ABF, a node can reply one bit information to the AP. If the response is '1', the node is considered active, and idle otherwise. Every node in the network is assigned a random set of subcarriers. An active node may transmit signals on the assigned subcarriers at the same power level as for data transmissions, i.e., activate these subcarriers. An idle node remains silent. The signals from all active nodes add up in the air and is received by the AP. The AP is aware of the subcarrier assignments and inspects the signal powers on the subcarriers to determine the identities of active nodes. Fig. 2 shows a simple example, where subcarriers (70, 150, 200) have observable powers and are exactly the subcarriers assigned to node A, therefore the AP can determine that node A is active. In practice, the challenge is to cope with collision and non-flat fading, at low complexity without the channel state information. Due to the random assignment, a collision may occur, i.e., a subcarrier is assigned to multiple nodes. In Fig. 2 , nodes other than node A are the idle nodes, with the subcarrier assignment of one idle node, node B, shown as the black dashed lines. There is a collision at subcarrier 150, which is assigned to both node A and node B, but the AP can resolve the collision because it sees that the other 2 subcarriers assigned to node B have low power, and therefore can determine that node B is actually not active. With nonflat fading, signal strengths on different subcarriers from the same node can vary, such as the dashed curve shown in Fig. 2 for node A. The AP has to cope with weak signals on some subcarriers, such as subcarrier 70 for node A.
With CFM, a small selected set of nodes are assigned nonoverlapping groups of subcarriers, and may encode multiple bits of information as the query response by activating a subset of the assigned subcarriers according to an error correction code. Fig. 3 shows an example with the signal from one node. The AP checks the assigned subcarriers of each selected node one by one, and decodes the error correction code to recover the information.
C. Uplink Operations
At the beginning of the uplink cycle, the AP broadcasts the query message, which contains: 1) an integer as the randomization seed for the nodes, with which each node may run the same pseudo random number generator as the AP to find its assigned subcarriers for ABF, 2) the CFM list, which is a list of nodes that should respond to the CFM query, 3) the NoABF list, which is a list of nodes that should not respond to the ABF query, and 4) a list of acknowledgements (ACK) to the uplink data transmissions in the last cycle.
When a node receives the query message, it resets its seed for the random number generator and may adjust its queue state according to the ACKs. A node will respond to the ABF query if it has a non-empty queue and is not in the CFM list nor the NoABF list. A node will respond to the CFM query if it is in the CFM list, where the response is its queue length information, which is the sequence number of the next byte that it should receive from its upper layer, capped at a point to avoid confusion at the AP due to wrap around.
The AP then decodes the response signals. If a node responded to the ABF query, it will be added to the CFM list of the next query. It could happen that the CFM list is full because the CFM query can only accommodate a small number of nodes, which is 13 in the current implementation. In this case, the node will be added to the NoABF list of the next query and the CFM list of a later query. After the AP has decoded the CFM query responses, it adjusts the queue length information of the nodes. Based on the new queue states, the AP runs a scheduling algorithm to determine the uplink transmission schedule of the next cycle. The uplink data can be sent according to OFDMA, with which multiple nodes may transmit to the AP simultaneously on different subcarriers. The AP and the nodes can run a simple byte-stream link protocol to ensure the correctness of the data.
IV. THE ABF QUERY
In this section, the ABF query is discussed in details, including the encoding and decoding algorithm of the query message, as well as the analysis of decoding algorithm.
A. Encoding the ABF Query
Encoding the ABF query is conceptually very simple. Based on the random seed announced by the AP and its ID, each node selects K subcarriers. An active node basically transmits the same power on each selected subcarrier. To be more specific, it transmits one OFDM symbol, preceded by a cyclic prefix of appropriate length, and modulates the selected subcarriers with unit amplitude. An idle node remains silent.
More details related to the encoding process are given in the following.
1) The Value of K: K is an important system parameter, the best value of which and can be found offline. K must be sufficiently large to combat non-flat fading, i.e., the signal power on different subcarriers being different, to ensure that at least some assigned subcarriers are strong. It should also match the intended application scenario. To elaborate, denote the number of subcarriers in the system as M and the number of active nodes as N . Note that M is determined by the requirements of data communications and N by the traffic condition. A simple rule to narrow down the search space is that (
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K should acceptably small, when N is below a certain value based on the typical conditions in the network. For example, in the current implementation in which M = 240, assuming N ≤ 12, K is chosen to be 8. This is because (
KN M )
K is approximately the probability that the subcarriers assigned to an idle node are all activated. Also, [
K , is approximately the probability that the subcarriers assigned to an active node are all assigned to other active nodes. In other words, (
K is likely close to both the False Negative (FP) and False Positive (FN) ratios, where an FP event occurs when an idle node is considered active and an FN event occurs when an active node is considered idle.
It must be mentioned that the exact FP and FN ratios of ABF are much more complicated to compute, because it depends on the non-flat fading conditions of the channel; i.e., some activated subcarriers may be very weak which may lead to FN events. As will be explained shortly, the proposed decoding algorithm will also likely help reducing FP and FN events, because it removes the subcarriers assigned to a node when the node is determined to be active. Therefore, even when an idle node is assigned all activated subcarriers, it may not result in an FP event because all its subcarriers may have been removed; similarly, even when an active node is assigned subcarriers all also assigned to other active nodes, it may not result in a FN event because it may become the winner in one round before other active nodes.
2) Subcarrier Selection: A naive assignment of the subcarriers is a random assignment, i.e., selecting a set of K subcarriers uniformly among all possible combinations of K subcarriers. However, this may lead to all assigned subcarriers in weak parts of the frequency response. Therefore, a zone strategy is adopted in ABF, according to which the subcarriers are partitioned into K zones, where the zone sizes are equal or differ by one if M cannot divide K. A subcarrier is randomly assigned to a node in each zone. The advantage of this strategy is that a node always has a subcarrier in each zone, which makes it unlikely that all subcarriers experience deep fading.
B. Discussion of the Decoding Complexity
The AP should run an algorithm to analyze the received signal and infer the state of each node, i.e., whether the node is active or idle. To gain insight of the complexity of this problem, it is helpful to first consider a highly idealistic case, where: 1) the instantaneous channel states of all nodes are known to the AP, and 2) the signal is much stronger than the noise such that the noise can be neglected. The Ideal ABF Binary Detection (IABFBD) problem is defined as classifying the nodes as active or idle, under the constraint that the summation of the signals from the active nodes should equal to the measured signals at each subcarrier.
Theorem 1: The IABFBD problem is NP-hard. Proof:
The proof is a reduction from a slight variation of the Subset Sum Problem (SSP) [21] , which is known to be NP-hard. In SSP, a set of integers and a number ω are given, and the goal is to find a subset of integers in the set with summation exactly ω. In the variation needed in the proof, referred to as vSSP, an additional condition is given, that it is known that such a subset exists. Clearly, vSSP is also NP-hard, because any SSP instance can be solved by a vSSP solver. That is, the vSSP solver will return the subset if such a subset indeed exist, or should enter an undefined state, such as hanging, which can be used to infer that such a subset actually does not exist. Given any vSSP instance, an IABFBD instance can be constructed as follows. For each integer in the vSSP instance, create a node. If the integer value is x, let the node's signal amplitude at subcarrier 1 be x and the phase be 0. Let the node's signal strength at all other subcarriers be 0. Let the measured signal amplitude be ω on subcarrier 1 and 0 on other subcarriers. Clearly, a feasible solution to the constructed IABFBD instance is a feasible solution to the vSSP instance.
C. BelFix -The ABF Decoding Algorithm
The proposed decoding algorithm is referred to as BelFix, because it is based on belief propagation and is basically a fixed point method. BelFix can be applied to AP with any number of antennas, because it makes decisions based on the total power received from all antennas for each subcarrier. In practice, the main challenges in decoding the ABF query response are: 1) handling collisions in subcarriers without the instantaneous channel state information of any node, because the query response is simply one OFDM symbol with no preambles for channel estimation, 2) handling highly non-flat channels in which an activated subcarrier may have very low received power level, and 3) maintaining low complexity because the algorithm may have to be implemented in hardware.
1) Preliminaries and Notations:
BelFix may mark a node as idle or active; once such a decision is made, the node is not reexamined. It may also mark a subcarrier as removed, after which the subcarrier is not reexamined. Other notations are listed in the following:
• M : the total number of subcarriers.
• K: the number of subcarriers assigned to a node.
• Ω i : the set of subcarriers assigned to node v i .
• K i : the number of subcarriers assigned to node v i that
have not yet been removed. • Φ j : the set of nodes assigned with subcarrier s j .
• μ and σ: the mean and the standard deviation of the noise power on a subcarrier, which can be measured by the AP.
• ζ j : the received power at subcarrier s j .
• κ: the base credit value, which is μ + 2σ.
• χ j : the credit at subcarrier s j , where χ j = ζ j − κ. The rationale is that χ j should reflect the amount contribution subcarrier s j can provide as evidence for the nodes to be active; hence, the evidence should be positive only if the received signal power is significantly larger than the noise power. 
• T : a threshold equal to 1.5σ.
• Significant: subcarrier s j is significant if χ j > T .
2) Details of BelFix and Rationale:
BelFix is described in Algorithm 1. Basically, it learns from the input signals and infers the amount of credits received by each node, and considers a node active if its credit is above a threshold. A preprocessing step is adopted, in which BelFix marks a node v i as idle if too few assigned subcarriers are significant, i.e., have low power levels, which can help removing obvious idle nodes and reducing the error probability.
The core of BelFix is a loop in which it distributes the credits from the subcarriers among the nodes. For subcarriers with negative credits, it is simply to evenly distribute the credits among all related nodes, which is because the subcarriers with negative credits are almost always those only assigned to the idle nodes who should equally receive the negative credits. The challenge is to find a good heuristic to assign the positive credits. To this end, the idea is that the credit a node v i receives from a subcarrier s j should be proportional to the total credit v i receives from other subcarriers. The rationale is that the amount of positive credits a node receives from other subcarriers can be viewed as the belief in this node from other subcarriers. In this sense, BelFix is basically a belief propagation algorithm. In the case when the total Evenly divide χ j among unmarked nodes in Φ j . 6 : end for 7: for each remaining subcarrier s j where χ j > 0 do 8: for every v i ∈ Φ + j do 9:
end for 11: end for 12: if the last node was marked 4 iterations ago then 13: Let u ← max t x t and H be the number of remaining significant subcarriers in Ω u .
14:
Mark v u as active. Mark subcarriers in Ω u as removed. 16 :
Mark v u as idle. 18: end if 19 : end if 20 : end while 21: for every unmarked node do 22: Mark node v i as active if s j is the only unremoved subcarrier in Ω i and χ j > 5T . 23 : end for credit v i receives from other subcarriers is negative, which can be interpreted as negative belief, no credit will be given to v i from s j .
A useful optimization is to finalize the status of a node. That is, BelFix checks the node with the largest credit, denoted as v u , and marks v u as active and marks subcarriers in Ω u as removed, if the total credit and number of significant subcarriers are both reasonably large. The rationale is that if it has become obvious that a node v u is active, the credits of the subcarriers assigned to v u should not be diverged to other nodes. This is very useful when the signal from v u is strong, in which case even a small fraction of the credits belonging to v u diverged to an idle node is sufficient to result in an FP error. To make sure that the credits have converged before making the next decision, the algorithm does not make a new decision until 4 new iterations have been executed.
Lastly, as an additional step to reduce FN events, when BelFix has exit from the loop, it checks every unmarked node and marks a node as active if it has only one unremoved subcarrier and this subcarrier has very significant power. The rationale is that at this point, if there is still a subcarrier with significant power, an active node has not been found yet, and among the nodes assigned with this subcarrier, the node with only this subcarrier remaining is more likely to be the actual active node than a node with more remaining subcarriers, usually all of which have low or negative credits.
BelFix is simple and can be implemented in parallel and in hardware. The main complexity is the update of the node credits in line 9, but it is not difficult to verify that in each iteration, the numbers of multiplications and divisions are both O(ΨK) where Ψ is the total number of associated nodes, and the numbers of additions are also O(ΨK) for both calculating x \j i and the denominator. It is also clear that the calculation can be carried out in parallel for each subcarrier based on the credits calculated in the last round.
D. Convergence Analysis of BelFix
The credits of nodes usually converge very fast with BelFix, which is a desirable feature and the reason why BelFix waits for only 4 iterations before it finalizes the status of a node. The following theorem explains the core reason for the convergence of BelFix in a slightly simplified scenario, where the base credit value is set to 0. The base credit mainly helps reducing errors when the SNR is very low; therefore, the theorem basically explains the convergence in the high SNR regime.
Theorem 2: If the base credit value is 0 in the BelFix algorithm, the algorithm is guaranteed to converge to a solution exponentially fast.
Proof: If the base credit value is 0, no subcarrier has negative credit. The credit calculation in line 9 of BelFix defines a system of non-linear equations:
for any j and i, and is a fixed point method. As the system maps any point in the solution domain to a point in the solution domain, according to the Fixed-Point Theorem, a fixed point exists, which is the solution of this system.
To prove the speed of the convergence, it is convenient to introduce η
χj as the variable in the system and change the equation to
Suppose the maximum change in absolute values among all variables in an iteration is Δ. Clearly, if the maximum change in the next iteration is only a fraction of Δ, the theorem is true. If subcarrier j is only assigned to node i, x j i never changes; therefore, only subcarriers assigned to multiple nodes need to be considered, and, as a result, after the first iteration, Δ ≤ 
where maximum is achieved when
, and therefore the change is clearly bounded from above by
. Using almost exactly the same steps, it can be proved that the change of η j i is bounded from below by −
. When the base credit value is not 0, the analysis is more complicated mainly because some subcarriers will have negative credits and will contribute constant negative credits to their assigned nodes. As the overall credit of a node is the summation of the negative and positive credits, the fraction of change of the overall credit may be larger than that of the positive credit alone. The negative credits are determined by the noise and is random, which makes deterministic analysis very difficult. Nevertheless, it can still be shown that under a few assumptions that are almost always true, the convergence speed is still guaranteed, the details of which is omitted due to the limit of space.
Another interesting property of the algorithm is proved in the following theorem. 
Therefore,
which leads to
The above equation holds for all j. If the ratios are not all equal, suppose r j1 is the largest. Consider the equation for r j1 , the right hand side must be positive. As a result, ρ > r j1 and thus larger than any ratio. Next, suppose r j2 is the smallest ratio. Consider the equation for r j2 , the right hand side must be negative but the left hand side is still positive, which is a contradiction. Therefore, the only possibility is r j = ρ for all j.
V. CONTENTION-FREE MULTI-BIT (CFM) QUERY
The CFM query is designed to poll a relatively small number of nodes but collecting multiple bits of information from each node with only one OFDM symbol. In addition, the CFM query can also be used to collect other information at little additional cost, such as estimating the propagation delays of the nodes.
A. Encoding the CFM Query
In the CFM query, the subcarriers are divided into K zones and each zone is further divided into groups where each group has V consecutive subcarriers. In the current design, K = 6 and V = 3. In the query, the AP announces the CFM list. The i th node in the list is assigned the i th group in each zone. A node may transmit one code symbol per group by activating only a subset of subcarriers in the group. To be more specific, a code symbol may take 2 V −1 possible values from 0 to 2 V −2. A subcarrier is activated only if the corresponding bit is 1 in the binary representation of a number equaling 1 plus the symbol value; for example, if the symbol value is 5, the binary representation of the number is '110', and only the two most significant subcarriers in the group are activated. By adding 1 to the symbol value, at least one subcarrier for any code symbol is activated, such that the AP may get information about the channel quality in each zone as a side product. To cope with noise and non-flat fading, error correction code is used. In the current design, an RS code defined in GF (7) with minimum Hamming distance 3 is adopted, the generator matrix of which is: . To facilitate the delay estimation, which will be explained shortly, codewords with 4 or more code symbols with at least two activated subcarriers are preferred. With the current choice of code, there are 1198 such codewords and 1024 are used, such that a node can transmit 10 bits with the CFM query. Also for delay estimation, the signal sent on activated subcarriers belong to the same group start with the same initial phase, either 0 or π, then extend to one OFDM symbol length plus the cyclic prefix.
B. Decoding the CFM Query
The AP decodes the CFM message by calculating a cost for each codeword and using index of the codeword with minimum cost as the output. For each codeword, the cost is the total cost of its K symbols, and therefore the codeword cost calculation can be explained focusing on a single symbol. Suppose the symbol takes value β in a particular codeword. The cost basically represents how unlikely the actual transmitted symbol value is β. The AP checks the subcarriers in this symbol one by one. If a subcarrier is not activated according to β, the cost is incremented by the power of this subcarrier; otherwise, the cost is incremented by the difference between the power of this subcarrier and the average power of all subcarriers that should be activated according to β. 
C. Remarks and Analysis on CFM Cost Calculation
The symbol cost calculation is based on the assumption that the difference of received power values at adjacent subcarriers is small, which is likely to be true because the subcarrier spacing is expected to be small. Ideally, it is preferred to define the cost according to the likelihood value, i.e., the probability of observing the power values of the subcarriers for any given symbol value β. For a subcarrier that should be idle according to β, the likelihood is simply the probability that noise has produced the observed power value; however, for a subcarrier that should be activated according to β, the likelihood cannot be calculated, because the fading condition can be arbitrary and the actual received power value without noise is unknown. The proposed cost calculation basically uses the average power value of all subcarriers that are supposed to be activated according to β as the estimated power value of an activated subcarrier, which has been proven to work well in practice. In addition, Theorem 4 also gives theoretical insights of this approach.
The definitions and notations used in the theorem are given in the following. The noise values for an idle and an activated subcarrier are defined as the observed power value and the difference between the observed power value and the ideal power value without noise, respectively; noting that the latter may be negative. The cost for any symbol value β, when the actual transmitted symbol value is α, is denoted as as Λ α (β).
Theorem 4: E[Λ α (α)] ≤ E[Λ α (β)] for any β = α, where E[] denotes the expectation, when the following assumptions are true: 1) the power of the activated subcarriers in the absence of noise are all 1 after normalization, 2) η <
2V −, where η is the upper bound of the expected absolute noise value for both idle and activated subcarriers, 3) the average power of any subset of subcarriers in a group with both idle and activated subcarriers is larger than any idle subcarrier in the group and less than any activated subcarrier in the group, and 4) the expected noise value for an activated subcarrier is 0.
Proof: Denote the observed power values at subcarrier j as ζ j and the noise value as δ j for 1 ≤ j ≤ V . The first part of the proof is to bound E[Λ α (α)] from the above. Without loss of generality, suppose the first L subcarriers are activated according to α and are sorted according their power values where subcarrier 1 has the lowest power. Letζ be the mean of ζ j for 1 ≤ j ≤ L and let p be the last activated subcarrier with lower power level thanζ. The total cost at the activated subcarriers is
Note that regardless of whether or notζ is greater than 1,
As the cost in the idle subcarriers are simply the noise values and
The second part of the proof is to bound E[Λ α (β)] from below. Note that if there is a subcarrier, say, subcarrier 1, that should be idle according to β but activated according to α, Λ α (β) ≥ 1 − |δ 1 | and therefore E[Λ α (β)] ≥ 1 − η and the theorem is already true because of Assumption 2. Therefore, in the following, only cases with no such subcarrier are considered. Let y be the total number of subcarriers that should be activated according to β, and z be the number of subcarriers that should be activated according to β but idle according to α. Without loss of generality, assume their indices are 1 to y and 1 to z, respectively. Note that z cannot be 0 or y, because z = 0 means that β and α are identical and z = y means that β activates no subcarriers. Let
which is the average power of activated subcarriers according to β, and, according to Assumption 3, is greater than the power level of any idle subcarrier and less than the power level of any activated subcarrier. Therefore,
Therefore, using Assumption 4,
It can be then verified that E[Λ α (β)] is minimized at 1 − η when z = 1 and y = 2.
To reduce the complexity of the analysis, Theorem 4 makes the 4 assumptions. Assumptions 2 basically gives the bound for SNR requirement and Assumption 3 is almost always true in practice. Assumption 4 is a convenient assumption about noise, which is still fairly close to the reality because noise is uncorrelated with the signal. Assumption 1 is actually not true in non-flat fading channels; however, it does not restrict the application of the theorem because the difference in subcarrier channel states can be regarded equivalently as noise in the proof.
D. Learning the Channel Condition
The CFM query also allows the AP to learn the channel conditions of the nodes. To better schedule the uplink transmissions, the AP may let multiple nodes transmit simultaneously on disjoint subcarrirers, because a subcarrier may be weak for one node but strong for another. As a node activates at least one subcarrier in each zone, the AP can easily learn the channel strength distribution of any node for transmission scheduling.
E. Signal Arrival Time Estimation
The CFM query also allows the AP to estimate the arrival time of the signal from the node, which can be very useful for optimizing network transmissions and management, such as aligning the signals from the nodes in time and estimating the distance of the nodes to the AP. The arrival time estimation is not as straightforward as learning the channel strength, therefore, a novel method is proposed, which can estimate the delays from all nodes that responded to the CFM query with just one OFDM symbol. As the estimation process is identical for all nodes, it will be explained for only one node.
1) Estimation Procedure:
After the CFM query message from the AP is sent, the AP will be expecting the responses. It selects Γ equally spaced time instants denoted as γ m measured in μs for 1 ≤ m ≤ Γ, under the constraint that the initial arrival of any node must be within γ 1 and γ m . For any m, the AP takes M samples starting from γ m spanning the length of one OFDM symbol, denoted as a vector V m , and calculates F (V m ), which is the FFT of V m and is called a scan.
To estimate the arrival time of a node, the AP should have decoded its message in the CFM query response. Based on the decoded message, the AP finds subcarrier groups assigned to this node that have at least two activated subcarriers. For each such group g, the AP selects two activated subcarriers with indices j g,1 and j g,2 , respectively. The AP calculates 2) Explanations: For simplicity, it will first be assumed that there is a single path from the node to the AP; the more realistic case with multiple paths will discussed afterwards. As the same explanation applies to all subcarrier groups, only one generic group will be discussed in the following and the index of the group is dropped for convenience. Also, as the explanation is the same for initial phase 0 or π, the initial phase is assumed to be 0.
Let the indices of the two selected subcarriers in this group be j 1 and j 2 , respectively. Note that when the signal first arrives, the signals on both subcarriers j 1 and j 2 have phase 0; and, as they are from the same path, they also have the same amplitude which can be normalized to 1. Also, let δ = 2π/M such that the frequencies of subcarriers j 1 and j 2 are simply j 1 δ and j 2 δ, respectively. As each group has 3 subcarriers, j 2 can only be j 1 + 1 or j 1 + 2, and is assumed to be j 1 + 1 because the discussions for both cases are almost the same.
The output of FFT for any subcarrier is basically the dot product value between the received signal and the conjugate of the pure sinusoid on the frequency of this subcarrier. As subcarriers j 1 and j 2 are very close, they will likely have similar dot product values with the signals on other subcarriers in the received signal, which will cancel each other out after the subtraction. As a result, d m can be approximated as
where P m (j 2 , j 1 ) represents the dot product between the signal on frequency f 2 δ in V m and the conjugate of the pure sinusoid on frequency f 1 δ; others terms are similarly defined.
The estimation method can be explained by considering two cases:
• When γ m is θ time slots before the arrival time of the node,
which is bounded from the above by 2. On the other hand,
which becomes in most cases the dominating term in d m . Also, for small θ, (M − θ)|1 − e iθδ | will decrease to 0 as θ approach 0. Therefore, when γ m is before the arrival time, d m is expected to decrease as θ decreases.
• When γ m is θ time slots after the arrival time of the node. P m (j 2 , j 1 ) = P m (j 1 , j 2 ) = 0 because the subcarriers are orthogonal in OFDM when the dot product is calculated on complete OFDM symbols. Therefore, in this case,
which increases as θ increases for small θ. Combining the two cases, d m as a function of m will be a curve like a valley with its lowest point at m when γ m is closest to the arrival time, such the the curves in Fig. 9 , which explains the rationale behind the estimation method. Lastly, when the link has multiple paths, each path creates a curve and the overall curve will usually have a minimum point at the valley of the curve of the strongest path.
VI. PROTOTYPE IMPLEMENTATION
Both ABF and CFM, along with the Muqmac protocol, have been implemented on the Microsoft Sora platform. Sora allows signal waveforms to be modulated and demodulated in software and allows a node to switch from receiving mode to transmitting mode in microseconds, which makes it a good SDR platform for physical and MAC layer implementations. The physical layer implementation includes query response modulation/demodulation and uplink OFDMA data modulation/demodulation; other packets, such as the query packet from the AP, are modulated as Wi-Fi packets using the existing Sora code. The implementation also includes the code to enforce the uplink medium access cycle as in Fig. 1 as well as a link layer protocol.
A. Overcoming the Challenges
There are many challenges to overcome during the implementation. The main challenges, which directly impacts the system performance or behavior, are discussed in the following.
1) Synchronization:
As the query responses and the uplink data packets can be from multiple nodes, the responses or data packets should arrive at the AP machine at roughly the same time with differences no longer than the OFDM cyclic prefix, which is actually difficult with the Sora machines in the lab as they do not provide timestamps of the samples. Fortunately, the machines are with exactly the same hardware and software configurations and decode packets at almost the same speed. Therefore, before collecting query responses or uplink data packets, the AP sends a very small trigger packet with only 8 bytes of MAC frame. After decoding the trigger packet, the nodes wait for a fixed delay of 30 μs, then send the responses or data packets. With this and some further optimizations, synchronization is achieved usually within 1-2 μs, which roughly meets the requirements. However, the nodes cannot be completely synchronized and the trigger packets, although small, each costs about 40 μs of medium time and increases the overhead of the implementation.
2) Using Dedicated Thread for Query Decoding: The decoding of the ABF query response involves multiple rounds and can usually take about 5 ms on the AP machine. To avoid leaving the network idle during the decoding, a dedicated thread is used to decode the query response, and, during the decoding, data transmissions take place in parallel. The implication of this is the prolonged latency, because the uplink data cannot be scheduled immediately after the query; however, this problem can likely be solved with a hardware decoder that can decode the query response sufficiently fast.
3) Premodulating Packets: To avoid occasional hardware errors likely due to frequent writes to the transmission buffer, data packets are no modulated on the fly. Therefore, packets of selected sizes are premodulated and their waveforms stored in the transmission buffer of Sora, where the sizes are 20, 40, 60, 80, 100, 136, 168, 200, 233, 268, 300, 400, 500 , 600, 700, 800, 900, and 1002 bytes, noting that the maximum packet size in the prototype is 1000 bytes. When a packet should be transmitted, the closest larger premodulated packet is transmitted instead. The trigger packets are also premodulated. The query packet, uplink schedule packet, and the query response, are modulated by the main thread on the fly as they are small. Due to premodulating packets, however, all control information must be exchanged with the queries, because it cannot be piggybacked in the data packets.
B. Uplink Data Transmission and Scheduling
A simple version of uplink OFDMA is implemented, which allows two nodes to send data to the AP simultaneously on different sets of subcarriers. The uplink data transmission is on OFDM symbols with 256 subcarriers divided into two equal half, one for each node. For simplicity, the core of the Sora Wi-Fi physical layer code is reused and each node basically transmits 2 Wi-Fi OFDM symbols on each half. The cyclic prefix is 1/4 of the symbol, i.e., 3.2 μs at 20 MHz bandwidth. There are actually no practical limitations to extend this simple OFDMA implementation to support more simultaneous transmissions; only two are supported currently mainly because there are only two machines acting as nodes. In this version of the prototype, the combined uplink transmission is at 6 Mbps. It should be noted that the efficiency of Muqmac is expected to stay almost a constant for different physical layer data rates, if the uplink cycle length is fixed, because if the physical layer data rate is higher, more data transmissions can fit in a cycle, but Muqmac still uses a nearly constant amount of air time for its queries and schedule announcement. The maximum uplink transmission period is set to 10 ms.
A simple uplink scheduling algorithm is adopted, mainly to demonstrate the effectiveness of the information collected from the queries. The input to this algorithm is the queue length of all active nodes, along with their channel qualities learned from their latest CFM query responses. The algorithm runs in rounds and schedules one transmission per round. In each round, if there is only one node with data, the algorithm schedules transmissions only for this node. Otherwise, it first randomly selects a node, then finds a second node that has the best combined channel quality with the first node, and schedules a transmission at the maximum length, i.e., when at least one of the nodes empties its buffer, or when the maximum size of the packet is reached. The algorithm stops when the scheduled transmissions exceeds a time limit, or when no node still has buffered data. A standard sliding window link layer protocol is implemented to cope with packet or control information loss, with which both the AP and the node maintain a window. The AP accepts any bytes in the window but delivers only in-order bytes to the upper layer.
C. Virtual Nodes on One Machine
Due to the limitation of the number of machines, the implementation supports virtual nodes such that one machine can host multiple nodes. Basically, the signal sent by a machine is the summation of the signals from all virtual nodes residing in this machine.
VII. EVALUATIONS
The ABF and CFM queries are evaluated both with wireless channel model as well as experiments on the prototype implementation. The Muqmac protocol is evaluated with the the prototype implementation.
A. Evaluating ABF and CFM With Channel Model
ABF and CFM are first evaluated with channel data generated by the 802.11n channel model code at [22] according to model E, which represents large environments with delay spread 0.73 μs. Simulation-based evaluation is used because of the practical limitations in the testbed. To be more specific, the Sora machines have a small dynamic range and have to be stationed close to each other for reliable communication; as a result, the channels encountered in the experiments cannot represent actual networks and do not pose enough challenge to ABF and CFM. On the other hand, the Sora hardware seems to introduce interferences on some subcarriers or has some nonlinear effects, which can degrade the performance of ABF, as the experimental evaluation shows, while such effects may not be present on other platforms. In the simulation, the number of antennas is 3. White Gaussian noise at different levels are added to the signal leading to various SNRs.
1) ABF Performance:
In the evaluation of ABF, the number of associated nodes is 512 and each node is assigned 8 subcarriers. Fig. 4 shows the FP and FN ratios of ABF as functions of SNR, when N , the number of active nodes in ABF simulations, is either 4, 8, 12, 16 , and 20, representing low, medium, high, very high, and extremely high load, respectively. As expected, less number of active nodes lead to better performance, however the differences when N is 12 or lower are quite small, with FP and FN ratios both close to 10 −4 or lower when the SNR is 15 dB or above. When N = 20, the FP ratio becomes almost an order of magnitude higher than when N = 16, suggesting N = 20 has exceeded the capacity ABF. Therefore, under this setting, the performance of ABF is very good when N is 12 or lower, and is still acceptable up to N = 16. As the network protocol such as Muqmac issues a query every 10 ms and only nodes turned active in the 10 ms interval need to respond to the query, N is expected to be small in practical settings, and ABF will be able deliver good performance. It can also been seen that the FP curves for all values of N seem to be almost flat, because the FP events in ABF are mainly caused by collision, i.e., idle nodes sharing subcarriers with active nodes. The FN curves show some transition when the SNR increases up to around 16 dB, and are stable afterwards.
ABF is further compared with SMACK [1] , [2] and a naive decoding algorithm, referred to as NAI:
• SMACK assigns dedicated subcarriers to each node. A node is considered active if the total amount of power received in all assigned subcarriers from all antennas is greater than a threshold. SMACK under two settings, referred to as SMACK_1 and SMACK_2, are considered, in which the number of subcarriers assigned to a node is either 1 or 2, respectively. SMACK is not very sensitive to the number of active nodes because nodes do not interfere with each other; therefore, in SMACK simulations, the number of active nodes is always 16. The power threshold for SMACK is selected such that the FP ratio of SMACK is roughly the same as ABF in the more challenging case where N = 16, because the FP ratios of both ABF and SMACK tend not to be very sensitive to the change of SNRs, and their performance can be differentiated according to the FN ratios under similar FP ratios.
• With NAI, the signal is modulated exactly as ABF, but is decoded by mimicking the digital Bloom filter. To be more specific, a threshold is chosen and any subcarrier with power level more than the threshold is considered activated and not activated otherwise. A node is considered active if and only if all its assigned subcarrires are activated. Similar as SMACK, the threshold of NAI is chosen such that its FP ratio is close or worse than ABF when N = 16. Fig. 5 shows the FP and FN ratios as function of SNR of ABF, SMACK, and NAI. It can be seen that SMACK_1 suffers poor performance, as its FN ratio is very high, i.e., around 10 −2 , even when the SNR is 16 dB; therefore, SMACK must use 2 subcarriers or more per node. SMACK_2 does achieve good performance, but ABF achieves similar performance when N = 12 while using only one OFDM symbol instead of 4 OFDM symbols required by SMACK_2 in this setting. NAI basically fails, because it has almost the same FN ratio as SMACK_1 but even higher FP ratio than SMACK_1, which proves the need for more intelligent algorithms such as BelFix to decode the ABF signal.
As nodes transmit simultaneously in the ABF response, one concern is the power leakage, i.e., a strong signal on one subcarrier leaking to neighboring ones. Although, in theory, such leakage does not exist because the subcarriers are orthogonal; in practice, the orthogonality may not be perfect because of the residual Carrier Frequency Offsets (CFO). That is, even after adjusting the carrier frequency to match that of the AP, the carriers of different nodes may still have slight differences. Fig. 6 shows the performance of ABF with N = 16, where half of the nodes are normal nodes with SNR 15 dB and zero CFO, while the other half may have higher power than the normal nodes up to 20 dB and non-zero CFO, where the CFO is shown as the percentage of the subcarrier spacing. It can be seen that when the CFO is no more than 2.5% and the power difference is no more than 10 dB, the FP ratio and the FN ratio of the normal nodes are not affected. Fig. 7(a) shows the message decoding error ratio of CFM, where it can be seen that the error ratio is low, i.e., below 10 −4 when the SNR is 14 dB, which makes CFM a reliable method to collect important information from the nodes. To measure the delay estimation with CFM, random offsets in the range of 0 to 2 μs are added to the time domain signal for each individual node. As the delay spread of the channel model is 0.73 μs, the delay difference in the received composite signal from all nodes can be as large as 2.73 μs. The estimation error is defined as the difference between the estimation and the introduced random offset. Fig. 7(b) shows Cumulative Density Function (CDF) of the estimation errors, when the SNRs are 12 dB and 20 dB, respectively. It can be seen that the estimation error is quite small, i.e., within [−0.1, 0.3] μs in over 99% of the cases when the SNR is 20 dB, and within [−0.2, 0.4] μs in over 96% of the cases when the SNR is 12 dB. A significant part of the error is caused by the delay difference between the strongest path and the first path, which is usually between 0.05 μs to 0.1 μs in the channel model, as the delay estimation method usually converges to the delay of the strongest path.
2) CFM Query and Delay Estimation:
B. Experimental Evaluation of ABF and CFM
ABF and CFM are also evaluated on the prototype implementation with the same setting as in simulations. Fig. 8 shows the performance of ABF, where the SNR for the FP figure is defined as the SNR of the machine with stronger signal, and the SNR for the FN figure is defined as the SNR of the machine the virtual node resides in. It can be seen that while some general trends are similar to those in the simulations, the experimental results require higher SNRs to achieve the same FP and FN values as the simulations, which partly is because the Sora machines have only one antenna instead of 3 in the simulations, leading to higher noise variance in the signal processed by the BelFix algorithm, and partly due to the interference inside the machine and non-linear effects as mentioned earlier. The problems with the testbed machines are particularly apparent from the FP ratio, as the FP ratios increase as the SNR increases and eventually reach as high as 10 −3 , which is mainly caused by the interferences. Nevertheless, the experiments show the success of decoding the ABF response signals transmitted from more than one machine simultaneously at a reasonable error ratio in real time even with a software implementation, further confirming the practicability of ABF and the BelFix algorithm. CFM is also evaluated with experiments. As no decoding error was found, which mostly is because the experimental links are much flatter than the simulation links, the focus will be on delay estimation. To evaluate the delay estimation, the timing synchronization errors of the machines are exploited, because such errors naturally lead to different delays of the nodes. For example, Fig. 9(a) shows the delay estimation score curves of the nodes in one typical case, which clearly are in two clusters, corresponding to the sets of virtual nodes in two machines. The delay estimation performance is measured by the difference between the measured delay difference and the estimated delay difference of the machines. To be more specific, in the experiments, the machines are programmed to send a sharp pulse 8 μs after the query response, which is the spike signal after the query response in Fig. 1 . The measured delay difference is defined as the time interval between the peaks of the two pulses. The estimated delay differences is obtained by subtracting the estimated delay of a random virtual node in machine 1 by that of a random virtual node in machine 2. The SNR of a particular case is defined as the SNR of machine 2, which is lower than that of machine 1, because the estimation error is likely determined by the weaker signal. Fig. 9(b) shows the CDF of the error of the estimated delay difference, where it can be seen that the estimation is fairly accurate as the errors are almost all within [−0.4, 0.4] μs when the SNR is 18 dB or above. It should be mentioned that the estimation granularity in the experiments is exactly 0.4 μs, because an FFT is performed only every 0.4 μs to reduce the computation. Again, the experimental results are not as good as the simulation results, mostly because of the larger noise variance with only one antenna.
C. Network Evaluation
Muqmac is evaluated with the prototype implementation and the traffic traces at [23] . As the focus is the uplink, the downlink traffic in the trace is masked, and 3 segments of 5 sec long traces from the trace files, referred to as Traffic 1 to Traffic 3, respectively, are used. The traces are shown in Fig. 10 , where each horizontal line represents the traffic from one node and each marker on the line represents one packet, with the x coordinate and the size of the marker representing the arrival time and the size of the packet, respectively. The marker has 4 sizes depending on the size of the packet where the threshold is set at 1000, 500, 200, and 100 bytes. The selected traffic traces are challenging because the load and the number of active nodes are both high. Specifically, Traffic 1 has high load but is still within the capacity of Muqmac, such that the packet latency can be evaluated. Traffic 2 and 3 are both saturated traffic to test the throughput capacity, where Traffic 2 is mainly large data packets and Traffic 3 is mainly small data packets.
Muqmac is compared with FICA [3] and D-Fi [6] , [13] , both implemented in a simulator, which uses the same amount of physical layer resources as the prototype implementation of Muqmac, but assuming no data packet losses. Ideal conditions for control signals are also assumed, that is, for both schemes, during the contention period, a subcarrier has high power if and only if it is activated by at least one node. For D-Fi, two versions are reported, denoted as dcD-Fi and iD-Fi, respectively, where dcD-Fi uses the direct decoding without Machine Learning, and iD-Fi is the ideal case for D-Fi assuming no decoding errors, i.e., the AP knows exactly the set of nodes contended for any subchannel. For both schemes, the number of subcarriers per channel is 16 and the maximum length of a round is 2 ms. In addition, the result for Wi-Fi at physical layer rate of 6 Mbps is also reported, obtained by an ideal simulator which assumes that a collision will lead to packet loss but otherwise no packet loss, and that whether a packet transmission is a success or a failure is always known to the transmitting node after the transmission completes.
As FICA and D-Fi are evaluated under ideal conditions, i.e., by simulators with no unnecessary overhead, for a more fair comparison, the adjusted throughput of Muqmac, denoted as jMuqmac, representing a lower bound of the throughput of Maqmac in an efficient hardware implementation, is also reported. Basically, the time consumed by obvious overhead due to limitations of the prototype implementation is removed, after which the throughput is obtained by dividing the number of bits received over the adjusted experiment time. The removed overhead includes: 1) the time consumed by the trigger packets, which are not needed in a hardware implementation, 2) the time spent in modulating the query packet and the query response, which are the long idle times in Fig. 1 before and after the query packet, because packet modulation is much faster in a hardware implementation, and 3) the differences of the intended packet sizes and the premodulated packet sizes divided by the data rate, only for successfully received packets, because this difference is clearly an overhead that will not exist with a hardware implementation. Other factors also resulting in wasted air time, such as the failure to receive the query message, data packet loss, are not counted, because the effects are not as obvious to quantify; therefore, the actual performance of Muqmac should be even higher. Fig. 11(a) shows the throughput of the schemes, where the throughput is defined as the number of MAC layer data bits delivered per second. Except dcD-Fi, all perform well for Traffic 1. The following observation can be made for Traffic 2 and 3:
• Muqmac achieves higher throughput than FICA and iD-Fi, i.e., over 13% and 17% for Traffic 2 and Traffic 3, respectively, despite the packet losses and additional overhead in the testbed. After removing some of the obvious overhead, the gain of jMuqmac is over 23% and 37% for Traffic 2 and Traffic 3, respectively.
• jMuqmac reports over 91% and 75% of the physical layer data rate for Traffic 2 and 3, respectively, proving that Muqmac is very efficient, because the physical layer data rate is an upper bound of the throughput. The throughput with Traffic 2 is higher, mainly because Traffic 2 has many large packets, while Traffic 3 has many small packets. Fig. 11(b) shows the CDF of the packet latency with FICA, iD-Fi and Muqmac for Traffic 1, where the latency is defined as the time since a packet appears in the trace to the time the AP has received all bytes in this packet. It can be seen that the latency with Muqmac is reasonably small when the network is not saturated. Despite of the additional packet losses and overhead in the testbed, the average latency of Muqmac is comparable with FICA and iD-Fi. More importantly, the latencies of FICA and iD-Fi are polarized, i.e., packets may either experience very small latencies or large latencies; in contrast, the latency of Muqmac is much less polarized.
VIII. CONCLUSION
In this paper, novel query techniques, namely the ABF and CFM queries, are proposed, with which the AP can obtain key information, such as the identities of the active nodes, the queue lengths, the propagation delays, etc., simultaneously from all nodes in the network. Both the ABF and CFM query responses are just one OFDM symbol and introduce very little overhead to the network. Built on the ABF and CFM queries, a simple MAC protocol, Muqmac, is designed, which can efficiently schedule the data transmissions. The query techniques are first evaluated with simulations driven by the 802.11n channel model E, which show that the ABF query can achieve better performance using much lower overhead than the existing approach, and the CFM query has very low error ratios. Both the ABF and CFM queries, as well as Muqmac, have also been implemented on the Microsoft Sora SDR platform. The experimental evaluation confirms that both ABF and CFM queries can be decoded in real time over real wireless channels with good performance. Also, after removing overhead specific to the physical layer in the testbed, the MAC layer throughput of Muqmac is 75% or more of the physical layer data rate even under very challenging traffic.
