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Objectives: Adverse drug reactions (ADRs) are believed to be a leading cause of death in the world. Phar-
macovigilance systems are aimed at early detection of ADRs. With the popularity of social media, Web
forums and discussion boards become important sources of data for consumers to share their drug use
experience, as a result may provide useful information on drugs and their adverse reactions. In this study,
we propose an automated ADR related posts ﬁltering mechanism using text classiﬁcation methods. In
real-life settings, ADR related messages are highly distributed in social media, while non-ADR related
messages are unspeciﬁc and topically diverse. It is expensive to manually label a large amount of ADR
related messages (positive examples) and non-ADR related messages (negative examples) to train classi-
ﬁcation systems. To mitigate this challenge, we examine the use of a partially supervised learning clas-
siﬁcation method to automate the process.
Methods: We propose a novel pharmacovigilance system leveraging a Latent Dirichlet Allocation model-
ing module and a partially supervised classiﬁcation approach. We select drugs with more than 500
threads of discussion, and collect all the original posts and comments of these drugs using an automatic
Web spidering program as the text corpus. Various classiﬁers were trained by varying the number of
positive examples and the number of topics. The trained classiﬁers were applied to 3000 posts published
over 60 days. Top-ranked posts from each classiﬁer were pooled and the resulting set of 300 posts was
reviewed by a domain expert to evaluate the classiﬁers.
Results: Compare to the alternative approaches using supervised learning methods and three general
purpose partially supervised learning methods, our approach performs signiﬁcantly better in terms of
precision, recall, and the F measure (the harmonic mean of precision and recall), based on a computation-
al experiment using online discussion threads from Medhelp.
Conclusions: Our design provides satisfactory performance in identifying ADR related posts for post-mar-
keting drug surveillance. The overall design of our system also points out a potentially fruitful direction
for building other early warning systems that need to ﬁlter big data from social media networks.
 2015 Elsevier Inc. All rights reserved.1. Introduction
The safety of medicines is a major concern for patients. Harmful,
unintended reactions to medicines that occur at doses normally
used for treatment are called adverse drug reactions (ADRs). ADRs
are among the leading causes of death in many countries. Since
1960s ADRs have been monitored in many countries and by the
World Health Organization (WHO) using pharmacovigilance sys-
tems, also called ‘‘early warning’’ systems [1]. The primary aim ofthese systems is to collect information about possible ADRs, par-
ticularly for serious, rare, and unknown ADRs, at an early stage after
the drugs were marketed. During the clinical trials, that are usually
carried out in the evaluation and marketing authorization stages,
the safety of drugs can only be investigated to a limited extent.
Therefore, it is essential to monitor the safety of drugs after market-
ing [2].
Typically, pharmacovigilance systems rely on the reporting by
physicians and pharmacists, not directly from the patients. There-
fore, the reports that reach the pharmacovgilance system may not
reﬂect the adverse events that were originally reported because of
the ﬁltering effect of physicians and pharmacists. With the
increase of patients’ understanding of illness, many patients wish
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therapy. Pharmaceutical companies are also interested in the
direct reporting of ADRs by consumers in a timely manner during
post-marketing drug surveillance due to the severe legal and
monetary implications [2]. Since reporting of ADRs by patients is
in line with the striving for quality in the healthcare system, a
growing number of countries allow patients to report suspicious
ADRs directly to a pharmacovigilance system [3]. Study has shown
that consumer reporting of ADRs contributes signiﬁcantly to a reli-
able pharmacovigilance [4]. However, not all countries accept con-
sumer reports, especially for developing countries where around
80% of the global population resides [5]. Also a considerable time
lag exists in recognition of serious ADRs using the consumer
reporting. Hence, there is a need for a different approach to the
existing pharmacovigilance.
Social media provides patients a platform to exchange their
drug use experiences. Moreover, social media constitutes a sig-
niﬁcant part of the online search results for information about
health and medical matters [6]. Healthcare research could beneﬁt
from taking advantage of this rich information resource [7,8].
Van Hunsel et al. [9] investigated the motives for reporting ADRs
by patients in the Netherlands, showing that patients are willing
to share their experiences regarding the use of drugs on social
media. These user-generated content (UGC) is rapidly emerging
as tremendous assets for syndromic surveillance, which is con-
cerned with the continuous monitoring of public health-related
sources and early detection of adverse disease events [10]. More-
over, previous research has shown that the analysis of patients’
narratives posted on social media websites is important for assess-
ing the consumers’ perceived risk of ADRs [11], and mining the
relationship between drugs and adverse reactions [12,13]. Finding
and analyzing consumer-generated ADR messages, buried among
millions of consumer posts, is a challenge that has received very
limited attention in prior literature. How to effectively gathering
the vast amounts of drug use information generated by consumers,
and sifting out the ADRs related messages, is the focus of this
research.
However, ﬁltering the consumer ADRs related messages from
social media is not a trivial task. The challenge is: consumer ADR
related messages are usually sparse and highly distributed, while
non-ADR messages are unspeciﬁc and topically diverse. It is costly
and time consuming to manually classify and label a large number
of consumer ADR messages and non-ADR messages for building
early warning systems. Nevertheless, it is relatively easy to obtain
large amounts of unlabeled content on social media. Our research
endeavors to develop a new process to scan large amount of text-
based posts collected from drug-relatedWeb forums. The proposed
system integrates both text and data mining techniques to auto-
matically extract important text features from the posts ﬁrst, and
then classify the posts into positive/negative examples based on
a few pre-identiﬁed ADR related posts. The classiﬁcation process
is based on a partially supervised learning method, which uses a
small number of known positive posts to identify other posts of
similar text features from a large corpus of unlabeled posts. We
test our method on drug-related Web forums and the preliminary
results are encouraging. The proposed method can assist Food &
Drug Administration (FDA) and pharmaceutical companies in iden-
tifying suspicious ADR messages on social media and the result can
be used as input to build an early warning system to prevent future
ADRs.
The remainder of the paper is organized as follows. Section 2
provides the background for text mining techniques in syndromic
surveillance and existing partially supervised learning methods.
We also summarize current research gaps and the need of our
study. Sections 3 and 4 present the experimental methods and
the discussion of the results. Section 5 concludes our discussionwith a summary of our contributions and suggestions for future
research directions.
2. Research background
2.1. Text mining in syndromic surveillance
Text mining techniques have been widely deployed for text
classiﬁcation in a wide spectrum of public healthcare problems.
For example, Lu et al. [14] proposed an ontology-enhanced
approach for classifying free-text chief complaints (CCs) from the
emergency department. Botsis et al. [15] employed a multi-level
text mining approach for automated text classiﬁcation of VAERS
(Vaccine Adverse Event Reporting System) reports. In order to
detect early indications of disease outbreaks from online news,
researchers employed text classiﬁcation in Internet-based bio-
surveillance projects [16,17].
A signiﬁcant amount of research has been done in trying to
identify high-quality healthcare information in social media [18].
For instance, Denecke and Nejdl [19] compared the content of
medical Question & Answer Portals, medical Weblogs, medical
reviews, and Wikis. The results showed that there are substantial
differences in the content of those health related social media.
Huh et al. [20] applied text classiﬁcation methods to determine
whether a thread in an online health forum needs moderators’
help. Based on the use of tags and tag clouds, O’Grady et al. [21]
assessed the credibility of messages in online health forums. Chee
et al. [22] used a machine learning method to classify drugs into
FDA’s watch list and non-watch list based on messages extracted
from online health forum.
The fundamental approach in previous studies for syndromic
surveillance using text based data source was mostly information
retrieval, including ad hoc retrieval and text categorization. Ad
hoc retrieval refers to retrieving text from a relatively static text
collection in response to short term queries. Text categories are
predeﬁned according to the long-term information needs of the
users. For those studies, examples of documents labeled with pref-
erence categories are often available, therefore the task is usually
casted as a supervised classiﬁcation problem [23].
2.2. Partially supervised classiﬁcation
Supervised learning algorithms require high-quality labeled
training data in order to construct an accurate classiﬁer. However,
messages related to consumer ADRs are usually topically diverse
and highly distributed in social media. It is often a mentally
exhausting, if not infeasible, process to manually acquire and label
a large number of consumer ADR posts in order to train a classiﬁer.
In addition, reliable and up-to-date health-related data are of vary-
ing quality, and are difﬁcult to locate on the Web [24]. Finally, due
to the dynamically changing environment of social media, the
labeled training data may soon become outdated.
One way to overcome the difﬁculties is to dynamically augment
the training data through a partially supervised learning algorithm,
which constructs classiﬁers based on mostly unlabeled data and a
small number of labeled positive examples that are of interest to
the users. Fung et al. [25] summarized the characteristics of par-
tially supervised learning as follows: (a) the size of the given posi-
tive examples is so small that it might not be possible to represent
the feature distribution of all positive examples, (b) the unlabeled
examples are mixed with both positive and negative examples, and
(c) no negative example is given. Since no negative example is
given explicitly, it is critical to design good labeling heuristics
(i.e., models/features/kernels/similarity functions) for identifying
both positive and negative examples from the unlabeled datasets
[26]. Generally speaking, the existing approaches that target this
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able negative training examples, (2) enlarging reliable positive
training examples, and (3) enlarging both positive and negative
training examples.
The enlarging reliable negative training examples method tries
to extract representative negative examples from the unlabeled
dataset and train the classiﬁer based on the given positive examples
and the extracted negative examples. Yu et al. [27] proposed an
approach called PEBL (Positive Example Based Learning) that uti-
lizes Support Vector Machine (SVM) to construct a classiﬁcation
model. PEBL ﬁrst employs a rough classiﬁer to initialize approxima-
tion of ‘‘strong negative’’ examples, and then constructs an initial
classiﬁer using the ‘‘strong negative’’ and positive examples. Next,
PEBL iteratively uses the obtained model to identify more negative
examples so as to induce a classiﬁcation model capable of differen-
tiating the boundary between positive and negative classes. Li and
Liu [28] proposed a technique based on the Rocchio algorithm and
SVM. This approach utilizes the Rocchio algorithm for classiﬁcation
and clustering to extract a set of reliable negative documents from
the unlabeled set, and then constructs a classiﬁer iteratively using
SVM. Based on the assumption that the acquisition of the legitimate
emails (negative examples) is more difﬁcult than that of spam
(positive examples), Wei et al. [29] proposed an E2 technique fol-
lowing the PEBL framework for spam ﬁltering. E2 follows the
two-stage framework of PEBL but extends each stage with an
ensemble strategy. The effectiveness of these methods relies on
the premise that the labeled positive examples are sufﬁcient to cap-
ture the diverse characteristics of the positive class.
In many information retrieval applications, positive examples
refer to the data points that are of interest to the researchers in a
binary classiﬁcation problem. For instance, in spam detection,
researchers often employ spam as positive examples and utilize
legitimate emails as negative examples. Moreover, the boundary
(deﬁnition) of a positive class is usually more speciﬁc than that
of a negative class [30]. Hence, it is more likely to identify potential
positive examples from the unlabeled dataset through exploiting
the inherent structures in the positive examples. Ko and Lam
[31] proposed a technique called EAT (Example Adaption for Text
categorization) for automatically seeking more representative
positive examples from the unlabeled documents. This approach
consists of two steps: ﬁrst, extracting a set of potentially positive
examples from an unlabeled dataset; second, generating a set of
classiﬁers iteratively through gradually increasing the number of
positive examples until the classiﬁer reaches its local maximum
accuracy level. The effectiveness of EAT is based on the content-
speciﬁc features that capture the characteristics of the positive
class. However, the content-speciﬁc features of EAT are manually
crafted from a very small number of sample documents. Thus,
the effectiveness of the classiﬁer is highly dependent on the quality
of the content-speciﬁc features given.
Nevertheless, it is not an easy task to extract a proper set of
positive examples due to the diversity of topics exhibited in unla-
beled messages. In order to solve this problem, Fung et al. [25] pro-
posed an approach called PNLH (Positive examples and Negative
examples Labeling Heuristics) using partition-based heuristics that
iteratively extract reliable positive and negative examples from an
unlabeled dataset. The effectiveness of this approach depends on
the core vocabularies of the positive examples (i.e., positive fea-
tures). To be more speciﬁc, the underlying assumption of this
approach is that the positive features are sufﬁcient to capture the
characteristics of the positive class. When the initial labeled train-
ing dataset is too small to be representative of the true positive
class, the performance of this method may deteriorate. In order
to solve this problem, Zhang and Xiao [32] developed an algorithm
called ACTC (Active semi-supervised Clustering based Two-stage
text Classiﬁcation). Using the labeled data as the guide, thisapproach ﬁrst clusters both labeled and unlabeled data. During
the process, a self-training style clustering strategy is used to
iteratively expand the training. At the second stage, a discrimina-
tive classiﬁer is trained with the expanded labeled dataset.
Although consumer ADR messages are more speciﬁc than non-
ADR messages, they are still diverse in topics, including different
drugs, side effects, and diseases. As every topic contains its own
set of core vocabulary, a large number of different topics cancels
out the signiﬁcance of each others’ core vocabulary [25]. Eventually,
it is difﬁcult to extract reliable positive and negative examples
based on the core vocabulary. Moreover, in the problem of partially
supervised classiﬁcation, the most commonly used feature space is
the term space which is usually of very high dimension. The perfor-
mance of the partially supervised classiﬁcationmay deteriorate due
to the high-dimensionality of the text data. However, previous
studies have placed limited emphasis on the dimension reduction
in partially supervised classiﬁcation.
2.3. Research opportunities and objectives
Our review of text mining techniques in syndromic surveillance
and existing partially supervised learning methods reveals several
research opportunities. First, limited research has investigated the
role of partially supervised classiﬁcation in early warning systems
for ADR. Second, existing partially supervised classiﬁcation
research provides limited support for ﬁltering the consumer ADRs
related messages from social media.
Based on these observations, our research is aimed at: (a) devel-
oping an early warning system which leverages existing partially
supervised classiﬁcation research and (b) gaining an understand-
ing of the importance of consumer ADRs related messages from
social media in post-marketing surveillance. The objective of our
research is to bridge the technical gaps existing in the current
ADR detection and to develop an efﬁcient automatic syndromic
classiﬁcation method that can ﬁlter consumer ADRs related mes-
sages from social media.
3. Experimental methods
This study is aimed at designing and examining a new approach
to identify consumer ADR posts on social media. Speciﬁcally, we
develop and evaluate informatics tools and frameworks using a
partially supervised classiﬁcation approach to monitor content
that contains negative sentiments toward certain drugs at targeted
Web forums. Such sentiments could be important indicators of
potential adverse drug reactions [22]. Fig. 1 shows the overview
of the proposed framework. The proposed framework allows for
an automated ﬁltering of postings, where the text classiﬁcation
system is built on LDA modeling and augmenting training data
using partially supervised learning. The detailed description of
each process is presented in the following sub-sections.
3.1. Data collection
We begin with the crawling of Web forums to gather patient
posts from social media. In this study, we conﬁne the analysis to
discussion boards only; however, the same process can be extended
to other social media sources like Twitter and Facebook. Parsing
programs are then developed to extract important information
from the raw Web pages and store them in a relational database.
We extract the following information from each thread: title, text
of each post, date and time of each post, user identiﬁer of each post,
and number of times the thread has been viewed.
Based on the annotation guidelines in [33], we recruited domain
experts to tag a large sample of posts related to the drugs in our
study. The experts read each post assigned to them and assess
Data Collection
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Labeled Positive 
Examples 
Unlabeled Examples
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LDA Modeling
Data Processing ADR Messages in 
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Forum Thread 
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Parsed Forum 
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Classifier 
Construction
Fig. 1. Overview of the early warning system design based on social media data.
Table 1
Descriptive statistics of the datasets.
Dataset # Of words
Biaxin Lansoprazole Luvox
Average doc. length 184 171 179
Average doc. length* 116 113 108
Vocabulary size 23,941 21,534 20,138
Vocabulary size* 19,893 20,867 18,643
 Denotes before preprocessing.
* Denotes after preprocessing.
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related wordings, it is labeled as a positive example; otherwise, it
is labeled as a negative example.
Speciﬁcally, we collect online discussion threads of drugs from
Medhelp. As the pioneer in online health community, Medhelp
has over 12 million users each month sharing medical information
and ﬁnding answers to theirmedical questions since its inception in
February 1994 [13]. In the Drugs section ofMedHelp, users can start
a thread of certain drugs with a post, onwhich other users can com-
ment. There are tens of thousands of drugs in the Drugs section,1
and there can be thousands of threads under each drug. We follow
a previous research in ADR detection [13], and use the keywords
(e.g., Biaxin, Lansoprazole, and Luvox) to spider 3500 threads of dis-
cussion from Medhelp between January 2004 and April 2014. Three
independent medical domain experts are employed to screen and
select ADR posts and non-ADR posts. First, the training set is tagged
by two of the domain experts. To ensure unbiased result, each expert
is asked to independently tag 1500 posts (500 Biaxin posts, 500 Lan-
sorprazole posts, and 500 Luvox posts). Tagging inconsistencies are
then noted and the experts construct a protocol document to govern
the tagging process. Next, the experts adjust their discrepant tags to
conform to the agreed protocol. After all training posts are tagged, a
Kappa statistic of inter-rater reliability is computed. For the ‘‘ADR vs.
non-ADR’’ variable, the Kappameasure is 0.89, which indicates a very
strong agreement between the two domain experts and the outcome
is reliable. Finally, the two experts are asked to resolve their remain-
ing differences to construct a gold standard training set for the sub-
sequent analysis. The testing set is then independently tagged
following the same protocol by the third domain expert.
Preprocessing is performed on all three datasets. First, punc-
tuation, numbers, non-alphabet characters, and stop words are
removed. Second, standard stemming is performed to reduce
inﬂected or derived words to their stem, thus reduce the vocabu-
lary size and address the issue of data sparseness. Descriptive
statistics of the datasets before and after preprocessing are shown
in Table 1.
3.2. Feature space modeling
A feature space is an abstract space where each data instance is
represented as a point in an n-dimensional space. Its dimension is
determined by the number of features used to describe the
instances. In order to characterize the diversity of the consumer
ADR posts, we need to utilize a large corpus in order to achieve1 http://www.medhelp.org/health_topics/drugs_list.better coverage. Since the consumer corpus contains hundreds of
thousands of terms, the challenge is to reduce the high dimension-
ality of the feature space while maintaining the semantic structure
of the original vector space. To this end, we apply the Latent Dirich-
let Allocation (LDA) [34] to construct a topic space over the corpus.
The LDA is a generative probabilistic model that uses a small num-
ber of topics to describe a collection of documents. By representing
a document in the topic space instead of in the term space, the LDA
model can effectively reduce the dimension of the texts while
maintaining the semantic structure of the document.
In LDA, each document in the corpus is modeled as a set of draws
from a mixture distribution over a set of hidden topics. A topic is
modeled as a probability distribution over words. Let T be the num-
ber of topics a LDA model and V be the size of the vocabulary of the
corpus. The LDA model simulates the generation of a document
with the following stochastic process: (1) For a document
dm ¼ fwm;ngNn¼1, sample a topic proportion vector h ¼ ðh1; h2; . . . hTÞ0
from a Dirichlet distribution Dir(a). This is equivalent to an author
deciding what topics to include in a paper. (2) For a word wm;n in
the document dm, sample a topic zm;n according to the multinomial
distribution MultðhmÞ. This process can be regarded as assigning a
word to a topic. The parameter hm is a V-dimensional vector that
deﬁnes themultinomial word-usage distribution of a topic. It is dis-
tributed as Dirichlet with parameter b. (3) Conditioning on a topic
zm;n, sample a word wm;n according to the multinomial distribution
Multð/zm;n Þ. This corresponds to picking words to represent a con-
cept. In order to estimate the parameters h and / for LDA, we need
to maximize the likelihood of the whole data collection – i.e., the
entire corpus D:
pðDja;bÞ ¼
Y
dm2D
pðdmja;bÞ
¼
ZZ
pð/jbÞ
YN
n¼1
pðwm;nj/zm;nÞpðzm;njhmÞpðhmjaÞd/dhm ð1Þ
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the Gibbs sampling inference algorithm [35] for approximation
here, because it is less likely to be trapped in a local maxima than
the other approaches. Let z denotes the vector of the instances of
all latent topic variables andw denotes the vector of all the observed
words of the corpus. The inference algorithm concentrates on the
joint probability pðw; zÞ and applies a sampling approach to instan-
tiate the latent topic variable for each word. Gibbs sampling is a
technique to generate samples from a complex posterior distribu-
tion pðzjwÞ by iteratively sampling and updating each latent vari-
able zi according to the conditional distribution pðzijw; ziÞ, where
zi denotes the current instantiation of all the latent topic variables
except zi andw denotes the vector of all observed words of the cor-
pus. The Gibbs sampling algorithm is as follows: (1) the latent vari-
ables z are ﬁrst randomly initialized; (2) each element zi of z is
iteratively sampled and updated; (3) repeat the last step until the
Markov chain converges to the target posterior distribution
pðzjwÞ; (4) samples of z can be collected from the Markov chain.
3.3. Augmenting training data using partially supervised learning
In this research, we aim to identify consumer posts (documents)
on health related Web forums as candidates for the watchlist (ADR
related) with relatively few known positive (watchlist) examples.
Speciﬁcally, we try to use a small subset of positive labeled posts
to ﬁnd other posts of the same class within a large corpus of unla-
beled posts. A small number of positive examples tend to lead a
classiﬁer to over-ﬁtting. However, manually annotating a large
amount of training examples is an expensive process and does
not scale well for the large dataset in our case. To overcome the dif-
ﬁculty associated with scarce positive training data, the proposed
method can automatically augment the training data using partially
supervised learning that extracts candidate positive and negative
examples from the unlabeled dataset. Hence, it is critical to design
a labeling heuristic which is sufﬁciently smooth with respect to the
intrinsic structure revealed by the labeled and unlabeled points.
In feature space modeling, we use LDA to summarize the posts
fdmgMm¼1 in the whole corpus to a few latent topics fzjgTj¼1. When
learning parameters h and / in Eq. (1), we obtain the topic asso-
ciation of each word in the posts in our corpus. Thus, we are able
to obtain the post-topic association and the word-topic association,
represented as pðzjjdmÞ and pðwjzjÞ, respectively. We can also
obtain the conditional probability of generating post dm from a
topic zj using the Bayes rule:
pðdmjzjÞ ¼ pðzjjdmÞpðdmÞPN
m¼1pðzjjdmÞpðdmÞ
ð2Þ
where pðzjjdmÞ is the topic proportion provided by the topic model.
We assume a uniform prior probability distribution for pðdmÞ.
Using the word-topic association pðwjzjÞ, we can also infer the
hidden topic for the incoming new post x:
pðzjjxÞ ¼ pðxjzjÞpðzjÞPT
j¼1pðd0jzjÞpðzjÞ
¼
pðzjÞ
Y
w2d
pðwjzjÞ
Z
ð3Þ
where pðzjÞ is the prior probability of the hidden topic zj, and Z is the
normalization factor. Then we are able to obtain the similarity
between a new post x and the post dm in the corpus:
pðdmjxÞ ¼
XT
j¼1
pðdmjzjÞpðzjjxÞ ð4Þ
Consider an example to illustrate how to calculate the similarity
between the post dm in the corpus and an incoming post x. We
assume that the latent topics might refer to the four aspects:<‘‘Diarrhea’’, ‘‘Heart Disease’’, ‘‘Depression’’, ‘‘adverse drug reac-
tion’’>. Consider one post with the title ‘‘Not sure what’s wrong’’,
which describes the ADR after taking Biaxin. During the learning
process of the topic model, each word in this post is assigned to
one of the four latent topics. After normalization, the topic distri-
bution of this document can be represented by a vector <0.4, 0.3,
0.3, 0.7>, which denotes the strength of the soft association
between this post and the four latent topics. Similarly, when
another post talking about ‘‘Taking Biaxin for Years’’ comes, using
the same word-topic association (3), it can be represented with
the latent topic vectors as <0.6, 0.2, 0.2, 0.7>. Finally, we can calcu-
late the similarity between ‘‘Not sure what’s wrong’’ and ‘‘Taking
Biaxin for Years’’ on the latent topic space using (4), that is
0.4 ⁄ 0.6 + 0.3 ⁄ 0.2 + 0.3 ⁄ 0.2 + 0.7 ⁄ 0.7 = 0.85.
In order to evaluate the relatedness of a post with the labeled
positive examples, we aggregate the conditional distribution of
all data in the same domain DL:
pðdmjDLÞ ¼ 1Z
X
xL
j
2DL
pðdmjxLj Þ ð5Þ
where DL is the labeled positive example set. We form the candidate
positive dataset by extracting the top M ranked candidates which
are related to DL according to Eq. (5). We use the conditional prob-
ability pðdmjDLÞ as the labeling conﬁdence, estimating how close an
unlabeled example is to the labeled positive dataset. Fig. 2 shows
how to extract more candidate positive examples and negative
examples from the unlabeled dataset.3.4. Classiﬁer construction
The extracted candidate positive and negative examples are not
always reliable. When too many candidate examples are extracted,
it may cause over-ﬁtting problem and lead to performance degra-
dation [36]. Hence, during the classiﬁer construction, we select
reliable positive and negative examples to ﬁt the distribution of
the positive and negative classes, respectively.
Recall that candidate negative dataset CN consists of diverse
topics. It is such diversity that makes all approaches that we dis-
cussed so far impractical to extract reliable examples from the
unlabeled set. The key issue is therefore to reduce the diversity
of topics. One way to approach the problem is to partition CN into
smaller clusters, each represents a fewer number of topics. In the
following, we discuss how to solve this problem through two sepa-
rate procedures, namely, purifying candidate negative dataset, and
building classiﬁer by iteratively selecting reliable positive
examples.
To purify CN , we randomly divide CN into smaller clusters. Using
each cluster and the labeled positive set DL as input, we build clas-
siﬁer to identify reliable negative examples in the cluster and
extract them. The idea is to identify reliable negative examples
from CN in a localized manner. By doing so, each partition focuses
on a small set of more related features.
Many existing clustering algorithms are available for partition-
ing CN . In this study we adopt the classical k-means clustering
algorithm due to the popularity and the simplicity of the method.
A common question when applying k-means clustering is regard-
ing how to determine the optimal number of clusters, k. The results
from our preliminary study (see Section 4.2) shows the perfor-
mance of the proposed system is not sensitive to the selection of
k as long as k is not too small. When there is not enough number
of clusters to effectively represent different groups of topics in
the post, the within cluster diverse topic problem still exist. The
detailed steps of the purifying procedure are described in Fig. 3.
Input: Labeled positive dataset LD , unlabeled dataset U, and relevance thresholdδ .
Output: Candidate positive dataset PC , candidate negative dataset NC .
1. Initialize: Set PC = ∅ , NC      U= .
2. for each md  in U do  
3. if ( | )Lmp d D δ≥ then
4. Let {   }p p mC C d= ∪ , {   }N mC U d= − .
5. end if 
6. end for 
Fig. 2. Algorithm for selecting candidate positive and negative examples.
Input: Candidate negative dataset NC , Labeled positive dataset LD .
Output: Reliable negative dataset NR . 
1. Initialize: Set NR = ∅ .
2. Choose k initial cluster centers 1 2{ , ,..., }kO O O randomly from NC .
3. Perform k-means clustering to produce k clusters, i.e., 1 2, ,...,N N NkC C C .
4. for t = 1 to k do
Two prototype topic vectors, tP
uv
 and tN
uur
, corresponding to the positive and the negative 
prototype respectively, are learned by the Rocchio algorithm as follows:
1 1
' '
L
m Ntm
mm
t L
d Cd D Nt mm
d d
P
CD d d
α β
∈∈
= −∑ ∑
uuv uuv
v
uuv uuv
1 1
' '
L
m Nt m
mm
t L
d C d DNt mm
d d
N
C Dd d
α β
∈ ∈
= −∑ ∑
uuv uuv
ur
uuv uuv
5. for each md  in NC do
find the nearest positive prototype topic vector tP
uv
 to md
uuv
6. if there exist a tN
uur
 (t=1,2,…k), s.t.
t tm md P d N≤
uuruuv uv uuv
then
{ }N N mR R d= ∪
7. end if 
8. end for
• •
Fig. 3. Procedure to identify reliable negative examples.
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to select reliable positive examples from CP . The whole selection
process is outlined in Fig. 4. We select reliable positive examples
by iteratively deleting noisy data from CP . We obtain a set of reli-
able positive dataset RP by merging the given D
L and the updated
positive dataset R0P . The ﬁnal classiﬁer is constructed by running
a particular classiﬁer iteratively with different sizes of RP . The clas-
siﬁer Cm is selected based on its local maximum F1 score for posi-
tive class on the dynamically updated training data. We choose
Support Vector Machines (SVM) as the text classiﬁer due to its
popularity and superb performance in text classiﬁcation.
4. Empirical evaluation
In this section, we demonstrate the effectiveness of the pro-
posed approach for consumer ADR post identiﬁcation. We ﬁrst
describe our evaluation framework, which includes the test beds
and the evaluation criteria. This is followed by an analysis of the
results.4.1. Evaluation framework
For each dataset, we randomly select 40% of the ADR posts as
positive training examples, and mix another randomly selected
40% of the ADR posts and 40% of the non-ADR posts as unlabeled
examples. To maintain the same class distribution, we create our
test set from the remaining 20% of the ADR posts and the randomly
selected 20% of non-ADR posts. Table 2 shows the composition of
the three test beds.
The performance is compared using the F1 score on positive
examples (ADR posts). The F1 score is a popular measure used in
information retrieval and machine learning which trades off preci-
sion p and recall r. The precision p and recall r are deﬁned as follows:
p ¼ Number of true positive posts
Number of the posts classified as positive
ð6Þ
r ¼ Number of true positive posts
Total number of positive posts in fact
ð7Þ
Input: Labeled positive dataset LD , unlabeled dataset U, and relevance thresholdδ .
Output: Reliable positive dataset 'PR .
1. Preprocess: obtain candidate positive dataset PC and candidate negative dataset NC via 
Algorithm 1. 
2. Train a classifier mC  using PC as the positive training set and NC as the negative 
training set, 0F is the F-measure of 0C for the positive class.
3. Initialize max 0; 1; 'PF F m R= = = ∅ .
4. Obtain NR  through running Algorithm 2. 
5. Repeat
6. if PC ≠ ∅ then
7.           Letδ δ δ= + Δ . 
8. for each md  in PC do  
9. if ( | )Lmp d D δ≤ then
10.            Let { }, 'P P m P PC C d R C= − = .
11. end if 
12. end for  
13. end if  
14. Let 'LP PR D R= ∪ .
15. Construct classifier mC  using PR as the positive training set and NR as the 
negative training set.
16. Let mF be the F-measure of mC for the positive class.
17. if maxmF F≥ then
18. Let max mF F= .
19. end if
20. m++;
21. until 1 maxmF F− < .
22. return 'PR .
Fig. 4. Algorithm for selecting reliable positive examples.
Table 2
Composition of the three test beds.
Dataset # Of posts (documents)
Biaxin Lansoprazole Luvox
Corpus
ADR posts 1000 1000 1000
Non-ADR posts 4000 4000 4000
Training set
Labeled positive examplesa 400 400 400
Unlabeled examplesb 2000 2000 2000
Testing set
Labeled positive examplesc 30–80 30–80 30–80
Unlabeled examplesd 970–920 970–920 970–920
a 40% of the ADR posts.
b 40% of the ADR posts and 40% of the non-ADR posts.
c 15–40% of the remaining 20% ADR posts.
d 85–60% of the remaining 20% ADR posts and 20% of the remaining non-ADR
posts.
236 M. Yang et al. / Journal of Biomedical Informatics 54 (2015) 230–240F1 score is the harmonic mean of precision p and recall r:
F1 ¼ 2prpþ r ð8Þ
To obtain a high F1 score, both precision and recall need to be
high.
GibbsLDA++ package is applied to project the domain data onto
the latent topic space, using the posts in the three test beds collect-
ed. In the LDA model implementation, we set the symmetric prior
b ¼ 0:01 as suggested in [37]. The asymmetric prior a is learned
directly from data using maximum-likelihood estimation [38],
and updated every 25 iterations during the Gibbs sampling
procedure.
4.2. Parameter tuning
We ﬁrst conduct preliminary runs to determine appropriate
values for the three key parameters: T (the number of topics), k
(the number of clusters), and Dd (the increment of the relevance
threshold). We use the training examples as the tuning set to
determine suitable parameter values.
In this research, we apply the LDA model to construct a topic
space over the corpus, and simultaneously train the partially
supervised classiﬁcation approach on the low-dimensional repre-sentations generated by LDA. The core assumption of using the
LDA model is that the dimensionality of the topic variable z needs
to be known prior to the training. It is therefore worth exploring
how the change in the number of topics inﬂuences the perfor-
mance of the proposed method for ADR post identiﬁcation. With
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Fig. 5. ADR post identiﬁcation accuracy using different number of topics.
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Fig. 7. The effect of parameter Dd on F1 score of the extracted ADR posts.
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numbers T 2 f5;10;15;20;25;30;35;40;45;50g. Fig. 5 shows the
ADR post identiﬁcation results with different number of topics
for the three drugs selected for studying. As can be seen in Fig. 5,
the performance of the proposed method improves as the number
of topics (T) increases when T < 35. When the number of topics is
set to 35, the proposed method performs the best on all three test
beds. The performance of the proposed method becomes less sen-
sitive to the change in the number of topics when T > 35. The
experimental results show that by applying the LDA model to
reduce the dimensionality problem, the resulting low-dimensional
semantic representation can still effectively characterize the diver-
sity of the consumer ADR posts.
The non-ADR posts (negative examples) comprise more diverse
topics than the ADR posts. We use the k-means clustering algo-
rithm to cluster and purify the candidate negative dataset, which
allows us to identify and remove noisy data in CN in a localized
manner. It is important to select an appropriate number of clusters
to capture the diversity of the negative class. Hence, we perform
test runs to tune parameter k to ﬁnd the best number of clusters.
Fig. 6 shows the ADR post identiﬁcation results using different
number of clusters. The number of clusters k varies from 2 to 30.
We observe that for all three test beds, the performance of the pro-
posed method is less sensitive to the choice of k value when k is
greater than 10.
To better divide the ADR posts and non-ADR posts, we construct
the ﬁnal classiﬁer by running a particular categorization scheme
iteratively using different sizes of RP . This is to ensure that a sig-
niﬁcant number of reliable positive examples are extracted from
the unlabeled dataset. To facilitate the classiﬁer construction pro-
cess, we introduce parameter Dd to control the change of the rele-
vance threshold in the iterative process that converges. Smaller Dd
value will make the change of the relevance threshold slower, and
as a result the algorithm will take longer to converge. Larger Dd
value will make the relevance threshold decay faster, and might
result in missing the optimum value. We set the value of Dd to a
range between 0.01 and 0.05 and report the performance of the0.5
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Fig. 6. ADR post identiﬁcation accuracy using different number of clusters.proposed method in Fig. 7. As shown in Fig. 7, for all three cases
the algorithm renders the highest F1 score whenDd is close to 0.02.
Through the various experiments for parameters tuning, we
also notice that although properly setting the parameters can
achieve better performance, the performance of the proposed is
generally not sensitive to the changes of the parameters within
certain range.4.3. The performance evaluation
In this section, we compare the proposed approach with four
benchmark methods (EAT, PNLH, ACTC and Laplacian SVM). The
ﬁrst three benchmark methods discussed in Section 2.2 are compa-
rable with our approach in the following ways. First, they are inde-
pendent from the classiﬁer implemented. In addition, they employ
the common idea of enlarging positive training examples during
the learning process. In order to compare the performance of our
approach with supervised classiﬁcation methods, we utilize Lapla-
cian SVM as the fourth benchmark method. Laplacian SVM builds
upon the standard SVM framework. Researchers found that Lapla-
cian SVM trained on labeled and unlabeled radiology reports sig-
niﬁcantly outperformed supervised SVMs [39].
Since the parameters involved in the four benchmark tech-
niques greatly depend on the training corpus, and different settings
of the parameter values may result in signiﬁcant variation in per-
formance. We ﬁrst tune the parameters using the training set to
capture the corpus-dependent aspect of each method. To ensure
a fair comparison, we ﬁne-tune the four benchmark methods
according to their respective suggested guidelines [31,25,32,39].
In Table 3, we summarize the parameter values selected for the ﬁve
techniques under examinations.
Due to the fact that the number of ADR posts is much less
than those of the non-ADR posts found in the discussion threads,
we examine the performance sensitivity of the different tech-
niques to the size of the available positive examples. For all ﬁve
methods, we conduct experiments using different proportion of
the labeled ADR posts in the positive test data, ranging from
15% to 40%. The remaining test data in each corpus are used as
unlabeled examples. For each of the three corpora, we generate
20 test sets via repeating the sampling process 20 times. The ﬁnal
performance measure is obtained by averaging the scores from all
20 test runs.
Tables 4–6 show the performance of the ﬁve methods with the
percentage of the positive examples varies from 15% to 40%. Each
column denotes the mean F1 score on positive examples (ADR
posts) of each method. We boldface the best classiﬁer for each
dataset. The last column denotes the improvement to the best per-
former in the benchmark methods. The paired-sample Wilcoxon
signed-rank test was applied to assess the statistical signiﬁcance
with respect to the best benchmark method. For all three tables,
we use the notation ⁄⁄ to indicate signiﬁcance at p < 0.01; and ⁄
Table 3
Summary of parameters tuning results.
Technique Parameters index Values
Our approach T The number of topics 35
d The relevance threshold 0.55
k The number of clusters 18
Dd The increment of the relevance
threshold
0.02
EAT k The distance threshold for
clustering
1.0
s The minimum number of
documents in an informative
cluster
12
e The parameter to facilitate the
classiﬁer construction process
10
PNLH n The number of top representative
features
3700
h The feature strength threshold Self-tuning
/ The average positive referencing
power for all positive cases
Self-tuning
ACTC Maxlter The number of iterations 60
p Percentage of unlabeled examples
used in each iteration
0.5
Lapacian SVM r Gaussian kernel parameter Self-tuning
p Manifold estimation parameter 1
cA; cI The regularization parameters that
control the smoothness of the
separating hyperplane with respect
to the ambient and intrinsic spaces
Self-tuning
Table 4
The pairwise comparison of the F1 scores (on ADR posts) with varying percentage of
positive test examples for Biaxin data.
% Of positive
examples
Benchmarks Our approach
EAT
(%)
PNLH
(%)
ACTC
(%)
Lapacian
SVM (%)
Mean
(%)
Improvement
(%)
15 39.67 43.54 64.57 35.12 70.71 +6.14⁄⁄
20 44.98 51.34 70.31 43.66 75.62 +5.31⁄⁄
25 54.89 55.61 75.17 47.54 78.94 +3.77⁄⁄
30 57.78 60.76 79.87 49.83 82.73 +2.86⁄⁄
35 62.37 66.21 83.19 54.49 85.13 +1.94⁄
40 70.35 75.32 86.24 60.32 89.43 +3.19⁄
Table 5
The pairwise comparison of the F1 scores (on ADR posts) with varying percentage of
positive test examples for Lansoprazole data.
% Of positive
examples
Benchmarks Our approach
EAT
(%)
PNLH
(%)
ACTC
(%)
Lapacian
SVM (%)
Mean
(%)
Improvement
(%)
15 41.53 48.44 65.76 39.75 73.26 +7.50⁄⁄
20 47.36 53.65 72.43 43.87 78.51 +6.08⁄⁄
25 56.87 58.16 78.13 50.66 81.07 +2.94⁄⁄
30 63.19 68.32 80.89 63.97 84.29 +3.40⁄⁄
35 65.94 64.73 82.97 65.64 86.13 +3.16⁄
40 73.08 72.89 90.17 69.31 89.21 0.96
Table 6
The pairwise comparison of the F1 scores (on ADR posts) with varying percentage of
positive test examples for Luvox data.
% Of positive
examples
Benchmarks Our Approach
EAT
(%)
PNLH
(%)
ACTC
(%)
Lapacian
SVM (%)
Mean
(%)
Improvement
(%)
15 40.24 43.63 69.33 37.39 71.37 +2.04⁄⁄
20 45.29 52.77 73.67 43.55 77.96 +4.29⁄⁄
25 57.31 58.89 77.51 54.84 80.38 +2.87⁄⁄
30 62.07 67.24 80.29 57.93 82.51 +2.22⁄⁄
35 68.52 72.53 82.97 61.53 83.98 +1.01⁄
40 74.29 79.59 85.56 63.54 85.43 0.13
2 http://www.accessdata.fda.gov/scripts/cder/drugsatfda.
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signiﬁcant difference.
The p-values of the signiﬁcance test results in Tables 4–6 show
that our approach signiﬁcantly outperform the benchmark tech-
niques in most cases. In addition, we ﬁnd that the performance dif-
ference is more signiﬁcant when the size of the initial positive
example is small. We believe the reason is that the proposed label-
ing heuristic is sufﬁciently smooth with respect to the intrinsic
structure revealed by the labeled and unlabeled examples.
We highlight the strengths of the proposed approach as follows.
First, we apply the LDA model to represent posts (documents) in
the topic space instead of in the term space over the corpus. Such
representation can effectively reduce the dimension of the texts
while maintaining the discriminative power of the original repre-
sentation. Second, the proposed labeling heuristic is probabilistic,
allowing the incorporation of uncertainty into the label propaga-
tion process. Thus we can estimate how close an unlabeled post
is to the labeled positive dataset according to the labeling conﬁ-
dence (probability). The labeling conﬁdence measure is used to
identify candidates for inclusion in the training set during the aug-
mentation process. This is especially important when the size of
the initially labeled positive example is small, as we do not know
the distribution of the positive examples precisely in most problem
situations [30]. As this is a common problem found when analyzing
big data, the method can serve as an effective tool for social media
analytics. Third, the proposed classiﬁer construction process pro-
vides a mechanism that improves the separation of the positive
and negative classes, thus prevents the labeling heuristic from suf-
fering performance degradation caused by extracting too many
noisy data.
4.4. Analysis of the detected ADRs
Another potential use of our approach is to gain better under-
standing of the common vocabularies found in consumer ADRs
related messages in social media. We analyze the extracted topics
from the posts ﬁltered by our approach. Six topic examples, two for
each drug, extracted from the Biaxin, Lansoprazole, and Luvoxdatasets are shown in Table 7, where each topic is related to a par-
ticular ADR.
The six topics shown on the top half of Table 7 were each rep-
resented by the top 10 topic words generated from the positive
examples using the LDA model. On the bottom half of Table 7,
we list the seven most common ADRs in adults taking the drug
over the course of one year from the FDA online drug library.2 As
can be seen from the table, the words within each extracted topic
are quite informative and coherent. For all three drugs, the top 10
topic words from each topic correspond well with the symptom in
the documented ADRs. For example, the ﬁrst topic of the Biaxin data-
set is closely related to the adverse reaction ‘‘diarrhea’’, whereas the
second topic is likely related to the side effect ‘‘nausea’’.
Comparing the extracted topics and the documented adverse
reactions, we found the consumer health expressions are very
diverse. These consumer health expressions have practical implica-
tions for the understanding of ADRs related self-disclosing health
information; they include symptoms, mental status, behaviors,
and help needed. The extracted topic words can not only improve
the accuracy in identifyingADR posts on socialmedia, but also boost
effective communication, health information seeking, and ultimate-
ly informed decision making in post-marketing surveillance.
Table 7
The comparison of extracted topics vs. documented adverse reactions.
Biaxin Lansoprazole Luvox
Extracted topic examples
Diarrhea Nausea Abdominal Constipation Headache Asthenia
Diarrhoea Sickness Abdomen Stool Head Fatigue
Dysentery Stomach Pain Difﬁculty Depression Strength
Stool Retch Bellyache Irregularity Pain Risk
Bowel Upset Stmachache Difﬁcult Anxiety Heart
Movement Discomfort Acute Astriction Help Anxiety
Watery Pain Bloated Intestinal Suffer Dizziness
Loose Food Swelling Bowel Suicide Panic
Running Vomit Belly Evacuation Sick Weak
Liquid Queasiness Question Depression Disorder Somnolence
Documented ADRs
Diarrhea, nausea, abnormal taste,
dyspepsia, abdominal pain/
discomfort, headache
Abdominal pain, constipation, diarrhea,
nausea, abdomen enlarged, asthenia
Headache, asthenia, nausea, chest pain,
palpitation, diarrhea vasodilatation,
hypertension
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In this paper, we propose a novel framework for tackling the
problem of ﬁltering big data from social media in general, and the
application to consumer ADR messages identiﬁcation in speciﬁc.
The framework contains three important components: the dimen-
sion reduction mechanism, the automatic augmentation of the
training data, and the resulting classiﬁer that can effectively extract
consumer ADR related posts from health related social media.
We introduce the application of the LDA model as a dimension
reduction technique that can be applied to various high-dimen-
sional problems that social media analytics facing. We model the
learning process as a partially supervised classiﬁcation problem
aided by a method for retrieving relevant unlabeled posts with
the help of the LDA model. Through this method, we can auto-
matically augment the training data (i.e., reliable positive and
negative examples), thus build a more robust classiﬁer for con-
sumer ADR message identiﬁcation in social media. An important
contribution of this research is that the proposed approach can
characterize the diversity of the consumer ADR posts in a low-di-
mensional feature space, in the meanwhile avoids performance
degradation when augmenting the training data.
We validate the proposed method empirically using data col-
lected from three Web forums in the Drugs section of MedHelp.
First, we conduct experiments to determine the appropriate para-
meter settings. Through the parameter tuning process, we observe
that the performance of the proposed method is generally not sen-
sitive to the changes of the parameter values within a certain range.
Second, we compare the ADR post ﬁltering capability of the pro-
posed method with those of four benchmark methods (EAT, PNLH,
ACTC and Laplacian SVM). The empirical evaluations of the results
from the three test beds (Biaxin, Lansoprazole, and Luvox) suggest
that the proposed method generally outperforms the benchmark
methods and exhibits more stable performance than its counter-
parts, especial when the available posts about certain ADRs are
scarce. The outcome from this study could be used as input to an
early warning system for detection of new ADRs.
For future research, we plan to extend our study in two major
directions to address the current limitations. First, the current
study only considers data collected from a particular social media
platform, the Web forums. The performance of the proposed
method using data collected from other social media platforms
such as tweets or blogs has not been conﬁrmed. Tweets and blogs
are different in nature from forum posts, for example tweets are
much shorter than forummessages. Hence, for our future research,
we intend to explore the applicability of the proposed mechanism
on other social media (Twitter, Facebook, etc.) and investigate onincorporating expert knowledge to guide the topic model learning
process. Second, the topics of the consumer ADR data among dif-
ferent type of drugs can be quite dissimilar. Therefore, in order
to maintain good classiﬁcation performance, we will need to re-
train the model by going through the whole model building pro-
cess stating form crawling, parsing, and tagging the posts for each
type of drug. However, such data-labeling process can be very time
consuming and costly, let alone the time and effort needed to re-
train the model. In order to reduce the effort needed for annotating
consumer ADR messages for each different drug, we plan to extend
the current method by incorporating the concept of transfer learn-
ing model [40], a data mining technique that allows for knowledge
transfer from one learned classiﬁcation domain to another domain.
In other words, if successful, the knowledge we gained from learn-
ing the classiﬁcation of consumer ADR messages of an antidepres-
sant, e.g. Luvox, can be reused to train the classiﬁcation model of
consumer ADR messages of other type of drugs.Acknowledgments
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