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1 序
1.1 本研究の概要
Saaty ([10], [11]) によって確立された階層分析法 (Analytic Hierarchy Process; AHP) 並びに
ネットワーク分析法 (Analytic Network Process; ANP) は,特定の評価対象が,別の評価対象と一
対一で比較したときに 「どの程度 (何倍程度) 好いか」 という問いに基づいて構築される一対比較




評価を行い,相対的な重みを与えるべき対象を, O_{1} , . . , O_{M} で表す.この各対象 \mathrm{O}_{m} (m =
1 , . . . , M) は, $\pi$_{m} という好ましさ,優秀さ,重要さの度合い (優先度) を持っており,未知のベク
トル  $\pi$= ($\pi$_{1}, . . . , $\pi$_{M})^{T} に推定値を与えることが,一対比較行列解析の目的である.問題は相対




ここで,観測された一対比較行列を A= (a_{i,j})_{i,j} で表す.各成分 a_{i,j} は非負値で,対象 Oi が O_{j} よ
りも何倍好ましいかを示しており,1のときは同等を意味する.猶,この設定上 a_{i,i}=1, a_{j,i}=1/a_{i,j}
という制約が必然的に置かれる.このPCM は,意思決定者に対する質問の回答によって作られる
が,回答時に与えられる選択肢は 「何倍」 という数字ではなく 「~ は~ よりもとても好い」 「少し
悪い」 等の言葉によって与えられ,その中から選択させ,後でそれを数値に変換することが多い.
選択肢集合 C は研究によって異なるが,よく用いられるものとしては,「同等」 の1の他に 「 \sim
は~ よりも好い」 を 「少し好い (3) 」 「好い (5)」 「とても好い (7) 」 のように分け,逆数で 「悪い」
を表現した
C7 = {1/7, 1/5, 1/3, 1, 3, 5, 7}
という七段階のものや,そこに 「極端に (9, 1/9) 」 を加えて九段階にした集合,更にはそれらをより
細分化したものがよく用いられる.
また,二つの非負値  $\psi$,  $\omega$ を用いて,幕乗の形で集合を定義した




という形も使用されている.この ( $\psi$,  $\omega$) には例えば (2, 3) が用いられ, 2^{1}, 2^{2}, 2^{3} にはそれぞれ 「少
し好い」 「好い」 「とても好い」 が対応する.これは,対数を取ったときに選択肢問が等間隔になる
という特長を有している.本稿中では,選択肢として C_{(2,3)} を用いることとする.
1.2 従来の解析手法
未知である 「真の優先度ベクトル」  $\pi$ に対して,もしも機械的な一対比較が成された場合,一対
比較行列は
\overline{A} = ( $\pi$_{M}/$\pi$_{1}$\pi$_{2}/$\pi$_{1}1 $\pi$_{M^{:}}/$\pi$_{2}$\pi$_{1}/$\pi$_{2}1 .\cdot.\cdot. $\pi$_{2}/..\cdot$\pi$_{M}$\pi$_{1}/$\pi$_{M}1 ) , (1)
という形で観測されることになる.このような状態は完全整合と呼ばれ,理想的な状態とされる.
優先度推定の代表的な手法である固有値法 (EV 法) は,この完全整合状態の行列 A に対して
\overline{A} $\pi$ = M $\pi$
が成り立っていることを応用し,観測された PCM について固有値問題を解き,その最大固有値に
対応する固有ベクトルを推定値として採用する.
また,この固有値問題に類似した手法としては,pairwise proportion matrix (PPM):
 B = (b_{i,j})_{i_{)}j=1}, , M = (\displaystyle \frac{a_{i,j}}{1+a_{i,j}})_{i,j}
に対して, B+diag (B1_{M}) の最大固有値に対応する固有ベクトルで推定する PPM法が,Lipovetsky
and Conklin (2002) [9] によって提案されている.但し, 1_{M} は1だけを M 個並べたベクトルを意









を, $\pi$_{m} (m=1, . . . , M) の推定値とするという手法である.
この手法は,観測された一対比較値 a_{i,j} が,
a_{i,j} = \displaystyle \frac{$\pi$_{i}}{$\pi$_{j}}e_{i,j} (i < j) (2)
という構造で生じていると仮定し,誤差部分 e_{i,j} の白然対数を取ったときの二乗和





によって推定を行う,調和平均法 (HM 法) も提言されている ( \mathrm{e}.\mathrm{g} . 加藤 (2013) [14]).
Basak (1989, 2002) [1], [2] は,GM 法の基盤にもなっている形 (2) について, e_{i,j} (i< のが,期
待値が1である確率分布に独立に従っていると仮定した構造を用意し,  $\pi$ を未知母数として最尤推
定法 (MLE) によって推定した.
特に,対数正規分布  e_{i,j} iid\sim L_{N} (0 , $\sigma$^{2}) を想定した場合,この最尤推定量は GM 法の結果と定
数倍の不定性を除いて等しくなる.





する為にはある程度の標本数が望まれる.以降,回答者は N (\geq 1) 人いるとし, n(=1, . . . , N) 番
目の回答者が作成した PCM を, A^{(n)} = (a_{i,j}^{(n)})_{i,j} によって表す.
2 離散分布を用いた回答模型 (DPM法)








表現するような,離散確率モデル(discrete probabilistic model; DPM) を用いた方法(Kurata and
Hamada (2018b) [8]) 考える.
2.1 離散表現
先ず,回答者に与えられる 「少し悪い」 「とても好い」 といった各選択肢 c\in C が回答される確率
(頻度) は,真の優先度比 $\pi$_{i}/$\pi$_{j} にどの程度近いのかによって決定されると想定する.例えば,真の
比が 「少し好い」 に対応する数値であるならば,その選択肢が最も多く回答され,これに隣接する
選択肢である 「同等」 と 「好い」 の確率が次いで高く,逆に最も遠い選択肢である 「とても悪い」
の回答頻度はかなり低くなると予想出来る.このような観点でモデルを作るに当たっては,選択肢
間は等間隔であるべきなので,本稿では C として,対数を取ったときに等間隔になる C_{( $\psi,\ \omega$)} 型,特
に C_{(2,3)} を用いることとしている.
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さて, c\in C の真の比との遠さに基づいて,回答確率
p_{i,j}(c) = p_{i,j}(c|$\pi$_{i}, $\pi$_{j}) := \mathrm{P} { c is answered | given \displaystyle \frac{$\pi$_{i}}{$\pi$_{j}} } (3)
が定義される.この表現には,例えば
\displaystyle \tilde{p}_{i,j}^{e}(c) = \exp\{-(\log c-\log\frac{$\pi$_{i}}{$\pi$_{j}})^{2}\}
が考えられる.これはこのままでは確率にならない (和が1にならない) ので,和を分母に与えるこ
とで,




きの a_{l}^{(1)}\prime,j , . . . , a_{i,j}^{(N)} (i< のの分布としては,比較を行う対象 \mathrm{O}_{i} , Oj によって真の優先度比が同じ
とは限らない為,
a_{i,j}^{(1)} , . . . , a_{i,j}^{(N)}  iid\sim Multinomial (1 , (p_{i,j}(c))_{c\in C}) (i < j)
という, M(M-1)/2 種類の異分布となる.
最尤法では,ここから尤度を計算し,それを最大化することでMLE を求める.最尤法は,Kullback




ける精度の落とし難さ) に優れたものとして,Basu et al. (1998) [3], Ghosh and Basu (2013) [5]
による,BHHJ‐divergence family がある.
今回の設定ドでは,任意の  $\alpha$\geq 0 に対して,
d_{ $\alpha$} = \left\{\begin{array}{ll}
\frac{2}{M(M-1)} \sum_{i<}\sum_{j}\sum_{c\in C}r_{i,j}(c) \log\frac{r_{i_{\backslash }j}(c)}{p_{i,j}(c)} & ( $\alpha$ = 0)\\
\frac{2}{M(M-1)} \sum_{i<}\sum_{j}\sum_{c\in C}\{p_{i,j}(c)^{ $\alpha$+1}-\frac{ $\alpha$+1}{ $\alpha$}p_{i,j}(c)^{ $\alpha$}r_{i,j}(c)+\frac{1}{ $\alpha$}r_{i,j}(c)^{ $\alpha$+1}\} & ( $\alpha$ > 0)
\end{array}\right.
(4)
で定義される.但し, r_{i,j} は a^{(1)} . . . , a^{(N)} の持つ真の分布の確率関数とする.これは,KL‐i,j , i,g
divergence を拡張したダイバージエンス族であり,  $\alpha$ を  0 に近づけることで収束する.また,  $\alpha$
を大きくすると推定時の漸近分散が増大することと引き換えに頑健性が強まると知られており,母
数推定の他,適合度検定やモデル選択に応用されている (eg Basu et al. (1998) [3], Basn et al.
(2013) [4], Kurata and Hamada (2018a) [7]).
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このダイバージェンスから導かれる , 優先度推定時の最小化関数は,経験分布によって  r_{i,j} を置
き換えて,推定に不要な部分を取り除いた,
H_{0}( $\pi$) = -\displaystyle \frac{2}{NM(M-1)} \sum_{i<}\sum_{\text{フ}}\sum_{n=1}^{N}\log p_{i,j}(a_{i,j}^{(n)})
H_{ $\alpha$}( $\pi$) = \displaystyle \frac{2}{NM(M-1)} \sum_{i<}\sum_{j}\sum_{n=1}^{N}\{\sum_{c\in C}p_{i,j}(c)^{ $\alpha$+1}-\frac{ $\alpha$+1}{ $\alpha$}p_{i,j}(a_{l,j}^{(n)}\prime)^{ $\alpha$}\}
である ( $\alpha$>0) . 以降,これらを最小化する優先度を \hat{ $\pi$}_{0}, \hat{ $\pi$}_{ $\alpha$} で表すこととする.前者は最尤推定量
に他ならない.







今, M=5 個の項目 O_{1} , . . . , O5は,真の優先度比4:8:2: 1:2を持っているとする.このと
き,真の優先度の比から算出される,回答者が選択肢 c\in C を答える確率
p_{i,j}(c) = \displaystyle \frac{\tilde{p}_{i,j}(c)}{\sum_{c'\in C}\tilde{p}_{i,j}(c')}, \tilde{p}_{i,j}(c) = \exp\{-(\log c-\log\frac{$\pi$_{i}}{$\pi$_{j}})^{2}\}
に基づいて回答データを発生させ,諸手法で優先度の推定を試みる.猶,選択肢集合 C には C_{(2,3)}
を用いることとする.統計解析ソフト \mathrm{R} によって乱数を用いた仮想データで T=200 回の反復を
行い,(手法によっては必ずしもそうしなければならない訳では無いが,比較の為に) 全ての推定値
は和を1に基準化し,それぞれの推定値 \hat{ $\pi$}^{(t)} = (\hat{ $\pi$}_{1}^{(t)}, . . . , \hat{ $\pi$}_{M}^{(t)})^{T} (t = 1, . . . , T) で絶対誤差和
(Sum of Absolute Errors; SAE) \displaystyle \sum_{m=1}^{M}|\hat{ $\pi$}_{m}^{(t)}-$\pi$_{m}^{\star}| を求め,その平均を計算する.猶,AHP 等では
大量の回答者数 N (PCM の個数) は確保され難いということを考慮し,何れもある程度小標本であ







Ⅱ.各一対比較値が,10% の確率で C_{(2,3)} からのランダムな (離散一様分布) 値に置き換わる.





設定 \mathbb{I} では回答時や集計時のミスを,設定Ⅲでは極端な回答,又は不誠実に (考え無しに) 回答し
た回答者の存在を想定している.また,設定 IV, Vでは前提となっている推移性が乱れた状況,つま
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図1: 平均 SAE の推移
表1は,各手法の絶対誤差和 SAE の平均を示しており,最下段には整合比 C.R. (consistency




本稿では,AHP やANP で用いられる一対比較行列 (PCM) に対して,回答者 (意思決定者) に
よって各選択肢が回答される離散的な確率モデルを定義し,ロバスト性を持ったBHHJ‐divergence
に基づいて推測を行うという手法について述べた.
今回行った数値実験では,設定 Vを除いて C.R. からは概ね整合している (0.15を下回っている)
と考えられるが,従来手法や最尤推定では推定精度がかなり降下してしまった.その一方,多くの
 $\alpha$ > 0 に対する BHHJ‐divergence は,非推移的な局面でもある程度の精度を発揮する傾向が得ら
れた.
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