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Abstract: Detecting deception online and in mediated communication is complex and has gained recognition due to
misinformation. Traditionally most deception detection in communication relies on analysing nonverbal cues in body
language and facial expression; mediated communication prohibits many of these cues from influencing the interpretation
of message meaning. Given the ability for deceptive information to thrive online it becomes necessary to develop an
effective method for digital deception data analysis. A method called Statement Analysis (SA) is commonly utilized in
law enforcement and may be suitable for use as is or with modifications in mediated communication research. The goals
of our ongoing research on mediated deception are three-fold: (1) uncover observations about mediated deception,
specifically in social media posts from our current exploratory study, (2) to test and modify the current SA methodology
within our current study for use and application within mediated communication contexts, and (3) to develop a textual
deception detection methodology to apply within mediated communication. The findings of this exploratory research are
presented within the content of examples that may be relevant to the creation and distribution of crisis messages, as the
dissemination of misinformation in crisis events may be particularly critical.
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INTRODUCTION
Interacting with one another, as well as with news and government agencies, and organizations, has greatly altered during
the global evolution towards becoming an increasingly mediated society. Most recently, a public emphasis on
misinformation arises from the rapid diffusion of information using mediated platforms and lagging procedures for
digital integrity and information literacy by both senders and receivers of online messages, thus resulting, arguably, in a
crisis of misinformation and the greater potential for digital deception.
This current research sets forth to explore mediated deception with the focus of research efforts on testing and
modifying a law enforcement methodology known as Statement Analysis (SA) to determine its applicability in the
context of mediated communication and deception research. This report will detail the problem statement and need for
research, as evidenced by existing research findings, and preview the initial findings of the ongoing pilot study. Next
steps for ongoing research are discussed, as well as the potential implications for crisis and risk communication.
PROBLEM STATEMENT & RESEARCH NEED
Today, detecting deception in online mediated communication is proven to be more complicated than in live interactions due to the
lack of nonverbal cues in body language and facial expression which commonly indicate deception. Mediated communication is
recognized as being “cue lean” where only words and text are considered during interactions and message interpretation. Mediated
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communication messages such as exchanges via text messaging and social media posts/comments are known to lack physical cues
to deception that are available in face-to-face or mediated rich (i.e. video messaging, FaceTime) communication [1].
In addition to the challenges brought about by the mediated venue in deciphering cues related to deceptive messages, there is
also a lack of a standard methodology in mediated communication research to flag suspicious or identify untruthful content online
[2]. This deficit has come to light in the recent climate of misinformation, yet research proves that deception is ubiquitous and
thriving in online venues such as social networking sites, chat rooms, discussion boards, news forums, and online dating sites [3].
Given these existing findings, coupled with the rapid evolution and innovation of mediated communication platforms, there is a
necessity to develop an effective method for data analysis to identify suspected deception in social media content and online
messages. While this stated need may be limited to mediated communication in interpersonal and group contexts, there are larger
implications to the demand for this methodology when it comes to the diffusion of misinformation online, particularly during a
crisis.
During this present historical time when there is a growing interest in and urgency towards understanding and identifying
misinformation online, having a means to detect deception in digital environments is vital to communication studies, crisis
communication, other fields of academic study, organizational practices, and in everyday life for users of mediated communication
tools. Recognizing that attempting to harness a means to detect or thwart misinformation online is beyond the scope of an
individual research undertaking, the decision is made to first examine potential methodologies which can assist in detecting
deception online as an initial undertaking is a practical first step towards a much greater and larger research need.
PILOT STUDY METHODS
Guiding the textual analysis of the ongoing exploratory study is the use of the law enforcement methodology called Statement
Analysis (SA) which has been applied in criminal testimony. interview statements, and fraud investigations. SA sets forth to
examine exactly what people say, in writing or text, and is a tool to assist in obtaining and evaluating deception in textual
information. SA is the practice of analyzing individual’s words to determine if subjects are being truthful or untruthful via written
statements [4]. To date, SA has not been used within the field of mediated communication research, although it appears based on
review of the method that it may be fully or partially applicable when evaluating social media content or other digital information.
The method is exclusively used in the context of law enforcement investigations when seeking out deception within transcripts of
interviews, written testimonies, and other documented conversations. This is because “People’s words will betray them” (p. 12)
and “people mean exactly what they are saying” (p. 5) [5].
Participants for pilot study include 247 students enrolled in Communication courses at a four-year institution of
higher education in the United States. Using a survey instrument approved by the university’s Institutional Review
Board (IRB), 1482 truthful and untruthful social media posts were gathered for analysis. In the survey, participants were
asked to write a truthful and untruthful social media post about three scenarios - their most recent vacation, social
gathering and the last time they procrastinated. Basic demographic data was also gathered from participants.
INITIAL FINDINGS
Preliminary findings from the pilot study reveal the following quantitative results and qualitative observations regarding
the next phase of analysis. Statistical data analysis using two-sample t-tests indicated that the difference between truthful
and untruthful length of message for all three topic areas (Question 1-vacation, Question 2-social gathering, and Question
3-procrastination) reached significance at p<.001. The trend that untruthful messages are significantly shorter and lack
elaboration and detail of truthful messages tested true regardless of age, gender, or ethnicity.
Thus far, a 15-page code book of SA methodology is prepared and is currently being reviewed to begin coder training. In
compiling the code book, the realization occurred that some of the items may not be applicable to mediated content. Realizing that
utilizing the coding materials as is may risk skewing the results, additional steps are currently being undertaken to modify the
original SA method based on the items within the process that are relevant to mediated messages. Then this process will be used to
begin the qualitative analysis of the posts.
What is recognizably relevant in mediated messages from the SA method which may flag potentially deceptive content include
several key items. First, truthful messages contain sensory, affective feeling or thoughts information, are usually
grammatically correct, proper pronoun use. Deceptive messages lack contextual time and location, sensory (perceptual)
or affective feeling or thoughts information, often include improper pronoun use (ex, “overuse of “I”, we/you,
he/she/they). Also, deceptive messages may use proper nouns that separate two parties rather than conjoin them, as if
intentionally creating space. For example, someone writing a deceptive message may say “Wendy and I” or “I was with
Wendy” instead of using conjoining words such as “We” or “Us.” Deceptive messages use linguistic hedges whose
meaning implies suspicion or lack of commitment, such as “maybe”, “I guess”, or “sort of”. Deceptive messages use
more qualifying words thank truthful messages, such as “I think,” “I believe,” “I intend,” or “I tried.” Being attentive to
abrupt changes in verb tense or use of nouns, as well as use of excessive punctuation may indicate deceptive content.
Also, including phrases intended to be convincing such as “I swear to God,” “Honestly,” “Really” “Believe Me” “To be
honest” instead of simply being direct may be indicators of deception in mediated messages.
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DISCUSSION
This current research study including these initial findings represent the very early stages of the first phase of what is
anticipated to be a multi-phase, multi-year research project. This current pilot study will provide observations about
mediated deception, specifically in social media posts, and yield insights as to the use of the SA methodology within this type of
research. These are the beginning steps towards the greater goal of developing a textual deception detection methodology to apply
within mediated communication which can be used in communication and crisis research, and beyond (psychology, political
science, etc.). There is a gap to be bridged among this current work in progress and the greater issue of combatting misinformation
online, yet this work begins to create a foundation on which to build larger, more extensive studies perhaps using an adaptation of
the SA methodology and creating greater awareness as to the method’s potential uses and benefits.
This work is meaningful in the realm of crisis and risk communication because the diffusion of deceptive content can be
critical. For example, during Hurricane Sandy in 2012, the social media manager for the Fire Department of New York City
(FDNY) was faced with the paradox of social media outcomes when trying to disseminate information about the storm, as these
mediated platforms were simultaneously encouraging the spread of rumours while also being the most effective way to share
information expeditiously as events developed. At a particular point during the storm, the FDNY social media manager references
misinformation directly by reminding online followers to only reference official websites and Twitter pages of New York City.
"There is much misinformation being spread about #Sandy's impact on #NYC," said the post (p.1) [6, 7, 8].
The veracity of misinformation during Hurricane Sandy created a crisis for news organizations within the context of the crisis
of the natural disaster. News agencies were frequently relying on social media as sources of credible information. In the
aftermath, CNN and the National Weather Service had to deliver apologies for referencing inaccurate information based on what
they had obtained online [6, 7]. To think where social media was a decade ago during these events and the implications for the
spread of misinformation at that time further reinforces the urgency for a reliable means or method to detect deception in online
social media messages. The current study anticipates making a contribution which can add value and knowledge to help address
the need to be able to identify social media posts which may contain untruthful or deceptive information.
CONCLUSION
These findings represent preliminary data analysis of young adults regarding truthful and untruthful social media posts. These
findings represent the beginning stages of exploratory research attempting to flag or identify suspicious, potentially deceptive
online content. By establishing this research foundation, the greater goal is to influence ways to identify mediated exchanges which
may be misleading, deceptive, or contain misinformation. In the short term, the goal of this ongoing work is to explore the use of
SA as a research method for communication studies and mediated communication research while capturing deceptive trends on
social media in the contemporary social media landscape. These outcomes foster recognition of evolving forms of digital
information literacy and respond to the ongoing needs for developing online literacy during an age of misinformation and real-time
mediated information dissemination with great consequences to public behavior, civic engagement, and online engagement.
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