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ABSTRACT
There have been several attempts at correcting process variation induced errors by
identifying and masking these errors at the circuit and architecture level. These
approaches take up valuable die area and power on the chip. As an alternative,
we explore the feasibility of an approach that allows these errors to occur freely
and handles them in software at the algorithmic level. In this thesis, we present
a general approach to converting applications into an error tolerant form by re-
casting these applications as numerical optimization problems, which can then be
solved reliably via stochastic optimization. We evaluate the potential robustness
and energy benefits of the proposed approach using an FPGA-based framework
that emulates timing errors in the floating point unit (FPU) of a Leon3 processor.
We show that stochastic versions of applications have the potential to produce
good quality outputs in the face of timing errors under certain assumptions. We
also show that good quality results are possible for both intrinsically robust algo-
rithms as well as fragile applications under these assumptions.
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CHAPTER 1
INTRODUCTION
Power has been, for some time now, a first-order design constraint for micropro-
cessors [1]. In fact, performance, yield, and functionality are routinely sacrificed
for power considerations today [2, 3].
An important reason whymodern microprocessors consume a significant amount
of power is that they are often designed conservatively (i.e., are guardbanded) to
allow correct operation under the worst-case manufacturing and environmental
conditions [4]. The power cost of conservative design is high and is only in-
creasing with increasing process variation in the current CMOS and post-CMOS
technologies. Applying a power reduction technique such as voltage scaling re-
duces power, but the benefits continue to be limited by the inherently conservative
nature of the baseline worst-case design [5].
Some recent proposals [6] have advocated reducing processor power by elimi-
nating design-level guardbands against worst-case conditions. Processors without
design-level guardbands consume lower power than their counterparts designed
for the worst-case. However, such processors may be unreliable once the volt-
age is reduced below a certain threshold. Unreliability is due to the possibility of
timing errors induced by process variation and environmental fluctuations.
Previous proposals largely employ hardware-based mechanisms to detect and
correct variation-induced errors in processors with reduced guardbands. These
mechanisms often rely on temporal or spatial redundancy to detect and correct
the errors. Hardware-based mechanisms to detect and correct variation-induced
timing errors have associated area and power costs. Costs may be especially pro-
hibitive in the face of drastic reduction in the supply voltage [6, 7].
In this thesis, we explore the feasibility of an approach that allows these er-
rors to occur freely and handles them in software at the algorithmic level (Figure
1.1). An algorithmic approach for error correction would allow us to eliminate
or minimize the area and power cost of lower-level hardware-based mechanisms
to detect and correct errors by replacing the original computation with one that
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Figure 1.1: The traditional approach to dealing with hardware uncertainties is
through guardbanding. We allow hardware errors to be exposed to software
which is robustified to tolerate these errors.
may take slightly longer to complete. The approach presented in this thesis con-
sists of reformulating applications as stochastic optimization problems. In the
last thirty years, the machine learning and numerical optimization community has
produced and analyzed many successful stochastic optimization procedures and
online learning algorithms for solving large-scale learning problems (see [8–10]
for surveys). We propose an entirely different application for stochastic optimiza-
tion: a generic engine for building robust applications on processors that produce
variation-induced errors. Unlike the traditional setting for stochastic gradient de-
scent, where stochasticity arises because the gradient direction is computed from
a random subset of a dataset, here the processor itself is the source of stochasticity.
We call this approach application robustification.
As a specific instance of the proposed approach, we show that it is possible,
under certain optimistic assumptions, to robustify a large class of important, com-
mon applications against timing errors that occur in the numerical units of voltage
overscaled processors. For example, solving least squares problems or finding
eigenvalues of a matrix can be readily cast in a variational form. Similarly, many
combinatorial problems such as sorting an array of numbers, finding a minimum
cut, a maximum flow, shortest distances, or a matching in a graph can also be
cast into variational form. To solve such problems on a stochastically correct
processor (stochastic processor) [11–14], we express them as constrained opti-
mization problems, mechanically convert these to an unconstrained exact penalty
form, and then solve them using stochastic gradient descent and conjugate gra-
dient algorithms. When the source of unreliability in the processor is stochastic,
existing theoretical results on the convergence rate and robustness of stochastic
gradient optimization carry over directly to this setting. This approach is quite
generic, since linear programming, which is P-complete, can be implemented this
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way. In fact, we present examples of robustification under optimistic assumptions
for both applications for which precise outputs are typically required (fragile ap-
plications), e.g., sorting, etc., as well as the ones for which small errors in the
output are typically acceptable (intrinsically robust applications), e.g., IIR filters,
etc.
Note that this thesis explores only the potential upside of the proposed ap-
proach. Several simplifying assumptions have been made (as discussed in Chap-
ter 7 and throughout the thesis). Future work will continue to evaluate and mitigate
the costs.
The contributions of this thesis are as follows:
 We present a general approach for converting applications into a form that
may be robust to variation-induced errors. Our approach is applicable, un-
der certain optimistic assumptions, to all applications that can be mapped
into a stochastic optimization problem. To the best of our knowledge, this
is the first work on a generic methodology to transform application code
for error tolerance that may work for both fragile and intrinsically robust
applications.
 We develop an FPGA-based framework for evaluating the potential robust-
ness benefits of the proposed approach. Our FPGA-based framework emu-
lates timing errors in the floating point unit (FPU) of a Leon3 [15] processor.
We show through our experiments that stochastic versions of applications
can produce good quality outputs in the face of errors under certain as-
sumptions. We also show that good quality results are possible for both
intrinsically robust algorithms as well as fragile applications.
 We demonstrate that there is a real need to develop optimization-based code
transformation methodologies that address the processor as a new source of
stochasticity. Writing stochastic versions of applications may become a
necessity for future CMOS and post-CMOS computing due to increasing
variation. Future work will evaluate and mitigate the costs of the proposed
approach.
The rest of the thesis is organized as follows. Chapter 2 presents related work.
Chapter 3 summarizes known properties of stochastic gradient solvers and illus-
trates a generic framework for implementing robust applications using modified
gradient descent. Chapter 4 presents four examples of converting an application
3
into its robust, stochastic form. Chapter 5 presents our methodology and results.
Chapter 7 discusses the limitations of the proposed methodology and future work.
Chapter 8 concludes.
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CHAPTER 2
RELATED WORK
Recently proposed stochastic processor designs [11–14] aim to fundamentally re-
think the software / hardware interface by allowing hardware to produce errors
even during nominal operation. The numerical algorithmic techniques presented
in this thesis represent one method of addressing errors in stochastic processors
by handling them at the application level.
Some past works have also addressed error tolerance at the algorithmic level.
Algorithmic noise tolerance [16] is a technique for DSPs in which voltage over-
scaling is employed to reduce power consumption, and knowledge of the DSP’s
transfer function and input/output characteristics are used to tolerate errors that
occur. Error resilient system architectures [17] target probabilistic algorithms and
use a large pool of unreliable, power-efficient computing resources as the main
workhorse, while a smaller set of reliable resources is used to deal with errors and
ensure that computations are completed. Algorithm-based fault tolerance [18] ad-
dresses errors at the algorithmic level by encoding input data with supplemental
checksums, modifying algorithms to produce the encoding for the output data,
and using the encoded data to detect and correct errors when possible. Algorithm-
based fault tolerance(ABFT) [18] was originally proposed with respect to protect-
ing matrix multiplication type operations. Each matrix was encoded with both
column and row checksums, which were preserved across linear operations and
used to detect multiple faults and correct up to one single entry fault. Follow-up
studies [19–22] included an investigation of ABFT-based techniques for more
general linear algebra operations and multiprocessors. Some ABFT-based ap-
proaches have also been investigated in the context of multigrid applications [21].
In contrast to the above approaches that are limited by their application-specific
nature, the methodology that we present in this thesis for application-level error
tolerance is generic and can potentially drive a large class of important applica-
tions on stochastic processors.
Circuit-level techniques represent another more general method of dealing with
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errors. Techniques such as Razor [6], delay line speed detectors [23], and triple-
latch monitors [24] all allow voltage to be scaled down to save power by eliminat-
ing conservative guardbands. These techniques either limit the extent of scaling to
prevent errors [23, 24] or provide circuitry to detect and correct errors when they
occur [6]. Although these techniques are generally applicable, they incur area
and power overheads not only in the worst case when errors occur, but also in the
average case of operation. For this reason, power efficiency may often be maxi-
mized when errors are addressed by general techniques at the algorithmic level. It
is likely that the best solution will be one where algorithm-based techniques and
hardware work in concert.
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CHAPTER 3
PROPOSED APPROACH
Our goal is to recast a given problem into an equivalent numerical problem that
can tolerate noise in the FPU, and whose solution encodes the solution to the
equivalent problem. Let the vector x denote the (unknown) solution to our prob-
lem. To devise a robust algorithm, we construct a cost function f whose minimum
is attained at x. Solving the problem then amounts to minimizing f . The main
challenges, as illustrated in Figure 3.1, are
 How to construct f without knowing the actual value of x a priori?
 How to choose an optimization engine that converges quickly and tolerates
CPU noise?
Since the selection of the minimization function can often depend on the opti-
mization engine, we first detail the choice of our optimization engine.
3.1 Stochastic Solvers for Constrained Optimization
Under mild conditions, as long as step sizes are chosen carefully, gradient de-
scent converges to a local optimum of the cost function even when the gradient is






Non-Robust 
Application
Figure 3.1: Application robustification involves converting an application to an
unconstrained optimization problem, where the minimum corresponds to the
output of the original non-robust application.
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known only approximately. For this reason, we rely on gradient descent as the pri-
mary optimization engine to construct algorithms that tolerate noise in the CPU’s
numerical units. To minimize a cost function f : Rd ! R, gradient descent
generates a sequence of steps x1 : : : xi 2 Rd via the iteration
xi  xi 1 + irf(xi 1); (3.1)
starting with a given initial iterate x0 2 Rd. The vectorrf(xi 1) is a subgradient
of f at xi 1, and the positive scalar i is a step size that may vary from iteration to
iteration. The goal is for the sequence of iterates to converge to a local optimizer,
x, of f .
The bulk of the computation in gradient descent is in computing the gradient
rf . There may be variation-induced errors while computing rf . We denote
the resulting noisy gradient by rf(xi 1; i), with i denoting a random variable
independent of xi 1. The remaining operations, including computing the step size,
updating xi with the step, and testing for convergence, are assumed to be carried
out reliably as they are critical for convergence. Thankfully, these steps require
relatively little computation and can be robustified at a small cost (e.g., increasing
the voltage during these steps, software-level redundancy, etc.).
The suitability of gradient descent for processors with reduced guardbands is
due to the fact that under various assumptions of local convexity on f , xi is known
to approach the true optimum as iterations progress. The following theorem is dis-
tilled from [8], but variants of these results have appeared throughout the literature
(for example, [9, 10, 25] and references therein)
Theorem 1 Let x be a minimizer of f . Suppose that the noisy subgradient,
rf(x; ) is unbiased (Erf(x; ) = rf(x)), and has bounded variance
( E krf(x; )k2 < M2 for some scalarM > 0).
If f is convex, lower-semicontinuous, and the step sizes obey i = O(1=
p
i),
then the iterates of (3.1) satisfy
E f(xi)  f(x) = O
 
i 1=2

: (3.2)
If f is c-strongly convex and L-Lipschitz, and the step sizes obey i = O(1=i),
then the iterates of (3.1) satisfy
E f(xi)  f(x) = O

LM2
c2
 i 1

: (3.3)
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The expectation in both cases is over the sequence of 1; : : : ; i.
Thus, not only is the correct answer recovered almost surely, but each additional
iteration improves its accuracy beyond the precision of the subgradient. That is,
even if the CPU approximates rf to only a few bits of precision, as long as the
approximation is unbiased, gradient descent can eventually extract a solution with
arbitrarily high accuracy. Therefore we get for free the benefit of additional iter-
ative refinement techniques [26] that are typically used to improve the accuracy
of numerical algorithms on today’s processors. The robustness of gradient de-
scent makes it an attractive choice as the computational back-end for solving the
optimization problems.
For some applications, the natural conversion is to a constrained variational
form
minimize
x2Rd
f(x) (3.4)
s.t. g(x)  0; (3.5)
h(x) = 0 (3.6)
for some functions f , g, and h. Constrained versions of gradient descent in the
stochastic setting have been previously analyzed [8]. These methods typically
involve projecting the gradient or the iterate on the feasible set after each iter-
ation. This step can be quite expensive, as it typically involves solving at least
a least squares problem. Interior point methods based on log-barrier/Newton
steps [27] are ostensibly promising, but in practice, they require computing a
Newton-step, which wipes out any potential power benefits. Instead, we rely
on an exact penalty method to convert constrained problems into unconstrained
problems that can be solved by gradient descent. The following result is distilled
from [28] (mainly Proposition 5.5.2, and folding in linear independence constraint
qualification (LICQ) conditions on g and h):
Theorem 2 Let x be a unique optimizer of (3.4), with g and h both affine linearly
independent functions of x. Then there exists 0 > 0 so that for every  > 0, x
also minimizes
f(x) + 
X
i
jhi(x)j+ 
X
j
[gj(x)]+ : (3.7)
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The operator []+ = max(0; ) returns its argument if it is positive, and zero
otherwise. A similar result for quadratic exact penalty functions of the form
f(x) + 
P
i hi2(x) + 
P
j [gj(x)]
2
+ also hold [29]. This theorem states that
a constrained optimization problem of the form (3.4) can be converted into an
unconstrained form (3.7) by penalizing constraint violations in the objective func-
tion.
3.2 Variants on Gradient Descent
As Theorems 1 and 2 show, the actual rate of convergence depends on several fac-
tors including the modulus of convexity c of the minimization function f , and the
size of each step taken. For example, if the objective function has low modulus
of convexity (a property called ill-conditioning), the gradient search direction can
converge arbitrarily slowly, instead of bouncing around in directions perpendic-
ular toward that of the minimum. To alleviate some of the artifacts, we can add
momentum to the search direction using the update rule:
xi  xi 1 + idi (3.8)
di  rf(xi 1) + (1  )di 1 (3.9)
This modified direction essentially becomes a smoothed running average of the
recent directions/gradients, and the scalar  controls the amount of smoothing in
the search direction. Adding momentum provides two benefits. If the gradient is
pointing in a similar direction for multiple consecutive iterations, then it is likely
to continue in that direction in the next few iterations. In that case, the momentum
is built up causing the descent to move faster along this direction. On the other
hand, if the gradient is oscillating between two different directions from iteration
to iteration, then the momentum helps to dampen the oscillations, and points the
search direction towards the direction of progress.
Similarly, different step sizes may work better for different applications when
performing gradient search. Scaling the step size as 1
i
, where i is the number of
iterations, may make the step size too small in later iterations, making it difficult
for the search to converge. Scaling it as 1p
i
allows the step size to remain larger
while still causing it to continuously decrease. We also examined using a fixed
number of iterations, followed by a period of variable stepsizing. We refer to this
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technique as aggressive stepping. In the phase of variable step sizing, the step
size is increased by a factor success every time the step causes the cost function
to decrease. On the other hand, the step size is decreased by a factor fail every
time the last move caused the cost function to increase. The phase continues until
the percentage change between two consecutive steps drops below a threshold.
Finally, while gradient descent on a convex function is guaranteed to make
progress, it is possible to construct a function where this progress is arbitrarily
slow. Consider, for example, an elongated quadratic valley. The gradient de-
scent direction is generally a poor direction for this type of function and other
ill-conditioned problems, because it does not point toward the minimum. Precon-
ditioning fixes this problem with gradient descent by reshaping the cost function.
Given the cost function f(x), we minimize instead a new function g(y) = f(Ay).
We chose the matrix A so that g(y) is better conditioned, i.e. looks more like a
bowl than a valley. Once we have the optimum y, we can then recover x via the
relation x = Ay.
3.3 Conjugate Gradient
While we use gradient descent as a search strategy for most of our kernels, some
kernels may warrant other search strategies. For example, with a least squares
problem, discussed in the following chapter, the structure of the problem can be
exploited to construct better search directions and step sizes. One approach, typ-
ically reserved for very large problems, is the conjugate gradient (CG) method
[30]. The method examines the gradients of the cost function to construct a se-
quence of search directions that are mutually conjugate to each other (i.e. where
two search direction pi and pj satisfy pTi Apj = 0; 8i 6= j for a particular matrix
A). On a reliable processor, when CG is applied to a least squares problem, it
is guaranteed to converge in at most n iterations (where n is the number of vari-
ables to solve for in the least squares problem). The convergence of CG when the
gradient directions are noisy is also well understood [31]. To reduce the effect of
noisy gradients, our implementation of CG resets the search direction after every
few iterations.
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CHAPTER 4
APPLICATION TRANSFORMATION FOR
ROBUSTNESS
How to transform a given problem into its variational form (3.4) is often im-
mediately obvious from the definition of the problem. For example, the least
squares problem is already defined as an optimization problem. Otherwise, the
post-condition of the problem can often be converted into a cost function whose
optimum solves the problem illustrated by the IIR example below. Once con-
verted into a variational form, any optimization technique that is robust to numer-
ical noise, such as the ones described above, can be used to find a solution to the
problem. We provide several illustrative examples below.
4.1 Least Squares
Given a matrixA and a column vector b of the same height, a fundamental problem
in numerical linear algebra is to find a column vector x that minimizes the norm
of the residual Ax   b. This problem is typically implemented on current CPUs
via the SVD or the QR decomposition of A. In Chapter 5 we show that these
algorithms are disastrously unstable under numerical noise, but that minimizing
f(x) = kAx   bk2 = x>A>Ax   2b>x + b>b by gradient descent tolerates
numerical noise well. The gradient in this case is rf(x) = A>(Ax  b).
4.2 IIR Filters
Filtering a signal with an infinite impulse response (IIR) filter is a basic operation
in signal processing. The problem is naturally defined as passing an input signal
u[t] through a rational transfer function H(z) =
Pn
i=0 aiz
 iPm
i=0 biz
 i to obtain the desired
output x[t]. It is typically implemented on current CPUs by the feed-forward
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recursion:
x[t] =
1
b0
 
nX
i=0
aiu[t  i] 
mX
i=1
bix[t  i]
!
On a stochastic processor, this recursive implementation accrues noise in x as t
grows. To recast this variationally, observe that the output signal x must satisfy
the post-condition
Pm
i=0 bix[t   i] =
Pn
i=0 aiu[t   i] for all t, or in matrix form,
Bx = Au, where the matrices A and B are banded diagonal,
A =
266664
a0 0 : : :
an : : : a0 0 : : :
. . .
: : : an : : : a0
377775 (4.1)
B =
266664
b0 0 : : :
bm : : : b0 0 : : :
. . .
: : : bm : : : b0
377775 (4.2)
and u and x are t-dimensional column vectors that represent the given input
and desired output signals respectively. The desired output therefore minimizes
f(x) = kBx   Auk2, and can be found by least squares as described above. In
experiments, we use the standard noisy feed-forward technique to generate the
initial iterate for the stochastic least squares solver.
4.3 Sorting
To sort an array of numbers on current CPUs, one often employs recursive algo-
rithms like QUICKSORT or MERGESORT. Sorting can be recast as an optimiza-
tion over the set of permutations. Among all permutations of the entries of an
array u 2 Rn, the one that sorts it in ascending order also maximizes the dot
product between the permuted u and the array v = [1 : : : n]> [32]. In matrix nota-
tion, for an nn permutation matrixX ,Xu is the sorted array u ifX maximizes
the linear cost v>Xu. Since permutation matrices are the extreme points of the
set of doubly stochastic matrices, which is polyhedral, such anX can be found by
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solving the linear program
max
X2Rnn
v>Xu s.t. Xij  0;
X
i
Xij  1;
X
j
Xij  1: (4.3)
The corresponding unconstrained exact quadratic penalty function is
f(X) =  v>Xu+ 1
X
ij
[Xij]
2
+ + 2
X
i
"X
j
Xij   1
#2
+
+ 2
X
j
"X
i
Xij   1
#2
+
(4.4)
where 1 and 2 are suitably large constants, and the ijth coordinate of the sub-
gradient of f is
[rf(X)]ij =  uivj + 21 [Xij]+ + 22
"X
j
Xij   1
#
+
+ 22
"X
i
Xij   1
#
+
:
(4.5)
Note that sorting is traditionally not thought of as an application that is error
tolerant. Our methodology produces a potentially error tolerant implementation
of sorting.
4.4 Bipartite Graph Matching
Given a bipartite graph G = (U; V;E) with edges E connecting left-vertices U
and right-vertices V , and weight function w(e), e 2 E, a classical problem is
to find a subset S  E of edges with maximum total weightPe2S w(e) so that
every u 2 U and every v 2 V is adjacent to at most one edge in S. This is the
maximum weight bipartite graph matching problem and is typically solved using
the Hungarian algorithm or by reducing to a MAXFLOW problem and applying
the push-relabel algorithm [33]. Like other linear assignment problems, it can also
be solved by linear programming: letW be the jU j  jV j matrix of edge weights
and let X be a jU j  jV j indicator matrix over edges, with Xij binary, and only
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one element in each row and each column of X set. The weight of a matching
given by X is then
P
ij XijWij , which is linear in X , so it suffices to search over
doubly stochastic matrices, as in the previous example.
Typical implementations of bipartite graph matching are again not considered
error tolerant. Our methodology produces a potentially error tolerant implemen-
tation of bipartite graph matching.
4.5 Maximum Flow
Given a graph (V;E) with costs (Cij)associated with each edge 2 E and two
nodes identified as a source s 2 V and sink t 2 V , the maxflow problem involves
finding the path through the graph from source to sink which exhibits the max-
imum cost or maximum flow. The path of the maximum flow of the network is
also equivalent to the problem of identifying the mincut, which is the minimum
flow that must be removed from a network so that there is no flow between s and
t. The baseline implementation of the maxflow problem is implemented using the
Ford-Fulkerson algorithm. Fij indicates the flow from vertex i to j. Cij is the
capacity of the edge from i to j.
minimize
X
v2V
 Fsv (4.6)
s.t.
X
u2V
Fuv  
X
u2V
Fvu = 0 8v 2 V=s; t (4.7)
Fuv  Cuv 8u; v 2 V (4.8)
 Fuv  0 8u; v 2 V (4.9)
4.6 All Pairs Shortest Path
Another common problem involving graphs is the problem of finding the shortest
path between all pairs (all-pairs shortest path). Given a graph G = (V;E) (of
size = (m;n)), the goal is to find the shortest path from every pair of vertices
i; j 2 V . The baseline implementations of all-pairs shortest path are typically
more efficient than simply executing Dijkstra’s algorithm on every node. Floyd-
Warshall’s algorithm is a fast dynamic programming solution and is used as the
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baseline implementation. D is (m;n) matrix where Dij represents the shortest
path from vi to vj .
minimize
X
ij
 Dij (4.10)
s.t. Dvv = 0 8 v 2 V (4.11)
Duw   Lvw  Duv  0 8u 2 V; 8 vw 2 E (4.12)
The length of each edge is Lij . The baseline complexity of the algorithm is
jV j3.
4.7 Other Combinatorial Problems
A host of other combinatorial problems can be solved exactly on stochastic pro-
cessors by reduction to linear programming. These include MAXFLOW, MIN-
CUT, and SHORTESTPATH [34]. In addition, the best approximation algorithms
for many NP-hard problems involve rounding the solution to linear programs [34].
Other numerical problems The Courant-Fisher minmax theorem (Theorem
8.1.2 in [30]) expresses the kth largest eigenvalue and eigenvector of a matrix in
variational form. Alternatively, one can find the top eigenvalue/eigenvector pair
by maximizing a Rayleigh quotient, subtracting the resulting rank-1 matrix from
the target matrix, and repeating k times. Many data fitting problems, like fitting
support vector machines (SVM), are defined as variational problems, and efficient
stochastic gradient algorithms for them already exist [10].
To summarize, the above numerical optimization-based methodology can be
used to make a large class of applications robust - the ones that require precisely
correct outputs (fragile applications), e.g., sorting, etc., as well as the ones that
that do not (intrinsically robust applications), e.g., IIR filters, etc. To the best
of our knowledge, this is the first work on a generic methodology to transform
application code for timing error tolerance that may work for both fragile and
intrinsically robust applications.
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CHAPTER 5
METHODOLOGY
To evaluate the robust versions of the above algorithms, we built an FPGA-based
framework with support for controlled fault injection. Our framework consists of
an Altera Stratix II EP2S180 FPGA that hosts a Leon3 [15] soft core processor.
The FPGA-based framework allows us to run the stochastic and baseline imple-
mentations of our applications on the Leon3 core.
The framework is designed to provide us fine-grained control over the stochas-
ticity of the processor. To introduce stochasticity, we chose to inject errors in
the floating point unit (FPU) of the Leon3 core. Error injection was done using
a software-controlled fault injector module that we mapped onto the FPGA. At
random times, the fault injector perturbs one randomly chosen bit in the output
of the FPU before it is committed to a register. The distribution of bit faults was
modeled from circuit level simulations of functional units [35], where many of
the errors predominantly occur in the most significant bits. The rest of the faults
primarily occur in the low-order bits, resulting in low-magnitude errors. Figure
5.1 illustrates the measured distribution of faults across floating point bits and the
distribution used to emulate this behavior.
The time between corruptions was drawn using a uniform distribution gener-
Figure 5.1: Measured distribution of error magnitudes for floating point data
versus the distribution used for emulating the behavior.
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Figure 5.2: Error rate of an FPU as the voltage is scaled.
ated by a linear feedback shift register. While the fault model is simplistic, it
is appropriate considering the goal of the thesis. Also, the fault model is a sur-
prisingly reasonable approximation of voltage overscaling-induced errors in the
FPU.
To calculate the energy benefits from application robustifcation, a model for
voltage versus error rate of the FPU is needed. Figure 5.2 represents the rela-
tionship between voltage and error rate for the FPU that was used for our energy
calculations. The results were generated using circuit-level simulations.
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CHAPTER 6
RESULTS
This chapter provides experimental evaluations that were used to determine both
the effectiveness of the application transformation techniques, both for robustness
and energy.
6.1 Gradient Descent
To explore the feasibility of the proposed approach to provide robustness and en-
ergy benefits, we evaluated stochastic gradient descent (SGD) on four problems,
least squares, IIR filters, bipartite graph matching, and sorting across a wide range
of fault rates. We evaluated both linear scaling (LS) of the step size, 1
t
, and sqrt
scaling (SQS) of the step size, 1p
t
, where t is the number of iterations. We also ex-
amined aggressive stepping (AS) (see Section 3.2). In our graphs, SGD refers to a
fixed number of iterations, while SGD+AS refers to the fixed number of iterations
with a period of aggressive stepping at the end.
The metric used to describe the quality of output is different for each bench-
mark. For sorting, the y axis represents the percentage of outputs where the entire
array is sorted correctly (any undetermined entries (NaNs), wrongly sorted num-
ber, etc., is considered a failure). For bipartite graph matching, the y axis rep-
resents the percentage of outputs where all the edges are accurately chosen. For
least squares, the quality of output is measured as the relative difference between
the ideal output and actual output (kAx   bk2 ). For the IIR filter, the quality of
output was measured using the mean square error (MSE) metric, and the ratio of
the error energy and output signal energy (kY   Yactualk=kY k).
We chose small problem sizes for our evaluations due to low FPGA-based sim-
ulation speeds and the need to manually orchestrate each experiment (e.g., identify
coefficients, parameters, etc.). For sorting, array size is 5 elements. For the LSQ
problem, A is 100 10 and B is 100 1. Bipartite graph matching is performed
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Figure 6.1: Success rate for different
implementations of sorting as a function
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SQS results in errors larger than 1.0.
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Figure 6.4: Success rate for different
implementations of bipartite graph
matching as a function of fault rate
for a graph with 11 nodes and 30 edges. IIR filter uses a 10-tap filter for 500
input samples. State-of-the-art deterministic applications are used for each of the
application baselines. Sorting was implemented using the C++ standard template
library (STL). least squares was implemented using SVD, QR, or Cholesky de-
compositions. IIR was implemented using a simple procedural routine (Chapter
4). Bipartite graph matching was implemented using the OpenCV library [36].
Our evaluations were performed for different fault rates. We define fault rate
to be the inverse of the average number of floating point operations between two
faults. Note that the baseline kernels will not see any errors at very low fault rates
( 0:1), due to the small problem sizes (i.e. not enough floating point operations).
Examining the results, we see that we are able to achieve high quality results
for both the fragile and the intrinsically robust applications. Sorting (Figure 6.1)
performs poorly with linear step size scaling, but with sqrt step size scaling is able
to achieve 100% accuracy even with large fault rates. Least squares (Figure 6.2),
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Figure 6.5: The effect of enhancements to gradient descent on the success rate of
bipartite graph matching
on the other hand, performs better with linear step size scaling. It is also possible
to get highly accurate results, within 10 6% of the exact value computed offline
with an SVD-based baseline. Similarly, IIR (Figure 6.3) using SGD produces
several orders of magnitude less error compared to the baseline procedural IIR
implementation. IIR error reduces further with sqrt step scaling. The benefits of
aggressive stepping for the applications are most pronounced for low fault rates
(< 1%).
Bipartite graph matching (Figure 6.4) using 10; 000 iterations of SGD showed
little performance degradation with increasing fault rates. However, the maximum
success rate obtained, even using aggressive stepping and step scaling, was limited
to below 50%.
6.2 Gradient Descent Variants
Gradient descent fares well at low error rates, but the performance can fall off
very rapidly for some applications and with certain inputs that result in poorly
conditioned objective functions. Here, we examine several techniques which al-
low gradient descent to perform consistently better even at higher error rates. In
these tests, 0-50% of floating point operations are erroneous. In order to reduce
the number of variables, we examine only bipartite graph matching. We also com-
pare the results of gradient descent to that of the baseline bipartite graph matching
routine from the OpenCV library [36].
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6.2.1 Preconditioning
The basic version of gradient descent involves minimizing the cost function cTx+
[Ax   b]+. Preconditioning allows us to rewrite the cost function so that gradi-
ent descent is solving an easier problem. We perform preconditioning by tak-
ing the QR decomposition to get an orthogonal matrix Q and a right triangu-
lar matrix R such that A = QR. The cost function can then be rewritten as
 cTx + [QRx   b]+. Defining the new y as y = Rx allows us to then rewrite
our cost function as  cTx + [Qy   b]+. We also need to find a cnew such that
cTnewy = c
T
newRx = c
Tx. This gives us cTnewR = c
T , which can be rewritten as
RT cnew = c. This allows us to solve for cnew. Gradient descent can then be used
to minimize  cTnewy + [Qy   b]+. After finding the y that minimizes the cost
function, solving Rx = y for x gives us the answer to the original problem.
Figure 6.5 shows that the basic gradient descent performs worse than the non-
robust bipartite graph matching algorithm at low error rates (< 5%). Once pre-
conditioning is performed, gradient descent is able to achieve an accuracy compa-
rable to the non-robust version for up to a 2% fault rate. SGD, with precondition-
ing, substantially outperforms the non-robust bipartite graph matching fault rates
above 2%.
6.2.2 Momentum
We also examined the use of a momentum of 0:5, so that the search direction
for iteration t, can be expressed as d(t) = 0:5  f(t) + 0:5  d(t   1). For the
sorting problem, utilizing momentum improved the success rate 20 40% relative
to the basic gradient descent. However, the addition of momentum provided only
a marginal benefit (< 5%), for bipartite graph matching. For both applications,
the success rate was still well below 100%.
6.2.3 Alternate Step Size Scaling
Baseline gradient descent scales the step size as 1
t
, where t is the number of itera-
tions executed so far. In later iterations, this may cause the step size to be so small
that insufficient progress is made per iteration. We thus examine scaling the step
size more slowly, as 1p
t
. Again, utilizing step scaling, we see some improvement
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in performance relative to the basic gradient descent. However, the solver success
rate continues to be less than 40%.
6.2.4 Annealing
The contribution of the penalty function (corresponding to the constraints) to the
gradient calculation can impede progress towards the solution, especially if these
constraints are poorly scaled compared to the actual objective. This can be mit-
igated by annealing the penalty parameter (). The parameter  is periodically
increased as the solver moves closer towards the minimum. As we see in Figure
6.5, using annealing provides substantial benefits. It achieves a 88% success rate
even with roughly half of the floating point operation containing noise.
6.2.5 All Enhancements
While incorporating annealing in the penalty function calculation provides the
most benefit of any individual technique, gradient descent can perform even better
if we utilize all of the above techniques together. In fact, utilizing all of these
techniques, stochastic gradient descent is able to achieve a 100% success rate
even when the fault rate is scaled to 50%.
6.3 Conjugate Gradient
While stochastic gradient descent-based techniques provide high robustness, it
often comes at the expense of significantly increased runtime due to the large
number of iterations required for convergence. The Conjugate Gradient method,
on the other hand, allows efficient generation of conjugate directions by taking a
linear combination of the negative residual (which is simply the steepest descent
direction) and the previous direction. In general, the CG method can guarantee
convergence in at most n iterations for an Ax = B problem where n is the dimen-
sion of x. Figure 6.6 shows the accuracy of output for our CG-based implemen-
tation of the least squares problem, when using 10 iterations of CG. We consider
three baseline implementations (SVD, QR, and Cholesky decompositions). The
SVD-based solver allows for the highest accuracy, even with ill-conditioned prob-
lems. The Cholesky-based solver is the fastest baseline implementation but can
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only be used for a subset of problems. The QR-based implementation is slower
than Cholesky-based implementations, but is also more accurate.
Experimentally, the CG implementation was on average 30% faster than the
QR/SVD baselines, and 10 iterations of the CG were comparable to the execution
time of the Cholesky baseline.
The relatively small time of convergence allows CG-based implementations of
the LSQ problem to have lower energy than the baseline implementations for the
entire range of accuracy targets when voltage overscaling is used (accuracy tar-
gets lower than 1.00E-07 cannot be met using CG). This is because it becomes
possible to scale down the voltage and the number of iterations concurrently. Fig-
ure 6.7 shows the normalized energy results for the FPU for the least squares
problem assuming the voltage / error rate curve from Figure 5.2. The results show
that there is considerable potential for using the proposed numerical optimization-
based methodology to reducing the energy of software execution by voltage over-
scaling a processor and then letting the applications tolerate the errors.
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CHAPTER 7
LIMITATIONS AND FUTURE WORK
There are several simplifying assumptions that the above methodology makes.
First, certain control phases of execution are assumed to be error-free. While
the assumption may be reasonable for a large class of data-intensive applications
(such as the ones presented in the thesis) where the control phases of the stochas-
tic implementation can be identified and protected using software and hardware
techniques (e.g., increasing the voltage during control phases), it may be difficult
to distinguish between data and control phases for more complex applications.
Our future work will explore the effectiveness of the proposed methodology for a
larger class of applications.
Second, it may not be uncommon for an iterative methodology such as ours to
have higher overall energy consumption than the baseline implementation for cer-
tain applications because of the larger number of operations required for conver-
gence. In fact, we observed that the number of floating point operations required
by our applications could be up to 10 to 1000 times higher than that for the base-
line implementations. Note, however, that it is not an indictment of the proposed
approach as the energy benefits depend greatly on the optimization engine chosen
for solving the stochastic optimization problems. Our future work will attempt to
identify the most appropriate optimization engine for the stochastic implementa-
tion of each problem. Finding ways to decrease the number of iterations required
for convergence will also be key in making this methodology more useful.
Additionally, future work will involve investigating the robustness of the pro-
posed methodology for different fault models. Note that the ultimate feasibility
of the proposed approach will be determined also by issues related to scheduling,
runtime management, programmer annotations to identify critical variables, au-
tomation of the program transformation flow, and competitiveness against guard-
banding. These issues are the subject of future work.
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CHAPTER 8
CONCLUSION
Environmental and manufacturing variations coupled with reduced guardbands
can cause timing errors in processors. Rather than utilizing hardware approaches
to detect and mask these errors, we propose in this thesis, to allow these tim-
ing errors to occur and to cope with them in software. We proposed a formal
methodology to make applications robust against the noise of such processors.
The methodology consists of recasting the application as an optimization problem
and applying off-the-shelf stochastic optimization procedures to find the solution.
To the best of our knowledge, this is the first work on a generic methodology to
transform application code for timing error tolerance geared at both fragile and in-
trinsically robust applications. Experiments on an FPGA show that the proposed
methodology indeed has potential to tolerate noise in a processor’s numerical units
under certain simplifying assumptions. Results show that the proposed methodol-
ogy may be capable of producing high quality results for both intrinsically robust
algorithms such as IIR filter and least squares, and for fragile applications such as
sorting and bipartite graph matching. Moreover, we showed that energy benefits
may also be possible for certain applications/inputs (e.g. when using a CG-based
solver for the least squares problem). Future work will focus on evaluating and
mitigating costs of the proposed approach.
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