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Abstract
This is an introduction to the physical pictures of Yangian symmetry. All
the discussions are based on the RTT relations which have been known to be
related to the Hamiltonian formulations for quantum integrable systems. The
explicit calculations of Yangian associated with gl(2) are given through solving
the RTT relations. It contains the Drinfeld’s Y (sl(2)), Y (sl(n)) and Heisenberg
type of Hopf algebras. Examples are emphasized to show the physical pictures,
such as Hubbard model, Haldane-Shastry model, Long-range interaction models
and Goryachev-Chaplygin(G-C) gyrostat. The example of the trigonometric
extension of G-C gyrostat are also shown that leads to the non-commutative
geometry naturally on the basis of the truncated q-affine algebra.
1
§1 Introduction
An integrable system is said to be solved if the equation of motion is solved or all the
conserved quantities are found. From the point of view of No¨ther theorem equations
of motion and conserved quantities co-exist in connecting with certain symmetries of
the Lagrangian. In quantum mechanics, to obtain the spectrum we can either solve
the Scho¨dinger equation or find all the symmetries in the system. The typical example
is the Hydrogen atom which possesses another SU(2) invariance due to the Runge-
Lenz vector besides the well-known SU(2) associated with the spherically symmetric
potential U(r). With the given SO(4)=SU(2)⊗SU(2)) symmetry the spectrum of a
Hydrogen atom can easily be obtained without the explicit form of the wave function
satisfying Schro¨dinger equation [1]. In this example the family of the symmetries
consist in the two SU(2) that commute with each other, namely, the two conserved
quantum operators corresponding to the symmetries form a commuting family. This
simple example provides a representation of completely quantum integrable systems.
To extend the above analysis to nonlinear models it should be noticed that a quan-
tum many-body problem in the first quantization form with conserved particle number
N is, in principle, equivalent to the corresponding quantum field theory(second quan-
tization form). The typical evidence is the equivalence between δ-interaction model
with the Hamiltonian
H = −
N∑
i=1
∂2i + 2c
∑
i 6=j
δ(xi − xj) (1.1)
and the nonlinear Schro¨dinger equation [2]:
Hˆ =
∫
dx
(
1
2
∂xφ∂xφ
∗ + 2c(φφ∗)2
)
(1.2)
where φ = φ(x, t) stands for the second quantized operator.
In solving a many-body problem we meet also two approaches. The first one is
to solve the Schro¨dinger equation directly. It is the well-known Bethe-Anastz meth-
ods [3]. The second approach is to find the commuting family of conserved quantities
consisting of quantum operators, that is known as the Quantum Inverse Scatter-
ing Methods(QISM) [4]. Although the Bethe-Ansatz approach is more powerful in
solving the 1-dim. many-body problems, the QISM provides a model-independently
systematic method to deal with the (1+1) dimensional integrable QFT [4]. In this
approach the RTT relation plays the central role. For a wide class of models it takes
the form [5]:
R(u− v)(T (u)⊗ I)(I ⊗ T (v)) = (I ⊗ T (v))(T (u)⊗ I)R(u− v) (1.3)
where T (u) stands for the quantum transfer matrix and u and v the spectral param-
eters. In general,
T (u) = ||Tab(u)||
N
a,b=1 (1.4)
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and R is then N2 by N2 c-numbered matrix. In eq.(1.4) each element Tab(u) is
u-dependent quantum operator. For this reason the space spanned by the indices
a, b, . . . is called “auxiliary space”, whereas the Hilbert space spanned by Tab itself is
called “quantum space”.
Defining
(1)
T (u) = T (u)⊗ I,
(2)
T (v) = I ⊗ T (v) (1.5)
the eq.(1.5) can be recast into the form [5]
R(u− v)
(1)
T (u)
(2)
T (v) =
(2)
T (v)
(1)
T (u)R(u− v) (1.6)
where each element of T is a quantum operator so that the ordering for
(1)
T and
(2)
T is
very important. Noting that
(
(1)
T (u)
(2)
T (v))ij,kl = (T (u)⊗ I)ij,mn(I ⊗ T (v)mn,kl = (T (u)⊗ T (v))ij,kl
the component form of eq. (1.6) is
R(u− v)ij,ms(T (u)⊗ T (v))ms,kl = (T (v)⊗ T (u))ji,srR(u− v)rs,kl
that can be rewritten in the form
Rˇ(u− v)ij,rs(T (u)⊗ T (v))rs,kl = (T (v)⊗ T (u))ij,rsRˇ(u− v)rs,kl
i.e.,
Rˇ(u− v)(T (u)⊗ T (v)) = (T (v)⊗ T (u))Rˇ(u− v) (1.7)
where
Rˇ(u) = PR(u) or Rˇij,kl = Rji,kl (1.8)
From eq. (1.6) or eq. (1.7) it follows:
(1) Because Rˇ(u) is non-singular matrix:
T (u)⊗ T (v) = Rˇ−1(u− v)(T (v)⊗ T (u))Rˇ(u− v) (1.9)
hence, by taking the trace of both of sides we have
[trT (u), trT (v)] = 0 (1.10)
where the commutation relation is taken over the quantum space. By taking the
expansion in terms of u and v
trT (u) =
∑
u−nJ (n) (1.11)
3
we get
[J (n), J (m)] = 0 (1.12)
i.e., there exists an infinite set of conserved quantum operators J (n).
(2) In eq. (1.6) the R-matrix gives rise to the exchange between the space 1 and space
2, we can denote the R by R12. Similarly it can be introduce Rij through
Rij
(i)
T
(j)
T=
(j)
T
(i)
T Rij
then
R12R13R23
1
T
2
T
3
T=
3
T
2
T
1
T R12R13R23
and
R23R13R12
1
T
2
T
3
T=
3
T
2
T
1
T R23R13R12
that lead to
[R12R13R23(R23R13R23)
−1,
3
T
2
T
1
T ] = 0
where the first term in the commutator should be unity because its determinant is
unity. Thus base on the associativity we have the Yang-Baxter equation(YBE):
R12(u12)R13(u13)R23(u23) = R23(u23)R13(u13)R12(u12) (uij = ui − uj) (1.13)
YBE is a set of algebraic equations. The component form of YBE reads:
Rijrs(u12)R
rk
lp (u13)R
sp
lm(u23) = R
jk
sp(u23)R
ip
rn(u13)R
rs
lm(u12) (1.14)
where the repeated indices mean summation.
Now the standard procedure to deal with a Y-B system is:
1. Solving the YBE to find a R-matrix satisfying eq. (1.14).
2. Finding the commutation relations for Tab by solving the RTT relation eq. (1.6)
or eq. (1.7).
3. Making a physical realization of Tab.
4. Substituting the Tab into trT or other conserved quantities that commute with
trT to find the Hamiltonian.
5. Following the QISM to find “spectrum”.
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The step 2 is crucial. The RTT relation can give rise to new types of symmetries
associated with nonlinear interaction other than the Lie algebraic structures for the
linear models. The simple examples of R-matrices satisfying YBE is given below:
(a) The simplest rational form [6]:
R(u) = u+ P, Rˇ(u) = uP + I (1.15)
where P is permutation operator P (a⊗ b) = (b⊗a). For a rational R-matrix we have
T (u) =
∞∑
n=0
u−nT (n) (1.16)
i.e., the expansion of the transfer matrix is taken in the “half” axis of the spectral
parameter u.
(b) The simplest trigonometric form [7]:
Rˇ(u) =

xq − x−1q−1
q − q−1 x− x−1
x− x−1 q − q−1
xq − x−1q−1

=

sinh(u+ γ)
sinh γ sinh u
sinh u sinh γ
sinh(u+ γ)
 (1.17)
where x = eu, q = eγ , or
R(u) =

sinh(u+ γ)
sinh u sinh γ
sinh γ sinh u
sinh(u+ γ)
 (1.18)
that corresponds to the 6-vertex model. Obviously by u → γu and let γ → 0,
eq. (1.17) tends to
Rˇ(u)→ γ(I + uP ).
Noting that the overall constant factor to R-matrix can always be dropped. Therefore,
eq. (1.15) is nothing but the rational limit of eq. (1.18).
(c) The simplest elliptic solution reads [8].
R(u) =

a(u) d(u)
b(u) c(u)
c(u) b(u)
d(u) a(u)
 (1.19)
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where
a(u) = θ0(η)θ0(u)θ1(u+ η)
b(u) = θ0(η)θ1(u)θ0(u+ η)
c(u) = θ1(η)θ0(u)θ0(u+ η) (1.20)
d(u) = θ1(η)θ1(u)θ1(u+ η)
θ0(u) =
∞∏
n=1
(1− 2p(n−1)/2 cos 2πu+ p2n−1)(1− pn)
θ1(u) = 2p
1
8 sin πu
∞∏
n=1
(1− 2pn cos 2πu+ p2n)(1− pn) (1.21)
with η and p being free parameters, i.e., R-matrix given by eq. (1.18) is double
periodic. When p ≈ 0, θ0(u) ≈ 2 sin
2(πu), θ1(u) ≈ 2p
1
8 sin πu, we have a(u) ≈
f(p) sinπ(u + η), b(u) ≈ f(p) sin πu, c(u) ≈ f(p) sin πη and d(u) ≈ 0. Hence,
eq.(1.19) −→ eq.(1.18), namely, it is reduced to the trigonometric form.
The types (a), (b) and (c) correspond to the vertex models. Beyond them there
is the fourth type of R-matrix [9]:
(d) Chiral Potts model
This type of solution is expressed in terms of functions Wpq(a− b) and W pq(a− b)
that satisfy∑
d
Wpr(a− d)W qr(b− d)W pq(d− c)
= RpqrW pr(b− c)Wqr(a− c)Wpq(a− b) (1.22)
where W and W can be illustrated in terms of the diagrams
 
 
 
 
 
 ✒
❅
❅
❅
❅
❅
❅■
❞ ❞
p q
a b
Wpq(a− b)
 
 
 
 
 
 ✒
❅
❅
❅
❅
❅
❅■
❞
❞
p qa
b
W pq(a− b)
Eq.(1.22) can be solved:
gpq(n) =
Wpq(n)
Wpq(0)
=
n∏
j=1
dpbq − apcqω
j
bpdq − cpaqωj
(1.23)
gpq(n) =
W pq(n)
W pq(0)
=
n∏
j=1
ωapdq − dpaqω
j
cpbq − bpcqωj
(1.24)
ω = e
2pii
N
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and
Rpqr =
fpqfqr
fqr
(1.25)
fpq =
[∏N
m=1(
∑N
k=1 ω
mkW pq(k))∏N
m=1Wpq(m)
] 1
N
(1.26)
The self-duality conditions:
cp = dp = 1, a
N
p + b
N
p = 0 (1.27)
simplify the solution to
gpq(n) =
n∏
j=1
bq − apω
j
bp − aqωj
(1.28)
gpq(n) =
n∏
j=1
ωap − aqω
j
bq − bpωj
(1.29)
where ap, bp and ω
j are all parameters. Especially, ap and bp play the role as the
spectral parameter u in the vertex models.
The main goal of this lecture is to give a physical understanding on the conse-
quences of RTT relations for R-matrices are rational and trigonometric. We shall
first calculate the explicit commutation relations satisfied by Tab (a, b = 1, 2) with
the R-matrix given by the rational form eq. (1.15), then introduce the Yangian sym-
metry given by Drinfeld [10]. We try to give a phyiscal interpretation of Drinfeld’s
theory. Next we would like to discuss variety of physical realizations of Yangian and
point out how the Yangian symmetry is used to construct Hamiltonian for a quan-
tum integrable system. As an example, the long-range interaction model for sl(n)
will be discussed. The trigonometric solution of R-matrix eq. (1.18) gives rise to the
quantum algebra. we shall explain how to find a q-deformed model based on the
truncated affine quantum algebra. For reader’s convenience we would like make the
paper self-contained.
§2 RTT Relation and Y(sl(2))
§2.1 RTT and its Commutation Relations
For the given sl(2) R-matrix shown by eq. (1.15) the permutation P takes the form
P =

1
0 1
1 0
1
 (2.1)
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Setting the transfer matrix
T (u) =
[
T11(u) T12(u)
T21(u) T22(u)
]
=
∞∑
n=0
u−nT (n) (2.2)
where
Tab(u) =
∞∑
n=0
u−nT
(n)
ab (a, b = 1, 2) (2.3)
and substituting eqs. (1.15) and (2.2) into eq. (1.7) we find the relations satisfied by
Tab(u) (a, b, c, d = 1, 2):
(u− v)[Tbc(u), Tad(v)] + Tac(u)Tbd(v)− Tac(v)Tbd(u) = 0 (2.4)
that can be expanded in terms of u and v through eq.(2.3) (m,n = 0, 1, . . . ,∞)
[T
(0)
ab , T
(n)] = 0 (2.5)
[T
(n+1)
bc , T
(m)
ad ]− [T
(n)
bc , T
(m+1)
ad ] + T
(n)
ac T
(m)
bd − T
(m)
ac T
(n)
bd = 0 (2.6)
eqs. (2.5) and (2.6) have the following independent relations (a, b, c, d = 1, 2)
[T
(m)
ab , T
(n)
ab ] = 0, [T
(m)
ab , T
(n)
cd ] = [T
(n)
ab , T
(m)
cd ] (2.7)
[T
(n+1)
11 , T
(m)
12 ]− [T
(n)
11 , T
(m+1)
12 ] + T
(n)
11 T
(m)
12 − T
(m)
11 T
(n)
12 = 0
[T
(n+1)
11 , T
(m)
21 ]− [T
(n)
11 , T
(m+1)
21 ] + T
(n)
21 T
(m)
11 − T
(m)
21 T
(n)
11 = 0
[T
(n+1)
22 , T
(m)
12 ]− [T
(n)
22 , T
(m+1)
12 ] + T
(n)
12 T
(m)
22 − T
(m)
12 T
(n)
22 = 0
[T
(n+1)
22 , T
(m)
21 ]− [T
(n)
22 , T
(m+1)
21 ] + T
(n)
22 T
(m)
21 − T
(m)
22 T
(n)
21 = 0
(2.8)
{
[T
(n+1)
11 , T
(m)
22 ]− [T
(n)
11 , T
(m+1)
22 ] + T
(n)
21 T
(m)
12 − T
(m)
21 T
(n)
12 = 0
[T
(n+1)
12 , T
(m)
21 ]− [T
(n)
12 , T
(m+1)
21 ] + T
(n)
22 T
(m)
11 − T
(m)
22 T
(n)
11 = 0
(2.9)
Obviously, T
(0)
ab must be a c-numbered matrix. Because the form of RTT relation is
invariant under a similar transformation, without loss of generality two possible forms
of matrix T (0)
(A) T (0) =
[
1 0
0 µ
]
(µ 6= 0) (2.10)
and
(B) T (0) =
[
1 0
0 0
]
(2.11)
are allowed.
8
§2.2 Y (sl(2)) Symmetry
In this section only (A) is taken into account. In this case eqs. (2.7)-(2.9) are reduced
to the following independent set of relations:
[T
(m)
ab , T
(n)
ab ] = 0, [T
(m)
ab , T
(n)
cd ] = [T
(n)
ab , T
(m)
cd ] (n,m ≥ 1) (2.12){
[T
(n)
3 (µ), T
(1)
12 ] = 2µT
(n)
12 [T
(n)
12 , T
(1)
21 ] = T
(n)
3 (µ)
[T
(n)
3 (µ), T
(1)
21 ] = −2µT
(n)
21 [T
(n)
0 (µ), T
(1)
ab ] = 0 (n = 1, 2, a, b = 1, 2)
(2.13)
where{
T
(n)
3 (µ) = T
(n)
22 − µT
(n)
11 , T
(n)
0 (µ) = T
(n)
22 + µT
(n)
11 ,
T
(n)
+ = T
(n)
12 , T
(n)
− = T
(n)
21
(2.14)
[T
(2)
0 (µ), T
(2)
3 (µ)] + 2µ(T
(1)
21 T
(2)
12 − T
(1)
21 T
(1)
12 ) = 0
[T
(n)
0 (µ), T
(2)
12 ] + T
(1)
12 T
(n)
3 (µ)− T
(n)
12 T
(1)
3 (µ) = 0 (n ≥ 1)
[T
(n)
0 (µ), T
(2)
21 ] + T
(n)
21 T
(1)
3 (µ)− T
(1)
21 T
(n)
3 (µ) = 0 (n ≥ 1)
(2.15)
and
T
(n+1)
12 = (2µ)
−1{[T
(n)
3 (µ), T
(2)
12 ] + T
(1)
12 T
(n)
0 (µ)− T
(n)
12 T
(1)
0 (µ)}
T
(n+1)
21 = (2µ)
−1{[T
(2)
21 , T
(n)
3 (µ)] + T
(1)
21 T
(n)
0 (µ)− T
(n)
12 T
(1)
0 (µ)} (2.16)
T
(n+1)
3 (µ) = [T
(n)
12 , T
(2)
21 ] + T
(1)
22 T
(n)
11 − T
(n)
22 T
(1)
11 , (n ≥ 2)
It is emphasized that because of the iterative relation eq. (2.16), only T (1) and T (2)
are basic ones. To satisfy all the relations with T (n)(n ≥ 3) it is enough to look for
the constraints to T (3) that in turn to provide the constraints to T (2) itself. Before
doing this let us introduce the “physical” operators:
T
(1)
12 = α+I+, T
(1)
21 = α−I−, T
(1)
3 (µ) = 2µI3, (2.17)
T
(2)
12 = β+J+, T
(2)
21 = β−J−, T
(2)
3 (µ) = 2β3J3, (2.18)
where α±, β± and β3 are constants to be determined.
Substituting eqs. (2.15) and (2.16) into eqs. (2.12) and (2.13) one obtains
α+α− = µ, α+β− = α−β+ = β3 (2.19)
and the algebraic relations
[I3, I±] = ±I±, [I+, I−] = 2I3
[I3, J±] = [J3, I±] = ±J±, [I±, J∓] = ±2J3 (2.20)
[I±, J±] = [I3, J3] = 0
or by
I± = I1 ± iI2, J± = J1 ± iJ2 (2.21)
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we have
[Iλ, Iµ] = CλµνIν , [Iλ, Jµ] = CλµνJν , (2.22)
Cλµν = iǫλµν , (λ, µ, ν = 1, 2, 3) (2.23)
Next we have to look for the constraints to T (3) by taking eqs. (2.11)-(2.16) into
account. It is easy to know from eq. (2.12) that
[T
(2)
22 , T
(1)
11 ] = [T
(3)
22 , T
(2)
11 ] = 0 (2.24)
From eq. (2.16) it follows
T
(3)
3 (µ) ≡ T
(3)
22 − µT
(3)
11 = [T
(2)
12 , T
(2)
21 ] + T
(1)
22 T
(2)
11 − T
(2)
22 T
(1)
11 (2.25)
By taking the commutator between T
(2)
22 and both of sides of eq. (2.25) and using
eq. (2.24) we obtain
µ[T
(3)
11 , T
(2)
22 ] = [T
(2)
22 , [T
(2)
12 , T
(2)
21 ]] + T
(1)
22 [T
(2)
22 , T
(2)
11 ] (2.26)
Similarly
[T
(2)
11 , T
(3)
22 ] = [T
(2)
11 , [T
(2)
12 , T
(2)
21 ]] + [T
(2)
22 , T
(2)
11 ]T
(1)
11 (2.27)
Hence, the relation eq. (2.9) for [T
(3)
11 , T
(2)
22 ] = [T
(2)
11 , T
(3)
22 ] leads to
[T
(2)
3 (µ), [T
(2)
12 , T
(2)
21 ]] = T
(1)
3 (µ)(T
(1)
21 T
(2)
12 − T
(2)
21 T
(1)
12 ). (2.28)
With the same manipulations to T
(3)
12 in eq. (2.16) one gets
[T
(2)
12 , T
(3)
12 ] = [T
(2)
12 , [T
(2)
12 , T
(2)
11 ]] + T
(1)
12 [T
(2)
12 , T
(2)
11 ]− T
(2)
12 [T
(2)
12 , T
(2)
11 ] (2.29)
µ[T
(3)
12 , T
(2)
12 ] = [T
(2)
12 , [T
(2)
22 , T
(2)
12 ]] + T
(1)
12 [T
(2)
12 , T
(2)
22 ]− T
(2)
12 [T
(2)
12 , T
(2)
22 ] (2.30)
From [T
(2)
12 , T
(3)
12 ] = 0 it follows
[T
(2)
12 , [T
(2)
3 (µ), T
(2)
12 ]] = T
(1)
12 (T
(2)
12 T
(1)
3 (µ)− T
(1)
12 T
(2)
3 (µ)) (2.31)
Similarly the relations [T
(2)
21 , T
(3)
21 ] = 0 provides the constraint
[T
(2)
21 , [T
(2)
3 (µ), T
(2)
21 ]] = T
(1)
21 (T
(2)
21 T
(1)
3 (µ)− T
(1)
21 T
(2)
3 (µ)) (2.32)
By taking [T
(2)
12 , T
(3)
3 (µ)] and [T
(2)
21 , T
(3)
3 (µ)] where T
(3)
3 (µ) is given by eq. (2.16) and
considering eq. (2.9) we obtain
2µ[T
(2)
12 , [T
(2)
12 , T
(2)
21 ]] + [T
(2)
3 (µ), [T
(2)
3 (µ), T
(2)
12 ]]
= (T
(2)
12 T
(3)
3 (µ)− T
(1)
12 T
(2)
3 (µ))(T
(1)
3 (µ) + 2µ)
−2µT
(1)
12 (T
(2)
21 T
(1)
12 − T
(1)
21 T
(2)
12 ) (2.33)
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and
2µ[T
(2)
21 , [T
(2)
12 , T
(2)
21 ]] + [T
(2)
3 (µ), [T
(2)
21 , T
(2)
3 (µ)]]
= (T
(2)
21 T
(3)
3 (µ)− T
(1)
21 T
(2)
3 (µ))(T
(1)
3 (µ)− 2µ)
+2µT
(1)
21 (T
(2)
21 T
(1)
12 − T
(1)
21 T
(2)
12 ) (2.34)
we thus have exhausted all the relations including T (3) in eqs. (2.9)-(2.16). Substi-
tuting eqs. (2.17) and (2.18) into eqs. (2.28)-(2.34) we derive
[J3, [J+, J−]] =
µ
β+β−
I3(J−I+ − I−J+) (2.35)
[J±, [J3, J±]] =
µ
β+β−
I±(J±I3 − I±J3) (2.36)
2[J3, [J3, J±]] + [J±, [J±, J∓]]
=
µ
β+β−
{2I3(J±I3 − I±J3) + I±(I−I+ − J−I+)} (2.37)
By introducing
µβ−1+ β
−1
− =
1
4
h2 (2.38)
the eqs. (2.35)-(2.37) can be recast into
[[Jλ, Jµ], [Iτ , Jρ]] + [[Jτ , Jρ], [Iλ, Jµ]]
= h2(aλµναβγCτρν + aτρναβγCλµν){Iα, Iβ, Iγ} (2.39)
where
aλµναβγ =
1
24
CλρσCµβρCνγτCσγτ (2.40)
{x1, x2, x3} =
∑
i 6=j 6=k 6=i
xixjxk (2.41)
With eq. (2.23) it is easy to prove that
[Jλ, [Jµ, Iν ]]− [Iλ, [Jµ, Jν ]] = 0 (2.42)
In conclusion for given R-matrix eq. (1.15) by solving RTT relation we find the
infinite algebra shown by eqs. (2.22), (2.39) and (2.42). This algebra is not closed
since Jµ are not closed. Moreover the coproduct ∆ is defined by
∆Tab(u) =
∑
c
Tac(u)⊗ Tcb(u) (2.43)
that by setting T
(1)
22 = µI3 and T
(1)
11 = −µI3 leads to
∆(Iλ) = Iλ ⊗ 1 + 1⊗ Iλ (2.44)
∆(Jλ) = Jλ ⊗ 1 + 1⊗ Jλ +
1
2
hCλµνIν ⊗ Iµ. (2.45)
This set of infinite algebra is called Y (sl(2)).
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§2.3 Drinfeld’s Theory of Yangian
Let g be a finite-dimensionally simple Lie algebra the associated algebra A is generated
by elements Iλ and Jλ with defining relations
[Iλ, Iµ] = CλµνIν , [Iλ, Jµ] = CλµνJν , (2.46)
[Jλ, [Jµ, Iν ]]− [Iλ, [Jµ, Iν ]] = h
2aλµναβγ{Iα, Iβ, Iγ} (2.47)
[[Jλ, Jµ], [Ir, Js]] + [[Jr, Js], [Iλ, Jµ]]
= h2(aλµναβγCrsν + arsναβγCλµν){Iα, Iβ, Iγ} (2.48)
where the Cλµν are the structure constants of g, aλµναβγ , {x1, x2, x3} are given in
eqs. (2.40) and (2.41) and all the repeating indices imply summation. Moreover, the
co-multiplication is given by
∆(Iλ) = Iλ ⊗ 1 + 1⊗ Iλ (2.49)
∆(Jλ) = Jλ ⊗ 1 + 1⊗ Jλ +
1
2
hCλµνIν ⊗ Iµ (2.50)
that are the same as eqs. (2.44) and (2.45) for sl(2). Set eqs. (2.46)-(2.50) is called
Yangian denoted by Y (g). Setting h = 1 it is a Hopf algebra. When g = sl(2)
eq. (2.47), i.e., eq. (2.42) is identically zero. However eq. (2.48) holds that has
been shown in the above calculation. For g = sl(n)(n > 2) Drinfeld pointed out
that [10] eq. (2.48) follows from eqs. (2.46) and (2.47) which is usually called serre
relations(There is a mis-print in the remark appeared in p255 of Ref. [10]).
On one word for sl(2) eqs. (2.46) and (2.48) should only be concerned, whereas
for sl(n)(n > 2) only eqs. (2.46) and (2.47) should be taken into account. In the
§2.1 the Y (sl(2)) has explicitly been obtained based on the RTT relation. let us take
Y (sl(2)) as an example to show the properties of Yangian.
1. It contains the classical algebra sl(2) as a sub-algebra denoted by the set
{Iλ}(λ = 1, 2, 3) that is closed.
2. Besides the set {Iλ} there appears a new set {Jλ}(λ = 1, 2, 3) which are not
closed. Hence with {Iλ} and {Jλ} an infinite algebra can be generated.
3. Observing the expansion eq. (2.3) it looks like a loop algebra with the deference
that the T
(n)
ab obey the “deformed” commutation relations. Thus we may regard
Yangian as a deformed loop algebra. We have known that both of sides of
eq. (2.47) vanish identically for sl(2). The spectral parameter u plays very
important role in the Yangian theory. Just the spectral parameter dependence
gives rise to the new operators {Jλ} beyond the usual Lie algebra sl(2), and
make the infinite algebra not the loop algebra.
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4. The RTT relation provides a standard method to generate Yangian even though
the calculations are tedious. From the RTT relation we have derived the com-
mutation relations satisfied by {Iλ} and {Jλ} that are quantum operators. The
realizations of such operators can be made through the usual quantum me-
chanical operators or second quantized operations. The Yangian symmetry is
model-independent. It is related to a given Lie algebra. However a realization
is model-dependent. Hence it is connected with the specified physical model.
§2.4 detT (u) Associated with Y (gl(2))
For sl(2) a R-matrix is given by eq. (1.15) and the T (u) is 2 by 2 matrix. Each
elements of T (u) matrix is quantum operator. The inverse of T (u) is defined by
T−1(u) =
1
detT (u)
[
T˜11(u) T˜12(u)
T˜21(u) T˜22(u)
]
(2.51)
and detT (u) should commute with Tab(u)(a, b = 1, 2):
[detT (u), Tab(v)] = 0, (a, b = 1, 2), (2.52)
i.e., detT (u) is a center of the algebra. From eq. (2.4) by setting u− v = 1, it follows
[Tbc(u), Tad(u− 1)]− Tac(u)Tbd(u− 1)− Tac(u− 1)Tbd(u) = 0 (2.53)
Substituting eq. (2.51) into T−1(u)T (u) = T (u)T−1(u) = 1 and making comparison
to eq. (2.53) we have
T˜12(u) = −T12(u− 1) T˜21(u) = −T12(u− 1)
T˜11(u) = T22(u− 1) T˜22(u) = T11(u− 1)
(2.54)
and [10]
detT (u) = T11(u)T22(u− 1)− T12(u)T21(u− 1). (2.55)
The direct check also verifies the validity of eq. (2.52) by virtue of eq. (2.55). Of
course, it holds
[detT (u), trT (v)] = 0, (a, b = 1, 2), (2.56)
The conserved family Cn determined by
detT (u) =
∞∑
n=0
u−nCn (2.57)
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can be calculated explicitly:
C0 = 1, C1 = T
(1)
11 + µT
(1)
22 = T
(1)
0 (µ)
Cj = T
(j)
0 (µ) +
∑
m+ l = j
m, l 6= 0
(l +m− 1)!
(m− 1)!l!
T
(m)
22 +
∑
m + n+ l = j
m, n 6= 0
(l +m− 1)!
(m− 1)!l!
(
T
(n)
11 T
(m)
22 − T
(n)
12 T
(m)
21
)
(j ≥ 1). (2.58)
The explicit forms of Ck are:
C1 = T
(1)
22 + µT
(1)
11 = T
(1)
0 (µ) = µN, (2.59)
C2 = T
(2)(µ) + T
(1)
22 + T
(1)
11 T
(1)
22 − T
(1)
12 T
(1)
21 = µ(M +
1
2
N +
1
2
N2) (2.60)
C3 = T
(3)
0 (µ) + T
(2)
3 (µ) + T
(2)
11 T
(1)
22 − T
(2)
12 T
(1)
21 + T
(1)
11 T
(2)
22 − T
(1)
12 T
(2)
21 + C2
=
1
2
µMN (2.61)
· · ·
where
T
(1)
0 (µ) ≡ µN, (2.62)
T
(2)
0 (µ) ≡ T
(2)
22 + µT
(2)
11 = µ(~I
2 +M), (2.63)
with
~I2 =
3∑
λ=1
I2λ (2.64)
the casimir of gl(2) algebra.
It can easily be proved that
[Cm, J
(n)] = 0, [Cm, Cn] = 0 (2.65)
for any µ. Therefore Cm commute with any conserved quantities.
Finally, let us summarize the RTT relation shown by eqs. (2.5) and (2.6) that
can be reduced to the following independent set of relations (T
(n)
3 = T
(n)
3 (µ), T
(n)
0 =
T
(n)
0 (µ), T
(n)
+ = T
(n)
12 , T
(n)
− = T
(n)
21 ):
[T (1)α , T
(2)
α ] = 0, (α = ±, 3)
[T
(1)
3 , T
(k)
± ] = [T
(k)
3 , T
(1)
± ] = ±2µT
(k)
± , (k = 1, 2)
[T
(1)
+ , T
(k)
− ] = [T
(k)
+ , T
(1)
− ] = T
(k)
3 ,
(2.66)

[T
(n)
0 , T
(m)
0 ] = 0, (∀n,m)
[T
(1)
0 , T
(n)
α ] = [T
(n)
0 , T
(1)
α ] = 0, (α = ±, 3),
[T
(2)
0 , T
(2)
± ] = ±(T
(1)
3 T
(2)
± − T
(2)
3 T
(1)
± ),
[T
(2)
0 , T
(2)
3 ] = 2µ(T
(1)
+ T
(2)
− − T
(2)
+ T
(1)
− ),
(2.67)
{
T
(n+1)
± = (2µ)
−1{±[T
(2)
3 , T
(n)
± ] + T
(n)
0 T
(1)
± − T
(1)
0 T
(n)
± }
T
(n+1)
3 = [T
(n)
+ , T
(2)
− ] + (2µ)
−1(T
(n)
0 T
(1)
3 − T
(1)
0 T
(n)
3 )
(2.68)
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and
[T (n)α , T
(m)
α ] = 0 (α 6= 0, m < n, n > 2) (2.69)
which is equivalent to{
[T
(m)
± , [T
(2)
3 , T
(n)
± ]]± [T
(m)
± , T
(n)
0 ]T
(1)
± = 0
2µ[T
(m)
3 , [T
(n)
+ , T
(2)
− ]] + [T
(m)
3 , T
(n)
0 ]T
(1)
3 = 0
(2.70)
To show the relationship for the set of eqs. (2.66)-(2.69) and the set of eqs. (2.22),
(2.42) and (2.39) i.e., the Drinfeld form for Y (sl(2)), by taking m = n = 2 in
eqs. (2.66) and (2.70) it follows
2µ[T
(2)
± , [T
(2)
+ , T
(2)
− ]]± [T
(2)
3 , [T
(2)
3 , T
(2)
± ]]
= 2µ(T
(1)
+ T
(2)
− − T
(2)
+ T
(1)
− )T
(1)
± ± (T
(1)
3 T
(2)
± − T
(2)
3 T
(1)
± )T
(1)
3 (2.71)
Eqs. (2.66), (2.31) and (2.34) lead to eqs. (2.22), (2.39) and (2.42), i.e., Y (sl(2)) can
be generated based on T (1) and T (2). The “closure” of eqs. (2.22), (2.39) and (2.42)
for sl(2) means that we can use {Iλ} and {Jλ} to generate any new generators of
Y (sl(2)) based on eq. (2.68) to form an infinite algebra.
§3 Realization of Yangian
§3.1 Y (sl(2))
~I =
N∑
i=1
~Si, ~J =
N∑
i 6=j
~Si × ~Sj (3.1)
where ~I = {Iλ} and ~J = {Jλ}(λ = 1, 2, 3) and
[Sλi , S
µ
j ] = iǫλµνS
ν
i δij (3.2)
satisfy eqs. (2.46)-(2.48). Therefore eq. (3.1) forms a Y (sl(2)) [11].
To prove the statement first we rewrite eq. (3.2)
[Sαi , S
α
j ] = 0, for α = ±, 3,
[S3i , S
±
j ] = ±δijS
±
i , [S
+
i , S
−
j ] = 2δijS
3
i
We should verify that the defined {Iλ} and {Jλ} satisfy eq. (2.20) and eqs. (2.35)-
(2.37). Since by Jλ → h
1
2Jλ the constant h can be removed, one can takes h = 1.
Defining
I± =
∑
i
S±i , I3 =
∑
i
S3i ,
J± = ∓
∑
i 6=j
WijS
±
i S
3
j , J3 =
1
2
∑
i 6=j
WijS
+
i S
−
j (3.3)
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where Wij +Wji = 0, and substituting them into eqs. (2.20), (2.35)-(2.37) we have
(S±i )
2 = 0, (S3i )
2 = 1
i.e., the operators Sλi should be Pauly matrices, and
WijWjk +WjkWki +WkiWij = −h
2, (for i 6= j 6= k 6= i)] (3.4)
The simplest solution of Wij is given by
Wij =

h i < j
0 i = j
−h i > j
(3.5)
that is nothing but the statement.
§3.2 Example for Y (sl(2))
By using the fermion operators acting on i-th site
a†i = c
†
i↑, ai = ci↑, b
†
i = c
†
i↓, bi = ci↓ (3.6)
satisfying
{ai, aj} = {a
†, a†j} = {bi, bj} = {b
†
i , b
†
j} = 0 (3.7)
{a†i , aj} = δij , {b
†
i , bj} = δij , (3.8)
and a†i(ai) anticommute with b
†
i (bi). The realization of Y (sl(2)) can be made by
I+ =
∑
i
a†ibi =
∑
i
I+i
I− =
∑
i
b†iai =
∑
i
I−i (3.9)
I3 =
1
2
∑
i
(a†iai − b
†
ibi) =
∑
i
I3i
that satisfy sl(2) algebra
[I3, I±] = ±I±, [I+, I−] = 2I3 (3.10)
and
J+ =
∑
i,j
θi,ja
†
ibj − U
∑
i,j
ǫi,jI
+
i I
3
j =
∑
i
J+i
J− =
∑
i,j
θi,jb
†
iaj +
∑
i,j
ǫi,jI
−
i I
3
j =
∑
i
J−i (3.11)
J3 =
1
2
∑
i,j
θi,j(a
†
iaj − b
†
ibj) + U
∑
i,j
ǫi,jI
+
i I
−
j
 =∑
i
J3i
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where
θi,j = δi,j−1 − δi,j+1, ǫij =

1 i < j
0 i = j
−1 i > j
(3.12)
By virtue of eqs. (3.6)-(3.8) the validity of eq. (2.22) for eqs. (3.10)-(3.12) is convinced.
One then able to set
T
(1)
± = α±I±, T
(1)
3 = 2α+α−I3, T
(2)
± = β±J±, T
(2)
3 = 2α+β−J3 (3.13)
with
α+α− = µ, β+α− = α+β−. (3.14)
We thus have made a physical realization of eq. (2.66). Since the construction of
T
(n)
0 (µ) has been made the eq. (2.67) hold, we should show the validity of eq. (2.70)
for eqs. (3.9)-(3.12). Substituting eqs. (3.13) and (3.14) into eq. (2.70) and calculating
order by order we find the forms of the formulae of Drinfeld for m = n = 2:
[J±, [J3, J±]] =
µ
β+β−
(I3J± − J3I±)I±,
[J3, [J+, J−]] =
µ
β+β−
(I+J− − J+I−)I3
where
µβ−1+ β
−1
− = U
2.
For m = n + 1 and m = n − 1 one can check that eq. (2.69) identically vanishes. It
means that eq. (2.69) is satisfied for m = 3, n = 2 and m = 2, n = 3. By direct
calculation eq. (2.69) can be shown to be true for m = 2, n = 4 and m = n = 3.
What is the physical meaning of such a realization of {Iλ} and {Iλ}(λ = 1, 2, 3)?
The {~Ii} describe the local spin “rotation”(up-down) and do not shift the fermion
located at lattice. However the operators ~Ji describe the hopping of fermion from the
i-th site to the next ones. More explicitly [12] eq. (3.11) can be written as
J+ =
∑
i,j
(a†ibi+1 − a
†
ibi−1)− U
∑
i,j
{a†ibi(a
†
jaj − b
†
jbj)− a
†
jbj(a
†
iai − b
†
ibi)},
J3 =
1
2
∑
i,j
(a†iai+1 − b
†
ibi+1 − a
†
iai−1 + b
†
ibi−1) + U
∑
i,j
a†ibib
†
jaj, (3.15)
J− =
∑
i,j
(b†iai+1 − b
†
iai−1) + U
∑
i,j
{b†iai(a
†
jaj − b
†
jbj)− b
†
jaj(a
†
iai − b
†
ibi)}.
The realization eq. (3.15) possesses a nice property in that the Hamiltonian of the
1-dim. Hubbard model
H =
∑
i
(a†iai+1 + a
†
i+1ai + b
†
ibi+1 + b
†
i+1bi)− U
∑
i
(a†iai −
1
2
)(b†ibi −
1
2
) (3.16)
17
commutes with {Iλ} and {Jλ} given by eqs. (3.9) and (3.15):
[H, Iα] = 0, (3.17)
[H, Jα] = 0, (α = ±, 3) (3.18)
Therefore
[H, Y (sl(2))] = 0 (3.19)
i.e., Y (sl(2)) serves as a symmetry of 1-d Hubbard model. The eq. (3.17) is easy to
be proved. For eq. (3.18) the periodic boundary condition should be taken account.
By substituting eqs. (3.15) and (3.16) into the commutator eq. (3.18) the direct check
verifies the validity of the statement [12].
For a nonlinear model with hopping there exists the interaction between different
sites. Is there a global symmetry besides the “total” spin? The answer is yes. This
new symmetry is nothing but the Y (sl(2)) in the example. To form a Yangian the
operators {Jλ} play the central role. They describe the hopping from i-th site to
(i + 1) or (i− 1) plus the operators
∑
i 6=j
~Si × ~Sj. Obviously {Jλ} cannot be closed,
because the set {Jλ} shifts the fermion one by one site. Only at the periodic boundary
it makes the “particle” return to the starting one. The existence of Yangian means
that we can move a “particle” to any site through only two types of operations: “local
rotation”({Iλ}) and “one-site shift” ({Jλ}). The consistence of associativity for the
successive shift operation yields the constraint condition to {Iλ} and {Jλ}, as shown
by eq. (2.39). For a physical system if there is sl(2)(or SU(2)) symmetry in the
absence of interaction, we may ask whether there exists symmetries that describe the
nonlinear-interaction systems. For the particular classes of models the answer is yes.
The Yangian is just served as such a symmetry.
§3.3 Example for Y (sl(n))(n > 2)
Let us discuss an example for long-ranged interaction model associated with sl(n)(n >
2) [13]. Introducing the spin operators
Ia =
N∑
i=1
Sai , (a = 1, . . . , n) (3.20)
where
[Sai , S
b
j ] = fabcS
c
i δij (3.21)
and
Ja =
∑
i 6=j
WijfabcS
b
iS
c
j , (Wij = −Wji) (3.22)
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The structure constants fabc obey the Jacobi identity:
fabcfdec = fadcfbec − faecfbdc. (3.23)
It is easy to verify that eq. (2.46) is satisfied with Cabc = fabc. As pointed by Drinfeld
for sl(n)(n > 2) eqs. (2.46) and (2.47) imply eq. (2.48). Therefore we should check
the validity of eq. (2.47) based on eqs. (3.20) and (3.22). After calculation we get
[Ja, Jb] =
N∑
i 6=j 6=k 6=i
WijWikfαβµfbγνfαµνT
αβγ
ijk (3.24)
where
T αβγijk = S
β
j S
α
i S
γ
k + S
β
j S
γ
kS
α
i + S
γ
kS
α
i S
β
j + S
α
i S
γ
kS
β
j (3.25)
Hence
[Ja, [Jb, Jc]] = fbcλ[Ja, Jλ] =
N∑
i 6=j 6=k 6=i
WijWikg
αβγ
abc T
αβγ
ijk (3.26)
where
gαβγabc = fαµνfaβµfbcλfλγν (3.27)
repeated indices are summed. One can prove that
(gαβγabc + g
αβγ
bca + g
αβγ
cab ) + (g
αγβ
abc + g
αγβ
bca + g
αγβ
cab ) =
∑
t
(αβγ)
abc (3.28)
where (αβγ) denotes the summation over the permutation to α, β and γ
tαβγabc = faαλfbβµfcγνfλµν = 4! aabcαβγ (3.29)
that has appeared in eq. (2.40).
With the notations we have
N∑
i 6=j 6=k 6=i
WijWik(g
αβγ
abc + g
αβγ
bca + g
αβγ
cab )T
αβγ
ijk =
N∑
i 6=j 6=k 6=i
WijWikt
(αβγ)
abc T
αβγ
ijk (3.30)
With the help of the above relations on the basis of the Jacobi identities
[Ja, [Jb, Ic]] + [Ia, [Jb, Jc]] = [Ja, [Jb, Ic]] + [Jc, [Ia, Jb]] + [Jb, [Jc, Ia]]. (3.31)
Only the case where a 6= b 6= c 6= a should be taken into account. These components
of eq. (3.31) are equal to
2
∑N
i 6=j 6=k ( WijWikt
αβγ
abc S
α
i S
β
j S
γ
k +WikWijt
αβγ
abc S
α
i S
γ
kS
β
j
+WkiWkjt
αβγ
abc S
γ
kS
α
i S
β
j +WjiWjkt
αβγ
abc S
β
j S
α
i S
γ
k
+WjkWjit
αβγ
abc S
β
j S
γ
kS
α
i +WkjWkit
αβγ
abc S
γ
kS
β
j S
α
i )
=
2
3
N∑
i 6=j 6=k 6=i
(WijWik +WjkWji +WkiWkj)t
αβγ
abc {S
α
i , S
β
j , S
γ
k} (3.32)
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Defining
∆ijk =WijWik +WjkWji +WkiWkj, (Wij = −Wji) (3.33)
and noting that there is no summation over the repeated lattice indices, when
∆ijk = h
2, (independent of i, j, k) (3.34)
the lhs of eq. (3.31)(with a 6= b 6= c 6= a) is equal to
h2aabcdef{I
d, Ie, If} (3.35)
which is exactly the relation eq. (2.47). Thus let eq. (3.22) satisfy Y (sl(2)) the
eq. (3.33) should be satisfied, i.e.,
∆ijk =WijWik +WjkWji +WkiWkj = h
2, (∀ i 6= j 6= k 6= i) (3.36)
which is the same as eq. (3.4). Besides the solution (3.5), the general solution [14]
Wjk = (ih)
Zj + Zk
Zj − Zk
(3.37)
where {Zj} is a discrete set of complex number. Thus
Ja = U
N∑
i=1
Sai + ih
N∑
j 6=k
Zj + Zk
Zj − Zk
fabcS
b
jS
c
k, (a, b, c = 1, 2, . . . , n) (3.38)
together with eq. (3.20) generate the Y (sl(n)) for a free parameter U . Here we have
used the important property of Yangian [10, 14]:
Suppose {Ia} and {Ja} generate Yangian then the {Ia} and {J˜a} also generate a
Yangian, where
J˜a = UIa + Ja, (3.39)
U being an arbitrary parameter. This statement can be verified easily because J˜a
behaves completely in the same manner as Ja.
The simplest form of Wjk is Zk = e
i kpi
N (k integer), then
Wjk = h coth
(j − k)π
N
. (3.40)
The associated Hamiltonian systems were found in Refs. [15]. Now we can deduce
the Hamiltonian from our point of view.
Noting that
C2 = T
(2)
0 −
1
2
(2I23 + I+I− + I−I+) +
1
2
[T (1) +
1
2
(T
(1)
0 )
2] (3.41)
Assume
T
(2)
0 =
∑
i 6=j
fij(Pij − 1) (3.42)
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where Pij stand for the permutation operators
Pij = 2S
3
i S
3
j + S
+
i S
−
j + S
−
i S
+
j −
1
2
(3.43)
then from
[T
(2)
0 , T
(2)
± ] = ±[T
(1)
3 T
(2)
± − T
(2)
3 T
(1)
± ]
[T
(2)
0 , T
(2)
3 ] = 2[T
(1)
+ T
(2)
− − T
(2)
+ T
(1)
− ]
it follows
fij =
1
2
W 2ij
we obtain
C2 = −2H2 +N(N − 1) +
1
2
[T
(1)
0 +
1
2
(T
(1)
0 )
2] (3.44)
where
H2 = −
1
4
∑
i 6=j
(W 2ij − 1)(Pij − 1) (3.45)
and T
(1)
0 , C2, {Iα} and {Jα}(α = ±, 3) are all commutative. Therefore we have the
Hamiltonian
H2 =
∑
i 6=j
ZiZj
ZijZji
(Pij − 1), (Zij = Zi − Z − j) (3.46)
that was obtained in Ref. [15]
§4 Long-Range Interaction Models and Yangian
§4.1 Polychronakos’ Approach
Besides the nearest neighborhood models(such as Heisenberg chain, Hubbard model,
. . .), recently, a number of one-dimensional long-range interaction models have been
studied [15]. The typical one is Calogero-Sutherland model [16], then it is subse-
quently extended to the models with internal spin degrees of freedom [17]. Among
them an interesting approach was proposed by Bernard, Gaudin, Haldane and Pasquier
(BGHP)[17] who made this type of models related to the RTT relation associated with
Yang-Baxter equation(YBE). The BGHP approach provides a method to deal with
long-range interaction models: for a given rational solution of YBE, for example,
R(u) = u + P which is given in eq. (1.15), RTT relation gives rise to the Yangian
symmetry. With a particular realization of the Yangian, in general, we can generate
corresponding Hamiltonian of the considered systems.
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On the other hand Polychronakos had formulated the integrability in terms of the
“coupled” momentum operators [18]:
πi = pi + i
∑
j 6=i
VijKij (4.1)
where pi = −i
∂
∂xi
(h¯ = 1), Vij = V (xi − xj) a potential to be determined and Kij
the particle permutation operators. The requirements of the Hermiticity of πi, the
absence of linear terms in pi and that only the two-body potentials in the Hamiltonian
lead to
V (x) = −V (−x) ,
H0 ≡
1
2
∑
i
π2i =
∑
i
p2i +
1
2
∑
i 6=j
[
∂
∂xi
VijKij + V
2
ij
]
−
1
6
∑
i 6=j 6=k 6=i
VijkKijk (4.2)
where
Vijk = VijVjk + VjkVki + VkiVij =Wij +Wjk +Wki , (4.3)
Kijk = KijKjk
with Wij = W (xi − xj) being a symmetric function. The commutation relation
between πi and πj is found to be
[πi, πj ] =
∑
k 6=i,j
Vijk(Kijk −Kjik) . (4.4)
This approach can be applied to many integrable systems, including the CS model,
δ-interaction model and so on.
§4.2 Sutherland-Ro¨mer and Yan Models
Let us first discuss the extended forms of Vij in eq. (4.1) that are different from those
given by Ref. [18]. Setting
Vij = P
+
ij aij + P
−
ij bij (4.5)
where P±ij are given as
P±ij =
1± σiσj
2
(σ2i = 1) (4.6)
σi is quantum operators obeying
σiKij = Kijσj ,
σiKmn = Kmnσi (i 6= m,n) ,
then by substituting eq. (4.5) into eq. (4.1) and doing the parallel discussion in
Ref. [18], we find
Vijk = P
+
ijkAijk + P
−
ijkAijk + P
−
kijAkij + P
−
jkiAjki (4.7)
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where
P±ijk = P
±
ij P
±
ik ,
Aijk = aijajk + ajkaki + akiaij ,
Bijk = aijbjk + bjkaki + bkiaij .
Noting that P+ijk = P
+
ikj = · · · = P
+
kji, but P
−
ijk = P
−
jik only.
The sufficient condition of the quantum integrability of eq. (4.1) is
Vijk = constant (or zero) . (4.8)
Now let us look for new solution of eq. (4.8)
(1) When Aijk 6= 0, Bijk 6= 0, a sufficient solution can be checked:
a(x) = l coth(ax) (or a(x) = l cot(ax)) ,
b(x) = l tanh(ax) (or b(x) = l tan(ax)) (4.9)
where x ≡ xij = xi − xj , a, l are constants and
Vijk = −l
2(P+ijk + P
−
ijk + P
−
kij + P
−
jki) = −l
2 . (4.10)
Define
H =
1
2
∑
i
π2i −
l2
6
∑
i 6=j 6=k 6=i
Kijk , (4.11)
then eq. (4.10) leads to
H =
1
2
∑
i
p2i +
∑
i<j
l(l − aKij)
[
P+ij
sinh2(axij)
−
P−ij
cosh2(axij)
]
. (4.12)
When Kij = ±1, eq. (4.12) was firstly given in Ref. [19] and studied by Sutherland
and Ro¨mer [20] in detail.
Define
π¯i = πi + il
∑
i 6=j
Kij , (4.13)
then
[π¯i, π¯j ] = 2il(π¯i − π¯j)Kij (4.14)
[H, πi] = [H, π¯i] = 0 . (4.15)
The conserved quantities are given by
In =
∑
i
π¯ni (4.16)
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which leads to
[In, Im] = 0 , (4.17)
[H, In] = 0 , (4.18)
i.e. the model is quantum integrable in the sense of Liouville.
(2) When Bijk = 0, we consider two cases
(a) Aijk = 0
a(x) =
l
x
, Vijk = 0 ,
H =
1
2
∑
i
p2i +
1
2
∑
i 6=j
l(l −Kij)
(xi − xj)2
P+ij (4.19)
that is well known as Calogero model when P+ij takes the value 1.
(b) Aijk = β
2 6= 0
[πi, πj ] = β
∑
k 6=i,i
P+ijk(Kijk −Kjik) . (4.20)
Define
π¯i = πi + β
∑
i 6=j
P+ijKij , (4.21)
it is easy to prove that
[π¯i, P
+
jk] = 0, ∀i and j 6= k (4.22)
and
[π¯i, π¯j] = 2βP
+
ij (π¯i − π¯j)Kij , (4.23)
[π¯ni , π¯j] = 2βP
+
ij (π¯
n
i − π¯
n
j )Kij , (4.24)
so that eq. (4.17) is also satisfied. Let
H =
1
2
∑
i
π2i +
β2
6
∑
i 6=j 6=k 6=i
P+ijkKijk . (4.25)
With the help of eq. (4.20), one can prove
[H, πi] = [H, π¯i] = [H, In] = 0 . (4.26)
For the case (b) we have two sufficient solutions of Vijk:
(i) a(x) = il cot(ax) (ora(x) = l coth(ax),
Vijk = −l
2P+ijk ,
H =
1
2
∑
i
p2i +
1
2
∑
i 6=j
l(l − aKij)
sin2 a(xi − xj)
P+ij . (4.27)
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Eq. (4.27) is the generalization of the spin chain model considered by BGHP [17].
(ii) a(x) = lsgn(x),
H =
1
2
∑
i
p2i +
1
2
∑
i 6=j
l(l −Kij)δ(xi − xj)P
+
ij . (4.28)
with the condition that Kij = ±1, eq. (4.28) was first pointed out by Yan [21] through
Bethe Ansatz, he also found the Y-operator defined by Yang [6] for eq. (4.28)
Y αβij =
1
ikij(ikij − 2c)
[ikij − c(1− σiσj)][−ikijP
αβ + c(1 + σiσj)] (4.29)
where P is the permutation and Y satisfies
Y αβjk Y
βγ
ik Y
αβ
ij = Y
βγ
ij Y
αβ
ik Y
βγ
jk (4.30)
and c = l(l ± 1)/2 for Kij = ±1. Noting that there is only P
+
ij in the Hamiltonian
eq. (4.28) for the quantum integrability.
Now we have re-interpreted the models eq. (4.12) and eq. (4.28) from the point
of view of the formulation eq. (4.1). Next we shall set up the Yangian description of
models eq. (4.12) and eq. (4.28) through RTT relation.
§4.3 RTT Relation and Long-Range Interaction Models
Let us apply the BGHP approach [17] to the S-R model and Yan model. The solution
of Yang-Baxter equation, R-matrix, takes the simplest form (1.15) as
R(u) = u+ λP00′ (4.31)
and the RTT relation reads
R00′(u− v)T
0(u)T 0
′
(v) = T 0
′
(v)T 0(u)R00′(u− v) (4.32)
where T 0(u) = T (u) ⊗ 1, T 0
′
= 1 ⊗ T (u) and P00′ is the permutation operator
exchanging the two auxiliary spaces 0 and 0′. Make the expansion
T 0(u) = I +
p∑
a,b=1
X0ba
∞∑
n=0
λT abn
un+1
, (4.33)
P00′ =
p∑
a,b=1
X0baX
0′
ab . (4.34)
Notice that T abn is the same as T
(n+1)
ba in the §1 and §2. It is well known that {T
ab
n }
generate the Yangian [10]. Substituting eqs. (4.31), (4.33) and (4.34) into eq. (4.32)
one finds∑
a,b
∑
c,d
X0baX
0′
dc
∞∑
n=0
{
u−n−1fn1 − v
−n−1fn2 +
∞∑
m=0
u−n−1v−m−1fn,m3
}
= 0 (4.35)
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where
fn1 = δbcT
ad
n − δadT
cb
n − [T
ab
n , T
cd
0 ] ,
fn2 = δbcT
ad
n − δadT
cb
n − [T
ab
0 , T
cd
n ] ,
fn,m3 = λ(T
ad
n T
cb
m − T
ad
m T
cb
n ) + [T
ab
n+1, T
cd
m ]− [T
ab
n , T
cd
m+1] .
For any auxiliary space {Xab} we require f
n
1 = f
n
2 = f
n,m
3 = 0. Obviously, f
n
1 = 0 is
equivalent to fn2 = 0. So we need only to take
fn1 = f
n,m
3 = 0 (4.36)
into account.
First from fn,03 = 0 it follows
δbcT
ad
n+1 − δadT
cb
n+1 = λ(T
ad
0 T
cb
n − T
ad
n T
cb
0 ) + [T
ab
n , T
cd
1 ] (4.37)
which can be recast to
T adn+1 = λ(T
ad
0 T
cc
n − T
ad
n T
cc
0 ) + [T
ac
n , T
cd
1 ] (a 6= d) , (4.38)
T aan+1 − T
cc
n+1 = λ(T
aa
0 T
cc
n − T
aa
n T
cc
0 ) + [T
ac
n , T
ca
1 ] , (4.39)
where no summation for the repeating indices is taken. Eqs. (4.38) and (4.39) imply
that T abn can be determined by iteration for given T
ab
0 and T
ab
1 .
Now let us set
T ab0 =
N∑
i=1
Iabi , (4.40)
T ab1 =
N∑
i=1
Iabi Di (4.41)
and
[Iabi , I
cd
j ] = δij(δbcI
ad
i − δadI
cb
i ) (4.42)
where Di are operators to be determined. Substituting eqs. (4.40)–(4.42) into f
1
1 we
obtain∑
i
∑
j
Iabi [D
i, Icdj ] = 0 . (4.43)
Further we assume∑
i
Iabi [Di, I
cd
j ] = 0, for any j (4.44)
with which the T ab2 should satisfy
δbcT
ad
2 − δadT
cb
2 =
∑
i 6=j
Iabi I
cd
j
λ∑
k,l
Ikli I
lk
j (Dj −Di) + [Di, Dj]

+
∑
i
(δbcI
ad
i D
2
i − δadI
cb
i D
2
i ) . (4.45)
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A sufficient solution of eq. (4.45) is
T ab2 =
∑
i
Iabi D
2
i (4.46)
with
[Di, Dj] = λ
∑
a,b
Iabj I
ba
i (Di −Dj) . (4.47)
Thus eq. (4.41) generates long-range interaction through the eq. (4.44) and (4.47).
However so far there is not simple relationship betweenDi and I
ab
j which should satisfy
eq. (4.44). It is very difficult to determine the general relationship. Fortunately,
BGHP [17] have set up the link with the help of projection. Let the permutation
groups Σ1, Σ2 and Σ3 be generated by Kij, Pij and the product PijKij respectively,
where Kij exchange the positions of particles and Pij exchange the spins at position
i and j. The projection ρ was defined as
ρ(ab) = a for ∀a ∈ Σ2, b ∈ Σ1 , (4.48)
i.e. the wave function considered is symmetric. Let Iabi be the fundamental represen-
tations, then
Pij =
∑
a,b
Iabi I
ba
j . (4.49)
Suppose that there exists [17]
Di = ρ(Dˆi), Di ∈ Σ2, Dˆi ∈ Σ1 (4.50)
and the Dˆi is particle-like operators, i.e.
KijDˆi = DˆjKij , KijDˆl = DˆlKij (l 6= i, j) . (4.51)
Define
T abm =
∑
i
Iabi ρ(Dˆ
m
i ) (m ≥ 0) , (4.52)
then
(a) [Dˆj , Dˆi] = λρ
−1(Pij(Dj −Di)) = λ(Dˆj − Dˆi)Kij . (4.53)
(b) T abm satisfy eq. (4.36), i.e., RTT relation eq. (4.32). Actually f
n
1 = 0 is easy to be
checked. By using
[Dˆni , Dˆ
m
j ] =
n−1∑
k=0
Dˆki [Dˆi, Dˆ
m
j ]Dˆ
n−k−1
j = λ
n−1∑
k=0
Dˆki (Dˆ
m
i − Dˆ
m
j )Dˆ
n−k−1
j Kij ,
we have fn,m3 = 0.
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The projection procedure is very important for it enables us to prove that eq. (4.36)
is satisfied by virtue of eq. (4.50).
With the expansion eqs. (4.33) and the projected long-range expansion eq. (4.52),
the hamiltonian associated to T (u) is obtained by the expansion of the deformed
determinant [17]:
detqT (u) =
∑
σ
ǫ(σ)T1σ1(u− (p− 1)λ)T2σ2(u− (p− 2)λ) · · ·Tpσp(u) . (4.54)
A calculation gives
detqT (u) = 1 +
λ
u
M +
λ
u2
ρ(∑
i
Dˆi −
λ
2
∑
j 6=i
Kij) +
λ
2
M(M − 1)

+
λ
u3
ρ
(∑
i
Dˆi −
λ
2
∑
j 6=i
Kij)
2 +
λ2
12
∑
i 6=j 6=k 6=i
KijKjk
+λ(M − 1)
∑
i
(Dˆi −
λ
2
∑
j 6=i
Kij)
+
λ2
6
M(M − 1)(M − 2) +
λ2
4
M(M − 1)
}
+ · · · . (4.55)
One takes the Hamiltonian as
H =
1
2
ρ
(∑
i
Dˆi −
λ
2
∑
i 6=j
Kij)
2 +
λ2
12
∑
i 6=j 6=k 6=i
KijKjk
 . (4.56)
Therefore we define the Hamiltonian which have the Yangian symmetry given by
eqs.(4.52), (4.42) and (4.47). In comparison to the known models we list the expres-
sions for Dˆi satisfying eq. (4.53) [18]
(1) Dˆi = pi +
λ
2
∑
i 6=j [sgn(xi − xj) + 1]Kij, λ = 2il,
H =
1
2
∑
i
p2i +
1
2
∑
i 6=j
l(l − Pij)δ(xi − xj) . (4.57)
(2) Dˆi = pi +
∑
i 6=j l[i cot a(xi − xj) + 1]Kij , λ = 2l,
H =
1
2
∑
i
p2i +
1
2
∑
i 6=j
l(l − aPij)
sin2 a(xi − xj)
. (4.58)
(3) Dˆi = pi + il
∑
i 6=j[coth a(xi − xj)P
+
ij + tanh a(xi − xj)P
−
ij + 1]Kij, λ = 2il ,
H =
1
2
∑
i
p2i +
1
2
∑
i 6=j
l(l − aPij)
(
P+ij
sinh2 a(xi − xj)
−
P−ij
cosh2 a(xi − xj)
)
. (4.59)
Eqs. (4.57) and (4.58) were given in Ref. [18], eq. (4.58) was studied in Ref. [17].
Eq (4.59) is the generalization of S-R model.
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An alternative description of transfer matrix was given by BGHP [17]. Define
D¯i = Dˆi − λ
∑
i<j
Kij , (4.60)
then
[D¯i, D¯j] = 0 , (4.61)
[Kij, D¯k] = 0 (k 6= i, j) , (4.62)
KijD¯i − D¯jKij = λ . (4.63)
It was proved that
T¯i(u) = 1 + λ
P0i
u− D¯i
, T¯ (u) =
∏
i
T¯i(u) and ρ(T¯ (u)) (4.64)
all satisfy the RTT relation.
The deformed determinant of T¯ (u) was defined by
detqT¯ (u) =
∆M(u+ λ)
∆m(u)
, ∆M(u) =
M∏
i=1
(u− D¯i) . (4.65)
It was proved that
ρ(detqT¯ (u)) = detq(T (u)) . (4.66)
To contain the model eq.(4.28), we define D¯i related to the π¯i given by eq. (4.21)
as
D¯i = π¯i − β
∑
j<i
P+ijKij (4.67)
which satisfies eqs.(4.61), (4.62) and (4.64) etc. So we can put the models eqs. (4.12)
and (4.28) into Yang-Baxter system.
In conclusion of this section we have shown the consistence between Yangian
symmetry and the integrability of Polychronakos for long-range interaction models
[18] and given the interpretation of S-R model [19, 20] and Yan model [21] from the
point of view of YB system.
§5 Truncated Transfer Matrix T (u) and G-C Top
For the R-matrix is given by eq. (1.15) the case (A) in the section II yields Yangian.
Now let’s look for what kind of algebra appears for the case (B), i.e., T (0) =
[
1 0
0 0
]
.
In this section the transfer matrix for the case (B) is denoted by t(u), the RTT relation
is calculated to give the following relations(a, b = 1, 2).
[t
(m)
ab , t
(k)
ab ] = 0, [t
(m)
ab , t
(k)
cd ] = [t
(k)
ab , t
(m)
cd ], (m, k ≥ 1) (5.1)
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that are the same as those for the case (A), the other relations are given by{
[t
(1)
11 , t
(k)
22 ] = [t
(1)
12 , t
(k)
22 ] = [t
(1)
21 , t
(k)
22 ] = 0,
t
(k)
12 = [t
(k)
12 , t
(1)
11 ], t
(k)
21 = −[t
(k)
21 , t
(1)
11 ], t
(k)
22 = [t
(k)
12 , t
(1)
21 ], (k ≥ 1)
(5.2)
[t
(2)
22 , t
(k)
11 ] + t
(k)
21 t
(1)
12 − t
(1)
21 t
(k)
12 = 0,
[t
(2)
12 , t
(k)
22 ] + t
(k)
12 t
(1)
22 − t
(1)
12 t
(k)
22 = 0, (k ≥ 1)
[t
(2)
21 , t
(k)
22 ] + t
(k)
22 t
(1)
21 − t
(1)
22 t
(k)
21 = 0
(5.3)
and the iteration relations
t
(k+1)
12 = [t
(2)
12 , t
(k)
11 ] + t
(k)
11 t
(1)
12 − t
(1)
11 t
(k)
12 ,
t
(k+1)
21 = [t
(k)
11 , t
(2)
21 ] + t
(k)
11 t
(1)
21 − t
(1)
11 t
(k)
21 , (k ≥ 2) (5.4)
t
(k+1)
22 = [t
(2)
12 , t
(k)
21 ] + t
(k)
11 t
(1)
21 − t
(1)
11 t
(k)
22 .
Not all the above relations are independent. By substituting eq. (5.4) into eq. (5.2)
and taking eq. (5.1) into account it can be shown that only k = 1, 2 in eq. (5.2) is
independent. Thus eq. (5.2) is simplified to
[t
(k)
12 , t
(1)
11 ] = t
(k)
12 , [t
(1)
12 , t
(k)
22 ] = 0,
[t
(1)
11 , t
(k)
21 ] = t
(k)
21 , [t
(1)
21 , t
(k)
22 ] = 0, (k = 1, 2)
[t
(1)
12 , t
(k)
21 ] = t
(k)
22 , t
(1)
22 is a center.
(5.2’)
Because t
(1)
22 is a center and
C2 = t
(2)
22 + t
(1)
22 + t
(1)
11 t
(1)
22 − t
(1)
12 t
(1)
21 (5.5)
is then also a center:
[C2, t
(k)
ab ] = 0. (5.6)
One is able to show that the relation given by eq. (5.3) can be reduced to
[t
(2)
22 , t
(k)
11 ] + t
(k)
21 t
(1)
12 − t
(1)
21 t
(k)
12 = 0, (k ≥ 2). (5.3’)
Therefore now eqs. (5.1), (5.2’), (5.3’) and (5.4) are independent relations. The
simplest realization of eq. (5.2’) for k = 1 is
t(1) =
[
M P¯
P C
]
(5.7)
where C is a center and
[M,P ] = P, [M, P¯ ] = −P¯ , [P, P¯ ] = C (5.8)
A simple realization of eq. (5.7) is when C = 0:
t(1) =
[
ip e−q
eq 0
]
(5.9)
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where
[p, q] = −i (5.10)
i.e., p and q obey the Heisenberg algebra.
To determine t(2) we should find a realization satisfying eqs. (5.1) , (5.2’) and
(5.3’) for k = 2. The corresponding relations for k > 2 yield the constraints to the
considered operators. This will gives rise to a new type of infinite algebra. However
what we are interested in is to find a more physical example where the expansion of
t(u) is truncated
t(u) =
m∑
n=0
u−nt(n) (5.11)
i.e.,
t(m+1) = 0, (all t(k) = 0 for k ≥ m+ 1). (5.12)
This possibility is prohibited for the case (A) which leads to Yangian, however,
eq. (5.12) can be allowed by t(0) =
[
1 0
0 0
]
. This fact can be verified by direct
calculation. Let us look for an exact solution of m = 3, i.e., by substituting
t(u) =
[
1 0
0 0
]
+ u−1t(1) + u−2t(2) + u−3t(3) (5.13)
into the RTT relation to find a sufficient solution of t(1), t(2) and t(3). This solution
is related to the Goryachev-Chaplegin gyrostat discussed in Refs. [22, 23].
This model is interesting for the finite terms in the expansion of t(u). The trun-
cation of t(u) corresponds to the finite number of conserved quantities and the satis-
faction of RTT relation indicates the quantum integrability of the model.
The Goryachev-Chaplygin(G-C) top is completely integrable in sense of Liouville
as shown in the literature [22]. It describe an axially symmetric top moving in an
applied field. In the quantum case the G-C top is extended to the quantum G-C
gyrostat whose Hamiltonian takes the form:
H =
1
2
(J2 + 3J23 )− bx1 + pJ3 (5.14)
where J2 = J21 + J
2
2 + J
2
3 and b a parameter. We should note that in this section the
notations Ji express the angular momentum. They are irrelevant to the Jλ-operators
for Yangian shown before. The quantities appearing in eq. (5.14) satisfy the following
commutation relations:
[Ji, Jj] = −iǫijkJk ,
[Ji, xj] = −iǫijkxk ,
[xi, xj] = 0 , (5.15)
[p, q] = −i ,
[p, Ji] = [p, xi] = [q, xi] = [q, Ji] = 0
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where i, j, k take over 1, 2 and 3. The momentum p and coordinate q of mass
center commute with all the locally dynamic variables. The Hamiltonian eq. (5.14)
commutes with the other integral of motion:
G = (2J3 + p)(J
2 − J23 ) + 2b[x3, J1]+ . (5.16)
where [A,B]+ ≡ AB+BA. In addition to the commutation relations eq. (5.15) there
are two constraints:
3∑
i=1
Jixi = 0, (5.17)
3∑
i
x2i = 1. (5.18)
Eq. (5.17) plays important roles in proving the quantum integrability of the model.
Now let us turn to the RTT relation.
For solving eq. (1.7) with the form eq. (5.13) one first put
t
(1)
11 = αp, t
(1)
22 = 0, t
(1)
12 = βe
τqx+, t
(1)
21 = γe
−τq, (5.19)
and
t
(2)
11 = f1J
2 + f2J
2
3 + f3pJ3 + f4x− + f5,
t
(3)
11 = (p+ g3J3)(g1J
2 + g2J
2
3 + g5) + g4[J−, x3]+ (5.20)
where f1, . . . , f5, g1, . . . , g4, α, β, γ and τ all parameters to be determined and
J± = J1 ± iJ2, x± = x1 ± ix2 obey the commutation relations shown by eq. (5.15).
Obviously not all the parameters are independent. λ can be normalized to be one.
Substituting eqs. (5.19) and (5.20) together with eq. (5.17) into eq. (1.7) after lengthy
calculations by hand we find
τ = −iα−1λ, f1 = −
1
4
λ, f2 = −
3
4
λ, f3 = α, f5 = −
1
16
λ,
g1 = −g2 = −
1
4
α, g3 = −λα
−1, g4 =
1
4
f4, g5 = −
1
16
α.
Denoting f4 = f the solution of t
(n) reads:
t
(2)
11 = −
1
4
λ(J2 + 3J23 +
1
4
) + αpJ3 + fx−, t
(2)
22 = λ
−1γβx+,
t
(2)
12 = −λ
−1βeτq
(
−
λ
4
[J+, x3]+ + x+(λJ3 − αp)
)
, t
(2)
21 = γe
−τqJ3, (5.21)
t
(3)
11 = −
1
4
α(p− λα−1J3)(J
2 − J23 +
1
4
) +
1
4
f [J−, x3]+,
t
(3)
22 =
1
4
λ−1βγ[J+, x3]+,
t
(3)
12 = −λ
2βeτq
{
fx23 −
1
4
α[J+, x3]+(p− λα
−1J3)
}
,
t
(3)
21 = −
1
4
γe−τq(J2 − J23 +
1
4
). (5.22)
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Therefore the truncated Yangian can be viewed as a mapping of the algebra given by
eq. (5.15).
Substituting the derived t(u) into eq. (2.58) it follows
dett(u) = u−3(u− 1)−3λ−1f(u2 − u+
3
16
)(x+x− + x
2
3). (5.23)
So only
∑3
i=1 x
2
i is a Casimir operator, i.e. Cm = 0 for m < 4, C4 = λ
−1f
∑3
i=1 x
2
i
that commute with Ji. The constraint eq. (5.18) does not play role in solving the
RTT relation. By choosing a proper representation eq. (5.18) can be taken that is
automatically satisfied by virtue of eq. (2.52). Notice that dett(u) has zero’s at u = 1
4
and u = 3
4
where the inverse of t(u) can not be defined.
It is worth noting that the commutation relations shown by eq. (5.15) are invariant
subject to a transformation:
J ′a =
∑
b
AabJb, x
′
a =
∑
b
Aabxb, (a, b = 1, 2) (5.24)
where
A11 = ǫA22, A12 = −ǫA21,
A211 + A
2
21 = 1, ǫ = ±1 = detA
. (5.25)
This transformation is useful to transform the Hamiltonian in preserving the RTT
relation.
Let us turn to the conserved quantities for G-C gyrostat.
By taking the trace of the transfer matrix one obtains
trt(u) = λ+ u−1αp+ u−2
{
−
1
4
λ(J2 + 3J23 +
1
4
) + αpJ3 + fx− + λ
−1βγx+
}
+
u−3
4
{
−(αp− λJ3)(J
2 − J23 +
1
4
) + f [J−, x3]+ + λ
−1βγ[J+, x3]+
}
. (5.26)
Hence we have the Hamiltonian Hp and the other conserved quantities Gp:
Hp =
1
2
{
1
4
λ(J2 + 3J23 )− fx− − λ
−1βγx+ − αpJ3
}
+
1
16
λ, (5.27)
Gp =
1
4
{
(αp− λJ3)(J
2 − J23 +
1
4
) + f [J−, x3]+ + λ
−1βγ[J+, x3]+
}
. (5.28)
If one requires
4λ−1βγf = b2, (5.29)
then there is rotational invariance about the x3 axis. By virtue of eqs. (5.22) and
(5.24) we find that eqs. (5.27) and (5.28) are reduced to
Hp =
1
2
{
1
4
λ(J ′
2
+ 3J ′
2
3)− bx
′
1 − αpǫJ
′
3
}
+
1
16
λ, (5.30)
Gp = −
1
4
{
(αp− ǫλJ ′3)(J
′2 − J ′
2
3 +
1
4
) + b[x3, J
′
1]+
}
(5.31)
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which are exactly those given by Sklyanin [23]. Obviously, the parameters λ and τ
are trivial in the solution of t(u) and β, γ can be viewed as the consequence of t(u)
subject to a similar transformation. Therefore only parameters f and α are essential
in determining the form of t(u) though f does not appear in the Hamiltonian. The
simplest realization of quantum G-C top is a quantum mechanical system on sphere.
Taking the constraints eqs. (5.17) and (5.18) into account the simplest realization
of Ji and xi can be made through
xi = ni(t), (5.32)
Ji = −iǫijknj(t)n˙k(t) (i, j, k = 1, 2, 3) (5.33)
that give J2 = −~˙n · ~˙n.
In conclusion we have shown that the truncated Yangian gives rise to quantum
integrable system with finite number of conserved quantities and make the system
work in the space higher than (1+1) dimensions.
The trigonometric extension of the truncated Yangian will be the “truncated”
affine quantum algebra which is the generalization of Drinfeld’s statement discussed
in Ref. [25, 26]. It gives the q-deformed G-C gyrostat which will be discussed in the
next section.
§6 Trigonometric G-C Gyrostat
If R-matrix is taken to be the simple 6-vertex from (1.17), the trigonometric transfer
matrix T (x) can be found on the basis of RTT relation, where x = eu(or x = eiu) is
the spectral parameter. In terms of x, the RTT relation takes the form
Rˇ(xy−1)(T (x)⊗ T (y)) = (T (y)⊗ T (x))Rˇ(xy−1) (6.1)
T (x) can be expanded as
T (x) =
+∞∑
n=−∞
xnT (n). (6.2)
A simple form of trigonometric R-matrix(which is a deformation of eq. (1.18)) is given
by
Rˇ(u) =

sin(u+ η)
e−iθ sin η sin u
sin u eiθ sin η
sin(u+ η)
 (6.3)
where x = eiu, η and θ are constants. Set q = e−iη, eq. (6.3) can be recast into
Rˇ(x) = xRˇ − x−1Rˇ−1 (6.4)
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where
Rˇ =

q−1
0 1
1 q−1 − q
q−1
 (6.5)
which is the asymptotic form of Rˇ(x) as x → ∞. It can be verified that there is a
subset in T (x):
T (x) = xT+ − x
−1T− (6.6)
satisfying eq. (6.2) for the Rˇ given by eq. (6.3). Actually, substituting eq. (6.5) into
eq. (6.3) it follows [24]:
Rˇ(T± ⊗ T±) = (T± ⊗ T±)Rˇ
Rˇ(T+ ⊗ T−) = (T− ⊗ T+)Rˇ
(6.7)
where Rˇ is given by eq. (6.5). It is noted that each element of the matrices T± is
quantum operator. One can check that
T+ =
[
K (q−1 − q)X+
0 K−1
]
, T− =
[
K−1 0
(q−1 − q)X− K
]
(6.8)
satisfy eq. (6.7) when X± and K satisfy
KX±K−1 = q±X±, [X+, X−] =
K2 −K−2
q − q−1
(6.9)
that is known as the quantum algebra associated with SU(2), denoted by Uq(SU(2)).
The pioneered works concerning quantum algebras were made by Drinfeld [25, 26],
Jimbo [27] and Faddeev [28] although the simplest form eq. (6.9) was first presented
by Kulish and Sklyanin [5].
The general form of trigonometric T (x) is very complicated and denoted by
Uq(
̂SU(2)), i.e., the q-affine algebra [25]. The comparison between Y (sl(2)) and
Uq(sl(2)) is shown by the following chart-follow (w = q − q
−1):
Rˇ = uP + I
q=e−iη
←− Rˇ given by eq. (6.3)
↓
rational
limit
↓
RTT relation
↓ ↓
T (x) =
∑+∞
n=−∞ x
nL(n)
T (u) =
∑∞
n=0 u
−nT (n) = L(0) + xL(1) + x−1L(−1) + · · ·
L(1) = L+, L
(−1) = −L−
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T (1) =
[
I3 I+
I− −I3
] rational
←−
limit
L+ =
[
K wX+
0 K−
]
,
L− =
[
K−1 0
−wX− K
]
Jλ, T
(n)(n ≥ 3)
∑
n x
nL(n)
Y (sl(2)) Uq(sl(2))
deformed loop algebra q-deformed Kac-Moody algebra
To find such T (x)-matrix let us consider 2 by 2 matrix, substitute
T (x) =
[
T11(x) T12(x)
T21(x) T22(x)
]
=
+∞∑
n=−∞
xnT (n) (6.10)
or
Tab(x) =
+∞∑
n=−∞
xnT
(n)
ab (a, b = 1, 2) (6.11)
into eq. (6.1) we derive
[T
(k)
ab , T
(j)
ab ] = 0, [T
(k)
11 , T
(j)
22 ] = [T
(j)
11 , T
(k)
22 ], [T
(k)
12 , T
(j)
21 ] = [T
(j)
12 , T
(k)
21 ],
[T
(k−1)
22 , T
(j+1)
11 ]− [T
(k+1)
22 , T
(j−1)
11 ] = w(T
(j)
12 T
(k)
21 − T
(k)
12 T
(j)
21 ),
[T
(k−1)
21 , T
(j+1)
12 ]− [T
(k+1)
21 , T
(j−1)
12 ] = w(T
(j)
11 T
(k)
22 − T
(k)
11 T
(j)
22 , (6.12)
qT (k−1)aa T
(j+1)
ab − q
−1T (k+1)aa T
(j−1)
ab = T
(j+1)
ab T
(k−1)
aa − T
(j−1)
ab T
(k+1)
aa + wT
(j)
aa T
(k)
ab ,
qT
(k−1)
ab T
(j+1)
aa − q
−1T
(k+1)
ab T
(j−1)
aa = T
(j+1)
aa T
(k−1)
ab − T
(j−1)
aa T
(k+1)
ab + wT
(j)
ab T
(k)
aa ,
qT
(j+1)
ba T
(k−1)
aa − q
−1T
(j−1)
ba T
(k+1)
aa = T
(k−1)
aa T
(j+1)
ba − T
(k+1)
aa T
(j−1)
ba + wT
(k)
ba T
(j)
aa ,
qT (j+1)aa T
(k−1)
ba − q
−1T (j−1)aa T
(k+1)
ba = T
(k−1)
ba T
(j+1)
aa − T
(k+1)
ba T
(j−1)
aa + wT
(j)
aa T
(k)
ba .
The inverse of T (x) is given by
[T (x)]−1 = [detqT (x)]
−1
[
T22(q
−1x) −T12(q
−1x)
−T21(q
−1x) T11(q
−1x)
]
(6.13)
where
detqT (x) = T11(x)T22(q
−1x)− T12(x)T21(q
−1x) (6.14)
It is easy to know that
[detqT (x), Tab(y)] = 0 (6.15)
Correspondingly
detqT (x) =
+∞∑
n=−∞
x−nCn, Cn =
∑
k+j=n
q−j(T
(k)
11 T
(j)
22 − T
(k)
12 T
(j)
21 ) (6.16)
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and
trT (x) =
+∞∑
n=−∞
(T
(n)
11 + T
(n)
22 )x
n (6.17)
Definition T (n) is called truncated q-affine quantum algebra if T (n) = 0 for |n| ≥ 4.
To solve (6.12) we take the ansatz (motivated by the rational correspondence)
T
(±2)
11 = T
(0)
11 = T
(±3)
22 = T
(±2)
22 = T
(0)
22
= T
(±3)
12 = T
(±1)
12 = T
(±3)
21 = T
(±1)
21 = 0 (6.18)
and set
T
(±3)
11 = ±λ3e
∓iηP , T
(±1)
11 = A
(0)
± + e
∓iηPA
(1)
± + e
±iηPA
(2)
± (6.19)
T
(±2)
12 = e
iξQ∓iηPE±2, T
(0)
12 = e
iξQ(E(0) + e−iηPE(−) + eiηPE(+)) (6.20)
T
(±2)
21 = α2K
±1e−iξQ, T
(0)
21 = e
−iξQF0, q = e
iξη (6.21)
where λ3, α2, ξ and η are constants, P and Q satisfy
[P,Q] = −i (6.22)
here A
(i)
± (i = 0, 1, 2), E±2, E
(j)(j = 0,±), F0 and K are operators commuting with
P and Q. They will be determined by (6.12).
After tedious calculation we find that the following algebraic relations solve the
RTT relation for 6-vertex form of R-matrix:
KE±2 = q
−1E±2K
A
(2)
± = ∓λ3K
±2, A
(1)
± = ±λ3α
−1
2 K
∓S, F0 = S (6.23)
E± = −E±2K
±2, T
(±1)
22 = ±λ
−1
3 α2E±2K
±1
where A
(0)
± , E±2, E
(0) and S satisfy
q2E−2E+2 = E+2E−2, [A
(0)
+ , A
(0)
− ] = [K,S] = 0
KA
(0)
± K
−1 = qA
(0)
± , q
±1E±2A
(0)
∓ = A
(0)
∓ E±2
q±1E±2A
(0)
± − A
(0)
± E±2 = λ3wE
(0) (6.24)
SA
(0)
± − q
∓1A
(0)
± S = ±α2wA
(0)
∓ K
±1
SE±2 − q
±1E±2S = ±α2wE∓2K
∓1
A realization of the algebra eqs. (6.2) and (6.24), i.e., T (n)(T (n) = 0 for |n| ≥ 4),
can be made by
A
(0)
± = λ
(1)
± Jˆ−xˆ3 + λ
(2)
± xˆ−,
E±2 = β
(1)
± Jˆ+xˆ3 + β
(2)
± xˆ+,
S = λ1Jˆ+Jˆ− + λ2, (6.25)
K = exp (iξηJˆ3)
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where E(0), λ
(i)
± , β
(i)
± and λi(i = 1, 2) are K-dependent operators which are given by
α22 = gα
2, λ1 = (g − 1)wg
−1α, λ2 = α(q −K +K
−1), (6.26)
and
λ
(1)
− = 0, λ
(1)
+ = λ
(+)K2(1−δ+)−β , λ
(2)
+ = (1− q
−1)−1q−δ+τ−K
−1+δ+λ
(1)
+
λ
(2)
− = (1− q
−1)−1q−1−δ+α−1α2τ−K
−1+δ+λ
(1)
+ , β
(1)
+ = 0,
β
(2)
− = −(1− q
−1)−1q−1+δ+τ+K
δ+β
(1)
− , β
(1)
− = β
(−)Kβ , (6.27)
β
(2)
+ = (1− q
−1)−1q−4+δ+α−1α2τ+K
δ+−2β
(1)
− ,
E(0) = −λ−13 w
−1(1− q−1)−1q−3+δ+gα−1α2K
−1β
(1)
− λ
(1)
+ (qK)(xˆ3)
2
for δ+ + δ− = 1.
λ
(1)
+ = 0, λ
(1)
(−) = λ
−K2(1+δ+)−β, λ
(2)
− = (1− q
−1)−1q−δ+τ−K
1+δ+λ
(1)
− ,
λ
(2)
+ = (1− q
−1)−1q−δ+α−1α2τ−K
1+δ+λ
(1)
− , β
(1)
− = 0,
β
(2)
+ = −(1− q
−1)−1q1+δ+τ+K
δ+β
(1)
+ , β
(1)
+ = β
(+)Kβ, (6.28)
β
(2)
− = (1− q
−1)−1q4+δ+αα−12 τ+K
δ++2β
(1)
+ ,
E(0) = −λ−13 w
−1(1− q−1)−1q3+δ+gαα−12 Kβ
(1)
+ λ
(1)
− (qK)(xˆ3)
2
for δ++ δ− = −1, where δ+, α, β
(±), λ(±) and τ± are arbitrary constants. It is noted
that the parameters β
(1)
∓ (K) depend on K and λ
(1)
± (qK) on qK, respectively, whereas
δ+, α, β
(±), λ(±) and τ± are arbitrary constants.
The operators Jˆ±, Jˆ3, xˆ± and xˆ3 in eq. (6.25) obey the following relations
[Jˆ±, xˆ±] = [Jˆ3, xˆ3] = 0,
[Jˆ±, Jˆ3] = ±Jˆ3, [Jˆ+, Jˆ−] = −g[Jˆ3]q,
[xˆ±, Jˆ3] = ±xˆ±,
qδ∓ Jˆ±xˆ3 = xˆ3Jˆ± ± τ±K
±δ± xˆ±, (6.29)
[xˆ+, xˆ−] = 0, xˆ±xˆ3 = q
δ±xˆ3xˆ±,
q−1Jˆ±xˆ∓ = xˆ∓Jˆ± ∓ τ
−1
∓ gK
∓δ±xˆ3
together with the constraint
g[Jˆ3]qxˆ3 + τ−K
−δ− Jˆ+xˆ− + τ+K
δ+ Jˆ−xˆ+ = 0 (6.30)
In conclusion eqs. (6.20)-(6.30) solve RTT relation for R is given by eq. (1.15).
The detqT (x) for T
(n)(x) = 0(|n| ≥ 4) can be expressed by Jˆ±, xˆ± and xˆ3 through
detqT (x) = {x
2 + q2x−2 + α−1α2(1 + q)}C+2 (α
−1α2 = ±q
1
2 ) (6.31)
where
C+2 = F2{τ−K
δ+(Jˆ+Jˆ−xˆ3 −
τ+K
δ+ xˆ+xˆ−
1− q
+ w−1g(xˆ3)
2)}, (w = q − q−1) (6.32)
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with
F2 = λ
−1
3 α(1− q)
−1q1−β−δ+β(+)λ(−)K2δ+ (6.33)
that leads to for δ+ + δ− = −1:
C+ = F1{τ+K
δ+−1(Jˆ−Jˆ+xˆ3 −
τ−K
δ+−1xˆ+xˆ−
1− q−1
+ wg(xˆ3)
2)} (6.34)
where
F1 = λ
−1
3 α(1− q
−1)−1q−2−β−δ+β(−)λ(+)K2(1−δ+) (6.35)
The non-vanishing Cn in (6.16) are
C±4 = q
∓1(T
(±3)
11 T
(±1)
22 − q
∓1T
(±2)
12 T
(±2)
21 ),
C±2 = q
±1T
(±3)
11 T
(∓1)
22 + q
∓1T
(±1)
11 T
(±1)
22 − T
(±2)
12 T
(0)
21 − q
∓2T
(0)
12 T
(±2)
21 , (6.36)
C0 = qT
(+1)
11 T
(−1)
22 + q
−1T
(−1)
11 T
(+1)
22 − q
2T
(2)
12 T
(−2)
21 − q
−2T
(−2)
12 T
(2)
21 T
(0)
12 T
(0)
21 .
Substituting (6.20)-(6.24) into detqT (x) after calculations we obtain C−2 = q
2C+2, C0 =
α−1α2(1 + q)C+2, C±4 = 0 and C+2 = q
−1α2(λ
−1
3 A
(0)
+ E+2 − q
−1E(0))K that lead to
(6.31) and (6.32).
It is straightforward to obtain
trT (x) = (A
(0)
+ + e
−iηPA
(1)
+ + e
iηPA
(2)
+ + λ
−1
3 α2E+2K)x
+(A
(0)
− + e
−iηPA
(2)
− + e
iηPA
(1)
− + λ
−1
3 α2E−2K
−1)x−1
+λ3(e
−iηPx3 − eiηPx−3) (6.37)
where A
(0)
± , E±2 are given by (6.25), whereas A
(1)
± and A
(2)
± are given by (6.23). In
terms of
T (x) =
3∑
n=−3
xnT (n) = T (u)
∑
n,m
sinn u cosm uT (n,m) (6.38)
where x = eiu one finds
detqT (u) = {2q cos(2u− ξη) + α
−1α2(1 + q)}C+2 (6.39)
and
trT (u) = T
(3,0)
11 sin
3 u+ T
(2,1)
11 sin
2 u cosu
+(T
(1,0)
11 + T
(1,0)
22 ) sinu+ (T
(0,1)
11 + T
(0,1)
22 ) cosu (6.40)
Following the Inverse Scattering Methods T
(3,0)
11 and T
(2,1)
11 correspond to the momen-
tum conservation. The Hamiltonian is defined by
H = f1{T
(1,0)
11 + T
(1,0)
22 } (6.41)
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and another constant of motion is
G = f2{T
(0,1)
11 + T
(0,1)
22 } (6.42)
where f1 and f2 are arbitrary constants.
The Hamiltonian of the system given by eqs. (6.41) and (6.42), take the form
H = f1
(
2iλ3{αα
−1
2 (q − 1)wg
−1 cos[η(P + ξJˆ3)]Jˆ+Jˆ−
+2 sin(ξηJˆ3)(sin[η(P + ξJˆ3]− α
−1α2q
1
2 sin[η(P + ξJˆ3 +
1
2
)])
+ (αα−12 (q + 1) + 2) cos(ξP )}+D+
)
, (6.43)
G = f2
(
−2iλ3
{
αα−12 (q − 1)wg
−1Jˆ+Jˆ− + 2(αα
−1
2 q
1
2 cos[ξη(Jˆ3 +
1
2
)])
+ cos(ξηJˆ3)
}
sin[η(P + ξJˆ3] +D−
)
(6.44)
where D± are given by
D± = ǫ±
{
λ
(1)
+ (Jˆ−xˆ3 + (1− q
−1)−1q−δ+τ−K
1+δ+(1∓ q−1α−1α2)xˆ−)
+λ−13 α2β
(1)
+ (±Jˆ±xˆ3K
−1 + (1− q−1)−1q−2+δ+τ+
Kδ+−1(α−1α2q
−1 ∓ 1)xˆ+) } (6.45)
for δ+ + δ− = 1, and
D± = ǫ±
{
λ−13 α2β
(1)
+ (Jˆ±xˆ3K + (1− q)
−1q2+δ+τ+K
δ++1(αα−12 q ∓ 1)xˆ+)
+λ
(1)
− (∓Jˆ+xˆ3 + (1− q)
−1q−δ+τ−K
1+δ+(αα−12 q ∓ 1)xˆ−) } (6.46)
for δ+ + δ− = −1, with ǫ+ = i, ǫ− = 1.
It is noted that there are two possibilities:
α = ±q−
1
2α2 (6.47)
in (6.45) and (6.46).
We would like to remark that for the given standard 6-vertex R-matrix eq. (1.18)
we find a set of solution for truncated RTT relation. The solution can be realized
through the algebra (6.29) and corresponding conserved quantities (6.43) and (6.44).
Eq. (6.29) naturally yields the non-commutative geometry [29]. Since the considered
system is axially symmetric so that the coordinates on (x1, x2) plane are commute
with each other, whereas the third coordinates x3 does not commute with them.
It can be shown that the rational limit of the trigonometric conserved quantities
H and G given by eqs. (6.43) and (6.44), respectively, are exactly the same as the
correspondence in the G-C gyrostat model shown by eqs. (5.27) and (5.28).
All the calculations in this section are tedious and can be found in Ref. [30].
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