INTRODUCTION
Artificial neural networks (ANNs) are computational models, loosely inspired by biological neural networks, consisting of interconnected groups of artificial neurons which process information using a connectionist approach.
ANNs are widely applied to problems like pattern recognition, classification, and time series analysis. The success of an ANN application usually requires a high number of experiments. Moreover, several parameters of an ANN can affect the accuracy of solutions. A particular type of evolving system, namely neuro-genetic systems, have become a very important research topic in ANN design. They make up the so-called Evolutionary Artificial Neural Networks (EANNs), i.e., biologicallyinspired computational models that use evolutionary algorithms (EAs) in conjunction with ANNs.
Evolutionary algorithms and state-of-the-art design of EANN were introduced first in the milestone survey by Xin Yao (1999) , and, more recently, by Abraham (2004) , by Cantu-Paz and Kamath (2005) , and then by Castellani (2006) .
The aim of this article is to present the main evolutionary techniques used to optimize the ANN design, providing a description of the topics related to neural network design and corresponding issues, and then, some of the most recent developments of EANNs found in the literature. Finally a brief summary is given, with a few concluding remarks.
ARTIFICIAL NEURAL NETWORK DESIGN
In ANN design, the successful application of an ANN usually demands much experimentation. There are many parameters to set. Some of them involve ANN type, others the number of layers and nodes defining the architecture and the connection weights. Also the training data are an important factor, and a great deal of attention must be paid to the test data to make sure that the network will generalize correctly on data which has not been trained on.
Feature selection, structure design, and weight training can be regarded as three search problems in the discrete space of subsets of data attributes, the discrete space of the possible ANN configurations, and the continuous space of the ANN parameters, respectively.
Architecture design is crucial in the successful application of ANNs because it has a significant impact on their information-processing capabilities. Indeed, given a learning task, an ANN with only a few connections and linear nodes may not be able to perform the task at all, while an ANN with a large number of connections and nonlinear nodes may overfit noise in the training data and lack generalization. The main problem is that there is no systematic way to design an optimal architecture for a given task automatically.
Several methods have been proposed to overcome these shortcomings. This chapter focuses on one of them, namely EANNs. One distinct feature of EANNs is their adaptability to a dynamic environment. EANNs can be regarded as a general framework for adaptive systems, i.e., systems that can change their architectures and learning rules appropriately without human intervention.
In order to improve the performance of EAs, different selection schemes and genetic operators have been proposed in the literature. This kind of evolutionary learning for ANNs has also been introduced to reduce and, if possible, to avoid the problems of traditional gradient descent techniques, such as Backpropagation (BP) , that lie in the trapping in local minima. EAs are known to be little sensitive to initial training conditions, due to their being global optimization methods, while a gradient descent algorithm can only find a local optimum in a neighbourhood of the initial solution. EANNs provide a solution to these problems and an alternative for controlling network complexity.
ANN design can be regarded as an optimization problem. Tettamanzi and Tomassini (2001) presented a discussion about evolutionary systems and their interaction with neural and fuzzy systems, and Cantu-Paz and Kamath (2005) also described an empirical comparison of EAs and ANNs for classification problems.
EVOLUTIONARY ARTIFICIAL NEURAL NETWORKS
There are several approaches to evolve ANNs, that usually fall into two broad categories: problem-independent and problem-dependent representation of EAs. The former are based on a general representation, independent of the type and structure of the ANN sought for, and require the definition of an encoding scheme suitable for Genetic Algorithms (GAs). They can include mapping between ANNs and binary representation, taking care of decoders or repair algorithms, but this task is not usually easy.
The latter are EAs where chromosome representation is a specific data structure that naturally maps to an ANN, to which appropriate genetic operators apply.
EAs are used to perform various tasks, such as connection weight training, architecture design, learning rule adaptation, input feature selection, connection weight initialization, rule extraction from ANNs, etc. Three of them are considered as the most popular at the following levels:
• Connection weights concentrates just on weights optimization, assuming that the architecture of the network is given. The evolution of weights introduces an adaptive and global approach to training, especially in the reinforcement learning and recurrent network learning paradigm, where gradient-based training algorithms often experience great difficulties.
•
Learning rules can be regarded as a process of "learning how to learn" in ANNs where the adaptation of learning rules is achieved through evolution. It can also be regarded as an adaptive process of automatic discovery of novel learning rules.
• Architecture enables ANNs to adapt their topologies to different tasks without human intervention. It also provides an approach to automatic ANN design as both weights and structures can be evolved. In this case a further subdivision can be made by defining a "pure" architecture evolution and a simultaneous evolution of both architecture and weights.
Other approaches consider the evolution of transfer functions of an ANN and input feature selection, but they are usually applied in conjunction with one of the three methods above in order to obtain better results.
The use of evolutionary learning for ANNs design is no more than two decades old. However, substantial work has been made in these years, whose main outcomes are presented below.
Weight Optimization
Evolution of weights may be regarded as an alternative training algorithm. The primary motivation for using evolutionary techniques instead of traditional gradient-descent techniques such as BP, as reported by Rumelhart et al. (1986) , lies in avoiding trapping in local minima and the requirement that the activation function be differentiable. For this reason, rather than adapting weights based on local improvement only, EAs evolve weights based on the fitness of the whole network.
Some approaches use GAs with real encodings for biases and weights, like in the work presented by Montana and Davis (1989) ; others used binary weights encoding at first, and then implemented a modified version with real encodings as Whitley et al. (1990) . Mordaunt and Zalzala (2002) implemented a real number representation to evolve weights, analyzing evolution with mutation and a multi-point crossover, while Seiffert (2001) described an approach to completely substitute a traditional gradient descent algorithm by a GA in the training phase.
Often, during the application of GAs, some problems, e.g., premature convergence and stagnation of solution can occur as reported by Goldberg (1992) . In order to solve this problem, an improved algorithm was proposed by Yang et al. (2002) , where a genetic algorithm, based on evolutionary stable strategy, was implemented to keep the balance between population diversity and convergence speed during evolution.
Recently, a new GA was proposed by Pai (2004) , where a genetic inheritance operator was implemented to determine the weights of EANN, without considering mutation operators, but only two-point crossover for reproduction, applying it to decimal chromosomes.
Learning Rule Optimization
In supervised learning algorithms, standard BP is the most popular method for training multilayer networks. The design of training algorithms, in particular the learning rules used to adjust connection weights, depends on the type of ANN architecture considered. Several standard learning rules have been proposed, but designing an optimal learning rule becomes very difficult when there is little prior knowledge about the network topology, producing a very complex relationship between evolution and learning. The evolutionary approach becomes important in modelling the creative process since newly evolved learning rules can deal with a complex and dynamic environment.
The first kind of optimization considers the adjustment of learning parameters and can be seen as the first attempt to evolve learning rules. They comprise BP parameters, like the learning rate and momentum, and genetic parameters, like mutation and crossover probabilities. Some works have been carried out by Merelo et al. (2002) , that presented several solutions for the optimal learning parameters of multilayer competitive-learning neural networks.
Considering learning-rule optimization, one of the first studies was conducted by Chalmers (1990) . He also noticed that discovering complex learning rules using GAs is not easy, due to the highly complex genetic coding used, making the search space large and hard to explore, while GAs used a simpler coding which allows known learning rules as a possibility, making the search very biased. In order to overcome these limitations, Chalmers suggested to apply GP, a particular kind of GA. Several studies have been carried out in this direction and some of them are described, along with a new approach presented by Poli and Radi (2002) .
Architecture Optimization
The design of an optimal architecture can be formulated as a search problem in the architecture space, where each point represents an ANN topology. As pointed out by Yao (1999) , given some performance (optimality) criteria, e.g., minimum error, learning speed, lower complexity, etc., about architectures, the performance level of all these forms a surface in the design space. Several approaches have been carried out in this direction. A neuro-evolutionary approach was presented by Miikkulainen and Stanley (2002) , using augmenting topologies. It has been designed specifically to outperform the solutions that employ a principled method of crossover of different topologies, to protect structural innovation using speciation, and to incrementally grow from minimal structure.
Another work carried out by Wang et al. (2002) , considered the definition of an optimal network that was based on the combination of constructing and pruning by GAs, while, more recently, Bevilacqua et al. (2006) presented a multi-objective GA approach to optimize the search for the optimal topology, based on Schema Theory.
One of the most important forms of deception in ANNs structure optimization arises from the manyto-one and from one-to-many mapping from genotypes in the representation space to phenotypes in the evaluation space. The existence of networks functionally equivalent and with different encodings makes evolution inefficient. This problem is termed as the competing convention problem. Other important issues involve representation and the definition of the EA. In the encoding phase, an important aspect is to decide how much information about architecture should be encoded into the genotype. Then, the performance of ANNs strongly depends on their topology, considering size and structure, and, consequently, its definition characterizes networks features like its learning process speed, learning precision, noise tolerance, and generalization capability.
Transfer Function Optimization
Transfer function perturbations can begin with a fixed function, as linear, sigmoidal or gaussian, and allow the GA to adapt to a useful combination according to the situation. Some work has been carried out by Yao and Liu (1996) in order to apply a transfer function adaptation over generations, and by Figueira and Poli (1999) , with a GP algorithm evolving functions.
To improve solutions, often, this kind of evolution is carried out together with the other kinds of ANNs optimizations, here described.
Input Data Selection
One of the most important factors for training neural networks is the availability and the integrity of data. They should represent all possible states of the problem considered, and they should have enough patterns for building also the test and validation set.
The consistency of all data has to be guaranteed, and the training data must be representative of the problem, in order to avoid overfitting.
Input data selection can be regarded as a search problem in the discrete space of the subsets of data attributes. The solution requires the removal of unnecessary, conflicting, overlapping and redundant features in order to maximize the classifier accuracy, compactness, and learning capabilities.
Input data reduction has been approached by Reeves and Taylor (1998) , who applied genetic algorithms to select training sets for a kind of ANNs, and by Castellani (2006) , embedding the search for the optimal feature set into the training phase.
Joint Evolution of Architecture and Weights
The drawbacks related to individual architecture and weights evolutionary techniques can be overcome with approaches that consider their conjunction.
The advantage of combining these two basic elements of an ANN is that a completely functioning network can be evolved without any intervention by an expert.
Several methods that evolve both the network structure and the connection weights were proposed in the literature. Castillo et al. (1999) presented a method to search for the optimal set of weights, the optimal topology and learning parameters using a GA for the network evolution and BP for network training, while Yao et al. (1997 Yao et al. ( , 2003 implemented, respectively, an evolutionary system for evolving feedforward ANNs based on evolutionary programming, and, more recently, a novel constructive algorithm for training cooperative NN ensembles. Azzini and Tettamanzi (2006) presented a neuro-genetic approach for the joint optimization of network structures and weights, taking advantage of BP as a specialized decoder, and Pedrajas et al. (2003) proposed a cooperative co-evolutionary method for ANN design.
OPEN ISSUES
There are still several open issues in EANNs research.
Regarding connection weights, a critical aspect is that the structure has to be predetermined, giving some problems when such a topology is difficult to define in the first place.
Also in learning rule evolution, the design of training algorithms, in particular the learning rules, depends on the type of the network architecture. Therefore, the design of such rules can become very difficult when there is little prior knowledge about the network topology, giving a complex relationship between evolution and learning.
The architecture evolution has an important impact on the neural network evolution, and the evolution of pure architecture presents difficulties in evaluating fitness accurately.
The simultaneous evolution of architecture and weights is one of the most interesting evolutionary ANNs techniques, and nowadays it concerns useful solutions for ANN design. Different works are carried out in these directions and are still open issues. Some of them concern about the application of cooperative or competitive co-evolutionary approaches, some others regarding the design of NN ensembles.
CONCLUSION
This work present a survey of the state of the art of evolutionary systems investigated in these decades and presented in the literature. In particular, this work focuses on the application of evolutionary algorithms to neural network design optimization.
Several approaches for NN evolution are presented, together with some related works, and for each method the most important features are presented together with their main advantages and shortcomings.
