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resumo 
 
 
Neste trabalho são estabelecidas condições que garantem que um sistema  
comutado é estável. Tais condições são posteriormente usadas no estudo da 
estabilidade de esquemas de controlo comutado com base num banco de 
controladores estabilizantes. Mais concretamente, apresenta-se um processo 
de escolha de realizações de espaço de estados para os controladores do 
banco que garantem a estabilidade do esquema de comutação. 
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abstract 
 
In this work conditions which ensure the stability of a switched system are
established. These conditions are used in the study of the stability of switched 
control systems based in a stabilizing controller bank. More precisely a process 
of choice of state space realizations for the controllers of the bank is presented,
which ensures the stability of the switched control scheme. 
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d - Perturbac¸a˜o
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Cap´ıtulo 1
Introduc¸a˜o
Na maioria das situac¸o˜es pra´ticas, os processos que se pretende controlar na˜o sa˜o
conhecidos com exactida˜o (isto e´, possuem um certo grau de incerteza), o que coloca
problemas na construc¸a˜o de controladores adequados.
Uma das abordagens recentemente desenvolvidas para o controlo de processos com
incertezas e´ a utilizac¸a˜o de esquemas de controlo com comutac¸a˜o. Tais esquemas
teˆm por base um banco de controladores K e um crite´rio que, em cada instante, per-
mite seleccionar o controlador mais adequado. Assim, o processo P a controlar na˜o
e´ compensado por um controlador fixo, mas por um controlador varia´vel no tempo,
comutando entre os elementos do banco K.
Embora intuitivamente seja de esperar que a comutac¸a˜o entre controladores conduza
a melhores resultados que a utilizac¸a˜o de um controlador fixo, tal pode efectivamente
na˜o acontecer. Por exemplo, mesmo que todos os controladores do banco K estabilizem
o processo P, a comutac¸a˜o entre aqueles controladores pode originar um sistema em
malha fechada que na˜o e´ esta´vel.
Este trabalho consiste no estudo da estabilidade de um sistema de controlo comu-
tado, isto e´, pretende-se estabelecer condic¸o˜es que garantam que um sistema de controlo
comutado e´ esta´vel. Para esse efeito, comec¸a-se no Cap´ıtulo 2 por apresentar alguns
resultados e conceitos de teoria de sistemas lineares, indispensa´veis para o estudo a
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levar a cabo.
No Cap´ıtulo 3 e´ estudada a estabilidade de sistemas lineares comutados, sendo
considerado o caso da comutac¸a˜o entre sistemas lineares esta´veis. Sa˜o estabelecidos
crite´rios de estabilidade de sistemas comutados com base na existeˆncia de uma func¸a˜o
de Lyapunov quadra´tica comum (FLQC), assim como condic¸o˜es para as quais uma
FLQC existe.
No Cap´ıtulo 4 estuda-se a estabilidade de um sistema controlado atrave´s de um
esquema de controlo comutado, com base num banco de controladores estabilizantes.
A estabilidade do sistema comutado e´ garantida atrave´s da escolha de realizac¸o˜es ade-
quadas para os controladores do banco. Apresenta-se um algoritmo para a obtenc¸a˜o de
um sistema de controlo comutado esta´vel, baseado nos resultados estabelecidos neste
cap´ıtulo.
Em Apeˆndice, sa˜o apresentadas as demonstrac¸o˜es de dois dos resultados usados
neste trabalho.
Cap´ıtulo 2
Breve Introduc¸a˜o aos Sistemas
Lineares
2.1 Introduc¸a˜o
Este cap´ıtulo conte´m uma s´ıntese dos principais resultados da teoria de sistemas lineares
que sera˜o necessa´rios nos cap´ıtulos que se seguem. Omite-se a maioria das demons-
trac¸o˜es, uma vez que os resultados apresentados sa˜o essencialmente auxiliares, na˜o
constituindo o tema da presente dissertac¸a˜o.
Neste trabalho consideram-se sistemas lineares representados por equac¸o˜es li-
neares da forma  x˙(t) = A(t)x(t) +B(t)u(t)y(t) = C(t)x(t) +D(t)u(t), (2.1)
onde x˙ e´ a derivada de x, t ∈ R, x(t) ∈ Rn e´ o vector de estado e as suas compo-
nentes x1(t), ..., xn(t) as varia´veis de estado, Rn e´ o espac¸o de estados, u(t) ∈ Rm
e´ o sinal de entrada e y(t) ∈ Rp e´ o sinal de sa´ıda . Considera-se como ad-
miss´ıveis os sinais de entrada na classe de func¸o˜es cont´ınuas aos pedac¸os. As matrizes
A(t), B(t), C(t) e D(t) sa˜o matrizes de dimenso˜es n×n, n×m, p×n e p×m respectiva-
mente, cujas entradas sa˜o func¸o˜es reais cont´ınuas definidas para todo o t ∈ R. O sistema
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linear (2.1) e´ frequentemente representado abreviadamente por (A(t), B(t), C(t), D(t)).
Diz-se que o sistema linear (2.1) e´ invariante no tempo se os coeficientes das
matrizes sa˜o constantes, caso contra´rio diz-se que o sistema e´ variante no tempo.
Deste modo, no caso invariante, considerando A = A(t), B = B(t), C = C(t) e
D = D(t), tem-se que a equac¸a˜o linear de estado (2.1) toma a forma x˙(t) = Ax(t) +Bu(t)y(t) = Cx(t) +Du(t). (2.2)
Daqui em diante chamar-se-a´ sistema linear variante no tempo (SLVT) a um sistema
da forma (2.1) e sistema linear invariante no tempo (SLIT) a um sistema da forma (2.2).
Considere-se a entrada u(t) = 0, para todo o t ∈ R, tomando-se apenas a equac¸a˜o
linear de estado
x˙(t) = A(t)x(t), x(t0) = x0, (2.3)
onde o tempo inicial t0 e o estado inicial x0 ∈ Rn sa˜o dados.
Definic¸a˜o 2.1.1. Diz-se que x(t) ∈ Rn e´ soluc¸a˜o do sistema linear (2.3) se e so´ se
x(t) e´ continuamente diferencia´vel e satisfaz (2.3) para todo o t ≥ t0.
O resultado que se segue garante a existeˆncia e unicidade de soluc¸a˜o da equac¸a˜o
linear de estado (2.3).
Teorema 2.1.2. [Rug93, pa´g. 42] Para cada condic¸a˜o inicial x0 ∈ Rn, a equac¸a˜o
linear de estado (2.3) , com A(t) cont´ınua, admite uma u´nica soluc¸a˜o
x(t) = Φ(t, t0)x0,
cont´ınua e diferencia´vel, em que Φ(t, t0) e´ uma matriz quadrada de ordem n, denomi-
nada de matriz de transic¸a˜o.
No caso da equac¸a˜o linear de estado
x˙(t) = Ax(t), x(t0) = x0, (2.4)
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a soluc¸a˜o desta equac¸a˜o e´ dada por x(t) = Φ(t, t0)x0, onde Φ(t, t0) = e
A(t−t0) =∑+∞
k=0
1
k!
Ak(t− t0)k. Quando t0 = 0 tem-se Φ(t, 0) = eAt.
Quando a entrada u na˜o e´ nula, verifica-se que
x(t) = eA(t−t0)x0 +
∫ t
t0
eA(t−τ)Bu(τ)dτ
o que implica que a sa´ıda y seja dada por
y(t) = CeA(t−t0)x0 +
∫ t
t0
CeA(t−τ)Bu(τ)dτ +Du(t). (2.5)
2.2 Estabilidade
Nesta secc¸a˜o apresentam-se crite´rios de estabilidade para SLVT e SLIT.
Definic¸a˜o 2.2.1. O sistema correspondente a` equac¸a˜o linear de estado (2.3) diz-se
uniformemente exponencialmente esta´vel se existirem constantes positivas finitas
γ, λ tais que para quaisquer t0 ∈ R e x0 ∈ Rn a soluc¸a˜o de (2.3) satisfaz
‖ x(t) ‖≤ γe−λ(t−t0) ‖ x(0) ‖, t ≥ t0
(aqui ‖ . ‖ denota a norma Euclideana em Rn).
Daqui em diante, utiliza-se apenas o termo estabilidade para referir a estabilidade
exponencial uniforme.
Uma vez que os sistemas invariantes constituem um caso particular dos sistemas
variantes no tempo, a definic¸a˜o de estabilidade para aqueles sistemas e´ ana´loga a`
destes u´ltimos. Comec¸a-se por apresentar resultados sobre o caso invariante, que e´
naturalmente mais simples.
A estabilidade do sistema (2.4) pode ser caracterizada em termos dos valores
pro´prios da matriz A, de acordo com o seguinte resultado.
Teorema 2.2.2. [Rug93, pa´g. 90] A equac¸a˜o linear de estado (2.4) e´ esta´vel se e so´
se Re(λ) < 0, para todo o valor pro´prio λ de A.
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Assim, matrizes com valores pro´prios em C− = {λ ∈ C : Re(λ) < 0}, sa˜o tambe´m
designadas por matrizes esta´veis.
Note-se que uma vez que as transformac¸o˜es de semelhanc¸a SAS−1 na˜o alteram os
valores pro´prios de A, tendo em conta o teorema anterior, tais transformac¸o˜es tambe´m
na˜o alteram a estabilidade do sistema.
A estabilidade de sistemas invariantes no tempo pode tambe´m ser estudada em
termos de func¸o˜es de Lyapunov. Comec¸a-se por recordar a definic¸a˜o de func¸a˜o de
Lyapunov para um sistema do tipo x˙(t) = f(x(t)).
Definic¸a˜o 2.2.3. A func¸a˜o V (x) diz-se uma func¸a˜o de Lyapunov para um sistema
x˙(t) = f(x(t)) quando verifica as seguintes condic¸o˜es:
1. V (x) > 0, ∀ x 6= 0, V (0) = 0;
2. V (x) e´ de classe C1;
3. lim‖x‖→∞ V (x) = +∞;
4. 5V (x)f(x) < 0, x 6= 0.
Se ale´m disso V (x) for uma func¸a˜o quadra´tica, isto e´, se V (x) for do tipo V (x) =
xTPx, onde P e´ uma matriz sime´trica, diz-se que se trata de uma func¸a˜o de Lya-
punov quadra´tica (FLQ).
A proposic¸a˜o que se segue fornece condic¸o˜es para que uma func¸a˜o quadra´tica seja
uma func¸a˜o de Lyapunov para um sistema linear.
Proposic¸a˜o 2.2.4. A func¸a˜o quadra´tica V (x) = xTPx, onde P e´ sime´trica, e´ uma
func¸a˜o de Lyapunov para o sistema x˙(t) = Ax(t), se e so´ se P for definida positiva
e tal que ATP + PA < 0.
Demonstrac¸a˜o. (⇒) Suponha-se que a func¸a˜o quadra´tica V (x) = xTPx e´ uma func¸a˜o
de Lyapunov para o sistema x˙(t) = Ax(t).
Claramente a condic¸a˜o 1. da Definic¸a˜o 2.2.3 implica que P seja definida positiva.
Atendendo a` condic¸a˜o 4. da mesma Definic¸a˜o tem-se que, para as trajecto´rias x(t)
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de (2.4):
d
dt
(
V (x(t))
)
< 0 ⇔ d
dt
(
xT (t)Px(t)
)
< 0
⇔ xT (t)
(
ATP + PA+ P˙
)
x(t) < 0.
Como P˙ = 0 e x(t) pode assumir todos os valores em Rn (pelo Teorema 2.1.2) tem-se
que
ATP + PA < 0.
(⇐) Considere-se a func¸a˜o quadra´tica V (x) = xTPx. Suponha-se que P e´ definida
positiva e tal que ATP + PA < 0.
Pretende-se mostrar que V (x) = xTPx e´ uma func¸a˜o de Lyapunov, i.e., pretende-se
mostrar que a func¸a˜o V (x) = xTPx verifica as condic¸o˜es da Definic¸a˜o 2.2.3 .
Assim,
1. Uma vez que P e´ definida positiva, enta˜o V (x) = xTPx > 0, ∀ x 6= 0. Ale´m
disso, e´ o´bvio que V (0) = 0TP0 = 0.
2. V (x) = xTPx e´ de classe C1, uma vez que se trata de uma func¸a˜o polinomial de
va´rias varia´veis (componentes de x).
3. Seja U uma matriz ortogonal que diagonaliza P , i.e., tal que P = UTDU (a
existeˆncia de tal matriz e´ garantida pelo facto de P ser sime´trica, [LR85, pa´g. 306]),
enta˜o
lim
‖x‖→∞
V (x) = lim
‖x‖→∞
xTPx
= lim
‖x‖→∞
(Ux)TD(Ux)
= lim
‖Ux‖→∞
(Ux)TD(Ux).
Fazendo y = Ux e designando por λmin o menor dos valores pro´prios de P , tem-se
lim
‖x‖→∞
V (x) = lim
‖y‖→∞
yTDy ≥ λmin‖ y ‖2.
Uma vez que, λmin‖ y ‖2 → +∞, conclui-se que tambe´m
lim
‖x‖→∞
V (x) = +∞.
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4.
d
dt
V (x(t)) =
d
dt
(
xT (t)Px(t)
)
= xT (t)
(
ATP + PA+ P˙
)
x(t)
= xT (t)
(
ATP + PA
)
x(t) < 0,
pois P˙ = 0 e por hipo´tese ATP + PA < 0. Como, por outro lado,
d
dt
V (x(t)) = 5V (x(t))x˙(t)
= 5V (x(t))f(x(t))
e x(t) pode assumir todos os valores em Rn, verifica-se que 5V (x)f(x) < 0.
Logo, V (x) = xTPx e´ uma func¸a˜o de Lyapunov.
A relac¸a˜o entre a existeˆncia de uma FLQ e os valores pro´prios de A e´ estabelecida
pelo seguinte resultado.
Teorema 2.2.5. [Rug93, pa´g. 107] A matriz A, n×n, tem valores pro´prios com parte
real negativa, se e so´ se, se verifica a seguinte condic¸a˜o: para cada matriz sime´trica,
definida positiva Q, n× n, existe uma u´nica soluc¸a˜o de
ATP + PA = −Q,
ale´m disso tal soluc¸a˜o e´ sime´trica e definida positiva.
Note-se, que pelo Teorema 2.2.2, a condic¸a˜o do Teorema 2.2.5 e´ equivalente a` esta-
bilidade do sistema (2.4).
Relativamente ao caso variante no tempo na˜o e´ poss´ıvel dar uma caracterizac¸a˜o da
estabilidade em termos de valores pro´prios. No entanto, a abordagem de Lyapunov
pode ser generalizada dando origem ao teorema que se segue.
Teorema 2.2.6. [Rug93, pa´g. 101] Considere-se o sistema descrito pela equac¸a˜o linear
de estado (2.3) . O sistema e´ esta´vel se existir uma func¸a˜o matricial continuamente
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diferencia´vel P (t), definida para t ≥ t0, com P (t), n×n , sime´trica e definida positiva,
para todo o t ≥ t0, tal que
ηI ≤ P (t) ≤ ρI
e
A(t)TP (t) + P (t)A(t) + P˙ (t) ≤ −νI,
onde η, ρ e ν sa˜o constantes finitas positivas, e a notac¸a˜o X ≤ Y aplicada a duas
matrizes X e Y significa que a diferenc¸a Y −X e´ semi-definida positiva.
2.3 Controlabilidade e Observabilidade
Considere-se o sistema linear invariante no tempo definido pela equac¸a˜o linear de estado x˙(t) = Ax(t) +Bu(t)y(t) = Cx(t) +Du(t), (2.6)
com x(t) ∈ Rn, u(t) ∈ Rm, y(t) ∈ Rp e t ≥ t0.
Definic¸a˜o 2.3.1. O sistema descrito pela equac¸a˜o linear de estado (2.6) diz-se con-
trola´vel em [t0, tf ] se para qualquer condic¸a˜o inicial x0 ∈ Rn, existe um sinal de
entrada admiss´ıvel u definido em [t0, tf ], tal que a correspondente soluc¸a˜o de (2.6)
satisfaz x(tf ) = 0. Neste caso, tambe´m se diz que o par (A,B) e´ controla´vel em [t0, tf ].
Pode-se fazer a caracterizac¸a˜o da controlabilidade, atrave´s do seguinte resultado:
Teorema 2.3.2. [Rug93, pa´gs. 128 e 197] O par (A,B) e´ controla´vel em [t0, tf ] se e
so´ se verifica uma das seguintes condic¸o˜es equivalentes:
(i) rank
[
B AB . . . An−1B
]
= n.
(ii) rank
[
λI − A B
]
= n,∀λ ∈ C.
Definic¸a˜o 2.3.3. O sistema descrito pela equac¸a˜o linear de estado (2.6) diz-se ob-
serva´vel em [t0, tf ] se qualquer estado inicial x0 ∈ Rn for unicamente determinado
pela correspondente resposta y(t), para t ∈ [t0, tf ]. Neste caso, tambe´m se diz que o par
(C,A) e´ observa´vel em [t0, tf ].
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Analogamente ao que acontece para a controlabilidade, pode-se fazer a caracte-
rizac¸a˜o da observabilidade, atrave´s do seguinte resultado.
Teorema 2.3.4. [Rug93, pa´gs. 131 e 208] O par (A,C) e´ observa´vel em [t0, tf ] se e
so´ se verifica uma das seguintes condic¸o˜es equivalentes:
(i) rank

C
CA
...
CAn−1

= n.
(ii) rank
 λI − A
C
 = n, ∀λ ∈ C.
2.4 Estabilizabilidade e Detectabilidade
Considere-se o sistema linear invariante no tempo definido pela equac¸a˜o linear de estado
(2.6), i.e.,  x˙(t) = Ax(t) +Bu(t)y(t) = Cx(t) +Du(t).
Aplicando uma lei de controlo por realimentac¸a˜o do estado
u(t) = Lx(t),
a dinaˆmica do sistema controlado, sistema em malha fechada, e´ dada por x˙(t) = (A+BL)x(t)y(t) = (C +DL)x(t). (2.7)
Por outro lado, fazendo a injecc¸a˜o da sa´ıda (ponderada por uma matriz M) obte´m-se
uma nova dinaˆmica da forma x˙(t) = (A+MC)x(t) + (B +MD)u(t)y(t) = Cx(t) +Du(t). (2.8)
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Definic¸a˜o 2.4.1. O sistema descrito pela equac¸a˜o linear de estado (2.6) diz-se esta-
biliza´vel se existir uma lei de realimentac¸a˜o do estado L tal que o sistema em malha
fechada (2.7) e´ esta´vel, isto e´, a matriz
A+BL
e´ esta´vel. Neste caso, tambe´m se diz que o par (A,B) e´ estabiliza´vel.
O resultado que se segue da´ uma caracterizac¸a˜o desta propriedade.
Teorema 2.4.2. [Rug93, pa´g. 233] O par (A,B) e´ estabiliza´vel se e so´ se,
rank
[
λI − A B
]
= n, ∀λ ∈ C+ = {λ ∈ C : Re(λ) ≥ 0}.
Assim, do Teorema anterior e atendendo ao ponto (ii) do Teorema 2.3.2, obte´m-se
que:
Corola´rio 2.4.3. O par (A,B) e´ estabiliza´vel se for controla´vel.
Definic¸a˜o 2.4.4. O sistema descrito pela equac¸a˜o linear de estado (2.6) diz-se de-
tecta´vel se existir uma matriz M tal que a correspondente injecc¸a˜o de sa´ıda, torna o
sistema esta´vel, isto e´, se a matriz
A+MC
do sistema (2.8) e´ esta´vel. Neste caso, tambe´m se diz que o par (C,A) e´ detecta´vel.
Pode caracterizar-se a detectabilidade, atrave´s do seguinte resultado:
Teorema 2.4.5. [Rug93, pa´g. 255] O par (C,A) e´ detecta´vel se e so´ se
rank
 λI − A
C
 = n, ∀λ ∈ C+.
Assim, do Teorema anterior e atendendo ao ponto (ii) do Teorema 2.3.4, pode
concluir-se que:
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Corola´rio 2.4.6. O par (C,A) e´ detecta´vel se for observa´vel.
Note-se que um sistema esta´vel, e´ obviamente estabiliza´vel e detecta´vel, ja´ que os
requisitos das definic¸o˜es 2.4.1 e 2.4.4 sa˜o satisfeitos respectivamente, tomando L e M
como matrizes nulas.
2.5 Func¸a˜o de Transfereˆncia
Considere-se o SLIT representado pela equac¸a˜o linear de estado (2.6), com t0 = 0 e
onde a condic¸a˜o inicial e´ nula, isto e´, x(0) = 0. Aplicando a transformada de Laplace
a ambos os membros das equac¸o˜es em (2.6) obte´m-se
sX(s) = AX(s) +BU(s) (2.9)
Y (s) = CX(s) +DU(s), (2.10)
onde X(s), U(s) e Y(s) representam as transformadas de Laplace de x(t), u(t) e y(t),
respectivamente.
Da equac¸a˜o (2.9) tem-se
sX(s) = AX(s) +BU(s) ⇔ sX(s)− AX(s) = BU(s)
⇔ (sI − A)X(s) = BU(s)
⇔ X(s) = (sI − A)−1BU(s). (2.11)
Substituindo X(s), dado por (2.11), na equac¸a˜o (2.10) obte´m-se
Y (s) = CX(s) +DU(s) ⇔ Y (s) = C(sI − A)−1BU(s) +DU(s)
⇔ Y (s) = [C(sI − A)−1B +D]U(s). (2.12)
A equac¸a˜o (2.12) expressa uma relac¸a˜o entre a entrada e a sa´ıda do sistema e cons-
titui a versa˜o de (2.5), para x0 = 0, no domı´nio das frequeˆncias. A func¸a˜o (matriz)
G(s) dada por
G(s) = C(sI − A)−1B +D
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e´ designada por func¸a˜o (matriz) de transfereˆncia do sistema.
G(s) e´ uma func¸a˜o racional de s, pro´pria (i.e., cujas entradas possuem numerador
com grau na˜o superior ao do denominador). Caso D = 0, G(s) e´ estritamente pro´pria,
ou seja, nas suas entradas o numerador tem grau inferior ao do denominador.
Note-se que diferentes qua´druplos de matrizes (A1, B1, C1, D1) e (A2, B2, C2, D2)
podem originar a mesma matriz de transfereˆncia G(s) = C1(sI − A1)−1B1 + D1 =
C2(sI − A2)−1B2 + D2. Tal acontece, por exemplo, se existir uma matriz invert´ıvel S
tal que A2 = SA1S
−1, B2 = SB1, C2 = C1S−1 e D2 = D1.
Por outro lado, dada uma matriz racional pro´pria G(s), existe sempre um qua´druplo
(A,B,C,D) de matrizes de dimenso˜es adequadas tal que
G(s) = C(sI − A)−1B +D,
[Vid85, pa´g. 82]. Assim, o sistema descrito (no domı´nio das frequeˆncias) pela relac¸a˜o
entrada/sa´ıda:
y(s) = G(s)u(s)
pode tambe´m ser descrito, no domı´nio do tempo, pelas equac¸o˜es lineares de estado x˙(t) = Ax(t) +Bu(t)y(t) = Cx(t) +Du(t),
no sentido de que o seu comportamento entrada/sa´ıda e´ o mesmo para condic¸o˜es iniciais
nulas. Diz-se neste caso que as matrizes (A,B,C,D) constituem uma realizac¸a˜o
de G(s). Define-se a ordem de uma realizac¸a˜o (A,B,C,D) de G(s) como sendo a
dimensa˜o do correspondente espac¸o de estados (que coincide com a dimensa˜o da matriz
A).
Diz-se que uma realizac¸a˜o de G(s), de ordem n, e´ minimal ou de ordem mı´nima,
se, dada qualquer outra realizac¸a˜o (A′, B′, C ′, D′) de G(s), com ordem n′, se verifica
n ≤ n′. Neste caso designa-se n, como sendo o grau de McMillan da func¸a˜o de
transfereˆncia G(s).
A minimalidade de uma realizac¸a˜o e´ caracterizada no teorema que se segue.
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Teorema 2.5.1. [Rug93, pa´g. 142] Sejam G(s) uma func¸a˜o racional pro´pria e (A,B,C,D)
uma sua realizac¸a˜o. Enta˜o, (A,B,C,D) e´ uma realizac¸a˜o minimal se e so´ se (A,B)
for controla´vel e (C,A) for observa´vel.
No que se segue considerar-se-a´ apenas func¸o˜es de transfereˆncia racionais e pro´prias.
Definic¸a˜o 2.5.2. Um nu´mero complexo λ ∈ C diz-se um po´lo do sistema com func¸a˜o
de transfereˆncia G(s) (e igualmente de G(s)), se existir alguma entrada Gij(s) de G(s)
tal que |Gij(λ)| =∞.
Definic¸a˜o 2.5.3. Um sistema linear e a correspondente func¸a˜o de transfereˆncia, dizem-
se esta´veis no sentido de entrada limitada / sa´ıda limitada (BIBO-esta´vel),se a sa´ıda
correspondente a qualquer entrada limitada for ainda um sinal limitado.
Teorema 2.5.4. [Rug93, pa´g. 189] Seja G(s) uma func¸a˜o de transfereˆncia racional e
pro´pria. G(s) e´ esta´vel no sentido da definic¸a˜o anterior se e so´ se G(s) na˜o tem po´los
em C+, isto e´, se e so´ se todos os seus po´los possuem parte real negativa.
A relac¸a˜o entre BIBO-estabilidade de uma func¸a˜o de transfereˆncia e a estabilidade
(tambe´m chamada interna) das respectivas realizac¸o˜es e´ dada pelo seguinte resultado.
Teorema 2.5.5. [Rug93, pa´g. 187] Seja G(s) uma func¸a˜o de transfereˆncia racional
pro´pria BIBO-esta´vel. Enta˜o, se (A,B,C,D) for uma realizac¸a˜o controla´vel e ob-
serva´vel de G(s), a matriz A e´ esta´vel.
2.6 Factorizac¸a˜o de Func¸o˜es de Transfereˆncia Racionais
Sejam R um anel comutativo e F o correspondente corpo de fracc¸o˜es. Denote-se
por M(R) o conjunto das matrizes com entradas em R e por M(F ) o conjunto das
matrizes com entradas em F .
Definic¸a˜o 2.6.1. Seja A ∈ M(R). A matriz quadrada D ∈ M(R) e´ um divisor
esquerdo de A, ou A e´ um mu´ltiplo direito de D, se existe uma matriz C ∈M(R)
tal que A = DC.
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Definic¸a˜o 2.6.2. Sejam A, B ∈M(R) duas matrizes com o mesmo nu´mero de colu-
nas. Enta˜o a matriz quadrada D ∈ M(R) e´ o ma´ximo divisor comum esquerdo
de A, B se
1. D e´ divisor esquerdo de A e de B
2. D e´ mu´ltiplo direito de qualquer divisor comum esquerdo de A, B (isto e´, se D′
e´ divisor comum esquerdo de A e de B, enta˜o D = D′L para alguma matriz L).
Definic¸a˜o 2.6.3. Duas matrizes A, B ∈ M(R) com o mesmo nu´mero de colunas
sa˜o coprimas a` esquerda se todos os divisores comuns esquerdos de A e B sa˜o
unimodulares.
Definic¸a˜o 2.6.4. Seja P ∈ M(F ). Um par (N,D) onde N , D ∈ M(R), e´ uma
factorizac¸a˜o coprima esquerda (FCE) de P se
1. D e´ quadrada e |D| 6= 0,
2. P = D−1N e
3. N e D sa˜o coprimas a` esquerda.
Os conceitos de ma´ximo divisor comum direito e factorizac¸a˜o coprima direita sa˜o
definidos de forma ana´loga, com as alterac¸o˜es o´bvias.
Neste trabalho considera-se que R e´ o anel das func¸o˜es racionais pro´prias e esta´veis,
cujo corpo das fracc¸o˜es coincide com o conjunto das func¸o˜es racionais R(s) (ver [Vid85]).
Dada uma matriz racional pro´pria G(s) ∈M(R(s)) e´ poss´ıvel obter uma FCE sobre
M(R) do seguinte modo.
Seja (A,B,C,D) uma realizac¸a˜o estabiliza´vel e detecta´vel de G(s). Considerem-se
A0 = A−BK, A˜0 = A− FC, onde K e F sa˜o matrizes constantes tais que os valores
pro´prios de A0 e A˜0 possuem parte real negativa. Enta˜o, uma FCE de G(s) e´ dada por
G(s) = D˜−1g N˜g , onde
N˜g = C(sI − A˜0)−1B ∈M(R), (2.13)
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D˜g = I − C(sI − A˜0)−1F ∈M(R), (2.14)
[Vid85, pa´g.84].
Cap´ıtulo 3
Estabilidade de Sistemas
Comutados
3.1 Introduc¸a˜o
Um sistema comutado pode ser descrito por uma famı´lia de sistemas conjuntamente
com uma regra que coordena a comutac¸a˜o entre estes sistemas.
Neste trabalho considera-se a comutac¸a˜o com base numa famı´lia de sistemas lineares
de espac¸o de estados {∑p, p ∈ P}, onde o conjunto de ı´ndices P e´ tomado como sendo
finito.
Sejam (Ap, Bp, Cp, Dp), p ∈ P as matrizes do modelo de espac¸o de estados correspon-
dentes ao sistema
∑
p, seja ainda σ : [0,+∞[→ P uma func¸a˜o do tempo constante por
pedac¸os, denominada por sinal de comutac¸a˜o. O correspondente sistema linear
comutado e´ enta˜o dado pelo sistema de equac¸o˜es diferenciais:
 x˙(t) = Aσ(t)x(t) + Bσ(t)u(t)y(t) = Cσ(t)x(t) +Dσ(t)u(t). (3.1)
Supo˜e-se que o estado de (3.1) na˜o se altera nos instantes de comutac¸a˜o, i.e., a
soluc¸a˜o x(.) e´ sempre cont´ınua. Note-se que um sistema deste tipo constitui um caso
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especial de um sistema linear variante no tempo, com a particularidade de a variac¸a˜o
dos paraˆmetros ser ditada pelo sinal de comutac¸a˜o.
Pretende-se estabelecer condic¸o˜es que garantam que o sistema linear comutado (3.1)
e´ esta´vel, no sentido da Definic¸a˜o 2.2.1.
A estabilidade de sistemas comutados tem sido objecto de estudo nos u´ltimos tem-
pos, [NB94, SN98, LM99, LHM99, AL01, HM02]. Em [LM99] sa˜o referidos treˆs pro-
blemas na estabilidade de sistemas comutados: encontrar condic¸o˜es que garantam que
o sistema comutado e´ esta´vel para qualquer sinal de comutac¸a˜o, identificar as classes
de sinais de comutac¸a˜o para as quais o sistema comutado e´ esta´vel e construir um sinal
de comutac¸a˜o que torne o sistema comutado esta´vel. Neste trabalho, vai-se focar o
primeiro destes problemas, isto e´, procurar encontrar condic¸o˜es que garantam que o
sistema linear comutado
x˙(t) = Aσ(t)x(t) (3.2)
e´ esta´vel para qualquer sinal de comutac¸a˜o.
Uma das condic¸o˜es necessa´rias para a estabilidade de sistemas com comutac¸a˜o ar-
bitra´ria e´ que todos os subsistemas individuais sejam esta´veis. De facto, se o sistema
p for insta´vel, o sistema comutado sera´ insta´vel se se considerar σ(t) = p, t ∈ [0,+∞[.
Assim, pelo Teorema 2.2.2, conclui-se que se o sistema comutado for esta´vel, as
matrizes Ap possuem valores pro´prios com parte real negativa.
Note-se que, como ilustra o exemplo que se segue, o rec´ıproco na˜o se verifica, ou
seja, o facto de todos os sistemas individuais serem esta´veis na˜o implica que o sistema
linear comutado tambe´m o seja.
Exemplo 3.1.1. Considere-se o sistema comutado em R2
x˙(t) = Aσ(t)x(t), (3.3)
com sinal de comutac¸a˜o σ : [0,+∞[→ {1, 2} e onde as matrizes Ap, p ∈ {1, 2}, sa˜o
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definidas por
A1 :=
 −0.05 2
−1 −0.05
 , A2 :=
 −0.05 1
−2 −0.05
 .
Os valores pro´prios de A1 e A2 coincidem e sa˜o dados por
λ1,2 =
−0.1±√8i
2
.
Portanto, uma vez que Re(λ1,2) < 0, os sistemas individuais x˙(t) = A1x(t) e
x˙(t) = A2x(t) sa˜o esta´veis. No entanto, para um estado inicial qualquer, considerando
σ(t) = 1 quando a trajecto´ria se encontra no 1.o ou 3.o quadrante de R2 e σ(t) = 2
caso contra´rio, o sistema comutado (3.3) e´ insta´vel, como ilustra o diagrama de fase
da Figura 3.1.
−5 −4 −3 −2 −1 0 1 2 3 4 5
−5
−4
−3
−2
−1
0
1
2
3
4
5
x1
x 2
Figura 3.1: Sistema Comutado Insta´vel
Outros exemplos do facto acima referido podem ser encontrados em [Bra98, DBPL00,
AL01].
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Portanto, a questa˜o consiste em encontrar outras condic¸o˜es (que na˜o em termos de
valores pro´prios) sobre a famı´lia de matrizes {Ap, p ∈ P} que garantam que o sistema
linear comutado e´ esta´vel para qualquer sinal de comutac¸a˜o σ.
3.2 Crite´rio de Lyapunov
Uma vez que, como ja´ foi referido, os sistemas comutados constituem um caso particular
de sistemas variantes no tempo, a sua estabilidade pode ser estudada em termos de
func¸o˜es de Lyapunov. Em [LM99], sa˜o estabelecidas condic¸o˜es para a estabilidade de
um sistema comutado com base na existeˆncia de uma func¸a˜o de Lyapunov quadra´tica
comum.
Definic¸a˜o 3.2.1. A func¸a˜o V (x) diz-se uma func¸a˜o de Lyapunov comum (FLC)
para o sistema comutado x˙(t) = Aσ(t)x(t), com σ(t) ∈ P, quando e´ uma func¸a˜o de
Lyapunov para cada um dos sistemas x˙(t) = Apx(t), com p ∈ P fixo.
Atendendo a` Proposic¸a˜o 2.2.4, conclui-se que:
Proposic¸a˜o 3.2.2. Existe Func¸a˜o de Lyapunov Quadra´tica Comum (FLQC) para
o sistema linear de comutac¸a˜o (3.2) se e so´ se existirem duas matrizes sime´tricas
definidas positivas P e Q tais que
ATp P + PAp < −Q, ∀p ∈ P .
Demonstrac¸a˜o. (⇒) Suponha-se que existe uma FLQC, V (x) = xTPx, onde P e´ uma
matriz sime´trica e definida positiva.
Atendendo a` Definic¸a˜o 2.2.3 tem-se que, para cada sistema x˙(t) = Apx(t)
d
dt
(
xT (t)Px(t)
)
< 0,
o que equivale a verificar-se a desigualdade
xT (t)
(
ATp P + PAp + P˙
)
x(t) < 0.
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Como P˙ = 0 e x(t) pode assumir todos os valores em Rn, como ja´ foi anteriormente
referido na demonstrac¸a˜o da Proposic¸a˜o 2.2.4, tem-se que
ATp P + PAp < 0.
Isto significa que existe uma constante finita positiva νp tal que
ATp P + PAp ≤ −νpI.
Uma vez que o conjunto de ı´ndices P e´ compacto, tambe´m o conjunto {νp, p ∈ P}
o e´, pelo que existe ν > 0 tal que νp ≥ ν, p ∈ P .
Isto permite concluir que existem duas matrizes sime´tricas e definidas positivas, P
e Q = νI tais que
ATp P + PAp ≤ −Q, ∀p ∈ P .
(⇐) Suponha-se que existem duas matrizes sime´tricas e definidas positivas, P e Q
tais que
ATp P + PAp ≤ −Q, ∀p ∈ P .
Enta˜o, pela Proposic¸a˜o 2.2.4, V (x) = xTPx e´ uma FLQ para cada sistema x˙(t) =
Apx(t), pelo que e´ uma FLQC para o sistema comutado.
O Lema que se segue permitira´ relacionar a existeˆncia de uma FLQC com a estabi-
lidade do sistema comutado.
Lema 3.2.3. Se existirem duas matrizes sime´tricas definidas positivas P e Q tais que
ATp P + PAp < −Q ∀p ∈ P ,
enta˜o o sistema linear comutado (3.2) e´ esta´vel.
Demonstrac¸a˜o. Suponha-se que existem duas matrizes sime´tricas definidas positivas P
e Q tais que
ATp P + PAp < −Q ∀p ∈ P .
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Considere-se P (t) ≡ P e A(t) = Aσ(t), onde σ(t) toma valores em P . Sejam η e ρ, o
menor e o maior dos valores pro´prios de P , respectivamente, e ν o menor dos valores
pro´prios de Q.
Uma vez que P e´ sime´trica, e´ diagonaliza´vel atrave´s de uma matriz ortogonal, isto
e´, existe uma matriz ortogonal U tal que D = UTPU , onde D e´ a matriz diagonal dos
valores pro´prios de P (que sa˜o todos positivos pois P > 0). Tem-se enta˜o que:
D ≥ ηI ⇔ D − ηI ≥ 0
⇔ UTPU − ηUTU ≥ 0
⇔ UT (P − ηI)U ≥ 0
⇔ P − ηI ≥ 0
⇔ P ≥ ηI.
Procedendo de forma ana´loga, conclui-se que P ≤ ρI e Q ≥ νI.
Assim,
ATp P + PAp ≤ −Q ⇔ A(t)TP (t) + P (t)A(t) + P˙ (t) ≤ −Q, pois P˙ (t) = 0
⇒ A(t)TP (t) + P (t)A(t) + P˙ (t) ≤ −νI, ∀ t.
Portanto, atendendo ao Teorema 2.2.6, o sistema linear comutado (3.2) e´ esta´vel.
Resulta do Lema 3.2.3 e da Proposic¸a˜o 3.2.2 que:
Teorema 3.2.4. O sistema linear de comutac¸a˜o (3.2) e´ esta´vel se existe uma FLQC
para o sistema linear de comutac¸a˜o (3.2).
O problema inicial limita-se agora a encontrar condic¸o˜es que garantam a existeˆncia
de uma FLQC para o sistema linear de comutac¸a˜o (3.2).
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3.3 Existeˆncia de FLQC
3.3.1 Sistemas com Matrizes que Comutam aos Pares
Em [NB94] apresenta-se a construc¸a˜o de uma FLQC para um sistema comutado que
se baseia numa famı´lia de sistemas {∑p, p ∈ P} com matrizes Ap esta´veis, isto e´, com
espectro contido em C−, que comutam aos pares (i.e., AiAj = AjAi para quaisquer
i, j ∈ P).
Proposic¸a˜o 3.3.1. [NB94] Sejam Ai, i ∈ P = {1, . . . , N}, matrizes esta´veis (com
a mesma dimensa˜o) que comutam aos pares. Sejam ainda P1, P2, ...,PN , sime´tricas
definidas positivas, as u´nicas matrizes que satisfazem as equac¸o˜es de Lyapunov
AT1 P1 + P1A1 = −I,
ATi Pi + PiAi = −Pi−1, i = 2, 3, ..., N.
Enta˜o, a func¸a˜o V (x) = xTPNx e´ uma FLQC para o sistema comutado x˙(t) =
Aσ(t)x(t), σ(t) ∈ P.
Demonstrac¸a˜o. Atendendo a` Proposic¸a˜o 2.2.4, basta mostrar que
ATi PN + PNAi < 0, para i = 1, 2, ..., N.
Para esse efeito, definam-se as matrizes
Pij = A
T
i Pj + PjAi.
Se se mostrar que Pij < 0 para i = 1, 2, ..., N , j = i, i + 1, ..., N , o resultado e´
obtido pela escolha de j = N para cada i.
No sentido de usar um processo indutivo, tome-se i ∈ {1, 2, ..., N}.
A partir de
ATi Pi + PiAi = −Pi−1, i = 2, 3, ..., N, (3.4)
verifica-se que Pii = −Pi−1 < 0.
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Suponha-se Pij < 0 para algum j ∈ {i, i + 1, ..., N − 1}, enta˜o usando (3.4) e a
comutatividade de Ai e Aj+1, tem-se que
ATj+1
(
− Pi,j+1
)
+
(
− Pi,j+1
)
Aj+1 =
= ATj+1
(
− ATi Pj+1 − Pj+1Ai
)
+
(
− ATi Pj+1 − Pj+1Ai
)
Aj+1
= −
(
ATj+1A
T
i Pj+1 + A
T
j+1Pj+1Ai + A
T
i Pj+1Aj+1 + Pj+1AiAj+1
)
= −
(
ATi
(
ATj+1Pj+1
)
+ ATj+1Pj+1Ai + A
T
i Pj+1Aj+1 +
(
Pj+1Aj+1
)
Ai
)
= −
(
ATi
(
− Pj − Pj+1Aj+1
)
+ ATj+1Pj+1Ai + A
T
i Pj+1Aj+1 +
(
− Pj − ATj+1Pj+1
)
Ai
)
= −
(
− ATi Pj − ATi Pj+1Aj+1 + ATj+1Pj+1Ai + ATi Pj+1Aj+1 − PjAi − ATj+1Pj+1Ai
)
= ATi Pj + PjAi
= Pij < 0,
o que, tendo em conta a estabilidade de Aj+1 e o Teorema 2.2.5, mostra que −Pi,j+1 > 0
e portanto Pi,j+1 < 0. Conclui-se assim que Pij < 0 para i = 1, 2, ..., N e j =
i, i+ 1, ..., N .
Logo, V (x) = xTPNx e´ uma FLQ para os sistemas x˙(t) = Aix(t),
i = 1, 2, 3, ..., N e consequentemente uma FLQC para o correspondente sistema co-
mutado.
3.3.2 Sistemas com Matrizes Simultaneamente Triangulariza´veis
Uma outra condic¸a˜o suficiente para a existeˆncia de uma FLQC para o sistema linear
(3.2), onde o conjunto de ı´ndices P e´ finito, e´ dada em [SN98]. Esta condic¸a˜o consiste
na existeˆncia de uma transformac¸a˜o de semelhanc¸a associada a uma matriz complexa
na˜o singular, T , que transforma todas as matrizes Ai, i ∈ P , em matrizes triangulares,
ou seja tal que TAiT
−1 e´ uma matriz triangular superior 1. Diz-se que neste caso as
1Note-se que toda a matriz real e´ triangulariza´vel por uma transformac¸a˜o de semelhanc¸a complexa
(basta tomar uma transformac¸a˜o que a reduza a` sua forma cano´nica de Jordan complexa), mas nem
sempre e´ triangulariza´vel atrave´s de uma transformac¸a˜o de semelhanc¸a real.
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matrizes Ai sa˜o simultaneamente triangulariza´veis .
Proposic¸a˜o 3.3.2. [LHM99] Sejam P um conjunto finito de ı´ndices e {Ap, p ∈ P} um
conjunto de matrizes esta´veis e simultaneamente triangulariza´veis, enta˜o existe uma
FLQC para o correspondente sistema linear comutado (3.2).
Demonstrac¸a˜o. De acordo com a Proposic¸a˜o 3.2.2, para mostrar que existe uma FLQC
para o sistema linear comutado (3.2), basta encontrar duas matrizes sime´tricas definidas
positivas P e Q tais que
ATp P + PAp < −Q, ∀p ∈ P .
Seja T uma matriz complexa na˜o singular que triangulariza todas as matrizes Ap,
i.e., tal que
Ap = TA˜pT
−1, (3.5)
onde A˜p e´ uma matriz complexa triangular da forma
A˜p =

(A˜p)11 (A˜p)12 . . . (A˜p)1n
0 (A˜p)22 . . . (A˜p)2n
...
...
. . .
...
0 0 . . . (A˜p)nn

,
e n e´ a dimensa˜o de Ap.
Para provar o pretendido, comec¸a-se por mostrar que existe uma matriz real sime´trica
definida positiva P˜ tal que
−A˜∗pP˜ − P˜ A˜p > 0, p ∈ P , (3.6)
onde a matriz A˜∗p e´ a matriz transposta conjugada da matriz A˜p,
A˜∗p =

(A˜p)11 0 . . . 0
(A˜p)12 (A˜p)22 . . . 0
...
...
. . .
...
(A˜p)1n (A˜p)2n . . . (A˜p)nn

.
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Suponha-se que P˜ toma a forma de uma matriz real diagonal
P˜ = diag(p1, p2, ..., pn),
enta˜o
−A˜∗pP˜ − P˜ A˜p =

−2p1Re(A˜p)11 −p1(A˜p)12 . . . −p1(A˜p)1n
−p1(A˜p)12 −2p2Re(A˜p)22 . . . −p2(A˜p)2n
...
...
. . .
...
−p1(A˜p)1n −p2(A˜p)2n . . . −2pnRe(A˜p)nn

. (3.7)
Mostra-se, atrave´s de um processo indutivo, que e´ poss´ıvel escolher p1, ..., pn positivos
de forma a que todos os menores principais da matriz (3.7) sejam positivos 2. Pelo
Crite´rio de Sylvester [Rug93, pa´g. 9], isto implica que a matriz seja definida positiva.
Combinando com (3.5), isto significa que
−(T−1ApT )∗P˜ − P˜ (T−1ApT ) > 0 ⇔ −T−1∗(T−1ApT )∗P˜ T−1 − T−1∗P˜ (T−1ApT )T−1 > 0
⇔ −T−1∗T ∗A∗pT−1∗P˜ T−1 − T−1∗P˜ T−1ApTT−1 > 0
⇔ −A∗pT−1∗P˜ T−1 − T−1∗P˜ T−1Ap > 0.
Definindo-se P̂ = T−1∗P˜ T−1 e Qp = A∗pT
−1∗P˜ T−1 + T−1∗P˜ T−1Ap verifica-se que
A∗pP̂ + P̂Ap = Qp
ou mais explicitamente, uma vez que as matrizes Ap sa˜o reais,
ATp (ReP̂ +
√−1 ImP̂ ) + (ReP̂ +√−1 ImP̂ )Ap = ReQp +
√−1 ImQp.
Segue enta˜o que
ATpReP̂ + ReP̂Ap = ReQp.
Mas, e´ poss´ıvel provar que as matrizes ReP̂ e ReQp sa˜o sime´tricas e definidas posi-
tivas. De facto, como P̂ e´ hermı´tica, ReP̂ e´ sime´trica e ImP̂ e´ anti-sime´trica. Ale´m
2Ver Lema A.0.1 em Apeˆndice.
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disso, uma vez que P̂ e´ definida positiva, para qualquer x ∈ Rn \ {0n} tem-se que
0 < x∗P̂ x = xT P̂ x = xTReP̂ x+
√−1 xT (ImP̂ )x = xTReP̂ x.
Note-se que xT (ImP̂ )x = 0 ja´ que xT (ImP̂ )x = (xT (ImP̂ )x)T = xT (ImP̂ )Tx =
−xT (ImP̂ )x, devido a` anti-simetria de ImP̂ .
Analogamente, e´ claro que ReQp e´ sime´trica e definida positiva, ja´ que
0 < xTQpx = x
TReQpx, para quaisquer x ∈ Rn \ {0n} e p ∈ P .
Dado que o conjunto {Ap, p ∈ P} e´ compacto, o conjunto das matrizes definidas
positivas {Qp, p ∈ P} tambe´m e´ compacto, e por conseguinte, existe uma matriz real
sime´trica definida positiva Q tal que ReQp ≥ Q para todo o p ∈ P . Portanto,
observa-se que as matrizes P = ReP̂ e Q satisfazem as condic¸o˜es da Proposic¸a˜o 3.2.2,
pelo que se conclui que existe FLQC para o sistema linear comutado (3.2).
Note-se que facto das matrizes reais Ai, i = 1, 2, 3, ..., N , comutarem aos pares e´ uma
condic¸a˜o suficiente [SN98](mas na˜o necessa´ria) para a existeˆncia de uma transformac¸a˜o
T que as triangularize simultaneamente.
Exemplo 3.3.3. Sejam A1 =
 −1 2
1 −1
 e A2 =
 −1 1
1 −2
. Existe uma trans-
formac¸a˜o T que as triangulariza simultaneamente A1 e A2.
De facto, seja T =
 1 0
1 1
 , enta˜o T−1 =
 1 −1
0 1
 e
TA1T
−1 =
 −1 3
0 1

e
TA2T
−1 =
 −1 2
0 −1
 .
No entanto,
A1A2 =
 3 −5
−2 3
 6=
 2 −3
−3 4
 = A2A1.
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Assim, a Proposic¸a˜o 3.3.2 constitui um resultado mais forte que a Proposic¸a˜o 3.3.1.
Definic¸a˜o 3.3.4. Diz-se que um N-uplo de matrizes (A1, A2, ..., AN) , cada uma das
quais de dimensa˜o n×n, tem a propriedade P se as matrizes Ai, i = 1, 2, ..., N forem
simultaneamente triangulariza´veis.
A propriedade P tem sido objecto de estudo da Teoria de Matrizes. Referem-se de
seguida alguns resultados relativos a esta propriedade, sem contudo entrar em pormenor
ou apresentar as respectivas demonstrac¸o˜es que saem fora do aˆmbito deste trabalho.
Teorema 3.3.5. [Laf78] Sejam A1, A2 ∈ Rn×n e A1A2 − A2A1 = B onde B e´ uma
matriz de caracter´ıstica 1. Enta˜o, o par A1 e A2 possui a propriedade P .
Verifica-se que a propriedade P esta´ intimamente relacionada com a propriedade L
que a seguir se define.
Definic¸a˜o 3.3.6. Sejam A1, A2 duas matrizes n×n. Sejam λ1, λ2, ..., λn e µ1, µ2, ..., µn
os respectivos valores pro´prios. Diz-se que o par (A1, A2) possui a propriedade L (ou
que e´ um par L) se os valores pro´prios de A1 e A2 podem ser ordenados de tal forma
que os valores pro´prios de α1A1 + α2A2 sa˜o α1λi + α2µi, i = 1, 2, ..., n.
No caso geral, a propriedade L e´ necessa´ria, mas na˜o suficiente para a propriedade
P [Laf78], no entanto, no caso particular de matrizes com caracter´ıstica 1 estas duas
propriedades sa˜o equivalentes.
Teorema 3.3.7. [Laf78] Sejam A1, A2 duas matrizes tais que A2 tem caracter´ıstica 1.
(A1, A2) possui a propriedade L se e so´ se possui a propriedade P .
Em [LM99, LHM99] sa˜o dadas condic¸o˜es mais gerais para a triangularizac¸a˜o si-
multaˆnea das matrizes Ap, tendo em conta as propriedades de a´lgebras de Lie.
Definic¸a˜o 3.3.8. (i) Uma a´lgebra de Lie g e´ um espac¸o vectorial de dimensa˜o finita
munido de Pareˆntesis de Lie, i.e., uma func¸a˜o bilinear, anti-sime´trica [., .] : g×g→ g
que satisfaz a identidade de Jacobi [a, [b, c]] + [b, [c, a]] + [c, [a, b]] = 0.
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(ii) Dada uma famı´lia de matrizes quadradas com a mesma dimensa˜o {Ap : p ∈ P},
define-se a a´lgebra de Lie g = {Ap : p ∈ P}AL gerada por estas matrizes como
sendo a menor a´lgebra de Lie com pareˆntesis [A,B] = AB−BA que conte´m as matrizes
dadas.
Definic¸a˜o 3.3.9. Dada uma a´lgebra de Lie g, a sequeˆncia descendente de ideais
g(k) e´ definida como se segue:
g(1) := g
g(k+1) := [g(k),g(k)] ⊂ g(k).
Definic¸a˜o 3.3.10. Se existir k∗ tal que g(k) = 0 para um k ≥ k∗, enta˜o g diz-se
solu´vel.
Definic¸a˜o 3.3.11. Define-se a sequeˆncia descendente de ideais gk por:
g1 := g
gk+1 := [g,gk] ⊂ gk.
Definic¸a˜o 3.3.12. Se existir k∗ tal que gk = 0 para um k ≥ k∗, enta˜o g diz-se
nilpotente.
Se g e´ uma a´lgebra de Lie gerada por duas matrizes A e B, i.e., g = {A,B}AL,
enta˜o tem-se
g(1) = g1 = g = span{A, B, [A,B], [A, [A,B]], ...}
g(2) = g2 = span{[A,B], [A, [A,B]], ...}
g(3) = span{[[A,B], [A, [A,B]]], ...} ⊂ g3 = span{[A, [A,B]], [B, [A,B]], ...}
e assim sucessivamente.
Note-se que qualquer A´lgebra de Lie nilpotente e´ solu´vel [Hum72], mas o rec´ıproco
na˜o e´ verdadeiro.
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Exemplo 3.3.13. O conjunto g de todas as matrizes triangulares superiores 2× 2 a11 a12
0 a22

e´ uma a´lgebra de Lie solu´vel. No entanto, na˜o e´ uma a´lgebra de Lie nilpotente.
De facto, note-se que g = span{e11, e12, e22}, onde
e11 =
 1 0
0 0
 , e12 =
 0 1
0 0
 e e22 =
 0 0
0 1
 .
Assim, pela definic¸a˜o de pareˆntesis de Lie,
[e11, e12] = e11e12 − e12e11 = e12,
[e11, e22] = e11e22 − e22e11 =
 0 0
0 0
 = O,
[e22, e12] = e22e12 − e12e22 = −e12.
Atendendo a` Definic¸a˜o 3.3.9, tem-se
g(1) = g = span{e11, e12, e22},
g(2) = [g(1),g(1)] = span{[e11, e12], [e11, e22], [e22, e12]} = span{e12, O,−e12} = span{e12},
g(3) = [g(2),g(2)] = span{[e12, e12]} = span{O} = O.
Portanto, pela Definic¸a˜o 3.3.10, g e´ solu´vel.
Por outro lado, pela Definic¸a˜o 3.3.11, tem-se
g1 = g = span{e11, e12, e22},
g2 = [g,g1] = span{[e11, e12], [e11, e22], [e22, e12]} = span{e12, O,−e12} = span{e12},
g3 = [g,g2] = span{[e11, e12], [e12, e12], [e22, e12]} = span{e12, O,−e12} = span{e12},
continuando assim sucessivamente, tem-se
gk = [g,gk−1] = span{e12},∀k ∈ N.
Portanto, pela Definic¸a˜o 3.3.12, g na˜o e´ nilpotente.
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O resultado que se segue, afirma que uma condic¸a˜o suficiente para a triangularizac¸a˜o
simultaˆnea de um conjunto de matrizes e´ a solubilidade da respectiva a´lgebra de Lie.
Proposic¸a˜o 3.3.14. [Hum72] Se a a´lgebra de Lie g = {Ap : p ∈ P}AL gerada pelas
matrizes Ap for solu´vel, enta˜o as matrizes Ap sa˜o simultaneamente triangulariza´veis.
Note-se que as matrizes Ap, p ∈ P comutam aos pares se e so´ se [Ap, Aq] :=
ApAq−AqAp = 0, p, q ∈ P . Neste caso a correspondente a´lgebra de Lie g e´ obviamente
solu´vel. Deste modo pela Proposic¸a˜o 3.3.14 resulta que, se as matrizes Ap comutam,
enta˜o sa˜o simultaneamente triangulariza´veis para p ∈ P . Isto corresponde ao resultado
apresentado na Proposic¸a˜o 3.3.2.
Com base no Teorema 3.2.4, nas Proposic¸o˜es 3.3.2 e 3.3.14 conclui-se finalmente
que:
Teorema 3.3.15. Se a A´lgebra de Lie g = {Ap : p ∈ P}AL e´ solu´vel, enta˜o o sistema
linear comutado (3.2) e´ esta´vel.
Em [AL01] derivam-se outros resultados sobre a estabilidade de sistemas comutados
em termos de a´lgebras de Lie, mas com uma abordagem diferente, que na˜o passa pela
construc¸a˜o de uma func¸a˜o de Lyapunov comum, e que propositadamente sa˜o omitidos
neste trabalho.
3.4 S´ıntese
Apresenta-se nesta secc¸a˜o um esquema que resume as condic¸o˜es que foram sendo esta-
belecidas ao longo deste cap´ıtulo para a estabilidade do sistema (3.1).
Seja {Ap : p ∈ P} o conjunto de matrizes do sistema associadas ao sistema comutado
(3.1). Uma vez que a estabilidade destas matrizes e´ uma condic¸a˜o necessa´ria para a
estabilidade do sistema comutado, supo˜e-se que elas sa˜o todas esta´veis. Considere-se
tambe´m a a´lgebra de Lie g = {Ap : p ∈ P}AL gerada pelas matrizes Ap, p ∈ P . As
condic¸o˜es derivadas neste cap´ıtulo podem ser sintetizadas no seguinte esquema:
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Prop. 3.2.2

∃ P = P T > 0, Q = QT > 0
tais que ∀p ∈ P
ATp P + PAp < −Q
Lema 3.2.3

Estabilidade
do sistema comutado
Cap´ıtulo 4
Controlo Comutado
4.1 Introduc¸a˜o
No cap´ıtulo anterior foram analisadas condic¸o˜es para as quais um sistema linear co-
mutado e´ esta´vel. No presente cap´ıtulo, pretende-se estabelecer a estabilidade de um
sistema controlado atrave´s de um esquema de controlo comutado. Mais concretamente,
considera-se um processo fixo P e um banco de controladores K, sendo o controlo
efectuado em diferentes per´ıodos de tempo por um dos controladores do banco. Uma
vez que o controlador activo vai variando, por comutac¸a˜o entre os elementos do banco
K, diz-se, neste caso, que se esta´ na presenc¸a de um esquema de controlo comutado.
Como e´ o´bvio, o sistema em malha fechada e´ um sistema comutado como os conside-
rados no cap´ıtulo anterior.
O esquema de realimentac¸a˜o usado e´ o representado na figura seguinte
σ

d
+

n
+

r
+ //© eT // C(σ)
+
uC
//© u // P +y //©
−
OO
Figura 4.1: Esquema de Realimentac¸a˜o
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Nesta figura, u e´ a entrada do processo, y e´ a sua sa´ıda, r e´ um sinal de refereˆncia
limitado, d e´ uma perturbac¸a˜o limitada, e n um ru´ıdo na medic¸a˜o que se supo˜e igual-
mente limitado; C(σ) e´ um controlador variante no tempo resultante da comutac¸a˜o
entre os controladores do banco K de acordo com o sinal de comutac¸a˜o σ.
Considere-se que o processo P, com matriz de transfereˆncia estritamente pro´pria
HP, e´ modelado por um sistema linear, invariante no tempo, estabiliza´vel e detecta´vel
da forma  x˙P = AxP +Buy = CxP,
e que o banco de controladores e´ constitu´ıdo por matrizes de transfereˆncia Kp, isto e´
K = {Kp : p ∈ P}, sendo, para cada p, Kp realizada pelo seguinte modelo de espac¸o
de estados estabiliza´vel e detecta´vel x˙C = FpxC +GpeTuC = HpxC + JpeT ,
onde uC = u− d e eT = r − (y + n).
A conexa˜o do processo P com o controlador Kp, de acordo com o esquema da figura,
resulta no sistema em malha fechada x˙ = Apx+Bpwy = Cpx, (4.1)
onde
x :=
 xP
xC
 , w :=
 d
r − n
 , Ap :=
 A−BJpC BHp
−GpC Fp
 ,
Bp :=
 B BJp
0 Gp
 e Cp := ( C 0 ) .
Supo˜e-se que cada controlador do banco K estabiliza o processo P no sentido da
definic¸a˜o que se segue.
Definic¸a˜o 4.1.1 (Controlador Estabilizante). Um controlador com matriz de trans-
fereˆncia K estabiliza um processo com func¸a˜o de transfereˆncia HP se, para quaisquer
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realizac¸o˜es estabiliza´veis e detecta´veis {A,B,C} e {F,G,H, J} de HP e K respectiva-
mente, a conexa˜o de realimentac¸a˜o mostrada na figura 4.1 for esta´vel, i. e., os valores
pro´prios da matriz  A−BJC BH
−GC F

possuirem parte real negativa.
Assim, o sistema (4.1) e´ esta´vel para todo o valor fixo de p ∈ P . Como ja´ foi referido,
a comutac¸a˜o entre os controladores faz-se atrave´s do sinal de comutac¸a˜o σ, que indica
em cada instante qual o controlador a activar, i.e., se σ(t) = p, enta˜o o processo sera´
controlado pelo controlador Kp. Daqui resulta o sistema comutado x˙ = Aσ(t)x+Bσ(t)wy = Cσ(t)x, (4.2)
onde
x :=
 xP
xC
 , w :=
 d
r − n
 , Aσ(t) :=
 A−BJσ(t)C BHσ(t)
−Gσ(t)C Fσ(t)
 ,
Bσ(t) :=
 B BJσ(t)
0 Gσ(t)
 e Cσ(t) := ( C 0 ) .
Como foi visto no cap´ıtulo anterior, note-se que, apesar do facto de cada controlador
Kp ser estabilizante, ou seja, de cada matriz Ap do sistema em malha fechada ser esta´vel,
pode acontecer que o sistema comutado na˜o o seja. Na secc¸a˜o que se segue mostra-
se que e´ poss´ıvel garantir a estabilidade do sistema comutado atrave´s da escolha de
realizac¸o˜es adequadas para os controladores do banco K.
4.2 Estabilidade do Esquema de Controlo Comu-
tado
Considere-se um processo com matriz de transfereˆncia HP e tome-se um controlador
K? ∈ K que estabiliza HP.
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Atendendo a [Vid85, pa´g. 108] e´ poss´ıvel obter todos os controladores K que esta-
bilizam HP a partir de HP e K
? como
K = (XC − SYP)−1(YC + SXP),
onde X−1P YP = HP e´ uma factorizac¸a˜o coprima esquerda (FCE) da matriz de trans-
fereˆncia do processo [cf. Secc¸a˜o 2.6], X−1C YC = K
? e´ uma FCE da matriz de trans-
fereˆncia do controlador K? e S e´ uma matriz de transfereˆncia racional, pro´pria e esta´vel.
Em particular, para cada controlador Kp ∈ K, existe Sp nas condic¸o˜es anteriores,
tal que
Kp = (XC − SpYP)−1(YC + SpXP). (4.3)
Note-se que, resolvendo (4.3) em ordem a Sp, se obte´m:
Sp = (−YC +XCKp)(XP + YPKp)−1. (4.4)
De facto,
Kp = (XC − SpYP)−1(YC + SpXP) ⇔ (XC − SpYP)Kp = YC + SpXP
⇔ SpXP + SpYPKp = −YC +XCKp
⇔ Sp = (−YC +XCKp)(XP + YPKp)−1.
Com base em realizac¸o˜es adequadas para as matrizes de transfereˆncia Sp vai-se
construir realizac¸o˜es especiais para cada controlador Kp ∈ K. Para tal considera-
se factorizac¸o˜es coprimas esquerdas particulares tanto para o processo como para o
controlador, constru´ıdas como a seguir se indica. Antes de apresentar a construc¸a˜o
pretendida, e´ necessa´rio introduzir um resultado auxiliar.
Lema 4.2.1. [HM02] Dadas duas matrizes de transfereˆncia HP e K, com HP estri-
tamente pro´pria, tais que K estabiliza HP, existem matrizes AE, BE, CE, DE, FE e GE
(com dimenso˜es apropriadas) tais que AE e´ uma matriz esta´vel, e {AE+DECE, BE, CE}
e {AE−BEFE, DE−BEGE, FE, GE} sa˜o realizac¸o˜es estabiliza´veis e detecta´veis de HP
e K, respectivamente.
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Demonstrac¸a˜o. Sejam {A,B,C} e {F,G,H} realizac¸o˜es minimais de HP e K respecti-
vamente. Uma vez que {A,B,C} e {F,G,H} sa˜o realizac¸o˜es minimais, enta˜o os pares
(C,A) e (H,F ) sa˜o observa´veis e consequentemente detecta´veis. Portanto existem
matrizes X,Y tais que A+XC e F + Y H sa˜o esta´veis.
Defina-se
AE :=
 A+XC 0
0 F + Y H
 , BE :=
 B
−Y
 , CE := ( C 0 ) ,
DE :=
 −X
−G− Y J
 , FE := ( 0 −H ) , GE = J.
A matriz AE e´ obviamente esta´vel. Ale´m disso, e por definic¸a˜o de realizac¸a˜o, tem-se
CE(sI − (AE +DECE))−1BE =
=
(
C 0
)(
sI −
(
A+XC 0
0 F + Y H
)
−
(
−X
−G− Y J
)(
C 0
))−1( B
−Y
)
=
(
C 0
)(
sI −
(
A+XC 0
0 F + Y H
)
−
(
−XC 0
−GC − Y JC 0
))−1( B
−Y
)
=
(
C 0
)(
sI −
(
A 0
−GC − Y JC F + Y H
))−1( B
−Y
)
= C(sI − A)−1B
= HP(s),
ou seja, {AE +DECE, BE, CE} e´ uma realizac¸a˜o de HP(s).
Por outro lado
FE(sI − (AE −BEFE))−1(DE −BEGE) +GE =
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= ( 0 −H )
(
sI −
(
A +XC 0
0 F + YH
)
+
(
B
−Y
)
( 0 −H )
)−1(( −X
−G− Y J
)
−
(
B
−Y
)
J
)
+ J
=
(
0 −H
)(
sI −
(
A+XC 0
0 F + Y H
)
+
(
0 −BH
0 Y H
))−1( −X −BJ
−G
)
+ J
=
(
0 −H
)(
sI −
(
A+XC BH
0 F
))−1( −X −BJ
−G
)
+ J
= H(sI − F )−1G+ J
= K(s),
isto e´, {AE −BEFE, DE −BEGE, FE, GE} e´ uma realizac¸a˜o de K(s).
A realizac¸a˜o {AE + DECE, BE, CE} e´ detecta´vel, pois, pela Definic¸a˜o 2.4.4, exis-
te M = −DE tal que AE + DECE + MCE = AE e´ esta´vel. Analogamente, con-
siderando M = BE tem-se que AE − BEFE + MFE = AE e´ esta´vel, logo a realizac¸a˜o
{AE −BEFE, DE −BEGE, FE, GE} tambe´m e´ detecta´vel.
A realizac¸a˜o {AE +DECE, BE, CE} e´ estabiliza´vel, pois, pela Definic¸a˜o 2.4.1, existe
L =
(
−JC H
)
tal que AE +DECE +BEL e´ esta´vel. De facto,
AE +DECE +BEL =
 A 0
−GC − Y JC F + Y H
+
 B
−Y
( −JC H )
=
 A 0
−GC − Y JC F + Y H
+
 −BJC BH
Y JC −Y H

=
 A−BJC BH
−GC F

a qual e´ uma matriz esta´vel, ja´ que K estabiliza HP.
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Analogamente, considerando L = CE obte´m-se novamente
AE −BEFE + (DE −BEGE)L =
 A+XC BH
0 F
+
 −X −BJ
−G
( C 0 )
=
 A+XC BH
0 F
+
 −XC −BJC 0
−GC 0

=
 A−BJC BH
−GC F

que e´ uma matriz esta´vel. Portanto, AE − BEFE + (DE − BEGE)L e´ esta´vel e a
realizac¸a˜o {AE −BEFE, DE −BEGE, FE, GE} tambe´m e´ estabiliza´vel.
Sejam enta˜o, {AE+DECE, BE, CE} e {AE−BEFE, DE−BEGE, FE, GE} realizac¸o˜es
estabiliza´veis e detecta´veis de HP e K
?, respectivamente, com AE esta´vel. De acordo
com [Vid85, pa´g. 83] verifica-se que XP = I − CE(sI − AE)−1DEYP = CE(sI − AE)−1BE (4.5)
define uma FCE de HP, enquanto que XC = I + FE(sI − AE)−1BEYC = FE(sI − AE)−1DE +GE (4.6)
define uma FCE de K?.
No que se segue supo˜e-se que XP, YP, XC, YC sa˜o dados por (4.5) e (4.6), respecti-
vamente, e que Sp e´ a correspondente func¸a˜o de transfereˆncia dada por (4.4).
Definam-se enta˜o duas novas varia´veis v e e atrave´s de v = XCuC − YCeTe = YPuC +XPeT . (4.7)
Note-se que, neste caso:
v = Spe.
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De facto, uma vez que uC = KpeT , tem-se
v = XCKpeT − YCeT = (XCKp − YC)eT (4.8)
e, de forma ana´loga,
e = (YPKp +XP)eT ,
donde
eT = (YPKp +XP)
−1e (4.9)
e portanto, substituindo (4.9) em (4.8) e tendo em conta (4.4), vem
v = (−YC +XCKp)(XP + YPKp)−1e = Spe.
Considere-se ainda a varia´vel u¯ definida por u¯ = v − uC. E´ o´bvio que, de (4.7),
decorre que u¯ = (XC − I)uC − YCeT .
Facilmente se verifica que a partir de (4.5) e (4.6) que
{
AE,
[
BE −DE
]
,
 FE
CE
 ,
 0 −GE
0 I
}
constitui uma realizac¸a˜o para a matriz de transfereˆncia
 XC − I −YC
YP XP
 de
 uC
eT

para
 u¯
e
, i.e.,
 XC − I −YC
YP XP
 =
 FE
CE
 (sI − AE)−1 ( BE −DE )+
 0 −GE
0 I
 . (4.10)
Atendendo a que uC = −u¯ + v = −FExE + GEeT + v, obtemos enta˜o as seguintes
equac¸o˜es 
x˙E = AExE +BEuC −DEeT
e = CExE + eT
uC = −FExE +GEeT + v.
(4.11)
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Por sua vez, realizando Sp atrave´s de {A¯p, B¯p, C¯p, D¯p}, com A¯p esta´vel, vem que ˙¯x = A¯px¯+ B¯pev = C¯px¯+ D¯pe. (4.12)
Juntando as equac¸o˜es (4.11) e (4.12) obte´m-se uma realizac¸a˜o de espac¸o de estados
para o controlador Kp, dada por x˙C = FpxC +GpeTuC = HpxC + JpeT , (4.13)
com xC =
 xE
x¯
,
Fp =
 AE −BEFE +BED¯pCE BEC¯p
B¯pCE A¯p
, Gp =
 −DE +BE(D¯p +GE)
B¯p
, (4.14)
Hp =
(
−FE + D¯pCE C¯p
)
e Jp = D¯p +GE. (4.15)
Como adiante se vera´, atrave´s da escolha de realizac¸o˜es {A¯p, B¯p, C¯p, D¯p}, para cada
Sp, que possuem uma FLQC, e´ poss´ıvel obter realizac¸o˜es para cada controlador Kp ∈ K
para as quais o sistema em malha fechada possui tambe´m uma FLQC sendo por isso
esta´vel.
A existeˆncia de realizac¸o˜es {A¯p, B¯p, C¯p, D¯p} nas condic¸o˜es mencionadas e´ garantida
pelo seguinte resultado.
Lema 4.2.2. Considere-se uma qualquer famı´lia finita de matrizes de transfereˆncia
esta´veis S = {Sp : p ∈ P} com grau de McMillan na˜o maior do que n e uma qual-
quer matriz sime´trica definida positiva Q, n× n, enta˜o existem realizac¸o˜es esta´veis de
dimensa˜o n, {A¯p, B¯p, C¯p, D¯p} para cada Sp ∈ S tal que se verifica
QA¯p + A¯
T
pQ < 0, p ∈ P .
Demonstrac¸a˜o. Para cada p ∈ P , seja {A˜p, B˜p, C˜p, D˜p} uma qualquer realizac¸a˜o de Sp
de dimensa˜o n, com A˜p esta´vel.
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Uma vez que cada A˜p, p ∈ P , e´ esta´vel, pelo Teorema 2.2.5 a famı´lia de equac¸o˜es
de Lyapunov
QpA˜p + A˜
T
pQp = −I, p ∈ P (4.16)
possui soluc¸o˜es sime´tricas e definidas positivas Qp. Tais soluc¸o˜es podem ser escritas
como
Qp = N
T
p Np,
com Np quadrada e na˜o singular.
Dada uma matriz definida positiva Q = NTN ∈ Rn×n , com N na˜o singular, defina-
se
A¯p = N
−1NpA˜pN−1p N, B¯p = N
−1NpB˜p, C¯p = C˜pN−1p e D¯p = D˜p. (4.17)
Vamos ver que as matrizes A¯p esta˜o nas condic¸o˜es pretendidas.
Como o modelo {A¯p, B¯p, C¯p, D¯p} e´ obtido de {A˜p, B˜p, C˜p, D˜p} por uma transformac¸a˜o
de semelhanc¸a, {A¯p, B¯p, C¯p, D¯p} e´ tambe´m uma realizac¸a˜o esta´vel de Sp.
Ale´m disso, de (4.16) e de (4.17) conclui-se que
(N−1Np)T (QA¯p + A¯TpQ)N
−1Np = −I. (4.18)
De facto, de (4.17) verifica-se que
A¯p = N
−1NpA˜pN−1p N ⇔ A˜p = N−1p NA¯pN−1Np,
e substituindo em (4.16), A˜p e Qp pelas respectivas expresso˜es tem-se
NTp NpN
−1
p NA¯pN
−1Np + (N−1p NA¯pN
−1Np)TNTp Np = −I ⇔
⇔ NTp NA¯pN−1Np +NTp (N−1)T A¯TpNT (N−1p )TNTp Np = −I
⇔ NTp NA¯pN−1Np +NTp (N−1)T A¯TpNTNp = −I
⇔ NTp (N−1)TNTNA¯pN−1Np +NTp (N−1)T A¯TpNTNN−1Np = −I
⇔ (N−1Np)TQA¯p(N−1Np) + (N−1Np)T A¯TpQ(N−1Np) = −I
⇔ (N−1Np)T (QA¯p + A¯TpQ)N−1Np = −I.
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Multiplicando ambos os membros da igualdade (4.18) a` esquerda por (N−1p N)
T e a`
direita por N−1p N , tem-se
(N−1p N)
T (N−1Np)T (QA¯p + A¯TpQ)(N
−1Np)(N−1p N) = −(N−1p N)T (N−1p N)⇔
⇔ QA¯p + A¯TpQ = −(N−1p N)T (N−1p N) < 0.
Teorema 4.2.3. Dados um processo HP, um banco de controladores estabilizantes K =
{Kp : p ∈ P} e um controlador estabilizante de HP, K?, considerem-se as realizac¸o˜es
{AE + DECE, BE, CE} para HP e {AE − BEFE, DE − BEGE, FE, GE} para K? nas
condic¸o˜es do Lema 4.2.1, bem como uma famı´lia de realizac¸o˜es
{{A¯p, B¯p, C¯p, D¯p}, p ∈
P} com FLQC para as matrizes de transfereˆncia Sp, p ∈ P, definidas por (4.4).
Considerem-se ainda as realizac¸o˜es {Fp, Gp, Hp, Jp} para os controladores Kp ∈ K,
dadas por (4.14) e (4.15). Enta˜o o correspondente sistema comutado em malha fechada
(4.1) possui uma FLQC.
Demonstrac¸a˜o. Substituindo Fp, Gp, Hp, Jp, dados por (4.14) e (4.15),
A = AE +DECE, B = BE e C = CE na matriz do sistema de malha fechada (4.1)
Ap :=
 A−BJpC BHp
−GpC Fp
 , p ∈ P ,
obte´m-se
Ap :=

AE +DECE −BE(D¯p +GE)CE −BEFE +BED¯pCE BEC¯p
DECE −BE(D¯p +GE)CE AE −BEFE +BED¯pCE BEC¯p
−B¯pCE B¯pCE A¯p
 , p ∈ P .
Definindo T =

I 0 0
0 0 I
−I I 0
 tem-se que T−1 =

I 0 0
I 0 I
0 I 0
 e portanto,
TApT
−1 :=

AE +DECE −BEFE −BEGECE BEC¯p −BEFE +BED¯pCE
0 A¯p B¯pCE
0 0 AE
, (4.19)
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p ∈ P .
Uma vez que K? estabiliza HP e {AE + DECE, BE, CE} e
{AE − BEFE, DE − BEGE, FE, GE} sa˜o realizac¸o˜es estabiliza´veis e detecta´veis
de HP e K
? respectivamente, pela Definic¸a˜o 4.1.1, a matriz do sistema em malha
fechada
A¯E :=
 AE +DECE −BEGECE BEFE
−(DE −BEGE)CE AE −BEFE
 ,
e´ esta´vel.
Definindo TE =
 I 0
I I
, T−1E =
 I 0
−I I
 , obte´m-se
TEA¯ET
−1
E :=
 AE +DECE −BEFE −BEGECE BEFE
0 AE
 ,
que tambe´m e´ esta´vel.
Assim, pode concluir-se que tambe´m a matriz AE + DECE − BEFE − BEGECE e´
esta´vel. Portanto, uma vez que AE foi inicialmente tomada esta´vel, pelo Teorema 2.2.5,
existem matrizes sime´tricas definidas positivas Q1 e Q2 tais que
Q1(AE +DECE −BEFE −BEGECE) + (AE +DECE −BEFE −BEGECE)TQ1 = −I (4.20)
e
Q2AE + A
T
EQ2 = −I (4.21)
Seja Q¯ a matriz sime´trica definida positiva associada a uma FLQC para as reali-
zac¸o˜es
{{A¯p, B¯p, C¯p, D¯p}, p ∈ P}, enta˜o pela Proposic¸a˜o 2.2.4
Q¯A¯p + A¯
T
p Q¯ < 0, p ∈ P .
Definindo
Pp = −Q¯A¯p − A¯Tp Q¯, p ∈ P , (4.22)
verifica-se que Pp e´ sime´trica e definida positiva. Ale´m disso, existe uma constante
positiva, , suficientemente pequena, tal que
Pp − Q¯B¯pCECTEB¯Tp Q¯ > 0, ∀p ∈ P . (4.23)
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De facto, considere-se λmin(Pp), λmax(Pp) o menor e o maior valor pro´prio da matriz
Pp, respectivamente, e λmin(M
TM), λmax(M
TM) o menor e o maior valor pro´prio da
matriz MTM , com M = CTEB¯p
T
Q¯, respectivamente. Sabe-se que,
λmin(Pp)I < Pp < λmax(Pp)I,
λmin(M
TM)I < MTM < λmax(M
TM)I.
Portanto, para  > 0, suficientemente pequeno, tal que λmax(M
TM) < λmin(Pp),
obtemos
MTM < λmax(M
TM)I < λmin(Pp)I < Pp,
i.e.,
MTM < Pp.
Logo, Pp − MTM > 0.
Pelo Lema A.0.2 1, a equac¸a˜o (4.23) garante que
R = 
 Pp −Q¯B¯pCE
−CTEB¯Tp Q¯ −1I
 , p ∈ P (4.24)
e´ tambe´m definida positiva.
Seja
Q = T T

1Q1 0 0
0 Q¯ 0
0 0 Q2
T, (4.25)
com
1 =
1
2
(
maxp∈P‖Q1WpR−1W Tp Q1‖
)−1
, (4.26)
onde, para cada p ∈ P
Wp =
(
BEC¯p −BEFE +BED¯pCE
)
. (4.27)
Por (4.19) e (4.25), tem-se
QAp + A
T
pQ =
1Ver Apeˆndice
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= T T

1
[
Q1(AE +DECE −BEFE −BEGECE)
+(AE +DECE −BEFE −BEGECE)TQ1
]
1Q1BEC¯p 1Q1(−BEFE +BED¯pCE)
1(BEC¯p)TQ1 (Q¯A¯p + A¯Tp Q¯) Q¯B¯pCE
1(−BEFE +BED¯pCE)TQ1 CTE B¯Tp Q¯ Q2AE +ATEQ2
T ,
enquanto que de (4.20), (4.21) e (4.22) se conclui que
QAp + A
T
pQ = T
T

1(−I) 1Q1BEC¯p 1Q1(−BEFE +BED¯pCE)
1(BEC¯p)TQ1 (−Pp) Q¯B¯pCE
1(−BEFE +BED¯pCE)TQ1 CTE B¯Tp Q¯ −I
T .
Usando (4.24) e (4.27) obte´m-se
QAp + A
T
pQ = T
T
 1(−I) 1Q1Wp
1W
T
p Q1 −R
T,
e portanto
QAp + A
T
pQ = −1T T
 I −Q1Wp
−W Tp Q1 −11 R
T.
Por outro lado, por (4.26),
I − 1Q1WpR−1W Tp Q1 > 0,
para cada p ∈ P . De facto, considerem-seR−1 = R˜−1T R˜−1 e λmin(ZpZTp ), λmax(ZpZTp ) o
menor e o maior valor pro´prio da matriz ZpZ
T
p , com Zp = Q1WpR˜
−1T , respectivamente.
Enta˜o,
λmin(ZpZ
T
p )I < ZpZ
T
p < λmax(ZpZ
T
p )I.
Portanto, para 1 =
1
2
(
maxp∈P‖Q1WpR−1W Tp Q1‖
)−1
, temos
1ZpZ
T
p < 1λmax(ZpZ
T
p )I
=
1
2
(
maxp∈P‖ZpZTp ‖
)−1
λmax(ZpZ
T
p )I
<
1
2
(λmax(ZpZ
T
p ))
−1λmax(ZpZTp )I =
1
2
I < I
i.e.,
1ZpZ
T
p < I.
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Logo, I − 1ZpZTp > 0.
Uma vez que, I − 1Q1WpR−1W Tp Q1 > 0, para cada p ∈ P , pelo Lema A.0.2 tem-se I −Q1Wp
−W Tp Q1 −11 R
 > 0, p ∈ P .
Logo, QAp + A
T
pQ < 0, p ∈ P e pela proposic¸a˜o 2.2.4 existe uma FLQC para o
sistema comutado em malha fechada.
Deste Teorema e pelo Teorema 3.2.4 imediatamente se obte´m o resultado pretendido
sobre a estabilidade do sistema em malha fechada.
Corola´rio 4.2.4. Nas condic¸o˜es do teorema anterior o sistema de controlo comutado
e´ esta´vel.
4.3 Algoritmo
Apresenta-se a seguir um algoritmo para a obtenc¸a˜o de um sistema de controlo comu-
tado esta´vel, com base nos resultados da secc¸a˜o anterior.
Dados do problema:
- Processo P com matriz de transfereˆncia HP de dimensa˜o r ×m.
- Banco de controladores estabilizantes K com matrizes de transfereˆncia Kp, de
dimensa˜o m× r.
Passos para obter um esquema de controlo comutado esta´vel:
Passo 1: Tomar um controlador K? ∈ K.
Passo 2: Considerar realizac¸o˜es minimais {A,B,C} e {F,G,H} para Hp e K? res-
pectivamente e obter X e Y tais que A+XC e F + Y H sejam esta´veis.
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Passo 3: Definir
AE :=
 A+XC 0
0 F + Y H
,
BE :=
 B
−Y
,
CE :=
(
C 0
)
,
DE :=
 −X
−G− Y J
,
FE :=
(
0 −H
)
e
GE = J .
Passo 4: Para cada controlador Kp do banco, definir a func¸a˜o de transfereˆncia
Sp = (−YC +XCKp)(XP + YPKp)−1,
com XC , YC , XP e YP dadas por (4.5) e (4.6).
Passo 5: Obter realizac¸o˜es esta´veis {A¯p, B¯p, C¯p, D¯p} para cada Sp possuindo uma
FLQC, isto e´:
5.1 Tomar qualquer realizac¸a˜o {A˜p, B˜p, C˜p, D˜p} para Sp com A˜p esta´vel.
5.2 Tomar para cada p, Qp sime´trica e definida positiva tal que
QpA˜p + A˜
T
pQp = −I.
5.3 Determinar Np tal que Qp = N
T
p Np.
5.4 Definir
A¯p = NpA˜pN
−1
p ,
B¯p = NpB˜p,
C¯p = C˜pN
−1
p e
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D¯p = D˜p.
Note-se que isto corresponde a tomar a matriz Q do Lema 4.2.2 igual a`
identidade.
Passo 6: 6.1 Definir para cada controlador Kp a realizac¸a˜o {Fp, Gp, Hp, Jp} dada por
Fp =
(
AE −BEFE +BED¯pCE BEC¯p
B¯pCE A¯p
)
, Gp =
(
−DE +BE(D¯p +GE)
B¯p
)
,
Hp =
(
−FE + D¯pCE C¯p
)
e Jp = D¯p +GE.
6.2 Considerar a realizac¸a˜o {AE+DECE, BE, CE} para a matriz de transfereˆncia
do processo, Hp
Passo 7: Fazer a comutac¸a˜o com base nesta descric¸a˜o do sistema.

Cap´ıtulo 5
Conclusa˜o
O estudo realizado neste trabalho foi motivado pelo facto de um sistema de controlo
comutado com base num banco K de controladores poder ser insta´vel apesar de todos
os controladores do banco estabilizarem o processo P a controlar.
Numa primeira fase deste trabalho, estabeleceu-se condic¸o˜es que garantem a esta-
bilidade de um sistema linear comutado (na auseˆncia de controlo). Concluiu-se que a
existeˆncia de uma Func¸a˜o de Lyapunov Quadra´tica Comum (FLQC) implica a estabili-
dade de um sistema comutado. Consequentemente estudou-se condic¸o˜es que garantem
a existeˆncia de FLQC, tendo-se nomeadamente demonstrado que tal func¸a˜o existe para
sistemas com matrizes simultaneamente triangulariza´veis. Foram ainda estabelecidas
condic¸o˜es para a triangularizac¸a˜o simultaˆnea de matrizes com base nas propriedades
da a´lgebra de Lie por elas gerada.
Numa segunda fase, considerou-se um sistema de controlo comutado com base num
banco de controladores estabilizantes, o que garante a estabilidade em malha fechada
de cada sistema individual. Como ja´ foi referido este facto na˜o e´ suficiente para garan-
tir a estabilidade do sistema de controlo comutado. No entanto, mostrou-se que e´
poss´ıvel garantir essa estabilidade atrave´s de uma escolha de realizac¸o˜es adequadas
para os controladores do banco. Para esse efeito considerou-se factorizac¸o˜es coprimas
esquerdas particulares tanto para o processo como para o controlador. Este processo
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foi esquematizado num algoritmo apresentado no final do Cap´ıtulo 4.
Era ainda objectivo deste trabalho a realizac¸a˜o de simulac¸o˜es com base no algo-
ritmo apresentado. Por falta de tempo, na˜o foi poss´ıvel concretizar este objectivo. No
entanto, pretende-se levar a cabo esta tarefa em trabalho posterior.
AApeˆndice
Lema A.0.1. Definam-se: [Ap]k como sendo a matriz formada pelas linhas 1 a k e as
colunas 1 a k de Ap, M
ik
p como sendo o menor complementar do elemento ik da matriz
[Ap]k e 4pk como sendo o menor principal de ordem k da matriz −A˜∗pP˜ − P˜ A˜p.
Tome-se P˜ = diag(p1, p2, ..., pn), com pi ∈ R, tais que
p1 > 0 (A.1)
e
pk+1
1 > max
p∈P
∑k
i=1(−1)i+k+1(A˜p)i,k+1M ik+1p
2Re(A˜p)k+1,k+14pk
, k = 1, 2, ... (A.2)
enta˜o todos os menores principais de −A˜∗pP˜ − P˜ A˜p sa˜o positivos.
Demonstrac¸a˜o. Uma vez que
−A˜∗pP˜ − P˜ A˜p =

−2p1Re(A˜p)11 −p1(A˜p)12 . . . −p1(A˜p)1n
−p1(A˜p)12 −2p2Re(A˜p)22 . . . −p2(A˜p)2n
...
...
. . .
...
−p1(A˜p)1n −p2(A˜p)2n . . . −2pnRe(A˜p)nn

,
desenvolvendo 4pk+1 pela sua u´ltima coluna, verifica-se que
4pk+1 = −2Re(A˜p)k+1,k+14pkpk+1 +
k∑
i=1
(−1)i+k+1(A˜p)i,k+1M ik+1p (A.3)
1Note-se que pk+1 esta´ bem definida, pois 4pk so´ depende de p1, ..., pk.
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Use-se agora induc¸a˜o sobre k para provar que a escolha de p’s definidos por (A.1) e
(A.2) origina menores principais, da matriz −A˜∗pP˜ − P˜ A˜p, positivos.
Para k = 1, 4p1 = −2p1Re(A˜p)11 > 0, pois p1 > 0 e Re(A˜p)11 < 0 pela estabilidade
das matrizes triangulares A˜p.
Supondo que 4pk > 0, verifique-se que, com a escolha de p’s definidos por (A.1) e
(A.2), 4pk+1 > 0.
Atendendo a (A.3) e a (A.2):
4pk+1 = −2Re(A˜p)k+1,k+14pkpk+1 +
k∑
i=1
(−1)i+k+1(A˜p)i,k+1M ik+1p
> −2Re(A˜p)k+1,k+14pk
∑k
i=1(−1)i+k+1(A˜p)i,k+1M ik+1p
2Re(A˜p)k+1,k+14pk
+
k∑
i=1
(−1)i+k+1(A˜p)i,k+1M ik+1p = 0,
como se pretendia.
Portanto, fica provado por induc¸a˜o que a escolha de p’s definidos por (A.1) e
(A.2) da´ origem a uma matriz diagonal P que torna os menores principais da ma-
triz −A˜∗pP˜ − P˜ A˜p positivos.
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Lema A.0.2. Sejam R˜T R˜ = R > 0 e Q− SR−1ST > 0. Enta˜o, Q S
ST R
 > 0.
Demonstrac¸a˜o. Considere-se
M =
 I 0
0 R˜
 e N =
 Q SR˜−1
(R˜T )−1ST I
 .
MTNM =
 I 0
0 R˜T
 Q SR˜−1
(R˜T )−1ST I
 I 0
0 R˜
 =
 Q S
ST R
 . (A.4)
Considere-se U =
 I 0
−(R˜T )−1ST I
. Assim,
UTNU =
 I −(R˜T )−1ST
0 I
 Q SR˜−1
(R˜T )−1ST I
 I 0
−(R˜T )−1ST I

=
 Q− SR−1ST 0
0 I
 .
Portanto,
N = (U−1)T
 Q− SR−1ST 0
0 I
U−1
Deste modo, pela equac¸a˜o (A.4), tem-se
 Q S
ST R
 = MT (U−1)T
 Q− SR−1ST 0
0 I
U−1M
= M˜T
 Q− SR−1ST 0
0 I
 M˜,
onde M˜ = U−1M e´ na˜o singular.
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Como Q− SR−1ST > 0, enta˜o
 Q− SR−1ST 0
0 I
 > 0 e
M˜T
 Q− SR−1ST 0
0 I
 M˜ > 0.
Logo, se R > 0 e Q− SR−1ST > 0. Enta˜o, Q S
ST R
 > 0.
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