We consider testing graph expansion in the bounded-degree graph model (as formulated in 1]). Speci cally, we refer to algorithms for testing whether the graph has a second eigenvalue bounded above by a given threshold or is far from any graph with such (or related) property.
Brief Introduction
This memo reports partial results regarding the task of testing whether a given bounded-degree graph is an expander. The model is of testing graph properties as formulated in 1]: The (randomized) algorithm is given integers d and N, a distance parameter (as well as some problemspeci c parameters), and oracle access to a N-vertex graph G with degree bound d; that is, query (v; i) 2 N] d] is answered by the i th neighbor of v in G (or by a special symbol in case v has less than i neighbors). For a predetermined property P, the algorithm is required to accept (with probability at least 2/3) any graph having property P, and reject (with probability at least 2/3) any graph that is -far from having property P, where distance between graphs is de ned as the fraction of edges (over dN) on which the graphs di er.
Loosely speaking, the speci c property considered here is being an expander. More precisely, for a given bound < 1, we consider the property, denoted E , of having a normalized by d adjacency matrix with second eigenvalue at most . Actually, we further relax the property testing formulation (as in 4]): Using an additional parameter 0 , we only require that the algorithm must accept (with probability at least 2/3) any graph having property E (i.e.,
having second eigenvalue at most ); and the algorithm must reject (with probability at least 2/3) any graph that is -far from having property E 0 (i.e., from any graph that has second eigenvalue at most 0 ).
Setting 0 = we regain the more strict formulation of testing whether a graph has second eigenvalue at most . We mention that the ( p N) lower bound on \testing expansion" (presented in 1]) continues to hold for the relaxed formulation above, provided that 0 < 1. This is the case since the lower bound is established by showing that any o( p N)-query algorithm fails to distinguish between a very good expander and an unconnected graph with several huge connected components. 1 In view of the above, we shall be content with any sub-linear time algorithm for testing expansion. Below, we present a parameterized family of algorithms. For any > 0, the algorithm has running-time n 0:5+ =poly( ) and is supposed to satisfy the above requirement with 0 = =7 . Unfortunately, we can only prove that this is indeed the case provided that a certain combinatorial conjecture (presented in Section 4.2) holds.
Conventions and Notations
We consider N-vertex graphs of degree bound d, which should be thought of as xed. We consider the stochastic matrix representing a canonical random walk on this graph, where canonical is anything reasonable (e.g., go to each neighbor with probability 1=2d). The eigenvalues below refer to this matrix.
By we denote the claimed second eigenvalue (i.e., we need to accept graphs having second eigenvalue at most ). By we denote the distance parameter: we need to reject graphs that are -far from having second eigenvalue at most 0 , where 0 > is related to . The algorithm presented below is parameterized by a small constant > 0 that determines both its complexity (i.e., O(N 0:5+ =poly( ))) and its performance (i.e., 0 = =O (1) ). To be of interest, the algorithm must use < 0:5. 1 In the latter case, the graph has (normalized) second eigenvalue equal 1.
3 The algorithm
We set L = 1:5 ln N ln(1= ) . This guarantees that a graph with second eigenvalue at most mixes well in L steps (i.e., the deviation in max-norm of the end probability from the uniform distribution is at most N ?1:5 ). The following algorithm evaluates the distance of the end probability (of an L-step random walk starting at a xed vertex) from the uniform probability distribution. It is based on the fact that the uniform distribution over a set has the smallest possible collision probability, among all distributions over this set.
Repeat t def = (1= ) times (1 
By our choice of L, if the graph has eigenvalue at most then (for any starting vertex s) the collision probability of L-walks starting at s is very close to 1=N (i.e., is smaller than (1=N) + (1=N 2 )).
Approximation of the collision probabilities
The rst issue to address is the approximation to Eq. Proof: For every i < j, de ne a 0-1 random variable i;j so that i;j = 1 if the endpoint of the i th path is equal to the endpoint of the j th path. Clearly, def = E i;j ] = P v p 2 s;v , for every i < j. Using Chebyshev's inequality we bound the probability that the count provided by Steps (2){ (3) deviates from its (correct) expected value. Let P def = f(i; j) : 1 i < j mg and = 1 4 N ? =2 . 
The gap
We believe that the following conjecture (or something similar) is true.
Conjecture: Let The conjecture is very appealing: Supposedly, you add dN edges connecting at random the exceptional vertices to the rest of the graph. Ignoring for a moment the issue of preserving the degree bounds, this seems to work { but we cannot prove it. Indeed, one can show that the previously exceptional vertices enjoy rapid mixing, but it is not clear that the added edges will not cause harm to the mixing properties of non-exceptional vertices.
Finishing it o
Once the gap is closed, we have the following situation: If the algorithm rejects with probability smaller than 2=3 then the input graph is -close to a graph in which the collision probability of Lwalks starting at any vertex is at most 1+N ? =2 N . But the excess of the collision probability beyond 1=N is nothing but the square of the distance, in norm 2, of the probability vector Proof: Let B = A`be the stochastic matrix representing an`-step random walk, and letẽ 1 ; :::;ẽ N denote probability vectors in which all the mass is on one vertex. Let~ denote the uniform probability vector. Then `( resp., k`) equals the maximum of kBẽ i ?~ k (resp., kB kẽ i ?~ k) taken over all theẽ i 's.
Considering the basis ofẽ i 's, letz be a zero-sum vector (such asẽ i ?~ ). That is,z is written in the basis ofẽ i 's asz = P i z iẽi , and P i z i = 0. We obtain from the uniform probability vector is at most N ?(0:5+ ) . Then, for every constant < 2 =3, the second eigenvalue of the graph is at most .
So once the gap is lled, we are done (using = =4 and 2 =3).
Proof: Let 0 be the second eigenvalue of the graph. Then, for every k we have 3k ln > ln for su ciently large k (since < 2 =3). We get ln 0 > ln , and the corollary follows.
