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Abstract-An implicit three-level difference scheme of 0(k2 + h2) is discussed for the numerical 
solution of the linear hyperbolic equation utt + 2czut + p2u = uz5 + f(z, t), cy > /3 2 0, in the region 
0 = {(x, t) 1 0 < 2 < 1, t > 0) subject to appropriate initial and Dirichlet boundary conditions, 
where Q and p are real numbers. We have used nine grid points with a single computational cell. 
The proposed scheme is unconditionally stable. The resulting system of algebraic equations is solved 
by using a tridiagonal solver. Numerical results demonstrate the required accuracy of the proposed 
scheme. @ 2004 Elsevier Ltd. All rights reserved. 
Keywords-Second-order linear hyperbolic equation, Damped wave equation, Telegraph equa- 
tion, Implicit scheme, Unconditionally stable, Pade approximation, RMS errors. 
1. INTRODUCTION 
In recent years, much attention has been given in the literature to the development, analysis, and 
implementation of stable methods for the numerical solution of second-order hyperbolic equa- 
tions; see, for example, [l-3]. These methods are conditionally stable. Recently, Mohanty et al. 
[4,5] have developed new three-level implicit unconditionally stable alternating direction implicit 
schemes for the two- and three-space-dimensional linear hyperbolic equations. These schemes 
are second-order accurate both in space and time. In the present paper, a new technique will 
be carried over to a linear one-space-dimensional hyperbolic equation with initial and Dirichlet 
boundary conditions given. 
Consider the linear hyperbolic equation in one-space variable given by 
d2u 
jp + 2ff g + P22L = g + f(x, t), a>P20, 
over a region R = [0 < 17: < l] x [t > 01, with the initial conditions 
(1) 
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and boundary conditions 
40, t) = go(t), u(Lt) =91(t), (3) 
where QI and p are constants. For Q > 0, /3 = 0, and CY > p > 0, the equation above represents 
a damped wave equation and a telegraph equation, respectively, see [6]. We assume that 4(x), 
Q(Z), and their derivatives are continuous functions of 2. For a difference solution of the above 
initial boundary value problem, we divide the interval 0 5 2 5 1 into (N + 1) subintervals each 
of width h > 0, so that (N + 1)h = 1. Let k > 0 be the step length in the time direction. The 
grid points (l,j) are given by ~1 = lh, 1 = O(l)N + 1, and tj = jk, j = 0,1,2,. . . Let U/ be the 
exact value of u at the grid point (I, j) and ui be the approximate value of U/. To the author’s 
knowledge no unconditionally stable difference scheme for the linear hyperbolic equation (1) is 
known in the literature so far. In this paper, we discuss an implicit three-level unconditionally 
stable difference scheme of O(k2 + h2) for the linear hyperbolic equation (1). 
2. THE DIFFERENCE EQUATION AND STABILITY ANALYSIS 
Superimposing a uniform grid of step size h > 0 and k > 0 on the space and time variable, 
respectively, allows the partial derivatives of u to be replaced by 
u;& = ( u,j,, - 2u,j + q,) 
(h2) 
= @x1 + 0 (h”) , 
qtl = 
u;+1 - 23 + q-1) 
(k2) = C& + 0 (k”) , 
( uf.+l 
_ uj-1 
q1 = 
WI l 
> = U,j, + 0 (k2) . 
The differential equation (1) at the grid point (l, j) may be discretized by 
q,, + 2CXDil + p”u,j = qzl + fij. 
(4 
(5) 
Now, using approximations (4) in (5), we obtain an explicit scheme 
( u,j+1 -2u~+u~-1 > ( -x2 u;+l - 2u; + U/-,) + a (U;+l - U/-‘) + bU,j 
= k2fZ’ + 0 (k4 + k2h2), 
(6) 
where a = cuk, b = ,B2k2, f/ = f( z!, 3 , and X = k/h is the mesh ratio parameter. t.) 
Neglecting error terms, we may rewrite (6) in operator form as 
6;~; - X2&; + a(2&)~5 + bu; = k”f;, (7) 
where C&U: and pLtui are central and averaging difference operators with respect to the t-direction, 
etc. 
To establish stability for the difference scheme (7), it is necessary to assume that the solution 
of (7) at the mesh point (l,j) may be written as 
u; = ,p . ,iel, (8) 
where < is, in general, complex, 0 is real, and i = fl. Substituting (8) into the homogeneous 
part of (7), we obtain 
(l+a)[‘+ b-2+4X2sin2 i)e+(l-o)=O. (9) 
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From this equation, it is easy to verify that scheme (7) is stable for 
O<X”<l-f, a > 0. 
In order to get an unconditionally stable difference scheme, we simply follow the approaches 
given by Dahlquist [6] and Jain [8]. We can modify scheme (7) as 
(11) 
where 0 and y are free parameters to be determined. The additional terms ab26&f and -7X2 
b2d2ui are of high orders and do not affect the second-order accuracy of the scheme. z t 
Now substituting (8) into the homogeneous part of (ll), we get the characteristic equation 
quadratic in < as 
I’([) E At2 + Bc$ + C = 0, (12) 
where 
A=1+ab2+a+4yX2sin2 i, 
6 
B = b - 2 - 2ab2 + 4X2(1 - 27) sin2 z, 
8 
C=1+ab2-a+4yX2sin2 -2. 
Under the transformation [ = (1 + z)/(l - z), we may write the stability polynomial P(c) as 
=(A-B+C)z2+2(A-C)z+(A+B+C) 
The necessary and sufficient condition for ][I < 1 is that A + B + C > 0, A - C > 0, 
andA-B+C>O. TheconditionsA+B+C>OandA-C>Oaresatisfiedfora>O,P>O, 
and for all 0 except /3 = 0 or 27r (when p = 0). We can treat this case separately. 
The condition A - B + C = 4 + 4ob2 - b + 4X2(47 - 1) sin2 (Q/2) > 0 must be satisfied for 
all LY > 0, ,0 > 0, (r > 0, and y > 0. Multiplying throughout by 16~, we must have the 
condition 16c(A - B + C) > 0 or 
(8ab - 1)2 + (64a - 1) + 640(4y - 1)X2 sin2 i > 0, (14) 
which is satisfied for all 8, cy > 0, and /3 > 0, provided ~7 2 l/64 and y 1 l/4. 
For B = 0 or 271. and p = 0, from (12), we have 
(1 + a)(2 - 26 i- (1 - a) = 0, (15) 
whose roots are 1 and (1 - a)/( 1 + a) ( w rc is a (1,l) Pade approximation to e-2a). h’ h 
In this case, also ][I 5 1. 
Thus, for 
a > 0, P 2 0, 
1 
a>--, 64 
and r> a: 
the difference scheme (11) becomes stable for all choices of h > 0 and k > 0. 
(16) 
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3. NUMERICAL RESULTS 
The three-level implicit difference scheme (11) was applied to the differential equation (1) with 
initial and boundary conditions given by (2) and (3), respectively. The exact solution is given 
by u = e-2t . sin ha: as a test procedure. The right-hand side function f(z, t) and the initial 
and boundary conditions may be obtained using the exact solution. Note that scheme (11) is an 
implicit three-level scheme. To start any computation, it is necessary to know the second-order 
accuracy value of u at the nodal points of first time level, that is, at t = k. 
A Taylor series expansion at t = k may be written as 
U; = Up + k(G): + ; (Utt): + 0 (k3). (17) 
Further, note that the values of ut and u are known explicitly at t = 0, this implies that all their 
successive tangential derivatives are known at t = 0, that is, the values of u, u,, u,,, ut, uts, . . , 
etc. are known at t = 0. Using these initial values from (l), we can calculate 
cm,; = [um - 2aut - p2u + f(rc, t)] p . (18) 
Thus, using initial conditions and (18), from (17), we can get a second-order approximation 
to u at t = k. The resulting linear system of equations has been solved using a tridiagonal solver. 
The root mean square (RMS) errors are tabulated at t = 1.0 and t = 2.0 for a fixed X = 1.6 
and 3.2 for different values of a, ,B (o > p 2 0), o, and y in Tables 1 and 2, respectively. 
Table 1. The RMS errms when X = 1.6. 
a = 10, p = 5, (r = 0.5, y = 1.0 (Y = 20, p = 10, CJ = y = 1.0 cl = 40, p = 4, rJ = 10, y = 20 
h t = 1.0 t = 2.0 t = 1.0 t = 2.0 t = 1.0 t = 2.0 
1 
Is 
0.6752(-03) 0.1938(-03) 0.4496(-02) 0.7960(-03) O.lSSS(-02) 0.1535(-02) 
1 
- 0.2644(-03) 
32 
0.7548(-04) 0.1406(-03) 0.2606(-04) 0.9134(-03) 0.7485(-03) 
1 
- 0.7236(-04) 
64 
0.2054( -04) 0.2478(-04) 0.4582(-05) 0.2588(-03) 0.2018(-03) 
Table 2. The RMS errors when X = 3.2. 
a = 50, p = 5, o = 0.25, y = 0.75 cy = 50, p = 2, 0 = 10, y = 5 cY=1o,p=o,0=y=5 
h t = 1.0 t = 2.0 t=1.0 t = 2.0 t = 1.0 t = 2.0 
1 
- 0.6386(-02) 
16 
0.5937(-02) 0.8998(-02) 0.8827( -02) 0.1286(-01) 0.1003(-01) 
1 
32 
0.2229(-02) O.lSOO(-02) 0.2850(-02) 0.2652(-02) 0.3404(-02) 0.2523(-02) 
1 
72 
0.6002(-03) 0.4826(-03) 0.7676( -03) 0.7276(-03) 0.8702(-03) 0.6434(-03) 
4. CONCLUDING REMARKS 
The available difference formulas for the difference solution of one-space-dimensional linear 
hyperbolic differential equation (1) are of O(k2 + h2) and of O(k4 +h4) accurate and conditionally 
stable (see [2]). In this paper, we have discussed a new three-level implicit difference scheme 
of O(k2 + h2) for the solution of the differential equation (1). The scheme is stable for all choice 
of h > 0 and k > 0. The effectiveness of the method discussed is exhibited from the numerical 
results. 
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In all cases, we have chosen CY > /3 2 0. It is hoped that the new idea presented in this paper 
will be useful for the development of an unconditionally stable difference formula of 0(k4 + h4) 
for the numerical solution of one space dimensional linear hyperbolic differential equation with 
first derivative terms. 
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