Using a gradient flow approach initiated by S. Brendle, we generalize the existence theorem for the prescribing Q-curvature equation on S 2 (Gauss curvature) by M. Struwe (2005) [14] and on S 4 by Malchiodi and Struwe (2006) [12] to S n for all even n with the similar assumption on the prescribed curvature candidate f .
Similar to Yamabe problem, or more generally, to the prescribing scalar curvature problem on S n , the prescribing Q-curvature problem on S n has been proposed as follows: Give a smooth function f defined on S n , can one find a conformal metric g u = e 2u g S n such that the Q-curvature of this new metric is equal to f ? We refer readers to [15] for more background materials on this problem. The prescribing Q-curvature problem on S n is equivalent to the solvability of the equation P n u + (n − 1)! = f e nu on S n , (0.1)
where P n = P g S n is Paneitz operator on the standard sphere (S n , g S n ). Before S. Brendle's work [3] , most works basically involve variational method and degree theory to provide various sufficient conditions on f to guarantee the existence of solutions to (0.1), for instance, see [8] and [15] and references therein. Before we state the concrete result, we may need to set up the notation. A smooth function f defined on S n is called non-degenerate if it satisfies
A natural map associated with Kazdan-Warner's condition on candidate f from B n+1 to R n+1 , first defined by Chang-Yang, is given as:
where x is the position vector of S n in R n+1 and φ p,s is a conformal transformation on S n , which will be defined in later part of this paper. Provided f is non-degenerate, for sufficiently large s, G(p, s) is never zero, then deg(G, B n+1 , 0) is well defined. In addition, it is well known that, if f admits only isolated critical points, then the degree condition (0.2) can be replaced by the index-counting condition {q∈S n ; ∇f (q)=0, S n f (q)<0} (−1) ind(f,q) = (−1) n . (0.3)
Theorem 0.1. (See Wei and Xu [15].) On (S n , g S n ), suppose f is a positive smooth function with non-degeneracy, satisfying the degree condition
A very closely related topic to Q-curvature flow is the Yamabe flow, which has been studied through a series of recent work by Schwetlick and Struwe [13] and S. Brendle [4, 6] . In 2003, S. Brendle initiated a negative gradient flow approach in [3] to deal with the prescribing Qcurvature problem on a closed compact Riemannian manifold (M n , g 0 ). It seems that this flow approach becomes a very powerful tool. To authors' knowledge, not long after Brendle's work, M. Struwe adopted this approach in [14] to study the Nirenberg problem, namely the prescribing Gauss curvature problem. Then Malchiodi and Struwe applied this approach to the prescribing Q-curvature problem on S 4 in [12] , where they made some further developments in Morse theory part. Recently, we in [10] adopted this method to the perturbation result for the prescribing scalar curvature problem on S n with n 3. However, in present stage, the presence of simple bubble in blow-up analysis is crucial to all the above mentioned work.
In current article, we continue to study the higher order Q-curvature problem with exponential nonlinearity which has been left out by Malchiodi and Struwe. Our main result can be stated as follows. For n 4, under the assumption that f is a Morse function, the condition (0.5) seems weaker than the degree condition (0.2) or the index-counting condition (0.3), more comments about these mentioned three conditions may be founded in [10] .
As we have pointed out before, our approach is similar to previous work. Most calculations have been done. The only difficulty in this case is the blow-up analysis. The classification theorem for the standard equation with exponential growth for higher order operator only holds under the growth condition on the solution. We need to rule out the extra solutions in blow-up analysis. Thus most part of this paper is quoted from previous work except the argument to get rid of the extra solutions in the blow-up procedure.
The organization of the paper briefly goes as follows: we introduce the flow equation and study its elementary properties in Section 1. The global existence is discussed in Section 2 and the blow-up analysis after that. Then we derive the spectral decomposition in Section 4 and the shade flow analysis in Section 5. Finally the main theorem is proved in the last section.
The flow equation
Throughout this paper, we assume n 4 be an even integer and ω n be the volume of the standard sphere S n . Let f be a smooth positive function on S n and set 0 < m f = inf S n f f sup S n f = M f . Stimulated by S. Brendle [3] , M. Struwe [14] and Malchiodi and Struwe [12] , we introduce the flow equation
where Q = Q g is the Q-curvature of the conformal metric g(t) = e 2u(t) g S n , satisfying
To be precise, when n is even, P n is given by
Several important properties for the operator P n are listed in order:
(a) P n 1 = 0 and under the conformal change of the metrics g = e 2w g S n , there holds
(b) P n is self-adjoint elliptic differential operator.
(c) P n x i = n!x i , where x i , 1 i n + 1 are the coordinate functions mapping S n to R.
Those properties are well known and we should use them freely without further mention. Now integrating (1.2) over S n yields
where S n denotes the average of the integral over S n . Define the energy functionals
The factor α(t) is chosen so that, along the flow, S n e nu dμ S n = 1 for all t 0.
for all t 0. With initial data u(0) = u 0 ∈ C ∞ * , where
S n e nw dμ S n = ω n , 
Proof. Using (1.1) and (1.2), we find
The following Beckner's inequality will play the role as the one of the Moser-Trudinger's inequality for Gauss curvature on S 2 . [2] .) For any w ∈ H n/2,2 (S n , g S n ), there holds
Proposition 1.1 (Beckner's inequality). (See
An alternative proof of Beckner's inequality is also given by Chang and Yang [8] . Meanwhile, the analogy of the sharper version for Beckner's inequality is much needed. [8] or [15] , Theorem 2.6.) There exists a constant a < 1 such that for all v ∈ H n/2 (S n , g S n ) with the corresponding metric h = e 2v g S n satisfying S n xe 2v dμ S n = 0, there holds
Proposition 1.2. (See
The easy application of those inequalities is the bound for the energy. That is, for each t 0,
with initial data u 0 ∈ C ∞ * . As a consequence, if the solution u(t) globally exists, which will be shown in Section 2.1, then it yields
In particular, there exists a sequence {t j } ∞ j =1 with t j → ∞, such that
Global existence and its asymptotic behavior
As shown in ( [11] , Lemma 5.4 or [5] , Proposition 6), for every smooth positive function u(t),
smoothly depends on the time t, so does for q(t) with q(0) = q 0 ∈ B n+1 , and more precisely,
and φ(t) −1 = φ −q(t) , such that
2) 
as the normalized companion of u(t). By conformal invariance, v(t) solves 
For our convenience, we set
Lemma 2.1. For a smooth solution u(t) of (1.1), (1.2) and its normalized companion v(t), there holds
In addition, for any γ ∈ R, one has
Proof. From Jensen's inequality, we have
On the other hand, applying Proposition 1.2 to v(t), we get
Hence we have
By the definition of P n , we have
Meanwhile, from Poincaré's inequality we have
which implies (2.7) by interpolation inequality. Replacing w by γ v in Proposition 1.1 yields (2.8). 2
Global existence
We first show the bound of the parameters |q(t)| in any finite time interval [0, T ].
Lemma 2.2. Given any
for all 0 t T .
Proof. A direct computation gives
Differentiating (2.2) with respect to time t, by using (1.1), (2.2) and (2.9), one has
From (2.10) and variable change formulae, one gets
and using Lemma 2.1, (2.11), we have 12) where the constant C is independent of t. Thus, it yields that
Given any fixed time T > 0, from (2.13) and (2.14), one obtains for all 0 t T ,
Hence, by choosing 
By the expression of det dφ −1 and Lemma 2.2, we get
Finally, from (2.8), we obtain for any β > 0,
and then
Hence, from the above inequality and Jensen's inequality, there exists C 3 (T ) > 0, such that
for all 0 t T . Combining the above and (1.4), we conclude that
With the help of the boundedness of u in H n/2 (S n , g S n ) by Lemma 2.3, along the scheme Section 4 in [3] , one may show u H n (S n ,g S n ) is also bounded in any finite time interval [0, T ]. Then the global existence to our flow u(t) is a direct result of Section 5 in [3] .
Curvature decay
Using (1.1) and (1.2), we now derive the evolution equation of Q-curvature Q, that is,
Differentiating (1.3) with respect to t, we have
which implies 
Next, we show that the convergence of (1.6) is uniform in time t. For t 0, let
Lemma 2.4. For any smooth solution of (1.1) and (1.2), there holds
Proof. Note that Q h = Q • φ for metric h = φ * g, and let f φ = f • φ for simplicity. By geometric invariance of Paneitz operator and rearrangement of (2.17), we find
By (2.8) and Hölder's inequality, one has
.
Then using Gagliardo-Nirenberg's inequality on (S n , g S n ), we obtain
Thus for any η > 0, by (2.19) and Young's inequality, we get
. By (2.8) and Hölder's inequality, we obtain
Hence, by choosing η > 0 sufficiently small, combine the above estimates and (2.18) to get
Then for all t t 0 , by (1.5) and (1.6) we conclude that
which follows the desired assertion. 2
Estimate on conformal vector fields in terms of F 2 Finally, we shall control the norm ξ(·, t) L ∞ (S n ) of the conformal vector fields ξ(x, t) in terms of F 2 (t).

Lemma 2.5. With a uniform constant
, for all t 0.
Proof. Similar to [14] , differentiating (2.4) with respect to time t yields
2) with respect to time t and employing (2.20), we find
We adopt the notation in the proof of Lemmas 2.2, 2.3. Then the vector field ξ is given explicitly by
From (2.22) and (2.13), we conclude that
. 2
Concentration and compactness phenomenon
Due to Lemma 2.4, we employ [3] , Proposition 1.4 to the family of functions u k = u(t k ) associated with the flow.
Then, we have either 
where
As the existent work indicated, Lemma 3.1 is not enough in the late analysis. A much sharper version is needed. 
g S n be the corresponding sequence of normalized metrics given in Section 2. Then up to a subsequence, either
in the weak sense of measures, and
In the latter case, φ k converges weakly in H n (S n , g S n ) to the constant map p.
Proof. The proof given here follows the same idea as in Malchiodi and Struwe [12] . However, in order to rule out the extra solutions for the limited equation, much extra work is needed here. We shall focus on those differences in detail. First, Lemma 3.1 can be applied to
2) and elliptic regularity results, we have
Otherwise, if concentration occurs in the sense of (3.1), we need to show the desired behavior in (ii). For each k, select p k ∈ S n and r k > 0 such that
then r k → 0 as k → ∞ by (3.1). Also it may assume p k → p as k → ∞, thus p cannot be any of these blow-up points q l , 1 l L described in Lemma 3.1. For brevity, one may regard p as N , the north pole on S n . Denote byφ k : S n → S n the conformal diffeomorphisms mapping the upper hemisphere S n + ≡ S n ∩ {x n+1 > 0} into B r k (p k ) and taking the equatorial sphere ∂S n + to ∂B r k (p k ). Indeed, up to a rotation,φ k can be presented by the composition
which satisfy the equation
From the selection of r k , p k and (3.3), by applying Lemma 3.1 toû k , we conclude thatû k →û ∞ in H n loc (S n \ {S}, g S n ) as k → ∞, where S is the south pole on S n . Meanwhile,Q k → Q ∞ (p) almost everywhere as k → ∞. Introducing the sequence of functions
we obtainũ k converging in H n loc (R n ) to a functionũ ∞ , which satisfies the equation
Moreover, by Fatou's lemma we get
To complete the proof of Lemma 3.2, we first need a preliminary lemma. 
for some λ > 0 and z 0 ∈ R n .
Proof. For simplicity of notation, one uses u ∞ instead ofũ ∞ . Denote bȳ
the spherical average of the function f defined in R n . An important observation is that, for any r > 0 and q ∈ S n , there holds
for all k, where C 0 > 0 is a uniform constant. In fact, denote the differential operator of order n − 2 bȳ
Let G(y, z) be the Green function of the operatorP n−2 and assume G(y, z) > 0, then G(y, z) has asymptotic growth
where h(y, z) is a smooth function defined on S n . By Green's formula (e.g. [1] , Theorem 4.13 on page 108), we obtain
Then, for any q ∈ S n and r > 0, by Fubini's theorem we have
. . , m. Now we divide its proof into two steps.
Step 1. We claim that for 1 i m − 1, there holds
For w m−1 , by negation, there exists z 0 ∈ R n , such that w m−1 (z 0 ) < 0. Without loss of generality, assume z 0 = 0. From (3.4) and Jensen's inequality, we have
. .
(3.9)
By (3.9) and mathematical induction, in general, for 2 i m − 1, we have
Apply this to i = m − 1 to get
For sufficiently large k and all ρ ρ m−1 , one has
where a 0 > 0 is a uniform constant. For the simplicity of computation, for each k, regarding −p k as the south pole of S n , one hasũ
Using this coordinate, choosing L > ρ m−1 and any d > L, one has
From (3.11), for sufficiently large k, one may estimate
where a 1 = a 1 (a 0 ) > 0 is a positive constant independent of k. Note that, for sufficiently large k, there exists a compact subset K ⊂ S n outside the set of blow-up points of u k , such that
. Then one can bound
And a direct computation also yields
Combining the above estimates, we obtain
Letting r = r k L and q = p k in (3.7), one finds
Hence, we conclude that
for sufficiently large k, where a 2 > 0 is a uniform constant.
On the other hand, again by choosing r = r k d and q = p k in (3.7), with a uniform constant a 3 > 0 it yields
Hence, for any fixed L > 0 as above and sufficiently large k, (3.12) and (3. 
In general, by (3.9) one obtains
Fix L ρ m−2−i and for any d > L, by a similar argument on (3.12), with a uniform constant a 5 > 0, there holds 
Given any d > 0, from the above inequality, it is easy to derive
where a 7 > 0 depends on w 1 (0) and n only. By a similar method for (3.12), scaling back to S n , one gets
for all sufficiently large k. On the other hand, choosing r = r k d and q = p k in (3.7) gives
where a 8 > 0 is a uniform constant. From (3.17) and (3.18), one gets a contradiction by choosing d > 0 sufficiently large. Therefore, we conclude that w m−i−1 (z) 0 in R n and the induction is complete.
Step 2. The purpose of this step is to show that
As a starting point, set
From Lemma 2.2 in [16] , v has the following properties: 
Obviously,w m−i−1 (ρ) b i+1 for all ρ > 0. By (3.9), we havē
In general, again by (3.9) one has For any fixed r > 0, on one hand, given a compact subset K ⊂ R n , choosing k sufficiently large first and noticing that r k → 0 as k → ∞, by Lemma 3.3 one has
and then letting L → ∞, we conclude that
On the other hand, we have
Since S n dμ k = 1, it implies that p is the only concentration point of u k and that
in the weak sense of measures, which is exact (3.2).
By (3.2) and Proposition 3.4 of [9] , it follows that the family of conformal transformations φ k associated with normalized metrics converges to a constant map p. In essence, using conformal invariance of P n , one has
Hence, up to a subsequence, φ k converges weakly in H n/2 (S n , g S n ) to the constant map p as k → ∞.
From (3.2), as k → ∞ we have
where o(1) → 0 as k → ∞. Consequently, one may apply Lemma 3.1 to v k and metrics h k . Furthermore, condition (2.2) excludes concentration in the sense of (3.1). Thus a subsequence
! and S n dμ h ∞ = 1, v ∞ has to be the constant 0, thus the proof is complete. 2
Let P (t) = S n xe nu(t) dμ S n be the center of the metric g(t) and if P (t) = 0, we define p(t) = P (t) P (t) , otherwise p(t) = P (t).
Lemma 3.4. Suppose that f cannot be the Q-curvature of any conformal metrics of g S n . Let u(t), v(t) be the solutions to the flow (1.1)-(1.2) and its normalized flow, respectively. Then as t → ∞, there hold h(t)
Proof. We prove it by contradiction. Otherwise, there exists a sequence t k → ∞ such that
By the same argument in the proof of [10] , Lemma 4.11, one obtains φ(t k ) → φq 0 as k → ∞ for someq 0 ∈ B n+1 . Up to a family of conformal transformations, we still use e 2u k g S n to denote the metrics φ * k (g k ). Then it will follow that {u k } has a convergent subsequence just as in the proof of Lemma 3.2, such that u k → u ∞ in H n (S n , g S n ) and the limit metric e 2u ∞ g S n will have Qcurvature equal to f up to a constant multiple and a conformal transformation, which contradicts the assumption that f cannot be realized as the Q-curvature of any conformal metric.
In addition, from (1.3), (2.2) and Hölder's inequality, as t → ∞ one has
which completes the proof. 2
Spectral decomposition
Starting from now, we always assume f cannot be realized as the Q-curvature of any metric in the conformal class of g S n . So Lemma 3.4 can be applicable without further mention.
Let 
Proof. From (2.17) and (2.19), one has
By Lemma 3.2, metric h(t) is equivalent to g S n for sufficiently large t and αf (p(t)) → (n − 1)! as t → ∞. From Lemma 3.2, Hölder's inequality and Sobolev embedding
which yields the desired assertion. 2
Dominance of |B| 2 over F 2 and related estimates
Now one defines
Lemma 4.2. With error o(1) → 0 as t → ∞, there holds
Proof. The proof is similar to the one of Lemma 4.1 in [14] or Lemma 5.1 in [12] . Up to a cofactor √ n + 1, one may argue b instead of B. From Eq. (2.5), we have
By (2.5), a direct computation yields
By (2.2), (2.16) and Lemma 3.2, one has
To estimate E 2 , E 3 , by Lemma 3.2 one first need to bound
Then, from (1.1) and Lemma 3.2 we have
By Lemma 3.2, (2.5) and integration by parts, we estimate
Hence, the desired assertion follows by the above estimates of E 1 , E 2 and E 3 . 2
Lemma 4.3. With error o(1) → 0 as t → ∞, there holds
for sufficiently large t.
Then we have
since Λ i Λ n+2 = (n + 1)! for i n + 2 and Λ j = n! for 1 j n + 1.
Provided that there exists a sequence t j → ∞ as j → ∞ such that 2|B(t j )| 2 >F 2 (t j ) for all j . Denoting
near each t j , we have − 1 2 δ(t) 2 for all time t sufficiently close to t j by continuity ofF
By Lemma 4.2, it follows that
Dividing the factor |B| 2 on both sides, we find dδ dt −nn!δ + o(1) for t t j and t near t j , which implies
as required. It remains for us to seek such sequence t j such that 2|B(t j )| 2 >F 2 (t j ). By negation, there holds
for all t t 0 , where t 0 > 0 is some sufficiently large constant. With sufficiently larger t 0 > 0, by (4.2) we have
for all t t 0 . Thus it deduces that F 2 (t) C 2 1 e −2t for t t 0 , where C 1 ≡ C 1 (t 0 ) > 0 is a constant. On one hand, in view of (4.2), integrating (2.13) over (t 0 , t) gives
where C 2 ≡ C 2 (t 0 ) > 0 is a uniform constant independent of t. By choosing 0 < δ 1 ≡ 1 − (1 − |q(t 0 )| 2 )e −C 2 < 1, it yields that |q(t)| δ 1 < 1 for all t t 0 . Again by (2.13) and (4.2), as t → ∞ we deduce that
uniformly for all x ∈ S n . On the other hand, from Lemma 3.4, as t → ∞ one finds φ(t) − p(t) L 2 (S n ,g S n ) → 0 and p(t) converges to p, the unique concentrate point of the flow. This yields a contradiction, since φ q ∞ − p L 2 (S n ,g S n ) = 0 if |q ∞ | < 1. Hence, such sequence t j exists. 2
The shade flow
In view of Lemma 3.4, the center P (t) of the flow metric g(t) is approximated by the shadow flow
with θ(t) = Θ Θ . For each fixed t 0, rotate θ(t) as the north pole. In the following lemmas, we extend f (μy) = f (y) for 0 < μ < 1, y ∈ S n .
Scaled stereographic projection
Recall that π : S n → R n is the stereographic projection from south pole with
and ψ = π −1 : R n → S n is given by
For q ∈ R n , r > 0, let ψ q,r : R n → S n be the conformal map
where δ q,r (z) = q + rz, for z ∈ R n . For the convenience of computation, we write the conformal transformation φ(t) as ψ • δ q(t),r(t) • π instead. Denote
the vector field ξ(t) = (dφ) * dφ dt can also be expressed as
Thus in our calculation, assume at time t, q(t) = 0 to simplify our calculation since otherwise it is the matter of the choice of the coordinates of S n . In doing so, letting X = S n ξ dμ S n , and denote r −1 by as one will always adopt from now on, one has
For the formulae of vector fields ξ and X, one may refer to [14, 12] or [10] , Lemma 5.2.
Characterization of the limit of the shade flow
Since the scheme is standard to experts in this direction, we write the proofs in a brief form.
Lemma 5.1. With a uniform constant C > 0, there holds
C .
Proof. See Lemma 6.2 in [10] . 2
Lemma 5.2. With a uniform constant C > 0, there holds
Proof. Expand e nv − 1 and v in terms of the eigenfunctions ϕ i of − S n to get
By the selection of initial data and (2.2), it means that V i = 0, 0 i n + 1. Observe that, by Taylor's expansion and Lemma 3.4,
for i ∈ N 0 .
In particular, it follows that
One may rewrite Eq. (2.5) as
By Lemma 3.4, (3.29) and Young's inequality, then for any η > 0, we have
Choosing η sufficiently small such that (1 + η) < (n+1) 2 2 , our claim follows from the above estimates. 2
With straight modification in the proof of Lemma 6.7 in [10] , we relate the estimate of b with the scale of in view of dimension n 4.
Lemma 5.3. With O( ) C and O(1) C as t → ∞, for sufficiently large t > 0, there hold
and
Proof. From Kazdan-Warner condition (2.6) and Lemma 5.2, we have
with error terms bounded by
As explained in the proof of [10] , Lemma 6.7, in B −1 (0), one has the Taylor's expansion of
around z = 0. With the help of expansion (5.4), a direct computation yields a much more precise estimate of
Since the remainder of the proof has been available in our recent work [10] plus some simple observation, we omit it here. 2
Lemma 5.4. With O(1) C as t → ∞, there holds
Proof. From (2.21), one has
where the error term 
With the above preparations, we are now in position to give a neat characterization of the limit of the shade flow Θ(t) as t → ∞.
(ii) As t → ∞, the metrics g(t) concentrate at the critical points p of f , where S n f (p) 0.
Proof. (i) The first assertion is followed by collecting the results of Lemmas 5.3-5.5.
(ii) From Lemma 5.5 and (i), we find
which yields
for some constant C 0 > 0, together with Lemma 5.5, we have 6) for t t 0 with some sufficiently large t 0 > 0 and a uniform constant C 1 > 0. From part (i), we deduce that
where C 2 > 0 and the error o(1) → 0 as t → ∞. Since the integration of t −1 over the interval (0, ∞) is divergent, the flow (Θ(t)) t 0 must accumulate at a critical point p of f . To see limit point of Θ(t) must be of S n f (p) 0, we assume, on the contrary, S n f (p) > 0. We re-scale time t as τ (t) by solving the equation
By Eq. (5.6), it yields τ (t) → ∞ as t → ∞. Recalling (i) and Lemma 5.5, one has
Then there exists a uniform constant C > 0 depending on min ∇f (q)=0 | S n f (q)| and M f , such that
which obviously contradicts the fact that 1 − |Θ| 2 → 0 as t → ∞. Therefore the shadow flow Θ(t) t 0 converges to a unique point p ∈ S n . 2
For the convenience of future citation, we state the following result whose proof is identical to Lemma 4.10 in [14] . 
2). Then as t → ∞, we have
where p = lim t→∞ Θ(t) is the unique limit of the shadow flow Θ(t) associated with u(t).
Existence of conformal metrics
In this section, for q ∈ S n , 0 < < ∞, we denote by φ −q, = ψ −q • δ • π −q the stereographic projection with −q at infinity, that is, q becomes the north pole in the stereographic coordinates. By a similar argument for (3.28), φ −q, converges weakly in H n/2 (S n , g S n ) to q as → 0. Define a map
Also set g q, = φ * q, (g S n ) = e 2u q, g S n , then we have
in the weak sense of measures as → 0. For γ ∈ R, denote by
the sub-level set of E f . For convenience, labeling all critical points of f by q 1 , . . . , q N such that f (q i ) f (q j ) for 1 i j N , we set
Without loss of generality, we assume all critical levels f (q i ), 1 i N are distinct, so there exists a ν 0 > 0 such that β i −2ν 0 > β i+1 , in fact we can take
In the following, denote by u(t, u 0 ) the flow (1.1) and (1.2) with initial data u 0 ∈ C ∞ * , and again denote the shadow flow by
Our main purpose of this section is to set up the counterpart in [12] or [10] .
Proposition 6.1. 
(ii) The assertion (ii) is followed by contradiction, one may refer to [12] , Proposition 5.11 or [10] , Proposition 7.1. 2
To complete the proofs of (iii) and (iv), we need to establish some preliminary lemmas.
Lemma 6.1. For all v ∈ H n/2 (S n , g S n ) inducing a normalized metric h, satisfying (2.2) and
S n e nv dμ S n = 1, moreover, provided v H n/2 (S n ,g S n ) is sufficiently small. Then with two constants C 1 > 0 and C 2 > 0, there holds
. Proof. We adopt the notation introduced in the proof of Lemma 5.2. By (5.3) and the fact Λ n+2 = (n + 1)!, one has
with uniform constants C 3 > 0, C 4 > 0 and for all u 0 ∈ B r 0 (q i ). Thus, for u 0 ∈ B r 0 \ B r 0 /4 (q i ), we have (iii) Assume S n f (q i ) > 0. With help of (6.2) and the above estimates, the construction of the homotopic equivalence of L β i +ν 0 and L β i −ν 0 is essentially identical to the one in the proof of [12] , Proposition 5.1(iii).
(iv) Suppose S n f (q i ) < 0. From (6.6) and (6.7), with a constant C 1 > 0 given in Lemma 6.1, we find
S n f (q) .
Applying Lemma 6.1 to v r , one finds that the norm v r .
holds for Morse polynomials of L γ 0 and E ∞ , where k j 0 and γ j is defined in (0.4). As a consequence, one can easily employ (6.20) to show the system (0.5) have non-trivial solutions, which contradicts our hypothesis. Therefore, the proof of main theorem is established. 2
