In this paper, Design and Implementation of a Classifier based on Multiobjective Learning Framework with Fuzzy Clustering (DICMFC) is proposed. This learning algorithm is used to solve any multiclass classification problem. In this Kernalized Fuzzy C-Means (KFCM) algorithm is used for enhance the robustnesss of the classifier. It is based on the framework proposed by Cai, Chen and Zhang [1] . In [1], multiple objective functions are utilized to formulate the problem of clustering and classification by employing Bayesian theory. In [1], the clusters membership degree is initially chosen at random, but here in the proposed methodology, the value of clusters membership degree is calculated on the basis of randomly initialized cluster centers, these are the selection learning parameters. Experimental results show that, this method improve the performance by significantly reducing the number of iterations required to obtain the cluster center. The same is being verified with five benchmark datasets and compared with previous classifier.
INTRODUCTION
Recently, rapid advancement in the data collection and storage technology has enabled organizations to accumulate vast amount of data. However, extracting the useful information from the large amount of data becomes extremely challenging. Data mining is emerged as a technology that blends traditional data analysis methods with sophisticated algorithms for processing large amount of data. It is a process of automatically discovering useful information from large data repositories. Data mining technique are deployed to scour large database in order to find novel and useful pattern that might otherwise remain unknown. Therefore, Watanabe [2] defines a pattern as an entity, vaguely defined, that could be given a name. Pattern recognition techniques are widely used in various application domains such as hand writing recognition and data mining. Given a sample, its recognition may consist of one of the following two tasks [3] : unsupervised clustering and supervised classification. Supervised classification is a task to assign new sample to a class from a given set of classes based on the feature of this sample i.e., classifiers designed in supervised manner directly employ the class labels to learn the classification decision function which in turn used to label a new sample. Due to this characteristic, this kind of classifiers just emphasizes the determination of the decision functions, but rarely cares about the revelation of the data structure. As a result, these classifiers fail to understand the classification result. Clustering is a method of unsupervised learning in which the collection of unlabeled samples is grouped into meaningful clusters which is useful for exploring the inherent data structure. Here, the data structure means the relative location of sample in high dimensional space, which is very helpful to the transparency and the interpretability of classification results. However, such unsupervised clustering cannot be directly applied to classification because [1] class labels of the samples are not used in clustering. [2] Although the clustering method can be used for classification, each generated cluster may not be assigned a single class label since the samples from different classes may fall into a common data group (cluster). Hence, both the unsupervised clustering and supervised classification approaches are more likely to complement each other.
Generally, both the learning are usually accompanied by different models or criteria, hence it is very difficult to cast both the learning into a single framework. Many existing algorithm [4] , [5] , [6] try to fuse the advantages of both the learning in a sequential manner as shown in Fig.1 , sequential optimization of both the criteria in order to explicitly revealed the structure in data. Such kind of sequential optimization by the existing algorithm fails to achieve simultaneous optimization for both the criteria. To compensate from above shortcomings, a simultaneous learning framework for clustering and classification (SCC) [7] is proposed. SCC aims to combine both the criteria into a single objective function by employing Bayesian theory and the cluster posterior probabilities of classes to create the bridge between both the learning. But, the optimization of single objective function is relatively very hard as it required exhaustive search in some range that leads to a heavy learning burden. As a result, effective performance for clustering and classification at the same time cannot be achieved easily.
To overcome this defect, Design and Implementation of a Classifier based on Multiobjective Learning Framework with Fuzzy Clustering (DICMFC) is presented in this paper. As shown in Fig. 2 , joint learning in DICMFC can be realized by utilizing multiple functions in order to formulate clustering and classification problem and finally all these functions are made commonly dependent on certain set of parameter i.e. clustering centers, and it can be achieved by employing Bayesian theory which acts as a bridge between both of them. In all of our experiment, following two objective functions are utilized in order to evaluate clustering and classification performance i.e. misclassification rate and the intracluster compactness in the feature space. At the end finally, the Multiobjective particle swarm optimization (MOPSO) [8] is adopted which allow the particle swarm optimization (PSO) algorithm to be able deal with Multiobjective optimization problems. As a result, due to such optimization consistent result between clustering and classification can be obtained. The outline of this paper is as follows. In Section II, Some basic concept underlying fuzzy clustering is being discussed. In Section III, the main idea behind the DICMFC framework is presented. The experimental results are provided in section IV. Finally we conclude in section V.
BASIC CONCEPT
Clustering is the classification of similar object into different groups or more precisely, the partitioning of a dataset into subsets (clusters), so that the data in each cluster share some common attributes. Cluster analysis attempts to isolate regions of similarity within a dataset and unable us to find the relationship between multiple clusters. The differences among members of a cluster, define a metric of compactness and homogeneity. Various algorithms such as partitional algorithm, hierarchical algorithm, density based algorithm, grid based algorithm, model based algorithm perform the cluster analysis based on specific attributes. Among them partitional algorithm is mainly focused in this paper. Partitional algorithm is broadly classified into two category i.e., Crisp Clustering technique and Fuzzy Clustering Technique. Crisp clustering attempts to cluster data by grouping the related attributes in uniquely defined cluster. Each sample in crisp clustering is assigned to only one cluster, while partitioning the sample, only the centers of the clusters are moved and position of all sample remain fixed whereas, in case of fuzzy clustering every element of the universe can belong to any fuzzy set with a degree of membership that varies from 0 to1 i.e., if an element of the universe belongs to a fuzzy set with a degree of then it belongs to its complement with a degree of .
Fig.1. Simultaneous optimization of clustering and Classification criteria
Therefore, fuzzy logic provides the flexible method of assigning sample to more than one cluster. Here, samples are given a partial membership degree in multiple nearby clusters. In fuzzy clustering, it is not always possible to have a unique partitioning of the data in a collection of clusters. In fuzzy clustering, membership value is assigned to each and every cluster but sometimes this membership has been used to decide whether the sample belongs to the cluster or not.
Therefore, to really inherit the merit of both clustering and classification learning, a novel algorithm called Fuzzy Relational classifier (FRC) [4] is adopted. In the first step, training of the classifier is done and in the second step; classification of the corresponding test samples is being done. Training phase of this classifier proceeds in two steps. Firstly, unsupervised clustering is performed by adopting Kernalized Fuzzy C-means clustering (KFCM) algorithm in order to explore the natural structure. In the second step, fuzzy relation matrix R is to be constructed by utilizing the obtained cluster membership degree and the given hard class labels.
Thus, it establishes the relation between the formed clusters and the given classes. In summary, FRC has several prominent characteristics as follows: (1) with the integration of the relation matrix R and the cluster memberships, the classification result has an intuitive interpretation, which makes FRC's classification prone to transparence; (2) FRC is based on unsupervised learning and thus unlikely to overfit the training samples, but such sequential optimization cannot achieve the satisfactory clustering and classification results simultaneously. In addition, the relational matrix R fails to reflect the correct relationship between the clusters and classes correspondingly. All the above mentioned methods sequentially optimize the clustering criteria and the classification criteria and thus, these methods fail to achieve simultaneous optimization for both of the criteria. Hence, this will limit the strength of both clustering and classification. 
PROPOSED SOLUTION
Here the working of the proposed system discuss as shown in fig. 3 . To obtain the satisfactory clustering and classification result and inspired by previous work [1] , presenting a (DICMFC) for both the clustering and classification learning. In its implementation, here first employ the KFCM in the FRC algorithm to achieve the satisfactory clustering and classification results by utilizing multiple functions and finally these functions are made commonly dependent on certain set of parameter i.e. clustering centers and it can be achieved by employing Bayesian theory which acts as a bridge between both of them. Next, Multiobjective framework is being utilized to formulate the clustering and classification problem. At the end finally, we adopt (MOPSO) to deals with the problem of simultaneously optimizing the clustering centers embedded in these functions. 
Clustering and Classification Mechanism
To realize the simultaneous clustering and classification results in DICMFC, it is required to make both the results dependent on the same set of parameters. To achieve this, the concept of KFCM in the FRC is being implemented.
Training of classifier
The training phase of the classifier proceeds in two steps. In the first step, KFCM algorithm is applied on the training dataset {xi, i﹦1, 2…, N} to reveal the relative location of samples in the high dimensional space. It is based on minimization of the following objective function:
where xi is the ith data point, cj the centroid of a fuzzy center (j=1,2,….p), dij is the distance of the ith data point from the jth Cluster centers, p the number of fuzzy cluster, m is a fuzzification parameter, uj(xi) is a fuzzy membership qualification indicating the membership of sample xi to the jth cluster.
The KFCM algorithm is composed of the following steps:
Step Step 2: For each training sample and for each cluster center, Calculate the Euclidean distance between each point to the cluster center.
Then, go to step 3
Step 3: Calculate the cluster membership matrix by taking the fractional distance from the point to the cluster center.
Then, go to step 4
Step 4: The number of attribute in the training sample Set Go to step 2
Step 5: For each training samples compute the value of xbar.
/* is calculated with the summation of all the training sample divided by the number of training sample*/
Go to step 3
Step Step 4: For each training samples i=1 to p and for j=1 to m1 equal to the number of cluster center, Compute the radial basis function kernel /* the value of radial basis function kernel for all the training sample and for each cluster center is computed by taking the Euclidean distance between and and by dividing the value with .*/ Go to step 5
Step 5: For each training samples i=1 to p and for j=1 to m1 equal to the number of cluster center, Compute the value of clustering objective function. /* the value of objective function is calculated by taking the summation of kernel function corresponding to all the training sample and each cluster center */ Go to step 6     mk
Jv
Step 6:
Return the value of clustering objective function 1 Here, clustering result is described by the cluster memberships {ui} and cluster prototypes {cj}. Specifically the clustering membership vector ui of the sample x i is represented by:
In the second step, a relation matrix R is established from the obtained cluster memberships and the given class labels of the training samples. The ith class label is expressed as below:
Here y li € {1,0} and y li is the class membership of the i th sample to the l st class and L is the number of classes. For each training sample xi, the partial relation R is described by a c × L matrix where r ji represent the belongingness of the jth cluster to the lth class. The relation R can be obtained by aggregating the partial relation Ri according to a fuzzy conjunction operator. This approach is implemented by the minimum function for each element: where (r ji ) i is obtained by the Ø-composition operator.
Naturally,other types of resituated fuzzy implications could be chosen as well.
Test Samples for Classification
Given a test sample x, the cluster membership vector ûx=[û1x, û2x…, ûjx… ûcx] is computed by:
where ûjx is the cluster membership to the jth cluster, the distance measure d(x i ,vj) is the Euclidean distance as used in KFCM. Then, class membership vector ŷx = [ŷ 1x , ŷ 2x ,.. ŷ 1x ,. ŷ Lx ] of the test samples x can be computed by fuzzy relational composition:
Finally, the class ŷx is defuzzified using the maximum operator. where x is the class labels Next, the bayseian theory is employed in order to design the classification mechanisum in DICMFC. In the classification learning, posterior probabilities p(w i / x i ) for each classes is being modeled, and the output class label for xi can be determined Through the total probability theorem the formed clusters {cj} is to be reformulated into p(w i / xi) According to the intuitive meaning of , it can also be computed by (3) . Now, can be computed through Bayesian theorem Now all the p(w i /ck) can constitute a K×L matrix denoted by P Hence ,the relation matrix P can reveal the statistical relationship between the formed clusters and its corresponding classes.
Multiobjective Functions for Clustering and Classification
The multiobjective clustering and classification learning can be modeled by where M is the number of objective functions and Jm({Vk}) is the mth objective function depending only on the clustering centers. First, different clustering objective functions can be designed based on the intraclass compactness and interclass separability. Here, three clustering criteria we introduce: 1) J m index is presented by:
2) V sv index is given by , ,
2) The kernel trick is introduced into a clustering objective function by designing the intracluster compactness in the feature space.
The final objective function can be written as Second, based on the various designed different classification mechanism different classification objective functions is to be designed. Hence the two classification criteria are as follows:
1) Minimization of the miss classification rate 2) Minimization of a squared error between the target and the actual outputs where, p(w i /x i ) is the cluster posterior probability of xi and yil is the membership of xi to the lth class. Finally, we adopt the two functions to formulate the clustering and classification problems where is the misclassification rate and measures the compactness in the feature space. Equation (26) aims to simultaneously minimize the clustering criteria and classification criteria . By just optimizing the centers embedded in , the clustering and classification criteria can be optimized at the same time.
Optimization of Multiobjective Functions
In this paper, Multiobjective optimization of DICMFC is solved by adopting the simplified version of MOPSO [10] . The multiple sets of Pareto-optimal clustering centers can be acquired in the two objective spaces by using the MOPSO.
Hence the clustering and classification criteria are complementary to each other to a great extent. As a result, those pareto-optimal centers which yielded relatively low values for both the clustering compactness and the classification error rate on the training data set finally achieve the best clustering and classification result on the same data set.
EXPERIMENTAL RESULTS
In this section, we evaluate the classification capability of DICMFC on six benchmark datasets. We select this datasets from the University of California at Irvine (UCI) Machine Learning Repository [9] , which is a repository of databases for the empirical analysis of machine learning algorithms to investigate the effectiveness of generating clustering and classification results. The basic information of these datasets is summarized in Table  I . 
Datasets

Classification accuracy comparison among SCC, MSCC and DICMFC
In this section, the classification performance comparison is made among SCC, MSCC and DICMFC. In all of our experiments, each data set is randomly partition into two halves: one half is used for training and the other half for testing and results is generated in terms of accuracy as shown in Table II . It can be seen from the table that on all of the data sets, the accuracies of DICMFC are, respectively better than those of SCC and other datasets. The excellent performance of DICMFC comes from its effective learning mechanism as it adopts, the proposed KFCM framework which significantly reduced the number of iteration required to calculate the cluster center. In addition DICMFC still possesses the following advantages: 1) both the promising clustering and classification result can be achieved simultaneously; and 2) the class posterior probabilities computed in this framework can reflect confidence of the classification decision, which is important for reliable and interpretable classification.
CONCLUSIONS
A new approach to nonlinear pattern classification DICMFC is proposed. It consists of two steps. In the first step, clustering mechanism is designed by adopting the kernalized fuzzy cmeans clustering algorithm (KFCM) as the reference. In the second step, a fuzzy relation is built that encodes the logical relationship between the cluster membership and the class membership. It aims to simultaneously optimize the clustering and classification criteria without sacrificing the clustering and classification performance. DICMFC emerged with some of the advantages as observed that 1) It reduces the number of iterations required to compute the cluster membership degree, 2) It acquires promising results for both clustering and classification at one time; and 3) the pareto-optimal solutions obtained in DICMFC shows that clustering and classification learning are complementary to each other. Clustering and classification results can also be yielded by optimizing both the clustering centers and the covariance used in the Multiobjective functions. The proposed approach has been applied on five benchmark datasets, the public database of automobile property information (PDAPI), Iris, Wine, Bupa, Glass, Balance datasets, illustrates that the classification accuracy achieved by DICMFC is higher as compared to the SCC, MSCC due to the proposed KFCM framework which significantly improve the clustering criteria by effectively minimizing the number of iteration required to calculate the cluster center along with the better interpretation of classification results.
