A mathematical and numerical model describing chemical transport in a StokesDarcy flow system is discussed. The flow equations are solved through domain decomposition using classical finite element methods in the Stokes region and mixed finite element methods in the Darcy region. The local discontinuous Galerkin (LDG) method is used to solve the transport equation. Models dealing with coupling between Stokes and Darcy equations have been extensively discussed in the literature. This paper focuses on the approximation of the transport equation. Stability of the LDG scheme is analyzed, and an a priori error estimate is proved. Several numerical examples verifying the theory and illustrating the capabilities of the method are presented.
where μ is the fluid viscosity. Let f 1 ∈ (L 2 (Ω 1 )) d be the body force in Ω 1 , and let g 1 ∈ (H 1/2 (Γ 1 )) d be the boundary velocity data. In Ω 2 , K is a symmetric and positive definite rock permeability tensor with components bounded from above, f 2 ∈ (L 2 (Ω 2 )) d represents the gravity force, q 2 ∈ L 2 (Ω 2 ) is a source (sink) function satisfying the solvability condition (2.7), and g 2 ∈ L 2 (Ω 2 ) is the boundary normal velocity data. In addition we also assume that on Γ 12 the interface conditions (2. Conditions (2.8) and (2.9) impose continuity of flux and normal stress, respectively. Condition (2.10) is known as the Beavers-Joseph-Saffman law [5, 29] , where K j = τ j · K · τ j and α > 0 is an experimentally determined dimensionless constant.
The Stokes-Darcy flow system is coupled with the transport equation on Ω = Ω 1 ∪ Ω 2 :
where c(x, t) is the concentration of some chemical component, 0 < φ * ≤ φ(x) ≤ φ * is the porosity of the medium in Ω 2 (it is set to 1 in Ω 1 ), D(x, t) is the diffusion/dispersion tensor assumed to be symmetric and positive definite with smallest and largest eigenvalues D * and D * , respectively, s(x, t) is a source term, and u is the velocity field defined by u| Ωi = u i , i = 1, 2. The model is completed by the initial condition (2.12) c(x, 0) = c 0 (x) , ∀x ∈ Ω and the boundary conditions (cu − D∇c) · n = (c in u) · n on Γ in , (2.13) (D∇c) · n = 0 on Γ out . (2.14)
Here, Γ in := {x ∈ ∂Ω : u · n < 0}, Γ out := {x ∈ ∂Ω : u · n ≥ 0}, and n is the unit outward normal vector to ∂Ω. We will also use the notation Γ = ∂Ω.
Throughout the paper K will denote a generic constant independent of the discretization parameters h 1 , h 2 , and h. We will use the following standard notation. For a domain G ⊂ R d , the L 2 (G) inner product and norm for scalar and vector valued functions are denoted by (·, ·) G and · G , respectively. The norms and seminorms of the Sobolev spaces W k,p (G), k ∈ R, p > 0, are denoted by · k,p,G and | · | k,p,G , respectively. The norms and seminorms of the Hilbert spaces H k (G) are denoted by · k,G and | · | k,G , respectively. We omit G in the subscript if G = Ω. For a section of the domain or element boundary S ⊂ R d−1 we write ·, · S and · S for the L 2 (S) inner product (or duality pairing) and norm, respectively.
Stokes-Darcy flow discretization.
Let T h,i be a a shape-regular affine finite element partition of Ω i [12] with a maximum element diameter h i , i = 1, 2. We allow for the traces of the grids on Γ 12 to be nonmatching and assume that no point of the interface boundary ∂Γ 12 belongs to the interior of a face of an element of T h,2 . We consider two possibilities for the flow discretization on Ω 1 .
The first choice, which follows [24] , is to let X h,1 × M h,1 be any of the known conforming and stable Stokes finite element spaces, for example, the MINI elements [3] , the Taylor-Hood elements [32] , or the conforming Crouzeix-Raviart elements [17] .
We assume that X h,1 and M h,1 include at least polynomials of degree k 1 and k 1 − 1, respectively (k 1 ≥ 1).
The second choice, following [28] , is to let X h,1 × M h,1 be a pair of discontinuous piecewise polynomial spaces such that on each element of T h,1 the space X h,1 contains vectors with component polynomials of degree k 1 and the space M h,1 contains polynomials of degree k 1 − 1. In this second case, we assume that Ω ⊂ R 2 . In both cases, for the discretization of the Darcy model in Ω 2 , we take X h,2 ×M h,2 to be any of the standard MFE spaces, the Raviart-Thomas-Nedelec (RTN) spaces [27, 26] , the Brezzi-Douglas-Marini (BDM) spaces [8] , the Brezzi-Douglas-FortinMarini (BDFM) spaces [7] , the Brezzi-Douglas-Duràn-Fortin (BDDF) spaces [6] , or the Chen-Douglas (CD) spaces [11] . We assume that X h,1 and M h,2 contain at least polynomials of degree k 2 and l 2 , respectively.
The analysis in both [24] and [28] allows for nonmatching grids across Γ 12 , even though this is not explicitly stated in [24] .
Let
and
To save space we will present only the method based on conforming Stokes elements [24] . We refer the reader to [28] for details on the discontinuous Stokes discretization for the coupled Stokes-Darcy problem. Let
, and u g · n 2 = g 2 on Γ 2 . Let U g ∈ X h,0 be a suitable approximation to u g . The numerical scheme for the coupled Stokes-Darcy flow problem is as follows:
We take U g to be any function in X h,0 such that
The computed flow solution is independent of the choice of U g and depends only on Q h,1 g 1 and Q h,2 g 2 . For the homogeneous boundary conditions case, it was shown in [24] that the above method has a unique solution satisfying
), assuming u and p are smooth enough, where
The results easily extend to the nonhomogeneous case considered here. We show later that the error in the transport equations depends on the error in the approximation of the velocity on Γ. The approximation properties of Q h,1 and Q h,2 imply that
).
Usually no flow boundary conditions u 2 · n 2 = 0 are specified on Γ 2 , corresponding to an impermeable rock surrounding the aquifer. In that case the second term on the right in the above bound vanishes.
Formulation of the LDG method for transport.
We rewrite the transport equation in a mixed form by introducing the diffusive flux
The system (2.11)-(2.14) is equivalent to
Let T h be a shape-regular finite element partition of Ω. We denote by h E the diameter of an element E and set h to be the maximum element diameter. We assume that no element E overlaps with both Γ in and Γ out and that each element E has a Lipschitz boundary ∂E. The partition T h may be different from T h,1 and T h,2 . Let
, and let n E be the outward unit normal on ∂E. We will need some notation for values of discontinuous functions on element edges (faces in three dimensions). Let
Let w ∈ W . For any E ∈ T h and any x ∈ ∂E we define
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For a vector function v ∈ V, v − , v + , and v are defined in a similar way. Note that the upwinding is based on the computed velocity U .
Assuming that the solution to (4.2)-(4.4) is smooth enough, multiplying by appropriate test functions on every element E and integrating by parts, we obtain the following weak formulation. For every E ∈ T h , c ∈ W E and z ∈ V E satisfy (4.7)
The semidiscrete LDG method is defined as follows:
The method is based on the weak formulation (4.7)-(4.8) with several modifications. The terms
∂E∩Γin have been added to the mass conservation equation. A term similar to the first one, but with a different scaling, has been used in [20] . These terms can be viewed as corrections for the error in approximating ∇ · u and u · n on Γ. As we show later, they provide better stability properties of the method without affecting the accuracy. Note also that the true normal velocity u · n is used on the right-hand side in the Γ in -term. Furthermore, the average concentration value is used on the interior edges (faces) in the diffusive flux equation, while upwinding is used in the conservation equation.
In the above scheme we assume that high enough quadrature rules are used so that the numerical integration error is dominated by the discretization error. Note that the computed velocity U is needed to evaluate element and edge integrals in (4.11). As a result U needs to be evaluated at any quadrature point in E or on ∂E. Since we allow for the flow and transport grids to differ and the velocity approximation could be discontinuous, U may not be well defined at a given quadrature point. This problem is handled by decomposing E into subelements according to its intersection with the flow grid. More precisely, let E X h i , i = 1, . . . , m E be the elements of the flow grid that overlap with E. Then we have
The computed velocity U is well defined on all subelements and subedges.
In this paper we restrict our attention to the semidiscrete formulation. Standard methods such as Euler or Runge-Kutta can be employed for the time discretization; see, e.g., [16] .
Stability of the LDG scheme.
The stability argument is based on the analysis in [13] . The main difference here is that we allow for velocity with nonzero divergence as well as account for the use of an approximate velocity in the transport equation.
By adding (4.10) and (4.11), summing over all the elements, and integrating over t, we obtain the equivalent formulation
where
Taking w = C and v = Z, we have
we can write
We continue with the bound on Θ 2 . Integration by parts gives
Then we have
It is convenient to express the sum over the elements in the last term in (5.6) as a sum over the interior element edges (faces) {e}. Let e ∈ ∂E be an interior edge (face) of the element E. For w ∈ W h and v ∈ V h , we set on e,
Note that these definitions do not depend on which element E is taken as a reference. Let us also fix arbitrarily a unit normal vector on e, denoted by n e . Since
where we used in the last equality that on any e ∈ ∂E,
Substituting (5.7) into (5.6) we obtain
To estimate Θ 3 we use Green's formula to obtain
where the last equality follows from the fact that on each interior edge (face) the contributions from the two adjacent elements cancel, due to the opposite directions of the outward normal vectors. A combination of (5.3), (5.5), (5.8), and (5.9) gives
(5.10)
Combining (5.1) and (5.10) and using Young's inequality
For the second term on the right in (5.12) we have
and the use of Gronwall's inequality implies
To complete the stability analysis we need the following result shown in [13] . Lemma 5.1. Suppose that for all T > 0,
where R, A, and B are nonnegative functions. Then
Let us define the norm |||(C, Z)||| by
Then, using (5.13), (5.14), and Lemma 5.1, we obtain the following stability result. 
where L is defined in (5.13).
Remark 5.1. Note that, due to including the additional terms in the scheme, the stability estimate depends on the true velocity, ∇ · u and u · n on Γ in , rather than on the computed velocity U.
6. Error analysis of the LDG scheme. Let Πc ∈ W h , Πz ∈ V h , and Πu ∈ V h denote the L 2 -projections of c, z, and u, respectively:
The L 2 -projection has the approximation property [12] (6.4)
where q is either a scalar or a vector function. We will also make use of the trace inequality [4] (6.5)
Using (6.4) and (6.5),
For polynomial functions, (6.5) and the inverse inequality [12] (6.7)
Similarly to the discrete variational formulation (5.1), the weak solution of (4.7)-(4.8) satisfies
where 
For the error due to the velocity approximation, we have
(6.13)
Substituting (6.13) into (6.12) and using the definition (6.10) for B u (θ c , θ z ; ψ c , ψ z ), we obtain
(6.14)
We now rewrite the summation over the elements in (6.14) in terms of a summation over the interior edges (faces) where it is relevant:
(6.15) Using (5.10) and (4.9), (6.15) implies
For the first term on the right above, we have
We continue with bounds on the other terms on the right in (6.16) .
From the definition of the L 2 -projections (6.1) and (6.2), it follows that (6.18)
Applying the Cauchy-Schwarz inequality, we obtain for T 1 ,
Using (6.4), we have for T 6 and T 7 ,
(6.22)
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For T 8 , we have
where δ(E) is the union of all elements that share an edge (face) with E. For the second term on the right in (6.23), we have 
Similarly, (6.26)
27) using (5.11) with = 1/2 for the last inequality. In a similar way, we obtain (6.28)
and (6.30)
A combination of (6.16)-(6.30), the use of Gronwall's inequality for the term in (6.17), and an application of Lemma 5.1 imply
where K = K(e LT ). The above bound, combined with the velocity error bounds (3.3) and (3.4) and the approximation properties (6.4) and (6.6), implies the following convergence result.
Theorem 6.1. If the solution to the coupled system (2.1)-(2.14) is smooth enough, then the solution to the semidiscrete transport LDG method (4.10)-(4.12) satisfies
where β = 1 if g 2 = 0, and β = 1/2 otherwise.
Numerical results.
In this section, we present results from several computational experiments. The first three confirm the theoretical convergence rates for problems with given analytical solutions, while the last two illustrate the behavior of the method for realistic problems of coupled surface-subsurface flows with contaminant transport. In all tests the computational domain is taken to be Ω = Ω 1 ∪ Ω 2 , where The grid for the Stokes discretization in Ω 1 is obtained by first partitioning the domain into rectangles and then dividing each rectangle along its diagonal into two triangles. The flow grids in Ω 1 and Ω 2 match on the interface. The LDG transport grid on Ω is the rectangular grid used for the flow discretization (on Ω 1 this is the grid before subdividing into triangles).
The computed Stokes-Darcy velocity U is used in the transport scheme by first projecting it onto the space of piecewise bilinear functions on the transport grid. In the Stokes region the computed Taylor-Hood velocity vector is quadratic on each triangle, and it is simply evaluated at the vertices of each rectangle. In the Darcy region the velocity vector at each vertex is recovered by combining the Raviart-Thomas normal velocities on the two edges forming the vertex.
Remark 7.1. The choice of rectangular elements in the Darcy domain was motivated by the superior accuracy and efficiency (including velocity superconvergence) of the MFE method on rectangles, compared to simplicial elements. There exist extensions of the MFE method to quadrilaterals and hexahedra that exhibit accuracy and efficiency similar to the rectangular case. However, since the theory in this paper is presented only for affine elements, we limit the numerical results to rectangular elements in the Darcy domain.
Convergence tests.
In the three convergence tests we use a second-order Runge-Kutta method to discretize the transport equation in time. The final time is T = 2, and the time step is Δt = 10 −3 , all numbers being dimensionless. The time step is chosen small enough so that the time discretization error is smaller than the spatial discretization error even for the finest grids used. In the convergence tests with nonzero diffusion we take D = 10 −3 I, where I is the identity matrix. To handle the purely hyperbolic case D = 0, we introduce an auxiliary variablez = −∇c and set z = Dz, following an approach from [2] for MFE methods for elliptic problems. The LDG analysis for this formulation has been carried out in [13] . In all convergence tests we take φ = 1.
The true solution of the transport equation for all three tests is c(x, y, t) = t(cos(πx) + cos(πy))/π.
It is chosen to satisfy the outflow boundary condition (2.14) on ∂Ω. The source function s is obtained by plugging into (2.11) the true solution functions for the concentration and the velocity specified below. The sign of the normal component of the true velocity determines whether the inflow or the outflow boundary condition is used for the transport equation. The initial condition function c 0 and the inflow condition function c in are obtained by evaluating the true concentration at t = 0 and x ∈ Γ in , respectively.
In Test 1 the velocity field is chosen to be smooth across the interface:
, and ω = 1.05.
The velocity u 1 in the Stokes region is divergence free. The right-hand sides f 1 and f 2 for the Stokes-Darcy flow system are obtained by plugging the above functions into (2.1) and (2.4), respectively. For the Stokes region, the velocity u 1 is specified on the left and top boundaries, and the normal and tangential stresses n 1 · T · n 1 and n 1 · T · τ 1 are specified on the right boundary. In the Darcy region, the normal velocity u 2 · n 2 is specified on the left boundary and the pressure is specified on the bottom and right boundaries. In test 2 the velocity field is continuous, but not smooth, across the interface between the two subdomains:
and μ, K, α, and G are defined as in test 1. In test 3 the normal velocity is continuous, but the tangential velocity is discontinuous across the interface:
where ω = 6 and the other parameters are defined as in test 2. In all three tests, the solutions are designed to satisfy the interface conditions (2.8)-(2.10).
The computed velocity field in test 3 is shown in Figure 7 .1. Note that the flow domain decomposition scheme correctly imposes continuity of the normal velocity but allows for discontinuous tangential velocity across the interface.
The convergence rates for the transport equation are studied by solving the coupled flow-transport system on several levels of grid refinement. We test convergence with and without diffusion. The numerical errors and convergence rates for the three [18, 9] . In our case there are additional terms contributing to the transport numerical error that are coming from the discretization error in the StokesDarcy velocity. For our particular choice of flow discretization these terms are O(h 2 ) from Stokes and O(h) from Darcy. The observed second-order convergence of the concentration may be due to the superconvergence of the Raviart-Thomas velocity at the edge midpoints, which are used to obtain the bilinear velocity for the transport scheme. Further theoretical investigation of this phenomenon will be a topic of future work.
Contaminant transport examples.
We present two simulations of coupled surface and subsurface flow and contaminant transport. The Stokes region Ω 1 represents a lake or a river, which interacts with an aquifer occupying the Darcy region Ω 2 . The porous medium is heterogeneous with permeability varying approximately two orders of magnitude; see Figure 7 .2.
In both examples, we use the following flow boundary conditions. In the Stokes region we set parabolic inflow on the left boundary, no normal flow and zero tangential stress on the top boundary, and zero normal and tangential stress on the right (outflow) boundary. In the Darcy region we set no flow on the left and right boundaries and specify pressure on the bottom boundary to simulate a gravity force. The computed velocity field for the two simulations is shown in Figure 7 .3.
In example 1, a plume of contaminant present at the initial time in the surface water region is transported into the porous media. In example 2, inflow of the contaminant is specified on part of the left boundary in the surface water region. The contaminant front eventually reaches and penetrates into the subsurface water region.
The diffusion tensor is chosen to be D Ω1 = 10 −6 I in the Stokes region and
in the Darcy region, where T = Due to the discontinuity in the initial (example 1) or boundary (example 2) conditions and small diffusion/dispersion values, the simulations exhibit steep concentration gradients. In such cases a slope limiting procedure is often employed in the LDG scheme to remove oscillations [14, 1] . Our approach is based on [23] . For each element, local extremum is avoided by comparing the averages of the concentration over the edges with the averages of the concentration over the neighboring elements.
The concentration values at the vertices are reconstructed by imposing mass conservation on the element. The procedure is equivalent to an optimization problem with parametrized equality constraints. Tighter constraints introduce more numerical diffusion and lead to a smoother solution. More relaxed constraints allow for better approximation of propagating sharp fronts.
Plots of the contaminant concentration at various simulation times are shown in Figures 7.4-7 .8 for example 1 and Figures 7.9-7.11 for example 2. Both two-and three-dimensional views are included for better illustration of the steep concentration gradients.
In example 1, the plume stays compact while in the surface water region. When it reaches the groundwater region, it starts to spread due to the heterogeneity of the porous media. The discontinuity in the tangential velocity along the interface causes some of the contaminant to lag behind and even move in the opposite direction. Similar behavior is observed in example 2, where the contaminant front maintains a relatively flat interface in the surface water region and spreads nonuniformly in the porous media. In both cases, the LDG method with slope limiter preserves sharp discontinuities in the concentration without numerical oscillations.
