Beta-decay
Relativistic Wave Equation
Up to now we have never had to deal with particles of very great velocity and we have therefore been able to work throughout in the non-relativistic approximation. This will not be possible in the present chapter, and we therefore precede our discussion of {1-decay by a brief description of the relativistic wave equation.f Relativistically, the energy E and momentum p of a free particle of mass m are connected by the equation :j:
To translate this equation into quantum mechanics we use (8.13) substituting the result into the time-dependent Sohrodinger equation uv = ilL olJf (9.3) ot where H is of course the energy operator corresponding to E in (9.1). It is apparent that difficulties will arise owing to the occurrence of the term E2 in (9.1). To avoid this difficulty Dirac postulated that the right-hand side of (9.1) must have an exact square root, i.e, that v(r/' + m 2 c2 ) = (XJP!1J + (XaPu + (XaP. + {1mc (9.4) where (Xl' (X2' (Xa and {1 are quantities still to be determined. On squaring (9.4) it is immediately obvious that these cannot be ordinary numbers, but if we assume that they are quantities that commute with Px' Pu' P., although not necessarily with each other, we obtain the following equations which they must satisfy t Sections 9.2, 9.3 and the introductions to sections 9.4, 9.5 require a knowledge of only equations (9.1) and (9.2).
t This has to replace the non-relativistic equation for the kinetic energy T = E -mc 2 = p2/2m. In terms of the spin matrices (2.92) this can be written in the form of partitioned matrices, (9.7)
where I and 0 are the unit and zero matrices of order two. We use the vector notation ex to denote the three matrices lXI' 1X2' IXs. The free particle solutions of (9.3) have constant energy E and can therefore be written lJI(r. t) = .p(r) exp ( -~Et) (9.8) With the help of (8.13), (9.3), (9.4) and (9.8) the free-particle wave equation can then be written (-mcex . \l 
+ flmc 2).p(r)
= E .p(r) (9.9) where ex. \J = IXI()j()X + 1X 2 () j ()y + IXs()j()z.
Since at and fl are 4 X 4 matrices, .p(r) must be a column matrix, (9.10)
=0
Hence this is really only a shorthand way of writing the four simultaneous equations + i1ic "illjJa + ilie (~-i~)ljJ4 =0
"ilz "ilx"ily (E -m( 2 )ljJ2 + ilie (~+ i~)ljJa -ilic "illjJ4 =0
"ilx"ily "ilz (9.11) ilie "illjJl +ilie (~-i~)ljJ2 + (E + meNa "ilz "ilx"ily 'Ii ("il +. "il )',. ili "illjJa 1 e -
It is clear that we have overcome the difficulty of the square root at the expense of replacing one wave equation by four.
To interpret the four-component wave function (9.10) physically, we go back to the time-dependent wave equation which can be written ili "il lJf= _ ilica . \J lJf + f3me 2 lJ1.
"ill (9.12)
The Hermitian conjugate of this equation is formed by transposing the matrices and taking their complex conjugates.j Now it is a fundamental postulate of quantum mechanics that operators that correspond to physical observables must be " real", since their eigenvalues correspond to physical measurements. This means that they must be equal to their complex conjugates, which in the case of matrices is generalized to Hermitian conjugates. As a and f3 are part of the energy operator, they must therefore be Hermitian, i.e. at = a and p = f3. (9.13) It is easily seen that this is in agreement with (9,6). Hence we have -iii "il lJIt = ilie\J 1pt • a + lJItf3mc 2 (9.14) "ill where lJft = (lJf! lJI: lJI: lJf:) . (9.15) We premultiply (9.12) by lJI t, postmultiply (9,14) by lJfand subtract. This is a continuity equation of the form (6.93). If it is to denote the fact that the total probability is constant, we must interpret it through Position probability density = lJftlJf, Probability current density = lJftca.lJf.
The former, which can be written
is an obvious generalization of the non-relativistic formula. The latter shows that ca. is a velocity operator, since it gives a current. For any momentum p, we can obtain plane wave solutions of (9.11)
where Uj is an ordinary number. Here p is the eigenvalue corresponding to the operator -ill\! in (9.11). Now etc. (9.21) so that the four simultaneous differential equations (9.11) reduce to the four ordinary simultaneous equations
These equations have a non-zero solution only if the determinant of the coefficients vanishes. This gives
Hence there are two possible values of the energy E corresponding to a given momentum p, 9.24) We are thus led to the negative energy solutions first mentioned in section 1.9.
Because of the square in (9.23) there are in fact four independent solutions of (9.22). We have here anticipated a result to be proved below that, nonrelativistically, of the two solutions for a given energy, one corresponds to e-component of spin + tli and the other to -tli. If (9.20) is to be normalized to unit volume, then it follows from (9.19) that (9.25) must be multiplied by
It is interesting to see what happens to (9.25) in the non-relativistic limit. Then W~mc 2 :> cp (9.27) so that Us and u 4 are of order vic times U 1 and U2 for positive energy solutions, and conversely for negative energy solutions. The wave functions then effectively have only two components, corresponding to the two spin directions.
Since our wave functions now have four components, our spin operators must be 4 X 4 matrices. It is easily seen that the three matrices E<O, t E > 0, t (9.28) a'~(; : ) satisfy (2.93) and we shall see that they can be taken to represent the spin operator. In the non-relativistic limit we have from (9.25) that It is interesting to observe that the intrinsic spin of an elementary particle is a natural consequence of the Dirac equation. We know that a quantity is a constant of motion if it commutes with H. For the z-component of orbital angular momentum this gives is a constant of motion. For that reason i1ict' is interpreted as the intrinsic spin of the particle which must be added to its orbital angular momentum. Only the resultant total angular momentum is in general a constant of motion, although it has been shown that in the non-relativistic limit both L and ina' separately are constants of motion.
_ _ _ _ _ _ _ _J The phenomena covered by #-decay are those in which a nucleus makes an isobaric transition (mass number A constant), the charge number Z increasing or decreasing by one. A brief account of these phenomena was given in section 1.6. In calculating the energies available for them we have to be careful, since as was stated in section 1.3, it is not possible here to use atomic masses instead of nuclear ones without due caution. In the lines below we shall distinguish between the two by means of suffixes a and n. We must further include in our considerations the binding energy of the negatons in the atom, so that for an atom of mass number A and charge number Z, denoted by ZA, we have
where B(Z) is the binding energy of the Z negatons.
NEGATON EMISSION
The decay can be written symbolically as
where we have included the emission of the unobservable antineutrino. As far as we are concerned at present, there is of course no difference between a neutrino and an anti-neutrino, and the emission of an anti-neutrino is equivalent to the absorption of a neutrino. However, recently a new conservation law has been tentatively put forward, the conservation of leptons. According to this the difference in the number of leptons and anti-leptons in a system is constant. This is certainly true-because of the conservation law of electric charge--for reactions in which only negatons and positons are involved. If, as is now suggested, it is also true for the neutrino, and if we take the negaton to be a lepton and the positon the corresponding anti-lepton, then the particle that in #.decay is emitted together with a negaton must be an anti-neutrino.
In considering the maximum kinetic energy To available for the negaton and the anti-neutrino in reaction (9.37) we shall assume that the anti-neutrino has zero mass. Then (9.38) where B(Z + 1)* is the binding energy of the singly ionized (Z + 1)..1 atom and 1 = -B(Z + 1) + B(Z + 1)* is the energy of single ionization of the (Z + 1)..1 atom. In practice this is quite negligible.
POSITON EMISSION
In this case we have
(9.39) It is easily seen that Here the ZA atom is left in an excited state, since it lacks a negaton in the K-shell and has one too many in the least bound shell. It decays to the ground state by the emission of photons produced by the rearrangement of the negatons in the shells. If the energy of the photons is E(y) and the original binding energy of the K-negaton
(9.42) Negaton capture from other shells is also possible, but less likely.
The results obtained can be displayed on energy diagrams, originally due to Fermi (Figs. 9.1-9.4), which clearly show the energies available. These diagrams also show the minimum mass differences between the initial and final nuclei for which a particular decay is possible. Although electrons appear to come out of nuclei in fJ-decay, they do not in fact form a constituent part of nuclei. One argument which supports this statement is based on the intrinsic spins Energy of protons and electrons. This was given in section 2.3, but the matter is so important that we shall present here two further arguments.
BETA-DEOAY (DEBORIPTIVE)
It follows from the uncertainty principle that if electrons are located in nuclei, then their wavelength must be of the order of nuclear dimensions. If we take these to be of the order 10 fm0 ·025 A o , where A o = lilm.c is the Compton wavelength, then we have for the electron momentum li
The corresponding energy is obtained from (9.1) and is E~40 m.e 2~2 0 MeV which gives a kinetic energy -2mec 2 of 39 m.e 2 • There are very good reasons why electrons with such large kinetic energies are exceedingly unlikely to exist inside nuclei. For one thing, such high energies have never been observed in fJ-decays. It might be argued that in the decay process the electrons lose energy because of a strong interaction with the nuclei. Such a strong nuclear attraction would also have to be postulated to keep the electrons in the nuclei before decay, but no such interaction has ever been observed in experiments in which electrons were scattered by nuclei. The atom goes into an excited state of ZA, since it has a vacancy in the K-shell. It goes to the ground state by X-ray emission. See also example 9.8.4.
shown that such an attraction would strongly influence the K-shell energies in heavy atoms. No such effect has ever been found. A final argument is based on the size of the nuclear magnetic moments. These are all of the order of a few nuclear magnetons and so about a thousand times smaller than the electron magnetic moment. If nuclei contain electrons, then there should be at least some with magnetic moments of the order of the electron magnetic moment.
Weare led then to the assumption that the electron and the neutrino are created at the moment the nucleus decays. Before going into this, however, we want to say a few more words about the neutrino. The requirement of conservation of both energy and linear momentum in any particular decay will determine the mass of the neutrino for that decay. Should different masses be required for different decays, the whole neutrino hypothesis would be very unsatisfactory indeed.
There are many decays in which the energy balance has been determined and all of these require very small neutrino masses. It is much more difficult to establish a momentum balance since this requires a measurement of the recoil velocity of the nucleus. This is of course very small, since the nuclear mass is so much larger than the masses of the electron and neutrino. In particular, the evaluation of the results becomes extremely unreliable if the decaying nucleus is embedded in a solid or forms part of a molecule. The best results are therefore obtained with monatomic gases.
A further simplification can be achieved if only two-body decays are considered, since in these the decay products do not have varying velocities and they move in opposite directions to each other. In three-body decays the final velocities depend on the angles between the final directions and therefore vary from decay to decay. Now while an electron decay is a three-body process, K-capture is a twobody process, in which a nucleus at rest captures a negaton with effectively zero linear momentum. The decay products are then the daughter nucleus and the neutrino.
A decay which satisfies all the above requirements is the K-capture of argon, A37 + ex: = 01 37 + v.
In this the momentum of the recoil nucleus was found to be (KofoedHansen, 1955) 806 ± 8 keV/c.t The energy available for the decay is obtained from the reaction 0137(p, n)A37 and is found to be 816 ± 4 keY. Substituting these values in (9.1) we see that the neutrino mass must be small. It is clear that no very accurate value of it can ever be obtained from recoil experiments, since (9.1) gives the square of the small mass as the difference of two large quantities. Better evidence for the zero mass of the neutrino will be given later.
Other reactions requiring a light neutral particle concern the decays of the pion and the muon. There is no a priori reason why this neutral particle, which we shall denote by VI" should be the same as the neutrino that arises from nuclear beta decays, although for the sake of economy and simplicity this was at one time hoped to be the case. However, the fact that certain predicted modes of muon decay did not occur indicated that the two types of neutral particle were not identical. As the pion decays into a muon of constant energy, we have here a two-body decay, given by 7T--+ ic: + li"" 7T+ -+ ,,+ + v'" (9.43) It will be noted that these decays conserve muon-type leptons. The muon decays further into an electron of variable energy, so that this is a three-body decay. If we assume conservation laws to exist for both muon and electron-type leptons, then we must have
The existence of the muon-neutrino was finally settled by a remarkable experiment (Danby, 1962) in which use was made of the powerful pion beam of the Brookhaven synchrotron. Some of the pions decay in flight according to (9.43), and after the charged particles are filtered out, the remaining neutral particles enter a spark chamber. If the v", are identical with electron-neutrinos, then they should interact with the nuclei in the spark chamber and produce electrons according to equation (1.12). No such electrons were observed, which showed that the muon-neutrino was in fact a different particle. The excitement of the scientific chase for this most elusive particle is well caught in Ledermann's article in the Scientific American of March, 1963 .
The mass of the muon-neutrino is not as well known as that of the electron-neutrino. It is obtained in the following way (Dudziak, 1959) . The muon in (9.44) decays at rest and the kinetic energy of the resulting electron is 52·4±O·1 MeV. From a knowledge of the mass of the muon, the maximum mass of the neutral particles can be calculated (see example 9.8.5) and it turns out to be less than 8-9 me and may well be zero within the limits of experimental error. A similar calculation for the pion decay (example 9.8.5) gives the same result, but with less accuracy.
Spectrum Shape for Allowed Transitions
So far we have dealt with To, the maximum kinetic energy available to both the leptons in a f3.decay. We now concentrate on the charged lepton, and for the sake of definiteness consider negaton emission. If the probability of a negaton being emitted in an energy interval dE. at total energy E., is plotted against the energy, then the resulting curve is known as the energy spectrum of the decay. Now it is a remarkable fact that most experimentally observed decays have, apart from a Coulomb correction discussed below, exactly the same spectrum shape, which can be fitted to the formula It must be the main aim of f:3-decay theory to explain this fact. The detailed theory of f:3-decay, due to Fermi, is based on an analogy with photon emission. Just as in photon emission a quantum mechanical system makes a transition during which a photon is created, so in f:3-decay a neutron makes a transition to a proton with the creation of two leptons, a negaton and an anti-neutrino. It will actually be more convenient to treat the latter as the destruotion of a negative energy neutrino. This makes the mathematical treatment more symmetrical and it makes no difference physically. The basic reaction then is n + v -+ P + e-.
(9.47) The theory of positon decay is of course basically the same as that of negaton decay.
We again use time-dependent perturbation theory, as outlined in the appendix. In (A.27) the density of states is now given by the product of the densities of states of the electron and anti-neutrino. Each of these is of the form (A.34),
where p denotes the momentum, which was previously denoted by hlc. Instead of (A.35) we have to use the relativistic formula (9.1), which gives EdE = c 2pdp, (9.49) and a further complication arises from the fact that the final negaton energy is not unique. We shall therefore calculate a transition probability wdE e for negaton emission in the energy interval E e to E; + dEe' This is then given by]
(We omit the bar on the anti-neutrino suffix for the sake of convenienoe.) This expression must now be integrated over dE., and as we shall not discuss angular correlations between the negaton and the anti- The transition probability per unit energy range is then
where the quantity C is given by On comparing (9.52) with (9.45) we see that for transitions with spectrum shape (9.45) the matrix element must be independent of the energy, provided the neutrino mass is small, as we know it is.
A plot of (9.52) for fL -e 1 is shown in Fig. 9 .5. The maximum energy of the electron is given by
The minimum is of course £ = 1.
The energy spectrum enables us to estimate the mass of the neutrino. For small e, (9.52) is clearly very insensitive to small variations in fL, but for £~£max this is not so. Ifwe put Emax -£ = x, then a straight line near the high-energy end of the plot is an indication of a finite neutrino mass. This method is clearly more suitable for determining Emax than the ordinary spectrum plot. We shall now assume that the neutrino has zero mass and obtain the total decay probability A by integrating (9.57) over all energies.
Then, since dE~= m~c2d£,
Here 7' is the lifetime of the decay. The quantity Ir. therefore, rather than 7', is significant for a particular decay. Since experimentally it is the half-life t = 7' In 2 that is measured,'] we shall in t This was denoted by T in section 1.6, but in f3.decay theory, where matters of notation are frequently a law unto themselves, t is used invariably. We shall try to avoid confusion with t meaning simply time.
future speak of ft-values. Decays that have spectra of the form (9.45) tend to have lower ft-values than those that have spectra of different form. They are called" allowed" decays, while the others. are forbidden. This is so far an experimental classification, but we shall see that it agrees with our theoretical definition, introduced in the appendix. So far we have said nothing about the Coulomb effect of the nucleus on the emitted negaton or positon. It will be significant only at low negaton or positon energies. Then the negaton will be appreciably retarded by the Coulomb force, and the positon acceler- ated. There will therefore be an excess of low energy negatons and a deficiency of low energy positons, compared with the theory which neglects the Coulomb effect. The resulting spectrum shapes are shown schematically in Fig. 9 .7. The value of fin (9.59) was of course calculated without taking the Coulomb effect into consideration and is valid only for values of the charge number Z of the daughter nucleus less than about 15.
We now proceed to formulate the detailed theory of fJ-decay and turn to an expression for the matrix element in (9.53). In the case of photon emission we obtained an expression for the interaction energy (8.20) from classical considerations and found it proportional to the vector potential A. Now in fJ-decay there is no classical The reason for the blurring of the groups is not difficult to find. The ft-value of a decay depends not only on the degree offorbiddenness, but also on the form of the nuclear wave functions, and these are not the same for different decays. An exception are the mirror nuclei (see section 2.2) which have fi-decays of the form
As was explained in section 2.2, the wave function of the decaying proton will here be virtually the same as that of the resulting neutron.
For that reason lfn(r) and lft(r) in (9.62) overlap almost completely, so that the matrix element for such a transition is much larger than matrix elements for other allowed transitions. Super-allowed transitions are in fact found to be entirely of this type.
Non-conservation of Parity
We indicated in section 2.6 that parity was conserved in the strong nuclear interactions, and also in electromagnetic interactions, but that the weak interaction of fi-decay did not conserve parity. The experiment which first demonstrated this was suggested by Lee and Yang (1956) and carried out by Wu (1957) . It was based on the following considerations. If an interaction is to lead to a violation of parity conservation, it must contain not only scalar quantities, but also pseudoscalar quantities. These latter behave like scalars under co-ordinate rotation, but, unlike scalars, they change sign under co-ordinate reflexion. A well-known example of a pseudoscalar is the scalar triple product of three polar vectors a. (h x c). Now in a normal p-decay experiment we measure the momentum of the electron P. and, by means of the recoil of the nucleus, the neutrino momentum P•. This can only yield information on a term in the interaction depending on Pe » P., which is a scalar. If however the nuclei that are fi-active are polarized, so that all their intrinsic angular momenta I point in the same direction, then we have an additional vector entering into our measurements. The important point is that I is not an ordinary polar vector that changes sign under co-ordinate reflexion, but an axial vector that does not. This is most easily seen from the fact that part of it is due to orbital angular momentum, which is the vector product of position and linear momentum vectors r X P, and such a vector product is an axial vector. The rest is due to spin angular momentum, which too is an axial vector. A scalar product of the form I . P. is therefore a pseudoscalar and, if such a term exists in the f3-decay interaction, then the latter is clearly not invariant under space refiexion, i.e, the interaction does not conserve parity. Experimentally one measures the angle 8 between I and P•. As the parity operation changes P. to -p., but I to I, it changes 8 to 7T -8, and so, if parity is conserved, electron emission will be symmetric about a plane perpendicular to I. The experiment was performed using the negaton decay from 00 60 Under these circumstances the spins of the nuclei align in a magnetic field and it was then found that more negatons were emitted against the spin direction than with it (see Fig. 9 .9). The asymmetry, i.e. the ratio of the difference of the negatons emitted downwards and upwards to the sum of these two, was about 30 per cent. A possible explanation of the breakdown of parity conservation in f3-decay lies in the zero mass of the neutrino. A spinning particle moving in space has attached to it two vectors, its velocity v and its spin a. Now it might be thought that a measurement of a. v, which is a pseudoscalar, would determine whether the particle had a definite parity or not. However, in general this is not so, since there is an arbitrariness about v, which depends on the velocity of the observer. If a particle moves forward with a velocity v relative to a stationary observer, then as seen by an observer, whose velocity relative to the first observer is greater than v and in the same direction as v, the particle will appear to move backwards. The product a. v does not therefore have a definite sign at any given moment. Another way of putting this is that if a and V are parallel, it is not possible to state whether the particle is spinning clockwise or anti-clockwise relative to its direction of motion. An exception to the above is a particle of zero mass. Such a particle moves with the velocity of light, and therefore no observer can move as fast as it. For it, the product a . V has a definite sign. In fact, it can be shown that for a particle of spin i and zero mass a and v are always parallel, so that the particle moves in a screw motion of definite left-handed or right-handed sense. Since such a screw motion changes from left-handed to right-handed under space reflexion, an individual particle of zero mass must violate parity conservation. It would still be possible for overall parity to be conserved, since in any given ,8-decay there might be as many left-handed as right-handed neutrinos emitted. The experimental results indicate that this is not so.
The above considerations can be put on a' firm quantum mechanical basis. Let us go back to the relativistic wave equation (9.9). We had expressed the matrices ex and ,8in one particular representation, given in partitioned form by (9.7), and this representation turned out to be especially convenient in the non-relativistic limit, since it enabled us to separate the wave functions into "large" and " small " components in this limit. We are now interested in the extreme relativistic limit, since neutrinos move with the velocity of light, and another representation then turns out more useful. This is given by (9.64) It is easily shown that these matrices, too, satisfy (9.5). If we now write the wave function in partitioned form, !f(r) = (~~~~~~), where ePl(r) = (!fl(r»), ePz(r) = (!f3(r») For vanishing rest mass, these equations uncouple, and since to every positive energy eigenvalue E, there is a corresponding negative eigenvalue -E, they are in fact equivalent. We consider the upper equation. It describes a particle with Hamiltonian H = -i1ica . V (9.68) and it will be noticed that this is a pseudoscalar quantity, given by the scalar product of the axial spin vector a and the polar momentum vector p = -in\!. The parity operator (2.59) does not commute with such a Hamiltonian and parity is therefore not a constant of motion for a particle described by (9.67). It is for this reason that such equations were rejected by Pauli as " unphysical" in a famous remark.'] Now that we know that neutrinos do not conserve parity, we can see that the two-component equation
admirably describes a neutrino and anti-neutrino rest-mass.
Neutrinos and anti-neutrinos differ through the fact that the former have the spin vector opposite to the direction of motion, while the latter have it along it, or alternatively that the one describes a left-handed screw and the other a right-handed one. (Which particle describes which kind of screw can only be settled by experiment. It turns out that it is the neutrino which is left-handed.)
The operator for this " handedness" or helicity is Q =~-~i ' (9.69) and it is clear from (9.68) that the eigenvalues of Q are
A word of caution must be added. The first suspicion that there might be reactions which did not conserve parity did not come from p-decay, but from the different decays of the heavyK-meson, which is t "Indessen sind diese Wellengleichungen nicht invariant gegeniiber Spiegelungen (Vertauschung von links und rechts) und infolgedessen sind sie auf die physikalische Wirklichkeit nicht anwendbar." (Handbuch der Physik, 2nd ed., Vol. 24, Part 1, page 226.) 258 BETA-DECAY created in the bombardment of nucleons by very energetic pions. This can decay into either two pions or three pions and it can be shown that only one of these decays can conserve parity while and the other must violate it. Unfortunately there is no room for neutrinos in either of these decays, so that it looks as if the zero mass of the neutrino cannot be the only possible cause of parity violation.
Although parity is not conserved in f3-decay, we know from many experiments that it is conserved in the strong nuclear interactions. For that reason even in f3-decay the parity of the nucleus must be unchanged by the decay if the leptons are emitted in an even angular momentum state and changed if they are emitted in an odd angular momentum state. The emitted electron, on the other hand, violates parity in just such a way as to compensate for the parity violation of the neutrino. This means that it too must be emitted with a definite polarization, and this has been observed.
Selection Rules for Allowed Transitions
So far we have said nothing about the selection rules which govern the angular momentum of the nucleus before and after decay. This depends of course on the angular momentum carried away by the emitted leptons.] One of the complications of relativistic theory is that we can no longer split this up into orbital and spin angular momentum, and therefore we shall at first employ a non-relativistic approach, in spite of the obvious absurdity of treating the neutrino non-relativistically. At least we shall in this way obtain some physical insight into the problem before getting down to the mathematical difficulties of the relativistic approach.
Non-relativistically, two particles, having spin t, can be emitted with spins anti-parallel or parallel, and for allowed transitions the orbital angular momentum of the state is zero, corresponding to the first term in the expansion of a plane wave. The parity of a state with l = 0 is of course even. We have then the following selection rules :
for spins anti-parallel (Fermi) (9.70) 61 = ± 1 or 0 (except 0 -+ 0), no, for spins parallel (Gamow-Teller). (9.71)
t As before there is no difference between the emission of an anti-neutrino and the absorption of a neutrino.
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The names in brackets are those by which the selection rules are usually known. The reason for the absence of 0 -+ 0 transitions in (9.71) is that the equation 61 = I, -I, = S where S = 1 is the total spin angular momentum of the leptons cannot be satisfied with I, = I, = O.
It is of course quite likely that f3-decaymixes states with spins antiparallel or parallel in definite proportions. That this is the true state of affairs is shown by the experimentally observed decays. Thus which is impossible by Fermi rules, and 0 14 -+ N14* + e+, log 10ft = 3'49
which is impossible by Gamow-Teller rules. The small values of logloft show that these are certainly allowed transitions. Unfortunately the angular momentum assignments in these and many similar cases are never absolutely certain for both nuclei, the assignment for the parent nucleus in particular being often based on indirect evidence. Nevertheless, the case for mixed selection rules is pretty firmly established. The different selection rules must of course come out of different choices of the operators 0 and 0 in (9.60). As the f3-decay interaction does not depend on the velocities of the particles, 0 and 0 do not contain space derivatives, but merely spin operators. The only possible ones are 1 and G, and since the complete Hamiltonian must be invariant under rotations, we must have either 00 = 1 or 00 = Guucleou • Gl'lptou. We therefore have from (9.62) the follow- It may be instructive to prove the above statement directly. Since we are dealing with the non-relativistic approximation, the 260 BETA-DECAY wave functions have of course only two components, and U e and u. are given by the large components of (9.25) for E > 0, (9.74) These are the familiar spin wave functions <X and fl of section 2.7. Now U!T+U. =l= 0 only if U e and u,. correspond to the same spin direction, i.e. if the spin direction of the emitted negaton is the same as that of the absorbed neutrino. This is the singlet state. On the other hand (9.75) where w = x, y, z, and this corresponds to the triplet state. To see this we must also write the nucleon wave functions as products of space and spin functions and we then consider the spin dependent part of the matrix element, which is (9.76)
If for instance U e = <X, U. = fl, then this vanishes unless up = fl and Un = <x, i.e, the angular momentum of the nucleus changes by one.
The rigorous generalization to a relativistic theory is beyond the scope of this book. Our operators must now be invariant under what are called proper Lorentz transformations (rotations in the four-dimensional space-time continuum) and there result ten invariants, corresponding to our two non-relativistic ones, (9.72) and (9.73). Like these they are scalar products and because of the transformation properties of their factors they are referred to as scalar, vector, tensor, axial vector and pseudoscalar. Each one of these contains two terms, known as even and odd, the odd terms being denoted by primed letters. The relative sign of these terms is changed under space reflexion, and so parity non-conservation will show up from a measurement of the interference between even and odd terms. The reason why this could not happen in our nonrelativistic treatment was that the idea of maximum velocities of particles of zero and non-zero mass have no meaning in a nonrelativistic theory, where there is no upper bound to velocity. Hence in a non-relativistic theory not even the neutrino would have a definite spin sense.
In terms of 4 X 4 matrices the interactions corresponding to the ten invariants can be written (see also examples 9.8.2 and 9.8.3)
-gV 't'pT+'t'n't'eT+Y't'. gv 't'pT+a't'n' 't'.T+a '1'. 
where I' is defined by (9.77) (9.78) (9.79) (9.80) (9.81) (9.82) (9.83) (9.84) (9.85) (9.86) (9.87) The g's are numbers giving the strengths of the interaction.
Although it is convenient to express the above terms in matrix form, it is not essential. They are in fact simply bilinear expressions in the components of the wave functions, e.g. in representation (9.7),
and similarly for all others. It may be noticed that l/Jtl/J is not a scalar, but a component of a four-vector. The explanation of this is given in example 9.8.2.
Fortunately not all the interactions contribute to the allowed transitions. In first approximation it is still possible to treat the nucleons non-relativistically, so that their wave functions can be written in the form where Land S are the large and small components. Now the matrices between nuclear wave functions in (9.77)-(9.86) can be divided into two groups, P, I, pa ', a', (9.90) which in partitioned form have 0 matrices in the non-leading diagonal, and a, fJa. ". PI', (9.91) which have 0 matrices in the leading diagonal. As is exemplified in (9.88), the former lead to large components being multiplied by large components, while the latter lead to the mixing of large and small components. Terms containing them are therefore smaller by order vic than the others, where v is the velocity of the nucleon in the nucleus. This is of the order 0·2 for heavy nuclei, so that these terms are comparable with those arising from the next term in the expansion of the lepton wave functions. The situation is very similar to that in photon emission, where the magnetic dipole term is comparable with the electric quadrupole. In fJ-decay the terms due to (9.91) are included among the forbidden transitions and will be dealt with in the next section. The allowed transitions are then due to (9.77), (9.78) and the first terms of (9.79)-(9.84).
In the non-relativistic limit the 4 X 4 matrices are represented by their top-left-hand 2 X 2 matrices in the partitioned form, since all other elements of the matrices are multiplied by the small components of the wave functions, which of course vanish in the non-relativistic limit. Thus fJ, I, fJa', a' (4 X 4)~I, I, a, a (2 X 2).
(9.92) (9.93) As was to be expected, we are back with our two non-relativistic invariants, and on comparing (9.92) with (9.70) and (9.71) we find for the selection rules, which must be independent of the velocity of the nucleons, A, A' : fa' (9.94) The notation for the matrix elements, using the integral sign, is very convenient and self-explanatory.
S, S'

Forbidden Transitions
The selection rules for first forbidden transitions can now be obtained at once. We must of course distinguish between the two types of forbiddenness and we shall deal first with that due to the expansion of the lepton wave functions. This brings a factor r into the integrand, corresponding to the emission of a P-wave.
As P-waves have negative parity and angular momentum l = 1, the selection rules (9.93) and (9.94) must clearly be modified by We next turn to the forbiddenness arising from the relativistic correction. As was pointed out after (9.19), a is a velocity vector, i.e, a polar vector which, unlike an axial vector like a', changes sign under space inversion. Its angular momentum selection rules are therefore the same as those of a', but it has opposite parity. Similarly y, which is a pseudoscalar [see example 9.8.2J, has the same angular momentum selection rules and opposite parity to fJ.
We then have from those terms of (9.79)-(9.86) which we have so far neglected,
The Coupling Constants
So far we have dealt with possible forms of the f3-decay interaction. We now turn to the experimental data to see which of the ten interactions are actually present and what their relative strengths are. We shall only be able to give some of the evidence.
The first simplification arises from our belief in the neutrino wave : equation (9.68). From this it follows that the neutrino must be described by a two-component wave function. Now the general wave function cPo in (9.77-9.86) is a four-component wave function. To investigate these interaction terms further, we note that in the representation (9.64), which is suitable for extremely relativistic particles, we have (9.99) Hence the matrices I + y and I -y will both project out two of the four components, and we therefore deduce that {l~= ± {ls, etc.
(9.100) It is not possible to go into the details of how further information reduces the uncertainties about the coupling constants, but experiments on the longitudinal polarization of emitted electrons and on the helicity of the neutrino show that the + sign in (9.100) is correct and that the dominant terms in the interaction are A and V. If this is accepted, then we can obtain {lv and {lA from any two decays for which the matrix elements are particularly simple.
It follows from (9.58) and (9.53) that for an allowed transition, (9.101)
where we have only used the V and A terms in (9.93) and (9.94). It should be noted that a factor t has disappeared, as there are two terms for each interaction. The simplest decay is that of the neutron, for which the nuclear matrix elements are clearly unity, so that (9.102)
We also assume that for a decay within an i-spin multiplet, such as 0 14 _ N14 (see Fig. 2.7) , there is complete overlap of the wave function, so that the nuclear matrix element is again unity. Now this is a 0+ _ 0+ transition and thus completely forbidden by Gamow-Teller rules. Further, we have to scan over the two protons which gives a good idea of the smallness of the f3-decay interaction.
9.8. EXAMPLES 9.8.1. If 1X 1, IXI' lXI' fJ are any four quantities satisfying (9.5), show that there are just exactly twelve independent other quantities that can be obtained from the above four by multiplication. Obtain expressions for them and for the matrix y in the representations (9.7) and (9.64), and show that 1X2IX, = iu,.' (eycl.),
Hence prove that us' commutes with lXa and fJ.
9.8.2. By considering the physical meaning of !l't!l' [see (9.16)], show that it must be the time-like part of a four-vector and cannot be a scalar. Similarly show that 1jIto.!l' is the space-like part of the same four-vector, and that !l'-ta'!l' is the space-like part of an axial four-vector.
Prove that a' = yo.
and hence that the time-like part of the above axial four-vector is !l'ty!l'. What can be deduced about the behaviour of'Y under space reflexion from the nature of the vectors a' and 0.? 9.8.3. Use the scalar product of the two four-vectors (0., 1) and (c'\7. lJ/lJt) to show that 1jItfJ!l'is a scalar. Verify, with the help of (9.25), that it is invariant under space reflexions, and that its value is (1 -V 2/C 2 )1/2. What can be said about 1jIt fJy !l' ?
