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The spin Hall effect (SHE) is normally discussed in terms of a spin current, which is ill-defined in
strongly spin-orbit-coupled systems because of spin non-conservation. In this work we propose an
alternative view of SHE phenomena by relating them to a spin analog of charge polarization induced
by an electric field. The spin density polarization is most conveniently defined in insulators, which
can have a SHE if they break time-reversal symmetry, i.e. if they are magnetic. The reciprocal of
this SHE is a counterpart of the inverse SHE (ISHE), and is manifested in magnetic insulators as
a charge polarization induced by a Zeeman field gradient. We use a modified Kane-Mele model to
illustrate the magnetic spin Hall effect, and to discuss its bulk-boundary relationship.
The spin Hall effect (SHE) in a nonmagnetic conductor
is normally defined as transverse spin-current response
to an electric field [1–4]. It was originally proposed [1, 2]
as a spin-analog of the charge-transport anomalous Hall
effect (AHE) [5] that survives in non-magnetic systems,
and described as a consequence of spin-dependent (skew)
disorder scattering. When spin-orbit coupling in the
band Hamiltonian is weak enough that the concept of
a spin-dependent local chemical potential is valid, the
notion of a spin current is well defined, even though spin
is not strictly conserved. However, recent advances in
SHE-related spintronics have consistently identified ma-
terials with strong intrinsic spin-orbit coupling as favor-
able for potential applications. The notion of a spin cur-
rent is generally speaking not useful when the typical
Bloch state spin splitting produced by spin-orbit cou-
pling is larger than ~/τ , where τ is the disorder scatter-
ing time. In this case it is not normally possible to derive
modified continuity equations for spin, certainly not ones
which simply add a decay term to account for spin non-
conservation [6, 7], and the introduction of phenomeno-
logical quantities like an interface spin-mixing conduc-
tance to explain experiments may not be well justified.
This Letter aims at providing an appropriate descriptor
of the spin Hall effect in the materials with strong in-
trinsic spin-orbit coupling that are of greatest interest in
modern spintronics.
The SHE continues to be a well-defined observable ef-
fect, however, if it is identified with spin response at
sample boundaries or with an influence on the collective
magnetization of an adjacent magnetic system, i.e. with
the physical quantities that are in any event ultimately
measured [8–11]. In contrast to the charge Hall effect
case, long-range electromagnetic interactions between lo-
cal spin densities at opposite boundaries do not play an
essential role in establishing the spin-Hall steady state.
It is this fact that makes it possible to describe the SHE
as a local linear response of spin density at the bound-
aries of a conductor to electric field, without involving
the concept of spin currents [12–14]. The disadvantage
of such a description, however, is that one has to ex-
plicitly consider the boundary and cannot easily identify
bulk quantities to explain the effect. When the notion
of a spin current (density) is applicable, its use is attrac-
tive because it is an intensive quantity that stays finite in
the thermodynamic limit, where complicating influences
from the boundary approach zero.
Motivated by these considerations, we propose use of
the polarization of spin density,
←→p s =
∫
dr
s⊗ r
V
(1)
where V is the volume of the system, as a bulk descrip-
tor of the SHE. This quantity is finite in the thermody-
namic limit when there is a net area density of opposite
spin at opposite boundaries. We note that one of us has
previously used ←→p s to propose an alternative definition
of the spin current [6]. Obviously spin non-conservation
does not impact the definition of ←→p s. The remainder
of this Letter will focus on understanding the properties
of spin density polarization in the ground state of a pe-
riodic system and its response to electric fields, which
corresponds to the SHE. In particular, we will identify
a counterpart of the SHE which can occur in magnetic
insulators in the absence of transport currents, therefore
corresponding to an infinite spin Hall angle in the spin
current language. We are also aware of related literatures
that discuss similar constructions of the spatial distribu-
tion of spin density [15, 16], but possible connections with
the SHE have not been discussed.
In this work we only consider spin density polariza-
tion in insulators, where it can be conveniently described
using exponentially localized ground state Wannier func-
tions. Possible generalization to metallic systems is men-
tioned at the end of the Letter. The formulation pre-
sented below has much in common with the modern the-
ory of electric polarization [17]. In a finite insulating
system the spin density polarization
〈ps〉αβ = 1
V
∑
nR
〈nR|sαrβ |nR〉, (2)
where α, β label x, y, z, and n and unit cell position R are
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2Wannier orbital labels. Ignoring for now any potential
difference between localized orbitals near the boundary
and Wannier orbitals deep inside the bulk (see below),
we have
〈ps〉αβ = 1
V
∑
nR
〈nR|sα(rβ −Rβ)|nR〉 (3)
+
1
V
∑
nR
〈nR|sα|nR〉Rβ ,
where the first term respects translational symmetry and
can be Fourier-transformed to a momentum space expres-
sion, while the 2nd term is ill-behaved if the total spin
density in each unit cell is nonzero. We ignore this con-
tribution below since it vanishes except in ferromagnets
and ferrimagnets, and can always be eliminated by a ju-
dicious choice of origin. The momentum space expression
for the ground state ←→p s is therefore
〈ps〉αβ =
∫
[dk]
∑
n
i〈unk|sα|∂kβunk〉, (4)
where |unk〉 is the periodic part of the Bloch state for the
nth occupied Wannier orbital.
Several comments on differences between Eq. 4 and the
corresponding ground state electric polarization expres-
sion [17] are in order:
(i) The ground state spin density polarization is not
gauge invariant, and does not have a gauge invariant
“quantum” in general. It is well known that the elec-
tric polarization is not gauge invariant, but it can only
change in integer multiples of a gauge-invariant quan-
tum, which corresponds to moving a single electron by
one unit lattice vector [17]. We can see that he spin den-
sity polarization does not have this property in general by
multiplying each |∂kβunk〉 by a phase factor eiφnk , where
φnk is periodic (mod 2pi) in the Brillouin zone. 〈←→p s〉
then changes by
∆〈ps〉αβ = −
∫
[dk]
∑
n
〈unk|sα|unk〉∂kβφnk, (5)
which is not quantized because of the momentum depen-
dence of the spin expectation value in Bloch states when
spin-orbit coupling is not negligible.
(ii) The ground state spin density polarization can be
separated into gauge-invariant and gauge-dependent con-
tributions by inserting 1 = Pk + Qk, where Pk =∑
n |unk〉〈unk| and Qk = 1− Pk, between the spin oper-
ator and the k-derivative in Eq. 4 to obtain
〈ps〉αβ = −
∫
[dk]ImTr[Pksα(∂kβPk)] (6)
+
∫
[dk]
∑
nm
(sα)nm(Aβ)mn
≡ (〈ps〉gi)αβ + (〈ps〉gd)αβ .
The first term in Eq. 6 is invariant under any k-dependent
unitary transformations within the occupied space, since
it is a trace of the product of gauge-invariant operators
[18], whereas the 2nd term is explicitly gauge depen-
dent since it involves matrix elements of the non-Abelian
Berry connection Amn ≡ i〈umk|∇|unk〉 in the occupied
space. Since ∂kβPk contains only cross-gap matrix ele-
ments, 〈←→p s〉gi is non-zero only in the presence spin-orbit
coupling. The electric polarization does not have a coun-
terpart of 〈←→p s〉gi since it does not involve cross-gap ma-
trix elements of position. From the symmetry point of
view, a non-zero 〈←→p s〉gi requires spatial inversion sym-
metry breaking, while it is not necessary for 〈←→p s〉gd (see
below).
(iii) The second term in Eq. 3 can provide a boundary
contribution to 〈←→p s〉 if the localized wavefunctions at
the boundary have a different total spin density per unit
cell than the bulk Wannier orbitals. This is similar to
the case of electric polarization which can be changed by
moving an electron from one surface of a finite system to
the opposite surface. In general there are no definite
connections between bulk and boundary contributions
for 〈←→p s〉. We nevertheless note that boundary plays a
“gauge fixing” role since there is no gauge problem for
finite systems.
The simplest example of a ground state with non-zero
spin density polarization is a G-type Ne´el antiferromag-
net. When spin-orbit coupling and quantum fluctuations
are ignored, the spin component along the direction of
the Ne´el vector is a good quantum number, and 〈←→p s〉
modulo a quantum is invariant under unitary transfor-
mations in the occupied space that do not mix spin-up
and spin-down. For a single-band nearest-neighbor hop-
ping model with staggered exchange fields on the fcc sub-
lattices of a simple-cubic lattice (which does have spatial
inversion symmetry), we can evaluate 〈←→p s〉 by choosing
a smooth gauge that does not mix up and down spins
[19]. In agreement with expectations based on summing
classical spins we find that 〈ps〉zx = ~a2Vm [19], where a
is the nearest neighbor distance, Vm = 2a
3 is the vol-
ume of the magnetic unit cell, and the bond between the
two sites in the unit cell is chosen to be along xˆ. Phys-
ically this result corresponds to the observation that a
finite slab perpendicular to e.g. nˆ = [111], obtained by
repeating the magnetic unit cell, has a nonzero area spin
density equal to ~anˆ·xˆ2Vm .
We next discuss the linear response of the spin density
polarization to external electric fields, which is relevant
to the SHE. We adopt a quantum kinetic formalism [20]
that in the insulating case reduces to the standard density
matrix perturbation theory [21]. In the steady state the
perturbed density matrix must satisfy
[H0, ρ
(1)] + [He, ρ
(0)] = 0, (7)
where H0, ρ
(0) are the Hamiltonian and the density ma-
trix in the absence of perturbation and ρ(1) is the change
of the density matrix due to a static electric field pertur-
3bation He. In the H0 eigenstate basis |m〉,
ρ(1)mn =
[
ρ(0)n − ρ(0)m
] (He)mn
n − m . (8)
For an insulator ρ(1) has only cross-gap matrix elements
[21]. To consider a homogeneous electric field, we take
the q→ 0 limit of the following scalar potential
φ(r) = −E
q
sin(q · r), (9)
where q is parallel to E. The perturbed spin density
polarization at q is the Fourier transform of
δ〈←→p s〉(r) = 〈r|Tr[ρ(1)s⊗ (r−R)]|r〉, (10)
where the trace is taken over all band indices. By taking
the q→ 0 limit we finally obtain
δ〈←→p s〉 = (11)
eE ·
[∑
n∈o
m∈u
l∈u
Re(AnmsmlAln)
mk − nk +
∑
n∈o
m∈u
l∈o
Re(AmnsnlAlm)
mk − nk
]
+eE ·
[∑
n∈o
m∈u
l∈o
Re(AnmsmlAln)
mk − nk +
∑
n∈o
m∈u
l∈u
Re(AmnsnlAlm)
mk − nk
]
≡ δ〈←→p s〉gi + δ〈←→p s〉gd,
where o, u stand for occupied and unoccupied states re-
spectively, and the scalar product is between E and the
first A in each term. The subscripts gi and gd identify
the gauge invariant and gauge dependent contributions.
Several comments on this result are in order:
(i) δ〈←→p s〉gi and δ〈←→p s〉gi are again obtained by inserting
1 = Pk + Qk between s and r. The gauge invariance
of δ〈←→p s〉gi can be established by recognizing that ρ(1)k
transforms as U†kρ
(1)
k Uk under a unitary transformation
Uk in the occupied space [19].
(ii) If we consider an isolated band n, and neither snn(k)
nor Ann(k) changes rapidly with k, δ〈←→p s〉gi can be un-
derstood as a contribution in which the electric field
changes the spin density polarization by shifting the
Wannier orbital of band n. In contrast, δ〈←→p s〉gd is due
to the change of the total spin of band n by the elec-
tric field, and thus requires spin-orbit coupling. Only
δ〈←→p s〉gd involves cross-gap matrix elements of s.
(iii) Obviously time-reversal symmetry must be broken
for δ〈←→p s〉 to be nonzero. Spatial inversion symmetry
breaking is however not necessary because of E. For a
given crystal lattice, those components of δ〈←→p s〉 that
vanish can be identified using symmetry considerations
[22]. Non-zero components of δ〈←→p s〉 with spatial Carte-
sian directions perpendicular to the electric field can be
identified with the SHE, which we call in the insulating
case magnetic SHE since the system must be magnetic.
(iv) There is a nontrivial boundary contribution to
δ〈←→p s〉 even in the thermodynamic limit:
δ〈←→p s〉b = 1
V
∑
nR
〈nR|ρ(1)b s⊗ (r−R)|nR〉 (12)
+
1
V
∑
nR
〈nR|ρ(1)b s|nR〉 ⊗R,
where the subscript b distinguishes sites near the bound-
ary. Although the 1st term vanishes in the thermody-
namic limit, the 2nd term does not if the electric field can
induce nonzero total spin densities in each unit cell near
the boundary. Note this contribution involves only diag-
onal matrix elements of r, and therefore corresponds to
δ〈←→p s〉gd. Because of spin non-conservation this bound-
ary contribution cannot in general be expressed in terms
of bulk quantities. We emphasize again that gauge in-
variance is always preserved in finite systems. The origin
of the gauge dependence in the bulk expressions is that
the step of replacing r by id/dk is not always justified in
the thermodynamic limit.
To give a concrete example of the physics discussed
above, we consider the insulating state of a modified ver-
sion of the Kane-Mele model [23, 24]. Because sz is con-
served in the standard Kane-Mele model, the spin Hall
conductivity for the sz spin current is well defined. The
model does not have a finite spin density polarization
induced by an electric field, however, since it is time-
reversal invariant. In fact, a finite transverse spin current
leads to a constant s˙z at the transverse boundary, so the
system has no steady state in the presence of a longitudi-
nal field. We therefore add a small in-plane Zeeman field
to break sz conservation as well as time-reversal symme-
try. The full tight-binding Hamiltonian on a honeycomb
lattice is (continuous version of the model is discussed in
[19])
H =
∑
〈iα,jβ〉γ
tc†iαγcjβγ +
∑
〈〈iα,jα〉〉γδ
it2νijσ
z
γδc
†
iαγcjαδ
+
∑
iαγδ
Jσxγδc
†
iαγciαδ, (13)
where i, j label unit cell, α, β label sublattices, and γ, δ
label spin. 〈〉 and 〈〈〉〉 mean nearest and next nearest
neighbors, respectively. νij = sgn[(rim×rmj)·zˆ], wherem
is the common nearest neighbor of site i, j (the sublattice
index is left implicit). J is the strength of the in-plane
Zeeman field along xˆ. The primitive lattice vectors are
chosen to be a1 =
√
3xˆ, a2 =
√
3
2 xˆ+
3
2 yˆ, with sublattices
A and B located at the origin and
√
3
2 xˆ+
1
2 yˆ, respectively.
The nearest neighbor bond length is set to 1.
To calculate δ〈←→p s〉 without gauge ambiguities we con-
sider a zigzag ribbon with finite extent in the transverse
(yˆ) direction and evaluate the spin polarization response
to a longitudinal electric field. In the tight-binding basis
the position operator y is a diagonal matrix in a Wannier
4representation, with each non-zero matrix element given
by the y coordinate of the corresponding site in the rib-
bon unit cell. (Note that off-diagonal matrix elements
of the position operator in the Wannier basis are present
in tight-binding models obtained microscopically using
modern Wannier techniques.)
Figure 1 plots the band structure of a ribbon with
Ny = 20 unit cells in the yˆ direction. A small gap is
opened at the 1D Brillouin zone boundary by the in-
plane Zeeman field, which enables us to calculate δ〈←→p s〉
using Eq. 11. Note that the first A in each term of Eq. 11
can be expressed as i~vnm/(mk − nk) since only cross-
gap matrix elements are involved, and that the 2nd A
in each term is simply the matrix elements of the posi-
tion operator y in the eigenstate basis. We find that only
δ〈ps〉yy is nonzero, and that the gauge dependent part
δ〈ps〉gd = 0.795 (~ = e = t = E = 1) is much larger than
the gauge invariant part δ〈ps〉gi = 5.64× 10−3.
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FIG. 1. Band structure for a zigzag ribbon with Ny = 20,
t = 1, t2 = 0.1, J = 0.1.
The nonzero value of δ〈ps〉yy is due to “accumulation”
of sy near the edges of the ribbon. The local spin density
induced by the electric field calculated using the quantum
kinetic approach is illustrated in Fig. 2. The large spin
densities localized near the two edges are very close in size
to δ〈ps〉gd, since δ〈ps〉gi is negligible. For J much smaller
than the bulk gap this effect can be understood as due to
balance at the edges between the s˙z contribution from the
bulk spin Hall effect and the torque τz = [sz, H]/i~. sy
must be present at the edges to produce an expectation
value for the commutator between sz and the Zeeman
term, which is proportional to sx.
As explained above, the gauge dependence of the bulk
expression for δ〈←→p s〉 reflects boundary sensitivity. To
illustrate this more clearly we retain the Zeeman field on
the outermost edge sites of the ribbon only. The edge
Zeeman fields are sufficient to open the gap and to keep
the system insulating. Since the bulk of the ribbon has
time-reversal symmetry, we would have δ〈←→p s〉 = 0 if
there were no edges. However, Fig. 3 shows that the
gauge dependent part of δ〈ps〉yy is almost unchanged
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FIG. 2. Spatial variation of δsy for a zigzag ribbon with the
same parameters as in Fig. 1.
compared to the previous case of a homogeneous Zeeman
field, and saturates at a finite value as the ribbon width
increases. The edge contribution can thus stay finite even
in the thermodynamic limit. In contrast, the gauge in-
variant part decays as 1/Ny and vanishes in the thermo-
dynamic limit. These behaviors are consistent with our
earlier argument that the gauge dependent part can be
roughly understood as the field-induced change of spin
density itself, rather than as the dipole density of spin,
associated with individual Wannier orbitals. We thus
conclude that the SHE, even when defined in terms of
strictly measurable quantities, is intrinsically sensitive to
boundary conditions.
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FIG. 3. Dependence of the gauge invariant (blue dots) and
the gauge dependent parts (red triangles) of δ〈ps〉yy on the
width of a zigzag ribbon in which the Zeeman field is only
added to the outermost edge sites. The other parameters are
the same as in Fig. 1.
Before ending, we point out that one can define a coun-
terpart of the inverse spin Hall effect (ISHE) in mag-
netic insulators through Onsager reciprocity or thermo-
dynamic relations. Such an ISHE is a charge polarization
induced by a gradient of Zeeman field, and the reciprocal
relationship is
χαβγ = χ˜γαβ , (14)
where χαβγ = ∂(ps)αβ/∂Eγ , and χ˜γαβ = ∂pγ/∂B˜αβ ,
5with pγ = erγ the charge polarization and B˜αβ ≡
gµB
~ ∂βBα proportional to the gradient of a Zeeman field
B.
Although our discussion has been restricted to insula-
tors, we believe the main conclusion above applies equally
well to metals. Moreover, different from electric polariza-
tion, the ground state spin density polarization can be de-
fined and discussed in metallic systems, since microscopic
inhomogeneities of spin densities are not forbidden by
macroscopic electromagnetism. One can, for example, in-
troduce←→p s as a thermodynamic variable coupled to the
gradient of a Zeeman field [15, 16] in a metallic system,
and attribute its linear response to electric fields to the
SHE. The SHE in magnetic insulators should be observ-
able by measuring, e.g., local Kerr response, and should
generally have larger values in systems with smaller gaps,
since δ〈←→p s〉 is inversely proportional to cross-gap en-
ergy differences squared (cubed for the gauge-invariant
part). The gauge-invariant bulk contribution should be
able to be detected with bulk probes, such as neutron or
X-ray scattering, that are sensitive to inter-atomic inho-
mogeneities of spin densities. As for the typical size of
the boundary spin accumulation coming from this SHE,
if we assume that there is no order-of-magnitude differ-
ence for the inter- and intra-band matrix elements of spin
and velocity operators between magnetic insulators and
ordinary heavy metals, one can estimate it by comparing
the gap of the insulator with
√
~/τg(EF ) of the metal,
where τ is a relaxation time and g(EF ) is the density of
states at Fermi energy. Using the numbers given in, e.g.
[25], we find that an electric field of at least 103 V/cm is
needed to give an observable spin accumulation (∼ 10−5
µB per atom) in magnetic insulators with gaps of ∼ 2
eV.
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