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Resumen. Este artículo muestra algunos de los resultados obtenidos hasta la fecha 
en el marco de una investigación más amplia relacionada con el proyecto MEGAFiReS. 
Se comparan métodos de Redes Neuronales Artificiales y Regresión logística para 
determinar cuál de ellos se presenta como un mejor estimador de la ocurrencia de 
grandes incendios forestales en la cuenca mediterránea europea. Finalmente se co-
mentan algunas de las ventajas y desventajas observadas en cada método. 
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Abstract. This paper presents some ofthe results currently obtained in a broader 
investigation related with the MEGAFiReS project. Artificial Neural Networl<s and 
Logistic Regression are compared to determine whicti one produces betterestimations 
in ttie prediction oflarge wildfíres in the european Mediterranean basin. Finalíy some 
pros and cons ofbott) methods are discussed. 
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INTRODUCCIÓN 
Dentro del gran espectro de instituciones que 
se dedican a la investigación del problema de los 
incendios forestales a nivel mundial y continen-
tal, en España, la Universidad de Alcalá ha parti-
cipado y participa activamente en proyectos re-
lacionados con este problema, de forma tal que 
actualmente a un equipo del Departamento de 
Geografía de esta institución le cabe la respon-
sabilidad de la coordinación del proyecto euro-
peo MEGAFiReS, Remote Sensing of large 
wildland fires in the European Mediterranean 
Basin, que persigue mejorar la información 
cartográfica y estadística considerada crítica en 
las tres fases del manejo de los incendios: ries-
go, detección y combate, y evaluación post-in-
cendio. Este proyecto es el que sirve de marco 
general al presente trabajo de investigación. 
El trabajo se centra, en relación con lo an-
terior, en la fase de determinación del riesgo de 
incendio, a través de la evaluación de técnicas 
que permitan mejorar y evaluar lo más 
certeramente posible la información estadística 
disponible, de manera de realizar una certera 
predicción del riesgo de que en determinado lu-
gar se produzcan incendios forestales. La exac-
titud de estos pronósticos permitirá eventualmen-
te una focalización más adecuada de los recur-
sos que se relacionan con las otras dos fases ya 
mencionadas del manejo de los incendios fo-
restales. 
Doctorando en el Departamento de Geografía de la Universidad de Alcalá. 
OBJETIVO 
Determinar, entre recles neuronales y regre-
sión logística, el estadístico más adecuado para 
estimar la probabilidad de ocurrencia de gran-
des incendios forestales en algunos países de la 
cuenca mediterránea europea. 
METODOLOGÍA 
El objeto de estudio de este trabajo son los 
"grandes incendios forestales", tal como se defi-
nen en el proyecto Megafires, es decir, aquellos 
que afectan a más de 500 hectáreas. Las razo-
nes para escoger allí los grandes incendios como 
objeto del estudio son básicamente dos: en pri-
mer lugar, los grandes incendios son más fácil-
mente observables por sensores instalados a bor-
do de satélites que aquellos incendios de menor 
magnitud, y en segundo lugar, porque los gran-
des incendios son los más críticos desde una 
perspectiva ecológica y económica en los paí-
ses mediterráneos (Chuvieco, 1998). 
El área de estudio a tratar corresponde a la 
cuenca europea mediterránea, específicamente 
a aquellos países miembros de la Unión Euro-
pea (Portugal, España, sur de Francia, Italia y 
Grecia), salvo algunos territorios insulares. El 
nivel territorial escogido para cada país es el pro-
vincial, con el fin de disponer de información es-
tadística con una base común para cada uno de 
ellos. En general se han escogido todas las pro-
vincias de los países miembros, excepto en el 
caso francés, del que sólo se han seleccionado 
aquellas que corresponden a la cuenca del me-
diterráneo. El total de casos es de 163. 
Variables 
Las variables utilizadas son un subconjunto 
de aquellas que se definieron en el proyecto ci-
tado para generar su base de datos estadística, 
un total de 152 variables, de las que se escogie-
ron 26, eliminando variables colineales, que no 
cumplieran con el requisito de normalidad en su 
distribución o que no aportaran información adi-
cional. 
Las variables que finalmente se selecciona-
ron para este estudio pertenecen a tres grandes 
categorías: agrícolas, naturales y 
socioeconómicas. La tabla 1 muestra los códi-
gos mnemónicos asignados a las variables y su 
descripción. 
El período a estudiar está comprendido entre 
los años 1991 y 1995, por lo que el cálculo de las 
Tabla 1. Códigos asignados a las variables y descripción de las mismas 
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Poreentaie de la provincia con tipo de combustible 5 {*) 
Porcentaje de arrendatarios agrícolas en 1990 
Densidad de la masa bovina en 1990 
Densidad de la masa caprina en 1990 
Densidad de población empleada en 1990 
Densidad de la masa ovina en 1990 
Diferencia porcentual de arrendatarios agrícolas 1960/1990 
Diferencia porcentual de población empleada 1960/1990 
Diferencia porcentual en la superficie agrícola provincial 1960/1990 
Diferencia porcentual del tamaño de las explotaciones agrícolas 1960/1990 
Superficie de la provincia destinada a la agricultura 
Altitud media 
Porcentaje de la provincia bajo clima Bsh o Csa 
Porcentaje de la provincia baio clima Bsk 
Porcentaje de la provincia bajo clima Csb o Csc 
Porcentaie de bosque con hoia caduca 
Densidad de población en 1991 
Promedio de densidad de luces 
Porcentaie de población desempleada en 1990 
Diferencia porcentual de índice de ancianidad 1960/1990 
Diferencia porcentual de índice de juventud 1960/1990 
Diferencia porcentual de población activa 1960/1990 
Diferencia porcentual de población en el sector secundario 1960/1990 
Diferencia porcentual de población en el sector terciario 1960/1990 
Distancia a las carreteras en metros 
Porcentaje de población económicamente activa en 1990 
(*) Se define como 
arrozales, viñedos 
tipo de combustible 5 las cubiertas de cultivos de secano, cultivos de regadío permanentes, 
frutales en regadío y olivares 
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redes neuronales y de las regresiones se basa en 
la ocurrencia o no ocurrencia de grandes incen-
dios forestales por provincia entre los años 1991 
y 1995. La variable dependiente es, por tanto, la 
observación o no observación de al menos un gran 
incendio forestal en el período estudiado. 
Una vez escogido el grupo de variables a ana-
lizar, se procesan mediante los dos métodos 
mencionados, redes neuronales y regresión lo-
gística. Para comparar su eficacia como 
estimadores, se ha obtenido con cada uno de 
ellos la estimación de ocurrencia o no ocurren-
cia de incendios, es decir, la probabilidad de que 
se produzca al menos un incendio en un área 
específica en el período 1991-1995. 
Modelos 
Redes neuronales 
Las redes neuronales se están utilizando de 
forma creciente en una gran variedad de estudios 
donde los valores esperados se obtienen a partir 
de muestras de valores conocidos. (Benediktsson 
et al., 1990, Civco, 1993). Esencialmente estos 
modelos se han venido empleando como uno de 
los métodos de clasificación digital de imágenes 
de satélite (Clark y Cañas 1995; Foody, 1996), o 
como clasificadores espaciales, en general, origi-
nando el nuevo concepto de "neuroclasificación 
de datos espaciales" (Openshaw, 1994). En el 
caso específico de estimación de incendios fores-
tales, esta técnica ha sido utilizada previamente 
por Vega-García et al.(1993) 
Con respecto al concepto de red neuronal, se 
puede decir que son sistemas de trazado no li-
neal con una estructura basada ligeramente en 
los principios observados en los sistemas ner-
viosos biológicos, y pueden ser utilizadas para 
aprender la relación que existe entre un conjunto 
de datos de entrada y otro de salida. Todo lo que 
se requiere entonces para entrenar una red 
neuronal, es un conjunto de datos que conten-
gan la relación entrada/salida. Una vez que la red 
ha conseguido determinar un modelo que sea 
capaz de relacionar los datos de entrada y que 
explica la distribución de los datos de salida, ese 
entrenamiento puede ser aplicado sobre otros 
valores de entrada para estimar, esta vez, valo-
res de salida desconocidos. 
De lo anterior, podemos deducir que el funda-
mento de las redes neuronales se encuentra en: 
• La existencia de una relación entre los datos 
de entrada y de salida 
• La capacidad de entrenamiento o de "aprendi-
zaje" de la red 
• La capacidad de utilizar ese entrenamiento para 
aplicarlo a otro conjunto de datos y predecir 
nuevos resultados, lo que se conoce como ex-
plotación de la red. 
De aquí se desprende que la gran utilidad de 
esta técnica sea su intento de replicar la habilidad 
del cerebro de "aprender por el ejemplo", de gene-
ralizar de lo específico a lo abstracto y de manejar 
datos "ruidosos" (Openshaw y Openshaw, 1997). 
Entre las ventajas de las redes neuronales como 
elemento de análisis, es que a diferencia de otros 
procedimientos estadísticos, no está constreñida a 
la existencia de una distribución normal de los da-
tos de entrada, y de hecho, de ningún tipo de distri-
bución. (Benediktsson et al., 1990; Civco, 1993). 
Tampoco la presencia de valores extremos afecta 
a una red neuronal, ni las relaciones lineales entre 
las variables, ni la existencia o no existencia de 
autocorrelación espacial (Openshaw, 1994). Ello 
permite combinar variables de distinto origen, sin 
la necesidad de tomar las precauciones que se pre-
cisan en los métodos más convencionales. 
El funcionamiento de las redes, tal como se ha 
anticipado en las definiciones precedentes, se basa 
en unidades procesadoras independientes, llama-
das "nodos" o "neuronas", agrupados en capas. 
Estos nodos reciben información ya procesada por 
aquellos de otras capas y envían sus propios re-
sultados a los nodos de la capa siguiente a través 
de canales o enlaces con un "peso" propio. Esque-
máticamente una red neuronal se puede represen-
tar de la manera que se muestra en la figura 1. 
La estructura o topología de la red que se mues-
tra, corresponde a una red de cuatro capas o de 
topología 2 5 3 1: una capa de entrada con dos 
neuronas, dos capas ocultas de cinco y 3 neuronas 
respectivamente, y una capa de salida. El concep-
to de "capa oculta" {"hidden layer") queda mejor 
definido como "capa intermedia", ya que en reali-
dad corresponde a un estrato de neuronas que no 
es de entrada ni es de salida. 
Existen diversas maneras en que una red 
neuronal calcula los pesos de los enlaces entre las 
neuronas. Estos métodos o "algoritmos" tienen di-
versa eficacia según el tipo de datos de entrada 
que se procesen, pero en general la regla que se 
utiliza para escoger un algoritmo u otro es "si fun-
ciona, ese es el conecto" Entre los algoritmos más 
habituales está Backprop y sus derivados, 
RPROP y Quicl<prop. La discusión de las carac-





Capa de salida 
Sesgo 
Capa de entrada 
Figura 1. Esquema de una red neurona!. 
Además de la topología de las capas.se aprecia 
el sesgo de cada capa, un valor auxiliar para 
mejorar el entrenamiento 
vo de este artículo, pero una buena fuente de in-
formación es Serle (1997). 
Regresión logística 
El modelo de regresión logística ha sido utili-
zado previamente en el análisis de ocurrencia de 
incendios logrando buenos resultados (Martell et 
al., 1987) (Loftsgaarden y Andrews, 1992; Chou 
etal., 1993); (Vega-Garcia etal., 1993). 
La regresión logística, permite obtener una sa-
lida de tipo binario (0/1) para un conjunto de va-
riables para las cuales no es posible determinar a 
prior! s\ la relación entre ellas es lineal o no lineal. 
El análisis de regresión logística, se basa en la 
siguiente función: 
/ ( z ) = 1 
1 + e"-
donde z se obtiene por una combinación lineal 
estimada de las variables independientes median-
te un ajuste de máxima probabilidad: 
z = a + b,x, + b,x,+ ... + b,x„ 
donde a es la constante y b^ el factor de pon-
deración de la variable n. Los valores z se pue-
den interpretar como la probabilidad de ocurren-
cia del fenómeno. La función f(z) convierte los 
valores de z en una función continua, cuyo rango 
oscila entre O y 1. De este modo, los valores obte-
nidos de z menores a 0,5 se asignan a no ocu-
rrencia del fenómeno, y los iguales o superiores a 
este valor, a ocurrencia. 
Para obtener muestras de entrenamiento de la 
red o de cálculo de la ecuación de regresión lo-
gística, así como de muestras de control para am-
bos métodos, fueron seleccionados alea-
toriamente el 60% de los casos (98 provincias) 
con los que se obtuvieron entrenamiento de la red 
y la ecuación de regresión. Luego, los casos res-
tantes, el 40% aquel que no se incluyó en los cál-
culos previos (65 provincias), fueron utilizados para 
medir la calidad de las estimaciones de ambos 
métodos. 
La figura 2 ilustra la distribución de las mues-





Utilizando los valores correspondientes de las 
26 variables en uso hasta el momento en los 98 
casos del grupo de entrenamiento, se ha obteni-
do una red entrenada satisfactoriamente por me-
dio de una topología 1, 3, 1 con el algoritmo lla-
mado "quickprop". La bondad de las estimacio-
nes para este grupo de datos se refleja en la tabla 
2 en términos del error cuadrático medio (ECM) 
de las estimaciones. 
Como se puede ver, el entrenamiento consi-
guió encontrar un patrón de comportamiento en-
tre las variables que consigue estimar correcta-
mente al 100% de los casos. El error cuadrático 
medio máximo encontrado, indica que el mayor 
error de acierto para los casos de ocurrencia y no 
ocurrencia, serla de 1-0.29 y 0+0.29 respectiva-
mente. Como el umbral para decidir si una esti-
mación indica ocurrencia (1) o no ocurrencia (0) 
es de 0.5, puede decirse que la precisión alcan-
zada es muy buena. 
Control 
Corresponde en este punto determinar el gra-
do de acierto que consigue la red recién entrena-
da utilizando esta vez, como datos de prueba, el 
40% de los casos que no se incluyeron en el en-
trenamiento. La tabla 3 muestra los resultados ob-
tenidos tras el experimento, tanto en la precisión 
general como en las distintas combinaciones de 
acierto entre estimados/observados y no estima-
dos/no observados, cuyo resumen se muestra en 
la tabla de contingencia respectiva (Tabla 4). Es 
necesario comentar aquí, respecto a la tabla 3, 
que debido al proceso de escalamiento de los 
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Figura 2. Distribución de las muestras de entrenamiento y control 
datos que se suele realizar antes de entrenar una 
red, es que se asignan valores de 0,9 para "ob-
servado" (en lugar de 1) y 0,1 para "no observa-
do" (en lugar de 0). Los valores estimados se re-
presentan, eso sí, en el rango 0 - 1 . 
Como se puede ver en el cuadro, el acierto ge-
neral es bastante bueno, un 69,23%, aunque el 
error de omisión (es decir, donde no se estimaron 
incendios, pero se produjeron) cercano al 41% de 
los casos, puede considerarse relativamente alto. 
El mapa de la figura 3 muestra la distribución 
de estas estimaciones para las 65 provincias utili-
zadas como caso de estudio en el experimento ya 
comentado. 
Como se puede apreciar, los mayores aciertos 
se logran en la Península Ibérica, con una buena 
relación de incendios estimados respecto a los 
observados. Estos casos, sumados a aquellos que 
representan incendios correctamente no estima-
dos hacen de esta zona la de mejor pronóstico. 
Las provincias francesas también presentan una 
buena relación de aciertos, lo mismo que Italia, 
aunque en este último caso no parece demasiado 
prudente esbozar una conclusión dado el insufi-
ciente número de casos que representan a este 
país. En el caso de Grecia, los errores y los acier-
tos están relativamente equilibrados, aunque los 
primeros superan ligeramente a ios segundos. 
Tabla 2. Indicadores de la precisión de la estimación 
de la red neuronal, casos de entrenamiento 










Búsqueda de variables significativas. 
Aunque las redes neuronales no buscan de-
terminar un grupo de variables significativas, a 
diferencia de los modelos de regresión, puede 
ser posible mediante análisis de sensibilidad bus-
car a qué variables la red ha asignado mayor im-
portancia a la hora de encontrar el entrenamien-
to adecuado que explica el comportamiento ge-
neral de las variables. Para comprender el pro-
cedimiento que se ha seguido, es preciso enten-
der el grupo de variables de entrenamiento como 
una matriz, en la que cada variable representa 
un vector determinado. Se reemplazan entonces 
los valores de uno de los vectores por una cons-
tante (cero) y se procesa a continuación esa nue-
va matriz utilizando el entrenamiento que la red 
consiguió con los valores originales. Se obtiene 
el error cuadrático medio de este procesamien-
to, se restauran los valores originales del vector, 
y se repite el procedimiento hasta realizarlo con 
todas las variables. El esquema de la figura 4 
representa este proceso. 
El resultado obtenido tras realizar los reem-
plazos respectivos para las 26 variables en estu-
dio, arrojó los Errores Medios Cuadráticos que 
se muestran en la tabla 5. 
De acuerdo a la tabla, entonces, las variables 
que más se ven afectadas por el cambio de sus 
valores, y por consiguiente aquellas a las que ma-
yor peso asignó la red en la fase de entrenamien-
to son: áreas bajo clima Csb o Csc, distancia a 
carreteras, áreas bajo clima Bsh o Csa, pobla-
ción activa, superficie agrícola, diferencia de po-
blación en actividades terciarias y densidad de 
población en 1991. El gráfico de la figura 5 expli-
ca la razón por la cual se han escogido las siete 
primeras variables como las significativas en este 
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Tabla 4. Tabla de contingencia acierto/enor en la 
estimación de incendios mediante la red neuronal 
<lbservado 











bre en la tendencia del ECM a partir de la sépti-
ma variable, Densi91. 
El problema que emerge en este punto, sin 
embargo, es la imposibilidad de determinar a tra-
vés de un procedimiento "cuadrático" como el 
ECM, la tendencia del error obtenido, es decir si 
éste influye de manera directa o inversa en el 
comportamiento global de las variables. El valor 
de error que se obtiene, no puede interpretarse 
como "positivo" o "negativo". Recordemos que 
una regresión, por ejemplo, entrega el peso de 
cada variable en la ecuación en conjunto con el 
signo que le corresponde, es decir su "sentido" 
con respecto al resultado estimado. En el caso 
del análisis por redes neuronales, este sentido 
se puede desentrañar indirectamente mediante 
un nuevo análisis de sensibilidad, básicamente 
una variación del efectuado para encontrar las 
variables significativas. Se trata también, portan-
te, de un reemplazo iterativo de los valores de 
las variables por constantes. El concepto que se 
intenta aplicar es el siguiente: se reemplazan los 
valores de una de las variables de la matriz por 
una constante baja (digamos 0,1) y se somete a 
esta nueva matriz al entrenamiento ya realizado, 
obteniendo el ECM de dicho cálculo. Luego, la 
misma variable se vuelve a modificar, esta vez 
con una constante alta (0,9) y se repite el proce-
so con lo que se obtiene un nuevo valor de ECM. 
Entonces, si con el primer reemplazo, aquel con 
valores bajos, se obtiene un ECM mayor que con 
el segundo reemplazo, de valores altos, la rela-
ción entre esa variable y las estimaciones, ha de 
ser inversa; y análogamente, ha de ser directa si 
con el reemplazo por valores bajos se obtiene 
un menor ECM que con el reemplazo por valores 
altos. El esquema de la figura 6 muestra gráfica-
mente el proceso del análisis de sensibilidad apli-
cado a dos variables de un conjunto ficticio de 
cinco. 
Los resultados del análisis antedicho, se 
muestran en la tabla 6. De acuerdo a ella, cuatro 
variables se presentan con una tendencia inver-
sa con respecto a la existencia de incendios fo-
restales en el área, es decir que a medida que el 
valor de dichas variables aumenta, los incendios 
tienden a no producirse, y viceversa. Estas va-
riables de tendencia inversa fueron: superficie 
agrícola en 1990, población activa en 1990, área 
provincial bajo climas Csb o Csc y densidad de 
población en 1991. Como se ve, algunas de es-
tas tendencias parecen lógicas, como la variable 
climática (a mayor humedad, menor riesgo de in-
cendio) o la población activa (a menor población 
activa más riesgo de incendio), aunque la ten-
dencia de la superficie agrícola no parece cohe-
rente ya que se espera en ese caso una relación 
directa entre esa variable y los incendios. Las tres 
variables que presentan una relación directa son 
área provincial bajo climas Bsh o Csa, distancia 
a carreteras y diferencia de población en el sec-
tor terciario entre 1960 y 1990. Nuevamente la 
variable climática se presenta con una tendencia 
^M Estimado - Observado 
E ^ ^ No estimado - No observado 
imimU Estimado - No observado 
^S No estimado - Observado 
"3 
^ ^ k ? 
Figura 3. Distribución de acierto/error en la estimación de ocurrencia/no ocunrencia de incendios forestales para 
































































































































Reemplazo de variable 2 
Red entrenada previamente 
VTM \ 2 
Error Cuadrútico Medio para la I ariahle I Error Cuadrútico A ledio para la I ariahle 2 
Figura 4. Esquema del proceso para buscar variables signifícativas con una red neurona!. Se muestra sólo para dos variables 
lógica, pues se espera que a mayor sequedad, 
la posibilidad de generación de incendios sea 
también mayor, aunque la variable distancia a ca-
rreteras presenta una tendencia opuesta a la es-
perada, pues las probabilidades de generación 
de incendios son mayores justamente en las 
proximidades de estas vias. 
Regresión logística 
Cálculo 
Al igual que en el caso de la red neuronal, se 
ha utilizado una muestra aleatoria de un 60% de 
los casos para buscar la ecuación de regresión 
logística. Este grupo de casos es el mismo que 
se empleó en el análisis anterior. 
Tras el cálculo correspondiente, la regresión 
logística obtenida por SPSS, nos ha entregado 
la tabla de contingencia que se observa en la ta-
bla?. 
Las variables seleccionadas por la regresión 
son: superficie provincial bajo climas Bsh o Csa, 
diferencia de población en actividades del sector 
terciario entre 1960 y 1990, distancia a carrete-
ras, porcentaje de población activa en 1990 y su-
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Tabla 5. Valores de ECM obtenidos 























































perficie agrícola en 1990. El porcentaje de preci-
sión general es bueno, situándose en un 76,53%, 
en tanto que el error de omisión resulta suma-
mente bajo, con sólo 8 casos errados sobre 59, 
es decir un 13,55% de las estimaciones de ocu-
rrencia de incendios. 
La ecuación de regresión logística ha sido: 
z = BSH_CSA_ X 0,0059 + DIFPOBTE x -
0,701 + DISCAR_M x -0,004 + POBACT90 x -
0,1994 + SUPAGR90x 1,59E-06 + 9,0132 
En este caso, el signo de los coeficientes de 
las variables seleccionadas por el procedimiento 
de regresión es coherente respecto a lo espe-
rado para un fenómeno como el de los incendios 
forestales. Véase como la variable distancia a ca-
rreteras presenta esta vez un coeficiente nega-
tivo, más lógico con el problema de los incen-
dios, como ya se discutió previamente. Aná-
logamente, el signo de la variable de la superfi-
cie agrícola también es lógico, ya que se esperan 
más incendios donde hay más actividad agraria, 
lo que es consecuente con el coeficiente negati-
vo que muestra la diferencia de población tercia-
ria entre 1960 y 1990, pues ello implica que mien-
tras más personas trabajen en actividades 
netamente urbanas, menos riesgo de incendio fo-
restal existe. 
Búsqueda de variables significativas 
Localización de punto de quiebre 
Variable •ECM 
Figura 5. Línea de tendencia del ECM tras análisis de sensibilidad. 











La relación es 
inversa 
Figura 6. Esquema del análisis de sensibilidad para 
determinar la tendencia de las variables respecto a 
las estimaciones de la red neuronal 
Tabla 6. Valores de ECM obtenidos para la búsqueda 























La ecuación recientemente obtenida, se utiliza-
rá en este punto para probar la bondad de su ajus-
te utilizando el mismo procedimiento que para la 
red neuronal, es decir, sometiendo a ésta al 40% 
de los casos no utilizados en su cálculo. De este 
experimento obtenemos la tabla 8, que muestra la 
relación acierto/error para cada uno de los casos 
de prueba. La tabla de contingencia respectiva, 
puede verse en tanto, en la tabla 9. 
Del cuadro anterior, se puede desprender que 
el acierto general es aceptable, con un 60% de pre-
cisión, aunque el error de omisión, incendios no 
estimados en provincias donde si se observaron, 
es superior al 51%. 
La distribución de estas estimaciones para las 
65 provincias de prueba, se muestra en el mapa 
de la figura 7. 
CONCLUSIONES 
De acuerdo a lo anterior, las redes neuronales 
se han mostrado como un estimador más robus-
to que la regresión logística en el caso de estu-
dio. Tanto en la bondad de las estimaciones con 
los datos de entrenamiento (60% de las obser-
vaciones) como con los datos de prueba (40% 
de las observaciones), se evidenció la mayor 
exactitud de las redes neuronales. Con los datos 
de entrenamiento, recordemos, la precisión fue 
del 100%, en tanto que en la regresión logística 
llegó sólo al 76,5%. Con los datos de prueba, la 
diferencia en la precisión entre ambos métodos 
es menor que con los anteriores, pero siempre 
con un sesgo favorable hacia las estimaciones 
de la red neuronal. Desde este punto de vista, 
parece más aconsejable utilizar redes neuronales 
al momento de buscar estimaciones confiables 
de un fenómeno como el de los incendios fores-
tales en el contexto de la Europa mediterránea. 
Tabla 7. Tabla de contingencia de la regresión 
logística sobre el 6M/o de los casos. 
El problema con las redes neuronales estriba en 
que cuando además de precisar un buen estimador, 
se requiere obtener información adicional, como qué 
variables son las más determinantes como estima-
doras, o conocer el sentido en que esas variables 
influyen en la predicción, es decir, si su relación con 
las estimaciones son directas o inversas. Los méto-
dos desarrollados para intentar extraer esta informa-
ción de la "caja negra" que es el entrenamiento logra-
do por la red, son muy laboriosos y como se observó 
en los resultados obtenidos aquí, poco confiables. Re-
flexionando además sobre los principios que operan 
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Tabla 8. Acierto/error en las estimaciones de ocun-encia de incendios mediante regresión logística 
f r'pa*»5í>^5iy"'f^- -7^T.| y ^ l Q . J^ i^í*» I»'"" 
Provincia Estimado Observado IGenpral 
Braaanca 0.65; 1 1 





.eiria . 0.73. 1 1 
^'ortaleare 0.471 0^ . 1 
Setúbal . _ _0.14; 0 i 1 
yilaReal 0.86, 1 1 
\J\seu 0.17 1 0 
MIcante 1.00 1 1 
c^teiión . asa, 1 1 Cuenca Q.99, 1 1 
Gerona i 0.97Í _ i , 1 
Granada 0 .66 1 1 
Loaroño 0,994 Q . 0 
Luao _,___ _ ÍL92. 1 . 1 
Málaaa 0.23^ 1 1 
Navarra . 0.90. 1 . 1 
Orense 0.93: 1 1 
Oviedo 0.32, 1 . 0 
Palencia 0,99. 0 0 
Pontevedra 0.92, J . J 
Seaovia 0.99 0 0 
Soria 0.96 0 0 
Teruel 1.00 1 1 
Toledo 0.99 1 1 
Vizcava 0.25 0 1 
Zamora 0.97 ¡ 1 1 
Alpes de Haute 0.03 0 1 
Hautes Alpes 0.00 0 1 
Alpes MarJlimes: 1.00, 0 0 
Corsé 0.71 1 1 
Haute-Garonne 0,OÍ3, 0 , 1 
Hérault 0.39 0 1 
Landes 0.00 0 1 
Tarn-et- 0.00 0 1 
Var 0,97: 1 i 1 
Vaucluse 0.12 1 0 
Abmzzo 0.53 0 0 
Lombardia 0.86 1 1 
Molise 0.12 0 1 
TrentinoA.A. 0.30 0 1 
Etoloakarnania 0.14, 1 0 
Arkadia __ 0,51; 1_ : 1 
Attiki . 1.00. 1 _ 1 
Viotia 0.62: 1 1 
Grevena 0.02! 1 0 
Drama i 0.03i 1 i 0 
Ilia 0.96, 0 , 0 
Imathia 0.071 1 | 0 
loannina 0.34, 1 0 
Karditsa 0.02 1 0 
Kastoria 0.43: 0 1 
Kerkvra 0.89 0 0 
Kilkis 0.09 1 , 0 
Kozani 0.52: 1 1 
Kvklades 1.00 0 0 
Larissa 0.43: 1 0 
Lassithi 0.04; 1 : 0 
Lefkada 0.98 0 0 
Pieria 0.10 0 1 
Rethvmno 0.45: 1 , 0 
Samos 1.00 1 1 
Serres + 0.09: 1 0 
Trikala 0.08: 1 0 
Florina 0.971 0 0 
Fokida 0.11 0 1 
- : ^s :^s : i 
Estimado/ |No estimado/ Estimado/no ¡No estimado/ 
observado i no observado observado observado 
1 - 1 
1 
. . , 1 
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Tabla 9. Tabla de contingencia acieño/enxjr en la 
estimación de incendios mediante regresión logística 
sobre el funcionamiento de las redes neuronales, 
estos procedimientos son discutibles, ya que con los 
análisis de sensibilidad efectuados, estamos asumien-
do que la relación existente entre las variables entre-
nadas es lineal, pues esperamos un comportamiento 
lineal de los resultados con respecto a los cambios 
ingresados en las variables para probar la reacción 
de la red. En este punto debemos recordar que al 
usar redes neuronales, estamos asumiendo que es 
muy probable que exista una relación no lineal entre 
las variables en estudio, lo que parece confirmarse 
en este caso por el hecho de obtener mejores esti-
maciones con este método que con la regresión 
La técnica de la regresión logística entregó 
en este caso resultados aceptables, por lo que 
su uso parece indicado si es necesario conocer 
la información explicativa que las redes neu-
ronales no entregan. 
Es el investigador, por tanto, el que de acuer-
do a sus necesidades deberá optar por obtener 
mejores estimaciones o mejores explicaciones. 
Como en todo orden de cosas, nada es perfecto. 
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Figura 7. Distribución de acierto/error en la estimación de ocunrencia/no ocurrencia de incendios para 65 
pn)vincias seleccionadas usando regresión logística 
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