We model buoyancy-driven convection with chimneys -channels of zero solid fraction -in a mushy layer formed during directional solidification of a binary alloy in two dimensions. A large suite of numerical simulations is combined with scaling analysis in order to study the parametric dependence of the flow. Stability boundaries are calculated for states of finite-amplitude convection with chimneys, which for a narrow domain can be interpreted in terms of a modified Rayleigh number criterion based on the domain width and mushy-layer permeability. For solidification in a wide domain with multiple chimneys, it has previously been hypothesized that the chimney spacing will adjust to optimize the rate of removal of potential energy from the system. For a wide variety of initial liquid concentration conditions, we consider the detailed flow structure in this optimal state and derive scaling laws for how the flow evolves as the strength of convection increases. For moderate mushy-layer Rayleigh numbers these flow properties support a solute flux that increases linearly with Rayleigh number. This behaviour does not persist indefinitely, however, with porosity-dependent flow saturation resulting in sub-linear growth of the solute flux for sufficiently large Rayleigh numbers. Finally, we consider the influence of the porosity dependence of permeability, with a cubic function and a Carman-Kozeny permeability yielding qualitatively similar system dynamics and flow profiles for the optimal states.
Introduction
Solidifying binary alloys occur in a wide variety of geophysical, geological and industrial settings. In many contexts a mushy layer is formed as a result of morphological instability of an advancing solid-liquid interface. A mushy layer consists of a reactive porous medium of solid dendrites in local thermodynamic equilibrium with the interstitial concentrated fluid (e.g., Worster 2000 ). An important geophysical example is the growth of sea ice via the solidification of salty water (Feltham et al. 2006) , with ∼ 10 6 -10 7 square kilometres of the Arctic and Antarctic oceans freezing and melting each year (Comiso 2010) . The drainage of brine from growing sea ice modifies the thermal and mechanical properties of the ice (see e.g., Petrich & Eicken 2010 , for a recent review) and plays a significant role in the formation of dense water masses that contribute to the ocean thermohaline circulation (see e.g., Brandon et al. 2010 , for a recent review). In industrial settings, defects in metal castings can arise from compositional heterogeneities (Copley et al. 1970) , and so it is important to understand the evolution of solidifying alloys. Here we focus on the influence of buoyancy-driven convection on the drainage of solute from a growing two-dimensional mushy layer. † Deceased 1st May 2011
Buoyancy-driven convection of the interstitial fluid in a mushy layer occurs when the density gradient is convectively unstable (see Worster 1997 , for a review). The convective flow transports interstitial fluid into regions of differing concentration, which results in either local dissolution or growth of the solid matrix in order to maintain the composition in a state of local thermodynamic equilibrium. In regions where dissolution decreases the solid fraction, the permeability is increased leading to flow focussing. The nonlinear development of this convective-flow instability forms drainage channels of zero solid fraction, or chimneys, through which buoyant plumes drain from the mushy layer into the neighbouring liquid. Experimental observations are consistent with chimney formation occurring for sufficiently large values of an appropriate mushy-layer Rayleigh number, which characterizes the strength of buoyancy compared to viscous and thermal dissipation. For directional solidification, where a material sample is translated between hot and cold heat exchangers, chimneys form for sufficiently small solidification rates V so that the resulting steady-state mushy layer thickness h is large enough to generate a supercritical Rayleigh number (e.g., Peppin et al. 2008; Whiteoak et al. 2008) . Zhong et al. (2012) showed that the horizontal wavelength provides a further constraint on chimney formation in cells of finite width. Chimney formation also occurs after the mushy-layer thickness h exceeds a critical value during transient solidification from a fixed cold boundary (see Aussillous et al. 2006 , for a review). Transient growth experiments also indicate that the pattern of chimneys continues to evolve over time, with the extinction of flow in certain chimneys leading to an increase in the mean spacing between chimneys as the mushy layer grows thicker (Wettlaufer et al. 1997; Solomon & Hartley 1998) .
Theoretical studies have identified critical Rayleigh numbers for the onset of convection under a wide range of growth conditions by applying linear and weakly-nonlinear stability analyses (see Worster 1997; Guba & Worster 2010 , for a review and a more recent summary). The formation of chimneys presents additional challenges for modelling, which must describe and resolve the change in flow dynamics between the interior of the porous mushy layer and the purely liquid region in the chimney. Single-domain methods, such as the enthalpy method approach of Katz & Worster (2008) , have simulated solidification with small numbers of chimney-like features in a variety of configurations (see Zhong et al. 2012 , for a summary). In particular, the simulations of Katz & Worster (2008) for directional solidification in a quasi-two-dimensional Hele-Shaw cell suggest that the mean chimney spacing scales in proportion to the depth of the mushy layer. An alternative approach takes advantage of the fact that chimneys are narrow compared to their depth thereby allowing the use of lubrication theory to parametrize the flow in the chimney. Worster (1991) considered axisymmetric flow with an isolated chimney, whilst Schulze & Worster (1998) and Chung & Worster (2002) developed a model for two-dimensional steady flow with a periodic array of chimneys with imposed spacing. Theories that require the unknown chimney spacing to be imposed in advance of the calculation have several advantages and varying degrees of sophistication. For example, Wells et al. (2010) combined this constraint with a hypothesis of optimal potential energy fluxes, so that the system selects the chimney spacing that yields the maximal rate of drainage of potential energy to efficiently drive the system towards thermodynamic equilibrium. This hypothesis predicts chimney spacings proportional to mushy layer depth and a solute flux that increases linearly with Rayleigh number over the simulated range. The resulting solute flux scaling predicts initial desalinization rates during sea ice growth that are consistent with experimental observations (Wells et al. 2011 ). An imposed chimney spacing approach also allows the development of an asymptotically-reduced model that reveals the flow structure for mushy layers of constant permeability and assumed constant background temperature gradient (Rees Jones & Worster 2013 ).
We here explore in detail the framework of Wells et al. (2010) to determine the leading order structure of the flow and its parametric dependence for differing system properties. We consider convection during the directional solidification of a two-dimensional mushy layer with a periodic array of chimneys. In §2 we describe the theoretical model and numerical methods employed. In §3 a broad array of numerical simulations are used to demonstrate the evolution of the system dynamics and stability as the chimney spacing and vigour of convection change. We then investigate the dynamics of states with optimal potential energy flux in §4, and for a variety of liquid concentrations determine asymptotic scaling laws for flow properties as the strength of convection increases. We consider the influence of the permeability variation with solid fraction in section §5, before concluding in §6. Figure 1 . Schematic illustration of the model configuration for directional solidification. Liquid of far-field salinity C0 and temperature T∞ is translated at velocity V between hot and cold heat exchangers, and partially solidifies to form a mushy region of thickness h(x, t). A eutectic solid forms at the lower heat exchanger with temperature TE and concentration CE at the mush-solid interface. In this geometry, with gravitational acceleration −gk aligned perpendicular to the heat exchangers, solidification releases buoyant fluid of relative density ρogβ(C − CE) to drive the convective flow, where ρo is a constant reference density and β the constant haline coefficient. We consider a periodic array of chimneys of dimensional width 2â(z, t) and imposed spacing l, with the dashed outline indicating the simulation region. Buoyant solute-depleted plumes exit the mushy layer via chimneys, and there is a weak return flow in the overlying liquid as indicated by arrows in the liquid region. Along with other systems, this geometry is consistent with the solidification of a trans-eutectic aqueous ammonium chloride solution cooled from below, where cooling at the base of the mushy layer lowers the liquidus temperature and results in lower solute concentration of the interstitial fluid.
A model of non-linear convection with chimneys
Building on the previous models of Schulze & Worster (1998) and Chung & Worster (2002) , we apply the framework of Wells et al. (2010) to describe two-dimensional directional solidification, as illustrated in figure 1. A two-component mixture of liquid concentration C and temperature T is translated at a velocity V between hot and cold heat exchangers, and forms a mushy region of thickness h(x, t). In the illustrated setting, solidification within the mushy region lowers the local concentration of the liquid, and hence provides the buoyancy to drive convection. This would occur in aqueous NH4Cl solidified from below and the dynamics and thermodynamics are ostensibly the same as ice forming above a region of salt water. We investigate the behaviour of a periodic array of chimneys within this system. For a given chimney spacing l, we calculate the resulting solute flux.
The thermodynamic evolution of the mushy region is treated within the framework of socalled ideal mushy layer theory (for example, see Worster 2000; Schulze & Worster 2005 , for a full discussion of the underlying physics). It is assumed that the specific heat capacity cp and thermal diffusivity κ are constant across both solid and liquid phases, the liquid has kinematic viscosity ν, and L is the latent heat of fusion. Following Schulze & Worster (1998) , we scale velocities by V , and length and timescales via the thermal diffusion scales κ/V and κ/V 2 respectively. The temperature and concentration within the mushy layer are constrained by the condition of local thermodynamic equilibrium, with the liquid solute concentration maintaining a state of local phase equilibrium by either dissolving or crystallizing the solid matrix faster than any timescale of macroscopic transport. Hence the liquid concentration is slaved to the temperature via the liquidus curve T = TL(C) = TE + Γ(C − CE), where Γ is constant. Both temperature and liquid concentration can then be characterised by the local dimensionless temperature
where C0 is the concentration in the bulk liquid layer (see Fig. 1 ). The dimensionless temperature θ, solid fraction φ, Darcy velocity u and pressure p then satisfy
representing conservation of momentum, mass, energy and solute. We have assumed that the fluid density depends linearly on concentration, that solute diffusion is negligible compared to thermal transport, and that the mushy layer has a porosity-dependent dimensional permeabilitŷ Π = Π0Π(φ), where Π0 is a reference permeability. We will consider two different functional forms of the permeability. A cubic permeability function
is consistent with earlier studies (Schulze & Worster 1998; Chung & Worster 2002 ) and bears close resemblance to the permeability dependence observed for sea ice over a range of solid fractions (Petrich & Eicken 2010) . Following Katz & Worster (2008) we also consider a selection of simulations in §5 using a modified Carman-Kozeny permeability
This approximates the usual Carman-Kozeny form for larger φ and the factor ǫ = 12Π0/d 2 accounts for sidewall drag in narrow Hele-Shaw cells of width d and removes a singularity as φ → 0. There are six dimensionless parameters governing the system, 8) where the mushy layer Rayleigh number Rm describes the ratio of buoyancy to dissipation, and the Darcy number Da characterizes the mushy layer permeability. The Stefan number S, concentration ratio C, in which CS is the solid concentration, and scaled temperature θ∞ characterize the imposed thermodynamic conditions. The dimensionless chimney half-spacing is λ. Taking the curl of (2.2a) yields the vorticity equation
where the streamfunction ψ is defined by u = (−∂ψ/∂z, ∂ψ/∂x), thereby satisfying (2.2b). Flow features in the chimneys and overlying liquid can occur on smaller length scales than features in the mushy region, and so a considerable increase in computational effort would be required to fully resolve the liquid regions numerically (e.g. Chung & Worster 2002) . In this study, we focus on dynamics dominated by the mushy region, and utilize asymptotic and perturbation approximations to describe the influence of the overlying liquid and chimney flow via boundary conditions for the mushy region. The boundary conditions at the mush-liquid interface z = h describe coupling to the overlying liquid. If solute diffusion is neglected, the liquid region has uniform concentration C0 outside of the compositional plumes exiting the mushy layer (Schulze & Worster 1998 ), and we assume there is constant pressure at the mushliquid interface (Emms & Fowler 1994) . The mush-liquid interface advances until it eliminates constitutional supercooling, so that the free-boundary position z = h(x, t) is determined from the condition of marginal equilibrium T = TL(C0). Combining continuity of temperature and solute concentration, the above assumptions yield
where Darcy's law (2.2a) has been used to write the pressure condition in terms of ψ. The final boundary condition at the mush-liquid interface comes from continuity of normal heat fluxes n · ∇T | + − = 0. Balancing advection and diffusion of heat across a thermal boundary layer where isotherms have curvature ∇ · n yields
(see Chung & Worster 2002 , for a full derivation.)
We describe the flow in the chimney by combining features of previous analyses (Schulze & Worster 1998; Chung & Worster 2002; Wells et al. 2010) , taking advantage of the observation that chimneys are narrow with a ≪ h to derive representative singular-interface conditions that are applied at x = 0. Note that the singular-interface approximation can formally be justified via a stretched co-ordinate transform of the formx = λ(x − a)/(λ − a) in the horizontal, and gives rise to corrections of O(a) ≪ 1 in the governing partial differential equations. Neglecting these small corrections of O(a) recovers the structure of the original partial differential equations withx replacing x, but with the mushy layer occupying 0 <x < λ. However, in what follows we will drop thex-notation and proceed with notation where the mushy region occupies 0 < x < λ with the chimney described by boundary conditions applied at a singular interface at x = 0. The chimney width a(z, t) then acts as a parameter in the boundary conditions along the singular interface at x = 0. Fluid flow in the chimney is described by lubrication theory (Chung & Worster 2002) , yielding
where a quadratic Polhausen approximation has been used to determine the pre-factor in the buoyancy force (Schulze & Worster 1998) . The mass-flux boundary condition (2.12) is applied to the vorticity equation (2.9). The term a∂ψ/∂x in (2.12) results from assuming that, in the limit of vanishing solid fraction, the velocity is continuous at the mush-liquid interface that forms the chimney wall (Chung & Worster 2002) . Le Bars & Worster (2006) demonstrated that an improved porous medium boundary condition imposes continuity of u at a small distance δ of order the pore scale inside the porous medium. However, for simplicity we here retain the boundary condition (2.12) which can be viewed as the leading term in a Taylor expansion for δ ≪ 1. The heat conducted into the chimney wall balances the heat flux advected along the chimney,
The heat flux boundary condition (2.13) is applied to the heat equation (2.3). As demonstrated in appendix A, this boundary condition relies on the approximation aψ/h ≪ 1. This approximation was previously justified in the asymptotic limit Rm 4/3 Da ≪ 1 by Schulze & Worster (1998) . The simulations presented here extend over a wider range of parameter space, and so we proceed under the ansatz aψ/h ≪ 1 and treat (2.13) as a leading order perturbation expansion. Our subsequent simulations reveal a/h < 0.06 and ψ < 1, so this is a self-consistent assumption.
The chimney width a(z, t) is determined from marginal equilibrium, which for a free boundary with net outflow, yields
14) (Schulze & Worster 2005) . The chimney width a(z, t) adjusts in order to satisfy the condition (2.14). This is the time-dependent generalization of the marginal equilibrium condition of Chung & Worster (2002) .
The remaining boundary conditions on the lower and right-hand boundaries of the mushy region are 16) corresponding to no mass flux across the lower heat exchanger which is fixed at the eutectic temperature, and symmetry conditions at x = λ. We pause here to consider some restrictions regarding the current modelling framework using ideal mushy layer theory. The use of Darcy's law to describe porous medium flow assumes a low Reynolds number Rep =Ûδ/ν = O(1) within the pore space, whereÛ is an approximate dimensional velocity scale andδ an approximate lengthscale of the pores. In addition, the continuum conservation equations are justified by volume averaging across solid and liquid phases, and assume that all macroscopic flow features within the mushy layer occur on lengthscales larger than the pore scale. We return to these conditions in §4.2.
Numerical methods
We solved the system (2.3)-(2.16) numerically using second-order finite differences for the timedependent problem, complemented by an arc-length continuation method that traces both stable and unstable solution branches in order to verify the bifurcation structure. A brief summary follows, with a more detailed elaboration in Appendix B.
Semi-implicit Crank-Nicholson time-stepping was used to update the heat and concentration equations (2.3) and (2.4), while the vorticity equation (2.9) yields a nonlinear Poisson equation for ψ. After time discretization, the spatial derivatives of (2.3) and (2.9) yield elliptic systems that were solved using multigrid iteration (Adams 1989; Briggs et al. 2000) . The free boundaries a(z, t) and h(x, t) were updated via relaxation, with a(z, t) updated at each value of z to reduce the error in (2.14). A corresponding free-boundary problem for h(x, t) using (2.10a) yielded an unstable scheme when used in conjunction with the boundary layer approximation (2.11). Hence, following Schulze & Worster (1998) , a one-parameter shape
is enforced, which has a thermal boundary layer in order to remove a temperature singularity at the chimney top. We use a thermal-boundary-layer width 1/µ = Rm −2/3 following the scaling analysis of Schulze & Worster (1998) . Note that (2.17) is an approximation to h(x, t) and does not provide an exact solution of the free boundary problem. We choose to apply the boundary conditions so that the condition of marginal equilibrium (2.10a) is enforced exactly at all times by setting θ = 0 at z = h as a boundary condition on (2.3), and then h0 is updated to minimize the least-square residual in the heat flux condition (2.11). In this manner, errors from the two approximations (2.11) and (2.17) are incorporated in one condition. The time-dependent initial value problem was integrated to a steady state with initial conditions given either by an analytic solution for solidification with no fluid flow (e.g. Worster 1991) or by continuation from a previous solution with different parameters. In addition to other flow quantities, we diagnose the solute flux from the mushy layer into the fluid per unit width. The combination of conservation of solute with continuity of C at a freezing interface with outflow results in φ = 0 at the chimney wall (Schulze & Worster 2005) , and further noting that θ = φ = 0 at z = h, the resulting solute flux reduces to a line integral over the chimney boundary, with absolute magnitude
In steady state, integrating (2.4) over the area of the mushy region, using the divergence theorem and applying the boundary conditions (2.10), (2.15) and (2.16) yields the alternative expression
which is adopted here for numerical convenience.
To complement the time-dependent solutions, an arc-length continuation scheme was applied to trace both stable and unstable steady states, and verify the bifurcation structure (Keller 1977) . To reduce the computational cost associated with the size of the Jacobian matrices required for arc-length continuation, we project the finite-difference solutions of (2.3)-(2.16) onto a basis of Chebyshev polynomials yielding a low-order pseudo-spectral representation for use in the predictor-corrector scheme. The resulting updated Chebyshev projections were then used as initial conditions in an iterative time-independent version of the finite difference code for post processing (see Appendix B for further details).
Flow dependence on chimney spacing
We begin by considering the evolution of flow dynamics as the chimney spacing is varied, illustrating key features described by Wells et al. (2010) to provide context for the later discussion. To demonstrate the system dynamics, figure 2 shows a characteristic example of the variation of the dimensionless solute flux per unit width Fs with chimney half-spacing λ. The system has two stable states showing hysteresis: a lower branch of no flow for λ < λu (solid line with triangle symbols) and an upper branch of chimney convection for λ > λc (solid black curve). The arc-length continuation method also reveals an intermediate unstable branch of chimney convection (dashed curve), with the two states of chimney convection becoming extinct via a bifurcation at (λc, Fc) as λ is reduced. For large values of Rm this corresponds to a saddlenode bifurcation. For much smaller Rm, close to the linear critical value of Rayleigh number, the arc-length continuation suggests a singular Jacobian matrix at the turning point consistent with a more complex bifurcation structure involving flow without steady-state chimneys (see for example the bifurcation to a state of convection without a chimney shown in figure 2b of Wells et al. 2010) . However, we emphasize that, for all simulations considered, the solute flux shows the same qualitative turning point structure as illustrated in figure 2, with steady states of chimney convection ceasing to exist for λ < λc. Failure of convergence of the arc-length scheme prevents continuation of the unstable branch to larger λ. The simulations considered here show that this form of hysteresis behaviour identified by Wells et al. (2010) persists for a wide range of concentration ratios C and Rayleigh numbers Rm. The solute fluxes illustrated in figure 2 have an optimal value at λ = λo. Figure 3 shows the corresponding profiles of temperature (colour scale in panel a), solid fraction (colour scale in panel b) and chimney width (panel c) in this optimal state, along with streamlines of Darcy velocity (magenta curves in panel a) and net fluid flux q = u − k relative to the heat exchangers (magenta curves in panel b), where k is a unit vector in the z-direction. These profiles exhibit the same flow structure observed by Wells et al. (2010) , with inflow at the top boundary, circulation in an order-one aspect ratio convective cell, and then outflow into the chimney at the left side of the domain. At the large Rayleigh number of this simulation we observe a tapered chimney shape which is narrow at the base, differing slightly from the steep-sided chimneys observed at low Rayleigh number (see Chung & Worster 2002 , and also confirmed using our current method). In §4 we determine a transition in scaling regimes for the chimney between dominance of plug flow and Poiseuille flow, which may underlie this difference in shape.
We now examine in detail the flow dynamics as the Rayleigh number and concentration ratio are varied. For fixed Rayleigh number, the bifurcation at (λc, Fc) defines a stability boundary for the existence of the observed chimney-convection state in cells of confined width. Figure 4 traces the stability boundaries λc(Rm) as a function of Rayleigh number for a wide range of concentration ratios with C ≥ 2. Chimney convection is stable above each of the curve sections plotted in the (λ, Rm) plane in figure 4a. All concentration ratios used are consistent with the same underlying pattern, with chimney convection suppressed for small Rayleigh numbers or small chimney spacings. This behaviour is consistent with the experiments of Zhong et al. (2012) . Note that convergence issues in the arc-length continuation method prevented us from extending the range of these curves: the failure of convergence of the corrector scheme is responsible for failure at larger Rayleigh numbers, and for the smaller Rayleigh numbers, due to the existence of a nearby oscillatory state, there was a failure of convergence of the finite-difference code used to generate an initial guess for the tangent vector. Figure 4b examines the scaling of the stability boundary by plotting pairs of values (λc, 1/Rm). For λc ≪ 1 the variation of 1/Rm with λc is approximately linear for each curve, with the λc-dependence weakening for larger λc. Figure 4b also demonstrates that the critical Rayleigh number for convection Rmc(λc) decreases slightly as the concentration ratio increases, so that chimney convection is stable over a wider range of (λ, Rm) for larger C. The leading order linear variation for λc ≪ 1 is consistent with a scaling
for Rc constant, which we can reinterpret in terms of an approximate revised stability condition
in terms of an effective Rayleigh number
formed using the permeability Π0 and the horizontal width of a convection cell l/2. This modified Rayleigh number can be rationalized by noting that the mush-liquid interface is a free boundary and so the dimensional thicknessĥ is free to evolve in response to the flow. Hence, when determining a critical porous-medium Rayleigh number gβ(C0 − CE)Π0ĥ/νκ for convection,ĥ can scale either with the vertical thermal diffusion length scale κ/V , with the convection-cell width l/2, or else some combination of the two. For large Rayleigh number the mushy-layer structure is dominated by the convective flow and thus we expectĥ to be independent of the thermal diffusion scale. This leads toĥ ∝ l/2 for Rm ≫ 1, yielding the effective Rayleigh number (3.3). Hence, for strong convection in cells of confined horizontal width, it is the horizontal length scale that provides the dominant restriction when determining allowed modes of convection. This effect is associated with the competition between convection cells for material to transport out of the mushy layer. We expect and observe the scaling (3.2) to break down when λ = lV /2κ = O(1), when the vertical thermal length scale becomes comparable to the chimney spacing and plays a more significant role in controlling the stability of convecting states.
Scaling of the optimal state for large Rayleigh number
We now investigate how the states with optimal potential energy fluxes evolve as the vigour of convection increases for large Rayleigh number. We begin by identifying relevant scaling regimes in the governing equations to provide context for later discussion of the numerical results.
Scaling analysis
We investigate the scaling of the optimal state for strong convection in the asymptotic limit Rm ≫ 1, with C > 1 and S > 1 relevant to our numerical simulations. In particular, consistent with our hypothesis that the chimney spacing adjusts to provide an optimal solute flux, we derive scalings where λ varies with Rm (other scalings are possible if the chimney spacing is specified a priori and introduces an additional length scale into the problem). Noting that θ = O(1) as a result of the boundary conditions and 0 < φ < 1 by definition, we determine the possible self-consistent asymptotic scalings of (2.3)-(2.16) that take the form
capturing convection that penetrates the full depth of the mushy layer. We shall demonstrate below that such scalings will only be valid with the further condition Rm/C = O(1), in order to maintain a solid fraction with 0 < φ < 1. With the expectation that X, Z,λ, H and Ψ will be of order one, the exponents b, c and d can be determined as follows. The balance of conduction of heat into the chimney with heat advected along the chimney in (2.13)
At the mush-liquid interface, the balance of heat advected into the boundary layer with heat conducted into the mush requires d = c + b, so that we must have c = d, b = 0, and hence (2.11) reduces to
3) where∇ = (∂/∂X, ∂/∂Z) and U = (−∂Ψ/∂Z, ∂Ψ/∂X). Next, noting that Π = O(1) near the mush-liquid interface, a balance of baroclinic torque with viscous dissipation of vorticity in (2.9) requires c = 1, yielding∇
These conditions result in the asymptotic scalings
from which we expect that u = (−∂ψ/∂z, ∂ψ/∂x) = O(Rm) and from (2.18) the solute flux will have the scaling Fs = O(Rm), (4.6) consistent with the observation of Wells et al. (2010) .
The rescaled versions of the heat equation (2.3) and solute equation (2.4) become
If U ·∇θ = 0 somewhere in the domain, then for Rm ≫ 1 (4.8) can only be satisfied in a self-consistent fashion if Rm/C = O(1), so that C ≫ 1. Hence (4.8) predicts a solid fraction scale
This balance breaks down for Rm ≫ C. In particular, we expect that as φ approaches 1, the permeability Π → 0 and reduces the strength of flow given by the rescaled vorticity equation (4.4). This form of scaling analysis cannot lead to scaling laws suitable for Rm ≫ C, and it is possible that the variation in permeability may lead to convective flow that does not penetrate the full depth of the mushy layer. The scaling (4.9) can be used to show that (4.7) yields a self-consistent balance provided S/C = O(1). The boundary conditions (2.15)-(2.16) at z = 0 and x = λ retain the same form after rescaling, and at the chimney wall (2.14) yields Note that there is upflow with ∂Ψ/∂X > 0 in the neighbourhood of the chimney, and hence (4.11) provides two possible consistent scalings for the chimney width valid for two different ranges of Rm 2 Da . If Rm 2 Da ≪ 1, then 12) and the final term in (4.11) is negligible. Poiseuille flow in the chimney is driven by buoyancy in the chimney and the pressure gradient exerted by the flow in the mush, both forces being of the same asymptotic magnitude. In this limit, the dimensional chimney width 2â ∝l f ≡ [νκ/gβ(C0 − CE)] 1/3 has a length scalel f relevant for convection in a purely liquid region. The second possible scaling for a occurs when Rm 2 Da ≫ 1, and we find 13) so that the final term dominates the right-hand side of (4.11) so that there is plug flow in the chimney. Here the chimney forms a passive conduit of enhanced permeability, adjusting to accommodate the flux supplied by convection in the mushy region. The dimensional chimney width satisfies 2â ∝lp ≡ νκ/gβ(C0 − CE)Π0 consistent with a lengthscalelp controlled by porous medium convection in the interior of the mushy layer. The group Rm 2 Da = (l f /lp) 3 can therefore be interpreted as a measure of the relative strengths of porous medium convection compared to pure fluid convection. We note here that whilst solutions in the limit (4.13) remain mathematically consistent solutions of mushy-layer theory, the manifestation of the chimney in It is interesting to note that if a is determined consistent with the condition (4.11), the asymptotic scalings of the remainder of the flow remain independent of the particular scaling of a. This emphasizes the role of chimneys as passive conduits that assist the drainage of fluid driven by convection in the interior of the mushy layer. The scalings (4.5)-(4.6), (4.9) and (4.12) have also been recovered independently in a recently developed simplified model of chimney convection that assumes constant permeability and a linear background temperature gradient (Rees Jones & Worster 2013 ), and we now compare the scalings to full numerical simulations where the assumptions of the simplified model are relaxed.
Numerical results in the optimal state
States with optimal fluxes were identified in the numerical simulations for a range of values of Rm and C. Guided by the scaling analysis in §4.1, we now investigate the behaviour of the optimal state as Rm varies with all other parameters held fixed. Such variation in the vigour of convection could be achieved in directional solidification experiments by varying the growth rate V . In this section we fix the parameter values S = 5, θ∞ = 0.4 and Da = 5 × 10 −3 for consistency with the previous study of Chung & Worster (2002) . Figure 5a shows the variation of the optimal solute flux Fo with mush-Rayleigh number Rm for a wide range of concentration ratios 2 ≤ C ≤ 75. For the largest concentration ratios, the flux varies approximately linearly with Rayleigh number across the full plotted range. For smaller values of C, initially the flux varies approximately linearly with Rayleigh number before the growth begins to saturate with sub-linear growth for larger values of Rm. This is consistent with the scaling behaviour identified in §4.1 with Fo ∼ αRm for Rm ≫ 1 and Rm/C = O(1), where the slope α is constant, but the scaling breaks down when Rm ≫ C as the solid fraction becomes large and reduces the permeability. The magnitude of the solute flux increases with C, and in figure 5b we illustrate the C-dependence of the slope α = ∂Fo/∂Rm for three moderate values of Rm in the region of near-linear scaling where Fo ∼ α(Rm − Rm0). The increase in flux with C is also consistent with variation of the permeability, with the scaling (4.9) implying smaller solid fraction and hence higher permeability for larger values of C. Rm/C = O(1) and Rm, C ≫ 1. Data for C = 2 and C = 3 follow the same qualitative trend whilst showing a slight deviation from the collapse of the remaining data. This is consistent with the hypothesized breakdown of the scalings when C = O(1). Figure 7 demonstrates the scaling behaviour of the optimal chimney half-spacing λo and corresponding mean mush thicknessh, maximum vertical velocity wmax and maximum streamfunction ψmax. Motivated by the scalings (4.5) we plot 1/λo and 1/h versus Rm in panels a and c respectively. Both plots show an initial period of linear variation, consistent with the scalings λ = O(Rm −1 ) and h = O(Rm −1 ), before the previously discussed flow saturation effect leads to deviation from the linear trend at larger Rm. For a given value of Rm both the optimal chimney spacing λo and mean mush depthh decrease as C increases. Note that the scalings λ ∝ Rm −1 and h ∝ Rm −1 give rise to the O(1)-aspect-ratio convective cells identified by Wells et al. (2010) and Wells et al. (2011) , and also observed in enthalpy method simulations in wide cells by Katz & Worster (2008) . The absolute maximum vertical velocity |wmax| initially increases approximately linearly with Rm (panel b) with stronger flow for larger C. The maximum streamfunction ψmax remains O(1) throughout, with ψmax increasing slightly with C. Note that for 25 ≤ C ≤ 75, ψmax increases slightly with Rm after an initial transient, whilst for C ≤ 15 we observe that ψmax begins to decrease for large Rm consistent with saturation of the mass flux for Rm ≫ C.
The behaviour of Fs, φmax, λo,h, wmax, and ψmax are consistent with the hypothesized scaling regime, which suggests the following picture for the development of the flow in directional solidification. As the strength of convection increases, enhanced advection of heat from the overlying liquid gives rise to a thinner mushy layer with h ∝ Rm −1 . Optimal drainage of potential energy is achieved with O(1)-aspect-ratio convection cells which minimize the resistance to flow, and hence the optimal chimney spacing also reduces with λ ∝ Rm −1 . The mass flux through each convective cell remains of similar magnitude, with ψmax = O(1) as Rm increases, but the smaller chimney spacing allows a higher density of convective cells so that the fluid velocity u = O(Rm) and solute flux Fs = O(Rm) both increase with Rm. The velocities and fluxes are smaller for smaller C because the solid fraction increases as C decreases, and the decreased permeability provides more resistance to flow. For sufficiently strong convection with Rm ≫ C there is a saturation effect as the solid fraction becomes large, the permeability is reduced, and the flow and solute fluxes grow more slowly. It is important to note that this picture for directional solidification does not translate directly to the different setting of transient growth, where h(t) grows over time and the observed coarsening of chimney spacing as h(t) increases is consistent with the aspect ratio λ/h = O(1) (Wells et al. 2010) .
In §4.1, we identified two different possible scalings for the chimney width given by (4.12) and (4.13). To investigate which of these scalings is relevant we plot a −3 versus Rm in figure 8a and a −1 versus Rm in figure 8b . For large values of Rm, figure 8 shows that a −3 increases nonlinearly with Rm, whilst a −1 shows approximately linear variation with Rm. This suggests that for large Rm our numerical simulations with Da = 5 × 10 −3 correspond to the scaling a = O(1/Rm), consistent with the limit Rm 2 Da ≫ 1. However, one would expect the alternative scaling (4.12) to be achieved for smaller values of Da . For the simulations with 2 ≤ C ≤ 5, both 1/a 3 and 1/a diverge for small Rm, with the chimney closing and a → 0 as the Rayleigh number approaches the critical threshold for existence of chimney convection.
We conclude this section by returning to the criterion for physical applicability of ideal mushy layer theory. The scaling behaviours and numerical solutions discussed above are mathematically consistent solutions of the relevant ideal mushy layer equations, which contain no direct information about the material microstructure. However, the details of this microstructure may affect the applicability of certain aspects of the theory to particular physical settings. We focus our discussion on materials where the permeability Πo ∼δ 2 scales as the square of the dimensional pore scaleδ (neglecting any pre-factor in the scaling), so that the dimensionless pore so that the chimney width is wider than the pore scale in the asymptotic limit Rm Da 1/2 → 0. By contrast, the scaling (4.13)
so that materials with Πo ∼δ 2 have a predicted chimney width smaller than the physical pore scale for sufficiently large values of Rm Da 1/2 . Hence, whilst the mathematical description remains self consistent for Rm Da 1/2 ≫ 1, the physical manifestation of the chimney shape in the limit (4.13) may depend on the permeability and microstructure of the material in question. However, we emphasize that the asymptotic flow structure in the interior of the mushy layer remains relatively insensitive to the particular shape of the chimney with the scalings (4.5), (4.6), and (4.9) for the interior of the mushy layer remaining valid in both regimes (4.12) and (4.13) for the chimney. In particular, the value of Da only enters the problem through (2.12), and hence if chimney scalings are determined consistent with (2.12) we expect the dominant structure of the flow in the interior of the mushy layer to be robust, and independent of both the particular chimney shape and value of Da . This would be the case if one were to solve the heat equation (2.3) and the vorticity equation (2.9) subject to boundary conditions (2.13) and (2.14), with a adjusted to satisfy (2.12). The physics of the initial problem and our numerical methodology correspond to a solution of the heat equation ( Figure 9 . Comparison of stable steady states of solute flux Fs as a function of chimney half-spacing λ using (a) the cubic permeability function (2.5), and (b) the Carman-Kozeny (C-K) permeability function (2.6) using ǫ = 0.1. Both permeability functions result in hysteretic behaviour, with an upper stable branch of chimney convection for λ > λc (black curve) and a lower branch with a state of no flow being stable for λ < λu (blue line with triangles). The parameters Rm = 35, C = 15, S = 3, θ∞ = 0.5 and Da = 10 −4 are held fixed in both plots.
ticity equation (2.9) using boundary conditions (2.13) and (2.12) at x = 0, with a adjusted to satisfy the marginal equilibrium condition (2.14). Whilst mathematically rational, we have not proved that these two different approaches are guaranteed to give the same solution. However, it is interesting to note that previous simulations that varied Da with all other parameters held fixed resulted in a mass flux through the chimney wall that was independent of Da (Zhong et al. 2012) .
Dependence of flow on the permeability function
We conclude the presentation of results by discussing a selection of simulations using the Carman-Kozeny permeability function (2.6) to examine the influence of the permeability variation on the flow dynamics. The stable solution branches of Fs(λ) using the cubic permeability function (2.5) are compared in figure 9a with those using the Carman-Kozeny permeability function (2.6) in figure 9b , with all other common parameters the same in both plots. The two different permeability functions produce the same qualitative structure of flow dynamics, with the usual hysteresis loop involving a state of no flow for λ < λu (blue line with triangles) and an upper branch of chimneys convection for λ > λc (black solid curve). This indicates that the overall qualitative structure of the flow dynamics is robust for both of the different permeability functions. The main quantitative differences are that the Carman-Kozeny permeability permits a stronger flow with larger solute fluxes, and the bifurcation points λc and λu are at smaller λ which indicates that chimney convection is more favourable for the Carman-Kozeny permeability than for the cubic permeability.
The optimal solute flux also occurs at a smaller chimney half-spacing λo for the CarmanKozeny permeability and in figure 10 we compare the corresponding flow profiles for cubic permeability (panels a-c) and Carman-Kozeny permeability (panels d -f ). The solid fraction φ shows greater variation for the Carman-Kozeny permeability than the cubic permeability (see colour scales in figures 10e and b respectively), which will result in a greater contrast in permeability Π(φ) across the mushy region. This suggests flow focussing as a possible mechanism to explain the difference in optimal chimney spacing, with the larger permeability contrast for the Carman-Kozeny flow encouraging the flow to concentrate in narrower convection cells in order to reduce the resistance to flow. The narrower chimney spacing generates a larger baroclinic torque RmΠ∂θ/∂x = O(Rm/λ) in the vorticity equation (2.9) which drives stronger flow. This q = u − k in figures 10b,e, both of which indicate stronger flow for the Carman-Kozeny permeability. The stronger flow enhances vertical heat transport through the chimney and results in the isotherms having steeper slope at the chimney wall consistent with the boundary condition (2.13). This results in the larger curvature of isotherms observed for the Carman-Kozeny permeability (figure 10d ) than for the cubic permeability (figure 10a). The larger isotherm slope for the Carman-Kozeny permeability also contributes to increasing the baroclinic torque and driving stronger flow. Note that the mush-liquid interface is an isotherm, and also shows significant curvature for the Carman-Kozeny permeability in a manner reminiscent of previous enthalpy method simulations (compare to figure 10 of Katz & Worster 2008 ). The chimney is wider for the Carman-Kozeny permeability in order to accommodate the larger flux of fluid escaping the mushy layer.
Conclusions
We have considered finite-amplitude convection in a mushy layer with a periodic array of chimneys formed during directional solidification, and studied the parametric dependence of the flow over a wide range of chimney spacings, Rayleigh numbers and concentration ratios. A selection of simulations with a Carman-Kozeny permeability (2.6) illustrate that the flow dynamics is qualitatively similar to flow with a cubic permeability function (2.5), with the Carman-Kozeny permeability resulting in stronger flow and narrower chimney spacings, potentially consistent with the process of flow focussing. For the cubic permeability function and a fixed concentration ratio, stable states of chimney convection exist for sufficiently large chimney spacings and sufficiently large Rayleigh number, consistent with a stability boundary (3.2) characterised by the effective Rayleigh number (3.3) based on the convection cell width l/2 when lV /2κ ≪ 1. This recognizes the role of the horizontal wavelength in controlling mode restriction for cells that are narrower than the vertical thermal length scale. As the concentration ratio increases, the observed states of chimney convection are stable over a wider range of λ and Rm.
The optimal potential energy flux criterion of Wells et al. (2010) was hypothesized as a physical mechanism to select preferred chimney spacings observed during directional solidification, and the scaling behaviour of these optimal flux states has been investigated here. For moderately large Rayleigh numbers Rm ≫ 1 with Rm/C = O(1), scaling laws (4.5), (4.6) and (4.9) have been developed consistent with numerical simulations. These scalings illustrate that as the strength of convection increases, the flow velocity increases by generating a larger number of narrower convection cells of O(1) aspect ratio in a thinner mushy region. The scalings derived here are also observed in a recent simplified model that assumes constant permeability and a linear background temperature gradient (Rees Jones & Worster 2013) , which provides support that their approximations do not have a major influence on the flow scaling. The flow dynamics in the chimney exhibits two asymptotic regimes: buoyancy and pressure gradients imposed from the neighbouring mush are of similar magnitude for Rm 2 Da ≪ 1 producing the scaling (4.12), whilst for Rm 2 Da ≫ 1 the chimney forms an entirely passive conduit that adjusts in width to accommodate the fluid flux from the mushy region, giving the scaling (4.13). For Rm/C = O(1) the scaling laws recover a solute flux that increases linearly with Rayleigh number, consistent with the results of Wells et al. (2010) , Wells et al. (2011) , and a recent approximate model (Rees Jones & Worster 2013) . However, the linear scaling does not persist indefinitely and for Rm ≫ C we observe sub-linear growth resulting from saturation of the flow due to porositydependent permeability as the solid fraction increases. This flow saturation for Rm ≫ C raises interesting questions regarding the applications in sea ice modelling, where typically C ≪ 1. Intriguingly, Wells et al. (2011) found that the salinity evolution in experimental sea ice growth was consistent with a scaling Fs ∼ α(Rm − Rm0), despite being in the regime C ≪ 1. It remains an open question to determine whether directional solidification will again recover Fs ∝ Rm in a new dynamical regime for C ≪ 1, or whether this is associated with some specific property of transient solidification where the ice thickness h increases over time. A further question of interest relates to how convection in the neighbouring liquid region, which was neglected in this study, interacts with the mushy layer flow dynamics described here. If there is turbulent convection in the liquid, one might intuitively expect a thermal and compositional boundary layer to develop ahead of the mush-liquid interface, so that the interfacial temperature and concentration differ from those of the far-field liquid. One would also need to account for modified heat and solute fluxes at the mush-liquid interface, and the precise details of this interaction remain to be explored. Nevertheless, it is hoped that the scaling behaviour and system properties illustrated here may provide insight for simplified modelling applicable to both sea ice growth and other problems involving mushy-layer convection.
To determine the heat flux at the chimney wall, we consider the first order correction to (A 1), with (2.3) yielding
where we have taken advantage of the fact that ∂θ/∂ξ = O(ǫ). Noting that ∂θ/∂ζ is independent of ξ at leading order, integrating (A 2) once and using the boundary conditions ∂θ/∂ξ = ψ = 0 at ξ = 0 yields the condition ∂θ ∂ξ = ǫψ ∂θ ∂ζ
which is valid for 0 ≤ ξ ≤ A. Evaluating (A 3) at ξ = A, and then returning to (x, z) co-ordinates recovers the heat flux condition (2.13) at the chimney wall.
Appendix B. Notes on the numerical procedure
Two complementary numerical methods were applied, as described in the main text. We elaborate on the time-dependent code in §B.1 and the arc-length continuation scheme in §B.2.
B.1. Time-dependent solution
The time-dependent problem was solved using finite differencing. We use the co-ordinate transform ζ = z/h to allow the use of a time-independent spatial grid with 0 ≤ ζ ≤ 1. Semi-implicit Crank-Nicholson timestepping is used to update the enthalpy θ − φS/C and the total concentration Cφ + θ(1 − φ), using streamfunction data from the previous timestep only. The tridiagonal system resulting from (2.4) was solved using standard LAPACK routines (Anderson et al. 1999) . After time discretization, (2.3) yields an elliptic system in space which, along with the vorticity equation (2.9), was solved using multigrid iteration via an adaptation of the MUDPACK multigrid routines (Adams 1989) . The boundary condition (2.12) for the vorticity equation for the updated streamfunction ψ n+1 is split in the form ψ n+1 = (1 − ǫ1 ∆t)ψ n + ǫ1∆t a where ǫ1 is constant and ∆t the numerical time step. This relaxation approach satisfies (2.12) with a discretization error of O(∆t). Using streamfunction data ψ n from the previous timestep allows a straightforward implementation of the MUDPACK multigrid routines when a = 0 over a subsection of the boundary. The modified free-boundary condition (2.11) and (2.17) is solved by minimizing the least-squares residual from the relation The choice of the relaxation rates ǫ1, ǫ2, and ǫ3 used here influence the solution behaviour over very short timescales, but do not influence the final steady state except for close approach to the bifurcation points, where arc-length continuation was used to confirm the solution trajectory. Values ǫ1 ≤ 30, ǫ2 ≤ 20, and ǫ3 ≤ 5 were found to give good numerical convergence, with the maximal values typically used to obtain rapid relaxation compared to the development of the flow. Each subsection of the computer code was tested independently for accurate convergence against analytic solutions of simple advection and diffusion problems, and the full code was tested by adding false forcing to generate known analytic solutions of the modified system. The final solutions were tested by reducing step size ∆x, and checking for O(∆x 2 ) convergence.
B.2. Arc-length continuation
A pseudo-arclength continuation method was used to trace the branches of stable and unstable steady states (Keller 1977) . Using Nx × Nx spatial grid points, the finite-difference solution
