Abstract-For many applications, such as targeted advertising and content recommendation, knowing users' traits and interests is a prerequisite. User profiling is a helpful approach for this purpose. However, current methods, i.e. self-reporting, web-activity monitoring and social media mining are either intrusive or require data over long periods of time. Recently, there is growing evidence in cognitive science that a variety of users' profile is significantly correlated with eye-tracking data. A novel just-in-time implicit profiling method, Eye-2-I, which learns the user's demographic and personality traits from the eye-tracking data while the user is watching videos is proposed. Although seemingly conspicuous by closely monitoring the user's eye behaviors, the proposed method is unobtrusive and privacy-preserving owing to its unique combination of speed and implicitness. As a proof-of-concept, the proposed method is evaluated in a user study with 51 subjects.
INTRODUCTION
Providing personalized services, such as targeted advertising [1] , content recommendation [2] , multimedia retrieval [3] and personalized persuasion [4] , has been important to users [5] ; and by natural extension, service providers. User profiling has been proposed to tackle this issue, whereby personal information (e.g., interests, traits, and demographic data) are collected either directly from user feedback or inferred indirectly from past behavior record, such as Internet activity or social media history. User feedback is intrusive; and existing behavior tracking methods are severely hindered by the availability of historical data, data impurity, and privacy and security concerns. It remains to be addressed how to make timely inferences of user profiles based on a data collection process that is unobtrusive to the users.
It is our vision that answers to this question lies in deeper understanding of users' natural behaviors in the respective interaction context in a just-in-time manner.
It is well-established in the cognitive science and psychology communities that personal traits significantly influence human's subconscious responses. Inspired by implicit tagging where the meta-data about a multimedia content is derived from the observer's natural response [6] , a method to infer the user's traits from the eye-tracking data is proposed. Figure 1 . A screen capture from our demo video. This top shows the eye fixation on the video. The bottom shows the output of Eye-2-I. The system is able to infer the demographic and personality from the user's eyetracking data.
Eye-tracking data captures an automatic and subconscious response, which is influenced by a person's traits [7] [8] [9] . With this scientific principle, supervised learning to infer one's traits from the eye-tracking data was used.
To the best of our knowledge, this is the first user profiling system, Eye-2-I, which uses Eye-tracking data for just-In-time and Implicit profiling to infer a comprehensive set of users' attributes while they are watching a video. The profile is available by the first shot, typically few seconds. With empirical evidence, the capability of using eye-tracking data for inferring the complete users' profile of 8 demographic traits and 3 personality types is demonstrated. In sum, the proposed method offers two unique features: timeliness and implicitness. In the current implementation, eye-tracking data is captured using specialized devices (SMI RED 250) to ensure data fidelity.
II. BACKGROUND
Self-reporting is a simple and direct method for capturing a user's profile. It has response time of several minutes and is obtrusive. Alternatively, profiling can be done using historical Internet activity data, including emails, views, link-clicks and searches. For example, as users browse Google's partner websites, it stores a HTTP cookie in a user's browser to understand the types of pages that user is visiting (usertracking). This information is used to show ads that might appeal to the users based on their inferred demographic categories [1] . Another example is the use of dynamic images in email content to identify the appropriate persuasion message [4] .
The social media also provides a rich source of data for user profiling. Kosinski et al. used the history of ``Like'' in Facebook to infer traits and attributes [10] . Twitter can also reveal much about the user's traits such as ethnicity and political affiliation as shown by [11] . Personality can also be revealed from Twitter's history [12] . Cristani et al. showed that personality traits can also be inferred from one's ``favourite'' Flickr images [13] .
While the proposed method also monitors users' behaviors to infer their profile, a different type of behavior, namely eye-tracking data is tracked. With eye-tracking, the response time is in seconds and minutes, instead of hours or days as with tracking users' history of web or social media activity. Thus profiles are made available sooner and will be more updated and relevant.
Behaviors can be conscious and purposeful, such as clicking on hyperlink, posting a tweet, tagging an image as a ``favorite'; or subconscious responses, such as pupil dilations, blinks and fixations. Conscious behaviors are more robust against irrelevant factors, e.g. environmental noise and lighting changes. But subconscious responses are more resistant to manipulations and deception [14] .
Depending on the scope of the behavior, a single user can be identified from their browsers (e.g. with web cookies), user accounts or service sessions. Eye-2-I track eye movement behaviors and store the profile within a service session. The duration of the session is application dependent. By default, the profile is discarded after each session for privacy protection. If privacy is not a concern, for example, in a fully protected or trusted environment, the profile can persist across multiple sessions using any existing methods, e.g. user account or web cookie.
From TABLE I, it is clear that Eye-2-I is unique among the various profiling methods. Its unique properties open an entirely new approach to user profiling.
Facial features provide an alternative means of just-intime profiling implicitly. Personal traits such as gender, age and ethnicity can be inferred from facial features [15] . However, the proposed method can also be used to predict other demographic factors which may not manifest in appearance-based methods, e.g. religiosity. Our prior work infers demographic and personality traits from eye-tracking data while users are viewing images [16] . Alt et al. proposed how gaze data on web-pages can be used to infer attention and to exploit this for adaptive content, i.e. advertising [18] . Eye-2-I differs from these works in that it is using eye-tracking data from video-viewing.
III. COGNITIVE RESEARCH
In cognitive research, studies show that different groups of people have different eye movement patterns. Among the most well studied traits are gender, age, culture, intelligence and personality. Goldstein et al. examined the viewing patterns when watching a movie and observed that male and older subjects were more likely to look at the same place than female and younger subjects [8] . In other words, male and older subjects have less variance in their eye-movements. Similarly, Shen and Itti's work on visual attention while watching a conversation shows that the top-down influences are modulated by gender [19] . In their experiments, men gazed more often at the mouth and women at the eyes of the speaker. Women more often exhibited ``distracted'' saccades directed away from the speaker and towards a background scene element. Again, male subjects have less variance in fixations positions. Chua et al. measured the eye gaze differences between American and Chinese participants in scene perception [7] . Chinese participants purportedly attend to the background information more than did American participants. In another study, Asians attended to a larger spatial region than do Americans [20] . In Noiwan and Norcio's study of cultural differences on attention and perceived usability, ``Thai participants report higher frequencies in several banner conditions than do American participants'' [21] . Wu et al. discovered that the personality relates to fixations towards eye region [9] . These prior studies support our hypothesis that eye-movements are correlated with a wide range of personal traits.
IV. DATA COLLECTION
The evaluation dataset is the first multi-modal dataset (facial expressions, eye-gazes and text) coupled with anonymous demographic profiles, personality traits and topics of interest of 51 participants. It is available for noncommercial and not-for-profit purposes.
A. Participants
Fifty-one participants were recruited for the 1-hour paid experiment from an undergraduate, postgraduate and working adult population. They have perfect or corrected-toperfect eye-sight and have good understanding of English language.
B. Procedure
The subjects were asked to view all four videos (with audio) in a free-viewing setting (i.e. without assigned task). Specifically, they were instructed to view the videos as they would watch in their leisure time on their computer or television. The experiment was approved by the Institutional Review Board (NUS IRB) for ethical research. Their eye-gaze data was recorded with a binocular infra-red based remote eye-tracking device SMI RED 250. The recording was done at 60Hz. The subjects were seated at 50 centimeters away from a 22 inch LCD monitor with 1680x1050 resolution. A web-camera is also set up to analyze their facial expressions. The eMotion system tracks the face and returns a streaming probability for neutral, happy, surprise, anger, sad, fear, and disgust [22] .
As the study's objective is to profile the subjects implicitly and unobtrusively, the subjects were not restrained by any physical contraption, e.g. chin rest or head rest. This setup is different from most other fixation datasets [23] .
To obtain good quality eye-tracking data, the subjects were given instructions to keep their eyes on the screen and to remain in a relaxed and natural posture, with minimal movements.
C. Videos
Some videos are more likely than others to elicit eyegaze behaviors which are suitable profiling of the different attributes. Four videos with different genres, number of acts, languages, cast make-up and affect were selected. The duration of each video was about 10 minutes. All videos were presented to every participant in random order.
D. User's Feedback
The participants answered questions after watching the video: rating (1-5, dislike to like), emotional valence (1-9, sad to cheerful), emotional arousal (1-9, calm to excited). They selected topics which were related to videos from a list. The participants were also asked if they had viewed the videos before. The participants also answered questions on their demography and personality.
V. METHODOLOGY There is abundance of study linking eye-movements with various personal attributes, however none has attempted to automatically predict the user profile from eye-tracking data.
Firstly, the profile's attributes which are of interests to multimedia applications were identified. Next, statistical features were extracted from the eye-tracking data. Then with these features, the SVMs with labeled data for each video shot were trained.
A. Traits Profiling
The following personal traits for profiling: gender, agegroup, ethnicity and religiosity were identified. Many of these traits are used in market segmentation and targeted advertising [1] . [24] found that advertisements were evaluated more positively the more they cohered with participants' personality types. Personality is also useful with other applications such as movie recommendation [25] . Eye-2-I infers the Jung's personality types: Extrovert/Introvert, Sensing/Intuition and Thinking/Feeling for the eye-gaze [26] .
B. Features Extraction
The statistical features are extracted from the eyetracking data of each shot for classification. Five features are identified as in [16] for inferring personal traits for images viewing activity. These features are found to be different among people with different traits from prior research [7] [8] [27] . The features are:
̅ , (mean value of the coordinates, x, y, of the fixation) , , (triangle matrix of covariance of x and y)
VI. EMPIRICAL EXPERIMENTS
For the presentation of the experimental results, the attributes are abbreviated as: extrovert/introvert ei; sensing/intuition sn and thinking/feeling tf. Each attribute into 2 possible classes were classified. Traits with multiple possible values were consolidated into 2 groups for a more balanced distribution. Table III shows the groupings of traits and the distributions of the population. 
A. Data Preparation
The recorded eye-gaze data were preprocessed by the vendor's software to extract the fixations. Fixations from the preferred eye as indicated by the subjects were used. Missing eye-tracking data was ignored for the computation of the statistics. Each video is manually segmented into shots.
B. Experimental Results
First, the overall accuracy for the classifiers is presented. As there is no comparable prior work, chance (0.5) is the only possible baseline comparison. Fig. 1 shows that the mean accuracy for all Eye-2-I classifiers are greater than chance.
In Fig. 2 , for each attribute, mean accuracy of each video is compared. 
VII. DISCUSSION
As described in Section II, faces also provide implicit and just-in-time information about the users. Together with pupil dilations [27] and video content analysis [28] , the affective state of the users can be estimated and a richer set of profiles can be made available. Faces can also be used to enhance Eye-2-I profile on appearance evident attributes, e.g. gender and agegroup.
We are also investigating more advanced features to improve on the classification results. One possible method is a region-based feature. Ref. [29] reported that people with different interests will fixate in different region of interests in a scene. Such feature is more finely grained to differentiate the amount of attention given by a user in the different ROI of a given scene.
To extend this work such that profiling can be performed without any prior training data from a given data, we will explore the various techniques in transfer learning [30] . One potential way forward is to identify both low-level and semantic features which cause the differences of the eyegaze patterns.
VIII. CONCLUSION
The first just-in-time and implicit user profiling method using eye-tracking data is proposed and validated with empirical experimental results. The unique combination of features for the proposed method has potential to support ground-breaking applications. Based on the promising results regarding both the prediction accuracy and response time, we believe just-in-time implicit user profiling is readily achievable in the context of video watching. Given that so much can be known just from one's eye-gaze, the truth lying in the proverb -"The eyes are the window of the soul"} -appositely motivate us to explore new territories of human understanding.
