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Abstract
We use bivariate C1 cubic splines to deal with convexity preserving scattered data interpolation problem. Using a
necessary and sucient condition on Bernstein{Bezier polynomials, we set the convexity-preserving interpolation problem
into a quadratically constraint quadratic programming problem. We show the existence of convexity preserving interpolatory
surfaces under certain conditions on the data. That is, under certain conditions on the data, there always exists a convexity
preservation C1 cubic spline interpolation if the triangulation is rened suciently many times. We then replace the
quadratical constrains by three linear constrains and formulate the problem into linearly constraint quadratic programming
problems in order to be able to solve it easily. Certainly, the existence of convexity preserving interpolatory surfaces is
equivalent to the feasibility of the linear constrains. We present a numerical experiment to test which of these three linear
constraints performs the best. c© 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
In computer-aided geometric design, we often encounter to design an interpolation surface with
convexity or concavity property. Typically, given a set of scattered data f(xi; yi; zi); i=1; : : : ; Ng (zi’s
may be obtained from a convex function), we need to nd a smooth surface S (e.g., S 2 C1(R2))
such that s(xi; yi) = zi; i = 1; : : : ; N and s is convex.
Many researchers have derived necessary and sucient conditions to ensure the convexity
of Bernstein{Bezier polynomials over triangular domain and have studied the convexity of C1
E-mail address: mjlai@math.uga.edu (M.-J. Ming-Jun).
1 Supported by the National Science Foundation under grant DMS-9870187.
0377-0427/00/$ - see front matter c© 2000 Elsevier Science B.V. All rights reserved.
PII: S 0377-0427(00)00382-4
250 M.-J. Lai / Journal of Computational and Applied Mathematics 119 (2000) 249{258
Powell-Sabin’s quadratic spline surfaces; see e.g., [1{4,6,8,11]. In this paper, we use bivariate C1
cubic spline space S13 ( ) over a triangulated quadrangulation to treat this convexity preserving
surface design problem. We will set the interpolatory convexity preserving problem to a quadratically
constraint quadratic programming problem. Under the assumption that the data is obtained from a
strictly convex function which is at least C3 dierentiable, we will show that there exists a convex
C1 cubic spline interpolation over a triangulation which is a renement of the original triangula-
tion . Then we derive three linearly constraint quadratic programming problems to solve the inter-
polatory convexity preserving problem. Certainly, the existence of a convex C1 cubic spline surface
s interpolating the given set of scattered data is guaranteed if the linear constraints are feasible. This
will be discussed in Section 2. We have implemented these linearly constraint quadratic program-
mings using bivariate C1 cubic splines and tested these programmings to see which one performs
the best for various data sets. A numerical experiment is presented in Section 3.
2. Main results and proofs
Let us begin with an elementary lemma.
Lemma 1. Let  be a triangulation of a polygonal domain 
. Let S 2 S1d() be a C1 spline
function over . If for any triangle T 2 ; sjT is convex; then S is convex over 
.
For a proof, see [7] or [5].
To ensure SjT to be convex, there are many sucient conditions available in the literature (cf.
e.g., [2{4,8]). In this paper, we follow the approach given in [8]. Write a polynomial pd of degree
d over triangle T = hv1; v2; v3i in terms of Bernstein{Bezier form. That is
pd(x; y) =
X
i+j+k=d
cijkBijk(x; y);
where Bijk(x; y) = (d!=(i!j!k!))i1
i
2
k
3 with
(x; y) = 1v1 + 2v2 + 3v3 and 1 + 2 + 3 = 1:
For any direction ‘ in R2, we write it as
‘ = ‘1(v2 − v1) + ‘2(v3 − v1):
Then it is known that
D2‘pd(x; y) = d(d− 1)
X
i+j+k=d−2
(‘21 421 421ci; j; k
+2‘1‘2 421 431ci; j; k + ‘22 431 431cijk)Bijk(x; y)
= d(d− 1)
X
i+j+k=d−2
(‘1; ‘2)C (i; j; k)

‘1
‘2

Bijk(x; y)
with C (i; j; k) being matrices of size 2 2 dened by
C (i; j; k) =
421 421 cijk 421 431 cijk
421 431 cijk 431 431 cijk

:
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It is well known that pd is convex on T if and only if D2‘pd(x; y)>0 for all (x; y) 2 T for all
direction ‘.
A trivial sucient condition to ensure the convexity of pd is that C (i; j; k) is positive semi-denite
for i+ j+ k = d− 2. For our application, i.e., bivariate cubic spline functions, this condition is also
necessary. Thus, we have
Lemma 2. Let p3 be a cubic polynominal whose Bernstein{Bezier form with respect to T is
p3(x; y) =
X
i+j+k=3
cijkBijk(x; y):
Then p3 is convex if and only if all three matrices C (i; j; k); i+ j+k=1 are positive semi-denite.
Note that the positive semi-deniteness of C (i; j; k) is equivalent to
421 421 cijk>0; 431 431 cijk>0
and
(421 421 cijk)(431 431 cijk)>(421 431 cijk)2:
These are quadratical constraints which will be used later.
Next, we dene a thin plate energy for any C1 cubic spline function s 2 S13 ( ).
E(s) =
X
T2
Z
T
2
4
 
@2
@x2
s
!2
+ 2
 
@2
@x@y
s
!2
+
 
@2
@y2
s
!235 dx dy:
Let us assume that all data locations (xi; yi); i=1; : : : N are a part of vertices of , a quadrangulation
of 
. Let fi; i=1; : : : ; ng be a locally supported basis for S13 ( ) constructed in [9]. For convenience,
let i; i = 1; : : : ; N be the functions such that
i(xj; yj) =

1; j = i
0; otherwise for all i; j = 1; : : : ; N:
Note that all remaining basis functions satisfying
i(xj; yj) = 0; j = 1; : : : ; N for i = N + 1; : : : ; n:
Hence, for any s 2 S13 ( ) satisfying interpolating conditions, s can be written as
s(x; y) =
NX
j=1
zjj(x; y) +
nX
i=N+1
Cii(x; y):
Thus, E(s) is a quadratic function of c = (cN+1; : : : ; cm)T. That is,
E(s) = 12c
THc + f Tc + D;
where H = [hi; j]16i; j6n−N with
hi; j = 2
X
T2
Z Z
T
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@x2
i
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and f = (f1; : : : ; fn−N )T with
fi = 2
X
T2
Z Z
T
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i+N
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and  =
PN
j=1 zjj(x; y), and
D =
X
T2
Z Z
T
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!235 dx dy:
Writing SjT = Pi+j+k=3 cijk(T )Bijk for each T 2 , we know that cijk is a linear function of ci;
i = N + 1; : : : ; n and zj; j = 1; : : : ; N . Thus,
421 421 cijk(T )>0; 431 431 cijk(T )>0
are linear inequalities while
421 421 cijk(T )431 431cijk(T )>(421 431 cijk(T ))2
is a quadratic inequality in variables cN+1; : : : ; cn. Hence, we are ready to set a quadratically constraint
quadratic programming (QCQP) problem as follows: Find s 2 S13 ( )) such that
minimize 12c
THc + f Tc + D
subject to 421 421 cijk(T )>0; 431 431 cijk(T )>0;
421 421 cijk(T )431 431cijk(T )− (421 431 cijk(T ))2>0
for i + j + k = 1 and for all T 2 :
(QCQP)
Note that the solution satisfying the side conditions (QCQP) forms a convex set. The objective
function of the QCQP problem is a convex function. Thus, the QCQP always has a solution if the
side conditions are feasible. In order to show that under certain conditions on data values, the side
conditions (QCQP) are feasible, we introduce the following:
Denition 3. A function f is said to be strictly convex if there exists a positive number > 0 such
that for any unit direction vector u,
DuDuf(x; y)>;
where Du denotes the directional derivative along the direction u.
We are now ready to state and prove the following:
Theorem 4. Suppose that f 2 C3 is strictly convex with > 0. Suppose that the data values are
obtained from f; i.e.; zi = f(xi; yi). If the data points are dense enough; then the quadratically
constrained quadratic programming problem (QCQP) will have an unique solution.
Proof. We only need to prove that if the data points are dense enough, the side conditions are
feasible. Recall that there exists a quasi-interpolant Qf 2 S13 ( ) such that∥∥∥∥∥ @
+
@x@y
(f − Qf)
∥∥∥∥∥


6Cj j3−−jfj3;1;
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for any nonnegative integers  and  with + < 3 (cf. [10]). Here kgk
 :=maxfjg(x; y)j; (x; y) 2

g and
jfj3;1;
 :=max
( @
+
@x@y
f(x; y)
 ; (x; y) 2 
; +  = 3
)
:
It follows that
kDuDu(f − Qf)k
6Cj jjfj3;1;

for any unit direction vector u. In particular, the above estimate is true pointwise inside each triangle
T 2 . Thus, when j j is small enough, we have
DuDuQf> 0
for any unit vector u inside each triangle T 2 . Hence, Qf is convex by Lemma 2, the coecient
vector of Qf satises the side condition (QCQP). It follows that the convex conditions are feasible
if j j is small enough.
Finally, the uniqueness of the solution of QCQP problems follows from the convexity of the
objective function and the nonsingularity of the matrix E.
We now show that E is nonsingular. Otherwise, let c = (c1; : : : ; cn−N )T be a nonzero vector such
that Ec = 0. Thus, cTEc = 0. It follows that
@2
@x2
 
nX
i=N+1
ci−Ni(x; y)
!
 0; @
2
@xy
 
nX
i=N+1
ci−Ni(x; y)
!
 0;
@2
@y2
 
nX
i=N+1
ci−Ni(x; y)
!
 0
for all (x; y)2
. It follows that L(x; y) := Pni=N+1 ci−Ni(x; y) is a linear polynomial for each triangle
T 2 . Consider a quadrilateral q. Let vq be the intersection of the two diagonals of q. Note that
L(x; y) = 0 for four vertices of q. We need to show that L(vq) = 0. Since L(x; y) are four linear
polynomials on q with zero on the four edges of q and L(x; y) is in C1 function over q, we
can see L(vq) has to be zero. Thus, L(x; y)  0 over q and hence, L(x; y)  0 over 
. Since
i(x; y); i = N + 1; : : : ; n are linearly independent, c has to be zero vector which contradicts the
assumption. This completes the proof.
Remark 5. Assume that the data values are from a strictly convex function f 2 C3(
). If we rene
the underlying triangulation suciently many times so that j j is small enough, then there exists a
convex spline interpolant Sf by Theorem 4. Hence, the side conditions (QCQP) is feasible. It follows
that there exists a convexity-preserving C1 cubic spline interpolant of the given data set. Similarly,
we may use the C1 quadratic spline space over the Powell{Sabin renement of a triangulation of
the data points to nd a convex interpolant.
Remark 6. If a spline space S13 ( ) is xed, one may not be able to nd convexity preserving
interpolants from S13 ( ) for a given data. The following result is worth mentioning (cf. [12]).
254 M.-J. Lai / Journal of Computational and Applied Mathematics 119 (2000) 249{258
Theorem 7. Let N > 4 and D= fxi; i=1; : : : ; Ng
R be a set of distinct data sites. Let S be a
nite-dimensional subspace of C1(
). Then there exist strictly convex data ffi; i= 1; : : : ; ng which
do not admit convexity-preserving interpolation from S.
To solve a quadratically constrained quadratic programming (QCQP) problem, is a time consuming
process although it needs a polynomial time to nd an -solution c such that
 (c)−min
c
 (c)6

max
c
 (c)−min
c
 (c)

:
We refer [13] for interior point algorithms which cost polynomial time to solve this QCQP problem.
Next we linearize the quadratic constraints. Recall again from [8] the following.
Lemma 8. Let pd =
P
i+j+k=d cijkBijk be a polynomial of degree d. If
421 421 cijk>j 421 431cijk j
and
431 431 cijk>j 421 431cijk j;
for i + j + k = d− 2; then pd is convex on T.
This is a sucient condition. The conditions in Lemma 8 are equivalent to
421 421 cijk −421 431 cijk>0;
421 421 cijk +421 431 cijk>0;
431 431 cijk −421 431 cijk>0;
431 431 cijk +421 431 cijk>0
for i + j + k = 1.
The conditions in Lemma 8 may be further weakened. Owing to Carnicer et al. [2] we have
Lemma 9. Let pd =
P
i+j+k=d cijkBijk be a polynomial of degree d. If
421 423 cijk + 2421 431cijk>0;
431 432 cijk + 2421 431cijk>0;
421 431 cijk + 2421 423cijk>0;
421 431 cijk + 2431 432cijk>0;
421 423 cijk + 2431 432cijk>0;
431 432 cijk + 2421 423cijk>0
for i + j + k = d− 2; then pd is convex on T.
Proof. For completeness, we include a proof here. The rst condition implies that
4221cijk>−421 431 cijk :
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and the third condition implies that
4231cijk>−421 431 cijk :
It follows from the second and fourth conditions that
4221cijk>421 431cijk =2
and
4231cijk>421 431cijk =2
Also, the last two conditions are simply
24221 cijk +4231cijk>3421 431cijk
and
4221cijk + 24231 cijk>3421 431cijk :
Thus, the above six conditions imply the following four conditions:
4221cijk>j 421 431cijk j=2;
4231cijk>j 421 431cijk j=2;
24221 cijk +4231cijk>3j 421 431cijk j;
4221cijk + 24231 cijk>3j 421 431cijk j:
Indeed, if 421431 cijk>0, the above four conditions are the same conditions as the ones in the group
of six conditions. If 421 431 cijk < 0, the rst two conditions in the group of six conditions imply
that
4221cijk>j 421 431cijk j and 4231 cijk>j 421 431cijk j:
Thus, the four conditions follow. We now show that these four conditions imply the nonnegativity
of the matrix C (i; j; k).
Note that we have 4221cijk>0. Suppose that 4221cijk>4231 cijk . Then if 4231cijk>j 421431cijk j, we
are done since
4221cijk 4231 cijk>(4231cijk)2>j 421 431cijk j2;
that is, det(C (i; j; k))>0. Hence, C (i; j; k) is nonnegative denite.
If 4231cijk < j 421 431cijk j, we have, by the four conditions,
det(C (i; j; k)) = 4221cijk 4231 cijk − j 421 431cijk j2
= (4221cijk + 24231 cijk − 3j 421 431cijk j)4231 cijk
+2(j 421 431cijk j − 4231cijk)(4231cijk − j 421 431cijk j=2)
> 0:
This implies that C (i; j; k) is nonnegative denite.
Similarly, we may consider the case that 4231cijk>4221 cijk . We thus complete the proof.
Finally, we recall the sucient conditions given in [3].
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Lemma 10. Let pd =
P
i+j+k=d cijkBijk be a polynomial of degree d based on triangle T. If
421 431 cijk>0
412 432 cijk>0
413 423 cijk>0
for i + j + k = d− 2; then pd is convex over T.
Therefore, we may formulate three linearly constraint quadratic programming.
(1) Find s 2 S13 ( ) such that
minimize12c
THc + f Tc + D
subject to
421 421 cijk −421 431 cijk>0;
421 421 cijk +421 431 cijk>0;
431 431 cijk −421 431 cijk>0;
431 431 cijk +421 431 cijk>0
for i + j + k = 1; T 2 :
(LCQP1)
(2) Find s 2 S13 ( ) such that
minimize12c
THc + f Tc + D
subject to
421 423 cijk(T ) + 2421 431cijk(T )>0;
431 432 cijk(T ) + 2421 431cijk(T )>0;
421 431 cijk(T ) + 2421 423cijk(T )>0;
421 431 cijk(T ) + 2431 432cijk(T )>0;
421 423 cijk(T ) + 2431 432cijk(T )>0;
431 432 cijk(T ) + 2421 423cijk(T )>0
for i + j + k = 1; T 2 :
(LCQP2)
(3) Find s 2 S13 ( ) such that
minimize12c
THc + f Tc + D
subject to
421 431 cijk(T )>0;
412 432 cijk(T )>0;
413 423 cijk(T )>0
for i + j + k = d− 2; T 2 :
(LCQP3)
For the above three LCQP problems, the minimization is taken over a convex domain and the
objective function is convex. Since every convex function over a convex domain has a global
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minimization. Thus, the existence of a solution to LCQP problems is equivalent to the feasibility of
the linear constraints. Thus, we have
Theorem 11. Suppose that the linear constraints in each of the above two LCQP problems are
feasible. Then there exists a unique spline function s 2 S13 ( ) which solve the LCQP problem.
Proof. We only need to show the uniqueness. In other words, we need to prove that H is strictly
positive denite. Suppose H is not positive denite. Let c be a vector such that cTHc = 0. Then
letting  (x; y) =
Pm
i=N+1 cii(x; y) 2 S13 ( )). We have
0 = cTHc =
X
t2( )
Z Z
t
2
4
 
@2
@x2
 
!2
+ 2
 
@2
@x@y
 
!2 
@2
@y2
 
!235 dx dy:
It follows that (@2=@x2) (x; y)  0; (@2=@x@y) (x; y)  0 and (@2=@y2) (x; y)  0. Thus,  (x; y) is
a linear polynomial. Since  (xi; yi) = 0; i = 1; : : : ; N;  (x; y)  0. Because j; j = N + 1; : : : ; m are
basis functions, c is a zero vector. This completes the proof.
To solve these LCQP problems, the well-known Kuhn{Tucker condition can be applied. That is,
in these cases, Kuhn{Tucker’s condition is both necessary and sucient. With Lagrange multiplier,
the constrained optimization problem can be converted to an unconstrained optimization problem.
We can use standard Newton’s method to solve. We have implemented this method to construct
convexity-preserving interpolatory surfaces. Numerical examples will be given in the next section.
3. A numerical experiment
We have implemented bivariate C1 cubic splines for convexity preserving interpolations using
quadratic programming techniques. Especially, we have programmed LCQP1; LCQP2 and LCQP3.
The purpose of the numerical experiment is to test which convex conditions give a better perfor-
mance. We consider a unit square domain [0; 1]  [0; 1]. We divide the square domain into n  n
quadrilaterals with n= 2; 3; 4; 5; : : : ; 9 and let n be the triangulated quadrangulation. The test func-
tions are f(x; y) = (x − 0:5)2 + (y − 0:5)2. In Table 1, we list the number of interpolation points,
the size of the matrices and the CPU times in seconds for three linearly constrained quadratic pro-
grammings. Our experiments show that the computation of LCQP1 costs much less times than that
of LCQP2 and LCQP3.
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Table 1
CPU time comparison of the three LCQP methods
Points Matrix sizes LCQP1 (s) LCQP2 (s) LCQP3 (s)
9 39 39 1.26 9.32 1.29
16 72 72 5.59 45.2 4.89
25 115 115 28.9 151.5 25.6
36 168 168 210 1995 240
49 231 231 809 6621 4003
64 304 304 2007 10 153 9156
81 387 387 4276 33 112 24 107
100 480 480 11 559 Too long Too long
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