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Abstract
In complete analogy with the classical situation (which is briefly re-
viewed) it is possible to define bi-Hamiltonian descriptions for Quantum
systems. We also analyze compatible Hermitian structures in full analogy
with compatible Poisson structures.
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1 Introduction
In the past thirty years a large number of nonlinear evolution equations were dis-
covered to be integrable systems [1]. It is a fact that almost in all cases integrable
systems also exhibit more than one Hamiltonian descriptions, i.e. they admit
alternative Hamiltonian descriptions (they are often called bi-Hamiltonian sys-
tems) [2]. In connection with quantum mechanics, there have been proposals
for studying complete integrability in the quantum setting.[3],[4]
If we take the view point of Dirac [5]
“Classical mechanics must be a limiting case of quantum mechanics. We
should thus expect to find that important concepts in classical mechanics corre-
spond to important concepts in quantum mechanics and, from an understanding
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of the general nature of the analogy between classical and quantum mechanics,
we may hope to get laws and theorems in quantum mechanics appearing as
simple generalizations of well known results in classical mechanics”,
it seems quite natural to ask the question: which alternative structures in
quantum mechanics, in the appropriate limit, will provide us with alternative
structures available in classical mechanics?
In particular, is it possible to exhibit the analog of alternative Hamiltonian
descriptions in the quantum framework?
This problem has been investigated in a two-pages paper by Wigner in con-
nection with commutation relations for the one-dimensional Harmonic Oscillator.[6]
See also Refs. [7], [8], [9], [10].
As we are interested in the structures rather than on specific applications,
it is better to consider the simplest setting in order to avoid technicalities.
To clearly identify directions we should take in the quantum setting, it is
appropriate to briefly review the search for alternative Hamiltonian descriptions
in the classical setting, leaving aside the problem of existence of compatible
alternative Poisson brackets which would give rise to complete integrability of
the considered systems.
The paper is organized in the following way. In Section 2 we deal with al-
ternative Hamiltonian descriptions for classical systems, while in Section 3 the
particular case of Newtonian equations of motion is addressed and in Section
4 a meaningful example is discussed in detail. The analog picture in Quantum
case is exposed in Section 5 using the Weyl approach for the Classical-Quantum
transition. The Schroedinger picture is the framework to study alternative de-
scriptions of the equations of motion for Quantum Systems in Section 6, in the
finite dimensional case. The algebraic results obtained there in the search for in-
variant Hermitian structures are extended to infinite dimensions in the last part
of the paper. In particular, in Section 7, some theorems of Nagy are recalled
to provide an invariant Hermitian structure and in Section 8, starting with two
Hermitian structures, the group of bi-unitary transformations has been charac-
terized and a simple example is used to show how the theory works. Finally,
some concluding remarks are drawn in Section 9.
2 Alternative Hamiltonian descriptions for clas-
sical systems
Almost in all cases completely integrable classical systems are bi-Hamiltonian
systems. A dynamical system on a manifold M is said to be bi-Hamiltonian if
there exists two Poisson Brackets denoted by {., .}1,2 and corresponding Hamil-
tonian functions H1,2 such that
df
dt
= {H1,f}1 = {H2,f}2 , ∀f ∈ F(M). (1)
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With any Poisson Bracket we may associate a Poisson tensor defined by
{ξj , ξk} = Λjk , Λ = Λjk
∂
∂ξj
∧ ∂
∂ξk
. (2)
To search for alternative Hamiltonian descriptions for a given dynamical sys-
tem associated with a vector field Γ on a manifoldM , with associated equations
of motion
df
dt
= LΓf , (3)
we have to solve the following equation for the Poisson tensor Λ:
LΓΛ = 0 . (4)
The vector field Γ will be completely integrable if we can find two Poisson tensors
Λ1 and Λ2 , out of the possible alternative solutions of equation (4), such that
any linear combination λ1Λ1+λ2Λ2 satisfies the Jacobi identity. In this case the
Poisson structures are said to be compatible.[11] In particular, constant Poisson
tensors Λ1 and Λ2 are compatible.
Summarizing, given a vector field Γ
Γ = Γj
∂
∂ξj
(5)
we search for pairs (Λ, H) which allow to decompose Γ in the following product
Γj = Λjk
∂H
∂ξk
, (6)
along with the additional condition (Jacobi identity):
Λjk∂kΛlm + Λlk∂kΛmj + Λmk∂kΛjl = 0 . (7)
When the starting equations of motion are second order, further considera-
tions arise.
3 Alternative Hamiltonian descriptions for equa-
tions of Newtonian type
We recall that, according to Dyson,[12] ,[13] Feynman addressed a similar prob-
lem, with the additional condition of localizability; i.e. written in terms of
positions and momenta (xj , pj) the localizability condition reads
{xj , xk} = 0 . (8)
Thus, the search of Hamiltonian descriptions for a second order differential
equation reads
·
xj = {H,xj}, (9)
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··
xj = {H, {H,xj}} = fj(x, ·x) (10)
Now we have to solve for the pair ({., .}, H): it is clear that the problem is
highly non-trivial. However, if we require the localizability
{xj , xk} = 0 (11)
and make the additional requirement (Galileian boost invariance)
∂
∂
·
xj
{., .} = 0 , (12)
we gain an incredible simplification.
Indeed starting with
·
xj = {H,xj} (13)
and by taking the derivative with respect to
·
xk, we find
δjk =
∂2H
∂
·
xk∂
·
xm
{ ·xm, xk} . (14)
We have obtained that the bracket is not degenerate and the Hessian ofH is also
not degenerate. We may now use a Legendre-type transformation to go from the
Hamiltonian description in terms of H to the Lagrangian description in terms
of £ and then the corresponding problem in terms of Lagrangian functions is
linearized and we have to solve for £ the following equation
∂2£
∂
·
xj∂
·
xm
fm(x,
·
x) +
∂2£
∂
·
xj∂xm
·
xm − ∂£
∂xj
= 0. (15)
Formulated in these terms the problem goes back to Helmholtz.[14]
4 A Paradigmatic Example
We shall consider a simple example that will be useful also to discuss the cor-
responding quantum situation.[15]
On M = R2n , we consider
Γ =
n∑
k=1
λk(pk
∂
∂xk
− xk ∂
∂pk
) , λk ∈ R. (16)
This Γ represents the dynamical vector field of the anisotropic Harmonic Oscilla-
tor with frequencies λk. As
∂
∂pk
∧ ∂
∂xk
is invariant under the flow associated with
Γ it follows that for any constant of the motion F (x, p) the following two-form
is invariant, that is.
LΓωF = 0 (17)
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with
ωF =
n∑
k=1
µkd(
∂F
∂pk
) ∧ d( ∂F
∂xk
), µk ∈ R. (18)
For the one dimensional Harmonic Oscillator the function
F (q, p) = (p2 + q2)(1 + f(p2 + q2))2 (19)
provides the most general invariant two-form parameterized by f(p2 + q2). For
instance,
F (q, p) = exp
λ
2
(p2 + q2) (20)
gives
ωF = dP ∧ dQ, P = λpF, Q = λqF, (21)
with
{P,Q} = λ2F 2(q, p)[1 + λ(p2 + q2)]{p, q} (22)
exhibiting the Poisson bracket for the new variables expressed in terms of the
old ones and showing that the transformation is not canonical. Now we have to
stress that the equations of motion are linear in the new variables
d
dt
P = −Q , d
dt
Q = P , (23)
in addition to the linearity in the old variables.
We have obtained that the equations are linear in two different coordinate
systems with a connecting coordinate transformation which is not linear. We
notice that in each coordinate system, say (p, q) and (P,Q), the following tensor
fields are preserved by the dynamical evolution
ω = dp ∧ dq ,
g = dp⊗ dp+ dq ⊗ dq , ∆ = p ∂
∂p
+ q
∂
∂q
, (24)
and
ω′ = dP ∧ dQ ,
g′ = dP ⊗ dP + dQ ⊗ dQ , ∆′ = P ∂
∂P
+Q
∂
∂Q
. (25)
In each set of coordinates we have alternative realizations of both the linear in-
homogeneous symplectic group, preserving the corresponding symplectic struc-
ture, and of the linear rotation group. Their intersection yields alternative
realizations of the unitary group. All these linear realization are not linearly
related.
How to formulate an analog picture for the quantum case?
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At the classical level, the dynamical vector field Γ is a derivation for the
associative algebra F(M) and a derivation for the binary product associated
with the Poisson Bracket.
Would it be possible to define alternative ”Lie brackets” and consider a
similar approach also in the quantum setting?
Unfortunately this naive approach does not work, when the algebra is asso-
ciative maximally non-commutative, the Lie brackets compatible with the asso-
ciative product is necessarily proportional to the commutator, i.e. λ(AB−BA).
[5],[16]
Therefore to change the Lie bracket one has to change also the associative
product [3], [17], [18].
To have an idea on how to search for alternative descriptions for quantum
systems it is convenient to consider Weyl approach to quantization because in
this approach the symplectic structure plays a well identified role.
5 Quantum systems in the Weyl Approach
Given a symplectic vector space (E,ω), a Weyl system [19], [20], [4] is defined
to be a strongly continuous map from E to unitary transformations on some
Hilbert space H :
W : E → U(H) (26)
with
W (e1)W (e2)W
†(e1)W †(e2) = e
i
~
ω(e1,e2)
I, (27)
with I the identity operator.
Thus aWeyl system defines a projective unitary representation of the Abelian
vector group E whose cocycle is determined by the symplectic structure.
The existence of Weyl systems for finite dimensional symplectic vector space
is exhibited easily and it amounts to the celebrated von Neumann’s theorem on
the uniqueness of the canonical commutation relations.[21],[22]
Consider a Lagrangian subspace L and an associated isomorphism
E ⇋ L⊕ L∗ = T ∗L . (28)
On L we consider square integrable functions with respect to a Lebesgue measure
on L, a measure invariant under translations. The splitting of E allows to define
e = (α, x) and set
W ((0, x)Ψ)(y) = Ψ(x+ y), (29)
W ((α, 0)Ψ)(y) = eiα(y)Ψ(y), (30)
x, y ∈ L , α ∈ L∗,Ψ ∈ L2(L, dny); (31)
it is obvious thatW (e) are unitary operators and moreover they satisfy condition
(27) with ω being the canonical one on T ∗L.
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The strong continuity allows to use Stone’s theorem to get infinitesimal
generators R(e) such that
W (e) = eiR(e) ∀e ∈ E (32)
and R(λe) = λR(e) for any λ ∈ R.
When we select a complex structure on E
J : E → E , J2 = −1 , (33)
we may define ”creation” and ”annihilation” operators by setting
a(e) =
1√
2
(R(e) + iR(Je)), (34)
a†(e) =
1√
2
(R(e)− iR(Je)). (35)
By using this complex structure on E we may construct an inner product on E
as
〈e1, e2〉 = ω(Je1, e2)− iω(e1, e2), (36)
therefore creation and annihilation operators are associated with a Ka¨hler struc-
ture on E.[23] The introduction of ”creation” and ”annihilation” operators is
particularly convenient to relate alternative descriptions on the Hilbert space
(Fock space) with alternative descriptions on the space of observables.
The Weyl map allows to associate automorphisms on the space of operators
with elements S of the symplectic linear group acting on (E,ω) , by setting
νS(W (e)) =W (Se) = U
†
SW (e)US (37)
At the level of the infinitesimal generators of the unitary group, we have
U
†
SR(e)US = R(Se) (38)
Remark: As the relation defining US is quadratic, one is really dealing with
the metaplectic group rather than the symplectic one. [24] However we shall
not insist on this difference.
The Weyl map can be extended to functions on T ∗L ⇋ E, indeed we first
define the symplectic Fourier transform [24] of f ∈ F(E)
f(q, p) =
1
2pi~
∫
f˜(α, x)e
i
~
(αq−xp)dαdx (39)
and then associate with it the operator Âf defined by
Âf =
1
2pi~
∫
f˜(α, x)e
i
~
(αQ̂−xP̂ )dαdx. (40)
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Vice versa, with any operator A acting on H we associate a function fA on the
symplectic space E by setting
fA(e) = TrAW (e) ; (41)
this map is called the Wigner map. When A represents a pure state, i.e. a rank-
one projection operator, the corresponding function is the Wigner function. A
new product of functions may be introduced on F(E) by setting
(fA ∗ fB) (e) = TrABW (e). (42)
We thus find that alternative symplectic structures on E give rise to alternative
associative products on F(E), all of them being not commutative.
The dynamics on F(E) can be written in terms of this non-commutative
product as
i~
dfA
dt
= fH ∗ fA − fA ∗ fH . (43)
In this approach it is very simple to formulate the ”suitable limit” to go from
the quantum descriptions to the classical description by noticing that the limit
lim
~→0
− i
~
(fA ∗ fB − fB ∗ fA) = {fA, fB} (44)
(when it exists) defines a Poisson bracket on F(E).
A different expression for this product involving the Poisson tensor Λ is given
by
(f ∗ g) (x, y) = f(x, y)ei ~2 (
←−
∂
∂x
−→
∂
∂y
−
←−
∂
∂y
−→
∂
∂x
)g(x, y) (45)
where as usual
←−
∂
∂ξ
and
−→
∂
∂ξ
act to the left and to the right respectively [25], [26],
[27], [28].
Now it is clear that, by using for instance the alternative Poisson brackets
we derived for the one-dimensional Harmonic Oscillator in Section 4, we may
write
(f ∗ g) (q, p) = f(q, p)ei~2 (
←−
∂
∂q
−→
∂
∂p
−
←−
∂
∂p
−→
∂
∂q
)g(q, p) (46)
or
(f ∗ g) (Q,P ) = f(Q,P )ei~2 (
←−
∂
∂Q
−→
∂
∂P
−
←−
∂
∂P
−→
∂
∂Q
)g(Q,P ) . (47)
In this way we get two alternative associative products on F(E) both admitting
Γ, the dynamical vector field of the Harmonic Oscillator, as a derivation.
In the same sense for the Schroedinger picture, on the Hilbert space of square
integrable functions on the line, we may use either the Lebesgue measure dq
invariant under translations generated by ∂/∂q, or
dQ = λd(q exp
λ
2
(p2 + q2)) (48)
invariant under translations generated by ∂/∂Q .
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Summarizing, by using the Weyl approach, we have been able to show that
to search for alternative Hamiltonian descriptions for quantum systems we may
look for alternative inner products on the space of states or alternative asso-
ciative products on the space of observables. In the coming sections we shall
investigate the existence of alternative descriptions in the Schroedinger picture.
Preliminary results for alternative descriptions in the Heisenberg picture are
available in Ref. [3].
6 Equations of motion for Quantum Systems and
alternative descriptions
Equations of motion in the carrier space of states are defined by the Schroedinger
equation (we set ℏ = 1):
i
d
dt
ψ = Hψ. (49)
Here we shall first restrict ourselves to a finite n-dimensional complex vector
space H. The dynamics is determined by the linear operator H . To search for
alternative descriptions, we look for all scalar products on H invariant under
the dynamical evolution.
If we define Γ : H → TH to be the map ψ → (ψ,−iHψ), we have to solve
for LΓh = 0, h representing an unknown Hermitian structure on H.
We notice that any h on H defines an Euclidean metric g, a symplectic form
ω and a complex structure J on the realification HR of the complex space H:
h(., .) =: g(., .) + ig(J., .). (50)
The imaginary part of h is a symplectic structure ω on the real vector space
H
R:
ω(., .) := g(J., .). (51)
Thus any two of previous structures will determine the third one so defining an
admissible triple (g, J, ω).
It is clear that LΓh = 0 is equivalent to LΓω = 0, LΓg = 0, LΓJ = 0, so that
we may solve for LΓh = 0 by starting from LΓω = 0.
To solve for this last equation we introduce the bi-vector field Λ associated
with Poisson Brackets defined by ω in the standard way. [29],[30] The vector
field Γ will be factorized in the form
Γ = Λlk
∂fH
∂ξk
∂
∂ξl
. (52)
The matrix Λlk satisfies the following conditions
Λlk = −Λkl ; Λlk∂kΛrs + Λrk∂kΛsl + Λsk∂kΛlr = 0 . (53)
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As Γ is linear and Λlk is constant, fH must be quadratic: fH =
1
2ξ
kHkmξ
m
and therefore if we write Γ = Akl ξ
k ∂
∂ξl
we have the necessary and sufficient
condition for Γ to be Hamiltonian in the form
A = ΛH (54)
and we get the following:
Proposition 1 All alternative Hamiltonian descriptions for Γ are provided by
all possible factorization of A into the product of a skew-symmetric matrix Λ
times a symmetric matrix H. Moreover it is easy to show that the following
equivalences hold:
AΛ + ΛAtr = 0⇔ LΓΓ = 0,
HA+AtrH = 0⇔ LΓH = 0,
ωA+Atrω = 0⇔ LΓω = 0, (55)
where ω stays for the matrix representing the symplectic structure.
In Ref. [32] it is shown that a necessary condition for the existence of such
a factorization (eq.(54)) for A is that TrA2k+1 = 0 ∀k ∈ N.
By using the (1 − 1) tensor field T = Alkdξk ⊗ ∂∂ξl we can obtain pairwise
commuting Hamiltonian vector fields T 2k(Γ) with [T 2k(Γ), T 2r(Γ)] = 0.
Assuming that we have found a factorization for A, say Alm = Λ
lsHsm,
we may investigate the existence of an invariant Hermitian structure h on H.
In the case detA 6= 0, if Hsm is positive definite, we may use it as a metric
tensor g to define a scalar (Euclidean) product on HR. Then we can write
the polar decomposition of the operator A: A = J |A| where, as usual, |A| is
defined as
√
A†A. Since KerA = ∅, J is uniquely defined and is g-orthogonal:
J†J = JJ† = 1.
J has the following properties:
i) J commutes with A and |A|: this follows from the fact that J = A 1√
A†A
=
A 1√−A2 is a function of A only;
ii) J2 = −1: this follows because A = J |A| = A = |A|J while −A =
−J |A| = A† = J†|A|, then multiplication by J yields |A| = −J2|A| and from
KerA = ∅ the stated result is obtained.
To deal with the degenerate case, detA = 0, additional work is needed and
can be found in Ref. [31].
Having obtained an invariant complex structure J it is now possible to de-
fine an invariant Hermitian structure by using the invariant positive definite
symmetric matrix Hsm and the complex structure J . All in all we have proven
the following:
Proposition 2 Any vector field Γ which admits an Hamiltonian factorization
into ΛH, preserves an Hermitian structure whenever the Hamiltonian function
fH is positive definite.
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As a consequence, on finite dimensional complex vector spaces, quantum
evolutions are provided by Hamiltonian vector fields associated with quadratic
Hamiltonian functions, which are positive definite. Because each Hamiltonian
function gives rise to an Euclidean product, it is clear that Γ is at the same time
the generator of both a symplectic and an orthogonal transformation, therefore
the generator of a unitary transformation.
Besides, the way J has been constructed out of A may be used to show [31]
that the (1− 1) tensor field associated with the matrix J satisfies the property
J(Γ) = −∆, where ∆ is the Liouville vector field ∆ = ξk ∂
∂ξk
. By using the
dilation ∆ it is possible to write the quadratic Hamiltonian function in the
coordinate free form
1
2
h(∆,∆) =
1
2
g(∆,∆) =: g . (56)
At this point, in complete analogy with compatible Poisson structures[33],[34],[35],
we may introduce and analyze a notion of ”compatible Hermitian structures”
or more precisely compatible triples (ga, Ja, ωa) ; a = 1, 2.
We consider two admissible triples (ga, Ja, ωa) ; a = 1, 2 on H
Rand the
corresponding Hermitian structures ha = ga + iωa. We stress that ha is a
Hermitian form on Ha which is the complexification of H
R via Ja so that
in general h1and h2 are not Hermitian structures on the same complex vector
space.
Moreover we consider the associated quadratic functions
g1 =
1
2
g1(∆,∆), g2 =
1
2
g2(∆,∆) (57)
to which correspond vector fields Γ1 and Γ2 via ω1 and ω2 respectively.
Definition Two Hermitian structures h1 and h2 are said to be compatible
if:
LΓ1h2 = LΓ2h1 = 0. (58)
Equivalently:
LΓ1ω2 = LΓ2ω1 = 0; LΓ1g2 = LΓ2g1 = 0. (59)
From
LΓ2(iΓ1ω1) = i[Γ2,Γ1]ω1 = 0 (60)
we find immediately that [Γ2,Γ1] = 0. Moreover, remembering that a given
symplectic structure ω defines the Poisson bracket {f, g} = ω(Xg, Xf ), being
iXfω = df , we derive also
{g1, g2}1 = 0 and {g1, g2}2 = 0, (61)
where {., .}1,2 is associated with ω1,2.
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Out of the two compatible Hermitian structures on the real vector space HR
we have the following (1−1) tensor fields: G = g−11 ◦g2, T = ω−11 ◦ω2 and J1, J2.
These four (1 − 1) tensor fields generate an Abelian algebra and are invariant
under Γ1 and Γ2. It is also possible to prove that G = J1◦T ◦J−12 = −J1◦T ◦J2.
The following properties are easy to derive
g1(Gx, y) = g1(x,Gy) = g2(x, y) ,
g2(Gx, y) = g2(x,Gy) = g
−1
1 (g2(x, .), g2(y, .)) ; (62)
g1(Tx, y) = g1(x, T y) ; g2(Tx, y) = g2(x, T y) ; (63)
g1(x, J2y) + g1(J2x, y) = 0 ; g1(J2x, J2y) = g1(x, y) ,
g2(x, J1y) + g2(J1x, y) = 0 ; g2(J1x, J1y) = g2(x, y) . (64)
Thus we have found[31] that:
Proposition 3 The (1− 1) tensor fields G, T , J1 and J2 are a set of mutually
commuting linear operators. G and T are self-adjoint while J1 and J2 are skew-
adjoint with respect to both metric tensors .and moreover there are orthogonal
transformations for both metric tensors
Now we can consider the implications on the 2n-dimensional vector space
H
R coming from the existence of two compatible Hermitian structures.
The space HR will split into a direct sum of eigenspacesHR =
⊕
k H
R
λk
where
λk are the distinct eigenvalues of G.
According to our previous statements, the sum will be an orthogonal sum
with respect to both metrics, and in each HRλk , G = λkIk with Ik the identity
matrix in HRλk . Out of the compatibility condition T will introduce a further
orthogonal decomposition of each HRλk of the form
H
R
λk
=
⊕
r
Wλk,µk,r (65)
where µk,r are distinct eigenvalues of T in H
R
λk
.
The complex structures commute in turn with both G and T , therefore they
will leave each oneWλk,µk,r invariant. Now we can reconstruct, using gα and Jα,
two symplectic structures. They will be block-diagonal in the decomposition of
H
R and on each subspace Wλk,µk,r they will be of the form
g1 = λkg2, ω1 = µk,rω2. (66)
Therefore in the same subspaces J1 = g
−1
1 ω1 =
µk,r
λk
J2. From J
2
1 = J
2
2 = −1
we get (
µk,r
λk
)2 = 1, hence µk,r = ±λk and λk > 0. The index r can then assume
only two values, corresponding to ±λk.
All in all we have proved the following:
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Proposition 4 If two Hermitian structures h1 = g1 + iω1, h2 = g2 + iω2 are
compatible, then the vector space HR will decompose into the double orthogonal
sum: ⊕
k=1,...,r,α=±1
Wλk,αλk (67)
where the index k = 1, ..., r ≤ 2n labels the eigenspaces of the (1 − 1) tensor
G = g−11 ◦g2 corresponding to its distinct eigenvalues λk > 0, while T = ω−11 ◦ω2
will be diagonal with eigenvalues ±λk on Wλk,±λk , on each of which
g1 = λkg2, ω1 = ±λkω2, J1 = ±J2. (68)
As neither symplectic form is degenerate, the dimension of each one of Wλk,±λk
will be necessarily even.
At this point from two admissible triples (ga, Ja, ωa) ; a = 1, 2 on H
R we
can consider the corresponding Hermitian structures ha = ga + iωa. We stress
that ha is a Hermitian form on Ha which is the complexification of H
R via Ja
so that in general h1and h2 are not Hermitian structures on the same complex
vector space. When the triples are compatible, the decomposition of the space
in eq. (67) holds so that HR can be decomposed into the direct sum of the
spaces H+R and H
−
R on which J1 = ±J2, respectively. The comparison of h1and
h2 requires a fixed complexification of H
R, for instance H1 = H
+
1 ⊕ H−1 . Then
using orthonormal basis {ek+} and {ek−} we can write
h1(x, y) =
∑
k+
x∗k+yk+ +
∑
k−
x∗k−yk− ,
h2(x, y) =
∑
k+
λk+x
∗
k+yk+ +
∑
k−
λk−xk−y
∗
k− . (69)
It is apparent that h2 is not a Hermitian structure as it is neither linear nor
antilinear on the whole space H1.
Now it is possible to consider the case of a field Γ which leaves invariant
both the compatible triples. As a result, the direct sum decomposition of the
space in eq. (67) is invariant under the action of Γ. Moreover the field Γ
is generator of both bi-orthogonal and bi-symplectic transformations on HR,
therefore generator of unitary transformations on Ha , a = 1, 2.
7 Searching for invariant Hermitian structures
In this section we would like to investigate the equation
LΓh = 0 (70)
when the carrier space is some infinite dimensional Hilbert space.
As it is well known, in many physical instances, the dynamical vector field
Γ entering Schroedinger equation is associated with unbounded operators. It
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follows that the search for solutions of LΓh = 0 is plagued with difficult domain
problems. It is convenient therefore to search for Hermitian structures solutions
of the equation
φ∗th = h, ∀t ∈ R, (71)
i.e. for Hermitian structures invariant under the one parameter group of linear
transformations describing the dynamical evolution.
We may consider, in more general terms the following problem: Given an
invertible transformation T : H → H, under which conditions there exist an
invariant Hermitian structure h such that
h(x, y) = h(Tx, T y). (72)
As it is well known, in infinite dimensions the topology of the vector space of
states is an additional ingredient which has to be given explicitly. We therefore
assume that H is a Hilbert space with some fiducial Hermitian structure h0 , in
general not invariant under the action of T . We do require T to be continuous,
along with its inverse, in the topology defined by h0 or by any other Hermitian
structure, topologically equivalent to h0,which allows us to consider bounded
sets.
In the search for invariant Hermitian structures on H, topologically equiva-
lent to h0, we have this preliminary result:
Proposition 5 If h1and h0define the same topology on H, there exists a self-
adjoint positive definite bounded operator Q such that
h1(x, y) = h0(Qx,Qy). (73)
Proof. In order to h1 and h0 define the same topology on H, it is necessary
that there exist two real positive constants A,B such that
Ah1(x, x) ≤ h0(x, x) ≤ Bh1(x, x), ∀x ∈ H.
The use of the Riesz theorem on bounded linear functionals immediately
implies that there exists a bounded positive and selfadjoint (with respect to
both Hermitian structures) operator defined implicitly by the equation
h1(x, y) = h0(Gx, y), ∀x, y ∈ H.
The positiveness of G implies G = Q2 and the thesis follows at once.
Now we are ready to state few results which go back to B. Sz. Nagy.[36],[37]
We first discuss when a flow Φ(t) is unitary with respect to some Hermitian
structure hΦ which is a solution of eq. (71).
In other words we shall establish conditions for eq. (71) to have solutions
and as by-product we exhibit how to find some of them when some appropriate
conditions are satisfied.
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Consider an automorphism T of a Hilbert space H with a Hermitian scalar
product h0, construct the orbits{
T kψ
}
; k ∈ {0,±1,±2, . . .} (74)
and require that all of them, with respect to the norm induced by h0, are
bounded sets for any ψ. The use of the principle of uniform boundedness [38]
shows that this is equivalent to require that T is uniformly bounded.
We recall that the automorphism T on H is said to be uniformly bounded if
there exists an upper bound c <∞ such that
||T k|| < c ; k ∈ {0,±1,±2, . . .} . (75)
For such an operator the following theorem [36] holds:
Theorem.(Bela de Sz. Nagy) For a uniformly bounded operator T there
exists a bounded selfadjoint transformation Q such that
1
c
I ≤ Q ≤ cI
and QTQ−1 = U is unitary with respect to the fiducial h0. This implies that
T = Q−1UQ is unitary with respect to
hT (ϕ, ψ) := h0(Qϕ,Qψ) .
Proof. (Sketch) Define the invariant scalar product hT (ϕ, ψ) as the limit, for
n going to infinity, of
h0(T
nϕ, T nψ) =: hn(ϕ, ψ).
This is the limit of a bounded sequence of complex numbers which does not exist
in general, at least in the usual sense. Therefore use the generalized concept of
limit for bounded sequence, introduced by Banach and Mazur. [39] This gen-
eralized limit (denoted as Lim ) amounts to define the invariant scalar product
hT as the transformed scalar product hn ”at infinity”, where T is interpreted
as the generator of a Z−action on H.
The same approach can be used [36] to deal with an R−action instead of the
Z−action so that:
Theorem.When the one-parameter group of automorphisms Φ(t) is uni-
formly bounded, that is
‖Φ(t)‖ < c , t ∈ (−∞,∞) ,
there exists a bounded selfadjoint transformation Q such that QΦ(t)Q−1 = U(t)
is a one-parameter group of unitary transformations or Φ(t) is unitary with
respect to.
hΦ(., .) = h0(Q.,Q.) .
Example. As a simple example[40] consider the group of translation on the
line realized on L2(R) with a measure which is not translationally invariant, i.e.
(TtΨ)(x) := Ψ(x+ t) , Ψ ∈ L2(R, ρ(x)dx), (76)
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where ρ(x) is any function 0 < α < ρ(x) < β < ∞ and denote by hρ the
corresponding scalar product. If the limit lim
x→−∞
ρ(x) exists , say lim
x→−∞
ρ(x) = a,
then it is trivial to compute the Banach limit because it agrees with a limit in
the usual sense. In fact by Lebesgue Theorem we have:
lim
t→∞
∫
R
Ψ∗(x+ t)Φ(x + t)ρ(x)dx = lim
t→∞
∫
R
Ψ∗(x)Φ(x)ρ(x− t)dx =
=
∫
R
lim
t→∞
Ψ∗(x)Φ(x)ρ(x− t)dx = a
∫
R
Ψ∗(x)Φ(x)dx = ah0(Ψ,Φ). (77)
This shows that the Banach limit gives hT (Ψ,Φ) = ah0(Ψ,Φ), i.e. it is a multiple
of the standard translation invariant scalar product. Therefore
hT (Ψ,Φ) = hρ(Q
2Ψ,Φ) = hρ((
√
a
ρ
)2Ψ,Φ) , (78)
that is Q =
√
a
ρ
and
(UtΦ)(x) = (QTtQ
−1Φ)(x) =
√
ρ(x+ t)
ρ(x)
Φ(x+ t) (79)
is unitary in L2(R, ρ(x)dx).
Having discussed few results on the existence of invariant Hermitian struc-
ture we may now look at the problem of compatible Hermitian structures.
8 Bi-unitary transformations’ group: the infi-
nite dimensional case
In quantum mechanics the Hilbert space H is given as a complex vector space,
because the complex structure enters directly the Schroedinger equation of mo-
tion. It is therefore natural to require that the two admissible triples (g1, J1, ω1)
and (g2, J2, ω2) share the same complex structure: J1 = J2 = J . As we have
shown this entails that the two triples are compatible and the corresponding
structures h1and h2 are Hermitian on the same complex space H .
These Hermitian structures are related by the operator G used before which
is selfadjoint with respect to both structures. The operatorG generates a weakly
closed commutative ring and a corresponding direct integral decomposition of
the Hilbert space:
H =
∫
∆
Hλdσ(λ), (80)
where ∆ is the spectrum of the positive bounded and selfadjoint operator G and
dσ is the corresponding measure.[41]
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As G acts as a multiplicative operator on each component space Hλ, a
straightforward generalization of the results of the finite dimensional case eq.(69)
follows: in fact the forms of h1and h2 on H are:
h1(ϕ, ψ) =
∫
∆
< ϕ,ψ >
λ
dσ(λ) ,
h2(ϕ, ψ) =
∫
∆
λ < ϕ, ψ >
λ
dσ(λ) (81)
where < ϕ,ψ >
λ
is the inner product on the component Hλ.
As a result, bi-unitary transformations are:
Uϕ =
∫
∆
U(λ)ϕλ dσ(λ). (82)
where U(λ) is a unitary operator on the component Hλ. [42]
In particular, when G is cyclic, eachHλ is one dimensional and U(λ) becomes
a multiplication by a phase factor: [43]
Uϕ =
∫
∆
eiθ(λ)ϕλ dσ(λ). (83)
Therefore in this case the group of bi-unitary transformation is parametrized by
the σ−measurable real functions θ on ∆. This shows that the bi-unitary group
may be written as
Uθ = e
iθ(G) . (84)
Example: Particle in a box, a double case.
Consider the operatorG = 1+X2 , withX position operator, on L2([−α, α], dx).
It is Hermitian with spectrum ∆ = [1, 1 + α2]. From the spectral family of X :
P (λ)f = χ[−α,λ]f
where χ[−α,λ] is the characteristic function of the interval [−α, λ], we get the
spectral family PG(λ)of G:
PG(λ) = P (
√
λ− 1)− P (−
√
λ− 1) .
Now G does not have cyclic vectors on the whole L2([−α, α], dx), because if f is
any vector, xf(−x) is not zero and orthogonal to all powersGnf . This argument
fails on L2([0, α], dx), where χ[0,α] is cyclic. Analogously on L2([−α, 0], dx),so
we get the splitting in 2 G-cyclic spaces
L2[−α, α] = L2[−α, 0]⊕ L2[0, α] .
From PG and those ciclic vectors we obtain the measure
dσ(λ) = d
√
λ− 1
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for the decomposition of the Hilbert space
H =
∫
[1,1+α2]
Hλ dσ(λ) ,
where Hλ is one-dimensional for the particle in the [0, α] box while is two-
dimensional for the [−α, α] box.
9 Concluding remarks
In this paper we have shown that in analogy with the classical situation it
is possible to define alternative Hermitian descriptions for quantum equations
of motion. We have not undertaken the analysis to use compatible alternative
Hermitian structures to study quantum completely integrable systems, this step
will require that our operator algebras are realized as algebras of differential
operators acting on subspaces of square integrable functions defined on the real
spectrum of a maximal set of commuting operators to be identified as position
operators.
In the quantum-classical transition that we have mentioned in the introduc-
tion we should analyze why the complex structure that plays such a relevant
role in quantum mechanics does not show up in the classical limit.
These issues will be taken up elsewhere in connection with the quantum-
classical transition.
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