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Abstract
Quantum Uncertainty Reduction (QUR) Theory of Attended Access and
Phenomenal Consciousness
by
Anatoly Nichvoloda
Advisor: Professor Jesse J. Prinz
In this dissertation I defend a theory of perceptual consciousness titled “Quantum
Uncertainty Reduction” (QUR1) Theory of Attended Access and Phenomenal Consciousness.”
Consciousness is widely perceived as a phenomenon that poses a special explanatory problem
for science. The problem arises in the apparent rift between an immediate first-person
acquaintance with consciousness and our lack of ability to provide an objective/scientific thirdperson characterization of consciousness.
I begin by reviewing philosophical ideas of Ned Block, David Chalmers and Jesse Prinz
whose characterizations of consciousness provide a conceptual framework that the proposed
theory aims to satisfy. Block and Chalmers argue that consciousness is a mongrel concept
combining two distinct aspects: access and phenomenal consciousness, while Jesse Prinz’s
argues for the central role of attention in engendering consciousness.
Since the proposed solution is an aspect of quantum information processing in a mechanism, I
discuss and adopt methodological approach of the use of mechanisms in scientific explanations
developed by William Bechtel, Carl Craver and others. I outline a mechanism based on Shannon

1

Pronounced as “cure.”
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Communication System and enhanced with Bayesian predictive processing developed by Carl
Friston, Jacob Hohwy, and Andy Clark as well as Control Theory by Rick Grush. Based on
views of Marcin Miłkowski, Gualtiero Piccinini and others on information processing in physical
systems, I argue that the suggested mechanism implements physical information processing or
computation.
After a brief overview of relevant aspects of quantum theory, I review recent
developments that aim to reconstruct quantum theory by using epistemic approach to explain the
nature of quantum states vs. the traditional ontic one. I adopt the epistemic approach and argue
that by performing a functional analysis of physical computation in the suggested mechanism we
can identify a certain process as involving processing/manipulation of quantum and classical
information. I further suggest that the central aspect of the process, namely, quantum uncertainty
reduction gives rise to qualitative properties of phenomenal and access consciousness.
Further, I compare the suggested information processing formulation of Access and
Phenomenal consciousness with those of Block and Chalmers, that are, correspondingly, nonfunctional and non-physical. I argue that my conceptualization is preferable since it gives a
functional and physical account of phenomenal and access consciousness while accommodating
thought experiments that Block and Chalmers use to argue for their views on consciousness.
Finally, while largely agreeing with the where and when of consciousness of Prinz’s AIR
(Attended Intermediate Representations) theory of consciousness, QUR theory offers new
arguments for an extended where and more nuanced when of phenomenal consciousness.
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Chapter 1: Characterization of the Problems of Consciousness and Motivation
of Thesis.
1.1 Easy and Hard Problems of Consciousness.
Looking at a splendid sunset at the end of a wonderful summer day in Hawaii one has a
distinctive conscious experiences of the blueness of the sky, redness of the setting sun and
blackness of the volcanic sand beach under one’s feet. This experience has many properties, but
the one property we find scientifically puzzling is its phenomenal character. As Thomas Nagel
famously put it “an organism has conscious mental states if there is something that it is like to be
the organism – something it is like for the organism” (Nagel 1974, 436, emphasis in original).
More specifically, there is a specific bluish way it is like for me to have my sky experience and
specific reddish way to have my sunset experience. In other words, the specific phenomenal
character of my conscious experience is given by the essential ways it is like for me to have it.
Consciousness is widely seen as posing a special explanatory problem for science. The
problem stems from the apparent chasm between consciousness as it appears from the firstperson perspective and its characterization in scientific theory. The first-person perspective gives
us direct access to intrinsic qualities of conscious experience, qualities directly known, but
seemingly indescribable. On the other hand, scientific theory seems ill-equipped to explain such
qualities and consciousness apparently remains as perplexing as ever. As Colin McGinn puts it:
We know that brains are the de facto causal basis of consciousness, but we have, it
seems, no understanding whatever of how this can be so. It strikes us as miraculous,
eerie, even faintly comic. Somehow, we feel, the water of the physical brain is turned into
the wine of consciousness, but we draw a total blank on the nature of this conversion.
(McGinn 1989, 529)
Modern science employs quantitative, mechanistic theories whose precision, scope, and
predictive power leave little doubt about their primacy in explaining our world. To the extent that
1

a phenomenon is brought under scientific theory, we count it as explained. But consciousness
seems to evade the systematic web of science. As Jerry Fodor bluntly states, “Nobody has the
slightest idea how anything material could be conscious. Nobody even knows what it would be
like to have the slightest idea about how anything material could be conscious” (Fodor 1992, 5).
From the inside, consciousness appears basic, indivisible, and unquantifiable. We grasp
consciousness more directly and with a greater feeling of certainty than we grasp anything else,
yet what we grasp doesn’t seem to fit into the orderly world of science.
Why are most of our waking (and some sleeping) hours accompanied by subjective
qualitative experiences? Why are our mental lives not devoid of any experiential content? These
questions are the focal point of the modern search for a fundamental theory to explain
consciousness. In his 1996 book The Conscious Mind and in a series of related papers (1995,
1999, 2003), David Chalmers argues that consciousness poses a problem different in kind from
other scientific challenges:
Consciousness is the biggest mystery. It may be the last outstanding obstacle to our quest
for a scientific understanding of the universe. [...] We have good reason to believe that
consciousness arises from physical systems such as brains, but we have little idea how it
arises or why it exists at all. [...] We do not just lack a detailed theory; we are entirely in
the dark about how consciousness fits into the natural order (Chalmers 1996, xi).
Chalmers posed that the most elusive problem in the study of consciousness is the hard problem
of consciousness, which is the problem of explaining why experience comes about, how and why
the subjective aspect of our experience arises from the processing of neural interactions. This
problem contrasts with what Chalmers calls the easy problems of consciousness: “The easy
problems of consciousness are those that seem directly susceptible to the standard methods of
cognitive science, whereby a phenomenon is explained in terms of computational or neural
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mechanisms. The hard problems are those that seem to resist those methods” (Chalmers 1995,
200).
Prima facie the hard problem may appear as one for neuroscientists to solve in due
course, since the brain is the seat of consciousness so the solution will inevitably come from
there. While this has been the dominant view on the problem in the 20th century, it is not at all
clear this will solve the hard problem, although it should most certainly solve the easy problems.
Since easy problems have to do specifically with function2, solving them will amount to
describing how the various functions occur in the production of behavior of the system. The easy
problems consist of issues such as the reportability of mental states, focus of attention, the
deliberate control of behavior, etc. Chalmers points out that such problems are entirely
manageable given the tools of neuroscience and cognitive science: “There is no real issue about
whether these phenomena can be explained scientifically. All of them are straightforwardly
vulnerable to explanation in terms of computational or neural mechanisms” (Chalmers 1995,
201). The truly hard problem of consciousness is concerned with the “what-it’s-like” of
conscious experience or “[t]he property mental states, events, and processes have when, and only
when, there is something it is like for their subject to undergo them, or be in them” (Kriegel
2006, 58).
1.2 David Chalmers’s Dual Aspect Analysis of Consciousness.
Chalmers argues that we possess two distinct kinds of concepts that characterize the mind,
psychological concepts and phenomenal concepts. “On the phenomenal concept, mind is
characterized by the way it feels; on the psychological concept, mind is characterized by what it
2

As Chalmers points out, “Here ‘function’ is not used in the narrow teleological sense of something that a system is
designed to do, but in the broader sense of any causal role in the production of behavior that a system might
perform” (Chalmers 1995, 202).
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does” (Chalmers 1996, 11, emphases in original). Psychological concepts characterize mental
states in functional terms, in terms of perceptual inputs, behavioral outputs, and relations to other
mental states. Phenomenal concepts characterize mental states in terms of subjective experience,
in terms of what it is like for the subject to be in that state. Chalmers grants that many states can
be characterized in both ways, but he argues that reflection on hypothetical cases delivers distinct
psychological and phenomenal analyses. For example, a typical psychological concept such as
“learning” can be characterized as a functional process in virtue of which an organism adapts its
behavior to a given environment over time. This characterization however makes no mention of
what it’s like for the organism to undergo the process. If an organism successfully adapts its
behavior over time in response to stimuli, we would say it learned, even if there is nothing it’s
like for the organism to undergo this process.
A typical phenomenal concept is “pain,” understood as the state that feels a particular
rather unpleasant way. If an organism had a painful feeling, we would consider it in pain, even if
it didn’t demonstrate the various overt responses ordinarily associated with pain. And, while
“pain” can also be psychologically characterized as a state that prompts avoidance behavior,
Chalmers holds that this does not create a conflict, rather, there are two concepts of pain, both of
them valid and licensed by analysis (Chalmers 1996, 16ff).
It is the phenomenal characterization of the mind that presents special problems for
explanation. To the extent that a mental state can be psychologically characterized, it can be
reductively explained, because psychological characterizations provide the functional analyses
necessary for reductive explanation. According to Chalmers, there is no special problem in
explaining how a material being could learn, for example. Given that “learning” can be analyzed
as “the learning function,” all we need to do is discover what physical processes realize this
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function. There is no prima facie problem with this project, and once we find what actually
performs the learning function, we have an a priori entailment to the claim that the functionperformer is learning.
However, Chalmers argues that the phenomenal cannot be fully captured in a functional
characterization: “The phenomenal element in the concept prevents an analysis in purely
functional terms” (Chalmers 1996, 23). This is demonstrated by reflection on cases where the
phenomenal feel of a particular mental state is present, but the functional profile is absent. So,
we can imagine a state that feels painful to a subject, but never leads to any distinct behavioral
responses. Chalmers holds that in such a case, we would consider the state an example of pain,
despite its lack of connection to any functional role in the behavior of the organism. But this
demonstrates that the qualitative aspects of concept “pain” are independent of functional
considerations, and thus the phenomenal concept of “pain” is distinct from the psychological
concept of “pain,” which is characterized in functional terms of avoidance behavior and
indication of bodily damage.
Similarly, Chalmers argues that we possess a psychological and a phenomenal concepts
of consciousness. “Consciousness” in the psychological sense refers to various kinds of
awareness and attention that can be given functional role characterizations. “Consciousness” in
the phenomenal sense refers generally to states that there is something it is like for the subject to
be in, states with a distinct phenomenal feel or character. Chalmers calls the latter “phenomenal
consciousness” and it is phenomenal consciousness that creates the hard problem of
consciousness.
Chalmers presents several separate (though arguably related) cases to demonstrate that
phenomenal consciousness fails to logically supervene on the microphysical, or on the functional
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makeup of the organism. His first (most widely discussed and important for my purposes) case
involves the conceivability of “zombies,” creatures physically identical to us that nonetheless
lack phenomenal consciousness. Chalmers argues that zombies are conceivable because nothing
in the zombie case seems contradictory or incoherent:
I confess that the logical possibility of zombies seems [...] obvious to me. A zombie is
just something physically identical to me, but which has no conscious experience--all is
dark inside. While this is probably empirically impossible, it certainly seems that a
coherent situation is described, I can discern no contradiction in the description
(Chalmers 1996, 96).
If zombies are conceivable, then they are logically possible in Chalmers’s sense. If zombies are
logically possible, then the phenomenal does not logically supervene on the physical, because
fixing the physical facts fails to fix the phenomenal facts. And if the phenomenal consciousness
does not logically supervene, it is not reductively explainable. Furthermore, Chalmers argues that
similar considerations show that phenomenal consciousness does not supervene on the chemical,
the biological, or the psychological facts, functionally construed, because fixing those facts does
not close off the conceivability of zombies. Thus, phenomenal consciousness is not reductively
explainable.
Chalmers argues that the absence of an analysis that seems in any way amenable to
reduction directly undermines logical supervenience:
For consciousness to be entailed by a set of physical facts, one would need some kind of
analysis of the notion of consciousness--the kind of analysis whose satisfaction physical
facts could imply--and there is no such analysis to be had. (Chalmers 1996, 104)
The natural candidate for a reductive analysis is a functional analysis. But Chalmers argues that
functional analyses of phenomenal consciousness all miss the phenomenon, and so in effect
change the subject. He notes that functional analyses have the implausible effect of dissolving
the problem of consciousness. Further, Chalmers argues that simply adopting a functional
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analysis for the sake of avoiding the problem is ad hoc: “One might well define ‘world peace’ as
‘a ham sandwich.’ Achieving world peace becomes much easier, but it is a hollow achievement”
(Chalmers 1996, 105).
He also notes that functional analyses possess a degree of indeterminacy that seems
lacking in the phenomenal case. While there may be vague borders for the extension of the
functionally analyzable concept “life,” for example, Chalmers claims that phenomenal
consciousness is plausibly an all or nothing affair. Thus, to the extent that he is correct,
functional analyses cannot capture the phenomenal. Finally, Chalmers argues that it is unclear
what other sort of analysis could provide the needed link to the physical facts. Consciousness
may in fact be correlated with some biochemical property in us, but this fact does not underwrite
an analysis of “consciousness,” nor does it illuminate how the physical might entail the
phenomenal. Thus, consciousness does not logically supervene on the physical, and thus cannot
be reductively explained.
The failure of phenomenal consciousness to logically supervene on the physical (or the
chemical, biological, functional, etc.) leaves us with an explanatory problem. No matter what we
find out about the physical and functional basis of the mind, we are still left with an open
question: why are these processes accompanied by phenomenal experience? There seems to be
an explanatory gap between the physical and functional, and the phenomenal (Levine 1983,
1993, 2001). Belief, desire, learning, and memory are all arguably amenable to functional
analysis and reductive explanation, when considered as psychological concepts, while
phenomenal consciousness can’t be so explained. Therefore, Chalmers concludes that
consciousness poses a “hard problem” for scientific explanation and, given the failure of
supervenience, it follows that consciousness cannot be located in a materialist ontology.

7

1.3 Ned Block’s Concepts of Phenomenal and Access Consciousness.
In his 1995 paper “On a Confusion about a Function of Consciousness,” Ned Block
suggests that the concept of consciousness is a hybrid or better, a mongrel concept:
[…] the word “consciousness” connotes a number of different concepts and denotes a
number of different phenomena. We reason about “consciousness” using some premises
that apply to one of the phenomena that fall under “consciousness,” other premises that
apply to other “consciousnesses,” and we end up with trouble (Block 1995, 375).
In order to deal with the problem, Block identifies four different phenomena that are referred to
by “consciousness,” most importantly one that defies characterization in “cognitive, intentional,
or functional terms” (Block 1995, 381). Confusing this kind of consciousness with one of the
others leads to the false sense that the mystery of consciousness is easily solvable by the methods
of a functionalist cognitive science or neuroscience, which deal in cognitive, intentional, and
functional explanation.
The first kind of consciousness Block identifies is “phenomenal consciousness” or
“phenomenality” (p-consciousness, for short). Phenomenal consciousness is a “pretheoretic”
notion characterized by mental states that there is something it is like for the subject to be in or
what it is like to have an experience. The paradigm cases of p-conscious states are sensations,
states with a sensory or qualitative character: “When you enjoy the taste of wine, you are
enjoying gustatory phenomenality” (Block 2001, 202). Block acknowledges that this is not a
particularly useful way of characterizing the phenomenon, but this is to be expected since we can
only state our characterization of p-consciousness in terms of closely synonymous expressions.
Most importantly, phenomenal consciousness is distinct from any “cognitive, intentional, or
functional” notion, rendering it at least conceptually independent from mental processes picked
out in these terms (Block 1995, 381ff).
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The second kind of consciousness in Block’s analysis is “access consciousness” (aconsciousness for short). A state is access conscious “if it is broadcast for free use in reasoning
and for direct ‘rational’ control of action (including reporting)” (Block 2002b). “Broadcasting”
here means that the state is actively available to a number of different psychological systems.
Access conscious states influence behavior by flexibly interacting with the beliefs, desires and
goals of a creature. States that are a-conscious are “globally accessible” in Baars’s sense (1988),
or achieve “fame in the brain” in Dennett’s terminology (1993). Access consciousness is
functionally characterizable, for if a state plays the right role in the mental life of a creature, then
that state is access conscious.
Block also identifies two other kinds of consciousness, “self-consciousness” and
“monitoring consciousness.” The former entails the possession of a concept of a self and the
ability to use this concept in thinking about oneself while the latter occurs when a creature
becomes aware of one of its own mental states. This occurs when a state is reflected on by a
higher-order state of a creature, one that is about another of its mental states allowing a creature
to monitor its own mental life (Block 1995, 390). Both these notions likely involve cognitive and
intentional processes since we represent ourselves or one of our states when we instantiate one of
these kinds of consciousness.
Phenomenal consciousness is the one that generates the “hard problem” (Chalmers, 1995)
or “explanatory gap” (Levine, 1983, 1993, 2001) and is thus what science truly struggles to
understand. Block writes: “I mentioned the explanatory gap partly by way of pointing to pconsciousness: that’s the entity to which the mentioned explanatory gap applies” (Block 1995,
382, emphasis in original). According to Block there are no obvious conceptual ties between
“something it is like” of p-consciousness and poise for free use in reasoning and action control of
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a-consciousness. Thus, he claims that these are not only two separate concepts, but also two
separate properties, and that current scientific research into consciousness focuses on the
property of access consciousness at the expense of the property of phenomenal consciousness:
[…] it is not easy to see how current approaches to P-consciousness could yield an
account of it. Indeed, what passes for research programs on consciousness just is a
combination of cognitive psychology and explorations of neurophysiological
syndromes that contain no theoretical perspective on what P-consciousness actually
is (Block 1995, 382, emphasis in original).
Block claims that phenomenal consciousness is either devoid of any functional significance (as
Velmans 1992 has done) or has very limited functional significance (as Libet 1985 suggested).
Block points to blindsight3, a well-documented phenomenon that occurs in people who have
suffered damage to certain areas of their visual cortex as a paradigm case of p-consciousness
lacking functional significance. These people have a blind region in their visual field and they
are aware of their inability to see anything that is presented to them in that area of space. When a
blindsighted patient is asked to report what she perceives, she reports that she perceives nothing,
but when she is asked to guess what she perceives, her guesses are correct well above chance.
Cognitive scientists conclude that the blindsighted patient does perceive her surroundings, but
her perceptions are non-conscious. For Block, cases of blindsight point to instances of absent pconsciousness. However, he cannot say that these people have a-consciousness of the stimuli in
their blind region, because the content of the blind region is not available for the rational control
of action since blindsight patients must be prompted by an experimenter before they will take a
guess as to whether something is present in their blind spot. In other words, it is unlikely that a
thirsty blindsight patient would spontaneously reach for a water glass in her blind region.

3

The locus classicus in this area is Weiskrantz 1986, 1987, and 1997. A quite exhaustive survey can be found in
Farah (1995). The phenomena she covers are blindsight, neglect, extinction, covert face recognition in
prosopagnosia, and covert reading in pure alexia.
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However, Block suggests that we can imagine a super-blindsighter who had acquired the
ability to reliably guess about the content of her blind field. Even though she
doesn’t phenomenally experience the objects in her blind field, she can spontaneously offer
verbal reports about those objects as if the perceptual content of her blind field just gets into her
thoughts thus making her a-conscious but not p-conscious. Whether there are any superblindsighters is an empirical question that needs to be answered, but this does not effect Block’s
point since it is enough for him that super-blindsighters are conceptually possible. Thus, the
content of the blind field would be access conscious, because it would play the right role in the
subject’s mental economy--it would be broadcast for use in speech, for example. Still, we
wouldn’t think that this “super blindsighter” now enjoyed phenomenally conscious visual
experience. Rather, according to Block, it is natural to think that they have access to the
information without phenomenal awareness. Thus, it appears that access and phenomenality can
come apart.
To emphasize this conceptual possibility, Block points to evidence that the human visual
system is divided into two distinct subsystems -- the ventral and dorsal. In blindsight patients
there seems to be damage to the ventral system, which Block claims is closely connected to pconsciousness (Block 1997, 386). The ventral system is responsible for object recognition and
classification, while the dorsal system is involved in computing spatial features such as location
and motion, so due to this Block believes that it would also be conceptually possible to find cases
of phenomenal consciousness without access consciousness. This would occur if someone
suffered damage to their dorsal system, while their ventral system remained intact. Of course, if
Block’s distinction is accurate, we would probably not know if someone was p-conscious of
events in their visual field without being a-conscious of those events because a lack of access
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consciousness implies that content is not poised for the control of verbal behavior such as
making the statement: “I see color green.”
Block holds that we can conceive of phenomenal consciousness without access in a
creature whose connections between p-conscious states and the rest of the mind have been
ablated. Why think the p-conscious states would wink out of existence? Isn’t it at least possible
that such states exist unaccessed? As an example of p-consciousness without a-consciousness,
Block (1995, 234) asks us to imagine a situation that involves the auditory system. Suppose that
you are involved in a conversation with someone when suddenly you notice the existence of a
constant sound that has been occurring throughout the entire conversation. Perhaps you suddenly
notice the pneumatic drill digging up the street. The sound has been there all along and you were
aware of it all along but you were not consciously aware of it. According to Block, you were pconscious of the noise, but you were not a-conscious of it. In other words, while you were
phenomenally conscious of the sound of the drill, that information was not poised for the direct
rational control of action until you attended to it. It was at that point that the noise of the drill had
an influence on your conscious behavior and thoughts. If, after having noticed the sound, you
would think back over the past few minutes, you might realize that you were aware of the sound
all along. The important point is that it took access conscious awareness of the sound to shift
your attention to the sound of the drill and to enable you to even consider that it had been there
all along.
Block suggests that the thought experiments demonstrate that phenomenal consciousness
is conceptually distinct from access consciousness, self-consciousness, and monitoring
consciousness. Since the other notions are plausibly captured in cognitive, intentional or
functional terms, showing conceptual independence of p-consciousness lends support to the idea
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that the distinction is correct. Block’s claim that p-consciousness is conceptually distinct
underwrites his charge that many theorists illicitly avoid the real explanatory problem of
consciousness. In other words, what Block terms a “functionalist” theory of phenomenal
consciousness cannot work due to the nonfunctional characterization of the phenomenon.4
However, Block argues that this does not obstruct the route to a materialist theory of pconsciousness. Instead, he endorses what he calls a “physicalist” view, on which there is a typeidentity between p-conscious states and neural states.5 P-conscious states just are brain states,
despite appearance and intuition to the contrary. Further, he offers an explanation of our
intuitions here: we access our phenomenally conscious states by two distinct conceptual routes.
One involves first-person access to the mind while the other involves the theoretical concepts of
neuroscience. These concepts refer to the same thing in very different ways.
Block acknowledges the controversial nature of his method since the proper
interpretation of the thought experiments themselves might be at issue. However, he believes that
they clearly point to a conceptually distinct phenomenon: “By way of homing in on pconsciousness, it is useful to appeal to what may be a contingent property of it, namely the
famous ‘explanatory gap’” (Block 1995, 381). He argues that reflecting on possible
neuroscientific theories of consciousness leaves open the question of why these neurological
processes should be accompanied by this p-conscious quality rather than another, or any quality
at all. According to Block, we don’t have a clue how such theories might answer these questions

4

Block includes under this heading the functionalist and representationalist approaches developed by Harman 1990,
Dretske 1995, and Tye 1995; the “higher-order” approaches of Armstrong 1968, 1980; Rosenthal 1986, 1997; and
Lycan 1987, 1996; the functionalist cum eliminativist approaches of Dennett 1991; Paul Churchland 1981; Rey 1997;
and others. Any view positing a constitutive connection between p-consciousness and a cognitive, intentional, or
functional notion is included.
5
Block’s use of the terms “functionalist” and “physicalist” are not completely standard. Some hold that functionalism
view is a form of physicalism (i.e. Lewis, 1994, 291). Other hold that intentionalist views are not functionalist views
(i.e. Dretske, 1995). In this section, I follow Block’s usage.
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and this stands in stark contrast with our current theories of cognition and representation. There
seem to be good working paradigms in those cases, yet none of them accounts for phenomenal
consciousness.

1.4 Jesse Prinz’s Neurofunctionalist AIR Theory of Consciousness.
At the core of Jesse Prinz’s theory is the claim that consciousness occurs when and only
when an integrated representation of a stimulus’s several properties, as perceived from a
particular point of view, is made available to working memory. This process of making a
representation available to working memory is what Prinz calls “attention.” The crucial property
of the representations that are made available by this attention process is the property of being
integrated into a point-of-view-retaining format (what Prinz calls “intermediateness”). Hence the
name of the theory: “Attended Intermediate Representation Theory” or AIR for short. Prinz
gradually develops his theory and offers several equivalent formulations that reflect the evolution
of his arguments for the theory. The formulation that is most useful for my purposes is:
The AIR Theory of Consciousness: Consciousness arises when and only when
intermediate-level representations are modulated by attention (Prinz 2012, 89).
Borrowing from the widely shared idea in neuroscience, Prinz suggests to think of attention as
little more than a kind of volume knob that makes neurons fire more readily: “Some researchers
talk about attention as a “gain control” device, borrowing a term from electronics that refers to a
device that modulates signal strength” (Prinz 2012, 134). In other words, “… we attend to an
external stimulus only by attentionally modulating a representation of that stimulus, not by
merely attending to the location in which it is presented” (Prinz 2012, 88). Importantly,
according to Prinz (2012, 32), attention does not operate on working memory, but rather it
operates on the world, and it does so by altering perceptual states, not stored states. Furthermore,
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attentional modulation is done locally. That is, each perceptual representation can be
attentionally modulated independently of others. “Indeed, attention is often selective, and it
seems to make items of experience available to working memory by separating one thing from
another” (Prinz 2012, 243). Finally, “… when we attend, perceptual states become conscious,
and when attention is unavailable, consciousness does not arise” (Prinz 2012, 89). In other
words, attention is necessary and sufficient for consciousness.
Following Ray Jackendoff (1987) and David Marr (1982) Prinz suggests that we should
locate consciousness in intermediate level systems that generate “… viewpoint-specific
representations that are more coherent than low-level representations and less abstract than highlevel representations” (Prinz 2012, 54). Jackendoff noticed that many of our mental capacities
like perception and language are organized hierarchically. In other words, human neural system
tends to break down tasks into functional levels:
In each of these hierarchies, it makes sense to talk about low-, intermediate-, and highlevel processing systems. Appealing to prevailing models of these stages, Jackendoff
conjectured that the intermediate level is privileged with respect to consciousness (Prinz
2012, 49).
Jackendoff’s own views on mental capacities (vision in particular) were shaped by the seminal
work of David Marr (1982). Marr developed a hierarchically organized model in which visual
object recognition proceeds in three stages. Initially, the visual system generates a primal sketch
of a visual scene, which is a mental representation corresponding to local features of the
stimulus. Patterns of light entering the retina are used to derive orientation of edges and small
surfaces. Prinz (2012, 50) suggests construing of the primal sketch as a pixel array where each
pixel could indicate whether there is an edge present at that point in space. However, on this low
level the pixels have not yet been unified with one another to generate a coherent representation
of an entire object. In other words, the primal sketch resembles the 2-D array on the retina for it
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is a “flat, disunified jumble.”
Intermediate level or 2.5-D sketch represents the bounded contours of objects and,
importantly, it represents those objects from a specific vantage point. Thus, every time we
encounter an object from different vantage points, we end up with a different 2.5-D sketch.
According to Prinz, (2012, 50) in conscious experience objects are always presented to us from a
specific point of view, and we are often vividly aware of surface details. We consciously
experience a world of surfaces and shapes oriented in specific ways at various distances from us,
so he argues that of Marr’s three levels, only the 2.5-D sketch corresponds to conscious
experience. Thus, if Marr is right about the three levels of vision, then Jackendoff seems to be
right about the stage at which visual consciousness arises:
Visual consciousness arises at a level of processing that is neither too piecemeal nor too
abstract. It arises at an intermediate level, which occurs between discrete pixels and abstract
models (Prinz 2012, 51).
In other words, we are not conscious of the 2-D sketch, nor do we have a visual experience
corresponding to the 3-D model stage. That is, while 2-D sketches are too disunified and pixelated,
the 3-D models are too abstract and general. Prinz admits that intermediate-level hypothesis is
controversial, but insists that Marr and Jackendoff inspired models remain relevant even though
they need to be supplemented by more recent research findings in neuroscience that were
unavailable to Jackendoff when he wrote his book.
While Block and Chalmers flatly deny functionalist explanation for consciousness, Prinz
has a more nuanced position called two-level neurofunctionalism. Prinz (2012, 280) starts his
analysis of functionalism by pointing to Block’s (1978) influential taxonomy which separates
functionalists into two camps based on how they specify functional roles and where those roles
come from. Prinz rejects common sense functionalism that has traditionally been based on thought
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experiments that appeal to intuitions (e.g. Block’s “Chinese nation as a Turing machine” (Block,
1978)). While saying that historically thought experiments were relied on more frequently, Prinz
(2012, 282) finds them “wholly unconvincing” and thinks that Block might now agree since “He
has become a leading force behind the move to ground theories of consciousness in empirical
science (see, e.g., Block, 2007)” (Prinz 2012, 282). Prinz points out that intuitions have little basis
in reality and points to recent empirical work that shows that
… people will deny that human collectives can be conscious (Knobe and Prinz, 2008)
and deny that robots can be conscious (Huebner, 2010), while allowing that a magically
enchanted chair can be conscious (Knobe and Prinz, 2008). (Prinz 2012, 282)
Machine functionalism, representing the other functionalist camp and defended by
Putnam (1967), specifies functional roles using the kinds of tables used by computer scientists to
represent Turing machines and equates mental states with machine states defined by the inputoutput functions that can be extrapolated from machine tables. Prinz (2012, 281) argues that
machine functionalism suffers from a simple technical difficulty: Turing machines are in only
one global state at any given time as pointed out by Block and Fodor (1972), whereas, none of
the mental states that we have names for or investigate in psychology corresponds to such global
states, so Prinz concludes that this approach is unhelpful.
Prinz (2012, 285) further criticizes functionalists who “… endorse representationalism
and argue that sensory states with different neural realizers would be qualitalively alike if they
simply represented the same thing.” He rejects this conjecture by saying that representational
equivalence does not entail phenomenal equivalence across possible worlds. Instead, he suggests
that functionalists would be better off saying that qualitative mental states require both functional
roles and specific kinds of neural realizations. In other words, according to Prinz, we need a
hybrid theory:
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A mental state is neurofunctional just in case it has identity conditions at both
psychological and neurobiological levels of analysis. Its being the state that it is depends
on its psychological role and its neural implementation. A neurofunctionalist might go
further and say that these levels are not just jointly required but also interdependent.
Function depends on realizer and conversely (Prinz 2012, 286).
Thus, conscious mental states are neurofunctional states:” To be a conscious experience, a state
must be a neural activation vectorwave firing within the gamma range, and that vectorwave must
serve as a representation of a viewpoint-specific microfeature that is available to working memory”
(Prinz 2012, 286). On this view, if an experience changes its psychological role or neural
implementation, it would cease being the same experience and might even stop being an
experience at all. He suggests that the neural identity conditions of an experience are necessary in
a sense that a given gamma vectorwave will be an experience in every possible world in which it
occurs. However, Prinz does not want to adopt a psychophysical identity theory at the expense of
functionalism: “Functional roles sustain gamma vectorwaves. They are the raison d’etre and the
sine qua non.” (Prinz 2012, 286)
Prinz positions his neurofunctionalism as an effort to move beyond the debate about
reduction which is usually seen as a relationship between two theories. On the other hand, a
recent program in philosophy of science centers around mechanistic decomposition that involves
specifying the relationship between parts of a specific entity. According to this program (see, e.g.
Machamer, Darden, and Carver, 2000), mechanisms are spatially located entities, which have
parts that undergo changes over time, in the service of some function. They can decompose into
smaller parts, and these parts may also be mechanisms. The ambition behind such
decompositions is not to discharge the higher levels but to show how different levels can be
integrated. Defenders of the mechanistic program do not necessarily claim that some natural
kinds have identity conditions at two levels (what Prinz (2012, 288) suggest to refer to as two-
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levelism), but they make room for such an approach by offering an account of what levels are
that makes sense of this possibility. According to Prinz (2012, 288),” If we think of levels as
scientific theories rather than nested parts, two-levelism would be harder to get off the ground.”

1.5 Thesis Motivation and the Plan
In the following chapters I will use Shannon Communication System, Bayesian prediction
processing framework, certain aspects of Control Theory, mechanistic approach to informationprocessing and information-theoretic approach to quantum theory in order to work out my
formulation of perceptual attended access and phenomenal consciousness as well as when and
where it arises. Most importantly, Quantum Uncertainty Reduction theory of access and
phenomenal consciousness is a functional theory based on analysis of Shannon Communication
System as an information processing mechanism that incorporates Bayesian Hierarchical
Predictive Processing framework and elements of Control Theory as its components that
physically implement quantum information processing. While agreeing with Chalmers and
Block’s separation of concept of consciousness into access and phenomenal aspects, I disagree
with their conclusions that phenomenal consciousness (that gives rise to qualia) is non-physical
(Chalmers), non-functional (Block), and neurofunctional (Prinz). I argue that phenomenal
consciousness is functional information processing phenomenon in its nature and, in order to do
that, I draw upon philosophical and scientific research in several fields of inquiry.
Claude Shannon’s Mathematical Theory of Communication is a very significant result in
statistics and probability theory and so is Thomas Bayes’ theorem. Karl Friston, Andy Clark, Jakob
Howhy use Bayesian Hierarchical Predictive Processing framework to offer a new vision of the
inner workings of the human mind and this is a philosophically important result. William Bechtel,
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Carl Craver and others argue for the central place of mechanisms in scientific explanations. Marcin
Miłkowski and Gualtiero Piccinini and others offer interesting insights into the nature of
computation in physical systems. I suggest that all these philosophical and scientific strands can
be united in the information processing dynamic taking place in the suggested mechanism for the
purpose of answering one of the more pressing questions of current scientific research—what is
consciousness? If my construal is valid then it offers a scientifically grounded and philosophically
interesting view on the nature of consciousness and its place in the world.
My main contribution is that important philosophical concepts of access and
phenomenal consciousness can be formulated in terms of functional roles of classical and
quantum correlations that these aspects of quantum information processing play in the
information processing mechanism that I outline. In other words, QUR theory argues that contra
Chalmers and Block the facts about access and phenomenal consciousness are reducible to
physical facts in the context of an information processing function. That is, I argue that qualia or
what-it’s-likeness of phenomenal consciousness is instantiated by an essential functional aspect
of physical information processing, namely Quantum Uncertainty Reduction. From the outset I
need to address the issue of using Quantum Theory to explain consciousness since quite a few
philosophers and scientists have a natural aversion to these kinds of attempts since they feel that
one tries to explain one mystery in terms of the other. It is enough to peruse Stanford
Encyclopedia of Philosophy’s entry on Philosophical Issues in Quantum Theory (Myrvold, 2017)
to get an idea that, even though Quantum Theory is currently the most successful physical
theory, there are profound issues with its interpretation. Similarly, when Quantum Theory is used
to illuminate problems of consciousness it feels that confusion only multiplies.6

6

For an excellent review of quantum approaches to consciousness see Atmanspacher (2015).
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I used to share that view and this project began as a straightforward attempt to use Shannon
Communication Theory of Information, similar to Dretske’s (1981), while infusing it with ideas
from extensive research on Bayesian Predictive Processing hierarchies. However, as I tried to
construct an actual information-processing mechanism that would naturally accommodate these
ideas two problems emerged. First, Shannon’s notion of information is a probabilistic and
quantitative measure of information that can be associated with many different physical
processes, however it says nothing about how information is encoded and processed in physical
systems. Second, physical information processing in a suggested computational mechanism
exposed conceptual limits of classical information theory, thus prompting the turn to Quantum
Information Theory. Quantum Information and Communication Theory is a relatively recent but
rapidly developing field and I use its central/foundational ideas to argue that consciousness is a
key aspect of quantum information processing in a physical mechanism.
Chapter 2 begins with a review of Claude Shannon’s Mathematical Theory of
Communication and Shannon Communication System as a mechanism that forms a foundation for
many information processing mechanisms in contemporary communication and computation
systems. Then, the main methodological approach that focuses on encoding of information in
physically instantiated mechanisms is developed through the works of William Bechtel, Carl
Craver and others. Further, I outline an information processing mechanism that is based on
Shannon Communication System and enhanced with ideas from Bayesian Hierarchical Predictive
Processing framework and Control Theory. After that, based on recent literature on information
processing in physical systems, I argue that the suggested mechanism implements physical
information processing in terms of digits or digital computation.
In Chapter 3, I review Andy Clark and Jacob Hohwy’s approaches to locate consciousness
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in quantitative descriptions of information processing in Bayesian Hierarchical Predictive
Processing framework and compare it to my formulation. I argue that my construal is superior,
since in contrast to Clark and Hohwy’s quantitative conception of consciousness, the act of
Quantum Uncertainty Reduction in the suggested mechanism offers a way to give a qualitative
analysis of the properties of access consciousness and phenomenal consciousness. Thus, according
to this formulation, in the suggested mechanism at the moment of decoding (reducing quantum
uncertainty) physical correlations between afferent signal and efferent copy implement access
consciousness, because they perform the function of accessing (by perfectly predicting it) and
broadcasting of perceptual content since perfectly predicted perceptual content would be made
readily available to other processing areas. Physical differences between afferent signal and
efferent copy perform the function of encoding of the difference between information content
contained in initial prediction and the actual outcome and, therefore, I argue, physically instantiate
quantum information and qualitative aspects of perception or phenomenal consciousness.
I recast Chalmers and Block’s thought experiments in terms of QUR theory’s approach and
demonstrate that both zombies and blindsighters are accounted for as a limit case of the
information processing dynamic when access consciousness (correlations of information
representation) is at its maximum while phenomenal consciousness (differences of information
representations) is not present. Block’s pneumatic hammer thought experiment is reconstructed in
terms of the limit on the opposite end, namely, when phenomenal consciousness is at its maximum
and access consciousness is not present. Further, I argue that there is a zero-sum relationship
between access and phenomenal consciousness.
In Chapter 4, I review recent developments in reconstructing quantum mechanics in
information-theoretic terms where quantum states are conceived as being epistemic states of
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knowledge vs. the traditional ontic conception of quantum states as being the states of the world.
Then I focus on the information processing dynamic that occurs in the context of a communication
channel between two components: Encoding Transmitter and Decoding Receiver via a sensory
transducer. I suggest that this is a quantum communication system and argue that it implements
quantum information processing. I further suggest that the central aspect of this information
processing, namely, quantum uncertainty reduction gives rise to phenomenal and access
consciousness and their corresponding properties.
Chapter 5 begins by reviewing the concept of attention in terms of endogenous (voluntary,
intentionally directed, top-down) vs. exogenous (involuntary, environment directed, bottom-up)
suggested by Sebastian Watzl. Next, I review Clark and Hohwy’s quantitative formulations of
attention in Bayesian Hierarchical Predicting Processing framework. I take an issue with their
Prediction Error Minimization (PEM) principle as the ultimate goal of the system. I argue that we
should see the prediction error/difference not as something that needs to be explained away as they
suggest, but rather as an essential and, therefore, desirable feature of the suggested computational
system. So, I suggest replacing PEM principle with that of Prediction Error Control (PEC) as an
instrument in producing endogenous attention. Functionally, PEC principle translates into the
system’s ability to engender physical differences between predictions and outcomes, thus enabling
the system to experience phenomenal consciousness endogenously. Exogenously induced
phenomenal consciousness arises when the system fails to completely predict environmental
influences thus leading to differences between the system’s predictions and outcomes. Further, I
discuss the role of attention in engendering consciousness by reviewing the role of attention in
Jesse Prinz’s AIR theory of consciousness. QUR theory is largely in agreement with AIR theory
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that attention engenders consciousness (the when of consciousness) while offering some
clarifications.
Further, I review the where aspect of Prinz’s Attended Intermediate Representations theory
of consciousness and argue that, contrary to the AIR theory that restricts conscious representations
to intermediate level, my formulation allows for consciousness of low (sensory) representations.
However, I believe that the locus of consciousness is at intermediate level representations and offer
an information-theoretic argument of why intermediate representations should be considered as
the locus of consciousness, thus largely agreeing with Prinz’s AIR theory.
In conclusion, I speculate about QUR theory’s ability to account for other (non-perceptual)
kinds of conscious states like thinking, dreaming, hallucinating, etc. as series of sequentially
unfolding information processing events involving a certain balance of endogenously generated
access and phenomenal consciousness. Finally, I address several objections to the theory and make
some important clarifications.
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Chapter 2: Information Representation and Processing in Mechanisms.
Perceptual Information-Processing Mechanism based on Shannon
Communication System that Combines Bayesian Predictive Processing
and Modal Emulation.
2.1 Claude Shannon’s Mathematical Theory of Communication as statistical approach to
information. Shannon Communication System with two sources of information.
Claude Shannon’s Mathematical Theory of Communication (Shannon, 1948) consists of
source coding theorem that on average the number of bits needed to represent the result of an
uncertain event is given by its entropy, and channel coding theorem that reliable communication
is possible over noisy channels provided that the rate of communication is below the channel
capacity. This theory asserts that asymptotic optimality can be achieved by separating source
coding and channel coding. The goal of source coding is to represent the information source in
fair bits. The goal of channel coding is to enable the transmission of fair bits through the channel
essentially free of error with no reference to the meaning of these fair bits.
According to Shannon (1948, 379), “[t]he fundamental problem of communication is that
of reproducing at one point either exactly or approximately a message selected at another point.”
At its basic level Mathematical Communication Theory is most concerned with communication
and primarily involves the quantitative study of signals. As shown in figure 2.1, the information
source generates a message, which is transmitted through a channel to a receiver (the message’s
ultimate destination). Along the channel, noise may interfere with the transmission of the
original message, causing the receiver to decode the message in a way that differs from the
sender’s original intent. Importantly for my following discussion, noise is considered to be
another source of information in this system. Shannon’s Communication System (with
application appropriate modifications) continues to be standard in communication applications.
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Figure 2.1. Schematic diagram of a general communication system. (Shannon-Weaver 1949, 7).

One common misunderstanding about Communication theory is related to the fact that it is not
concerned with information in the ordinary sense, but rather has to do with the engineering
problem of getting symbols encoded in signals from one place to another without distortion. It
does not relate directly to the meaning or interpretation of those symbols. Essentially, Shannon
devised a measure of the information content of an event in terms of the probability of the event
happening. He wanted to quantify the intuitive concept that in communication the occurrence of
an unlikely event tells us more than that of a likely event. He defined the information in an event
i to be -log Pi where Pi is the probability that the event labeled i occurs. This satisfies our
intuitive notion that if an unlikely event happens we learn more than if an event that has a high
probability occurs. For example, if we toss a coin and it turns up Heads we have learned that we
can now rule out the outcome Tails, but when we cut a pack of cards and find we have the Queen
of Hearts we have learned a lot more since we can rule out the other 51 cards. So, if an event is
bound to happen (the probability of its happening is 1) then the quantity of information we get
from it is 0 since -log1=0. Similarly, the closer the probability of an event is to 0, the larger the
quantity of information we get when the event happens (Cover and Thomas 1991, 35-37).
Information and uncertainty are technical terms that describe any process that selects one
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or more objects from a set of objects. Suppose we have a device (e.g. a sensory transducer) that
can produce 4 symbols, A, B, C, or D. As we wait for the next symbol, we are uncertain as to
which symbol it will produce. Once we see a symbol our uncertainty decreases, and we note that
we have received some information. In other words, essentially, Shannon information is
quantification of decrease in uncertainty. In the context of Shannon Communication System, a
system that expects a symbol A and receives a symbol A does not gain any new information.
However, if the system expects A but receives a symbol B then a certain amount of information
is gained. So, the information content of this event is a quantitative measure of the difference
between the system’s anticipation value of A before the observation and the actual value of B
after the event. Thus, at any given observation when Shannon Communication System doesn’t
observe an error the system learns nothing new about its environment since its hypothesis gets
confirmed. However, when there is an error/difference the system gains a certain amount of
information. Importantly, the error itself is information (or reduction of uncertainty) and its
quantity (as measured by information units, classically bits) signals the actual amount of
information gained by the system.
It’s important to realize that Shannon Communication System is not just an abstract
scheme, but rather a blueprint for many physically realized information processing mechanisms.
Actual physical instantiations of Shannon’s Communication System include many familiar
household communication devices such as CD and DVD players, TVs and radios. The important
point for my discussion of information processing in the context of predictive approach to
perception is that, while information processing devices are often considered as passive receivers
of information they are, nevertheless, functionally organized to actively extract information from
their respective information carriers, e.g., compact discs and electromagnetic waves. Shannon’s
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Communication System is the functional architecture that enables these electronic mechanisms
to do that.
For example, in a CD player, the system “…relies upon detecting the momentary dips in
the observed reflected light level which occur at the pit-land edges on the surface of CD” (Lesurf
2001, 86). That is the system projects laser beam (uniform carrier wave) onto the spinning disc
and the pattern of pits and lands of a given CD modulates7 the light. This modulated laser light is
reflected into the optical pickup of a player after which it gets demodulated8 by a series of
electronic filters (e.g. diodes). These filters are tuned in such a way that they cut off the
unmodulated parts of signal carrier wave while letting the modulated parts go through. Thus,
only the difference (or new information) between unmodulated laser light and modulated one
makes it to the earphones of a CD player or information destination.
It is very important to note that, technically speaking, a CD’s lands and pits serve as the
source of noise that modulates the CD player’s laser uniform carrier wave. That is, according to
Shannon Communication System, there are two sources of information that CD player
functionally implements. First, the CD player sends a uniform carrier wave from its laser
(Informer) to its optical pick up (Informee). Second, the disc’s lands and pits serve as the source
of noise that modulates the original Informer’s message and gets also delivered to the Informee.
In effect, information that we as consumers of CD players are interested in is technically
considered to be noise or interference in communication between Informer and Informee and it is
in virtue of controlling the properties of noise interfering with the transmission through
information channel that communication of new information is achieved.

7

Modulation is the process of modifying the characteristics (frequency, amplitude, phase, etc.) of a carrier signal for
the purpose of encoding the original message.
8
Demodulation is the process of recovery of the original message from the modulated carrier signal.
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The import of the discussion of Shannon Communication System as a theoretical
construct and as a physically instantiated mechanism is that while Shannon information (and its
derivatives) is essentially a quantitative measure of information, however, in order to be
processed/manipulated it must be encoded into some physical signals (e.g. electric current) that
are operated upon by certain kinds of mechanisms. In other words, it appears that along with
quantitative measurement and abstract mathematical computations there must also be a physical
aspect of information processing. Encoding of information in physical representations which are
processed by physical systems/mechanisms is going to be the focus of my analysis of
information processing in this chapter. In the following section, I begin the analysis by
investigating the general nature of information processing in mechanisms.

2.2 Information Representation and Processing in Mechanisms. Causal and Mechanical
Accounts of Computation in Physical Systems.
The traditional approach in vision research, illustrated by the program of David Marr
regards vision as constructing a full representation of the visual scene based on sensory input.
This representation would then be the basis of further reasoning and, ultimately, action.
According to William Bechtel (2008, 227), adopting the perspective that vision relies on active
mechanisms within autonomous adaptive systems that maintain themselves through engagement
with their environments allows us to understand some features of vision that have often been
noted, but seem mysterious, specifically, e.g., in Marr’s construal vision is viewed as a process
that responds to sensory input by building up a visual representation. Bechtel writes:
In its earliest appearances, the central nervous system seems to involve mechanisms that
regulate other components of the body by imposing constraints on their spontaneous
activity. Like negative feedback systems, they suppress the operation of parts at times
they are not needed or when their operation might interfere with other operations
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(Bechtel 2008, 227).
Since Bechtel and Richardson’s 1993 book Discovering Complexity: Decomposition and
Localization as Strategies in Scientific Research, there have been more than two decades of
debate about the right characterization of a mechanism. Machamer, Darden and Craver’s 2000
paper “Thinking about Mechanisms” has intensified the debate by becoming a manifesto of the
new mechanistic perspective. They suggested that the philosophy of biology, and perhaps the
philosophy of science more generally, should be restructured around the fundamental idea that
many scientists organize their work around-- the search for mechanisms. Existing accounts of
mechanisms have been developed in the light of the biomedical sciences (Machamer et al., 2000)
and psychology (Craver, 2007; Bechtel, 2008).
According to Bechtel and Abrahamsen (2005, 423): “A mechanism is a structure
performing a function in virtue of its component parts, component operations, and their
organization. The orchestrated functioning of the mechanism is responsible for one or more
phenomena.” In general, new mechanists speak of mechanisms as “… producing, underlying, or
maintaining the phenomenon” (Craver and Darden, 2013). Bechtel (2008, 189-190) uses James
Watt’s centrifugal governor9 for a steam engine as an example of what we now recognize as one
of the simplest forms of control systems--closed loop control using negative feedback. The task
facing Watt was to regulate the output of steam from a steam engine so that the flywheel would
rotate at a constant speed regardless of the resistance being generated by the appliances
connected to it (e.g., sewing machines). Watt’s governor was an ingeniously simple mechanism
(see Figure 2.2). He attached a spindle on a flywheel driven by the steam generated by the steam
engine, and attached arms to the spindle, which would, as a result of centrifugal force, open out

9

Bechtel borrows the description of the Watt governor operation from van Gelder (1995, 381).
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in proportion to the flywheel’s turning speed. Thus, whenever the flywheel would slow down,
the arms would drop, and as it speeded up, they would move outwards. A mechanical linkage
connected the arms to the steam valve so that, when the wheel turned too fast, the valve would
close, making less steam available, thereby slowing the flywheel; however, when the flywheel
turned too slowly, the valve would open, releasing more steam and speeding up the flywheel.

Figure 2.2. Watt’s steam engine centrifugal governor. Redrawn from J. Farley, A Treatise on the Steam Engine:
Historical, Practical, and Descriptive (London: Longman, Rees, Orme, Brown, and Green, 1827). (Figure and
description from Bechtel 2008, 189)

In control theory, what is being controlled is commonly referred to as the plant (speed of
flywheel in Watt’s governor). In negative feedback control, information about the effects of the
operation of the plant is fed back so as to alter in appropriate ways the operation of the plant.
Bechtel (2008, 190) argues that a mechanistic analysis of the Watt’s governor requires
employing a particular representational story about the governor’s arm angles since “… they
stand in for the speed of the flywheel and can regulate the valve opening because they carry this
information.” He clarifies:
It is because the spindle arms rise and fall in response to the speed of the flywheel that
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their angle can be used by the linkage mechanism to open and shut the valve in the
appropriate way. Without the spindle arms and their linkage mechanism, the valve has no
access to information about the flywheel’s speed. They were inserted in order to encode
that information in a format that could be used by the valve-opening mechanism (Bechtel
2008, 190).
Thus, the information representation directly determines the operation performed on that which
is represented. According to Bechtel (2008, 190-1):
… typically, someone (a designer or evolution) has gone to the trouble of representing a
state of affairs in another medium because that medium is more suitable for use by the
consumer. This can be due to its format, its accessibility (e.g., words are generally more
accessible to our cognitive system than are their referents), the efficiency with which it
can be manipulated (e.g., computer-aided design), economy (e.g., industrial prototypes),
and so forth.

2.3 Computation as Information Processing within Mechanisms. Causal and Mechanical
Accounts of Computation in Physical Systems.
Alonzo Church, Kurt Gödel, Alan Turing and John von Neumann were among the first
architects of the theory of computation. They were mathematicians and mathematical
computational concepts refer to abstract objects that do not exist in time and space and do not
enter into causal transactions. So, if computation is a mathematical notion, it seems to be
misguided to inquire into the nature of concrete/physical computation. However, while
computation is a mathematical notion, many concrete physical systems perform computations.
An account of what it takes for a physical system to perform a computation or the relationship
between abstract computation and concrete physical systems could be neutral about the nature of
abstract objects.
According to Chalmers (2011, 2) the mathematical theory of computation in the abstract
is well-understood. However, since cognitive science and artificial intelligence ultimately deal
with physical systems, a bridge between these systems and the abstract theory of computation is
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required. In other words, “…we need a theory of implementation: the relation that holds between
an abstract computational object (a “computation” for short) and a physical system, such that we
can say that in some sense the system “realizes” the computation, and that the computation
“describes” the system” (Chalmers 2011, 2 emphases in original). He suggests the following
definition of physical computation:
A physical system implements a given computation when there exists a grouping of
physical states of the system into state-types and a one-to-one mapping from formal
states of the computation to physical state-types, such that formal states related by an
abstract state-transition relation are mapped onto physical state-types related by a
corresponding causal state-transition relation. (Chalmers 2011, 3)
This definition intends to ensure that the causal state-transitional structure of the physical system
mirrors/instantiates the formal state-transitional structure of the abstract computational system.
Thus, an appropriately designed system will share the causal topology of the system that is being
modeled, so that the system’s organizationally invariant properties will not be merely simulated
but replicated.
According to Chalmers (2011, 15), the question about whether a computational model
simulates or replicates a given property comes down to the question of whether or not the
property is an organizational invariant. The property of being a hurricane is not an organizational
invariant, for example, since it is essential to the very notion of hurricanes that wind and air be
involved. The same goes for properties such as digestion and temperature measurement, for
which specific physical elements (specific materials that comprise stomachs and thermostats)
play a defining role. There is no such obvious objection to the organizational invariance of
cognition, so the cases are disanalogous, and, Chalmers argues that for mental properties
organizational invariance actually holds. It follows that a model that is computationally
equivalent to a mind will itself be a mind.
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Another idea that is closely related to Chalmers’s causal account of computational
explanation that has been defended by Piccinini (2007b, 2008, 2015) and Miłkowski (2013,
2016) is that computation is best understood as operations of mechanisms. Piccinini and
Miłkowski argue that mechanistic explanation is a species of causal explanation, and explaining
a mechanism involves the discovery of its causal structure. The core idea is that mechanisms are
organized systems, which consist of causally relevant component parts orchestrated operation of
which realizes/instantiates the capacity of the mechanism. According to Miłkowski (2016, 193):
To say that a mechanism implements a computation is to claim that the causal
organization of the mechanism is such that the input and output information streams are
causally linked and that this link, along with the specific structure of information
processing, is completely described […] Importantly, the link might be cyclical and as
complex as one could wish.
According to Piccinini and Miłkowski, the classical or “strong” computational account of
traditional cognitive science holds that cognition is either information processing in the physical
symbol system (Newell and Simon, 1976) or that it is computation over representations
determined by a computer program (Cummins 1983; Fodor, 1975; Fodor and Pylyshyn, 1988).
One particular claim that is usually connected with the computational theory of mind is that the
psychologically relevant computation is performed over mental representation, which leads to
the Language of Thought Hypothesis (Fodor, 1975). According to Miłkowski (2013), recently
cognitive scientists have been employing a wide range of computational models most of which
do not subscribe to the classical view. One consequence is that any serious computational theory
of brain and cognition should acknowledge the existence of multiple perspectives, moving
beyond simplistic dichotomies like the brain is either a Turing machine (Putnam, 1967) or it is a
neural network (cf. Piccinini and Bahar, 2013). Recently, there emerged other mechanistic
accounts of computation (see e.g., Fresco 2014, Kaplan 2011) to the point that today the

34

mechanistic account is considered the “received view” account of physical computation.
Miłkowski (2013) argues that the computational theory of mind should be understood
literally since only in this way can computer models of the mind be exposed to scientific testing.
In other words, “computer models, rather than serving as mere demonstrations of feasibility or
loose metaphors of cognitive processes, have to live up to the standards of scientific
investigation when treated literally” (Miłkowski 2013, 26). Moreover, computational processes
on this construal are natural kinds for science and so is information: “The world contains
structural-information-content […] before it gets into the cognitive system” (Miłkowski 2013,
156). In other words, information in some objective sense is out there in the world before it
enters into cognitive systems, which process, store and act on information. According to
Piccinini (2015), a computational explanation is a special case of mechanistic explanation, and a
physical computing system is a mechanism whose teleological function is to perform a physical
computation. “A physical computation is the manipulation (by a functional mechanism) of a
medium-independent vehicle according to a rule” (Piccinini 2015, 10).
Piccinini (2015) argues that a physical system is a computing system just in case:
(a) it is a mechanism (a concrete entity consisting of spatiotemporally organized and interacting
components that produce phenomena);
(b) it performs teleological functions, which contribute to the goals of organisms;
(c) at least one of its teleological functions consists in manipulating vehicles in accordance with
a rule that is sensitive to differences between certain portions of the vehicles. A vehicle is a
physical variable whose values can enter a system, be changed by the system, and exit the
system.
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Clause (c) is the distinguishing feature of concrete computing mechanisms since it specifies two
essential features of concrete information processing: first, the medium-independent nature of
manipulated vehicles, and, second, the function of manipulating medium-independent vehicles.
I’ll address this important issue in more detail in section 2.4.5.

2.4 Predictive Approach to Perception Implemented in Information Processing
Mechanism.
As Illari and Williamson (2012, 123) argue, all mechanistic explanations begin with (a)
the identification of a phenomenon or some phenomena to be explained, (b) decomposition into
the entities and activities relevant to the phenomenon, and (c) giving an account of the
organization of entities and activities by which they produce the phenomenon. Thus represented,
mechanisms are decompositional in the sense that the behavior of the system as a whole can be
broken down into organized interactions among the activities of the parts.
My ultimate goal in this project is to explicate the nature of Access and Phenomenal
Consciousness in terms of aspects of information processing/computation in a mechanism. In
order to do that I need to give an account of the organization of a Shannon Communication
System based information processing mechanism and its functioning, which, as I will argue,
gives rise to the phenomenon to be explained while performing a teleological function of sensing
and/or perceiving the environment. My first step is to incorporate Bayesian Hierarchical
Predictive Processing and Modal Emulation into the structure of Shannon Communication
System. The resulting complex mechanism is a predictive closed loop control circuit with
negative feedback that has two sources of information. However, before I describe the
mechanism and information processing within it, I need to provide an overview of the predictive
approach to perception, followed by two specific accounts of how this approach can be
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implemented: Bayesian Hierarchical Predictive Processing and Modal Emulators in Control
Frameworks.

2.4.1 Predictive Approach to Perception and Generative Models, an Overview.
Helmholtz was one of the first to consider the concept of sensorimotor prediction when
trying to understand how we localize visual objects in space (Helmholtz, 1867/1910).10 He
suggested that in order to calculate the location of an object relative to the eyes, the Central
Nervous System (CNS) must take account of both the retinal location of the object and also the
gaze position of the eye within the orbit. Helmholtz’s idea was that the brain, rather than sensing
the gaze position of the eye and receiving sensory input, predicted the gaze position and visual
input based on a copy of the motor command acting on the eye muscles or efference copy. He
offered a simple experiment that anybody can perform on oneself to demonstrate this. If you
cover one eye and gently press with your finger on your open eye through the eyelid the retinal
locations of visual objects change when the eye is moved without using the eye muscles but the
predicted eye position and perceptual image is not updated, leading to the false perception that
the world is moving.
A confirmation of this view on the relation between motor-initiated anticipations and
perception came from experimental verification by Ernst Mach (1896). Subjects whose eyes
were prevented from moving and who were presented with a stimulus that would normally
trigger a saccade (such as a flash of light in the periphery of the visual field) reported seeing the

10

Helmholtz’s work on sensory anticipation was a natural extension of his role in initiating one of the earliest neoKantian movements, because in his 1855 “Über das sehen des Menschen” he called for a reevaluation and
reinterpretation of transcendental philosophy in light of the new research in psychology of perception (Helmholtz
1855, 76-77).
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entire visual scene shift in the direction opposite of the stimulus. The concept of sensory
anticipation of the results of one’s movements was firmly established by experimental work of
Von Holst (1950 and 1954) and Sperry (1950). Since then the idea that we predict the sensory
consequences of our motor commands has emerged as an important theoretical concept in many
aspects of sensory and motor control. Duhamel, Colby, and Goldberg (Duhamel et al., 1992)
found that there are neurons in the parietal cortex of the rhesus monkey that remap their retinal
receptive fields in such a way as to anticipate immanent visual stimulation as a function of
efference copies of saccades. That is, given the current retinal image and the current saccade
motor command, these neurons in the parietal cortex anticipate what the incoming retinal input
will be. In particular, a cell that will be stimulated because the result of the saccade will bring a
stimulus into its receptive field begins firing in anticipation of the input. Experimental models
that implement the basic forward model architecture by correlating the estimated and actual
sensory outcome of motor commands have been proposed in the cognitive scientific literature by
Kuperstein, (1991); Bullock et al., (1993); Konczak et al., (1995). There is also strong evidence
for forward models in humans as demonstrated by work of Johansson and Cole (1992), Flanagan
and Wing (1997), Kawato (1999), and Wolpert (2005).
A series of well-known and intuitively appealing experiments has been performed by
Blakemore, Wolpert, and Frith (1998, 2000) who suggested that the inability to tickle oneself is
related to predictive processes involved in motor and sensory control. According to Blakemore et
al., the act of producing a movement that would normally stimulate a ticklish part of the body
produces an expectation of the sensory consequences of the action. This expectation has the
effect of cancelling the tickling sensations. Support for this view comes from studies using
functional magnetic resonance imaging (fMRI). Brain activity during tickles shows less
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activation under self-generated than externally generated tickles (Blakemore et al., 2000). In
another study, Blakemore, Frith, and Wolpert (1999) employed a robotic device that could be
used to generate a tickling sensation externally or could be manipulated by the test subject. As
expected, higher ratings of “ticklishness” were found on external than on self-generated tickle
trials, even with the robotic arm providing the actual tickles in both instances. In forward model
terms, higher intensity ratings of sensation of “ticklishness” correspond to a larger difference
between predicted sensory feedback and actual sensory feedback. The success of a forward
model in predicting any given sensory input is measured by the extent to which the predicted
sensation cancels the actual one.

Figure 2.3. A diagram of a forward model for determining the sensory consequences of a movement. An internal
forward model makes predictions of the sensory feedback based on the motor command. This system allows an
individual to cancel out the effects of sensation induced by self-motion and, thereby, distinguish sensory events that
are due to self-produced motion from the non-agent caused sensory stimulation. If a forward model’s prediction of
an environmental state differs in any way from the actual sensory input the difference (sometimes referred to as
“sensory discrepancy” or “error”) is observed. This difference is instrumental in calculating and issuing of the next
sensory prediction (estimate of the environment) and so on. In the Blakemore et al. experiments smaller sensory
discrepancies correlated with the less intense tickling sensations and, correspondingly, larger discrepancies
correlated with more intense tickling sensations. (Blakemore et al. 2000, 11)

Forward models have been found to exist in many species like fish (Bell, 2001) and
insects (Webb 2004). A male cricket rubs one wing against the other in order to produce a song
and, while the male cricket is singing, some auditory neurons have a reduced responsiveness to
its own song. This reduction results from the cancellation resulting from comparing the predicted
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and actual song produced. In other words, those particular neurons fire very differently in
response to a song produced by the cricket and in response to the exact same song produced by
another insect.

2.4.2 Bayesian Hierarchical Predictive Processing.
The Bayesian Hierarchical Predictive Processing (BHPP) framework that conceptualizes
the notion of prediction in Bayesian terms and applies it to the whole brain (Friston, 2002;
Friston, 2005; Rao & Ballard, 1999) is an increasingly popular account of perceptual and neural
phenomena in cognitive neuroscience. Examples of its explanatory successes include, for
instance, binocular rivalry (Hohwy, Roepstorff, and Friston, 2008), neural repetition suppression
(Summerfield et al., 2008), motor planning (Brown, Friston, and Bestmann, 2011), and action
understanding (Kilner, Friston, and Frith, 2007; Den Ouden, Kok, and De Lange, 2012).
The various aspects of the BHPP framework are discussed in a 2013 BBS article by Andy
Clark where he notes that Bayesian Hierarchical Predictive Processing “…effectively
implements a computationally tractable version of the so-called Bayesian Brain Hypothesis”
(Clark 2013, 11). In this prediction framework it is assumed that the brain continuously tries to
predict its sensory inputs on the basis of a hierarchy of hypotheses about the world. The
predictions are formed by the so-called ‘backward chain’ (top-down processing), in which higher
order hypotheses are transformed to lower order hypotheses. This form of top-down processing
augments the ‘forward chain’ (bottom-up processing) in which sensory inputs are transformed to
increasingly more abstract hypotheses.
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Figure 2.4. A schematic depiction of the way in which the backward chain (left) and the forward chain (right) in the
hierarchical predictive processing framework interact. The red arrows are labeled by the key computational
transformations that the system implements (Kwisthout, Wareham and van Rooij 2013, 2).

In such a network each level of the hierarchy can be seen as a separate Bayesian network,
consisting of hypothesis nodes, observation nodes, and intermediate nodes. A Bayesian network
at a given level of a predictive processing hierarchy is sometimes also referred to as a generative
model, as it can be seen as representing the cognitive agent’s causal model of the world. By
comparing predicted observations at each level n with the actual observations at the same level n
in this hierarchy, the system determines the extent to which predicted observations in the
backward chain match the observations arising from the forward chain, and update its hypotheses
about the world accordingly.
The prediction error minimization mechanism sketched above is a general type of
statistical building block that is repeated throughout levels of the cortical hierarchy such that
there is recurrent message passing between levels (Mumford, 1992). The input to the system
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from a system’s lower levels is conceived as prediction error and what cannot be predicted at one
level is passed onto the next. In general, low levels of the hierarchy predict basic attributes and
causal regularities at very fast, millisecond timescales, and more complex regularities at
increasingly slower timescales, are dealt with at higher levels (Friston, 2008; Kiebel et al., 2008,
2010; Harrison et al., 2011). Prediction error is concurrently minimized across all levels of the
hierarchy, and this unearths the states and parameters that represent the causal structure and
depth of the world. Thus, according to Howhy (2012, 2) the entire “…cortical hierarchy
recapitulates the causal structure of the world, and the bigger the hierarchy the deeper the
represented causal structure.”
This framework comes with a re-conceptualization of the functional roles of the bottomup driving signal from the senses, and the top-down or backward modulatory signal from higher
levels. The bottom-up signal is not sensory information per se but instead just prediction error.
The backward signal embodies the causal model of the world and the bottom-up prediction error
then essentially is the supervisory feedback on the model (Friston, 2005). In this way the sensory
input ensures the system is supervised “…not by someone else nor by itself, but by the statistical
regularities of the properties of the environment” (Hohwy 2012, 3).
The predictive processing framework is often computationally implemented using a
hierarchical Bayesian network structure, where posterior probabilities on one level of the
hierarchy provide priors for its subordinate level (e.g., Kilner et al., 2007; Lee & Mumford,
2003; Rao & Ballard, 1998). Importantly, in such a network each level of the hierarchy can be
seen as a separate Bayesian network, consisting of hypothesis nodes, observation nodes, and
intermediate nodes. In hierarchical predictive processing, three distinct processes operate on such
generative model:
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1) Initial hypothesis/prediction, that is computing the observations that are predicted at
level n, given the causal model at level n and the predictions at level n + 1 in the
backward chain;
2) error observation and computation, that is registering and computing the difference
between the predicted observations at level n in the backward chain and the actual
observations at level n in the forward chain;
3) hypothesis updating, that is updating hypotheses at level n of the forward chain based
on the prediction error between predicted and actual observations at level n.
Thus, by comparing predicted observations at each level n with the actual observations at the
same level n in this hierarchy, the system can determine the extent to which its predicted
observations in the backward chain match the observations arising from the forward chain, and
update its hypotheses about the world accordingly.
According to Howhy (2012, 6) the overall goal of the Bayesian Predictive Processing
system (known as Prediction Error Minimization principle—PEM) is to attenuate sensory input
by treating it as Information-Theoretic Surprise and predicting it as perfectly as possible. The
PEM principle, when applied to the whole brain, is called by Friston the “Free Energy Principle”
and has been proposed as a presumed imperative for self-organizing biological systems. Friston,
Adams, Perrinet and Breakspear (2012, 17) point out that “These theoretical considerations are
remarkably consistent with a number of compelling heuristics; most notably the Infomax
principle or the principle of minimum redundancy, signal detection theory, and recent
formulations of salience in terms of Bayesian surprise” (Itti, Koch, Niebur (1998), Itti Koch
(2000), Itti, Koch (2001), Itti, Baldi (2005), Itti, Baldi (2009)).

2.4.3 Modal Emulators in Control Framework.
Rick Grush (2004a,b and 2007) outlines an information-processing strategy called
Emulation Theory of Representation that is based on the prediction function of emulators:
The emulation theory is an information processing framework that attempts to describe
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how a system, one component of which is an emulator, can use that emulator for a variety
of different ends. These ends might include, as a degenerate case, merely producing a
prediction. It might involve combining this prediction with the observed signal to process
the sensory signal into a filtered perceptual representation. (Grush 2007, 411)
Grush’s approach is an adaptation of ideas developed in linear control theory centered around
Kalman filter (see, e.g. Kalman (1960), Kalman and Bucy (1961), Bryson and Ho (1969) for a
standard treatment). According to Grush (2004a, 381),” Qualitatively, the Kalman filter
compares its expectation of what the signal should be to what it actually is, and on the basis of
the mismatch adjusts its estimate of what state the real process is in.” According to Grush (2007,
410) “An emulator is an entity that implements a certain kind of input–output mapping, namely
the same, or close enough for whatever practical purposes are at hand, input–output mapping as
some target system.” Grush discusses three different kinds of emulators, however, for my
purposes I will focus on modal emulators which, according to Grush (2007, 400) are causally
connected with their respective processes or plants, physics, the local environment and other
factors of physical nature.
Modal emulators can be construed as sensory modality specific dynamic models of
environment that predict the behavior of sensory transducer inputs based on previous experience
and current sensory feedback. In other words, a modal emulator is a device that attempts to
implement identical input-output signal functional dynamic as the plant (e.g. sensory transducers
of a given sensory modality).
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Figure 2.5. A modal emulator synthesizes a “mock” sensory anticipation and sends it to a controller which compares
this prediction to the actual sensory input. If there is a difference, the controller uses it to compute a new control
(efferent) signal to anticipate the future behavior of the plant (e.g. sensory transducer state values). At the same time
an efferent copy (copy of the control signal) is sent to the emulator which uses it to produce the next “mock” sensory
anticipation and so on. (Grush 2004a, 379)

Thus, when an emulator receives a copy of the control signal (a spatiotemporally
specified11 anticipation of sensory input to, for example, the retina), it produces an output signal
(an emulation of actual sensory feedback from the retina), which attempts to mimic the actual
sensory feedback produced by the retina. Then, the controller compares the output of the
emulator with the actual sensory signal coming from the retina. If there is a discrepancy between
the two signals a given intensity of sensation is observed. The larger the sensory discrepancy
between the anticipation and the actual feedback the higher the intensity of sensation. If there is
no discrepancy, the prediction has completely attenuated the actual sensation and the intensity of

11

Emulation systems must be very specific regarding the spatial and temporal properties of their predictions, because
they have to anticipate rich sensory inputs that are particular to one’s current and anticipated perceptual relations to
environment and its features. In other words, the anticipation of one’s next visual image (as when one changes her
gaze from the book that she is currently reading to a clock on the wall) must involve a switch of sensory expectations
from the one of the book to the one of the clock and the specific sensory stimulation that the clock will give rise to in
specific areas of the retina at particular points in time.
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sensation is considered to have a value of zero.
Consecutive specific estimates of the emulator’s states evolve over time under the
influence of its own inner dynamic and the actual feedback from the environment. Importantly,
by intent and design, perception in Grush’s emulation framework is not a matter of starting with
materials provided by sensory transducers and filling in blanks until a completed percept is
available. Rather, more or less sophisticated percepts of the environment are the starting point,
because an emulator always has a self-contained estimate/model of the environment up and
running. In this dynamic, the role played by sensory transducers is to provide environmental
constrains (through the error or the difference between the expected sensory input and the actual
one) to the structure and evolution of the continuous emulation model of the environment. In the
context of emulation framework, Grush suggests referring to perception as the process of
environment emulation in terms of objects and surfaces in egocentric space.

2.4.4 Predictive Closed Loop Control Circuit with Negative Feedback is a Perceptual
Information-Processing Mechanism based on Shannon Communication System that
Combines Bayesian Predictive Processing and Modal Emulation.
In this section I describe and provide schematics of the suggested information processing
mechanism that is based on Shannon Communication System and incorporates the functionalities
of Bayesian Hierarchical Predictive Processing and Modal Emulation. The resulting mechanism
is a Predictive Closed Loop Control Circuit with Negative Feedback, which, going forward I’ll
call Bayes-Shannon system:
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Figure 2.6. The suggested Bayes-Shannon system: Predictive Closed Loop Control Circuit with Negative Feedback
is a perceptual information-processing mechanism based on Shannon Communication System that combines
Bayesian Hierarchical Predictive Processing and Modal Emulation.

The goal of this system is to control the behavior of a sensory transducer (e.g. mammalian
cochlear cell) by correctly predicting (emulating) its physical states and, therefore, correctly
predicting environmental stimuli associated with the states of the transducer. In this mechanism
Bayesian neural network functions as the Informer (information source one) and also,
importantly, the Informee (destination of information). The information processing cycle starts
with a Bayesian net producing a certain message as an output and ends with the network
receiving a certain message as an input, and, based on that, generating new output. Another
important function of the Bayesian net is that of memory for the overall mechanism. That is, the
values of possible states of the plant (sensory transducer) are encoded as weights or physical
connection strengths between the nodes of the network. This kind of information
encoding/representation is very similar to how Watt governor encodes/represents steam pressure
in terms of the angles of its arms.
The first step in perceptual information processing involves formulation of a
prediction/message by Bayesian neural network (information source one) and encoding of the
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prediction/message (by Encoding Transmitter) into efferent signal in terms of suitable variable
properties of electric current (e.g., amplitude). This encoded prediction/message anticipates the
properties of the sensory transducer’s states that the system expects to register at the transducer
within a certain time interval. The signal carrying the encoded prediction toward a sensory
transducer is called “efferent signal,” while the signal carrying the prediction after it has been
modulated by the transducer is called “afferent signal.” The system also retains a copy of the
efferent signal (efferent copy), which is sent directly to Decoding Receiver to be compared with
the corresponding afferent signal (the original efferent signal after its interaction with the sensory
transducer). Thus, a given prediction encoded into efferent signal is sent through the information
channel between Encoding Transmitter and Decoding Receiver via the sensory transducer.
During this step the efferent signal goes through the sensory transducer and, if the predicted state
of the transducer is different from its actual state, the signal is modulated by the
transducer/environment (information source two). If the predicted state of the transducer is the
same as the actual state then the signal passes through the transducer unchanged. Once the
modulated (afferent) signal carrying modulated initial prediction arrives at Decoding Receiver it
is compared with the efferent copy signal carrying the initial prediction and certain physical
correlations and/or differences/errors are observed between the two signals. These correlations
and differences serve as inputs taken up by Bayesian neural network which performs a negative
feedback operation (Prediction Error Minimization) on the signal and issues a new prediction
which begins a new cycle.

2.4.5 Information Representation and Manipulation by Medium-Independent Vehicles.
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“The intuitive test of the applicability of computational explanation is to ask whether the
process under consideration might be realized the same way in a different information-processing
medium” (Miłkowski 2013, 93 emphases in original). A medium-independent vehicle is a
vehicle defined in terms of differences between different portions of the vehicles along a relevant
dimension (e.g., voltage of electric current, water or air pressure, etc.), and not in terms of any of
its more specific physical properties (e.g., water and wind are defining features of hurricanes). In
other words, vehicles are medium independent if and only if the rule (i.e., the input–output map)
that defines a computation is sensitive only to differences between portions of the vehicles along
specific dimensions of variation and it is not sensitive to any more concrete physical properties
of the vehicles (Piccinini 2007b, 510-11). Thus, medium-independent vehicles can be
implemented in different physical media that have similar functionally relevant degrees of
freedom, that is, the same information processing that is done in regular computers by
manipulating voltage of electric current can, in principle, be performed by manipulating water or
air pressure.

2.4.6 Atomic Medium-Independent Vehicles of Concrete Digital Computation.
Piccinini and Bahar (2013, 459) define the atomic vehicles of concrete digital
computation as “digits,” where “a digit is a macroscopic state (of a component of the system)
whose type can be reliably and unambiguously distinguished by the system from other
macroscopic types.” A large number of possible microscopic states can correspond to each
macroscopic digit type. For example, a vast number of possible arrangements of electrons
(microscopic states) corresponds to the same charge stored in a capacitor (macroscopic state).
Artificial digital systems are engineered so as to treat all those microscopic states in one way—
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the way that corresponds to their macroscopic digit type. Digits must be unambiguously
distinguishable by the processing mechanism under normal operating conditions in order to
ensure reliable manipulation of digits based on their type since a physical system can manipulate
at most a finite number of digit types.
According to Piccinini and Bahar (2013, 459), digits need not mean or represent
anything, but they can. I suggest that in the context of the proposed perceptual information
processing mechanism a digit can be defined as an ecologically valid/significant state of a
sensory transducer encoded in electric current in terms of amplitude (voltage) variation. The
general goal of auditory system is to convert pressure waves generated by vibrating airwaves into
signals that can be processed by the brain. Through mechanotransduction12, cochlear hair cells
detect movement in their environment since, according to Grigg (1986), stimulation of
a mechanoreceptor causes mechanically sensitive ion channels to open and produce a
transduction current that changes the membrane potential of the cell. Depending on the
movement, the hair cell can either hyperpolarize or depolarize (Gillespie, Walker, 2001). These
electrochemical states of a sensory transducer interact with electric current of efferent signal and
encode the transducer’s states into the current in terms of different amplitudes of electric current
corresponding to different states of the transducer.
In order to demonstrate how this would work, let’s assume the transducer under
consideration measures the intensity of the sound pressure and has 4 ecologically valid states:
maximum intensity, 2/3 of maximum intensity, 1/3 of maximum intensity and no intensity. These
states would be encoded in the amplitude variation of the electric current (voltage) as the
following digits:
12

Mechanotransduction is any of various mechanisms by which cells convert mechanical
stimulus into electrochemical activity. (Grigg, 1986)
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1. Maximum intensity:
2. 2/3 of maximum intensity:
3. 1/3 of maximum intensity:
4. No intensity:
Thus, a given value of the sound pressure wave causes a certain electrochemical state of
the transducer that modulates an efferent signal and transforms it into afferent signal by encoding
the current state of the transducer in the amplitude of the electric current in terms of a
corresponding digit:

Figure 2.7. Sensory transduction as encoding digits into efferent signal carrying expectations.

In the figure 2.7, from Encoding Transmitter the efferent signal carries a prediction that consists
of three digits: “2/3 of maximum intensity,” “no intensity,” and “2/3 of maximum intensity.”
However, the transducer registered the following three digits: ”maximum intensity,”“1/3 of
maximum intensity” and “no intensity” and encoded this pattern into the afferent signal. The
transducer has taken in certain input and produced a certain output by manipulating the
amplitude of the electric current. That is, the transducer has manipulated digits by performing an
operation of erasing the digits representing original prediction from the efferent signal and
writing the digits that represent its actual states into the afferent signal. In other words, the
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transducer performed an elementary/atomic digital information processing/manipulation or
computation.

2.4.7 Digital Computation (Information Processing) as Manipulation of Digits.
According to Piccinini (2007b, 507), a computing mechanism may be described as
performing elementary/atomic computations when its inputs and outputs are digits, and the
relation between inputs and outputs may be characterized by a simple logical relation. The notion
of mechanistic explanation applies to ordinary computers and other computing systems in a way
that matches the language and practices of computer scientists and engineers13. In designing
computing mechanisms, not any wiring between components will do, because the components
must be arranged so that it is clear where the input digits come in and where the output digits
come out. Also, for the inputs and outputs to constitute strings, the components must be arranged
so as to respect the desired relations between the digits composing the strings. What those
relations are depends on which computation is performed by the mechanism.
Strings of digits are sequences of digits such that the system can distinguish different members
of the set depending on where they lie along the string. The rules defining digital computations
are, in turn, defined in terms of strings of digits and internal states of the system, which are
simply physical states that the system can distinguish from one another. In the suggested
mechanism, a string of digits represents/corresponds to a sequence of environmental events
registered by a sequence of cochlear hair cell states in virtue of the states being encoded into the
properties of electric current (amplitude) of afferent signal. Such digits belong to a type that is
unambiguously distinguishable by the processing mechanism, because they correspond to the

13

Piccinini (2007b) refers to Patterson and Hennessy (1998) for a standard introduction to computer organization
and design.
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ecologically valid states of the transducer. No further physical properties of a physical medium
are relevant to whether they implement digital computations. Thus, digital computations
performed in this mechanism can be implemented by any physical medium with the right degrees
of freedom or appropriate dimension of variation, for example, water or air pressure.
The way information is processed at Decoding Receiver is central to my thesis about
phenomenal and access consciousness. At Decoding Receiver, a message carried by an afferent
signal is decoded by comparing digits in the afferent signal with digits carrying the initial
expectation encoded into the efferent copy. When physical properties of digits encoding different
intensities of sound in both signals are compared, certain patterns of physical correlations and
differences emerge:

Figure 2.8. Information processing at Decoding Receiver. From Encoding Transmitter the efferent copy signal
carries a prediction that consists of three digits: “2/3 of maximum intensity,” “no intensity,” and “2/3 of maximum
intensity.” However, the afferent signal from the transducer carries the following three digits: ”maximum
intensity”,“1/3 of maximum intensity” and “no intensity.” At Decoding Receiver the physical properties of the digits
are compared and certain correlations and differences emerge.

Thus, a difference between physical properties of digits being compared encodes a difference in
information content carried by the two different digits that represent two different states of the
sensory transducer. Further, a correlation between physical properties of digits being compared
encodes the correlation in information content between the two digits being compared. In
summary, if the two digits are different then there will be a certain physical difference observed
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between them, however, if the two digits are identical then a perfect correlation is observed at
Decoding Receiver. Bayesian neural network takes these differences and/or correlations as input
and performs a negative feedback processing (Prediction Error Minimization) to come up with a
new prediction, starting a new cycle.

2.5 Quantitative vs. Physical Representation of Information.
According to Miłkowski (2013, 28), in contrast to mere ascriptions, computational
processes are “physical processes that fall under true quantitative descriptions.” In other words, a
relation between digits that possess the abstractly defined properties of concatenation may
constitute a concrete counterpart to abstract concatenation. The simplest examples of ordering
relations are spatial contiguity between digits, temporal succession between digits, or a
combination of both. The first digit to go in counts as the first in the string, the second as the
second in the string, and so forth. Real computers operate on concatenated digits by building up
complex structures of primitive components (logic gates), which are wired together to form
complex components, which may in turn be wired together to form more complex components
and hierarchies. This process is usually iterated several times before one obtains an entire digital
computer.
Information processing in terms of manipulating digits in the suggested mechanism easily
satisfies the abstractly defined properties of concatenation since the system can produce different
ordered successions of digits that successfully predict ordered successions of the states of
environmental stimuli. For example, a gradual increase in intensity of environmental air pressure
intensity that acts on cochlear hair cells from zero to maximum will be represented in a following
string of digits: “no intensity,””1/3 of maximum intensity,””2/3 of maximum
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intensity,””maximum intensity.” On the other hand, a gradual decrease of air pressure intensity
will result in a string where the ordering of the digits is reversed. If the specific order of digits in
a given prediction/string does not correspond to the one registered by a sensory transducer, then
the transducer will erase it and write a new one, thus performing an information processing
operation of recombination of digits in a string. This difference will be registered at Decoding
Receiver and worked upon by Bayesian neural net thus resulting in a recombination of the order
of digits in a string.
Another description of information important for my purposes is quantitative description
in terms of Shannon probability based information formalism. Since occurrence of a given
environmental state, and, correspondingly, transducer state can be described probabilistically,
then there is a certain amount of uncertainty associated with each outcome of comparing digits
between a given afferent signal (encodes actual states of the transducer) and corresponding
efferent copy (encodes the system’s expectations of the transducer’s states). The actual event of
comparison that takes place at Decoding Receiver reduces that uncertainty by decoding (in virtue
of comparing) the digits encoded in an afferent signal (that carries information about actual states
of the transducer) against digits encoded in a corresponding efferent copy (that carries
information about original prediction).
Thus, when a digit in a given efferent copy signal and a digit in a corresponding afferent
signal are compared with each other the differences and/or similarities in their physical
properties could be quantified as the difference and/or similarity in the amount of information
carried by the digits being compared. The amount of quantitative difference between any digit in
afferent signal and a digit in efferent copy is referred to as information surprise or selfinformation in Shannon formalism. Correspondingly, the extent to which the two compared
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digits are similar can be quantitatively expressed by a certain amount of Mutual Information.
Importantly, while Shannon information can be associated with a given uncertainty reduction
event by giving a quantitative probabilistic description of it, quantitative approach seems to leave
out any physical aspects of information processing. In other words, it seems to be quite clear that
differences and correlations encode information in physical terms by encoding it into physically
instantiated digits, so my main goal is to connect physical aspects of information processing to
current philosophical theorizing about consciousness.
The important difference between my account and that of Friston, Clark and Hohwy is
the issue that was will be central in chapters 3 and 4, that is, their account is cast in terms of
quantitative probabilistic measures of information while I focus on physical aspects of
information encoding and processing. The way to think about this distinction is that quantitative
measures of information can be associated with many different physical processes (which don’t
have to be causally related), that is, quantitative measures do not say anything about encoding
information into physical properties but just quantify it. My account is centered on how
information is physically constituted/encoded in a computational mechanism since it centers
around the actual states of a given sensory transducer and the ability of the Bayes-Shannon
system to represent information about sensory transducer’s states either in terms of perfect
classical correlations (perfect prediction of digits) or imperfect quantum correlations (imperfect
prediction of digits).
My main thesis that I’ll defend in chapters 3 and 4 is that physical differences between
the signals’ digits observed at Decoding Receiver (realized by quantum correlations) instantiate
phenomenal consciousness, while perfect physical correlations between the signals’ digits
(realized by classical correlations) instantiate access consciousness. First, in the next chapter I

56

will argue that Bayes-Shannon mechanism performs a function of an interferometer14 and,
therefore, processes quantum information. I further suggest that, moments/episodes when
differences and correlations between digits encoded in efferent copy and afferent signal are
registered/observed at Decoding Receiver correspond to episodes of reduction of quantum
uncertainty or acquisition of Quantum Mutual Information. In other words, I suggest that
qualitative properties of phenomenal and access consciousness correspond to two different
aspects of quantum information processing in physical systems.

14

Interferometer is a mechanism used to investigate and understand quantum phenomena. I will elaborate on the
structure and functioning of the interferometer in Chapter 4.
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Chapter 3: Access and Phenomenal Consciousness Are Aspects of Physical
Information Processing in Bayes-Shannon System.
In this chapter I argue that phenomenal consciousness is quantum information and access
consciousness is classical information observed at the moment of Quantum Uncertainty
Reduction at Decoding Receiver in Bayes-Shannon system. First, I will review Andy Clark and
Jakob Hohwy’s approach to finding consciousness within Bayesian Hierarchical Predictive
Processing framework. Their approach is a quantitative description of Prediction Error
Minimization (PEM) process, which, I believe, is a necessary component of Bayes-Shannon
system, however, it is not sufficient to account for consciousness on its own. I argue that an
approach based on the analysis of physical information encoding and processing gives us a clear
understanding of the “what” of phenomenal and access consciousness, while attention
(implemented by Prediction Error Control (PEC)) gives us a way to explain the “when” of
conscious experience. In chapter 5 I’ll clarify the distinction between Prediction Error
Minimization (PEM) and Prediction Error Control (PEC) in the context of clarifying the roles of
exogenous and endogenous attention in engendering consciousness.
Second, I argue that two aspects of physical information processing within BayesShannon system described in chapter 2 give rise to distinct qualitative aspects of phenomenal and
access consciousness. I use Pierre Baldi and Laurent Itti’s quantitative model of information
processing within BHPP framework as a proxy illustration of Bayes-Shannon mechanism’s
physical information processing dynamic. The idea is to connect a third person computer
scientific account of information encoding and processing with first person experiences by
modeling perception in terms of physical information encoding and processing within BayesShannon mechanism. Finally, I reconstruct Block and Chalmers’ arguments for access and
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phenomenal consciousness and account for the phenomena in functional and physical terms of
the physical information processing dynamic within Bayes-Shannon system.

3.1 Clark and Hohwy on Consciousness within Bayesian Hierarchical Predictive Processing
framework.
Following Friston, both Andy Clark and Jakob Hohwy use classical information-theoretic
concepts of probabilistic and quantitative nature when discussing functional properties of Bayesian
Hierarchical Predictive Processing framework that might be relevant to consciousness. They begin
by recognizing the importance of the difference/error between a given prediction and the
corresponding outcome as the most informative thing in the system:
Given that the brain is ever-active, busily predicting its own states at many levels, all that
matters (that is, all that is newsworthy, and thus ought to drive further processing) are the
incoming surprises: unexpected deviations from what is predicted. Such deviations result
in prediction errors reflecting residual differences, at every level and stage of processing,
between the actual current signal and the predicted one. These error signals are used to
refine the prediction until the sensory signal is best accommodated [perfectly matched].
Prediction error thus “carries the news”, and is pretty much the hero (or anti-hero) of this
whole family of models. (Clark 2015, 4)
The hero-anti-hero ambivalence about the error arises from the Prediction Error Minimization
(PEM) principle that evaluates a system’s performance based on the extent to which it is successful
in eliminating errors in its predictions. The PEM principle originates from Friston’s (2009, 2010)
focus on a presumed biological imperative to reduce information-theoretic surprise which is
achieved by reducing the organism’s computable quantity of free energy. Thus, according to
Hohwy (2013, 50-51, 56), BHPP systems primarily are maximizers of Mutual Information
(quantitative measure of perfect correlations between predictions and outcomes) and minimizers
of Surprise (quantitative measure of errors/differences). Ultimately, in their formulation the
error/difference is something that, while being instrumentally useful, needs to be eliminated, since
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“… [prediction] error is nothing other than that sensory information that has yet to be explained”
(Clark 2015, 6). As a consequence of such PEM based formulation both Clark and Hohwy think
that errors/differences have only indirect instrumental influence on conscious experience which is
to be found elsewhere.
Both Clark and Hohwy argue that Bayesian Hierarchical Predictive Processing “… models
are suggestive of deep facts about the nature and construction of human experience” Clark (2013a,
17). Importantly, when addressing the issue of phenomenal experience within BHPP Clark states
that the error or Surprise (quantitative measure of errors/differences) has only an indirect influence
on our experience:
This is tricky ground, but I suspect it is misleading […] to depict error as, if you like,
something that is given in experience, and that itself generates an affective response, rather
than as that which (sub-personally) determines the (thoroughly affect-laden) experience
itself. I am not convinced, that is to say, that I experience my own prediction errors (though
I do, of course, sometimes experience surprise). (Clark 2013b, 61)
Hohwy considers the relevancy of Ned Block’s access and phenomenal consciousness
distinction to the processes taking place in the context of functioning of the BHPP framework:
…we can speculate that the common intuition that there is both access and phenomenal
consciousness is fueled by the moments of predictive coding such that (i) access
consciousness goes with active inference (i.e., minimizing surprise through agency, which
requires making model parameters and states available to control systems), and (ii)
phenomenal consciousness goes with perceptual inference (i.e., minimizing the bound on
surprise by more passively updating model parameters and states). (Hohwy 2012, 9)
According to Hohwy, conscious perception is a product of accuracy and precision15 in predictive
processing:
The core idea is that conscious perception correlates with activity, spanning multiple levels
of the cortical hierarchy, which best suppresses precise prediction error: what gets selected
for conscious perception is the hypothesis or model that, given the widest context, is
currently most closely guided by the current (precise) prediction errors. (Hohwy 2012, 5)

15

In the context of Bayesian Prediction Processing framework “…precision refers to the inverse amplitude of random
fluctuations around, or uncertainty about, predictions, while accuracy (with a slight abuse of terminology) refers to
the inverse amplitude of prediction errors per se” (Hohwy 2012, 5).
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Having said this, Hohwy does not get more specific about why a given perception is phenomenally
conscious rather than not conscious (predictive processing can after all be implemented in
unconscious machines) ultimately concluding that “… the mystery of [phenomenal] consciousness
remains untouched” (Hohwy 2012, 5).
In contrast to Clark and Hohwy’s attempts to connect consciousness to strictly quantitative
measures of information, I argue in this chapter that conceptualizing of the errors/differences as
aspects of physical information encoding and processing in the Bayes-Shannon mechanism (that
combines BHPP framework and Shannon’s Communication System) gives us a view where
physical errors/differences/quantum correlations functionally implement qualitative properties of
phenomenal consciousness and perfect/classical correlations functionally implement access
consciousness.

3.2 QUR Theory: Access and Phenomenal Consciousness as Aspects of Physical
Information Processing in Bayes-Shannon Mechanism.
As discussed in chapter 2, the goal of Bayes-Shannon mechanism is to control the behavior
of a sensory transducer (e.g. mammalian cochlear cell) by correctly predicting (emulating) its
physical states and, therefore, correctly predicting environmental stimuli associated with the states
of the transducer. In this mechanism Bayesian neural network functions as the Informer
(information source one) and also, importantly, the Informee (destination of information). The
information processing cycle starts with Bayesian net producing a certain message as an output
and ends with the network receiving a certain message as an input. Another important function of
the Bayesian net is that of memory for the overall mechanism. That is, the values of possible states
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of a given sensory transducer (or a transducer array) are encoded as weighted physical connections
between the nodes of the network.

Figure 3.1. Bayes-Shannon mechanism: Predictive Closed Loop Control Circuit with Negative Feedback is a
perceptual quantum information-processing mechanism that combines Bayesian Hierarchical Predictive Processing
and Shannon Communication System.

The first step in perceptual information processing involves formulation of a
prediction/message by Bayesian neural network (information source one) and encoding of the
prediction/message (by Encoding Transmitter) into efferent signal in terms of suitable variable
physical properties of electric current (e.g., amplitude). This encoded prediction/message
anticipates the properties of the sensory transducer’s states that the system expects to register at a
transducer within a certain time interval. The signal carrying the encoded prediction toward a
sensory transducer is called “efferent signal,” while the signal carrying the prediction after it has
been modulated by the transducer is called “afferent signal.” The system also retains a copy of
the efferent signal (efferent copy), which is sent directly to Decoding Receiver to be compared
with the corresponding afferent signal (the original efferent signal after its interaction with the
sensory transducer). Thus, a given prediction encoded into efferent signal in terms of digits is
sent through the information channel between Encoding Transmitter and Decoding Receiver via
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the sensory transducer. During this step the efferent signal goes through the sensory transducer
and, if the predicted state of the transducer is different from its actual state, the signal is
modulated by the transducer/environment (information source two) by erasing the original
digit(s) and writing new one(s). If the predicted state of the transducer is the same as the actual
state, then the signal passes through the transducer essentially unchanged. Once the afferent
signal carrying modulated initial prediction arrives at Decoding Receiver the system doesn’t
know which digit was registered at the sensory transducer. This state of not knowing is called
information uncertainty, since the information about sensory transducer is now carried by
information encoded nonlocally between the afferent signal and corresponding efferent copy.
The recovery/acquisition of information (Information Uncertainty Reduction) occurs at
Decoding Receiver in terms of comparing physical properties of digits encoded in an afferent
signal with physical properties of digits encoded in the corresponding efferent copy. The total
received information will have two aspects. First, classical information which is encoded in
classical perfect correlation between the compared digits and measured by Mutual Information.
Second, quantum information which is encoded in quantum imperfect correlation between the
compared digits and measured by Quantum Discord. These correlations and differences serve as
inputs taken up by Bayesian neural network which performs a negative feedback operation
(Prediction Error Minimization) on the signal and issues a new prediction which begins a new
cycle.
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Figure 3.2. Quantum Uncertainty Reduction at Decoding Receiver observes perfect correlation (access
consciousness) quantified by Mutual Information and imperfect/quantum correlation (phenomenal consciousness)
quantified by Quantum Discord.

The most important difference between my formulation of consciousness in BayesShannon system and that of Clark and Hohwy is that their focus is on quantitative measures of
classical information processing, namely Mutual Information and Surprise. In contrast, my
primary focus is on the physical aspects of classical and quantum information encoding and
processing, namely, physical correlations and differencess implemented in Bayes-Shannon
computational system. Thus, in the context of Bayes-Shannon mechanism as information
processing system where final step of information processing is implemented by comparison of
efferent copy and afferent signal digit-carrying amplitudes of electric current, the
differences/errors between these physical parameters (e.g. amplitudes) of the two digits
determine the phenomenally qualitative results of observation. In the case when efferent and
afferent signals are implemented by electric current, perfect classical correlation would be
registered by the absence of the voltage difference between the two signals (since they have
identical amplitude value) while quantum correlation would be registered by the presence of the
voltage difference between the two digits. In other words, functional differences must be
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implemented by physical differences and functional correlations must be implemented by
physical correlations. As I will discuss in chapter 4, such differences that repeatedly arise
between classically encoded digits give rise to quantum digits that essentially are qualitative in
their nature since they are instantiated/realized in terms of differences between relevant physical
aspects of classical digits.

3.2.1 Shannon information theoretic measures vs. Specific information theoretic measures:
averages vs. specific values.
Friston, Clark and Hohwy use Mutual Information that quantifies averages of correlations
across all measurement outcomes and Surprise that quantifies averages of differences across all
measurement outcomes. However, due to the nature of the Bayes-Shannon information
processing mechanism where information is observed as an instance of Quantum Uncertainty
Reduction at Decoding Receiver over a single use of information channel, this measure is
inappropriate. Instead, it appears that some kind of instance specific measures of information
carried by a single digit should be used to correctly measure classical and quantum correlation
that arise at Decoding Receiver.
Information Theory (both Classical and Quantum) is a very sophisticated field with many
different measures of information. Since my goal in this chapter is to connect physical aspects of
information processing with first person qualitative experiences of phenomenal and access
consciousness, I will limit my discussion and use of information theoretic concepts to the barest
minimum necessary to make the connections I intend to make.
In a quest for a unified view of information dynamics in stochastic processes Ellison,
Mahoney, and Crutchfield (2009) construct optimal causal models around operation of the ϵmachine (machine epsilon). Their approach builds on a simple analogy:
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⃖##, #𝑿
#⃗) is also a communication channel with a specified input distribution
Any process Pr(𝑿
⃖##): it transmits information from the past ⃖𝑿## = … X-3 X-2 X-1 to the future #𝑿
#⃗ = X0 X1 X2
Pr(𝑿
… by storing it in the present. Xt is the random variable for the measurement outcome at
time t. Our goal is […] to predict the future using information from the past. (Ellison,
Mahoney, Crutchfield, 2009, 1-2)
Thus, Specific Information is a temporally indexed information measure that quantifies
information in the context of a single use of communication channel. This directly corresponds
to the information processing dynamic in Bayes-Shannon system, namely, the process of sending
a single digit that takes place between Encoding Transmitter and Decoding Receiver in BayesShannon system is a single use of information channel. In other words, the system observes the
two signals’ (afferent signal and efferent copy) classical correlations (quantified by Specific
Mutual Information) and quantum correlations (quantified by Specific Quantum Discord16).
Thus, the system’s prediction (encoded in efferent signal) of a mechanosensory transducer’s
behavior (e.g., mammalian cochlear cell) serves as a message which transmits information from
the past (state X-1—efferent signal at Encoding Transmitter) to the future (state X0—afferent
signal at Decoding Receiver).
Since Shannon’s information measures average across all measurement outcomes, the
idea behind Specific Information-Theoretic measures, according to Beer and Williams (2015, 7)
is to “… unroll such averages in order to quantify the information that one random variable
provides about each specific outcome of another, providing a more fine-grained analysis of
informational relationships” (DeWeese and Meister, 1999; Butts, 2003).

16

The terms “Specific Mutual Information” and “Specific Quantum Discord” are introduced by me since they
combine the properties of “Mutual Information” (measures classical correlation) and “Specific Information”
(measures classical correlation in a single use of communication channel) into “Specific Mutual Information” and
“Quantum Discord” (measures quantum correlation) and “Specific Information” into “Specific Quantum Discord” to
explicate the notions of information observation taking place after a single use of communication channel at the
instant of Quantum Uncertainty Reduction in Bayes-Shannon system.

66

Also, Shannon’s information measures are inherently atemporal, because they do not take
into account the fact that the information in a random variable may change over time. In order to
address the temporal dimension of information, Beer and Williams (2015, 7) “… replace each
random variable X with a random process Xt (a time-indexed sequence of random variables;
Lasota & Mackey, 1994) and consider separately the information in X for each possible value of
t.” Thus, I suggest that we use Specific Quantum Discord (all specific instances of which in a
given system can be averaged into Quantum Discord) to measure the differences/quantum
information between a specific prior state (X-1—efferent signal at Encoding Transmitter) and a
corresponding specific posterior state (X0—corresponding afferent signal at Decoding Receiver),
and Specific Mutual Information (all specific instances of which in a given system can be
averaged into Mutual Information) to measure perfect correlation/classical information between
a prior state (X-1) and corresponding posterior state (X0) to track the fine-grained flow of
information over time through Bayes-Shannon system.
Specific Information measure is focused on quantification of information acquired by a
single use of Shannon communication channel, thus, registering something informative relative
to a specific prediction/expectation of the system. For example, if the Bayes-Shannon system
expected “no intensity” digit:

, but instead received “maximum intensity” digit:

, then it

would have registered the largest possible difference (the maximum amount of quantum
information quantified by Specific Quantum Discord) in the context of one specific use of
information channel in that system. However, in terms of Shannon information averages,
“maximum intensity” may, on average, be the most frequently occurring digit, therefore, it
would not carry maximum amount of information. Thus, for my purposes it is important that a
larger particular physical difference between digits observed at Decoding Receiver will
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correspond to a larger amount of Specific Quantum Discord, and vice versa: a smaller particular
physical difference between digits observed at Decoding Receiver will correspond to a smaller
amount of Specific Quantum Discord. I suggest that this computer scientific and quantitative
third person perspective on the dynamic between the magnitude of physical differences between
digits translates straightforwardly into the first person qualitative phenomenal awareness. The
main idea is that any observation of quantum correlation (physical differences between digits)
means that there was an episode of phenomenal consciousness experienced by the perceptual
system, while any observation of classical correlation (perfect correlation between digits) means
that there was an episode of access consciousness experienced by the Bayes-Shannon system.
Further, the larger the physical differences (between the two compared digits) that encode
quantum correlation/information the more phenomenally conscious (and less access conscious)
the system is of the content (about the state of sensory transducer) that they carry. And vice
versa, the smaller the physical differences (between the two compared digits) that encode
quantum information, the less phenomenally conscious (and more access conscious) the system
is of the content that the digits carry.
In summary, the functioning of Bayes-Shannon system is conceived as a continuous series of
predictions, encodings, transmissions, decodings and observational outcomes in terms of
quantum and/or classical correlations. Specific predictions (encoded into efferent signals) are
based on the system’s Bayesian model of its environment while specific modulation outcomes
(encoded into afferent signals) are the result of predictions interacting with the environment.
Each time-indexed observational outcome (comparison of afferent signal with a corresponding
efferent copy) registers a certain amount of perfect correlations/classical information (measured
by Specific Mutual Information) and/or differences/quantum information (measured by Specific
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Quantum Discord) between prior/efferent and posterior/afferent signals. Time indexing of
decoding/observational outcomes is very important since, according to Piccinini:
Concrete computation has temporal aspects, which must be taken into account in designing
and building computing mechanisms. When this is done correctly, it contributes to
implementing the relation of concatenation between digits. When it is done incorrectly, it
prevents the mechanism from working properly. (Piccinini 2007b, 513)
Further, according to Piccinini (2007b, 515), components of a computational system must be
synchronized so that they update their state or perform their operations within appropriate time
intervals. “Such synchronization is necessary to individuate digits appropriately, because
synchronization screens off irrelevant values of the variables some values of which constitute
digits” Piccinini (2007b, 515). In addition to concatenation and synchronization, (and
importantly for my subsequent arguments about the nature of access and phenomenal
consciousness), in this formulation the perceptual hierarchical system’s computational instant
when certain amounts of Specific Mutual Information and Specific Quantum Discord are
observed on all levels of the system instantiates/fixes psychological present moment for the
perceptual system.

3.3 Connecting the third person computer scientific view of information processing
dynamic of Bayes-Shannon mechanism with the first person perspective.
In this section, I draw on Pierre Baldi and Laurent Itti’s (2010) research in modeling of
exogenous attention in a Bayesian neural network to model qualitative aspects of perceptual
processes in Bayes-Shannon system from the third and first points of view. Baldi and Itti use
statistical properties of Bayesian neural network to compute information-theoretic surprise that
arises in a Bayesian Predictive Processing hierarchy. Their approach is based on Shannon’s
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probabilistic and quantitative notion of information which they compute in the context of
Bayesian inference. They build quantitative models of environment and compute differences and
correlations that arise in the network as it learns to predict the environmental inputs. Since
Bayesian inference implemented in a physical neural network is an integral part of the suggested
Bayes-Shannon information processing system, it is, therefore, appropriate to use Baldi and Itti’s
quantitative modeling to describe physical information processing in Bayes-Shannon system.

3.3.1 Baldi and Itti: computing information-theoretic Surprise in a Bayesian neural
network.
Starting from Bayes theorem, Baldi and Itti notice that the fundamental effect that data
has on a given observer is to change her prior beliefs into posterior beliefs. They propose to
measure the effect observational data has on the observer by computing the distance between the
observer’s prior and posterior belief distributions which is called information-theoretic surprise.
Baldi and Itti propose a mathematical definition of surprise within the Bayesian or subjectivist
framework of probability theory:
In the subjectivist framework, degrees of belief or confidence are associated with
hypotheses or models. It can be shown that under a small set of reasonable axioms, these
degrees of belief can be represented by real numbers and that when rescaled to the [0, 1]
interval they must obey the rules of probability and, in particular, Bayes theorem. (Baldi
and Itti 2010, 2)
Thus when we consider an observer with a prior distribution P(M) over a set M of possible
models or hypotheses of the environment, the observation of a piece of data D leads to a
reevaluation of beliefs and the transformation of the prior probability distribution into a posterior

probability distribution according to Bayes theorem:

The effect of a

piece of data D in this equation is to change prior beliefs P(M) to posterior beliefs P(M|D). In
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other words, the data D is an operator acting on the space of distributions over the space of the
system’s models of its environment. Thus, one basic way of quantifying information carried by
D is to measure the distance/difference between the prior and the posterior probability
distributions.
In order to distinguish this notion of difference from Shannon’s information Baldi and Itti
(2010, 2) call this notion of information the surprise information, or just surprise17 and introduce
a new quantitative unit of information measurement: “A unit of surprise - the “wow” - can be
defined for a single model M as the amount of surprise corresponding to a two-fold variation
between the prior and the posterior [models], i.e., as –log2 P(M)/P(M|D).”
Baldi and Itti (2010, 5) also emphasize an important difference between regular Shannon
surprise (which corresponds to an integral over data) and their notion of Surprise that
corresponds to an integral over the system’s models of its environment. This is another way of
saying that radio receivers and cd players do not form any probabilistic models about what is to
happen in their environment, they just receive/replicate information, while Bayesian Hierarchical
Predictive Processing frameworks form certain expectations about the environment and either
confirm or disconfirm them. The degree of confirmation of expectations manifests itself in
certain amounts of Mutual Information (Hohwy 2013, 50-51, 56), while disconfirmation
manifests itself in a distance/difference between hierarchical models or certain amounts of
Surprise. As a system learns from examples, new data points become less and less surprising so
we can expect the amount of Mutual Information to increase and Surprise to decrease after each
iteration of learning. When the posterior distribution is equal to the prior (both prior and

17

Baldi and Itti’s choice of terms (“Information Surprise” or “Surprise”) is derived from Shannon’s term “InformationTheoretic Surprise” and points to a similar kind of quantitative measure of information, except that Baldi and Itti’s
measure quantifies surprise relative to a system’s model of its environment.
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posterior information are encoded by the same digit) the Surprise value is at its minimum or zero
while Mutual Information value is at maximum, since empirical data resulting from the
observation carries no surprise as its observation leaves the observer’s expectations unaffected.
The amount of surprise in the data for a given observer can be measured by looking at the
changes that take place in going from the prior to the posterior distributions. Baldi and Itti
trained their Bayesian neural network to compute Surprise starting from the level of an
individual neuron/sensory transducer all the way to the whole visual field of the system.

Figure 3.3. Computation of surprise at the single neuron/sensory transducer level: each time new data is received from
a new video frame differences between predictions and outcomes are observed and quantified. (adapted from Baldi
and Itti 2010, 8)

Different levels of Bayesian network organized hierarchically are tuned to different
aspects/dimensions of the video frames on which the network was trained:
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Figure 3.4. Architecture of the full hierarchy of the system which analyzes video frames along the dimensions of
color, intensity, orientation, flicker, and motion, computing surprise at multiple spatial and temporal scales within
each of these feature channels. The surprise output from all feature channels gives rise to the master surprise maps.
Higher (brighter) values in this map represent the system’s observation of where the highest values of
surprise/difference and the lowest values of perfect correlation currently are, that serve to indicate strongest
attractors of attention in the current video inputs. Lower (darker) values in the map represent the system’s
observation of where the lowest values of surprise/difference and the highest values of perfect correlation currently
are. In the example above, the man running towards the camera generates most differences/prediction errors and,
therefore, is most surprising. (from Baldi and Itti 2010, 8)

According to Baldi and Itti (2010, 5) when new data is observed with each new incoming
video frame, the beliefs established thus far are used as priors and Bayes’ rule is applied to
compute posteriors. The posterior at one video frame then becomes the prior for the next video
frame. Importantly, while their current implementation derives prior distributions at a time t
entirely from past inputs obtained through Bayesian learning, the system’s priors can also be
influenced by other sources such as top-down knowledge, behavioral states, or individual
preferences. In other words, endogenously the system can attend to certain parts or aspects of the
perceptual field by voluntarily changing the location and ratio of where surprise/differences and
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perfect correlations arise at the moment of observation at Decoding Receiver. I’ll discuss
endogenous attention and its implementation in terms of Prediction Error Control in chapter 5 in
more detail.

3.3.2 Physical implementation of information in Bayes-Shannon system.
I’ll be using quantitative notion of Surprise in Baldi and Itti’s system as a proxy for
specific differences/quantum correlations, while quantitative notion of Mutual Information is
used as a proxy for specific perfect/classical correlation. There is a direct correspondence that
allows me to do that since every time a quantitative difference between a given prediction and
outcome is computed it must correspond to an actual physical difference observed at Decoding
Receiver. Thus, when implemented in physical information processing systems, Baldi and Itti’s
quantitative information processing dynamic corresponds to physical aspects of correlation and
differences observed at Decoding Receiver when an afferent signal and a corresponding efferent
copy are compared. In other words, Baldi and Itti’s probabilistic information quantities of
Surprise and Mutual Information can be computed within the suggested Bayes-Shannon system,
however the point that I want to make with the use of Baldi and Itti’s modeling is not
probabilistic and quantitative, but rather deterministic and physical: information must be encoded
in physical terms of correlation and differences to be processed/represented by physical systems.

3.3.3 The third and first person perspectives on sensing and perceiving in Bayes-Shannon
system’s physical information processing.
In this section I provide an illustration of how Bayes-Shannon system would initially
sense and then learn to perceive its environment and how certain aspects of information
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processing correspond to first person and third person perspectives. In their experiments Baldi
and Itti were training a Bayesian neural net that was coupled with a 2-dimensional array of visual
sensory transducers. These sensory transducers (as discussed in chapter 2) register their states by
writing a physical representation of their state (in a form of a digit) into an efferent signal. The
act of registering a state of a sensory transducer turns a given efferent signal into a corresponding
afferent signal which is then compared with the corresponding efferent copy at Decoding
Receiver. The outcome of the comparison is observed by the system in terms of
differences/quantum correlations and/or perfect/classical correlations.
Let’s suppose that we just turned the system on for the first time, that is, it hasn’t been
trained at all. Thus, it would be reasonable to set the initial prediction for the values of each
individual transducer of the whole sensory array to the same (e.g., “no intensity”) digit. After this
prediction interacts with actual values of pixels that occur as the result of the sensory array being
exposed to a particular video frame, the following picture emerges:

Figure 3.5. The left side of the figure is the video frame to which the system’s sensory array was exposed to at the
very beginning of training. This video frame shows a runner going from the left to the right of the frame. The bluishgreenish pixel on both sides is a reference pixel that corresponds to the right shoulder of the runner. The right part of
the figure corresponds to the system’s first person sensory representation of the video frame in terms of
differences/quantum correlations (bright pixels of phenomenal consciousness) and perfect/classical correlations
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(dark pixels of access consciousness) that the system would register at Decoding Receiver. The system’s initial
expectation was “no intensity” digit for each pixel and, importantly, no Bayesian prediction model and PEM
principle has yet been used to train the system. (adapted from Baldi and Itti 2010, 12)

The left side of the figure 3.5 is the video frame or “objective reality” that the system is being
trained on. The right side of the figure corresponds to the system’s first person perspective on the
objective18 sensory input before Bayesian model learning begins since the identical “no
intensity” prediction for the whole array provides the system with an identical digit to compare
all actual states (digits) of transducers. The bright pixels on the right side of the figure indicate
that there was a difference/quantum correlation observed when the initial “no intensity” digit was
compared with the actual state of the corresponding sensory transducer. In other words, from the
third person information processing view, the initial “no intensity” digit
the actual “maximum intensity” digit
correlation

when compared to

would give rise to the following difference/quantum

observed at Decoding Receiver. Importantly, according to the hypothesis,

observation of a difference/quantum correlation means that a pixel level episode of phenomenal
consciousness occurs from the first person perspective (represented by bright pixels on the right
part of figure 3.5). On the other hand, the dark pixels19 on the right side of the figure indicate that
there was a perfect/classical correlation observed when the initial “no intensity” digit was
compared with the actual state of the corresponding sensory transducer. In other words, the
predicted “no intensity” digit

when compared to the actual “no intensity” digit

18

registered

‘Objective’ here means not that there exists some observer independent way to register sensory data. Rather it means
that a given value of a sensory transducer faithfully represents specific environmental condition and that condition
only.
19
While it is intuitively straightforward how bright pixels can represent the first person phenomenally conscious
awareness, nonconscious or awareness in terms of access consciousness doesn’t feel like anything at all, let alone
anything dark. Since it’s rather difficult to represent something that feels like nothing, I’ve chosen a bright vs. dark
dichotomy to represent phenomenal vs. access consciousness distinction.
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by a transducer would give rise to the following perfect/classical correlation

observed at

Decoding Receiver. Thus, according to the hypothesis, a pixel level episode of access
consciousness occurs from the first person perspective (represented by dark pixels on the right
part of figure 3.5). Similarly, half-bright (or half-dark) pixels will come as the result of
comparing digits that give the system smaller differences than digit comparisons that give rise to
fully bright pixels, but larger differences than digit comparisons that give rise to completely dark
pixels. For example, the “1/3 intensity” digit

observed at a given sensory transducer when

compared to the initial “no intensity” digit

will give rise to a smaller difference than that of

comparison of “maximum intensity” digit

and “no intensity digit”

, namely:

vs.

. Thus, the range of possible intensities of episodes of phenomenal consciousness depends
on the total number of digits (ecologically distinguishable states of sensory transducers) and the
number of distinct differences that can be observed between them in a given sensory/perceptual
system.
According to this construal, the right side of the figure 3.5 corresponds to the first person
sensory awareness of the video frame in terms of differences/quantum correlations (bright and
half-bright pixels of phenomenal consciousness) and perfect/classical correlations (dark pixels of
access consciousness) that the system would observe at Decoding Receiver. The first person
awareness in this case corresponds to an objective yet uninterpreted representation of the sensory
information that the system obtained from the environment. Uninterpreted sensory information is
experienced as meaningless noise. For example, Oliver Sacks (1995) describes a vision
restoration case when a congenitally blind patient named Virgil, upon having his bandages taken
off reported light, color and movement all mixed up in a meaningless blur:
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Virgil told me later that in this first moment he had no idea what he was seeing. There
was light, there was movement, there was color, all mixed up, all meaningless, a blur.
Then out of the blur came a voice that said, “Well?” Then, and only then, he said, did he
finally realize that this chaos of light and shadow was a face—and, indeed, the face of his
surgeon. (Sacks 1995, 262)
After a significant amount of learning, Virgil’s chaotic sensation gave way to a more or less
ordered awareness of stable patterns in the environment or objects. In other words, in terms of
Bayes-Shannon system’s functioning, Virgil’s perceptual system learned to predict causal
structure of the environment more or less successfully thus gradually moving the first person
phenomenal and access conscious awareness from the lowest level of 2D array of visual pixels to
intermediate 2.5D level of objects like faces, chairs, etc.
So, having started with uninterpreted sensory input, by employing Prediction Error
Minimization principle/function, Bayes-Shannon system gradually extracts causal regularities
from the environment upon which it builds a predictive processing hierarchy. By successfully
predicting the structured behavior of stable sensory patterns a Bayesian model of the
environment goes beyond low level sensory representations, because it uncovers higher-level
hierarchically and causally structured representations of the environment or, in other words, the
better it can predict sensory input by implementing the Prediction Error Minimization/negative
feedback principle, the better it predicts environmental properties, that is, perceiving rather than
simply sensing them. In the process of learning to perceive the environment by successfully
predicting its influence on sensory transducers, the hierarchically structured Bayes-Shannon
system will learn to perfectly match more aspects of the environmental input (experienced in first
person as dark areas of access consciousness) while leaving most unpredictable stimuli
represented in terms of difference/quantum correlation (experienced in first person as bright
areas of phenomenal consciousness):
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Figure 3.6. The left side of the figure is the same video frame to which the system was exposed to before training
began. This video frame shows a runner going from the left to the right of the frame. The bluish-greenish pixel on
both sides is a reference pixel that corresponds to the right shoulder of the runner. The right part of the figure
corresponds to the first person perceptual representation of the video frame in terms of differences/quantum
correlations (bright spots of phenomenal consciousness) and perfect/classical correlations (dark spots of access
consciousness) that the system would register at Decoding Receiver. This representation emerges when Prediction
Error Minimization principle has had some time to work on the frame. That is, the predictions for each pixel issued
by Bayesian net perfectly match the actual outcomes to a much larger extent than initially thus being represented
primarily by dark pixels of access consciousness. Therefore, only the most surprising/unpredictable features of the
moving runner could not be predicted, hence they are represented by bright pixels of phenomenal consciousness.
(The graphic from Baldi and Itti 2010, 12)

In figure 3.6 the same video frame that was represented in figure 3.5 in terms of uninterpreted
noise has now had a Bayesian model and PEM principle applied to it. As a result, the first person
point of view has changed and is represented now mostly in terms of dark pixels of access
consciousness with only the most unpredictable area (corresponding to the runner) represented in
terms of bright pixels of phenomenal consciousness. Since the system’s sensor array has low
resolution, the resulting first person representation/awareness appears to be rather crude and
pixelated and many aspects of the Bayesian hierarchical aspects of learning are not appearing in
a straightforward manner. This compares rather unfavorably to the actual first person awareness
that we have of things and people. However, the main point still applies and in a system with a
much higher resolution and more complex hierarchy, instead of an extremely rudimentary
outline of a runner in terms of square pixels the first person experience should be of stable
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patterns (sphere for the head, stick-like cylinders for arms and legs, etc.) that would form a 2.5
dimensional outline of the runner.

3.4 QUR theory’s functional reconstruction of Ned Block’s pneumatic drill and David
Chalmers’s philosophical zombies thought experiments.
According to this formulation, in a Bayes-Shannon system perfect correlations that
encode classical information implement access consciousness because they perform the function
of accessing and broadcasting perceptual content. Accessing of perceptual content is
implemented by perfectly predicting it and broadcasting occurs in virtue of informing higher
levels of a hierarchy that no further processing is necessary, thus making access consciousness
useable by other functions of the mind, e.g. direct rational control of action. Quantum
correlation/differences perform the function of phenomenal consciousness and, therefore,
instantiate qualitative aspects of perception.
Before I proceed to explicate Ned Block’s pneumatic drill thought experiment in terms of
this view of access and phenomenal consciousness, let’s briefly review the experiment. As an
example of phenomenal consciousness without access consciousness, Block (1995, 234) asks us
to imagine a situation that involves the auditory system. Suppose that you are involved in a
conversation with someone when suddenly you notice the sound of pneumatic drill digging up
the street. The sound has been there all along and you were aware of it all along but you were
not consciously aware of it. According to Block, you were phenomenally conscious of the noise,
but you were not access conscious of it. In other words, even though you were phenomenally
conscious of the sound of the drill, that information was not poised for the direct rational control
of action until you accessed it. It was at that point that the noise of the drill had some influence
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over your conscious behavior and thoughts. It took access conscious awareness of the sound to
shift your attention to the sound of the drill and to enable you to even consider that it had been
there all along.
Thus, according to the Bayes-Shannon explication of the story, as you are involved in a
conversation with a friend on a busy street of New York City, your auditory perceptual system is
preoccupied with predicting causally structured strings of sounds (more precisely, strings of
digits that represent the strings of sounds) that the person you are talking to is producing during
the conversation. Under normal circumstances this process would involve both access conscious
content and phenomenal conscious content since you are more or less correctly predicting the
causal structure of the world by grasping the causally structured content of the utterances being
made by your interlocutor (by understanding what is being said) and you are experiencing the
qualitative aspects of the conversation (e.g. phonological properties of utterances). While
engaged in the conversation you are also phenomenally conscious of the general city noise
around you, but you are so engrossed in your conversation that you are not aware of the exact
causal structure of the noise (its sources, stable spatiotemporal patterns and so on) that is, you are
not aware of any access conscious properties of any particular part of the noise. Such causally
and/or structurally unorganized sensory-level phenomenally conscious awareness is due to the
differences realized on the level of sensory transducers or Specific Quantum Discord that is not
being anticipated/organized by any Bayesian model, see figure 3.5 above. In other words,
uninterpreted sensory Specific Quantum Discord is phenomenologically experienced as
undifferentiated noise because it lacks the access conscious component.
Unbeknown to you, the sound of the pneumatic drill has been a part of general city noise
for quite some time, that is, you are phenomenally conscious of it on sensory level, but not

81

access conscious of it on any level of a Bayesian model needed to predict it and, therefore,
according to Block’s and this view you are not phenomenally aware of it as a sound coming from
a pneumatic drill. That is, in the absence of a correct causally structured Bayesian model and
access consciousness (perfect/classical correlation), the content of phenomenal consciousness
(differences/quantum correlation) is not available and ready for access and broadcasting, and,
therefore, not available for cognition and control of behavior. However, once your auditory
perceptual Bayes-Shannon system finds repetitive patterns produced by the pneumatic drill and
becomes more or less successful in predicting the spatiotemporal structure of this particular
stimulus you will become both access conscious and phenomenally conscious of it (characterized
by a combination of perfect/classical correlation and differences/quantum correlation) as the
sound coming from a pneumatic drill digging up the street a certain distance from you. Such
combination of two different kinds of correlation can be illustrated by figure 3.6 where
phenomenally conscious awareness of the pneumatic hammer would correspond to non-black
pixels while access conscious awareness would correspond to black pixels20.
Further, it turns out that your friend is a super-blindhearer in Block’s sense and, when you
ask her whether and how she is aware of the pneumatic drill digging up the street, she would say
that she is aware of it, but there are no qualitative properties associated with her awareness. In
other words, your friend’s perceptual system has perfect predictive command over the causal
structure of the sounds made by the pneumatic drill to the extent that when her perceptual system
issues an expectation and then compares it to the observed signal there are no differences
observed at Decoding Receiver and, correspondingly, no phenomenal or qualitative conscious
awareness experienced. If she were capable of replicating her super-blindhearer ability in all

20

While figures 3.5 and 3.6 are used to describe sensory and perceptual phenomena in visual modality, they should
be easily translatable into describing sensory and perceptual phenomena in any modality.
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sensory modalities, she might be considered, at least in relation to perceptual awareness, to be a
functional isomorph of David Chalmers’s philosophical zombie. David Chalmers (1997, 421)
agrees with Ned Block’s distinction by claiming that a clear conceptual distinction can be made
between access and phenomenal consciousness. We can imagine phenomenal consciousness
without access consciousness and access consciousness without phenomenal consciousness, and
Chalmers argues that access consciousness can be accounted for by cognitivist explanations (so
called Easy problem of consciousness) while phenomenal consciousness is resistant to such
explanations (Hard problem of consciousness).
In other words, on this view, philosophical zombies and superblindsighters are possible to the
extent that perceivers who can perfectly predict causal structure of the perceived environment are
possible. The following is the first person representation of philosophical zombie condition in
Bayes-Shannon system:

Figure 3.7. The left side of the figure is the same video frame to which the system was exposed to at the very
beginning of training. This video frame shows a runner going from the left to the right of the frame. The right part of
the figure corresponds to the philosophical zombie’s and blindsighter’s idealized first person perceptual
representation of the video frame exclusively in terms of perfect/classical correlations (dark spots of access
consciousness) that the system would register at Decoding Receiver. The representation is idealized since the system
was always exposed to the same set of stimuli, a circumstance which hardly ever happens to regular conscious
beings in the real environment. Thus, under realistic circumstances the part on the right would not be all
black/access conscious, but rather the environment would constantly impinge on the system with significant
amounts of uninterpreted noise. (The graphic from Baldi and Itti 2010, 12)

This first person representation emerges when Prediction Error Minimization principle works
flawlessly at all times regardless of the perceptual challenges that the environment poses for the
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system. That is, the predictions for each pixel issued by Bayesian net perfectly match the actual
outcomes thus being represented entirely by dark pixels of access consciousness. In other words,
according to this view, Chalmers’s philosophical zombie and actual human blindsighters can be
construed as perfect predictors of their environment. It must be noted that there are no perfect
predictors of the environment in the sense discussed above since such a predictor would have to
operate a model that perfectly accounts for every single sensory manifestation of the
environment available to such a predictor. This means that for a normal perceiver the right part
of the Figure 3.7 would not be completely black/access conscious but rather would have a
significant amounts of phenomenal consciousness present at almost all times. In other words,
philosophical zombies in this regard are useful idealized fictions that were invoked by Chalmers
in order to allow us to grasp the distinction between phenomenal and access consciousness. And
while Chalmer’s is a metaphysical dualist, it appears that the theoretical distinctions that he
makes about phenomenal and access consciousness can be implemented in quite physical
information processing mechanisms. In the next chapter I’ll focus on the two kinds of
information processing that takes place in Bayes-Shannon mechanism: quantum (that instantiates
phenomenal consciousness) and classical (that instantiates access consciousness). Specifically,
I’ll be focusing on physical encoding and transformation of the two kinds of information in
Bayes-Shannon mechanism.

3.5 Objections.
In the context of the Bayes-Shannon system implementing only Prediction Error
Minimization principle a stimulus that was initially completely phenomenally conscious will
gradually become less and less phenomenally conscious and more and more access conscious.
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This dynamic appears to correspond to the common sense phenomena when frequently practiced
tasks or regularly observed stimuli seem to gradually fade from consciousness when
phenomenally loud qualitative content of phenomenal consciousness (or a combination of the
phenomenal and access consciousness) gives way to non-phenomenal content of access
consciousness. Examples of this dynamic include many overlearned phenomena like riding a
bicycle, driving a car, etc.—cases where initially highly phenomenally conscious content gives
way to access conscious content, a condition that Langer and Imber (in Baars 2003, 643) call
“mindlessness.”

3.5.1 Objection against diminishing phenomenal consciousness.
Thus, some might object to the construal of phenomenal consciousness as something that
can diminish in principle since, intuitively, it just does not seem that our phenomenal conscious
awareness becomes less with regular practice of a task or frequent perception of a given
stimulus. In other words, it seems that our capacity to think of something can always bring that
particular aspect of our environment into a laser sharp focus of phenomenal awareness.
One can respond by pointing to empirical research showing that perceptions “… that,
though initially conscious, become, by some process such as overlearning, automatic and
unconscious.” (Baars 2003, 19) According to Langer and Imber (in Baars 2003, 643): “When an
individual first approaches a task she/he is necessarily attentive to the particulars of the task.
With each repetition of the task, less and less attention to those particulars is required for
successful completion of that task.” They conclude that learning in a sense is learning what
elements of the task may be consciously ignored:
It would seem from their daily interactions that most people in the world are aware that
overlearning serves this function, since they appear to be constantly adding familiarity,
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predictability, and structure to their lives, which facilitate overlearning. (Langer and
Imber in Baars 2003, 660)
Thus, to the extent that regular humans overlearn everyday routines and become less and less
consciously aware of considerable perceptual tasks involved in e.g. walking, biking, and even
articulating of sentences, they can be considered, at least partially, philosophical zombies.
According to the view developed here, the situation regarding phenomenal vs. non-phenomenal
aspects of perception is more nuanced. On the one hand, human beings are not perfect predictors
of the environment which closes off the possibility of us becoming full-time philosophical
zombies. On the other hand, empirical research finds that partial zombiehood is actually
beneficial, since features like overlearning and expert perception point to an ecological
desirability of non-phenomenal perception. In other words, since we are essentially information
processing creatures our highly variable environment (in the form of exogenous attention) and
ability to endogenously focus on different aspects of the environment preclude the phenomenal
lights of our consciousness from going out completely. Further, Prediction Error Minimization
principle, according to this account, while being important, is just a part of the more
comprehensive story. The idea of implementing negative feedback on PEM is the idea of
Prediction Error Control (PEC) by the system that enables it to selectively attenuate error
minimization, and thus zombie-like non-phenomenal perception, in a controlled, precise and
contextually salient way, which we normally call endogenous attention. I’ll discuss both kinds of
(exogenous and endogenous) attention and how they engender both kinds of consciousness in
more detail in Chapter 5.

3.5.2 Objection from Inattentional Blindness.
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A further objection might draw upon research in Inattentional Blindness phenomena,
where according to Mack and Rock (1999, sect. 13) seemingly most overlearned phenomena like
one’s own name actually prompts more phenomenal conscious awareness not less. Even more
surprising than the “own name effect” was “… the finding that observers are largely blind to a
stimulus that is almost identical to their own names with the only difference being that the first
vowel is replaced by another vowel.” Mack and Rock (1999, sect. 13) For example a person’s
name Jack elicited phenomenally conscious awareness while a transformed name Jeck did not
even though being a novel stimulus it should conceivably be more surprising and informative.
According to Mack and Rock (1999, sect. 13), one’s own name is among a very few instances
(one of them is a smiley face icon) that “… will capture attention under conditions of
inattention.” This finding points to a high level of analysis of such stimuli even when they are
not consciously perceived and to a role that attention plays in conscious perception. To answer
the challenge posed by the inattentional blindness phenomenon one can appeal to endogenous
attention. As I have mentioned (and will argue in Chapter 5), endogenous attention can
selectively reverse the effects of attenuation for selected stimuli in the context of Bayes-Shannon
system’s overall process of Prediction Error Minimization and thus bring any stimulus into a
contextually appropriate and cognitively salient balance of phenomenal and access
consciousness. Further, through Prediction Error Control (PEC) the system can learn to make
exceptions in its modulation of Prediction Error Minimization process so that some specific
stimuli (e.g., smiley faces and first names) will always be perceived with a high degree of
phenomenal awareness.

3.5.3 Objection from unconscious phenomenal qualities.
87

Some philosophers might resist the claim that qualitative aspects of perception depend on
phenomenal consciousness. David Rosenthal (2005), for example, argues that there can be
unconscious phenomenal qualities, on the grounds that qualitative sensory states can occur
without our being conscious of them, as when we are briefly distracted from an enduring
headache. The suggested formulation offers two responses to this objection. On the one hand,
predictive hierarchy doesn’t have to be limited to sensory transducers only, that is, the system
can also learn to predict the states of its pain receptors and if it is partially or completely
successful, phenomenally conscious pain will be transformed into access conscious pain and
while still having its cognitive and/or behavioral effects will not be experienced phenomenally as
pain. In this case, the pain is access conscious and, therefore, non-phenomenal.
On the other hand, since there is a competition for the informational spotlight among the
exogenously and endogenously engendered conscious states, some of them might become
phenomenally “quieter” to the point of being indistinguishable from noise if they have to
compete with more informative and thus phenomenally “louder” states. In the context of
headaches and other pain experiences, if those in pain are distracted by stimuli which are
phenomenally sufficiently louder (carry more quantum information) then headaches go out of the
attended conscious spotlight and into the general background noise that has lower phenomenal
pop than the spotlight. This is why when someone stubs a toe the instinctive reaction is to
vigorously rub the toe. In the context of Bayes-Shannon hierarchy rubbing creates more quantum
correlations and, thus, is phenomenally louder than pain thus essentially drowning the pain out
and distracting the unfortunate individual. However, once things quiet down, and both kinds of
attention scale the phenomenological aspects of perception back to the point where it is
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comparable with the phenomenological pop of the pain, the pain comes back since it gets
phenomenally louder than other perceptual stimuli.
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Chapter 4: Quantum Information Processing in Bayes-Shannon Mechanism.
Quantum theory is a vast and complicated branch of physics which makes it rather
difficult to provide a comprehensive overview of the subject. So, in order to set up my
subsequent discussion of quantum computation, I’ll focus my review of quantum theory on two
phenomena, namely, entanglement and superposition, that are fundamental to understanding how
quantum physics departs from classical physics and how quantum computers differ from
classical ones.

4.1 Entanglement and superposition as two main properties of Quantum Theory.
One of the central figures in developing our understanding of the strange world of
quantum, Erwin Schrödinger called entanglement the defining feature of quantum mechanics
that underlies its disagreement with classical physics. According to Bub (2017), Schrödinger

coined the term ‘entanglement’ to describe a peculiar connection between quantum systems
that forms when they enter into temporary physical interaction. Even after separation they
continue to be entangled as a system in a way that:
… the best possible knowledge of a whole does not necessarily include the best
possible knowledge of all its parts, even though they may be entirely separate and
therefore virtually capable of being ‘best possibly known,’ i.e., of possessing, each of
them, a representative of its own. The lack of knowledge is by no means due to the
interaction being insufficiently known — at least not in the way that it could possibly
be known more completely — it is due to the interaction itself. Attention has recently
been called to the obvious but very disconcerting fact that even though we restrict the
disentangling measurements to one system, the representative obtained for
the other system is by no means independent of the particular choice of observations
which we select for that purpose and which by the way are entirely arbitrary. It is
rather discomforting that the theory should allow a system to be steered or piloted into
one or the other type of state at the experimenter’s mercy in spite of his having no
access to it. (Schrödinger 1935, 555)
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In order to provide an intuitive demonstration of what entanglement is and how it is thought to
contain “the essence of quantum mechanics” Schrödinger (1935a, 1935b) offered his now
famous thought experiment that involves a cat and a certain “diabolical device”21:
A cat is penned up in a steel chamber, along with the following diabolical device (which
must be secure against direct interference by the cat): in a Geiger counter there is a tiny
amount of radioactive substance, so small, that perhaps in the course of one hour one of
the atoms decays, but also, with equal probability, perhaps none; if it happens, the
counter tube discharges and through a relay releases a hammer which shatters a small
flask of hydrocyanic acid. If one has left this entire system to itself for an hour, one
would say that the cat still lives if meanwhile no atom has decayed. The first atomic
decay would have poisoned it. The ψ-function of the entire system would express this by
having in it the living and the dead cat (pardon the expression) mixed or smeared out in
equal parts. (Schrödinger 1935)
After interacting with a radioactive atom, the cat is said to be in an entangled quantum state: a
superposition of a state in which the radioactive atom has not decayed and the cat is alive, and a
state in which the radioactive atom has decayed and triggered a device that kills the cat. Thus, it
appears that the cat is neither alive nor dead at the same time.

Figure 4.1 Schrödinger’s thought experiment. (From Bub 2015, 209).
21

Erwin Schrödinger’s famous cat was introduced on p. 812 of his three-part paper Die Gegenwartige Situation in
der Quantenmechanik, Die Naturwissenschaften 23, 807-812, 825-828, 844-849 (1935). An English translation by
John D. Trimmer was published in Proceedings of the American Philosophical Society 124, 323-338 (1980) and
reprinted in]. A. Wheeler and W. H. Zurek (eds.), Quantum Theory and Measurement (Princeton University Press,
Princeton, i9S3). The quotation is from the Trimmer translation in the Wheeler and Zurek anthology, p. 157.
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According to Schrödinger, the point of the experiment is to show that “an indeterminacy
originally restricted to the atomic domain becomes transformed into macroscopic indeterminacy,
which can then be resolved by direct observation.” (Bub 2015, 208) So, he suggests, you can’t
interpret the quantum description of the microworld as a description of some sort of amorphous
blurred or fuzzy reality, like a cloud or a bank of fog. The fact that you can resolve the
indeterminacy or indefiniteness at the macrolevel by opening the chamber and looking, says
Schrödinger, shows that the quantum description is like the sort of description provided by “a
shaky or out-of-focus photograph” where some information is lost, in other words an incomplete
description of something quite definite. (Bub 2015, 208)
According to Bub (2015, 215), the interaction between Schrödinger’s cat and a
radioactive atom is the sort of thing that happens in a quantum measurement: ”The cat can be
regarded as a macroscopic measuring instrument with two “pointer” states, “alive” and “dead,”
that become correlated with two microstates of the radioactive atom, |decay in one hour⟩22 and
|no decay in one hour⟩.” In this sense, the cat ending up alive or dead measures a “yes-no”
observable of the radioactive atom associated with the atom decaying or not decaying in an hour.
The “measurement problem” of quantum mechanics is to explain how the cat can be considered
to end up either definitely alive or definitely dead if the final state is an entangled state of the
radioactive atom and the cat. This result stands in a sharp contrast to a measurement in a classical
theory, which is a procedure for finding out whether or not a system has a certain property, and
since the state is associated with a list of all the properties of the system, nothing in principle

22

These symbols “|⟩” called “bra-kets” form a standard notation for describing quantum states. This notation was
introduced by Paul Dirac (1939). Mathematically speaking, bra-ket notation describes an inner product (which can
be written as matrix multiplication) between row vector (“bra”) and column vector (“ket”) for a finite dimensional
vector space.
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prevents one from finding out as many properties of a system as one likes, and thus fixing the
classical state to an arbitrary degree of accuracy.

4.2 Einstein, Podolsky, Rosen thought experiment and two kinds of correlations in
quantum entanglement.
According to Pan, et. al. (2012, 3), entanglement was used by Einstein, Podolsky, and
Rosen (EPR, 1935) to show that quantum mechanics is incomplete. The initial impetus for the
original EPR paper and the ones that followed (Einstein 1936, 1948, 1949) was Einstein’s
questioning whether the formalism of quantum mechanics provides a complete description of
quantum systems. In other words, can all physically relevant truths about systems be derived
completely from quantum states? According to Fine (2017), Einstein, Podolsky, and Rosen
argued that the outcome of a measurement of any physical system is determined prior to and
independent of the measurement (realism view of quantum theory) and that the outcome cannot
depend on any actions in space-like separated regions (the notion that no communication faster
than the speed of light can occur between the two regions where independent measurements of
two entangled particles take place).
According to Bub (2017), in the original EPR article, two particles are prepared from a
source in a certain ‘pure’ quantum state of the composite system (a state that cannot be expressed
as a mixture or probability distribution of other pure quantum states, and cannot be reduced to a
pure quantum state of each particle separately). After the particles move apart, there are
‘matching’ correlations between both the positions of the two particles and their momenta: a
measurement of either position or momentum on a particular particle will allow the prediction,
with certainty, of the outcome of a position measurement or momentum measurement,
respectively, on the other particle. These measurements are mutually exclusive: either a position
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measurement can be performed or a momentum measurement, but not both simultaneously. The
subsequent measurement of momentum, say, after establishing a position correlation, will no
longer yield any correlation in the momenta of the two particles. It is as if the position
measurement disturbs the correlation between the momentum values, and conversely. Apart from
this peculiarity that either correlation can be observed, but not both for the same pair of particles,
the position and momentum correlations for the particles are exactly like the classical
correlations between two billiard balls after a collision, and these correlations can be explained
by a common cause, or correlated ‘elements of reality.’
Bub (2015, 54) describes the Einstein-Podolsky-Rosen correlations in terms of the
correlations one would get if one took a card from a deck of playing cards, cut it in half and
mailed the two halves to separate addresses. Opening an envelope containing a half-card would
reveal the color of the half-card in one’s hands and, instantaneously, the color of the half-card at
the distant address. In this case, the reality or Einstein’s “being-thus” (“so-sein” in the German
original) of a half-card would be specified by a shared color variable, with two possible values,
red or black. Here, each of the subsystems, a particle in an Einstein-Podolsky-Rosen pair or a
half-card, has its own definite “being-thus.” This is characteristic of all correlations that can be
simulated with local classical resources, that is classical correlations.
In effect, the Einstein-Podolsky-Rosen argument for incompleteness of quantum
mechanics rests on showing that the shared randomness required for the simulation—the
common cause of the correlations—is missing from the quantum description. Einstein’s “beingthus,” represented by the value of a shared random variable, is the common cause of the
correlation, which can be thought of as the “instruction set” that tells the system how to respond
to a measurement. In other words, Einstein’s argument is simply that, if you have perfect
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correlations of this sort, and you can exclude a direct causal influence between the two systems
(because the correlations persist if the systems are separated by any distance and no information
can travel between the systems faster than the speed of light), then the only explanation for the
correlations is the existence of a common cause. Thus, according to Bub (2015, 55), “Since the
quantum description of the correlated systems lacks a representation of the common cause,
quantum mechanics must be incomplete. What’s missing in a quantum state description like |f+⟩
is something corresponding to the simulation variable in a local simulation.”
The important upshot for my purposes is that, according to EPR, any theory giving a
complete description of an entangled system that includes a quantum state must also include an
account of classical correlations along with quantum correlations. In subsequent sections I sketch
out an epistemic model of information theoretic reconstruction of quantum theory in terms of a
quantum information processing mechanism that accounts for both classical and quantum
correlations. Further, I argue that these correlations play a central role in explicating the nature of
access and phenomenal consciousness.

4.3 Quantum information movement in quantum theoretic physics.
The movement to reconstruct quantum theory in terms of information theory is a recent
phenomenon and, according to Bub (2015, 183): “It’s a significant sea change in the foundations
of quantum physics that information-theoretic principles […] are investigated as possible
constraints on physical processes.” The proposition is to raise information-theoretic constraints
to the level of fundamental ‘laws of nature’ from which quantum theory can be deduced. Thus,
Clifton et. al. (2003, 4) suggest “… that quantum theory be viewed, not as first and foremost a
mechanical theory of waves and particles (cf. Bohr’s infamous dictum […]: ‘There is no
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quantum world.’), but as a theory about the possibilities and impossibilities of information
transfer.” Chiribella, D’Ariano, and Perinotti (2011) achieved significant results along these
lines. See Spekkens and Chiribella (2015) for an extensive overview of the current state of the
research on the issues in this way of thinking about quantum theory.
Since I aim to explain phenomenal and access consciousness in quantum information
theoretic terms, going forward I assume the quantum information theoretic approach to
reconstructing quantum theory. I begin by agreeing with some researchers that quantum states
should be construed as epistemic (states of knowledge) and not ontic (states of the world). Then I
outline the main properties of quantum information processing and argue that the suggested
Bayes-Shannon mechanism implements these properties in information theoretic terms of
classical and quantum correlations.

4.4 Quantum states as epistemic (states of knowledge) vs. ontic (states of the world).
The issue whether a quantum state describes the real physical state of a system or merely
our knowledge of the physical state of the system, has been central to the study of quantum
theory foundations. According to Spekkens (2007), the ontic view of quantum states as states of
reality was the original view and has a long history in interpretation of quantum mechanics.
Schrödinger initially interpreted a quantum state as a physical wave, and never completely
abandoned this view. In the classic textbooks of Dirac (1958) and of von Neumann (1955), the
quantum state is taken to provide a complete specification of the properties of a physical system.
This is also true of both collapse theories by Ghirardi, Rimini, Weber (1986); Pearle (1989, 1999)
and Everett-type interpretations by Everett (1957); Barrett (1999). Even within the popular
hidden variable theories, such as the de Broglie-Bohm theory by Bohm, Hiley (1993); Holland
(1993); Valentini (1991) and the modal interpretation by Kochen (1985); Dieks, Vermaas
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(1998); Bacciagaluppi (1996) although the quantum state has an epistemic role to play in
specifying the probability distribution over hidden variables, it is fundamentally an ontic state
insofar as it acts as a guiding wave, causally influencing the dynamics of the hidden variables. The
tension between the epistemic and ontic roles of the quantum state in these interpretations has
understandably troubled many authors, and although attempts have been made to reduce the tension
e.g., Valentini (1991), these efforts have tended to assign less rather than more epistemic
significance to the quantum state.
The epistemic view, according to Spekkens (2007), although less common than the ontic
view, also has a long tradition. Einstein’s argument for the incompleteness of quantum
mechanics which was made famous in the EPR paper (Einstein, Podolsky, Rosen,1935) and later
made more precise in his correspondence with Schrödinger (Howard, 1985; Fine, 2017) is an
argument for an epistemic view of quantum states. The work of Ballentine on the statistical
interpretation (Ballentine,1970; Ballentine, Yang, Zibin, 1994) can be interpreted as a defense of
the epistemic view, as can that of Emerson (2001). Peierls (1979) was also an early advocate of
this interpretation of the quantum state. According to Spekkens (2007), it is only recently, with
the advent of quantum information theory, that the epistemic view has become more widespread,
with the most convincing and eloquent advocate of the approach being Christopher Fuchs (Fuchs,
2003; Caves, Fuchs, 1996; Fuchs, 2001).
According to Spekkens (2007), epistemic view of quantum states offers a very intuitive
explanation to many features of quantum mechanics such as the measurement collapse, the
statistical nature of quantum mechanics and indistinguishability between non-orthogonal states.
In a model, where the quantum state describes the observer’s state of knowledge, one can see the
measurement collapse as a Bayesian update rule from classical probabilistic models, which does

97

away with the measurement problem. There are, however, quite a few no-go theorems to suggest
that an epistemic model of all of quantum mechanics is unlikely. Despite this, it forms an
important tool in separating classical sub-theories from quantum ones and provides a way of
simulating certain quantum systems.
In the following sections I argue that the Bayes-Shannon mechanism outlined in Chapter
2 performs quantum information processing, and since it is an information processing account of
perception, quantum states will be considered as states of knowledge of the system. And while
it’s not my purpose here to provide a complete account of quantum theory in information
theoretic terms, the suggested approach can be considered as a model of the epistemic view of
quantum states in information theoretic reconstruction of quantum theory, e.g. the one defended
by Spekkens and Liefler (2013).

4.5 Quantum information processing.
According to Bub (2017), it was not until the 1980s that physicists, computer scientists,
and cryptographers began to regard the non-local/quantum correlations of entangled quantum
states as a new kind of non-classical resource that could be exploited, rather than an
embarrassment to be explained away. Entanglement is a property of minimum two quantum
systems such that the state of one system cannot be seen independent of the other. It forms the
basis for purely quantum effects and is the main resource for the many applications of quantum
information processing. According to Pan et al., (2012, 4), quantum information processing
harnesses the superposition principle and non-classical/quantum correlations of quantum
mechanics and employs them in communication and computation. Quantum computers promise
to increase greatly the efficiency of solving problems such as factoring large integers, database
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search and simulation of some quantum phenomena. Quantum entanglement provides a way of
solving these problems through the ‘monogamy’ of entangled state correlations: no third party
can share entanglement correlations between Alice23 and Bob. Moreover, any attempt by Eve to
measure the quantum systems in the entangled state shared by Alice and Bob will destroy the
entangled state.

4.5.1 Quantum information processing in interferometer-based mechanisms.
Along with double slit experiments, interferometers were among the first tools that were
used to analyze quantum phenomena. An interferometer is an optical apparatus in which the
travel of light is restricted to a finite number of discrete paths or beams. The beams may be
guided from one point to another, split apart or recombined as needed, and, importantly, when
two beams are recombined into one, the result may show interference effects. At the end of the
interferometer, one or more sensors can measure the intensity of various beams. Figure 4.2 shows
the layout of a Mach–Zehnder interferometer, which is an example of this kind of apparatus.

Figure 4.2. Diagram of a Mach–Zehnder interferometer. Light in the input beam is divided into two beams, which
are later recombined. Light sensors measure the intensities of the two output beams. Diagram from Schumacher and
Westmoreland (2010,16).

23

Alice, Bob and Eve are conventional names in quantum computation and communication, where communication
is said to originate at the point Alice and terminate at the point Bob, while Eavesdropper is someone who attempts to
intercept and read the message being communicated.
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A collimated (highly uniform) input light beam is split into two identical beams by a halfsilvered mirror. The two resulting beams, the “sample beam” (lower beam in figure 4.2) and the
“reference beam” (upper beam in figure 4.2) are each reflected by a mirror. The two beams then
pass a second half-silvered mirror and enter two detectors. According to Hariharan (2007,13-22),
one important kind of device that is introduced into one of the beams (lower beam in figure 4.2)
is called a “phase shifter” which is marked as “glass plate” in figure 4.2. This could simply be a
glass plate through which the light beam travels and as it does so the phase shifter changes phase
of the beam’s wave. This change is highly significant, for it can turn constructive interference into
destructive interference at a later stage of the interferometer. After being perturbed by interaction
with the phase shifter, the sample beam that goes through the shifter is recombined with the
reference beam to create an interference pattern which can then be interpreted. In other words,
phase shifters change the properties of the lower beam in a way that it can be said to carry information
about the glass plate phase shifter when interference pattern emerges since beams that are in phase
will undergo constructive interference while beams that are out of phase will undergo destructive
interference.
Figure 4.3 shows a diagram of an interferometer based quantum computer developed by
Cai et.al. (2013) that uses four qubits and four controlled logic gates to implement subroutines
designed to implement an algorithm that solves systems of linear equations.
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Figure 4.3. Interferometer based quantum computer that solves systems of linear equations. It consists of (1) Qubit
initialization, (2) Phase estimation, (3) R rotation, (4) Inverse phase estimation. (From Cai et al., 2013)

According to Schumacher and Westmorland (2010, 43), a qubit is a quantum system in
which the Boolean classical computation states 0 and 1 are represented by a prescribed pair of
normalized and mutually orthogonal quantum states labeled as {|0⟩, |1⟩}. The two states form a
‘computational basis’ and any other (pure) state of the qubit can be written as a superposition
α|0⟩+β|1⟩ for some α and β such that |α|2 + |β|2 =1. A quantum logic gate is a device which
performs a fixed unitary operation on selected qubits in a fixed period of time and a quantum
circuit is a device consisting of quantum logic gates whose computational steps are synchronized
in time (Schumacher and Westmorland 2010, 366). The outputs of some of the gates may be
connected by wires to the inputs of others. The size of the circuit is determined by the number of
gates it contains. Each line in the circuit usually represents a wire by which signals travel in the
quantum circuit. Also, lines in the circuit may correspond to the passage of time or trajectory of a
particle such as a photon moving from one location to another through space. In the following
section quantum information processing in the suggested Bayes-Shannon mechanism should be
thought of as operating in a quantum circuit with passage of time going from right to left.
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4.5.2 Quantum information processing in the Bayes-Shannon perceptual mechanism.
In a simple system like a two-beam Mach–Zehnder interferometer (figure 4.2) when a
single photon is in the interferometer, the system behaves like a qubit, with basis states |u⟩
(photon in upper beam) and | l ⟩ (photon in lower beam). Quantum information processing
harnesses the superposition principle and non-classical correlations of quantum mechanics and
employs them in communication and computation. In this section I outline how quantum
information processing takes places in the Bayes-Shannon perceptual mechanism outlined in
Chapter 2.
Just like in the Mach–Zehnder interferometer where the input beam is split into two by a
half-silvered mirror, a signal originating at the Encoding Transmitter of the suggested
mechanism is split into two identical copies: efferent signal and efferent copy. The two signals
are entangled in virtue of being classically correlated since both signals originated at a common
cause, namely, Encoding Transmitter. This is Einstein-Podolsky-Rosen entanglement, which can
be simulated with classical resources since there is a common cause explanation of the
correlation, represented by a shared random variable. Thus, a measurement of one of the
variables will immediately assign a value to the other variable, just like with the example of a
playing card that was cut into two and sent to different addresses. Opening the envelopes after
their arrival will reveal perfectly correlated colors, but nothing travels between the two addresses
as the cause of the correlation. The common cause in this case is a variable associated with the
original card from which the two half cards were cut, with values, black or red, that fix the color
of the half-cards. The common cause in the mechanism is a variable associated with the original
digit or a sequence of digits that was originally encoded into the two signals by the Encoding
Transmitter.
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Figure 4.4. Classical and quantum correlations before and after interaction with a sensory transducer.

After a given efferent signal interacts with the environment via sensory transducer, the original
digit in the efferent signal is erased and replaced by a digit that represents the state of the
transducer at that moment. This operation turns the efferent signal into an afferent signal that will
be compared to the corresponding efferent copy at the Decoding Receiver. Now the information
about the transducer’s state is encoded nonlocally between the afferent and efferent signals, that
is classical local correlation is replaced with quantum nonlocal correlation. In other words, at this
point it becomes indeterminate whether the original perfect correlation is still the case, since the
interaction of the efferent signal with the transducer serves like an element of randomness played
by the radioactive material in Shrodinger’s cat experiment after the box has been closed. After
the interaction with the sensory transducer, a particular afferent signal and the corresponding
efferent copy are in quantum superposition since (as discussed in chapter 2) the transducer could
have written any of the 4 possible values (physical properties) of the variable (digits) into the
signal:
1. Maximum intensity:
2. 2/3 of maximum intensity:
3. 1/3 of maximum intensity:
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4.

No intensity:

The instance of the efferent signal interacting with the environment via the transducer changes
the nature of the signal’s entanglement with the corresponding efferent copy. While before
interaction with the environment the entanglement was classical and one could find out the value
of one variable by observing the other, after the interaction, classical entanglement is replaced
with quantum entanglement since measuring either of the digits/variables will not give us any
information about the other variable. In other words, after the interaction, information about the
sensory transducer state is encoded nonlocally between the two digits. Further, this entanglement
is “monogamous” since any interaction with (e.g., an attempt to measure) physical properties that
encode either of the digits will result in the change of their physical properties, and, as a result,
loss of the information they jointly carry about the interaction with the transducer.
The outlined quantum information processing dynamic corresponds to what Schumacher
and Westmoreland call Type II quantum communication, in which
… quantum information lies in the entangled state of system Q and a “bystander” system
R, which does not participate in the communication process but merely serves as an
“anchor” for the entanglement carried by Q. […] Type II quantum communication is not
so different from classical communication. If Alice sends a bit b to Bob, what does it
mean operationally to say that bit b’ received by Bob is correct? This presumes the
potential existence of a “reference bit,” a fiducial copy of b to which b’ may be
compared. Alice, for example, could retain her own copy of the transmitted message, and
later on this can be compared with Bob’s version. The communication is accurate
provided the two bits are properly correlated. In quantum communication we cannot
make and keep copies, but the bystander system R plays a similar role. The quantum
communication from Alice to Bob is successful provided R and Q’ are properly
correlated (i.e., in the correct entangled state). (Schumacher and Westmoreland 2010,
152)
In the suggested mechanism, a given efferent copy plays the role of a “bystander system” that
“anchors” the entanglement it carries initially with the corresponding efferent signal and, after
interaction with sensory transducer, with the corresponding afferent signal. Crucially, in this
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type of quantum communication, for a communication episode to be complete (information
transferred from Alice to Bob) a decoding or matching of the received message with the intended
message needs to take place. This means that the system will not observe any information until
decoding takes place, that is, a transmitted message (afferent signal) is compared to the
corresponding “reference bit” (efferent copy). The instance of comparison of the transmitted
message with the originally intended message, where quantum uncertainty regarding what
variable was recorded by the sensory transducer is reduced, is the focus of the suggested
approach to consciousness and is diagrammed in figure 4.5:

Figure 4.5. Quantum uncertainty reduction at the Decoding Receiver by comparing physical properties that encode
digits in both a given afferent signal (transmitted message) and a corresponding efferent copy (reference message).
Classical information is observed in terms of perfect correlation (overlap between the two signals) while quantum
information is observed in terms of imperfect correlation or differences between physical properties that encode
classical digits.

4.6 Phenomenal consciousness is quantum information and access consciousness is classical
information observed at Decoding Receiver.
Quantum uncertainty reduction, in the context of a single use of Bayes-Shannon
mechanism, is an episode/instance at the Decoding Receiver when quantum entanglement and
superposition between afferent signal and efferent copy are collapsed by an act of decoding, that
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is, comparing relevant physical properties of the digits in both signals. Importantly, at the
moment of comparison, information about the extent to which the environment has and/or has
not modulated the initial prediction by replacing an initial efferent digit with an afferent digit,
can be obtained in terms of similarities and differences between physical properties that encode
the digits that are being compared. What we get as a result of decoding is the extent to which the
physical properties that encode the two digits overlap (perfect correlation encodes classical
information about the digits) and/or differ (imperfect correlation encodes quantum information
about the digits).
Having outlined the information processing dynamic in the Bayes-Shannon mechanism, I
can now formulate the hypothesis about the nature of phenomenal and access consciousness:
Phenomenal consciousness in the context of quantum uncertainty reduction that takes
place over a single use of Bayes-Shannon mechanism is an instant of observation of
quantum information encoded by differences between the physical properties that encode
digits of afferent signal and efferent copy. Access consciousness is an instant of
observation of classical information encoded by perfect correlation between the signals’
physical properties that encode digits.
Thus, in the figure 4.5, the efferent copy carries a prediction string that consists of three digits
representing states of the sensory transducer: “2/3 of maximum intensity,” “no intensity,” and
“2/3 of maximum intensity.” However, the sensory transducer registered the following string of
three digits: “maximum intensity,” “1/3 of maximum intensity” and “no intensity” and encoded
this pattern into the corresponding afferent signal’s amplitudes of the electric current. The result
that we obtain at the Decoding Receiver is that the first compared digits (“2/3 of maximum
intensity” carried by the efferent copy and “maximum intensity” carried by the afferent signal)
partially overlap and partially diverge. The partial overlap means that a certain portion of
information about the transducer’s state was communicated in terms of perfect correlation
(between the two digits) that encodes classical information. Partial divergence/distance between
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the two digits means that a certain portion of information was communicated in terms of
imperfect correlation that encodes quantum information. In perceptual terms, this means that the
information about what happened at the sensory transducer would be experienced partially in
terms of access consciousness (in virtue of the “maximum intensity” digit sharing a part of
perfect correlation with the digit “2/3 of maximum intensity”), and partially in terms of
phenomenal consciousness since there are differences between physical properties that encode
“maximum intensity” digit and “2/3 of maximum intensity” digit:

Figure 4.6. Quantum uncertainty reduction at the Decoding Receiver observes access consciousness as classical
information and phenomenal consciousness as quantum information.

Further, a comparison of the second pair of digits (“no intensity” carried by the efferent
copy and “1/3 of maximum intensity” carried by the afferent signal) reveals that all information
about sensory transducer state was communicated by imperfect/nonlocal correlations that encode
quantum information. In perceptual terms, this means that the information about sensory
transducer’s state would be experienced as phenomenal consciousness. Finally, a comparison of
the third pair of digits (“2/3 of maximum intensity” carried by the efferent copy and “no
intensity” carried by the afferent signal) reveals that all information was again communicated in
quantum information terms as a difference (nonlocal/imperfect correlation) between the two
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amplitudes of the electric current. Thus, in perceptual terms, this means that the information
about sensory transducer’s state would be experienced as phenomenal consciousness.
If, to take a different example, sensory transducer has registered exactly the same
sequence of digits (“2/3 of maximum intensity,” “no intensity,” and “2/3 of maximum intensity”)
that was encoded into the efferent signal by Encoding Transmitter, then both afferent signal and
efferent copy would be identical and all of the information communicated and later observed at
Decoding Receiver will be carried by perfect or classical correlation. In other words, no
differences that encode quantum information between the two signals will be observed at
Decoding Receiver in this case and, therefore, in perceptual terms all information communicated
would be experienced in terms of access consciousness, that is, without phenomenal awareness:

Figure 4.7. Quantum uncertainty reduction at the Decoding Receiver by comparing physical properties that encode
digits in both a given afferent signal (transmitted message) and a corresponding efferent copy (reference message).
Limit case 1 occurs when the physical properties of the signals are identical and all of the information carried by
them is observed in terms of classical information and is experienced only in terms of access consciousness.

If, however, a given efferent copy carries an expectation that there would be two “no
intensity” digits observed at the sensory transducer, while a sequence of “maximum intensity”
and “1/3 of maximum intensity” is registered by the sensory transducer and written into a
corresponding afferent signal then all of the information observed at the Decoding Receiver will
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be carried by imperfect or quantum correlation. In other words, no classical information will be
observed at the Decoding Receiver in this case:

Figure 4.8. Quantum uncertainty reduction at the Decoding Receiver by comparing physical properties that encode
digits in both a given afferent signal (transmitted message) and a corresponding efferent copy (reference message).
Limit case 2 occurs when the physical properties of the signals are maximally different (since efferent copy carries
expectation of “no intensity” digits) and all of the information carried by them is observed in terms of quantum
information and experienced in terms of phenomenal consciousness.

In summary, the scenarios from figures 4.5-4.8 demonstrate that between the two limit cases
there is a range of possible composite quantum states or ratios in which two kinds of information
and, therefore, two kinds of consciousness can be observed at Decoding Receiver. The first limit
case is when the physical properties of afferent signal and efferent copy signals are identical,
namely, the two signals being compared are perfectly correlated which means that all
information observed at the Decoding Receiver is classical. Thus, in the limit case 1, 100% of
perception will take place in terms of access consciousness. The second limit case is when the
physical properties (that encode digits) of afferent signal and efferent copy are maximally
different then all information observed at the Decoding Receiver is quantum information.
Therefore, in the limit case 2, 100% of perception will take place in terms of phenomenal
consciousness. Importantly, it appears that in the course of a single use of Shannon
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Communication System if a certain part of a digit is carried by classical information the same
part of a message cannot be carried by quantum information at the same time and vice versa. In
other words, classical and quantum information seem to be in a zero-sum relationship in regard
to the digits (message) they carry at the same time, and, therefore, access and phenomenal
consciousness must share the same relationship.

4.6.1 Information encoding in quantum digits implements qualitative aspects of
phenomenal consciousness.
Digits that carry classical information are encoded by unique patterns of some physical
property, e.g. amplitude of the electric current24. If the actual state of the transducer is different
from a predicted one, at the moment of decoding/comparing of classical digits there will be
unique differences that encode quantum information observed at Decoding Receiver. Such
differences would repeatedly appear between certain pairs of classical digits. In other words,
repeating patterns of differences between physical properties that encode digits that carry
classical information would give rise to digits that carry quantum information. For example,
every time when one of the classical digits being compared is “maximum intensity” and another
is “no intensity” a particular difference will always be observed at the decoder:

. Another

particular difference will be observed when the compared digits are “maximum intensity” and
“1/3 of maximum intensity”:

and so on for all other possible classical digit combinations

that produce differences when compared. These differences between the physical properties that
encode classical information can be considered as digits that encode quantum information. Thus,
in the case when the following classical digits “maximum intensity” and “1/3 of maximum

24

While amplitude is used here as a physical variable that encodes digits of classical information, other physical
variables like phase, frequency, etc. can be used for the purposes of encoding information.
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intensity” are encoded in amplitudes of electric current’s voltage, the quantum digit that arises as
the difference between the two classical digits would be encoded as a difference between
amplitudes of the two currents’ voltages. I suggest that it is this way/manner of quantum
information encoding in terms of particular differences between physical properties of digits that
carry classical information that instantiates/implements qualitative nature of phenomenal
consciousness.
Another important consequence that can be observed from the way in which a given
quantum digit is encoded is that it arises as a unique difference between two particular classical
digits. In other words, a particular quantum digit carries information about a particular relation
between a particular combination of two digits that carry classical information. This means that
quantum information carries information about classical information or, in other words, at least
in the context of the suggested mechanism, quantum information is information about classical
information. I will not develop this idea here, however it will be an interesting issue to explore
since it might be argued that it is this property of quantum information that is responsible for
quantum computational speedup in quantum computers relative to classical ones.
The suggested construal of phenomenal consciousness in terms of quantum information
which is encoded in nonlocal correlation between two signals that encode classical information
offers a functional explanation of the qualitative nature of phenomenal consciousness. It doesn’t
matter whether classical information is encoded in properties of electric current, water current, or
air pressure, since if the operation of decoding gives rise to identical nonlocal correlation
(difference) between correspondingly implemented classical information digits, according to this
view, that difference would encode the same quantum informational digit and, therefore, have
the same qualitative feel to it.
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4.6.2 Quantifying access and phenomenal consciousness: quantitative measures of classical
and quantum information observed at Decoding Receiver.
The distinction between quantum and classical aspects of total correlation in a composite
quantum state is an important issue in quantum information theory. According to Maziero, et. al.
(2010, 1), “It is largely accepted that quantum mutual information is a measure of the total
correlation contained in a bipartite quantum state [Groisman, et.al. (2005); Schumacher and
Westmoreland (2006)], but an outstanding question is how to distinguish between the quantum
and the classical aspects of the total correlation.” According to Fanchini, et.al. (2010), since the
quantum and classical correlations have the distinct nature, “… it is reasonable to assume that
they add in a simple way so that the total correlation of a bipartite quantum systems, A and B, is
measured by the quantum mutual information. (Groisman, et.al., 2005; Henderson and Vedral,
2001; Oppenheim, et.al., 2002; Schumacher and Westmoreland, 2006; Yang, et.al., 2008)”
In order to quantify the quantumness of the correlation contained in a bipartite quantum
state Olliver and Zurek (2001); Nielsen and Chuang (2000) proposed a measure for quantum
correlation known as Quantum Discord which is based on a distinction between quantum
information theory and classical information theory. Thus, to evaluate such quantum
correlations, one needs to subtract the classical correlations from the total correlations
(Henderson and Vedral, 2001; Vedral, 2003). Classical correlations are measured by Mutual
Information, where if variables X and Y are perfectly correlated then seeing X tells us everything
about Y, which is essentially the EPR correlation.
The suggested Bayes-Shannon mechanism straightforwardly accommodates this
quantitative formalism of quantum mutual information as consisting of two components:
quantum and classical correlations. Thus, if a certain proportion of quantum and classical
correlations is registered at Decoding Receiver then the system has observed a certain ratio of
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quantum and classical information. For the measure of total correlation (measured by Quantum
Mutual Information) in a given instance of decoding, classical correlation (measured by Mutual
Information) and quantum correlation (measured by Quantum Discord) must be added together:

Figure 4.9. Quantum uncertainty reduction at the Decoding Receiver results in two kinds of correlations: quantum
that carries quantum information and is measured by Quantum Discord and classical that carries classical
information and is measured by Mutual Information. The total correlation is measured by Quantum Mutual
Information.

In terms of these two measures limit case 1 (where the physical properties of the signals
are identical and all of the information carried by them is observed in terms of classical
correlation and is experienced only in terms of access consciousness) would result in maximum
value of classical Mutual Information and zero value of Quantum Discord. In the limit 2 case
(when the physical properties of the signals are maximally different and all of the information
carried by them is observed in terms of quantum information and experienced in terms of
phenomenal consciousness) we should measure maximum value of Quantum Discord and zero
value of classical Mutual Information. Furthermore, according to Werlang and Rigolin (2010, 2)
“… one can show that the classical correlation decreases when Quantum Discord increases.”
Thus, what Werland and Rigolin (2010, 3) called a “non trivial and unexpected effect,” when a
genuine increase of quantum correlations with decreasing classical correlation was observed
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experimentally, can serve as experimental support for the suggested notion (section 4.6 above)
that classical and quantum information observed simultaneously at Decoding Receiver are in a
zero-sum relationship, and so must be access and phenomenal consciousness.
The offered construal of consciousness commits one to the view that our perception of
the physical world is a mixture of classical and quantum information. In other words, what we
normally refer to as classical physical reality emerges as the result of classical and/or quantum
information processing. On this view, quantum information carries, Quantum Discord measures
and phenomenal consciousness gives awareness of the difference between an observer’s
classically encoded question and the environment’s classically encoded response to that question.
The overall focus of this dissertation is to investigate the nature of quantum information
processing in predictive mechanisms and connect it to contemporary philosophical theorizing
about consciousness. In this chapter I provided an outline of quantum information processing in
Bayes-Shannon mechanism and pointed out certain aspects of information processing as
instantiating/implementing access and phenomenal consciousness.

4.7 Objections and clarifications
4.7.1 How can warm human brains implement quantum information processing that
requires special conditions?
One might object to the idea that human perception is implemented in terms of quantum
computational processes by pointing to specific physical conditions (usually reserved to special
labs) that are needed to control quantum processes. In other words, how can quantum
computation, which is usually reserved to atomic and sub-atomic scale as well as low
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temperature physics, be implemented in macrosystems of human neural systems that have a
relatively high temperature?25
A plausible response to this question is currently a subject of intensive investigation in quantum
computation research. This research, on the one hand, involves substituting qubits (that have the
number of possible states equal to two, usually {|0⟩, |1⟩}, for qudits that are quantum objects, for
which the number of possible states is greater than two. Included among them are qutrits, which
have three and ququarts, which have four potential states. The example of four digit quantum
information processing, given earlier in this chapter, is an example of digit manipulation in a
ququart system. Thus, a quantum state in a computational mechanism with the d-dimensional
qudit system is a superposition of d basis states or digits that form a computational basis of the
system. It is due to those additional states that the system can observe, it takes fewer qudits than
qubits to perform the same amount of computation and allows quantum processing in relatively
warm macrostates. According to Kues, et.al. (2017,1), using state-of the-art, yet off-the-shelf
telecommunications components a coherent quantum state manipulation platform was assembled
that allowed to control frequency-entangled states, capable of performing deterministic highdimensional gate operations.
On the other hand, according to Fanchini, et.al. (2010, 8) quantum discord (QD) as quantum
computational resource is more robust than EoF (Entanglement of Formation) for higher
temperatures and for higher values of the coupling to the environment, and, remarkably, QD
reaches a constant value in the asymptotic limit when temperature reaches infinity. In the context
of Bayes-Shannon system both, qudits and quantum discord are central to quantum information

25

Influential criticism of the possibility that quantum states can survive long enough in the thermal environment of
the brain has been raised by Tegmark (2000).
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processing, thus, I suggest, enabling high temperature quantum computation in human neural
systems.

4.7.2 Intuitive objection to discrete nature of consciousness.
According to QUR theory of consciousness, both phenomenal and access consciousness
are defined as episodes of observation of, respectively, quantum and classical information at
Decoding Receiver. This means that consciousness is not continuous, but rather discrete
phenomenon, yet, intuitively, it doesn’t seem to be that way.
In response, one may say that intuition about consciousness appearing to be a seamless,
continuous experience is not supported by empirical research that gives us indications that
perception, attention and cognition are discrete and follow certain rhythmical patterns.
According to Landau et.al. (2015, 2332), “The ability to predict behavior from a rhythmic neural
process suggests that attention may directly entail a sampling mechanism, rather than a resource
that can be continuously deployed.” They found that active attentional sampling is a spatially
specific process indicative of a mechanism of selective endogenous attention that operates in
distinct frequencies from the ones characteristic of distributed attention. Furthermore, by
studying rhythmic neural signatures, Herbst and Landau (2016, 86) found that the systems
implicated in cognition produce rhythmic temporal structures that provide a structure to our
perceptions and to the way processing resources (i.e., attention) are deployed. Similar findings
are reported by Busch, et.al., (2009), Mathewson, et.al., (2009); for a comprehensive treatment of
the subject, please, see Buzsaki (2006).
In an extensive review article White (2018, 1) evaluates proposals that “… conscious
perception consists, in whole or part, of successive discrete temporal frames on the sub-second
time scale, each frame containing information registered as simultaneous or static.” He concludes
116

that the idea of discrete frames in conscious perception has a lot of empirical support and cannot
be regarded as falsified. However, there are quite a few problems associated with this view, for
example, evidence does not consistently support any proposed duration or range of durations for
proposed frames of consciousness, and, while EEG waveforms provide evidence of periodicity in
brain activity this periodicity is not necessarily related to conscious perception. Further, temporal
properties of perceptual processes are flexible in response to competing processing demands,
which is hard to reconcile with the relative inflexibility of fixed frames proposals. “There are
also problems concerning the definition of frames, the need for informational connections
between frames, the means by which boundaries between frames are established, and the
apparent requirement for a storage buffer for information awaiting entry to the next frame.”
(White 2018, 1)
In the context of the predictive Bayes-Shannon hierarchy many of these problems can be
accommodated relatively straightforwardly. Thus, duration of conscious frames would depend on
the level of the hierarchy that’s engaged in processing the perceived stimulus, since according to
Friston and Parr (2017) the higher the level of hierarchy the slower the processing and vice
versa. The problem of periodicity not being related to phenomenally conscious perception can be
regarded as an instance of 100% access conscious perception. The problems concerning the
definition of frames, informational connections between frames, the means by which boundaries
between frames are established, and the need for a storage buffer for information awaiting entry
to the next frame can all be accounted for in terms of information processing dynamic within
Bayes-Shannon computational system. Thus, frames can be defined as intervals between
instances of quantum uncertainty reduction at Decoding Receiver, which also serve as
computationally and psychologically natural boundaries between frames. Finally, neural network
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performs the function of endogenous working memory (storage buffer) that is instrumental in
formulating a next prediction that will give rise to a certain balance of phenomenal and access
consciousness at Decoding Receiver for the next frame of consciousness. This is just a very brief
sketch of how the suggested system would address these issues that needs to be developed in
more detail, however, prima facie predictive Bayes-Shannon hierarchical computational system
is equipped to address the shortcomings of discrete approach to perceptual consciousness
identified in White (2018). Thus, while there are still important issues that must be worked out,
overall it appears that empirical evidence supports the formulation of consciousness as a discrete
phenomenon, which supports Quantum Uncertainty Reduction theory’s view that consciousness
is a digital information processing phenomenon.
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Chapter 5: Attention Engenders Phenomenal and Access Consciousness in the
Bayes-Shannon System.
5.1 The when of consciousness: exogenous (bottom-up) vs. endogenous (top-down)
attention.
A common sense view of attention is that it is a mental action of structuring one’s mental
states so that some become more prioritized, while others more peripheral depending on the task
that an agent is trying to accomplish. Many philosophers and neuroscientists have suggested that
attention is essential for consciousness (Baars, 1988; Crick and Koch, 1990; Evans, 1982; Lycan,
1996; Mole, 2008; Peacocke, 1998; Posner, 1994; Prinz, 2012; Watzl, 2017). Attention is a
phenomenon that is difficult to study, because it is multifaceted and closely intertwined with
conscious perception. According to Watzl (2011a,b), attention can be endogenous (top-down,
motivationally driven) or exogenous (bottom-up, attention grabbing); it can be focal or global; it
can be directed at objects, properties, or spatial or temporal regions, and so on. Watzl (2010)
argues that what explains voluntarism about attention is that attention in all its forms (even when
it is involuntary) by its nature is actually active. He uses the notion of an activity that is
genuinely weaker than the notion of an intentional action (drawing on O’Shaughnessy, 1981) in
order to defend a view on which attention in all its forms is a mental activity while only
voluntary attention is an intentional action.
Based on Watzl’s notion of active attention and the distinction between voluntary
(intentionally directed, top-down) vs. involuntary (environment directed, bottom-up) attention, I
suggest that we distinguish two kinds of attention within Bayes-Shannon hierarchical system:
endogenous and exogenous. In this chapter I outline the functional roles that exogenous (bottomup) and endogenous (top-down) kinds of attention play in engendering of phenomenal and
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access consciousness by influencing/manipulating amounts of differences/quantum correlation
and perfect/classical correlation observed at Decoding Receiver of Bayes-Shannon hierarchical
system.

5.1.1. Andy Clark and Jakob Hohwy: endogenous attention within Bayesian prediction
hierarchy is post-synaptic precision optimization in the context of attenuation reversal.
In its basic form Bayesian Hierarchical Predictive Processing framework approach
describes a system that is primarily driven by external stimuli and is supervised “…not by
someone else nor by itself, but by the statistical regularities of the properties of the
environment.” (Hohwy 2012, 3) Exogenous attention is an automatic bottom-up process that
arises when the system’s perceptual processes (driven by Prediction Error Minimization
principle) are modulated by the environment. Essentially, the environment “selects” stimuli for
the agent to attend to in a sense that highly unexpected events trigger large prediction
errors/differences.
According to Hohwy (2012, 7), in the normal course of events the “… system is helped in
the prediction error minimization task by precision processing, which (following Feldman and
Friston, 2010) was claimed to map onto endogenous attention such that attention is precision
optimization in hierarchical perceptual inference.” According to Clark, the function of top-down
attention is to increase the gain on select error units:
Attention, if this is correct, is simply one means by which certain error-unit responses are
given increased weight, hence becoming more apt to drive learning and plasticity, and to
engage compensatory action. (Clark 2013, 10)
In this construal, in the act of attending (e.g. an individual deciding herself to attend left) the cue
can be conceived as a desired state, for example, that something valuable will be spotted on the
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left. This would then generate an expectation of precision for that region such that stimuli located
there are more likely to be detected. Attention of this sort is endogenous, because it has a
volitional aspect since it is the individual who decides to attend and acts on this decision.
Attention as precision expectation is a process, which modulates the system’s prediction error
minimization process subject to precisions predicted by the context (including cues and
competing stimuli) and does this for prediction errors of different accuracies. According to
Hohwy, “…without attention, the better a stimulus is predicted the more attenuated its associated
signal should be. Attention should reverse this attenuation because it strengthens the prediction
error.” (Hohwy, 2012, 7)
In general, I agree with Clark and Hohwy that endogenous attention needs to precisely
reverse attenuation of prediction error (or roll back the effects of PEM) by turning up the
phenomenological “gain” of the expected stimulus thus making that stimulus phenomenally
“louder” than other stimuli. However, I think their account of endogenous attention needs to be
made more precise since one can object to it by saying that in the context of Bayes-Shannon
hierarchy the idea of endogenous attention strengthening the prediction error by reversing
attenuation of the predicted stimulus will result in the decrease of classical correlations (access
consciousness) and increase of quantum correlations (phenomenal consciousness) registered by
the system at the Decoding Receiver to the point of going back to where the systems had initially
started. That is, by simply reversing/decreasing attenuation (increasing the prediction error as
Hohwy suggests) the system runs the risk of observing the stimulus in terms of just
errors/differences (all phenomenal consciousness and no access consciousness) thus making the
stimulus gradually turn back into undifferentiated noise and, therefore, completely negating the
effects of predictive processing. On the other hand, by increasing the detail of prediction the
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system will gradually achieve a complete attenuation of the stimulus (all access consciousness
and no phenomenal consciousness) thus decreasing its phenomenological volume, that is
achieving the opposite of what was intended.
In my formulation of endogenous attention (which will be elaborated upon in section 5.2) I
address this objection by introducing “hierarchical perceptual bokeh” effect. Briefly, BayesShannon system hierarchy is an information processing mechanism that implements Prediction
Error Control principle (PEC operating on always running PEM) in the way where differences in
certain areas of perceptual field are minimized while in others they are biased for, thus producing
environmentally/contextually appropriate and subjectively/first person salient differences
(phenomenal consciousness) and perfect correlations (access consciousness). In other words, the
suggested system implements endogenous attention by using Prediction Error Control principle
to minimize certain differences of observational outcome, while biasing for others (to which
endogenous attention is being paid to) to ensure that desired differences arise at the Decoding
Receiver. In my extended discussion, this ability to control bias of differences and correlations is
called “hierarchical perceptual bokeh” effect.

5.1.2 Friston and Parr: attention and working memory in predictive processing hierarchy.
According to Friston and Parr (2017, 7), “Gain modulation based accounts suggest that
attention involves increasing the gain of a particular sensory channel, enhancing the processing
of that sensation.” Friston and Parr (2017, 3) suggest that hierarchical nature of Bayesian
predictive processing can account for some interesting neuroscientific phenomena. For example,
representations in higher regions typically evolve over a longer time scale than lower levels so
that slowly evolving representations can provide the context for faster changes in the lower area,
influencing the interpretation of a given stimulus. This hierarchical arrangement of temporally
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increasing receptive field can explain delay period activity that persists once a stimulus has been
removed –a feature strongly associated with working memory function.
Additionally, according to Friston and Parr (2017, 3), “… as the higher level
representation accumulates information from previous sensory samples, it informs actions over a
longer time scale than the lower level. This might explain why cortical areas considered to be
high in the hierarchy, such as the dorsolateral prefrontal cortex, have been heavily implicated in
working memory.” Taking this approach, working memory can be conceptualized as a process of
evidence accumulation in a temporally structured hierarchy where new information can be
combined with the memory to make more precise predictions about the future. Friston and Parr
(2017, 17) suggest that working memory is directly involved in attention since “… resistance to
distracting stimuli occurs when there is ‘attentive’ biasing towards current beliefs, ensuring the
posterior beliefs are kept close to prior beliefs.” Importantly, they also think that all levels of a
predictive hierarchy “… can be considered types of working memory, as all involve a maintained
representation that is updated over time by new sensory data.”
5.1.3 Jesse Prinz: attention engenders consciousness by modulating perceptual
representations and making them available to and accessible by working memory.
At the core of Jesse Prinz’s theory is the claim that consciousness occurs when and only
when an integrated representation of a stimulus’s several properties, as perceived from a
particular point of view, is made available to working memory. This process of making a
representation available to working memory is what Prinz calls “attention.” The crucial property
of the representations that are made available by this attention process is the property of being
integrated into a point-of-view-retaining format (what Prinz calls “intermediateness”).
While Prinz doesn’t use predictive processing as the framework in which attention and
consciousness are to be found, following some researchers (and, apparently, agreeing with the
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construal of attention by Clark, Hohwy and Friston), he adopts a term “gain control” from
electronics that refers to a device that modulates signal strength (Prinz 2012, 134). Such a device
implements attention by controlling perceptual information flow since “Of all of the things that
occur when we attend, one seems to be an especially good candidate for the essence, or common
denominator: a change in information flow.” (Prinz 2012, 92) According to Prinz (2012, 92),
psychologists and neuroscientists agree that attention has a very special relationship with
working memory, namely, since attention determines what information gets into working
memory it can be considered as a “gatekeeper” to working memory.
In general, working memory refers to a capacity to actively manipulate a limited number
of items in a conscious workspace. According to Prinz (2012, 92), working memory is a shortterm storage capacity postulated by psychologists that plays an important role associated with
victory of a given stimulus in terms of phenomenal pop-out and that allows for “executive
control” (Baddeley, 2007; D’Esposito and Postle, 1999). According to Block (2007, 14), at a
neural level, working memory should be distinguished from long term structural memory since
working memory “… is coded in the active firing of neurons – and ceases when that neuronal
firing ceases – and structural memory depends on changes in the neural hardware itself, for
example, change in strength of synapses.” Block notes that working memory, which is active in
the sense that it has to be actively maintained, is sometimes misdescribed as “short term” (see
e.g., Atkinson and Shiffrin, 1968) since it lasts as long as active firing lasts. But, according to
Block, firing need not last a short time if the subject is actively rehearsing.
Operationally, neuroscientists think of working memory in terms of stimulus-specific
neural activations that remain during a “delay period” after a stimulus has been removed.
Psychologists think of working memory as a place, where temporarily stored information is held

124

“online” for “controlled” information processing, that is, processing that is not automatic in the
sense of being reflexive, overlearned, or driven entirely by the stimulus (Prinz 2012, 92).
According to Carruthers (2015), the working memory system is a specific system that contains
and manipulates different kinds of sensory-based representations. This is also the system which
produces our inner speech and the stream of visual imagery. Thus, items encoded in working
memory become available to language systems for reporting and for reasoning, planning, and
comparison.
According to Prinz, Attended Intermediate Representation (AIR) theory defines
consciousness in terms of attention and attention in terms of working memory. “If we can equate
attention with the process by which perceptual information becomes available to working
memory, then we can say that all examples of attention involve that process and differ only in
what attention is modulating and what allows that modulation to take place.” (Prinz 2012, 95)
Thus, Prinz’s theory can be unpacked accordingly:
The AIR Theory of Consciousness (Unpacked) Consciousness arises when and only when
intermediate-level representations undergo changes that allow them to become available
to working memory. (Prinz 2012, 97)
In the following section, I’ll outline the implementation of working memory and attention
in the context of Bayes-Shannon system and argue that instances of Phenomenal and Access
consciousness observed at Decoding Receiver entail availability/accessibility of information to
the system’s endogenous working memory. While agreeing with Prinz’s formulation of attention
in terms of working memory to a significant extent, several important distinctions will be
discussed. Overall, QUR theory of consciousness, while largely agreeing with Prinz and Block’s
theories, combines and enhances many of their ideas and, therefore, I suggest, is more
comprehensive.
125

5.2 Bayes-Shannon system: attention engenders consciousness by modulating perceptual
representations in order to control quantum and classical correlations and make them
available to working memory.
In this section I explicate how attention and working memory interact in the BayesShannon mechanism to produce consciousness. The analysis of information processing in the
system offers important insights into how two primary functions of working memory are
implemented in the system: working memory playing a role in guiding effortful attention (e.g.,
Cowan, 1995), while being a place where attended perceptual states get temporarily stored
(Knudsen, 2007). I begin by identifying two kinds of working memory that correspond to two
kinds of attention: exogenous and endogenous.

5.2.1 Exogenous vs. endogenous attention in Bayes-Shannon system.
Exogenous attention in the context of Bayes-Shannon predictive perceptual mechanism
takes place when the environment “selects” stimuli for the system to attend to in a sense that
highly unexpected events produce large prediction errors/differences, which means that large
amounts of phenomenal and small amounts of access consciousness would be observed by the
system at Decoding Receiver in terms of quantum and classical correlations. In other words,
exogenously attended highly surprising stimuli would phenomenologically appear to be louder
and brighter than less unexpected stimuli. On the other hand, highly familiar stimuli would give
rise to small (or zero) amounts of phenomenal and large amounts of access consciousness
observed at Decoding Receiver. Thus, depending on the properties of the environment (highly
variable or highly uniform), in Bayes-Shannon hierarchical predictive system that implements
only Prediction Error Minimization (PEM) such environmentally driven perceptual process
would tend to vacillate between the two following environmentally driven limits. On the one
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hand, the system could learn to perfectly predict most (or all) inputs of its environment and,
therefore, become a partial or fully functional isomorph of a philosophical zombie/superblindsighter where most or all perception is access conscious and there is little to no phenomenal
consciousness. This condition corresponds to the limit case #1 discussed in chapter 3 when the
physical properties of the compared digits are identical and all of the information carried by them
is observed in terms of classical correlations which are experienced as access consciousness. On
the other hand, when exposed to significant changes or completely new environmental stimuli,
the system would register large errors/differences at Decoding Receiver thus making most or all
perception phenomenally conscious with little to no access consciousness. This condition
corresponds to the limit case #2 when the physical properties of the afferent and efferent copy
digits are maximally different and all of the information carried by them is observed in terms of
quantum correlations which are experienced as phenomenal consciousness. And while it is true
that human beings tend to go phenomenologically dark of highly familiar or repetitive stimuli
while being easily startled/surprised by irrelevant bright lights or loud noises, it seems that
exogenous (bottom-up) attention only partially describes the phenomenon we usually call
attention. In other words, there is a need for Bayes-Shannon perceptual system to account for the
agent-driven top-down or endogenous attention, that is, an ability to voluntarily bring different
aspects of the environment into a suitable balance of conscious awareness.
I suggest that endogenous attention in a hierarchical Bayes-Shannon system can be
implemented by a mechanism that involves the use of double prevention, that is, when “… a
mechanism works by removing a cause, preventing a cause, or inhibiting an inhibitor…”
(Schaffer 2004). In other words, if another mechanism performs negative feedback function on
the original negative feedback mechanism (in this case Prediction Error Minimization) then a
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reversal of Prediction Error Minimization function and its effects will take place. Thus, a
hierarchical arrangement of negative feedback controllers and double prevention mechanisms
working in a coordinated manner can implement selective Prediction Error Control (PEC)
function in the hierarchy and, therefore, implement the function of endogenous attention. The
goal of such double negation mechanism is an agent controlled, environmentally appropriate and
contextually normalized balance of quantum and classical correlations at Decoding Receiver and,
therefore, appropriate perception of one’s environment in terms of Phenomenal and Access
consciousness.
Following Prinz’s formulation of working memory as the function that modulates
perceptual representations, in the Bayes-Shannon perceptual system working memory is defined
as the function of modulation of perceptual representations either by the environment or by the
system’s neural network. Modulation of perceptual representations by the environment via
sensory transducers allows the system to implement exogenous attention while modulation of
perceptual representations by the system’s neural network enables implementation of
endogenous attention. In other words, there are two places in Bayes-Shannon mechanism where
perceptual representations carrying information about a predicted state of the sensory transducer
can be manipulated by the system or the environment: neural network (information source 1) and
sensory transducer (information source 2). Modulation of perceptual representations that takes
place at the sensory transducer implements exogenous attention while modulation of perceptual
representations in the system’s neural network implements endogenous attention. In each case
modulation represents a certain computational input-output transformation of perceptual
representations implemented by two sources of information: the environment (information
transformation/modulation of perceptual representations between Encoding Transmitter and
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Decoding Receiver) and the system’s neural network (information transformation/modulation of
perceptual representations between Decoding Receiver and Encoding Transmitter). Thus, there
are two kinds of working memory implemented by the system: exogenous and endogenous
working memory.

Figure 5.1. Endogenous attention is implemented by computational transformations of perceptual representations by
system’s neural network (information source 1, endogenous working memory) while exogenous attention is
implemented by computational transformations of perceptual representations by the sensory transducer (information
source 2, exogenous working memory).

The overall perceptual information processing cycle operates in the following manner. The
system’s neural network that implements Prediction Error Control (Information source 1) is in a
certain state of endogenous working memory that represents a certain probabilistic model that
contains information that a certain digit will be registered at the sensory transducer. This
information gets encoded into efferent signal/copy by Encoding Transmitter in terms of
spatiotemporal characteristics of the message (particular sequences of certain digits at specific
times). Thus, neural network performs modulation of perceptual representations and outputs a
certain expectation at the Encoding Transmitter in the form of an efferent signal that corresponds
to the current perceptual model of the environment. The efferent signal carries a predicted digit
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(or a sequence of digits) to the sensory transducer which encodes information about its actual
state into the efferent signal, thus transforming it into the corresponding afferent signal. This is
the moment when the environment modulates the message or, in other words, when exogenous
attention occurs in the system in virtue of exogenous working memory operation of modulation
of the perceptual representations from expected into the actual ones.
Further, when a given afferent signal and the corresponding efferent copy are compared
at Decoding Receiver a certain balance of quantum and classical correlations (phenomenal and
access consciousness) is observed, this information is made available to the neural network’s
current state that implements endogenous working memory. The neural network takes both kinds
of correlations as input and, depending on the goals of the higher levels of the system, performs
Prediction Error Control information transformation/modulation operation on perceptual
representations with the purpose of issuing a new prediction that corresponds to the system’s
perceptual goals. In other words, the neural net (endogenous working memory) is performing the
operation of endogenous attention that becomes the first step in the next cycle of information
processing since the resulting state of the network will be encoded into the next prediction that
would go through the transducer and result in a next episode of a certain balance of phenomenal
and access consciousness observed at the Decoding Receiver. In other words, attention and
working memory are related in the following way: working memory is the current state of
transducer and perceptual model in the system’s neural network, while attention is how exactly
the current sensory transducer and neural network’s states influence (what effect they have on)
the balance of quantum (phenomenal consciousness) and classical correlations (access
consciousness) observed at Decoding Receiver. Thus, on this formulation, attention consists of
endogenous and exogenous kinds of attention that engender consciousness as a certain balance of
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phenomenal and access consciousness and make it available/accessible to endogenous working
memory after perceptual representations have been modulated by exogenous working memory.
Thus, working memory also consists of endogenous and exogenous components, one of which
implements the neural network’s modulation of perceptual representations while the other
implements the environment’s modulation of perceptual representations.
To summarize, we can distinguish two kinds of attention within Bayes-Shannon
hierarchical system: exogenous (bottom-up, involuntary), in which the environment modulates
prediction of the environmental stimuli (operation of exogenous working memory), and
endogenous (top-down, voluntary), in which the hierarchical system controls the phenomenal
gain by precisely biasing attenuation of the environmental stimuli in the appropriate manner
(operation of endogenous working memory). It appears that both exogenous and endogenous
attention function concurrently since, according to Watzl (2011b, 7), “… there is neuronal and
psychophysical evidence suggesting that voluntary and involuntary attention strongly interact
and that thus no clear-cut distinction can be drawn [regarding which one operates at any given
moment] (e.g. Folk et al. 1992, Corbetta and Shulman 2002; Serences et al. 2005; see also
Suchy-Dicey and Watanabe 2010).” The upshot for the discussion that follows is that when
either kind of attention occurs it engenders a certain balance of access and phenomenal
consciousness at Decoding Receiver, or in other words, either kind of attention is sufficient for
perceptual consciousness.
5.2.2 Attention engenders consciousness in Bayes-Shannon system: an account of firstperson experiences.
For the sake of simplicity in previous section I discussed information processing dynamic
in Bayes-Shannon mechanism that operates on a single sensory transducer within a single
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sensory level. However, the main principles of perceptual information processing should also
apply to significantly more complex systems that deal with large sensory fields or entire sensory
modalities. That is, we can think of perception in terms of bit maps where each sensory
transducer corresponds to a pixel (Prinz 2012, 93). Attention in this formulation can be thought
of as
[…] coming in degrees, meaning that more or fewer of the pixels in a given region of the
visual field are accessible at a given time. Fully attending an object would potentially
make every cell responding to that object accessible to working memory. But partial
attention results in a subset of cells being accessible, while the others are not. This is like
viewing an object through a screen door, letting some details in but not all. The fully
attended object will therefore be clearer and sharper in contrast. (Prinz 2012, 93)
According to Prinz (2012, 93), this hypothesis might explain the fact that attention can affect the
experience of a stimulus in a number of ways since increases in attention cause greater apparent
resolution, contrast, and size (Carrasco, Ling, and Read, 2004; Anton Erxleben, Henrich, and
Treue, 2007). In Bayes-Shannon system endogenous and exogenous attention can modulate
perceptual representations in particular ways and thus determine how exactly a given perceptual
stimulus will be represented by the system at the Decoding Receiver. In other words, the
working memory control of number, intensity, contrast and other parameters of pixels
comprising a given perceptual stimulus will determine resolution, focus, brightness, contrast and
other parameters of a particular perceptual object experienced in terms of access and
phenomenal consciousness by an agent. In the following example I elaborate how attention
engenders consciousness in the context of information processing in Bayes-Shannon system and
the effects it has on the first person experience in visual modality.
Let’s imagine that you are hiking in some hilly grassy terrain and, upon reaching a hilltop with a
beautiful vista, taking a look around. The exogenous attention immediately modulates the overall
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process of Prediction Error Minimization under current “rolling grassy hills” perceptual model
by drawing your gaze (capturing your attention) to an area that has higher than average
phenomenal pop out (differences/quantum correlations) relative to the currently ongoing
perceptual expectation model—a shiny blue spot among matte green rolling hills. According to
Prinz (2012, 93), “Pop-out occurs when the representation of one stimulus competes with the
representations of surrounding stimuli and wins.” Prinz suggests that the pop-out effect is the
psychological correlate of attention and I agree with a minor elaboration that in the context of
Bayes-Shannon mechanism it is the psychological correlate of exogenous attention. Namely, a
shiny blue spot pops out because its perceptual representations are different compared to the
expected visual field’s “rolling grassy hills” model. These differences are registered at Decoding
Receiver as quantum correlations and made available to endogenous working memory
implemented by the neural network associated with the visual modality.
At this point your visual predictive hierarchy selects an appropriate perceptual model of the
environment that corresponds to this particular pop-out circumstance and comes up with a
perceptual hypothesis/model: “a lake.” Then, as you want to take a closer look at the lake, your
endogenous attention modulates the perceptual representations from the top-down so as to bring
the particular aspects of the lake into a contextually relevant detailed perceptual awareness
through a certain balance of access and phenomenal consciousness. For example, endogenous
attention can attenuate Prediction Error Minimization process for color and brightness while still
trying to completely match/account for its orientation and shape. The result is that you will see
the lake whose color and brightness have more phenomenal ‘pop’ than its orientation and shape.
In other words, through endogenous attention the system has provided you with an appropriately
balanced amount of phenomenal and access consciousness that implements a contextually
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adjusted and top-down controlled perception of the requested aspects of the lake. Conversely,
when you want to focus your attention on orientation and shape, the system is capable of making
these properties of the lake to have more phenomenal “loudness” than its color and brightness. In
this case the system would endogenously emphasize (by attenuating PEM process applied to)
orientation and shape aspects of the lake by biasing them from top down while deemphasizing
(strengthening PEM process for) color and brightness aspects. In terms of first person awareness
this would feel that the shape and orientation of the lake are more phenomenally vivid compared
to its color and brightness.
While the spotlight of your endogenous attention is busy balancing different aspects of the lake
bringing them into sharp attentional focus, the rest of your visual field is experienced as grainy
picture of objects represented by variable degrees of clarity and resolution that doesn’t have
much detail but gives you a general medium and low resolution sketch of the surroundings. In
other words, while you are aware that you are hiking in some hilly grassy terrain on a pleasant
sunny day and not walking down the Fifth Avenue in Manhattan in pouring rain, you are not
aware of certain particulars of your environment, e.g., five oak trees a quarter of a mile down the
hill, a beautiful fluffy cloud slowly moving in from the west and many other features of the
environment as sharply salient perceptual objects because either those features don’t have
enough pop-out value to engage your exogenous attention or you haven’t paid them your
endogenous attention.
This view agrees with Prinz (2012, 88): “Once a stimulus is presented, it captures attention,
either because it pops out or because we are looking for it. In either case, the initial visual
response to the stimulus and the attention directed to it are two distinct processes, and the latter
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happens after the former.” That is, usually exogenous (bottom-up) attention precedes
endogenous (top-down) attention (as in the above example of a lake pop-out) in the sense that the
environment exogenously “selects” stimuli that differ from our current predictive model and then
the system engages its endogenous working memory to either bring a given pop-out into a sharp
high resolution perceptual experience and investigate it further or incorporate it into a current
general model of the environment, lower its resolution and focus and move onto a next pop-out.
However, exogenous (bottom-up) doesn’t always have to precede endogenous (top-down)
attention since one can proactively engage in the search for a given pattern. For example, having
discovered the lake, you want to share the finding with your hiking companion who is still
climbing the hill. So, your visual system’s endogenous attention engages in pattern matching
activity for a red jacket that she wears. In other words, according to Prinz (2012, 93) “… you use
a template of the sought object as a filter on the representation of the [environment]; when a
match is found, it becomes available to working memory.” In this case, Bayes-Shannon system’s
neural network issues an appropriately biased expectation that when matched with the sensory
input will produce a balanced, contextually normalized perceptual representation of your hiker
friend in terms of access and phenomenal consciousness. Thus, according to Prinz (2012, 94)
“… top-down and bottom-up attention result from different control structures, but they make use
of the same resource.” In the context of Bayes-Shannon system, control structures correspond to
exogenous and endogenous kinds of working memory that use the same resource, namely
modulation of perceptual representations to produce a certain balance of quantum and classical
correlations at Decoding Receiver and, from the first person point of view, a perceptual
experience of your friend in a red jacket once a match has been found.
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5.2.3 “Perceptual bokeh” formulation of first person effects of hierarchical processing in
Bayes-Shannon system.
In many respects operation of endogenous attention can be considered as a perceptual
version of bokeh effect in video and photography where depth of field is manipulated to achieve
a certain aesthetic effect. Bokeh is an optical effect of a soft out-of-focus background that one
gets when taking a picture or video of an object using a lens with shallow depth of focus. This
effect is usually used to produce an aesthetically pleasing effect of focusing on a particular object
and blurring the background. Within the depth of field of a particular lens objects appear clear
and sharp whereas out of the depth of field they appear blurry and amorphous:

Figure 5.2. The top picture has a very strong bokeh effect produced by a lens with a shallow depth of field. The
bottom picture has a very mild bokeh effect produced by a lens with a deep depth of field. Bokeh effect is controlled

136

by the apperture of a lens: the opening that controls how much collimated light gets to a camera’s sensor. The wider
the opening of apperture the stronger the bokeh effect and vice versa. The idea of “perceptual bokeh” is that
endogenous attention can control the properties of perception so that from the first person point of view perception
could range from the top to the bottom picture. (photo by Basil Morin, in the public domain under the Creative
Commons license (CC BY 3.0))

According to the suggested formulation, the first person perceptual experience of the world
resembles a more sophisticated version of the bokeh effect where the perceptual hierarchy’s
endogenous attention can control not only the focus, but also other properties of perceived
objects, e.g., resolution, contrast, saturation, etc. By using PEC, endogenous attention functions
as an ability to control levels (information processing depth), resolution, focus and other aspects
of a perceptual hierarchy in Bayes-Shannon system that can bring any given stimulus (or a group
of stimuli) into sharp attentional focus by precisely balancing a contextually appropriate
proportion of access and phenomenal consciousness on the appropriate perceptual level to
achieve an attentional effect similar to different ranges of bokeh as depicted in figure 5.2.
Some might object to the conception of endogenous attention as producing bokeh effect in first
person experiences within Bayes-Shannon hierarchical system by saying that our eyes actually
have certain purely mechanical and optical parts that can account for the perceptual features just
described. In other words, the phenomenon of bokeh-like focus of endogenous attention in visual
modality could be the product of the structure of human eyes that have pupils that serve the
function of aperture and muscles that can adjust it. In response, I would point to similar
attentional capacities in other sensory modalities that don’t have any aperture-like functionality
that can be implicated in the function of focusing attention. For example, the already discussed
Block’s example of a pneumatic hammer digging up the street that can become barely
distinguishable from the general NYC’s noise as you focus your attention on your conversation
with a friend, yet if you focus on the sound that a pneumatic hammer makes you can still clearly
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identify it from the rest of the city’s noise. In this case endogenous attention in virtue of
Prediction Error Control (PEC) focuses on particular sound properties of the pneumatic hammer
(loudness, frequencies, etc.) and amplifies their phenomenal properties in a contextually
appropriate manner. Similarly, during wine tasting olfaction and gustation can focus on subtle
flavors of a wine being sampled (blackberry, violets, chocolate, tannins, etc.) and bring them out
while suppressing the rest or treating them as general contextually appropriate yet blurry
olfactory and/or gustatory background. The important point for the discussion that follows is that
perceptual predictive control of depth, resolution, etc. that organizes sensory stimuli on many
hierarchical levels into perceptual models is information processing activity which accounts not
only for representational but also cognitive first person effects of perception.
In other words, since endogenous attention modulates perceptual representations in terms of
modulating information flow within Bayes-Shannon hierarchical system it controls not only
perceptual representational, but also perceptual cognitive focus of the system. The system
accomplishes this by arranging a multitude of individual sensory properties that comprise an
object into a cognitively salient hierarchical predictive perceptual model of the object while
excluding irrelevant sensory representations of the environment. Along with predictive
processing idea about brain predicting/modeling one’s environment, the notion of attentional
perceptual model of an object is based on Prinz’s view that “… we attend to an external stimulus
only by attentionally modulating a representation of that stimulus, not by merely attending to the
location in which it is presented” (Prinz 2012, 88) and that “… attention is often selective, and it
seems to make items of experience available to working memory by separating one thing from
another” (Prinz 2012, 243). In other words, the notion of attentional perceptual model of an
object from the third point of view of computational predictive processing hierarchy corresponds
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to the ability to consistently predict/track object(s) in the environment with contextually
appropriate identification and behavioral success. Thus, features of the environment that are in
the spotlight of endogenous attention not only have higher resolution, sharper focus, etc. but also
higher level of perceptual cognitive saliency. Correspondingly, features of the environment that
are out of focus of endogenous attention in, e.g. visual modality, would appear not only as
having lower resolution and focus but also as being cognitively less distinct to a variable degree.
That is, the lower the hierarchical representation/processing of the object, the less clear it is
processed as an object cognitively26.
“Perceptual bokeh” effect can be implemented by the predictive hierarchy in a straightforward
way: the system selects appropriate hierarchical representational level(s) and then increases
resolution, contrast, and other parameters of a certain visual area that corresponds to an object of
endogenous attention while simultaneously lowering the resolution, contrast and other variables
of other levels and areas around the object(s) of attention. Thus, attended objects would appear
sharp and distinct, while nearby objects would appear significantly less distinct to the point of
blurring into the general environmental background. The “perceptual bokeh” formulation of
endogenous attention agrees with recent experimental findings on attention, namely that
attentional field has what is known as a “Mexican hat” shape. That is, focusing attention on a
particular spatial location in our visual environment generates a center-surround modulation
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In the context of this view of perception it would be natural to suggest that the phenomenon of bokeh has an
aesthetic effect because it mimics our first person perceptual experience of focusing on objects in the environment
not only in terms of visual depth of field but also cognitive depth. That is, a highly focused top picture of a stapler in
figure 5.2 with a lot of bokeh lessens the cognitive load that visual system has to exert to perceive the stapler since
the picture itself has done a lot of work by making the stapler the only salient object there. Conversely, when
perceiving the same stapler in the bottom picture that has very minimal bokeh in figure 5.2, the visual hierarchy has
to work harder since it has to attentionally “carve” the stapler from a busy environment with many objects of similar
perceptual cognitive saliency.
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where signals and their processing in the center of our attentional spotlight are enhanced, while
the immediate vicinity is suppressed. According to Müller et al. (2005), while the perceptual
enhancement is often assumed to fall off monotonically with distance from the attended location,
there is behavioral and electrophysiological evidence for a suppressive zone in the direct vicinity
around the spotlight of attention that together form a “Mexican hat” profile of cortical
responsiveness with an excitatory center and an inhibitory circle around it:

Figure 5.3. “Mexican hat” profile of attentional field with an excitatory center and an inhibitory area around it. The
dashed lines represent the possible distributions of attention in the more difficult task depending on whether
additional resources were made available or not. The numbers represent the different target-distracter distances and
their related ‘activation’ within the attentional field. (from Müller, et al., 2005)

The physiological correlate of these enhancements is a gain increase of neurons with receptive
fields that overlap the attended location, similar to the sensory effect of increasing the salience of
a given stimulus (Müller et al., 2005). Importantly, the more difficult was the task the higher was
the attentional boost but narrower the field of enhanced view and narrower the area of
suppression. From the first point of view a difficult task would look more like the top picture in
figure 5.2 where just the stapler is in sharp perceptual focus. An important factor that can make a
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given task difficult is lack of time for the perceptual hierarchy to construct a sufficiently complex
model of an object in the environment since:
… higher levels of the model evolve over a time scale that is slower than that of the level
below. To illustrate this point, the time spent reading each word in this sentence is shorter
than that for the sentence as a whole. Thus the states representing individual words would
be represented at a lower hierarchical level than the states representing sentences
(themselves lower than those representing a page, and so on). (Friston and Par 2018,7)
Conversely, an easier task would see the enhanced field of perception to widen and this can
allow the system to focus on multiple objects/models with the same hierarchical depth at the
same time. From the first point of view this would correspond to the bottom picture of the figure
5.2 where besides stapler, there are other objects with similar hierarchical depth of perception.
That is, endogenous attention can produce a range of effects from maximally biasing processing
of information towards the center location and constructing a highly detailed representation of a
single object to widening the perceptual field and letting multiple objects have approximately the
same perceptual saliency that is lower than that of a single object:
In focal cases, a single object representation is accessible, and in diffuse attention, wide
swaths of the visual field may be accessible. We can access small details, multiple
objects, or regions of space; we can even attend focally to one object while diffusely
attending to one or more items in the background. Diffuseness here involves both a
spread of attention over a spatial region and a reduction in the degree of attention. (Prinz
2012, 95)
According to Shomstein and Yantis (2006), the “Mexican hat” endogenous attention effect is
also present in auditory modality. Thus, in terms of the Block’s pneumatic hammer example, the
system would endogenously amplify the frequencies, intensity and other parameters of the sound
emitted by the hammer while suppressing the parameters’ values that fall just outside of the ones
being enhanced.
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5.2.4 Phenomenal consciousness overflows cognitive access or cognitive access overflows
phenomenal consciousness? It depends.
I suggest that the “perceptual bokeh” formulation of endogenous attention within BayesShannon hierarchical perceptual system can shed some new light on the debate about whether
perceptual phenomenology is rich or poor. Ned Block uses George Sperling’s (1960)
experiments to argue that perceptual consciousness is richer (i.e., has a higher capacity) than
cognitive access. That is, when observing a complex scene, we are conscious of more than we
can report or think about. Sperling (1960) showed subjects an array of letters (for example, 3
rows of 4 letters as in Figure 5.4) for a brief period. Although subjects thought they could see all
or almost all of the letters, they could report only 3-4 of them from the whole matrix. However,
they could also report 3-4 items from any row that was cued after stimulus offset, suggesting that
subjects had a persisting image of more letters than they could report. According to Block’s
overflow argument,
… all or almost all of the 12 items are consciously represented, perhaps fragmentarily but
well enough to distinguish among the 26 letters of the alphabet. However, only 3-4 of
these items can be cognitively accessed, indicating a larger capacity in conscious
phenomenology than in cognitive access. Importantly, the overflow argument does not
claim that any of the items in the array are cognitively inaccessible, but rather that
necessarily most are unaccessed. (Block 2011, 1)

Figure 5.4. An array of letters of the sort presented briefly in the Sperling experiment. Subjects can recall 3–4 items
from the whole array but when a row is cued by a tone after the array has disappeared, subjects can recall 3–4 items
from any given row. (from Block 2011, 2)
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Some theorists have used “change blindness” phenomenon to argue that the overflow argument
is wrong. Unattended features of two pictures can differ without the perceivers noticing the
difference, despite what seems to be clear perception of both pictures:

Figure 5.5. Two almost identical pictures are cycled until the difference is noticed or time elapses. Usually,
experimental subjects do not notice the difference right away even though the changing background level is a rather
prominent part of both pictures. (from Block 2011, 2)

According to Block (2011, 1) there are two competing interpretations of change blindness
phenomenon: “inattentional blindness” and “inattentional inaccessibility.” In the first
interpretation, supported by Tye (2010); Rensink, et al. (1997); O’Regan and Noe (2001);
Simons and Rensink (2005); Noe (2004) “… one does not notice the difference because one
simply does not consciously see the specific aspect of the scene that constitutes the difference
(for instance, the item that is present in one picture, absent in the other).” (Block 2011, 2) In the
second interpretation, supported by Block (1995, 2001, 2007); Lamme (2003, 2004, 2006);
Dretske (2004, 2007) “… one normally consciously sees the item that constitutes the differences
but fails to categorize or conceptualize it in a way that allows for comparison.” (Block 2011, 2)
While it is not my goal here to give an exhaustive treatment of the debate (see e.g., Block (2011)
for an extensive overview), I suggest that “perceptual bokeh” formulation of endogenous
attention within Bayes-Shannon perceptual predictive hierarchy offers an interesting way to
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accommodate experimental results and expand on Block’s view about it. To begin with, the
hierarchical approach would take an issue with Block’s formulation of cognitive access as all or
nothing phenomenon. That is, a hierarchical structure of perception allows for cognitive access
that comes in degrees, thus, the ability to cognize and report a letter can range from not being
able to distinguish a letter from e.g. a pseudo-letter or a face to effortless recognition and report
of a given letter. In the context of Sperling experiments, the subjects’ endogenous attentional
hierarchical bokeh effect brings certain areas and levels into sharp focus (thus making cognizing
and reporting of letters in that area an easy task) while suppressing areas and levels around (thus
making cognizing and report of letters in those areas a difficult task). Importantly, while
experimental subjects have trouble perfectly identifying letters that are out of the spotlight of
endogenous attention they still can cognize and report them as letters vs. faces or houses. In other
words, the level of cognitive access in the suppressed area is lower than in the attended area and
I suggest that this effect is responsible for the results we see in Sperling like experiments. Thus,
this formulation largely agrees with Block while noting that unattended conscious area (the fuzzy
suppressed part) overflows the level of cognitive access brought to the sharply attended
conscious area as the result of operation of endogenous attention.
Further, it appears that cognitive access can overflow phenomenal consciousness within the same
system when, for example, the same attended phenomenal appearance can be construed in
different conceptual terms as it happens in the rabbit-duck illusion when the same phenomenal
sensory level representation gives rise to alternating episodes of cognizing it as a rabbit or as a
duck on higher levels of the perceptual hierarchy. Also, different systems can bring different
cognitive resources to the same stimuli, for example, when two people are looking at the same
figure 5.4, and one of them happens to be a font designer while the other knows nothing about
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fonts. The person who knows more about fonts would be able to cognize and report many more
features of a given set of letters (font, line width, height, etc.) than a regular person. In either
cases we see that a hierarchical system’s ability to cognize a given set of phenomenal
representations varies depending on what hierarchical representational abilities the system brings
to a particular episode of perception. Neither Block and his supporters nor their opponents in this
debate consider this possibility, however, from the point of view of the hierarchical system
capable of endogenous attention exhibiting “hierarchical perceptual bokeh” phenomenon it
seems to be a natural feature of perception.
Also, while Block associates cognitive access exclusively with access consciousness, in the
suggested formulation both access and phenomenal consciousness participate in cognitive access
since both kinds of consciousness are two kinds of information about states of sensory
transducers. While access consciousness is realized by classical correlations and phenomenal
consciousness is realized by quantum correlations, within the single use of information channel
they both encode information about the same state of a given sensory transducer. Moreover, the
encoding of information about the same transducer state can occur in different proportions of
access and phenomenal consciousness ranging from 100% phenomenal and 0% access to 100%
access and 0% phenomenal. In other words, quantum and classical information are two different
ways of encoding information about the same transducer state that stand in a zero-sum
relationship with each other.27

27

Some philosophers have argued that phenomenal and access consciousness are in reality not entirely separate
properties (which appears to be Block’s position), but rather entertain certain conceptual, internal, or otherwise noncontingent relations (see, e.g., Dennett 1995, Clark 2000).
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5.3 Similarities and differences between the suggested, Jesse Prinz and Ned Block’s
formulations of consciousness.
In many respects QUR theory of consciousness shares some central ideas with Prinz’s
AIR theory (both accounts make attention crucial in engendering consciousness), and Block’s
theorizing (both argue for existence of two aspects of consciousness). I think the suggested
formulation enhances Prinz and Block’s theorizing by locating major properties of consciousness
identified and argued for by Prinz and Block in information processing dynamic of a
computational mechanism, thus providing a common ground for implementation of some of the
key concepts that their theories operate upon. In this section I’ll provide an overview of QUR
theory’s other key agreements and disagreements with Prinz and Block’s theories about the
nature and function of consciousness as well as when and where it arises.

5.3.1 Phenomenal consciousness and functionalism.
Functionalism is a popular view for explaining the uniquely mental aspects of the mind
that identifies mental states with functional roles they perform in a creature’s mental economy.
Pain, for example, is associated with various external and internal causes and effects of
physiological, behavioral and mental nature. Thus, to be in a state of pain is to be in a state that
has a specific subset of these causes and effects, which is different from a state of, e.g. happiness.
According to Maley and Piccinini (2013):
What makes a state mental is its function, usually understood to be a relationship between
inputs, outputs, and other functional states. Functionalism thus allows us to explain
certain states as playing a role in the mind, while being consistent with physicalism
(Maley and Piccinini 2013, 2).
This general approach comes in a variety of different forms and Maley and Piccinini (2013, 2)
provide an overview of different versions of functionalism “… from its beta version through its
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first release and subsequent upgrades.” In the end Maley and Piccinini offer a final upgrade,
Functionalism version 6.3.1. that combines basic functionalism with mechanisms and neural
representations, adds computations and naturalistic semantics based on information and control.
In the end one should get mental states that “… are representational functional states within the
appropriate kind of computational mechanistic system. Some mental states even have a
qualitative feel.” (Maley and Piccinini 2013, 11)
It is not my purpose here to provide a detailed defense of how QUR theory of consciousness
satisfies all the conditions of the latest version of functionalism, however, in the first
approximation it appears to be a good candidate since in the QUR’s formulation, in the context
of Bayes-Shannon computational control mechanism, access consciousness carries/represents
information about sensory transducer states and phenomenal consciousness carries/represents
information about information about sensory transducer states. Thus, if this is correct, both of the
kinds of information play a certain role in the mental life of a creature and along with access
consciousness phenomenal consciousness is also considered to be a functional phenomenon. This
is a significant difference between the suggested view of consciousness and those of Block and
Prinz.
As discussed in chapter 1, according to Ned Block, state is access conscious “if it is
broadcast for free use in reasoning and for direct ‘rational’ control of action (including
reporting)” (Block 2002b). “Broadcasting” here means that the state is actively available to a
number of different psychological systems. Access conscious states influence behavior by
flexibly interacting with the beliefs, desires and goals of a creature. States that are access
conscious are “globally accessible” in Baars’s (1988) sense. Access consciousness is functionally
characterizable, for if a state plays the right role in the mental life of a creature, then that state is
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access conscious. Phenomenal consciousness, on the other hand, according to Block view is
distinct from any “cognitive, intentional, or functional” notion that renders it at least
conceptually independent from mental processes picked out in these terms (Block 1995, 381ff).
Block (1978) famously objects to functional construal of phenomenal consciousness by
constructing thought experiments (e.g. population of China as a Turing machine) that are
designed to show that qualia can be absent in systems that realize the functional roles that are
characteristic of human psychology. Block claims that phenomenal consciousness is either
devoid of any functional significance (as Velmans 1992 has done) or has very limited functional
significance (as Libet 1985 suggested).
Jesse Prinz argues that is it is possible that due to natural necessities, which “are
sustaining conditions in the actual world” (Prinz 2012, 279), our biological organization is
needed for the realization of consciousness. Prinz suggests that gamma vectorwaves implement
consciousness since they are Attended Intermediate Representations by natural necessity So, it
could turn out that consciousness is not as independent of neurophysiology as functionalist
theories often suggest, which is a hybrid view that Prinz calls “neurofunctionalism”:
A mental state is neurofunctional just in case it has identity conditions at both
psychological and neurobiological levels of analysis. Its being the state that it is depends
on its psychological role and its neural implementation. (Prinz 2012, 286)
Thus, to be a conscious experience, “… a state must be a neural activation vectorwave firing
within the gamma range, and that vectorwave must serve as a representation of a viewpointspecific microfeature that is available to working memory.” (Prinz 2012, 286)
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5.3.2 Availability to working memory.
Working memory refers to a capacity to actively manipulate a limited number of items in
a conscious workspace and it plays an important role in theorizing about nature of perception and
consciousness. In Prinz’s formulation consciousness is available and accessible by working
memory but not encoded into it: “According to the AIR theory, consciousness arises when
attention makes information available to working memory but does not require encoding into
working memory.” (Prinz 2012, 138) In other words, the machinery of working memory is not
the same as machinery producing consciousness. This is an important point and Block agrees
with it by saying that:
… we have empirical reason to suppose that activation of working memory circuits are
not part of the neural basis of phenomenology (not part of either the core or total neural
basis). Block (2007,16)
The suggested view defines phenomenal and access consciousness as two different kinds of
information, which are both available to and accessible by endogenous working memory. In
QUR theory endogenous working memory (realized by a neural network) cannot access the two
kinds of information directly as they are observed at Decoding Receiver in terms of classical and
quantum correlations. The working memory’s neural net needs to represent/encode both kinds of
correlations into its structure in terms of connection weights between its nodes. In other words,
there is a structural and functional separation between the part of the Bayes-Shannon mechanism
that gives rise to consciousness (Decoding Receiver) and the part that implements working
memory (neural net). Thus, QUR’s formulation agrees with both Prinz and Block that the
machinery that produces consciousness is not the same as machinery of working memory.
There are two important differences regarding the phenomenological and level status of
representations that can be available to encoding into working memory between Prinz’s and my
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formulation. According to Prinz, only phenomenally conscious Attended Intermediate
Representations are available to working memory. However, in the suggested formulation both
kinds of consciousness that are registered on all attended levels of the hierarchy (not just the
intermediate) are available for encoding into working memory. In other words, the suggested
view is more inclusive regarding the kinds of conscious states and their levels that can be
encoded in working memory. Thus, the content available to working memory can potentially
occur on any ecologically valid attended level(s) and range from being represented in terms of
100% phenomenal to 100% access consciousness.
5.3.3 Where of consciousness: intermediate level vs. multiple hierarchical levels.
As previously discussed, exogenous and endogenous kinds of attention (when of
consciousness) engender a variety of combinations of access consciousness and phenomenal
consciousness on the variety of levels in the Bayes-Shannon hierarchy. Thus, phenomenal
consciousness arises when a system observes differences (quantum correlations) between its
initial prediction and the same prediction modulated by the environment. The largest amount of
error/information is generated in low levels of the system when the environment surprises a
perceptual system via exogenous attention. From the first point of view, this happens to us when
we are exposed to unexpected or unknown stimuli, e.g. sudden sharp noises or radical remapping
of the visual sensory field due to inversion goggles, etc. Because of the unpredictable nature of
such events, the system does not have a chance to engage any appropriately relevant
expectational model and get some traction with the environment in the form of the contextually
appropriate balance of phenomenal and access consciousness thus phenomenally experiencing
the events as (sometimes overwhelmingly loud) incoherent and confusing noise. See, for
example, vision restoration case described by Oliver Sacks that was discussed in section 3.3.3.
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On the other hand, endogenous attention has the capacity to focus on any aspect of perceptual
field and bring into conscious awareness any combination of low level and intermediate level
representations, as well as, importantly, any level between the two, that are appropriate for the
agent’s goals in a given environment. In other words, there is no inherent limit in Bayes-Shannon
hierarchy regarding which level phenomenal consciousness might arise on.
However, I agree with Prinz that in normal adult human beings the locus of
consciousness is to be found in the intermediate level, because of the following informationtheoretic consideration. As discussed in section 2.1, the amount of Shannon information carried
by a given digit depends on the total number of digits that a given information system can
process. Thus, the amount of information carried by a coin toss is less than amount of
information carried by a card draw since a coin has only 2 sides while a deck contains 52 cards.
The more individual digits are contained on a given level the more possibilities for them to be
surprising or, not perfectly predicted by the system, and therefore, represented (completely or
partially) by quantum correlations of phenomenal consciousness. In strict information-theoretic
terms, systems with higher entropy (number of possible states) have higher information yield
when any given state is observed than systems with lower entropy.
In terms of visual perception, while it is true that an average human being can visually
distinguish roughly a million of different hues and, quite probably, billions of their possible
combinations (low level symbols/digits in Marr’s 2-D sketch) the intermediate level might carry
even more complex intermediate level digits (digits that are made of multiple sensory/lower level
digits) in 2.5-D sketch, because the same arrangement of the 2-D symbols can give rise to more
than one 2.5-D representation. For example, the same sensory 2-D pixel arrangement of the
rabbit-duck illusion can give rise to two distinct intermediate level conscious states with the
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perception of either a rabbit or a duck. Further, endogenous attention can bring into conscious
focus many different aspects and angles of undetached rabbit and duck parts thus expanding the
vocabulary of intermediate level conscious states. In general, Bayes-Shannon hierarchical
predictive system, infused with the capacity of endogenous attention, in the process of learning
exhibits a dynamic of transitioning from being mostly conscious of low level sensory
information to being mostly conscious of intermediate (individual point of view) level (as it
learns more and more of the causal structure of the world around it) thus making the intermediate
level a more likely locus of consciousness.

5.4 Libet paradigm experiments show brain activity before conscious action and perception
thus supporting QUR’s information processing dynamic in engendering consciousness.
Benjamin Libet has pioneered experimental studies in free will that have generated a lot
of discussion in scientific and philosophic community. His and similar experiments challenge the
largely assumed view that for free will to exist it would require a conscious intention to be the
causal source of behavior. Libet (1985) and others (see, e.g. Soon et al. (2008), Fried et al.
(2011)) argue that voluntary actions are preceded by nonconscious neural events that occur prior
to awareness of the intention to act. In the Libet experiment, participants were instructed to
initiate a simple and predefined movement when the wish or urge to do so arises. During this,
EEG measurements were taken to record the readiness potential, a brain potential that was
known to precede intentional movements. The main finding was that the readiness potential
precedes the occurrence of the conscious desire or urge to move by about 350ms. In other words,
the unconscious brain activity leading up to the conscious decision by the subject to flick their
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wrist began approximately half a second before the subject consciously felt that they had decided
to move.
Libet’s results generated a significant controversy and his methodology has been scrutinized
extensively (see, e.g. Dennett (1991)). Some of those methodological issues have been addressed
in follow-up experiments (Soon et al. 2008; Fried et al. 2011). Soon and his colleagues imaged
the brains of 14 volunteers who performed a decision-making task. The participants were asked
to press one of two buttons operated by a different hand when they felt the urge to. At the same
time, a stream of letters was presented on a screen at half-second intervals, and the participants
had to remember which letter was showing when they decided to press one of the two buttons.
When the researchers analyzed the data, the earliest signal they could pick up started seven
seconds before the participants reported having made their decision. Because of a delay of a few
seconds in the imaging, this means that the brain activity could have begun as much as ten
seconds before the conscious decision. The signal came from a region called the frontopolar
cortex, at the front of the brain, indicating its origin in high level neural structures. Furthermore,
by looking at brain activity while making a decision, the researchers could predict what choice
participants would make before subjects themselves were aware of having made any decision at
all.
Importantly for my purposes, Libet’s paradigm holds not only for action but also for
perception. In a recent article Gelbard-Sagiv, Mudrik, Hill, Koch, and Fried (2018) describe a set
of binocular rivalry experiments that captured the activity of individual cells in the human brain
just before one conscious experience is replaced by another. In binocular rivalry two different
images are presented to the participant, one to each eye, to probe the moment in which a new
experience arises. An image of a house was presented to the right eye and an image of a face to
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the left eye. In this situation the brain cannot combine the two images, but rather the subject sees
either the house or the face, that alternate every few seconds. These alternations happened
spontaneously, while the physical stimulus remained constant, which allowed researchers to
isolate brain activity related to the change in perception and differentiate it from brain activity
related to the physical stimulus.
According to Gelbard-Sagiv, et al. (2018), since researches measured single cell activity in
humans who could report their subjective experience that allowed the scientists to track the
neural events that precede spontaneous alternations in perception:
We show that neurons in the pre-supplementary motor [preSMA] and anterior cingulate
areas [ACC] are active almost 2s prior to the reported emergence of conscious percepts
during BR [binocular rivalry]. This early activation is followed by selective activity of
MTL [medial temporal lobe] neurons that precedes the perceptual alternations by 1s.
(Gelbard-Sagiv, Mudrik, Hill, Koch, and Fried 2018, 3)
The QUR’s theory information processing dynamic straightforwardly accommodates this
finding, since in endogenous attention the system’s neural network has to formulate a particular
prediction before quantum and classical information observed at Decoding Receiver give rise to
a particular conscious perception. Also, according to QUR formulation, preliminary activity in
predictive hierarchy should not be observed when exogenous attention modulates prediction and
the findings support this view since “Such early activity is not found when perceptual
alternations are externally driven by an actual stimulus change.” (Gelbard-Sagiv, et al. 2018, 3).
Further, experimental results suggest that ACC/preSMA have a role, usually attributed to
endogenous attention, of “… settling the ongoing conflict between the two rivaling images
throughout rivalry, which is in line with ACC and preSMA suggested role in conflict monitoring
[Botvinick et al. (2004); Nachev et al. (2005); Wolbers (2005); Bartoli et al. (2017)] and in
executive functions [Mansouri et al. (2009)].” (Gelbard-Sagiv, et al. 2018, 9) Also, the authors
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point to how this important function of endogenous attention could be implemented: “The earlier
frontal activity [in ACC/preSMA]—whether positive or negative—can also serve as attentional
signal that biases the competition in MTL or lower-level regions.” (Gelbard-Sagiv, et al. 2018,
10). As discusses in Chapter 5, QUR theory formulation of endogenous attention can naturally
accommodate these findings.
Finally, different timing for medial frontal (2 seconds before conscious perception) and medial
temporal (1 second before conscious perception) activities that form the chain of events that
leads to an internal perceptual transition during rivalry suggests a hierarchical relationship
between the two areas. Thus, in the context of the Bayes-Shannon predictive hierarchy view,
medial frontal areas ACC (Anterior Cingulate Cortex) and preSMA (pre-Supplementary Motor
Area) comprise higher levels of perceptual hierarchy since they take more time to process
information and MTL (Medial Temporal Lobe) are lower levels since it takes less time to
process information. In other words, research results agree with the hierarchical view since
structurally higher areas of hierarchy (ACC and preSMA are more frontal areas located right
behind the forehead) behave as functionally higher levels of a predictive hierarchy.
Correspondingly, MTL (medial temporal lobe) is not only located in structurally lower area but
also functionally behaves as a lower level relative to ACC/preSMA.
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Conclusion
Consciousness is everything people experience — from the taste of a juicy peach to the
pain of a stubbed toe, the disappointment of missing a plane to the excitement of holding a
newborn baby. While the origin and nature of consciousness have puzzled investigators since
antiquity, a truly scientific investigation of consciousness is a relatively recent phenomenon. In
the quest for a complete account of consciousness Quantum Uncertainty Reduction theory of
attended phenomenal and access consciousness is one attempt among many. It makes some
philosophically hefty claims by offering a functional computational account of the hard and easy
problems of perceptual consciousness. However, I believe that it has some potential to be
extended beyond perception. Thus, if some form of the Bayesian brain hypothesis is true, then all
mental functions can be conceptualized in terms of predictions and outcomes and, therefore,
conscious thoughts, imagination, dreams, qualitative awareness of internal states and other nonperceptual conscious states can be explicated in terms of endogenously generated discrete
episodes of phenomenal and access consciousness.
An empirical investigation of validity of any theoretical approach is an essential part of
scientific method. This is why any computational theory of mind should be understood literally
since only in this way can computer models of the mind be exposed to scientific testing. In other
words, “computer models, rather than serving as mere demonstrations of feasibility or loose
metaphors of cognitive processes, have to live up to the standards of scientific investigation
when treated literally” (Miłkowski 2013, 26). In the context of the suggested approach to
perception and attention, empirical investigation of validity of the suggested account of
consciousness might proceed by first identifying the neural candidates for the components of the
Bayes-Shannon system in humans and animals. By augmenting/disrupting the functioning or
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changing the input/output parameters of the system one can get a glimpse of whether this
construal offers a valid approach to understand conscious perception. While finding the neural
correlate of Bayes-Shannon system might prove to be a daunting task, there is a decent amount
of research available on the discrete nature of consciousness as well as the phenomenon of neural
activity preceding phenomenal awareness. In other words, there are already at least two lines of
inquiry that can shine a definitive light on empirical validity of this approach to consciousness.
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