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1. Introduction
It is well known that Gronwall type inequalities play a dominant role in the study of quantitative properties of solutions
of differential and integral equations (see [1–18] and references therein). In studying the boundedness behavior of the
solutions of certain second order differential and integral equations, Ou-Iang established the following Gronwall–Bellman-
type integral inequality which is now known as Ou-Iang’s inequality in the literature.
Theorem A. (See Ou-Iang [6].) If u and f are non-negative functions on [0,∞) satisfying
u2(t) k2 + 2
t∫
0
f (s)u(s)ds
for all t ∈ [0,∞), where k 0 is a constant, then
u(t) k +
t∫
0
f (s)ds
for all t ∈ [0,∞).
Unlike many other types of integral inequalities, Ou-Iang-type inequalities or more generally, Gronwall–Bellman–Ou-
Iang-type inequalities provide explicit bounds on the unknown function, and this special feature makes such inequalities
especially important in many practical situations. In fact, over the years, such inequalities and their generalizations to
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solutions of differential equations. For example, in the process of establishing a connection between stability and the 2nd
law of thermodynamics, Dafermos established the following result.
Theorem B. (See Dafermos [9].) If u ∈L∞[0, r] and f ∈L1[0, r] are non-negative functions satisfying
u2(t) M2u2(0) + 2
t∫
0
[
N f (s)u(s) + Ku2(s)]ds
for all t ∈ [0, r], where M, N, K are non-negative constants, then
u(r)
[
Mu(0) + N
r∫
0
f (s)ds
]
eKr .
More recently, Pachpatte established the following more general inequality.
Theorem C. (See Pachpatte [13].) Suppose that u, f , g are continuous non-negative functions on [0,∞) and ω a continuous non-
decreasing function on [0,∞) with ω(r) > 0 for r > 0. If
u2(t) k2 + 2
t∫
0
[
f (s)u(s) + g(s)u(s)ω(u(s))]ds
for all t ∈ [0,∞), where k is a constant, then
u(t)Ω−1
[
Ω
(
k +
t∫
0
f (s)ds
)
+
t∫
0
g(s)ds
]
for all t ∈ [0, t1], where
Ω(t) :=
t∫
1
1
ω(s)
ds, t > 0,
Ω−1 is the inverse of Ω , and t1 ∈ [0,∞) is chosen in such a way that Ω(k +
∫ t
0 f (s)ds) +
∫ t
0 g(s)ds ∈ Dom(Ω−1) for all t ∈ [0, t1].
Very recently, Lipovan observed the following Gronwall–Bellman–Ou-Iang-type inequality.
Theorem D. (See Lipovan [11].) Let u, f and g be non-negative continuous functions deﬁned on R+ and let c be a non-negative
constant, let ω ∈ C(R+,R+) be non-decreasing with ω(u) > 0 for u > 0 and α ∈ C1(R+,R+) be non-decreasing with α(t)  t
on R+ . If
u2(t) c2 + 2
α(t)∫
0
[
f (s)u(s)ω
(
u(s)
)+ g(s)u(s)]ds, t ∈ R+,
then for t ∈ [0, t1],
u(t)Ω−1
[
Ω
(
c +
α(t)∫
0
g(s)ds
)
+
α(t)∫
0
f (s)ds
]
,
where
Ω(r) :=
r∫
1
1
ω(s)
ds, r > 0,
Ω−1 is the inverse of Ω , and t1 ∈ R+ is chosen so that Ω(c +
∫ α(t)
0 g(s)ds) +
∫ α(t)
0 f (s)ds ∈ Dom(Ω−1) for all t ∈ R+ lying in the
interval 0 t  t1 .
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k,α,ω ∈ C(R+,R+) are non-decreasing functions with k(0) > 0, α(t)  t for t  0, ω(t) > 0 for t > 0 and
∫∞
1
dt
ω(t) = ∞. If
u ∈ C(R+,R+) satisﬁes
u(t) k(t) +
α(t)∫
0
a(t, s)ω
(
u(s)
)
ds, t  0,
then
u(t)Ω−1
[
Ω
(
k(t)
)+
α(t)∫
0
a(t, s)ds
]
, t  0,
where Ω(t) := ∫ t1 1ω(s) ds, t > 0.
In this paper, we establish some new Gronwall–Bellman–Ou-Iang-type inequalities, these furnish a handy tool for the
study of qualitative as well as quantitative properties of solutions of integral and differential equations. We illustrate this by
applying our new inequalities to study the boundedness properties and the global existence of the solutions of integral and
differential equations.
2. Integral inequalities
2.1. The case without “ω”
Theorem 2.1. Let f i, gi ∈ C(R+ ×R+,R+) with (t, s) → ∂t f i(t, s), ∂t gi(t, s) ∈ C(R+ ×R+,R+), i = 1,2. Assume in addition that
k ∈ C(R+,R+), α ∈ C1(R+,R+) are non-decreasing functions with α(t) t for t  0. If u ∈ C(R+,R+) satisﬁes
u2(t) k(t) + 2
α(t)∫
0
[
M1 f1(t, s)u(s) + N1g1(t, s)u2(s)
]
ds + 2
t∫
0
[
M2 f2(t, s)u(s) + N2g2(t, s)u2(s)
]
ds
for t  0, where Mi , Ni are non-negative constants, i = 1,2, then
u(t)
[√
k(t) +
t∫
0
e−Φ(r)
(
d
dr
Ψ (r)
)
dr
]
eΦ(t), t  0, (2.1)
where
Φ(t) =
t∫
0
N2g2(t, s)ds +
α(t)∫
0
N1g1(t, s)ds,Ψ (t) =
t∫
0
M2 f2(t, s)ds +
α(t)∫
0
M1 f1(t, s)ds.
Proof. Let T  0 be ﬁxed and denote
x(t) =
α(t)∫
0
[
M1 f1(t, s)u(s) + N1g1(t, s)u2(s)
]
ds +
t∫
0
[
M2 f2(t, s)u(s) + N2g2(t, s)u2(s)
]
ds,
then, u(t)
√
k(t) + 2x(t). Our assumptions on f i , gi and α imply that x is non-decreasing on R+ . Hence, for t ∈ [0, T ], by
direct calculations we get
x′(t) = [M1 f1(t,α(t))u(α(t))+ N1g1(t,α(t))u2(α(t))]α′(t) + [M2 f2(t, t)u(t) + N2g2(t, t)u2(t)]
+
α(t)∫ [
M1∂t f1(t, s)u(s) + N1∂t g1(t, s)u2(s)
]
ds +
t∫ [
M2∂t f2(t, s)u(s) + N2∂t g2(t, s)u2(s)
]
ds0 0
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[
M1 f1
(
t,α(t)
)
α′(t) + M2 f2(t, t) +
α(t)∫
0
M1∂t f1(t, s)ds +
t∫
0
M2∂t f2(t, s)ds
]√
k(t) + 2x(t)
+
[
N1g1
(
t,α(t)
)
α′(t) + N2g2(t, t) +
α(t)∫
0
N1∂t g1(t, s)ds +
t∫
0
N2∂t g2(t, s)ds
][
k(t) + 2x(t)]

√
k(T ) + 2x(t)
[
d
dt
( α(t)∫
0
M1 f1(t, s)ds +
t∫
0
M2 f2(t, s)ds
)]
+ [k(T ) + 2x(t)]
[
d
dt
( α(t)∫
0
N1g1(t, s)ds +
t∫
0
N2g2(t, s)ds
)]
,
or, equivalently,
x′(t)√
k(T ) + 2x(t) −
√
k(T ) + 2x(t)
[
d
dt
( t∫
0
N2g2(t, s)ds +
α(t)∫
0
N1g1(t, s)ds
)]
 d
dt
( t∫
0
M2 f2(t, s)ds +
α(t)∫
0
M1 f1(t, s)ds
)
.
Multiplying the above inequality by e−(
∫ t
0 N2g2(t,s)ds+
∫ α(t)
0 N1g1(t,s)ds) and considering the integration on [0, t] to obtain
√
k(T ) + 2x(t)
[√
k(T ) +
t∫
0
e−Φ(r)
(
d
dr
Ψ (r)
)
dr
]
eΦ(t), 0 t  T ,
where
Φ(t) =
t∫
0
N2g2(t, s)ds +
α(t)∫
0
N1g1(t, s)ds,Ψ (t) =
t∫
0
M2 f2(t, s)ds +
α(t)∫
0
M1 f1(t, s)ds.
Let t = T in the above inequality, and since T  0 was arbitrarily chosen, we get (2.1). 
Along the same lines of the proof of Theorem 2.1, we have
Corollary 2.1. Let f i, gi,k ∈ C(R+,R+), ai,bi,α ∈ C1(R+,R+), i = 1,2. k and α are non-decreasing functions with α(t)  t for
t  0. If u ∈ C(R+,R+) satisﬁes
u2(t) k(t) + 2
α(t)∫
0
[
M1a1(t) f1(s)u(s) + N1b1(t)g1(s)u2(s)
]
ds
+ 2
t∫
0
[
M2a2(t) f2(s)u(s) + N2b2(t)g2(s)u2(s)
]
ds, t  0,
where Mi , Ni are non-negative constants, i = 1,2, then
u(t)
[√
k(t) +
t∫
0
e−φ(r)
(
d
dr
ψ(r)
)
dr
]
eφ(t), t  0, (2.2)
where φ(t) = N2b2(t)
∫ t
0 g2(s)ds + N1b1(t)
∫ α(t)
0 g1(s)ds,
ψ(t) = M2a2(t)
t∫
f2(s)ds + M1a1(t)
α(t)∫
f1(s)ds.0 0
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Corollary 2.2. Let f , g ∈ C(R+ ×R+,R+) with (t, s) → ∂t f (t, s), ∂t g(t, s) ∈ C(R+ ×R+,R+). Assume in addition that k, α be the
same as in Theorem 2.1. If u ∈ C(R+,R+) satisﬁes
u2(t) k(t) + 2
α(t)∫
0
[
Mf (t, s)u(s) + Ng(t, s)u2(s)]ds, t  0,
where M,N are non-negative constants, then
u(t)
[√
k(t) +
t∫
0
e−
∫ α(r)
0 Ng(r,s)ds
(
d
dr
α(r)∫
0
Mf (r, s)ds
)
dr
]
e
∫ α(t)
0 Ng(t,s)ds, t  0. (2.3)
Similarly, let M2 = N2 = 0 in Theorem 2.1, we have
Corollary 2.3. Let f , g,k ∈ C(R+,R+), a,b,α ∈ C1(R+,R+), k and α are non-decreasing functions with α(t)  t for t  0. If
u ∈ C(R+,R+) satisﬁes
u2(t) k(t) + 2
α(t)∫
0
[
Ma(t) f (s)u(s) + Nb(t)g(s)u2(s)]ds, t  0,
where M, N are non-negative constants, then
u(t)
{√
k(t) +
t∫
0
e−b(r)
∫ α(r)
0 Ng(s)ds
[
d
dr
(
a(r)
α(r)∫
0
Mf (s)ds
)]
dr
}
eb(t)
∫ α(t)
0 Ng(s)ds, t  0. (2.4)
Let α(t) ≡ t in the above corollaries, we get another two corollaries, they are left to the readers.
2.2. The case with “ω”
To prove our Theorem 2.2, we need the following lemma.
Lemma 2.1. Let k, f , g, α be as in Corollary 2.2 and k(0) > 0. Assume in addition that ω ∈ C(R+,R+) is a non-decreasing function
with ω(t) > 0 for t > 0 and
∫∞
1
dt
ω(t) = ∞. If u ∈ C(R+,R+) satisﬁes
u(t) k(t) +
α(t)∫
0
f (t, s)ω
(
u(s)
)
ds +
t∫
0
g(t, s)ω
(
u(s)
)
ds, t  0,
then
u(t) G−1
(
G
(
k(t)
)+
α(t)∫
0
f (t, s)ds +
t∫
0
g(t, s)ds
)
, t  0, (2.5)
where G(t) = ∫ t1 1ω(s) ds, t  0.
Proof. Let T  0 be ﬁxed and denote x(t) = ∫ α(t)0 f (t, s)ω(u(s))ds + ∫ t0 g(t, s)ω(u(s))ds, then, u(t)  k(t) + x(t). Our as-
sumptions on f , g , ω and α imply that x is non-decreasing on R+ . Hence, for t ∈ [0, T ], by calculations we have
x′(t)ω
(
k(T ) + x(t))
(
d
dt
α(t)∫
0
f (t, s)ds + d
dt
t∫
0
g(t, s)ds
)
,
or, equivalently,
x′(t)
ω(k(T ) + x(t)) 
d
dt
α(t)∫
f (t, s)ds + d
dt
t∫
g(t, s)ds.0 0
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(
k(T ) + x(t)) G(k(T ))+
α(t)∫
0
f (t, s)ds +
t∫
0
g(t, s)ds, 0 t  T ,
or
k(T ) + x(t) G−1
(
G
(
k(T )
)+
α(t)∫
0
f (t, s)ds +
t∫
0
g(t, s)ds
)
, 0 t  T . (2.6)
Note that the right-hand side of (2.6) is well deﬁned as G(∞) = ∞. Let t = T in the above relation, since T  0 was
arbitrarily chosen, considering u(t) k(t) + x(t) we get (2.5). 
Theorem 2.2. Let k, ω be the same as in Lemma 2.1, and α, f i , gi , Mi , Ni be as in Theorem 2.1, i = 1,2. If u ∈ C(R+,R+) satisﬁes
u2(t) k(t) + 2
α(t)∫
0
[
M1 f1(t, s)u(s) + N1g1(t, s)u(s)ω
(
u(s)
)]
ds
+ 2
t∫
0
[
M2 f2(t, s)u(s) + N2g2(t, s)u(s)ω
(
u(s)
)]
ds, t  0,
then
u(t) G−1
{
G
(√
k(t) +
α(t)∫
0
M1 f1(t, s)ds +
t∫
0
M2 f2(t, s)ds
)
+
α(t)∫
0
N1g1(t, s)ds +
t∫
0
N2g2(t, s)ds
}
, t  0, (2.7)
where G(t) = ∫ t1 1ω(s) ds, t  0.
Proof. Let T  0 be ﬁxed and denote
x(t) =
α(t)∫
0
[
M1 f1(t, s)u(s) + N1g1(t, s)u(s)ω
(
u(s)
)]
ds +
t∫
0
[
M2 f2(t, s)u(s) + N2g2(t, s)u(s)ω
(
u(s)
)]
ds,
then, u(t)
√
k(t) + 2x(t). Our assumptions on f i, gi and α imply that x is non-decreasing on R+ . Hence, for t ∈ [0, T ], by
calculations we have
x′(t)√
k(T ) + 2x(t) 
d
dt
( α(t)∫
0
M1 f1(t, s)ds +
t∫
0
M2 f2(t, s)ds
)
+ d
dt
( α(t)∫
0
N1g1(t, s)ω
(√
k(T ) + 2x(t) )ds +
t∫
0
N2g2(t, s)ω
(√
k(T ) + 2x(t) )ds
)
.
An integration on [0, t] yields
√
k(T ) + 2x(t)√k(T ) +
α(t)∫
0
M1 f1(t, s)ds +
t∫
0
M2 f2(t, s)ds +
α(t)∫
0
N1g1(t, s)ω
(√
k(T ) + 2x(t) )ds
+
t∫
N2g2(t, s)ω
(√
k(T ) + 2x(t) )ds0
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√
k(T ) + 2x(t) G−1
{
G
(√
k(T ) +
α(t)∫
0
M1 f1(t, s)ds +
t∫
0
M2 f2(t, s)ds
)
+
α(t)∫
0
N1g1(t, s)ds +
t∫
0
N2g2(t, s)ds
}
, 0 t  T ,
since T  0 was arbitrarily chosen, considering u(t)
√
k(t) + 2x(t), we get (2.7). 
Along the same lines of the proof of Theorem 2.2, we have
Corollary 2.4. Let k, ω be the same as in Lemma 2.1 and α, ai , bi , f i , gi , Mi , Ni be as in Theorem 2.1, i = 1,2. If u ∈ C(R+,R+)
satisﬁes
u2(t) k(t) + 2
α(t)∫
0
[
M1a1(t) f1(s)u(s) + N1b1(t)g1(s)u(s)ω
(
u(s)
)]
ds
+ 2
t∫
0
[
M2a2(t) f2(s)u(s) + N2b2(t)g2(s)u(s)ω
(
u(s)
)]
ds, t  0,
then
u(t) G−1
{
G
(√
k(t) + M1a1(t)
α(t)∫
0
f1(s)ds + M2a2(t)
t∫
0
f2(s)ds
)
+ N1b1(t)
α(t)∫
0
g1(s)ds + N2b2(t)
t∫
0
g2(s)ds
}
, 0 t  T , (2.8)
where G(t) = ∫ t1 1ω(s) ds, t  0.
Let M2 = N2 = 0 in Theorem 2.2 and Corollary 2.4, we have the following two corollaries.
Corollary 2.5. Let M, N, f , g, α be as in Corollary 2.2 and k, ω be as in Lemma 2.1. If u ∈ C(R+,R+) satisﬁes
u2(t) k(t) + 2
α(t)∫
0
[
Mf (t, s)u(s) + Ng(t, s)u(s)ω(u(s))]ds, t  0,
then
u(t) G−1
[
G
(√
k(t) +
α(t)∫
0
Mf (t, s)ds
)
+
α(t)∫
0
Ng(t, s)ds
]
, t  0, (2.9)
where G(t) = ∫ t1 1ω(s) ds, t  0.
Corollary 2.6. Let M, N, f , g, a, b, α be as in Corollary 2.3 and k, ω be as in Lemma 2.1. If u ∈ C(R+,R+) satisﬁes
u2(t) k(t) + 2
α(t)∫ [
Ma(t) f (s)u(s) + Nb(t)g(s)u(s)ω(u(s))]ds, t  0,
0
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u(t) G−1
[
G
(√
k(t) + a(t)
α(t)∫
0
Mf (s)ds
)
+ b(t)
α(t)∫
0
Ng(s)ds
]
, t  0, (2.10)
where G(t) = ∫ t1 1ω(s) ds, t  0.
Let α(t) ≡ t in the above corollaries, we get another two corollaries, they are left to the readers.
Remark. Different choices of M , N (or Mi , Ni) and k, α, a, b (or ai , bi) can give many different inequalities. For example,
let M = 1, N = 0, a(t) ≡ 1, α(t) = t , k(t) ≡ k2, t ∈ [t0,∞), where k 0 is a constant, our Corollary 2.3 reduces to Theorem A
(Ou-Iang [6]); or let M2 = 1, M1 = N1 = N2 = 0, a(t) ≡ 1, k(t) ≡ k2, t ∈ [t0,∞), where k  0 is a constant, our Theorem 2.1
reduces to Theorem A (Ou-Iang [6]) too. Let M = N = 1, a(t) ≡ b(t) ≡ 1, k(t) ≡ c2, t ∈ [t0,∞), where c  0 is a constant,
our Corollary 2.6 reduces to Theorem D (Lipovan [11]), assume in addition α(t) = t , t ∈ [t0,∞), Corollary 2.6 reduces to
Theorem C (Pachpatte [13]). At the same time our lemma generalize Lipovan’s results in [12].
3. Applications
In this section we present some applications to study the boundedness properties and the global existence of the solu-
tions of integral equations and differential equations.
Proposition 1. Let M, N, f , g, k, α be as in Theorem 2.2. Suppose u ∈ C(R+,R+) is a solution to the integral equation
u2(t) = k(t) + 2
α(t)∫
0
[
Mf (t, s)u(s) + Ng(t, s)u2(s)]ds, t  0.
If k(t) is bounded on R+ , moreover
∞∫
0
e−
∫ α(r)
0 g(r,s)ds
(
d
dr
α(r)∫
0
f (r, s)ds
)
dr < ∞
and
lim
t→∞
α(t)∫
0
g(t, s)ds < ∞,
then u is bounded on R+ .
Proposition 2. Let f , g, α be as in Theorem 2.2. Suppose u ∈ C(R+,R+) is a solution to the integral equation
u2(t) = 2
α(t)∫
0
[
f (t, s)u(s) + g(t, s)u2(s)]ds, t  0.
If
lim
t→∞
t∫
0
e−
∫ α(r)
0 g(r,s)ds
(
d
dr
α(r)∫
0
f (r, s)ds
)
dr = 0 and lim
t→∞
α(t)∫
0
g(t, s)ds < ∞,
then u(t) → 0 as t → ∞.
Proposition 3. Let f , g, k, a, b, α, ω be as in Theorem 2.6. Suppose u ∈ C(R+,R+) is a solution to the integral equation
u2(t) = k(t) + 2
α(t)∫
0
[
a(t) f (s)u(s) + b(t)g(s)u(s)ω(u(s))]ds, t  0.
If
∫ α(∞) f (s)ds < ∞ and ∫ α(∞) g(s)ds < ∞, moreover k(t), a(t), b(t) are bounded on R+ , then u is bounded on R+ .0 0
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over, according to our theorems, one can give many bounded results analogue to the propositions, they are left to the
readers. 
Now we will show that our results are useful in proving the global existence of solutions to certain differential equations
with time delay. These applications are given as examples.
We ﬁrst recall some basic facts. Consider the functional differential equation{
X ′(t) = H(t, X(t), X(α(t))),
X(0) = X0,
(3.11)
with X0 ∈ Rn , H ∈ C(R+ × R2n,Rn), and α ∈ C1(R+,R+) satisfying α(t)  t for t  0. A result in [7] guarantees that for
every X0 ∈ Rn , Eq. (3.11) has a solution. Without additional hypotheses on H , the uniqueness of solutions is not granted.
However, every solution of (3.11) has a maximal time of existence T > 0 and if T < ∞, then
limsup
t↑T
∥∥X(t)∥∥
Rn
= ∞.
Example 1. Consider the generalized liénard equation with time delay{
x′(t) = y − F (t, x),
y′(t) = G(t, x(t − τ (t))), (3.12)
where F , G ∈ C(R+ ×R,R), τ ∈ C1(R+,R+), and τ (t) t on R+ . If α(t) = t − τ (t) is an increasing diffeomorphism of R+
and
−xF (t, x) p(t)|x|v(|x|), G2(t, x) h(t)|x|v(|x|), (t, x) ∈ (R+,R)
for p(t), h(t) ∈ C(R+,R+) and some non-decreasing function v ∈ C(R+,R+) with the properties v(u) > 0 for u > 0 and∫∞
1 (1/v(s))ds = ∞, then all the solutions of (3.12) are global.
In fact, if (x(t), y(t)) is a solution of (3.12) deﬁned on the maximal existence interval [0, T ), let u(t) = √x2(t) + y2(t)
and q(t) = max{1, p(t)} ∈ C(R+,R+) for t ∈ [0, T ). From (3.12) and our hypotheses on the functions F , G and v , we obtain
d
dt
u2(t) = 2xx′ + 2yy′
= 2xy − 2xF (t, x) + 2yG(t, x ◦ α)
 x2 + y2 + 2p(t)|x|v(|x|)+ y2 + G2(t, x ◦ α)
 2q(t)u2 + 2q(t)uv(u) + h(t)|x ◦ α|v(|x ◦ α|), 0< t < T .
With ω(u) := u + v(u), an integration on [0, t] with t < T yields
u2(t) u2(0) + 2
t∫
0
q(s)u(s)ω
(
u(s)
)
ds +
t∫
0
h(s)
∣∣x(α(s))∣∣v(∣∣x(α(s))∣∣)ds
 u2(0) + 2
t∫
0
q(s)u(s)ω
(
u(s)
)
ds +
t∫
0
h(s)u
(
α(s)
)
ω
(
u
(
α(s)
))
ds
 u2(0) + 2
t∫
0
q(s)u(s)ω
(
u(s)
)
ds + 2
α(t)∫
0
h(α−1(r))
α′(α−1(r))
u(r)ω
(
u(r)
)
dr
after performing the change of variables r = α(s) at some intermediate step. Where α−1 is the inverse of the diffeomor-
phism α. Our hypotheses on v guarantee that
∫∞
1 (1/ω(r))dr = ∞ (see [8]). Therefore, if
W (r) =
r∫
1
1
ω(s)
ds, r > 0,
then from Theorem 2.4 we deduce that
348 L. Li et al. / J. Math. Anal. Appl. 372 (2010) 339–349u(t)W−1
[
W
(
u(0)
)+
t∫
0
q(s)ds +
α(t)∫
0
h(α−1(r))
α′(α−1(r))
dr
]
= W−1
[
W
(
u(0)
)+
t∫
0
q(s)ds +
t∫
0
h(s)ds
]
, 0 t < T .
This proves that u(t) does not blow-up in ﬁnite time. Therefore T = ∞ and all solutions of (3.12) are global.
Example 2. Consider the generalized Rayleigh equation with time delay{
x′(t) = y,
y′(t) = −F (t, y) − G(t, x(α(t))), (3.13)
where F ,G ∈ C(R+ ×R,R), α ∈ C1(R+,R+), and α(t) t for t  0. If α is an increasing diffeomorphism of R+ and
−yF (t, y) p(t)|y|v(|y|), G2(t, x) h(t)|x|v(|x|), (t, x) ∈ (R+,R)
for p(t),h(t) ∈ C(R+,R+) and some non-decreasing function v ∈ C(R+,R+) with the properties v(u) > 0 for u > 0 and∫∞
1 (1/v(s))ds = ∞, then all the solutions of (3.13) are global.
Following the proof of Example 1, if (x(t), y(t)) is a solution of (3.13) deﬁned on the maximal existence interval [0, T ),
let u(t) =√x2(t) + y2(t) and q(t) = max{1, p(t)} ∈ C(R+,R+) for t ∈ [0, T ), we obtain
d
dt
u2(t) x2 + y2 + 2p(t)|y|v(|y|)+ y2 + h(t)|x ◦ α|v(|x ◦ α|)
 2q(t)u
[
u + v(u)]+ 2h(t)(u ◦ α)[(u ◦ α) + v(u ◦ α)], 0< t < T .
Denoting ω(u) := u + v(u), and integrating the above inequality on [0, t] with t < T yields
u2(t) u2(0) + 2
t∫
0
q(s)u(s)ω
(
u(s)
)
ds + 2
α(t)∫
0
h(α−1(r))
α′(α−1(r))
u(r)ω
(
u(r)
)
dr
after performing the change of variables r = α(s). Our hypotheses on v ensure
∞∫
1
(
1/s + v(s))dr = ∞
(see [8]). Therefore, if
W (r) =
r∫
1
1
ω(s)
ds, r > 0,
we deduce that
u(t)W−1
[
W
(
u(0)
)+
t∫
0
q(s)ds +
t∫
0
h(s)ds
]
, 0 t < T .
Hence u(t) is bounded on [0, T ) if T < ∞, and we conclude that all solutions of (3.13) are global.
Remark. With our generalized theorems, our examples of global existence of solutions to differential equations generalize
Lipovan’s results in [11].
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