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On the other hand, it can be shown directly, by an extension of the above identities, that (17) 1. Introduction. A considerable amount of attention has been devoted to integrals of fractional order, both in regard to their applications and to the conditions for their existence.* We shall denote the fractional integral of order a by (1)
T Uf{t) = --f (/ -v) °-y(v)dv, a>0,t>T, and it is the purpose of this paper to give some formulas which may be of use in manipulating these integrals. We shall prove that under certain conditions the following relations hold :
(2) r^«5 a ._rw_f->w shall evaluate by a new method certain well known integrals involving Bessel functions. It will be noticed that when a=l the formulas (2) and (3) agree with the results of integrating by parts in the ordinary way ; they may therefore be regarded as extensions to fractional orders of integration of the familiar formula for integration by parts. The vanishing of the integrated term leads to some general theorems which are stated as corollaries to Theorem 1 below. 
If the right-hand side of (5) is absolutely convergent, we may let JU become infinite, justifying the process by inverting the order of integration, taking the positive and negative parts of f(v) separately, and using the theorem of monotonie convergence;! our theorem then follows on evaluation of the u integral. Otherwise a more elaborate process is necessary. We integrate by parts, setting This gives
AT y> J T The integrated term vanishes at both limits; and on the assumption that F(v) approaches a limit, say V, as v-* <*>, we shall now show that the last integral approaches r(fe)r(q) r(* + a)
, where \h(v)\ <e if ZJ>Z> 0 , and in any case | h(v) \ <A (A denoting a constant, not necessarily the same each time it is used). We divide the integral into four parts as follows. In the first place,
Supposing further that j u->^o > T, we write
and finally, r(*)r(«)
The theorem now follows on combining the results of the four preceding equations. or, what is the same thing, as required. Next, suppose that g{v) is a step function tending to zero. Evidently we may replace g{v) by a steadily decreasing function (in the strict sense) g (v) , such that
for any value of e>0, and at the same time,
V-->oo
The corollary will then be true for g (v) and therefore for g (v) . 
as /x-» co, the process being justified as in Theorem 1. This proves the theorem.
THEOREM 3. Assume k>0, 0<a<l. Then 
as fx-» oo , the process being justified as in Theorem 1. The corresponding theorem, with cosine replaced by sine, may be proved in a similar way. It will be noticed that the above proof breaks down when a=l« If indeed the theorem were true for a= 1, we should have as a corollary that
which is clearly not true in general.
3. Applications of the theorems. We now apply these theorems to the evaluation of the integrals* (6) and (7) is to be found in Watson, Bessel Functions, chap. 13, or see Gray and Mathews, Bessel Functions, 1st edition, formulas (163) and (162), or 2d edition, formula (8) on page 66 and formula (19) on page 71. In each of these books references to the original papers of Weber and others are given.
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