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THE COMBINATORICS OF HYPERBOLIZED MANIFOLDS
ALLAN L. EDMONDS AND STEVEN KLEE
Abstract. A topological version of a longstanding conjecture of H. Hopf, originally pro-
posed by W. Thurston, states that the sign of the Euler characteristic of a closed aspherical
manifold of dimension d = 2m depends only on the parity of m. Gromov defined several
hyperbolization functors which produce an aspherical manifold from a given simplicial or
cubical manifold. We investigate the combinatorics of several of these hyperbolizations and
verify the Euler Characteristic Sign Conjecture for each of them. In addition, we explore fur-
ther combinatorial properties of these hyperbolizations as they relate to several well-studied
generating functions.
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1. Introduction
We study certain combinatorial aspects of the following fundamental unsolved problem
in geometric topology, going back to a conjecture of H. Hopf about Riemannian manifolds
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of nonpositive curvature, and first formulated in dimension 4, and indeed all higher even
dimensions, as a question by W. Thurston as early as 1977. (See Problem 4.10 in the Kirby
Problem List [1].)
Euler Characteristic Sign Conjecture. If M is a closed, aspherical manifold of dimen-
sion d = 2m, then the Euler characteristic of M satisfies
(−1)mχ(M) ≥ 0.
Recall that a manifold M is said to be aspherical if pii(M) = 0 for all i ≥ 2 or, equivalently,
the universal covering space of M is contractible. The conjectured sign corresponds to the
sign of the Euler characteristic of a product of m surfaces of genus g ≥ 1.
There are certain “hyperbolization functors,” originally due to Gromov [7], that assign to
any simplicial or cubical d-manifold K an aspherical d-manifold H(K). We refer to Charney
and Davis [4]; Davis and Januszkiewicz[5]; Davis, Januszkiewicz, and Weinberger[6]; and
Paulin [13] for more details and analysis of such hyperbolization procedures. We will analyze
the combinatorics of two such hyperbolizations – the Mo¨bius band hyperbolization and a
somewhat more subtle one that we name the Gromov hyperbolization – for both simplicial
and cubical complexes and show that the Sign Conjecture is satisfied for each of them (see
Theorems 4.4, 4.8, 5.5, and 5.10).
Theorem 1.1. If K is any closed simplicial or cubical manifold of dimension d = 2m, and
H denotes either the Mo¨bius band hyperbolization or Gromov hyperbolization, then
(−1)mχ(H(K)) ≥ 0.
When K is a cubical 4-manifold, we have the following explicit formula for the Mo¨bius
band hyperbolization in terms of the face numbers of the underlying cubical manifold,
χ(H(K)) = f0(K)− f1(K) + 2f3(K) ≥ 0.
This inequality was originally proved by Janusziewicz [9] by directly studying chains of faces
in the non-positively curved complex H(K). We generalize this approach to prove the result
in all even dimensions. Before proceeding to the definitions and background material that
will be necessary for the remainder of this paper, we will outline the general approach to
our proof of the various manifestations of Theorem 1.1. For simplicity, we will outline our
approach for cubical complexes here; however, we will later see that the same approach will
work for simplicial complexes as well.
We apply one of the aforementioned hyperbolization functors to a given d-dimensional
cubical complex K to obtain a hyperbolized complex H(K). Each of these hyperbolization
functors is described by an inductive process in which the faces of K are replaced with
certain hyperbolized cells, beginning with the 2-dimensional faces and inducting to the d-
dimensional faces. Because of this, we are able to express the Euler characteristic of H(K)
as a function of the number of faces in the original complex K. Specifically, we define certain
hyperbolization coefficients, aH(k) for k = 0, 1, 2, . . . , so that
(1.1) χ(H(K)) =
d∑
k=0
aH(k)fk(K),
where fk(K) denotes the number of k-dimensional faces in the original complex K.
The face numbers (or f -numbers) fk(K) are natural invariants of K from the perspective of
computing Euler characteristics; however, their behavior is rather fickle from a combinatorial
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perspective. To address this problem, we will apply a standard combinatorial transformation
which gives an equivalent family of invariants known as the short cubical h-numbers of K,
which are denoted by h(sc)(K). Combinatorially, the short cubical h-numbers of a closed
cubical manifold are well-behaved: for example, they are known to be symmetric by Klee’s
Dehn-Sommerville equations [11], and they are known to be nonnegative by a result of
Stanley [16]. Since the short cubical h-numbers are defined as a certain integer combination
of the f -numbers, we can express the Euler characteristic of H(K) as
(1.2) χ(H(K)) =
d∑
j=0
cH(j, d)h
(sc)
j (K),
for some other family of constants cH(j, d) that are also rational combinations of the hyper-
bolization coefficients aH(k) (but depend on the dimension of the complex in question).
Just as the transformation from f -numbers to short cubical h-numbers may seem to be
unwarranted, this transformation of hyperbolization coefficients into cH(j, d) coefficients may
seem somewhat arbitrary. However, we are able to show that these new coefficients are
beautifully structured:
• cH(j, d) = (−1)
dcH(d− j, d),
• cH(j, d) ≥ 0 for all j when d ≡ 0 mod 4, and
• cH(j, d) ≤ 0 for all j when d ≡ 2 mod 4.
Since the short cubical h-numbers of a closed cubical manifold are nonnegative, the fact
that the coefficients cH(j, d) are nonnegative/nonpositive when d is even, together with the
expression of χ(H(K)) in Equation (1.2), immediately implies Theorem 1.1.
The conclusion of Theorem 1.1 has in principle been known to experts for some time. We
sketch an outline communicated to us by M. Davis and T. Januszkiewicz. The constructions
in question involve barycentric subdivisions. The local contributions that build up the Euler
characteristic are given by the Charney-Davis [3] quantity associated with the flag triangu-
lated (d−1)-sphere links of the vertices. Because of the barycentric subdivisions, results of R.
Stanley [18] and Karu [10] show that these local contributions are nonnegative/nonpositive
as required. The virtue of the present approach lies in its more explicit and more elementary
derivation and the intriguing combinatorial connections.
The organization of the remainder of this paper is as follows. In Section 2 we give a brief
introduction to the combinatorics of f -numbers and h-numbers. In Section 3, we will define
the Mo¨bius and Gromov hyperbolizations of a cubical or simplicial manifold. In Section 4 we
study the combinatorics of the Mo¨bius band hyperbolization, and in Section 5 we study the
combinatorics of the Gromov hyperbolization. In each if these sections, we will compute the
Euler characteristic of a hyperbolized complex as in Equation (1.1) and study the properties
of the corresponding hyperbolization coefficients. We will conclude in Section 6 by studying
interesting generating functions that arise from the hyperbolization coefficients.
2. Background on combinatorial geometry
In this section, we will define simplicial and cubical complexes combinatorially and discuss
their geometric and combinatorial properties. For further details on these complexes, see
[17]. The short cubical h-vector of Adin [2] and its simplicial analogue due to Hersh and
Novik [8] will be central to our studies.
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2.1. Simplicial complexes and manifolds. An (abstract) simplicial complex ∆ on the
(finite) vertex set V = V (∆) is a collection of subsets F ⊆ V (called faces) with the
property that if F ∈ ∆ and G ⊆ F , then G ∈ ∆. If |V (∆)| = n, there is a natural geometric
realization of ∆, denoted ||∆|| ⊆ Rn which identifies each face F = {i1, . . . , ir} ∈ ∆ with
||F || = conv{ei1 , . . . , eir}, where ej denotes the j-th standard basis vector.
The dimension of a face F ∈ ∆ is dimF = |F |−1, and the dimension of ∆ is max{dimF :
F ∈ ∆}. A simplicial complex ∆ is pure of all of its facets (maximal faces under inclusion)
have the same dimension.
The link of a face F in the simplicial complex ∆ is the subcomplex
lk∆(F ) := {G ∈ ∆ : F ∩G = ∅, F ∪G ∈ ∆}.
Note that when ∆ is pure, lk∆(F ) is pure of dimension dim(∆)−|F | for any face F ∈ ∆. The
following result of Munkres shows the importance of links in defining simplicial manifolds.
Lemma 2.1. (Munkres [12, Lemma 3.3]) Let ∆ be a simplicial complex, and let F be a
nonempty face of ∆. If p is a point in the relative interior of ||F || ⊆ ||∆||, then
Hi(||∆||, ||∆|| − p) = H˜i−|F |(lk∆(F )).
When ||∆|| is a d-dimensional topological manifold (without boundary), we know that the
relative homology groups of the pair (||∆||, ||∆|| − p) are isomorphic to those of a (d − 1)-
sphere. We use this to motivate the following definition.
Definition 2.2. Let k be a field or the ring of integers, and let ∆ be a d-dimensional
simplicial complex. We say that ∆ is a k-homology manifold if
H˜i(lk∆(F );k) ∼=
{
k if i = d− |F |,
0 otherwise,
for all nonempty faces F ∈ ∆. If, in addition, ||∆|| has the homology of Sd over k, we say
that ∆ is a k-homology sphere.
Let ∆ be a d-dimensional simplicial complex. We define the f -numbers of ∆ as fi(∆) :=
#{F ∈ ∆ : dimF = i} for −1 ≤ i ≤ d. It is often more convenient to study a certain integer
transformation of the f -numbers called the h-numbers of ∆, which are defined by
hj(∆) :=
j∑
i=0
(−1)j−i
(
d+ 1− i
d+ 1− j
)
fi−1(∆),
for all 0 ≤ j ≤ d + 1. One can check that the f -numbers of ∆ are related to its h-numbers
by fi−1(∆) =
∑i
j=0
(
d+1−j
d+1−i
)
hj(∆) so knowing the f -numbers of ∆ is equivalent to knowing
its h-numbers.
In general, there is no reason to expect the h-numbers of a simplicial complex to be
nonnegative (and in fact, in general they are not); however, Stanley [16] showed that the
h-numbers of a certain family of simplicial complexes known as Cohen-Macaulay complexes
are nonnegative. We will avoid giving the precise algebraic definition of a Cohen-Macaulay
simplicial complex here because we will use the following theorem of Reisner to give a
topological definition that is more suitable for this paper.
Theorem 2.3. (Reisner’s criterion [14, Theorem 1]) Let ∆ be a d-dimensional simplicial
complex and let k be a field. Then ∆ is Cohen-Macaulay over k if and only if H˜i(lk∆(F );k) =
0 for all i < d− |F | and all faces F ∈ ∆ (including F = ∅).
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In particular, a k-homology sphere is Cohen-Macaulay over k. By studying an associated
structure known as the face ring of a simplicial complex, Stanley proved that the h-numbers
of Cohen-Macaulay complexes are nonnegative.
Theorem 2.4. [16, Corollary 4.3] Let ∆ be a Cohen-Macaulay simplicial complex of dimen-
sion d. Then hj(∆) ≥ 0 for all 0 ≤ j ≤ d+ 1.
Now suppose ∆ is a k-homology manifold. By Reisner’s criterion, the link of any vertex
v ∈ ∆ is Cohen-Macaulay over k, and hence the h-numbers of lk∆(v) are nonnegative by
Theorem 2.4. Hersh and Novik [8] defined the short simplicial h-numbers of a simplicial
complex by
h˜j(∆) :=
∑
v∈V (∆)
hj(lk∆(v)).
It follows that h˜j(∆) ≥ 0 for all j when ∆ is a simplicial (homology) manifold. Just as the
f -numbers of a simplicial complex can be written as nonnegative integer combinations of its
h-numbers, the following result shows that the f -numbers can be expressed in terms of the
short simplicial h-numbers as well.
Proposition 2.5. ([8, Lemma 1(i)]) Let ∆ be a pure d-dimensional simplicial complex. Then
(2.1) (i+ 1)fi(∆) =
i∑
j=0
(
d− j
d− i
)
h˜j(∆),
for all 0 ≤ i ≤ d.
2.2. Cubical complexes. Let Id denote the standard cube [−1, 1]d in Rd. A cubical complex
K on the (finite) vertex set V = V (K) is a collection of subsets of V , partially ordered by
inclusion, satisfying the following properties:
(1) K has a minimal element, usually denoted ∅.
(2) For all v ∈ V , the singleton {v} ∈ K.
(3) For any nonempty F ∈ K, the interval [∅, F ] = {G ∈ K : ∅ ⊆ G ⊆ F} is isomorphic
to the face poset of a cube of some dimension.
(4) If F, F ′ ∈ K, then F ∩ F ′ is a face of K.
Once again, the elements F ∈ K are called faces. If [∅, F ] is isomorphic to the face poset
of I i, then we say F is a i-dimensional face of K. This makes K a graded poset if we declare
that an i-dimensional face of K has rank i+1; and, in fact, a graded lattice by condition (4)
of the definition of a cubical complex.
The link of a face F ∈ K is lkK(F ) = {G ∈ K : G ⊇ F}, with minimal element F . If K
is a pure d-dimensional cubical complex and F ∈ K is a nonempty face of dimension i, then
lkK(F ) is a pure simplicial complex of dimension d− i− 1. Once again, we say that a pure
d-dimensional cubical complex K is a k-homology manifold if the link of any nonempty face
F ∈ K is a k-homology sphere of dimension d− dimF − 1.
Adin [2] defined the short cubical h-numbers of a d-dimensional cubical complex K by
h
(sc)
j (K) =
∑
v∈V (K)
hj(lkK(v)),
where hj(lk∆(v)) is the ordinary simplicial h-number of the simplicial complex lkK(v). De-
spite our presentation here, Adin’s short cubical h-vector historically preceded (and moti-
vated) Hersh and Novik’s short simplicial h-vector.
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Once again, h
(sc)
j (K) ≥ 0 for all 0 ≤ j ≤ d when K is a cubical k-homology manifold
since the link of each of its vertices is Cohen-Macaulay over k. Further, the f -numbers of
a cubical complex can be expressed as a nonnegative linear combination of its short cubical
h-numbers.
Proposition 2.6. ([2, Lemma 1(iii)]) Let K be a d-dimensional cubical complex. Then
2ifi(K) =
i∑
j=0
(
d− j
d− i
)
h
(sc)
j (K),
for all 0 ≤ i ≤ d.
2.3. Euler Characteristic. The Euler characteristic of a finite cell complex X is defined
to be
χ(X) =
∑
i
(−1)ifi(X).
We will use a few simple facts. For example, the product formula χ(X × Y ) = χ(X)χ(Y ),
and the sum formula χ(X ∪ Y ) = χ(X) + χ(Y ) − χ(X ∩ Y ). If p : X → Y is an n to 1
covering map, then χ(X) = n · χ(Y ). The Euler characteristic is a homotopy invariant. If
X is a compact odd-dimensional manifold without boundary, then χ(X) = 0, which follows
from Poincare´ duality. Finally, if X is a compact odd-dimensional manifold with boundary,
then χ(X) = 1
2
χ(∂X).
2.4. Asphericity. We will use throughout the following theorem of J. H. C. Whitehead.
Recall that a path-connected space is aspherical if its higher homotopy groups pik(X) = 0
for k ≥ 2.
Theorem 2.7 (Whitehead [19]). Suppose a cell complex X can be expressed as the union
of two aspherical subcomplexes X1 and X2 such that each component of the intersection
X12 is aspherical and the inclusion induced homomorphisms pi1(X12, x0) → pi1(X1, x0) and
pi1(X12, x0) → pi1(X2, x0) are injective for all choices of base point x0 ∈ X12. Then X is
aspherical.
The idea of the proof is that the universal covering of X can be constructed from con-
tractible pieces with pairwise intersections contractible. From this information one can
conclude that the homology groups and higher homotopy groups are trivial. The result
follows.
3. Hyperbolization techniques
In this section we will define the various hyperbolization techniques that will be studied
in the remainder of the paper.
3.1. The Mo¨bius band hyperbolization. The central idea behind this technique is the
following observation of Gromov [7].
Proposition 3.1. Let M be an aspherical d-manifold without boundary that admits a fixed-
point free involution. Then there is an aspherical (d + 1)-manifold W with ∂W = M , such
that pi1(M)→ pi1(W ) is injective.
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Proof. Let ϕ : M → M be a fixed-point free involution on M . We can extend ϕ to a fixed-
point free involution ϕ̂ on M × [−1, 1] sending (x, t) 7→ (ϕ(x),−t). We define W to be the
quotient of M × [−1, 1] by the action of ϕ̂.
We must show that W is aspherical and ∂W = M . Let M ′ denote the universal cover of
M . Since ϕ̂ has no fixed points, the quotient map q : M × [−1, 1] → W is a covering map.
The universal covering space of M × [−1, 1] is M ′ × [−1, 1], and hence the composition
M ′ × [−1, 1]→M × [−1, 1]
q
→W,
is a covering map. Since M ′ × [−1, 1] is contractible (hence simply connected), it must be
the universal covering space of W . Thus W is aspherical.
Finally, the boundary of M × [−1, 1] is M ×{−1} ∪M ×{1}, and hence the boundary of
W is canonically homeomorphic to M .
Up to homotopy the homomorphism pi1(M) → pi1(W ) may be identified with the ho-
momorphism pi1(M) → pi1(M/ϕ) induced by the 2-fold covering M → M/ϕ, and hence is
injective. 
3.1.1. Cubical case. This is the case Gromov [7] worked out. For a given cubical complex K,
we will define a cell complexM(K) called theMo¨bius band hyperbolization of K by modifying
the skeleta of K, starting from the 2-skeleton and inducting to the top-dimensional skeleton.
To do this, we will define the Mo¨bius band hyperbolizations of the cube In and its boundary
∂In, and replace each face of K with its hyperbolization. Having done this, we will be able
to compute the Euler characteristic of the resulting complex and analyze it combinatorially.
We begin by following the presentation in [7, Chapter 3.4]
We start with the 2-cube I2 and define its hyperbolization asM(I2) = (∂I2× [−1, 1])/Z2,
where the Z2 action is defined by the involution (t1, t2, t3) 7→ −(t1, t2, t3). Moreover, M(I
2)
is the Mo¨bius band, and ∂M(I2) is canonically isomorphic to ∂I2. Therefore, we hyperbolize
the 2-skeleton of K by replacing each 2-face with a copy of M(I2). Since the vertices and
edges of K are unchanged by this process, we define M(I0) = I0 and M(I1) = I1.
Inductively, suppose we have definedM(In−1) and that we createM(∂In) by Z2-equivariantly
inserting M(In−1) for each of the 2n facets of In. The antipodal involution on ∂In then
gives rise to a fixed-point free involution on M(∂In). We define M(In) = (M(∂In−1) ×
[−1, 1])/(Z2) (and subsequently define M(∂I
n+1) by Z2-equivariantly inserting M(I
n) for
each of the 2(n+ 1) facets of In+1).
Making use of the contractibility of In there is an inductively defined map pn :M(I
n)→ In
such that the preimage of any face is precisely the hyperbolization of that face. In particular
M(In) has a face structure combinatorially equivalent to that of In.
If K is n-dimensional, then we define
M(K) =
⋃
F∈K
dimF=n
M(F )/ ∼ .
Here we identify the boundary facets of the M(F ) in exactly the same pattern as the
boundaries of the original facets F were identified.
Alternatively one may view the result inductively as
M(K) =M(K(n−1)) ∪
⋃
F∈K
dimF=n
M(F ),
where K(n−1) denotes the (n− 1)-skeleton of K.
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As a generalization of the Mo¨bius band hyperbolization, we can instead defineM(I2) to be
any compact surface with a single boundary component with Euler characteristic a ≤ 0, and
otherwise continue as before. We denote this hyperbolization by Ma(I
2), and, in general,
Ma(K).
Remark 1. Although we do not need it here, one can systematically endow the hyperboliza-
tion M(K) (as well as the other hyperbolizations discussed below) with a cubical structure.
To do this properly one should cubically subdivide (as described in 3.2.2) the faces of K(n−1),
then extend over the the hyperbolized n-cells, etc.
3.1.2. Simplicial case. We outline a similar treatment for the case of simplicial complexes.
For a given simplicial complex K, we will define a cell complexM(K) again called theMo¨bius
band hyperbolization of K by modifying the skeleta of K, starting from the 2-skeleton and
inducting to the top-dimensional skeleton. To do this, we will inductively define the Mo¨bius
band hyperbolizations of the n-simplex σn and its boundary ∂σn, and replace each face of
K with its hyperbolization. The main difference between the simplicial case and the cubical
case is that we must include a barycentric subdivision in the definition of the hyperbolized
cells since the antipodal involution of the boundary of a simplex is not simplicial on the
underlying simplex. This involution is defined on the vertices of the barycentric subdivision
(σn)′ by µˆ 7→ νˆ, where ν is the face of σn complementary to the face µ and µˆ denotes the
barycenter of µ.
We begin with the 2-simplex σ2 and define its hyperbolization as M(σ2) = (∂(σ2)′ ×
[−1, 1])/Z2, where the diagonal Z2 action is defined as above on the boundary of the simplex
and by t 7→ −t on [−1, 1]. Again M(σ2) is the Mo¨bius band, and ∂M(σ2) is canonically
isomorphic to ∂(σ2)′. Therefore, we hyperbolize the 2-skeleton of K by replacing each 2-face
with a copy of M(σ2). We simply define M(σ0) = σ0 and M(σ1) = (σ1)′.
Inductively, suppose we have definedM(σn−1). We then createM(σn) as follows. Replace
each (n− 1)-simplex of the barycentric subdivision ∂(σn)′ with a copy of M(σn−1), in a Z2
equivariant way, so that the antipodal involution on ∂(σn)′ gives rise to a fixed-point free
involution on M(∂(σn)′). We define M(σn) = (M(∂(σn−1)′)× [−1, 1])/(Z2).
Making use of the contractibility of σn there is an inductively defined map pn :M(σ
n)→
σn such that the preimage of any face is precisely the hyperbolization of that face. In
particular M(σn) has a face structure combinatorially equivalent to that of σn.
If K is n-dimensional, then we define
M(K) =
⋃
F∈K
dimF=n
M(F )/ ∼ .
Here we identify the boundary facets of the M(F ) in exactly the same pattern as the
boundaries of the original facets F were identified.
Alternatively we set
M(K) =M(K(n−1)) ∪
⋃
F∈K
dimF=n
M(F ),
where K(n−1) denotes the (n− 1)-skeleton of K.
As before we can instead define M(σ2) to be any compact surface with a single boundary
component with Euler characteristic a ≤ 0, and otherwise continue as above. We denote
this hyperbolization by Ma(σ
2), and, in general, Ma(K).
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3.2. The Gromov hyperbolization. The central idea behind the present technique is the
following observation of Gromov [7].
Proposition 3.2. Let M be an aspherical d-manifold without boundary that admits an in-
volution r with fixed point set B an aspherical (d − 1)-manifold separating M into two as-
pherical components, so that M = A ∪B r(A) with A ∩ r(A) = B. Assume pi1(B)→ pi1(M)
and pi1(A)→ pi1(M) are injective. Then there is an aspherical (d+ 1)-manifold W = ∆(M)
with ∂W =M such that pi1(M)→ pi1(W ) is injective.
Proof sketch. We describe the manifold W = ∆(M) as M × [−1, 1]/ ∼, where (r(a),−1) ∼
(r(a), 1) for all a ∈ A. Alternatively W is M × S1, cut open along A × {x0}. Then
∂W = A ∪B A ∼= A ∪B r(A) = M . Up to homotopy we can think of W as the union of
M × [−1, 1] and r(A)× [−1, 1]. Applying Whitehead’s theorem we see that W is aspherical.
Finally, observe that pi1(A∪B A)→ pi1(W ) is injective by the HNN extension version of van
Kampen’s theorem. 
3.2.1. Simplicial case. For the present hyperbolization Gromov described the main ideas in
the simplicial case, where one takes advantage of barycentric subdivision.
For a given simplicial complex K, we define a cell complex G(K) that we christen the
Gromov hyperbolization of K by modifying the skeleta of K, starting from the 2-skeleton
and inducting to the top-dimensional skeleton. To do this, we will inductively define the
Gromov hyperbolizations of the n-simplex σn and its boundary ∂σn, and replace each face
of K with its hyperbolization. We make use of a barycentric subdivision in order to have a
simplicial symmetry that fixes a codimension-one subcomplex. As before this involution is
defined on the vertices of the barycentric subdivision (σn)′ by µˆ 7→ νˆ, where ν is the face of
σn complementary to the face µ and µˆ denotes the barycenter of µ.
We begin with the 2-simplex σ2 and define its hyperbolization to be G(σ2) = (∂(σ2)′ ×
[−1, 1])/Z2, where the diagonal Z2 action is defined as above on the boundary of the simplex
and by t 7→ −t on [−1, 1]. This time G(σ2) is a once-punctured torus, and ∂G(σ2) is
canonically isomorphic to ∂(σ2)′. Therefore, we hyperbolize the 2-skeleton of K by replacing
each 2-face with a copy of G(σ2). We simply define G(σ0) = σ0 and G(σ1) = σ1.
Inductively, suppose we have defined G(σn−1), and we replace each (n − 1)-simplex of
∂(σn)′ with a copy of G(σn−1), in such a way that the involution r on ∂(σn)′ induced by
interchanging two vertices of σn and leaving the remaining vertices of σn fixed, gives rise to
an involution on G(∂(σn)′) with a codimension-one fixed point set.
We define G(σn) = ∆(G(∂(σn−1)′), where ∆ denotes the construction described in Propo-
sition 3.2.
Making use of the contractibility of σn there is an inductively defined map pn : G(σ
n)→ σn
such that the preimage of any face is precisely the hyperbolization of that face. In particular
G(σn) has a face structure combinatorially equivalent to that of σn.
If K is n-dimensional, then we define
G(K) =
⋃
F∈K
dimF=n
G(F )/ ∼ .
Here we identify the boundary facets of the G(F ) in exactly the same pattern as the bound-
aries of the original facets F were identified.
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Alternatively we set
G(K) = G(K(n−1)) ∪
⋃
F∈K
dimF=n
G(F ),
where K(n−1) denotes the (n−1)-skeleton of K. Finally, we define the Gromov hyperbolization
of K, denoted by G(K), to be the complex obtained by hyperbolizing the cells of K, starting
with the 2-skeleton and proceeding to its top-dimensional skeleton.
As before we can instead define G(σ2) to be any compact surface with a single boundary
component with Euler characteristic a ≤ 0. We denote this hyperbolization by Ga(σ
2), and,
in general, Ga(K).
3.2.2. Cubical case. We adapt the preceding construction to the cubical case as well. The
construction for cubical complexes is quite similar, where we understand the cubical barycen-
tric subdivision of a cube In to be given by
(In)′ = (I ′)n
where I ′ denotes the 1-complex with three vertices and two edges and the product is given
the product cubical structure. Note, in particular, that (In)′ admits a reflection r that
interchanges a pair of opposite facets and fixes a copy of (In−1)′.
For a given cubical complex K, we define a cell complex G(K) that we again christen the
Gromov hyperbolization of K by modifying the skeleta of K, starting from the 2-skeleton and
inducting to the top-dimensional skeleton. To do this, we will inductively define the Gromov
hyperbolizations of the n-cube In and its boundary ∂In, and replace each face of K with its
hyperbolization. We make use of a cubical barycentric subdivision in order to have a cubical
symmetry that fixes a codimension-one subcomplex as indicated above.
We begin with the 2-cube I2 and define its hyperbolization to be G(I2) = (∂(I2)′ ×
[−1, 1])/Z2, where the diagonal Z2 action is defined as above on the boundary of the square
and by t 7→ −t on [−1, 1]. Again G(I2) is topologically a once-punctured torus, and ∂G(I2) is
canonically isomorphic to ∂(I2)′. Therefore, we hyperbolize the 2-skeleton of K by replacing
each 2-face with a copy of G(I2). We simply define G(I0) = I0 and G(I1) = I1.
Inductively, suppose we have defined G(In−1), and we replace each (n− 1)-cube of ∂(In)′
with a copy of G(In−1), in such a way that the involution r on ∂(In)′ induced by interchanging
two facets of In as discussed above, gives rise to an involution r on G(∂(In)′).
We define G(In) = ∆(G(∂(In−1)′), where ∆ denotes the construction described in Propo-
sition 3.2.
Making use of the contractibility of In there is an inductively defined map pn : G(I
n)→ In
such that the preimage of any face is precisely the hyperbolization of that face. In particular
G(In) has a face structure combinatorially equivalent to that of In.
If K is n-dimensional, then we define
G(K) =
⋃
F∈K
dimF=n
G(F )/ ∼ .
Here we identify the boundary facets of the G(F ) in exactly the same pattern as the bound-
aries of the original facets F were identified.
Alternatively we set
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G(K) = G(K(n−1)) ∪
⋃
F∈K
dimF=n
G(F ),
where K(n−1) denotes the (n− 1)-skeleton of K.
As before we can instead define G(I2) to be any compact surface with a single boundary
component with Euler characteristic a ≤ 0. We denote this hyperbolization by Ga(I
2), and,
in general, Ga(K).
4. The combinatorics of the Mo¨bius band hyperbolization
4.1. Euler characteristic of the cubical Mo¨bius band hyperbolization. We begin by
studying the effect of hyperbolizing the cells of a cubical complex on its Euler characteristic.
Suppose K is a cubical complex, and let L be the complex obtained by hyperbolizing the
i-skeleton of K. Pick an (i+ 1)-face F of K, and let L′ be the complex obtained from L by
adding the hyperbolized cell Ma(F ). Then χ(L
′) = χ(L) + χ(Ma(F )) − χ(Ma(∂F )). By
inductively repeating this process, we see that
χ(Ma(K)) =
d∑
k=0
aM(k)fk(K),
where aM(k) := χ(Ma(I
k)) − χ(Ma(∂I
k)). We call the numbers aM(k) for k = 0, 1, 2, . . .
the hyperbolization coefficients of the cubical Mo¨bius band hyperbolization.
Since χ(Ma(I
n)) = 1
2
χ(Ma(∂I
n)), for any n ≥ 3 we obtain the following relation:
aM(n) = χ(Ma(I
n))− χ(Ma(∂I
n))
=
1
2
χ(Ma(∂I
n))− χ(Ma(∂I
n))
= −
1
2
n−1∑
k=0
aM(k)fk(∂I
n).
Thus, the hyperbolization coefficients are given by aM(0) = 1, aM(1) = −1, aM(2) = a ≤ 0,
and
(4.1) aM(n) = −
1
2
n−1∑
k=0
aM(k)
(
n
k
)
2n−k,
for all n ≥ 3. Values of aM(n) for small values of n are shown in the following table. In
particular, notice that aM(2k) = −
1
2
χ(Ma(∂I
2k)) = 0 for k ≥ 2 by Poincare´ duality.
n 0 1 2 3 4 5 6
aM(n) 1 −1 a 2− 3a 0 −16 + 20a 0
Table 1. Values of aM(n) for small n
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Let K be a d-dimensional cubical complex. We write
χ(Ma(K)) =
d∑
k=0
aM(k)fk(K)
=
d∑
k=0
2−kaM(k)
k∑
j=0
(
d− j
d− k
)
h
(sc)
j (K)
=
d∑
j=0
[
d∑
k=j
2−k
(
d− j
d− k
)
aM(k)
]
h
(sc)
j (K),
and define
cM(j, d) :=
d∑
k=j
2−k
(
d− j
d− k
)
aM(k),
so that
χ(Ma(K)) =
d∑
j=0
cM(j, d)h
(sc)
j (K).
Calculations of the values of the coefficients cM(j, d) for small values of d reveal some
surprising skew-symmetry and monotonicity properties that we formalize in the next three
propositions. Table 2 shows the values of cM(j, d) for small values of d, which we will use as
the basis for the inductive arguments that follow.
d \ j 0 1 2 3 4 5 6
2 a
4
a−2
4
a
4
3 3a−2
8
a−2
8
−a+2
8
−3a+2
8
4 0 −6a+4
16
−8a+8
16
−6a+4
16
0
5 −20a+16
32
−20a+16
32
−8a+8
32
8a−8
32
20a−16
32
20a−16
32
6 0 40a−32
64
80a−64
64
96a−80
64
80a−64
64
40a−32
64
0
Table 2. Values of cM(j, d) for small d
Lemma 4.1. For all d and all 0 ≤ j < d,
cM(j, d) = cM(j + 1, d) + cM(j, d− 1).
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Proof. By definition,
cM(j, d) =
d∑
k=j
2−k
(
d− j
d− k
)
aM(k)
=
d∑
k=j
2−k
[(
d− j − 1
d− k − 1
)
+
(
d− j − 1
d− k
)]
aM(k)
=
d∑
k=j
2−k
(
d− 1− j
d− k
)
aM(k) +
d∑
k=j
2−k
(
d− 1− j
d− 1− k
)
aM(k)
=
d∑
k=j+1
2−k
(
d− j − 1
d− k
)
aM(k) +
d−1∑
k=j
2−k
(
d− 1− j
d− 1− k
)
aM(k)
= cM(j + 1, d) + cM(j, d− 1).
To get from the third to the fourth line in the above equation we use the fact that the k = j
term term of the first summation vanishes since
(
d−j−1
d−j
)
= 0 and similarly the k = d term
vanishes from the second summation. 
Lemma 4.2. For all j and all d,
cM(j, d) = (−1)
dcM(d− j, d).
Proof. We prove the claim by induction on d and then induction on j. Table 2 shows that
the claim holds for small values of d. By induction (on d), we may suppose the claim holds
for all values cM(j, d − 1). Now we prove that the claim holds for all values cM(j, d) by
reverse induction on j. When j = d, Equation (4.1) implies that
cM(0, d) =
d∑
k=0
2−k
(
d
k
)
aM(k) = −
1
2d
aM(d) = −cM(d, d).
When d is even, aM(d) = 0, so cM(0, d) = −cM(d, d) = 0; and when d is odd, cM(0, d) =
−cM(d, d) as desired.
Finally suppose j < d and that cM(j + 1, d) = (−1)
dcM(d− j − 1, d). Then
cM(j, d) = cM(j + 1, d) + cM(j, d− 1)
= (−1)dcM(d− j − 1, d) + (−1)
d−1cM(d− j − 1, d− 1)
= (−1)d [cM(d− j, d) + cM(d− j − 1, d− 1)]
+(−1)d−1cM(d− 1− j, d− 1)
= (−1)dcM(d− j, d),
where the second line follows from our inductive hypotheses and the third line from Lemma 4.1.

Lemma 4.3. For all m ≥ 1, we have
0 = cM(0, 4m) ≤ cM(1, 4m) ≤ · · · ≤ cM(2m, 4m)(4.2)
0 ≤ cM(2m, 4m+ 1) ≤ cM(2m− 1, 4m+ 1) ≤ · · · ≤ cM(0, 4m+ 1)(4.3)
0 = cM(0, 4m+ 2) ≥ cM(1, 4m+ 2) ≥ · · · ≥ cM(2m+ 1, 4m+ 2)(4.4)
0 ≥ cM(2m+ 1, 4m+ 3) ≥ cM(2m, 4m+ 3) ≥ · · · ≥ cM(0, 4m+ 3).(4.5)
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Proof. We prove the claim by induction on m. We will show that for each value of m,
Equation (4.2) implies Equation (4.3), which implies Equation (4.4), which implies Equation
(4.5) which in turn implies (4.2) for dimension 4(m+1). Table 2 shows that the claim holds
for the values cM(j, 4).
Suppose first that (4.2) holds. By Lemma 4.2, cM(2m, 4m + 1) = −cM(2m + 1, 4m + 1)
and hence
cM(2m, 4m+ 1) = cM(2m+ 1, 4m+ 1) + cM(2m, 4m)
= −cM(2m, 4m+ 1) + cM(2m, 4m).
Thus cM(2m, 4m+ 1) =
1
2
cM(2m, 4m) ≥ 0 by (4.2). Similarly, for any j < 2m,
cM(j, 4m+ 1) = cM(j + 1, 4m+ 1) + cM(j, 4m) ≥ cM(j + 1, 4m+ 1).
Thus Equation (4.3) holds.
Next, we show that (4.4) holds. Since
0 = cM(0, 4m+ 2) = cM(1, 4m+ 2) + cM(0, 4m+ 1),
we see that cM(1, 4m+ 2) = −cM(0, 4m+ 1) ≤ 0. Again, for 1 ≤ j ≤ 2m,
cM(j + 1, 4m+ 2) = cM(j, 4m+ 2)− cM(j, 4m+ 1) ≤ cM(j, 4m+ 2),
and hence Equation (4.4) holds.
Showing that (4.4) implies (4.5) is the same argument that was used to show that (4.2)
implies (4.3); showing that (4.5) implies (4.2) for dimension 4m+4 uses the same argument
that was used to show that (4.3) implies (4.4). 
Putting all of this together, we are able to prove the main theorem in the case of the
Mo¨bius band hyperbolizations of a cubical manifold.
Theorem 4.4. Let K be a closed cubical 2m-manifold. Then
(−1)mχ(Ma(K)) ≥ 0
for any integer a ≤ 0.
Proof. When 2m ≡ 0 mod 4, equation (4.2) and Lemma 4.2 imply that cM(j, 2m) ≥ 0 for
all j. When 2m ≡ 2 mod 4, Equation (4.4) and Lemma 4.2 imply that cM(j, 2m) ≤ 0 for
all j. Since h
(sc)
j (K) ≥ 0 for all j, it follows that
(−1)mχ(Ma(K)) =
2m∑
j=0
cM(j, 2m)h
(sc)
j (K) ≥ 0.

4.2. Euler characteristic of the simplicial Mo¨bius band hyperbolization. As in the
case of the cubical Mo¨bius band hyperbolization, we begin by defining simplicial hyperboliza-
tion coefficients bM(n) := χ(Ma(σ
n))− χ(Ma(∂σ
n)) so that
bM(n) = χ(Ma(σ
n))− χ(Ma(∂σ
n))
= −
1
2
χ(Ma(∂σ
n))
= −
1
2
n−1∑
k=0
bM(k)fk(∂σ
n).
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Thus the simplicial hyperbolization coefficients are given by bM(0) = 1, bM(1) = −1, bM(2) =
a ≤ 0, and
(4.6) bM(n) = −
1
2
n−1∑
k=0
bM(k)
(
n+ 1
k + 1
)
,
for all n ≥ 3. Values of bM(n) for small values of n are shown in the following table. In
particular, notice that bM(2k) = −
1
2
χ(Ma(∂σ
2k)) = 0 by Poincare´ duality.
n 0 1 2 3 4 5 6
bM(n) 1 −1 a 1− 2a 0 −3 + 5a 0
Table 3. Values of bM(n) for small n
As in the cubical case, we can express the Euler characteristic of the Mo¨bius band hyper-
bolization of a simplicial d-manifold ∆ as
χ(Ma(∆)) =
d∑
k=0
bM(k)fk(∆)
=
d∑
k=0
bM(k)
1
k + 1
k∑
j=0
(
d− j
d− k
)
h˜j(∆)
=
d∑
j=0
[
d∑
k=j
1
k + 1
(
d− j
d− k
)
bM(k)
]
h˜j(∆).
We define
sM(j, d) :=
d∑
k=j
1
k + 1
(
d− j
d− k
)
bM(k),
so that
χ(Ma(K)) =
d∑
j=0
sM(j, d)h˜j(∆).
The values of the coefficients sM(j, d) reveal the same skew-symmetry and monotonicity
properties that we saw in the cubical case. Table 4 shows the values of sM(j, d) for small
values of d.
The proofs of the following simplicial analogues of Lemmas 4.1, 4.2 and 4.3 are identical
to their cubical counterparts.
Lemma 4.5. For all d and all 0 ≤ j < d,
sM(j, d) = sM(j + 1, d) + sM(j, d− 1).
Lemma 4.6. For all j and all d,
sM(j, d) = (−1)
dsM(d− j, d).
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d \ j 0 1 2 3 4 5 6
2 a
3
a
3
− 1
2
a
3
3 a
2
− 1
4
a
6
− 1
4
−a
6
+ 1
4
−a
2
+ 1
4
4 0 −a
2
+ 1
4
−2a
3
+ 1
2
−a
2
+ 1
4
0
5 −5a
6
+ 1
2
−5a
6
+ 1
2
−a
3
+ 1
4
a
3
− 1
4
5a
6
− 1
2
5a
6
− 1
2
6 0 5a
6
− 1
2
5a
3
− 1 2a− 5
4
5a
3
− 1 5a
6
− 1
2
0
Table 4. Values of sM(j, d) for small d
Lemma 4.7. For all m ≥ 1, we have
0 = sM(0, 4m) ≤ sM(1, 4m) ≤ · · · ≤ sM(2m, 4m)(4.7)
0 ≤ sM(2m, 4m+ 1) ≤ sM(2m− 1, 4m+ 1) ≤ · · · ≤ sM(0, 4m+ 1)(4.8)
0 = sM(0, 4m+ 2) ≥ sM(1, 4m+ 2) ≥ · · · ≥ sM(2m+ 1, 4m+ 2)(4.9)
0 ≥ sM(2m+ 1, 4m+ 3) ≥ sM(2m, 4m+ 3) ≥ · · · ≥ sM(0, 4m+ 3).(4.10)
Once again, these lemmas imply Hopf’s formula holds for the Mo¨bius band hyperbolization
of a simplicial manifold.
Theorem 4.8. Let K be a closed simplicial 2m-manifold. Then
(−1)mχ(Ma(K)) ≥ 0
for any integer a ≤ 0.
5. The combinatorics of the Gromov hyperbolization
5.1. Euler characteristic of the cubical Gromov hyperbolization. As in the case of
the Mo¨bius band hyperbolization, we define the cubical Gromov hyperbolization coefficient
aG(n) := χ(Ga(I
n)) − χ(Ga(∂I
n)) so that χ(Ga(K)) =
∑d
k=0 aG(k)fk(K) for any cubical d-
manifold K. We begin by deriving a recursive formula for these hyperbolization coefficients.
By our construction, aG(0) = 1, aG(1) = −1, and aG(2) = a ≤ −1.
We need to find a recursive formula for aG(n) = χ(Ga(I
n))− χ(Ga(∂I
n)).
Let Xn = Ga(I
n) and Y n−1 = Ga(∂I
n). Recall that by construction Y n−1 admits a
reflection r with fixed point set Bn−1 isomorphic to G(In−2), splitting Y n−1 into two pieces
An−1 and r(An−1), identified along Bn−1. Moreover Xn is obtained from Y n−1 × [−1, 1] by
identifying r(An−1)× {−1} with r(An−1)× {1}.
Then we have
aG(n) = χ(X
n)− χ(Y n−1)
= χ(Y n−1 × [−1, 1])− χ(An−1)− χ(Y n−1)
= −χ(An−1).
On the other hand,
χ(Y n−1) = 2χ(An−1)− χ(Bn−2),
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so that
χ(An−1) =
1
2
(
χ(Bn−2) + χ(Y n−1)
)
=
1
2
(
χ(G(∂In−1) + χ(G(∂In)
)
.
Thus by the inductive nature of the construction,
(5.1) aG(n) = −
1
2
(
n−2∑
k=0
aG(k)fk(∂I
n−1) +
n−1∑
k=0
aG(k)fk(∂I
n)
)
.
n 0 1 2 3 4 5 6 7
aG(n) 1 −1 a 2− 3a 2− 3a −26 + 35a −26 + 35a 594− 791a
Table 5. Values of aG(n) for small n
As in the Mo¨bius band hyperbolization of a cubical complex, we define
cG(j, d) :=
d∑
k=j
2−k
(
d− j
d− k
)
aG(k),
so that χ(Ga(K)) =
∑d
j=0 cG(j, d)h
(sc)
j (K) for any cubical d-manifold K. Values of cG(j, d) for
small d are shown in the following table:
d\j 0 1 2 3 4 5 6
2 a
4
a−2
4
a
4
3 3a−2
8
a−2
8
−a+2
8
−3a+2
8
4 −3a+2
16
−9a+6
16
−11a+10
16
−9a+6
16
−3a+2
16
5 −35a+26
32
−29a+22
32
−11a+10
32
11a−10
32
29a−22
32
35a−26
32
6 35a−26
64
105a−78
64
163a−126
64
185a−142
64
163a−126
64
105a−78
64
35a−26
64
Table 6. Values of cG(j, d) for small j and d.
Again we will establish Gromov versions of Lemmas 4.1, 4.2, and 4.3. The proof of the
following recursive formula is identical to that of Lemma 4.1.
Lemma 5.1. For all d and all 0 ≤ j < d,
cG(j, d) = cG(j + 1, d) + cG(j, d− 1).
In order to show that the coefficients cG(j, d) are skew-symmetric and monotone as we
have before, we require an additional lemma in this case.
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Lemma 5.2. For all d,
2[cG(0, d) + cG(d, d)] = cG(d− 1, d− 1)− cG(0, d− 1).
Proof. We use the defining equations for the coefficients cG(j, d) to explicitly compute that
(5.2) cG(0, d) =
1
2d
d∑
k=0
(
d
k
)
2d−kaG(k),
and
(5.3) cG(d, d) =
1
2d
aG(d).
Adding aG(d)+aG(d−1) to both sides of the recursion equation (5.1) for the hypberbolization
coefficients gives
−aG(d) + aG(d− 1) =
d−1∑
k=0
(
d− 1
k
)
2d−1−kaG(k) +
d∑
k=0
(
d
k
)
2d−kaG(k).
By Equation (5.3), the left side of this equation is −2dcG(d, d) + 2
d−1cG(d− 1, d− 1) and by
Equation (5.2), the right side is 2d−1cG(0, d− 1) + 2
dcG(0, d). 
Lemma 5.3. For all j and all d, we have
cG(j, d) = (−1)
dcG(d− j, d).
Proof. We begin by proving the lemma in the case that j = d. We prove this claim by
induction, with the base cases handled by the data in Table 5.1. By Lemma 5.1,
cG(0, d) = cG(1, d) + cG(0, d− 1)
= cG(2, d) + cG(1, d− 1) + cG(0, d− 1)
= · · ·
= cG(d, d) +
d−1∑
j=0
cG(j, d− 1).
When d is even, we know χ(G(∂Id)) = 0 by Poincare´ duality. On the other hand, h
(sc)
j (∂I
d) =
2d for all j and so
0 = χ(G(∂Id)) =
d−1∑
j=0
cG(j, d)2
d.
Thus cG(0, d) = cG(d, d) when d is even.
When d is odd, cG(0, d− 1) = cG(d− 1, d− 1) by our inductive hypothesis. Thus Lemma
5.2 implies cG(0, d) = −cG(d, d).
Finally, to prove the lemma for j < d, we proceed by induction on d and reverse induction
on j as in the proof of Lemma 4.2:
cG(j, d) = cG(j + 1, d) + cG(j, d− 1)
= (−1)dcG(d− j − 1, d) + (−1)
d−1cG(d− j − 1, d− 1)
= (−1)d[cG(d− j, d) + cG(d− j − 1, d− 1)] + (−1)
d−1cG(d− j − 1, d− 1)
= (−1)dcG(d− j, d).

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Finally, we prove the Gromov version of Lemma 4.3. We must account for the the even-
dimensional cases where cG(0, 4m) and cG(0, 4m+ 2) are no longer guaranteed to be zero.
Lemma 5.4. For all m ≥ 1, and a ≤ −1 we have
0 ≤ cG(0, 4m) ≤ cG(1, 4m) ≤ · · · ≤ cG(2m, 4m)(5.4)
0 ≤ cG(2m, 4m+ 1) ≤ cG(2m− 1, 4m+ 1) ≤ · · · ≤ cG(0, 4m+ 1)(5.5)
0 ≥ cG(0, 4m+ 2) ≥ cG(1, 4m+ 2) ≥ · · · ≥ cG(2m+ 1, 4m+ 2)(5.6)
0 ≥ cG(2m+ 1, 4m+ 3) ≥ cG(2m, 4m+ 3) ≥ · · · ≥ cG(0, 4m+ 3).(5.7)
Proof. As before prove the claim by induction on m, showing that (5.4) implies (5.5) which
in turn implies (5.6) which implies (5.7) which implies (5.4) in dimension 4(m + 1). Table
5.1 shows that the claim holds for the values cM(j, 4), and hence (5.4) is valid when m = 1.
In many cases, the computations are identical to those done in the proof of Lemma 4.3, so
we will omit those calculations.
The proof that the inequalities (5.4) imply the inequalities (5.5) relies only on the recursion
in Lemma 5.1 and skew-symmetry of Lemma 5.3 and is identical to the one in Lemma 4.3.
In order to show that the inequalities (5.5) imply the inequalities(5.6), we must first show
that cG(0, 4m+ 2) ≤ 0. This follows by applying Lemma 5.3 to Lemma 5.2 and seeing that
2cG(0, 4m+ 2) = −cG(0, 4m+ 1). The remainder of the proof continues as before using the
recursion (5.1).
The proof that the inequalities (5.6) imply (5.7) is identical to the Mo¨bius case. Once
again, in order to show that (5.7) implies (5.4) in dimension 4m+ 4 we must first establish
that cG(0, 4m+ 4) ≥ 0, but again this follows by applying Lemma 5.3 to Lemma 5.2. 
As in the cubical case, Lemmas 5.3 and 5.4, together with the fact that the short h-
numbers of a cubical complex are nonnegative, imply the Sign Conjecture for the Gromov
hyperbolization.
Theorem 5.5. Let K be a closed cubical 2m-manifold. Then
(−1)mχ(Ga(K)) ≥ 0.
5.2. Euler characteristic of the simplicial Gromov hyperbolization. As before we
define the simplicial Gromov hyperbolization coefficients bG(n) := χ(Ga(σ
n)) − χ(Ga(∂σ
n))
so that χ(Ga(∆)) =
∑d
k=0 bG(k)fk(∆) for any simplicial d-manifold ∆.
We need to find a recursive formula for bG(n) = χ(Ga(σ
n))− χ(Ga(∂σ
n)).
As in the cubical case, let Xn = Ga(σ
n) and Y n−1 = Ga(∂σ
n). Recall that by construction
Y n−1 admits a reflection r with fixed point set Bn−1 isomorphic to G(σn−2), splitting Y n−1
into two pieces An−1 and r(An−1), identified along Bn−1. Moreover Xn is obtained from
Y n−1 × [−1, 1] by identifying r(An−1)× {−1} with r(An−1)× {1}.
By repeating the analysis that was used in the cubical Gromov hyperbolization replacing
the n-cube with the n-simplex throughout, we once again derive the recursion
(5.8) bG(n) = −
1
2
(
n−2∑
k=0
bG(k)fk(∂σ
n−1) +
n−1∑
k=0
bG(k)fk(∂σ
n)
)
.
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n 0 1 2 3 4 5 6 7
bG(n) 1 −1 a 1− 2a 1− 2a −6 + 11a −6 + 11a 55− 100a
Table 7. Values of bG(n) for small n
As in the Mo¨bius band hyperbolization of a simplicial complex, we define
sG(j, d) =
d∑
k=j
1
k + 1
(
d− j
d− k
)
bG(k),
so that χ(Ga(∆)) =
∑d
j=0 sG(j, d)h˜j(∆) for any simplicial d-manifold ∆.
d\j 0 1 2 3 4 5 6
2 a
3
a
3
− 1
2
a
3
3 a
2
− 1
4
a
6
− 1
4
−a
6
+ 1
4
−a
2
+ 1
4
4 −2a
5
+ 1
5
−9a
10
+ 9
20
−16a
15
+ 7
10
−9a
10
+ 9
20
−2a
5
+ 1
5
5 −11a
6
+ 1 −43a
30
+ 4
5
−8a
15
+ 7
20
8a
15
− 7
20
43a
30
− 4
5
11a
6
− 1
6 11a
7
− 6
7
143a
42
− 13
7
508a
105
− 93
35
188a
35
− 421
140
508a
105
− 93
35
143a
42
− 13
7
11a
7
− 6
7
Table 8. Values of sG(j, d) for small j and d
The proofs of the following lemmas are identical to their analogues for the cubical Gromov
hyperbolization, and we omit their proofs.
Lemma 5.6. For all d and all 0 ≤ j < d,
sG(j, d) = sG(j + 1, d) + sG(j, d− 1).
Lemma 5.7. For all d,
(d+ 1) (sG(0, d) + sG(d, d)) = d (sG(d− 1, d− 1)− sG(0, d− 1)) .
Lemma 5.8. For all j and all d we have
sG(j, d) = (−1)
dsG(d− j, d).
Lemma 5.9. For all m ≥ 1, we have
0 ≤ sG(0, 4m) ≤ sG(1, 4m) ≤ · · · ≤ sG(2m, 4m)
0 ≤ sG(2m, 4m+ 1) ≤ sG(2m− 1, 4m+ 1) ≤ · · · ≤ sG(0, 4m+ 1)
0 ≥ sG(0, 4m+ 2) ≥ sG(1, 4m+ 2) ≥ · · · ≥ sG(2m+ 1, 4m+ 2)
0 ≥ sG(2m+ 1, 4m+ 3) ≥ sG(2m, 4m+ 3) ≥ · · · ≥ sG(0, 4m+ 3).
As before, Lemmas 5.8 and 5.9, together with the fact that the short simplicial h-numbers
of a closed manifold are nonnegative, prove the Sign Conjecture for Gromov hyperbolizations.
Theorem 5.10. Let K be a closed simplicial 2m-manifold. Then
(−1)mχ(Ga(K)) ≥ 0.
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6. Combinatorial properties of the hyperbolization coefficients
For certain hyperbolization functors, the hyperbolization coefficients have interesting com-
binatorial interpretations when we specialize to the case that a = 0 or a = 1.
6.1. The cubical Mo¨bius band hyperbolization. When a = 0, the coefficients aM(n)
are
1,−1, 0, 2, 0,−16, 0, 272, 0, . . . .
The sequence 1, 2, 16, 272, . . . , of “tangent numbers” [15, A000182] counts the number of
permutations pi on {1, 2, . . . , 2n − 1} such that pi1 < pi2 > pi3 < · · · . The exponential
generating function for this sequence is the Taylor series expansion of tan(x).
Next, consider the Taylor series expansion
tan(x) =
∑
n≥1
tn
x2n−1
(2n− 1)!
.
Since 1− tanh(x) = 1 + i tan(ix)∗,
1− tanh(x) = 1 + i tan(ix)
= 1 + i
∑
n≥1
tni
2n−1 x
2n−1
(2n− 1)!
= 1 +
∑
n≥1
tni
2n x
2n−1
(2n− 1)!
= 1 +
∑
n≥1
(−1)ntn
x2n−1
(2n− 1)!
.
Let F (x) = 1 − tanh(x). We will show that aM(n) = F
(n)(0), and hence aM(2n − 1) =
(−1)ntn for all n ≥ 1. Thus the hyperbolic coefficients of odd index, aM(2n− 1), are signed
versions of these well-studied combinatorial statistics.
Theorem 6.1. Let F (x) = 2
1+e2x
= 1− tanh(x). Then aM(n) = F
(n)(0).
Proof. By rewriting F (x) as (1 + e2x)F (x) = 2, a simple inductive argument shows that
−F (n)(x) =
n∑
k=0
2n−k
(
n
k
)
e2xF (k)(x),
so
(6.1) − F (n)(0) =
n∑
k=0
2n−k
(
n
k
)
F (k)(x).
Since F (0) = 1, Equation (6.1) shows that F (n)(0) = aM(n).

∗We are grateful to Lara Pudwell for pointing out this identity, which simplified the resulting computation.
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6.2. The simplicial Mo¨bius band hyperbolization. When a = 0, the coefficients bM(n)
are
1,−1, 0, 1, 0,−3, 0, 17, 0,−155, . . . .
This is the sequence 1, 1, 3, 17, 155, . . . of Genocchi numbers [15, A110501], which appear as
the unsigned nonzero coefficients of the Taylor series expansion of the function
G(x) = −x tanh(
x
2
) = −x
ex − 1
ex + 1
= −
x2
2!
+
x4
4!
−
3x6
6!
+
17x8
8!
+ . . . .
Theorem 6.2. Let G(x) = −xe
x−1
ex+1
. Then bM(2n− 1) = G
(2n)(0) for all n ≥ 1.
Proof. We can rewrite the defining equation for G(x) as (ex+1)G(x) = −x(ex−1). Implicitly
differentiating this equation shows that for any m ≥ 2,
(6.2) (ex + 1)G(m)(x) +
m−1∑
k=0
(
m
k
)
G(k)(x)ex = −(x+m)ex.
Further, G(0) = 0 and G(x) is an odd function, meaning G(2k+1)(0) = 0 for all k. Thus
evaluating Equation (6.2) with m = 2n and x = 0 gives
−2n = 2G(2n)(0) +
2n−1∑
k=0
(
2n
k
)
G(k)(0)
= 2G(2n)(0) +
n−1∑
k=1
(
2n
2k
)
G(2k)(0).
Similarly, since bM(0) = 1 and bM(2k) = 0 for all k, Equation (4.6) gives
−2bM(2n− 1) =
2n−2∑
k=0
(
2n
k + 1
)
bM(k)
= 2n+
n−1∑
k=1
(
2n
2k
)
bM(2k − 1).
Thus bM(2n− 1) = G
(2n)(0) for all n ≥ 1. 
6.3. The cubical Gromov hyperbolization. When a = −1, the coefficients aG(n) are
1,−1,−1, 5, 5,−61,−61, 1385, 1385,−50521,−50521, . . . .
The corresponding sequence 1, 1, 5, 61, 1385, 50521, . . . [15, A000364] is the sequence of Euler
numbers or “secant numbers,” which count the number of permutations pi on {1, 2, . . . , 2n}
such that pi1 < pi2 > pi3 < · · · . The exponential generating for this sequence is the Taylor
series expansion of the function y = sec(x). A signed version of these numbers also occurs in
[15, A28296]. As in the case of the cubical Mo¨bius band hyperbolization, we use the identity
sec(ix) = sech(x) = 2e
x
e2x+1
whose Taylor series expansion is
2ex
e2x + 1
= 1−
x2
2!
+
5x4
4!
−
61x6
6!
+ · · · .
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Theorem 6.3. Let
sech(x) =
∑
n≥0
sn
xn
n!
.
Then s2n+1 = 0 and s2n = aG(2n) for all n ≥ 0.
In order to prove this theorem, we will manipulate the recursion formula defining the
sequence aG(n) and show that it coincides with a recursion defining the sequence sn. First
we require three lemmas.
Lemma 6.4. For all n ≥ 1,
aG(2n) = aG(2n− 1).
Proof. By Lemma 5.2,
(6.3) 2[cG(0, 2n) + cG(2n, 2n)] = cG(2n− 1, 2n− 1)− cG(0, 2n− 1).
Moreover, by Proposition 5.3, cG(0, 2n) = cG(2n, 2n) and cG(2n−1, 2n−1) = −cG(0, 2n−1).
Finally, cG(d, d) =
1
2d
aG(d) for any d by the equation defining the coefficients cG(j, d). Thus
the left side of Equation (6.3) simplifies to 2 · 1
22n
aG(2n), and the right side simplifies to
1
22n−1
aG(2n− 1). 
Lemma 6.5. For all n ≥ 1,
2n−1∑
k=0
aG(k)
(
2n
k
)
22n−k = 0.
Proof. We prove the claim by induction on n. A simple calculation verifies the result holds
when n = 1, so suppose n > 1 and the result holds inductively. We use the recursion (5.1)
to write
−2aG(2n) =
2n−2∑
k=0
aG(k)2
2n−k−1
(
2n− 1
k
)
+
2n−1∑
k=0
aG(k)2
2n−k
(
2n
k
)
and
−2aG(2n− 1) =
2n−3∑
k=0
aG(k)2
2n−k−2
(
2n− 2
k
)
+
2n−2∑
k=0
aG(k)2
2n−k−1
(
2n− 1
k
)
.
These two quantities are equal by Lemma 6.4. The first summation in the top line is equal
to the second summation in the bottom line. The first summation in the bottom line is equal
to 0 by our inductive hypothesis. Thus the second summation in the top line must be equal
to 0 as well. 
Lemma 6.6. For all n ≥ 1,
(6.4) − 2aG(2n) =
n−1∑
k=0
aG(2k)2
2n−2k−1
[
2
(
2n
2k
)
−
(
2n− 1
2k
)]
.
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Proof. We begin with the recursion (5.1)
−2aG(2n) =
2n−2∑
k=0
aG(k)2
2n−k−1
(
2n− 1
k
)
+
2n−1∑
k=0
aG(k)2
2n−k
(
2n
k
)
=
2n−2∑
k=0
aG(k)2
2n−k−1
(
2n− 1
k
)
by Lemma 6.5
= 22n−1aG(0)
+
n−1∑
k=1
[
22n−2k
(
2n− 1
2k − 1
)
aG(2k − 1) + 2
2n−2k−1
(
2n− 1
2k
)
aG(2k)
]
= 22n−1aG(0) +
n−1∑
k=1
22n−2k−1aG(2k)
[
2
(
2n− 1
2k − 1
)
+
(
2n− 1
2k
)]
,
where the last line comes from Lemma 6.4. The result follows since
2
(
2n− 1
2k − 1
)
+
(
2n− 1
2k
)
= 2
(
2n
2k
)
−
(
2n− 1
2k
)
,
for any k ≥ 0. 
Now we are ready to prove Theorem 6.3.
Proof. We consider the function F˜ (x) = 2e
x
e2x+1
so that sk = F˜
(k)(0) for all k. We will show
that the even coefficients in the Taylor series expansion of y satisfy the recursion given in
Equation (6.4). We begin by rewriting 2ex = (e2x + 1)F˜ (x). Differentiating both sides of
this equation m times gives
2ex = F˜ (m)(x)(e2x + 1) +
m−1∑
k=0
(
m
k
)
F˜ (k)(x)2m−ke2x,
and evaluating this equation at x = 0 gives
(6.5) 2 = 2F˜ (m)(0) +
m−1∑
k=0
(
m
k
)
2m−kF˜ (k)(0).
Since the derivative of an even function is odd and the derivative of an odd function is even,
F˜ (2k+1)(0) = 0 for all k. Thus for any n, evaluating Equation (6.5) when m = 2n and
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m = 2n− 1 gives
2 = 2F˜ (2n)(0) +
2n−1∑
k=0
(
2n
k
)
F˜ (k)(0)22n−k
= 2F˜ (2n)(0) +
n−1∑
k=0
(
2n
2k
)
F˜ (2k)(0)22n−2k and
2 = 2F˜ (2n−1)(0) +
2n−2∑
k=0
(
2n− 1
k
)
F˜ (k)(0)22n−1−k
= 0 +
n−1∑
k=0
(
2n− 1
2k
)
F˜ (2k)(0)22n−2k−1.
Thus
−2F˜ (2n)(0) =
n−1∑
k=0
(
2n
2k
)
F˜ (2k)(0)22n−2k −
n−1∑
k=0
(
2n− 1
2k
)
F˜ (2k)(0)22n−2k−1
=
n−1∑
k=0
22n−2k−1F˜ (2k)(0)
[
2
(
2n
2k
)
−
(
2n− 1
2k
)]
,
and hence aG(2n) = F˜
(2n)(0) for all n ≥ 0, as desired. 
6.4. The simplicial Gromov hyperbolization. When a = −1, the coefficients bG(n) are
1,−1,−1, 3, 3,−17,−17, 155, 155, . . . .
Once again the sequence 1, 1, 3, 17, 155, . . . is the sequence of Genocchi numbers, which are
the unsigned nonzero coefficients in the Taylor series expansion of G˜(x) = x tanh x
2
= x
2
2
−
x4
4!
+ 3x
6
6!
+ · · · (note the sign change between this case and the simplicial Mo¨bius band
hyperbolization).
Theorem 6.7. Let
G˜(x) = −x
ex − 1
ex + 1
.
Then G˜(2n−1)(0) = 0 and G˜(2n)(0) = bG(2n− 2) for all n ≥ 1.
As in the proof of Theorem 6.3, we require several lemmas whose proofs are identical to
their cubical counterparts.
Lemma 6.8. For all n ≥ 1,
bG(2n) = bG(2n− 1).
Lemma 6.9. For all n ≥ 1,
2n−1∑
k=0
bG(k)
(
2n+ 1
k + 1
)
= 0.
Lemma 6.10. For all n ≥ 1,
(6.6) − 2bG(2n) = −1 +
n−1∑
k=0
(
2n+ 1
2k + 1
)
bG(2k).
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Now we are ready to prove Theorem 6.7.
Proof. We prove the claim by induction. As in Equation (6.2), we get
(ex + 1)G˜(m)(x) +
m−1∑
k=0
G˜(k)(x)ex = (x+m)ex.
Evaluating this equation at x = 0 when m = 2n+ 2 and m = 2n + 1 gives
2n + 2 = 2G˜(2n+2)(0) +
2n+1∑
k=0
(
2n+ 2
k
)
G˜(k)(0)
= 2G˜(2n+2)(0) +
n∑
k=1
(
2n+ 2
2k
)
G˜(2k)(0)
2n + 1 = 2G˜(2n+1)(0) +
2n∑
k=0
(
2n+ 1
k
)
G˜(k)(0)
= 0 +
n∑
k=1
(
2n+ 1
2k
)
G˜(2k)(0).
Subtracting these equations gives
1 = 2G˜(2n+2)(0) +
n∑
k=1
(
2n+ 1
2k − 1
)
G˜(2k)(0)
= 2G˜(2n+2)(0) +
n∑
k=1
(
2n+ 1
2k − 1
)
bG(2k − 2).
Thus by Equation (6.6), G˜(2n+2)(0) = bG(2n). 
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