Probabilistic record linkage (PRL) is the process of determining which records in two databases correspond to the same underlying entity in the absence of a unique identifier. Bayesian solutions to this problem provide a powerful mechanism for propagating uncertainty due to uncertain links between records (via the posterior distribution). However, computational considerations severely limit the practical applicability of existing Bayesian approaches.
INTRODUCTION
Probabilistic record linkage (PRL) is the task of merging two or more databases that have entities in common but no unique identifier. In this setting matching records must be done based on incomplete information; features for records may be incorrectly or inconsistently recorded and others may be missing altogether. Uncertainty in the true matching structure makes this fundamentally a statistical problem. Bayesian approaches to PRL are appealing as they provide a natural mechanism for accounting for this uncertainty via the posterior distribution.
Early applications of PRL include linking files from surveys and censuses to estimate the number of records in common and estimate the total population size in capture-recapture studies (Neter et al., 1965; Fellegi and Sunter, 1969; Winkler and Thibaudeau, 1991) . Recent Bayesian approaches to this problem include Tancredi et al., 2011 Tancredi et al., , 2013 , among others. Similar methods have been applied for estimating casualty counts in conflict regions (Steorts et al., 2016; Ventura and Nugent, 2014; Sadinle et al., 2014; Sadinle, 2017) .
PRL is also used to merge files and gather more complete information about individuals, e.g. if covariates and a response are recorded on different files (Gutman et al., 2013; Gu and Gutman, 2016; Dalzell and Reiter, 2016) . Areas of application include linking healthcare data across providers (Dusetzina et al., 2014; Sauleau et al., 2005) and following students across schools (Mackay et al., 2015; Alicandro et al., 2017 ).
Here we consider merging two files with no duplicate records, so that each record in the first file matches at most one record in the second ("one-to-one" matching). Duplicates and multiple files could be handled using similar methods to ours, but we leave these for future work.
A RECORD LINKAGE MODEL
Suppose we have two collections of records, denoted A and B, containing n A and n B records (respectively). We assume without loss of generality that n A ≤ n B . Records a ∈ A and b ∈ B are said to be "matched" or "linked" if they refer to the same underlying entity, which we denote a ∼ b. In PRL the object of inference is the set of true links, which can be conveniently represented in matrix form:
The matrix C is unobserved, but for each record we obtain a set of features (names, addresses, demographic information, and so on) that serve to weakly identify the individual to whom the record belongs. We assume that our data are in the form of comparisons of record pairs defined using these features, such as the absolute differences in the age field of two records, or the edit distance between two names (see Christen (2012a) ; Herzog et al. (2007) for a detailed account of generating comparisons). Specifically, for the record pair (a, b) we observe a length d vector of comparisons:
Each γ j ab is an ordinal level of agreement. For example, when comparing two strings in Section 5.2 a string similarity score is partitioned into high, medium, moderate, and low levels of agreement, coded as 4, 3, 2, and 1 respectively (as in Sadinle et al. (2014) , for example). The reduction to comparisons reduces the modeling burden significantly, especially in the presence of complex features like strings. Alternative modeling approaches are discussed in Section 6.
These comparison vectors are modeled using a two component mixture, with realized comparison vectors corresponding to either matching or non-matching record pairs. Specifically, our parameters are given by
for g ranging over all possible comparison vectors.
To reduce the number of parameters in the model we make the common assumption of conditional independence (given C) between comparisons. Define
for 1 ≤ j ≤ d and 1 ≤ h ≤ k j , where comparison j has k j possible levels. Under conditional independence:
Finally, we define a weight for each record pair:
The weight summarizes information about the relative likelihood of a record pair being a link versus nonlink. Informally we can think of w ab as a log-likelihood ratio statistic for testing whether γ ab was generated by comparing matching or non-matching records.
POINT ESTIMATES FOR C
There two common approaches to generating a point estimateĈ of C: A three-stage procedure introduced by Jaro (1989) , and fully Bayesian approaches that obtainĈ by minimizing the expected value of a loss function with respect to a posterior distribution over C. It is well known that Bayes estimates are generally superior to the three-stage estimate (see e.g. Tancredi et al., 2011; Sadinle, 2017) , but incur a greater computational cost. After reviewing these approaches, we introduce a penalized maximum likelihood approach that partially bridges this gap in Section 3.3. Fellegi and Sunter (1969) provided an early framework for estimating C. Given weights w ab from (6),Ĉ ab is set to 1 if w ab > λ and 0 if w ab < µ for thresholds λ and µ chosen to control the false negative and false positive rate. Any record pairs with µ ≤ w ab ≤ λ are assigned an indeterminate match status, and possibly sent for additional clerical review (similar to later classification rules that allow a "reject" option). Fellegi and Sunter (1969) developed the theory for their decision framework under known m and u values. In practice these must be estimated, usually via EM (Winkler, 1988) under the likelihood
The Fellegi-Sunter Decision Rule with Constraints
which treats the comparison vectors as independent "observations" from a two component mixture model. The estimateĈ is then derived using the Fellegi-Sunter decision rule, plugging in estimatesm andû.
Treating the record pairs as independent observations during estimation and in the decision rule can lead to poor or even nonsensical results, particularly under one-to-one matching. Jaro (1989) developed a three-stage approach for estimating C under one-toone matching. The first stage generates estimates of m andû by maximizing (7). The second stage generates an estimate of C that satisfies the following linear sum assignment problem (LSAP):
In the final stage, Jaro (1989) obtainsĈ from the solution to the optimization problemC by settinĝ C ab =C ab 1(ŵ ab > µ), where µ plays a similar role here as in the Fellegi-Sunter decision rule. We will refer to this as the EM + LSAP approach. This method continues to be deployed in applications; see e.g. Enamorado et al. (2017) for a recent example.
Bayes Estimates
A Bayesian approach to the PRL problem begins with a prior p(C), which provides a vehicle for imposing constraints like one-to-one matching. In the context of our comparison-based model, the joint posterior distribution for C and the other parameters is
(assuming C is independent from the other parameters a priori, as is common).
Bayes estimates for C can be derived by minimizing the expected loss with respect to the posterior. Tancredi et al. (2011) show that under squared error or balanced misclassification loss functions the Bayes estimateĈ is obtained by settinĝ
Sadinle (2017) introduced more sophisticated loss functions that include a "reject" or "indeterminate" option, similar to the Fellegi-Sunter decision rule in the previous subsection.
Compared to the EM+LSAP approach, computing a Bayes estimate is expensive as it entails a long MCMC run to get accurate estimates of Pr(C ab = 1 | Γ). However, the EM+LSAP approach can be notoriously inaccurate Sadinle, 2017) . In the next section we develop a new penalized likelihood approach that is both computationally efficient and more accurate than EM+LSAP.
A New Penalized Likelihood Estimate
The "likelihood" for m and u in (7) is equivalent to the marginal likelihood under a model for C that has Pr(C ab = 1) = π independently for all (a, b) ∈ A × B. This implicit model is grossly misspecified under oneto-one matching.
We could alternatively estimate C by maximizing a joint likelihood in C, m, and u with the appropriate restrictions. By penalizing this joint likelihood we can also avoid the post-hoc thresholding by µ in the EM+LSAP procedure. Ignoring regularization of m and u, a natural choice for the (log) penalized likelihood is
Here θ is the penalty parameter representing the cost of each additional link. The penalty term is better understood by rearranging (11) as
where again w ab = log[m(γ ab )/u(γ ab )]. Hence θ plays a similar role to µ in the Fellegi-Sunter decision rule; only pairs with w ab > θ can be linked without decreasing the log-likelihood. However, in our penalized likelihood approach this constraint is enforced during estimation. We will see in Section 5 that this has important implications for parameter estimation.
A local mode of (12) is readily obtained by alternating maximization steps: Holding m, u constant, maximizing (12) in C is equivalent to solving the following optimization problem:
The solution can be found by solving an LSAP and then simply deleting links where w ab ≤ θ, details on the LSAP are given in Appendix A. This is similar to Jaro (1989)'s approach, except it is one step of an iterative maximization routine here. Efficient algorithms exist for solving LSAPs, (e.g. the Hungarian algorithm (Kuhn, 1955) ) and have a worst case complexity of O(n 3 ) where n = max(n A , n B ) (Jonker and Volgenant, 1986; Lawler, 1976) . (Green (2015) proposes a similar penalized likelihood approach for alignment problems under a different class of models.)
Holding C constant, (12) separates into distinct factors for each m jh and u jh , which are maximized by setting
where the n's are optional pseudocounts used to regularize the estimates (omitted from (12)).
Comparing Point Estimators
The penalized likelihood and EM+LSAP estimators have similar computational complexity; although the penalized likelihood estimator requires solving the LSAP a handful of times, the previous value of the weights can be used as warm-starts to reach a solution quickly. Both are much faster than computing a Bayes estimate using MCMC algorithms.
In terms of accuracy, we will see in Section 5.1 that penalized likelihood estimates can produce point estimates of C that are very similar to Bayes estimates, while EM+LSAP simultaneous produces a questionable point estimate. Further, we will see that the estimates of m and u produced by EM can be badly biased, because of the misspecified marginal likelihood in (7).
However, the Bayes estimates have an advantage over both penalized likelihood and EM+LSAP in their treatment of uncertainty. To take an extreme example, if a record a has multiple exact matches b, b in file B then the penalized likelihood and EM+LSAP methods will assign a to either b or b more or less at random. However, the posterior probabilities Pr(C ab = 1 | Γ) and Pr(C ab = 1 | Γ) will be approximately equal and less than 0.5 because the posterior incorporates the one-to-one constraint. Hence record a will generally be either left unmatched, or the pairs (a, b) and (a, b ) will be assigned an indeterminate status using e.g. Sadinle (2017)'s loss functions. This behavior seems more desirable in a point estimate.
More generally, the full posterior distribution provides a natural mechanism for propagating uncertainty in the true match/non-match status through to inference using the linked files. However, methods for approximate Bayesian inference are extremely computationally challenging: There are n A n B possible links to explore, and in principle a well-mixing MCMC algorithm should explore them all. In the next section we explore how fast, high-quality penalized likelihood estimates can be used to scale approximate posterior inference.
POST-HOC BLOCKING AND RESTRICTED MCMC
Reducing the number of record pairs under consideration is essential for scaling Bayesian PRL. Even traditional approaches to PRL almost always use a blocking scheme, for example only considering record pairs from the same geographic area as possible matches. These geographic areas form blocks such that all the links between records occur withing the same block. Blocking is discussed in depth by Herzog et al. (2007) ; Christen (2012b,a); Steorts et al. (2014), among others.
We propose a new approach (that may be coupled with a first-pass of traditional blocking) which we call post-hoc blocking. The idea is to use the penalized likelihood estimates of the weights to filter out pairs that are unlikely to match (i.e., pairs with estimated weights below a threshold w 0 ), and simply ignore them during MCMC, defining a restricted version of the original MCMC algorithm. The procedure for obtaining post-hoc blocks is summarized in Algorithm 1.
Algorithm 1 Post-hoc Blocking
Input: Comparison vectors Γ, weight threshold w 0 Output: Penalized likeihood estimates of m, u, and C. An n A × n B adjacency matrix G, and its connected components defining post-hoc blocks. 1. Generatem,û andĈ via penalized maximum likelihood (Section 3.3)
Find the connected components of the bipartite graph with adjacency matrix G; these are the post-hoc blocks
Figures 1a -1d illustrate this process. Figure 1a shows heatmap of the weightsŵ ab = log[m(γ ab )/û(γ ab )], with darker squares signifying larger weights. Figure 1b shows the thresholded matrix G, where the black entries are record pairs that could possibly be linked (G ab = 1) and the white entries (with G ab = 0) correspond to elements of C that will be fixed at zero during MCMC. Figures 1c and 1d shows the connected components of G. Finding the connected components of a bipartite graph is a well-studied problem with efficient solutions (Tarjan, 1972; Gazit, 1986) . After thresholding, all the links must occur within these connected components (which we call post-hoc blocks).
This approach does not just reduce the number of record pairs under consideration -it also makes the problem embarrassingly parallel. Since we fix C ab = 0 anywhere G ab = 0, the entries of C corresponding to each block (connected component of G) are conditionally independent of the remainder of C given the other model parameters, and can be updated in parallel. Often C is updated using MetropolisHastings add/drop/swap link updates as described in e.g. Green and Mardia (2006) . If the blocks are small we have the option of jointly sampling all links within a block by enumerating all possibilities and doing a simple Gibbs update, providing further computational gains.
Choosing w 0
Choosing the threshold w 0 requires balancing statistical accuracy against computational efficiency. Larger values of w 0 are more likely to exclude true matching pairs, increasing false non-match rates, and even excluding truly non-matching pairs which are not obviously non-matches risks misrepresenting posterior uncertainty. Increasing w 0 tends to increase bias.
From a computational perspective, the number and size of the post-hoc blocks (and the total number of candidate record pairs to be visited during MCMC) are determined by the value of w 0 . A low threshold will admit a large set of record pairs split across fewer connected components in G. As w 0 increases, the number of candidate pairs decreases and the number of blocks increases at first as the elimination of "weak ties" leads existing blocks to split. For large w 0 the number of blocks decreases as connected components of G disappear instead of splitting into new components.
A natural strategy is to choose the smallest w 0 that leads to computationally feasible MCMC; this will naturally be context dependent. For example, in our large-scale example below, we chose the smallest w 0 with post-hoc blocks having at most 2500 record pairs.
EXPERIMENTS
To compare the performance of the three point estimates we introduce a simple Bayesian model with a posterior mode that coincides with the maximum of the penalized likelihood in (3.3). This allows us to examine the differences between posterior modes and means when they are feasible to compute. However, our post-hoc blocking approach may be used in the context of any Bayesian model, and we do not advocate for this particular choice over others.
Our prior over C is p(C) ∝ exp(−θL) where L = a b C ab . Green and Mardia (2006) originally introduced priors of this form for a related class of alignment problems. We take
independently.
Small-scale Example: Italian Census
We reanalyze data from the 2001 Italian census and a post-enumeration survey previously examined by Tancredi et al. (2011) . The data come from a small geographic area; there are 34 records from the census (file A) and 45 records from the post-enumeration survey (file B). The goal is to identify the number of overlapping records to obtain an estimate of the number of people missed by the census count using capturerecapture methods.
Each record includes three categorical variables: the first two consonants of the family name (339 categories), sex (2 categories), and education level (17 categories). We generate comparison vectors as binary indicators of an exact match between each field. We assume that P (m i ) ∼ Beta(20, 3) for i = 1, 2, 3 and P (u j ) ∼ Beta(3, 20) for j = 1, 2, 3.
Penalized Likelihood Estimate
We computed a series of penalized likelihood estimates across a range of θ values (0.0 to 7.0). The number of links estimated for each value of the penalty parameter is shown in Figure 2a ; the estimate of C is constant across the flat parts of the graph. The entire runtime using the clue package (Hornik, 2017) in R (R Core Team, 2017) to solve the LSAP is about 0.3 seconds on a laptop with a 2.60 GHz processor.
This procedure provides an efficient sensitivity analysis; using the results from Table 1 Link Probability (b)range from 51 to 64, and the union of their 95% credible intervals is (49, 78). Tancredi et al. (2011) report a 95% credible interval under a single prior of (49, 72), with a posterior median of 57.
We also compared the penalized likelihood weight estimates (with θ = 2.0) to the EM+LSAP values (Table 1). There are several large discrepancies in gray. For example, the EM+LSAP weights imply that two records that agree on sex and education but not on the last name are more likely than not to be a match, while the penalized likelihood weight is negative. Counterintuitively, EM+LSAP also assigns a large negative weight to pairs agreeing on last name and sex but not education. While there is no ground truth for this dataset, these results make little sense -as does the positive weight EM+LSAP assigns to record pairs that only agree on education. Figure 3 shows that the penalized likelihood estimate closely follows the Bayes estimate derived from Tancredi et al. (2011)'s model as well as our own, providing further evidence of its superiority. The poor results are likely due to the EM+LSAP's weights obtained by maximizing the misspecified likelihood (which ignores one-to-one constraints). In contrast, the penalized likelihood accounts for one-to-one matching when estimating the weights, increasing accuracy.
Restricted MCMC Estimation
We ran the restricted MCMC algorithm using the penalized likelihood weights in Table 1 and a threshold of w 0 = 0.0, with θ = 2.0 in the prior chosen based on the implied marginal prior over the number of links L. Figure 2b shows the pairwise posterior probabilities of a match between each record pair, with the post-hoc blocks given by the dashed lines. Only 46 (3%) of the 1530 record pairs were above the threshold, significantly reducing the scale of the problem.
The posterior link probabilities are similar to those obtained using the significantly more complicated model introduced by Tancredi et al. (2011) (Figure 2c ). The points shown in red are notable exceptions. These three observations correspond to record pairs that match on the first two consonants of the family name and sex but not on level of education. These links are marginal, in the sense that their posterior link probability is sensitive to the prior distribution over the total number of links. Figure 2d shows that as we increase θ in the prior, the marginal probability of linking these records drops precipitously. In contrast, the posterior probability of linking record pairs shown in blue and green show little sensitivity to the choice of prior.
Simulation Study
We use synthetic data provided by Sadinle (2017) for a simulation study. Each synthetic dataset comprises two files of 500 records (n A = 500, n B = 500) taken from one of 100 large databases. Each record contains four fields: given name, family name, age and occupation categories. We run simulations for each data file where errors are introduced into 1, 2 or 3 of the 4 fields for each record and the share of records which For the penalized likelihood estimator and restricted MCMC, we vary θ by the percent of records which correspond to a true match. We use values of 0.0, 5.0, and 7.0 for overlap percentages of 100%, 50% and 10% respectively. For 10% and 50% overlap these roughly correspond to prior distributions with a mode at a higher number of links than exist in the data, to mimic a conservative approach. (In practice, with a single dataset we would recommend a sensitivity analysis). We take m j ∼ Dir(1, 2, 5, 10) and p(u j ) ∝ 1 for the discretized string comparisons.
We took w 0 = 0 in the restricted MCMC. The restricted MCMC algorithm is run for 1000 steps with the first 100 discarded as burn-in, the same length of MCMC chain as Sadinle (2017) , but operating over a smaller state space. The Bayes estimate is computed according to (10). Figure 4 shows precision and recall for each of the three estimators in each scenario. Performance degrades with more errors per record, but far less for the penalized likelihood point estimate and the Bayes estimate using restricted MCMC than for EM+LSAP. Inspecting the results we find that EM+LSAP frequently suffers from poorly estimated weights like in the Italian census example. This occurs in up to half of the datasets with 10% overlap.
Note that unlike in the Italian census example, here we have a measure of ground truth for the parameters (in terms of the empirical conditional distributions of γ given true match and non-match status). Using this information to initialize the EM algorithm fails to remedy the problem (as does repeated random initialization), suggesting that these are not just poor local modes. The EM estimates are too unreliable for estimating C via EM+LSAP or for post-hoc blocking.
The performance of the post-hoc blocked MCMC algorithm using the penalized likelihood weights is comparable to the results presented by Sadinle (2017) using an alternative prior for C. Comparing the penalized likelihood estimates to the Bayes estimates, in the 10% overlap scenario the restricted MCMC algorithm generally has higher precision with slightly lower recall. This is largely a function of the Bayes decision rule, where a record from file A with multiple plausible candidates in file B has its posterior probability "smeared" across all the candidates, compared to the behavior of the penalized likelihood estimator, which will choose the best possible link with weight over the threshold (breaking any ties randomly).
Large-scale Synthetic Example
We constructed a large-scale synthetic dataset by taking all 100 data files from Section 5.2 and stacking them to two datasets with 50, 000 records each, for 2.5 billion record pairs. We examine the two erroneous field/50% overlap (25,000 truly matching pair) case. It is infeasible to compute the comparisons vectors for 2.5 billion record pairs, so as an initial traditional blocking step we exclude any record pairs that have different postal codes. The 29 resulting blocks each contain between two and 33 million records pairs. About 160 million of the 2.5 billion record pairs remain after blocking. We ran the penalized likelihood and the EM+LSAP algorithms with θ = 7.5, solving the LSAP problem in parallel across the blocks.
The EM+LSAP estimate of C has a recall of 97.1% but a precision of only 62.6%; it is prone to making erroneous links whatever the cutoff used. In contrast, the penalized likelihood estimate with θ = 7.5 has a recall of 92.7% and precision of 94.6%. The EM+LSAP approach has a total run time of 320 seconds with the EM algorithm taking 116 seconds to converge and the LSAP taking a further 304 seconds to solve. Despite repeated calls to the LSAP solver the penalized likelihood approach is faster, taking a total of 290 seconds.
Finally, we used the penalized likelihood weights to perform post-hoc blocking with w 0 = 4.9. This threshold was selected to limit the size of the post-hoc blocks to no more than 50 records from either file, yielding 23,903 total blocks. The number of pairs under consideration reduces to 36,356 from over 160 million, forThe effect of w 0 on the size of the post-hoc blocks, the reduction ratio, and the pairs completeness metric is shown in Figure 5 . There are a range of values for w 0 (roughly ±5) that appear to make reasonable tradeoffs between computational gains and false non-matches.
We run our restricted MCMC algorithm for 2,500 iterations (where each iteration performs an add/delete/swap move within each of the 23, 903 posthoc blocks, which may be trivially parallelized) after 1,000 iterations of burn-in. The Bayes estimate improves slightly on the recall rate of the penalized likelihood estimate (95.5%) with precision of 94.6%. More importantly, the restricted MCMC provides approximate posterior samples, and the potential for much richer inferences and propagation of uncertainty through to subsequent analysis using the linked files.
CONCLUSION
We present new approaches to performing Bayesian record linkage with considerable advantages over previous approaches. We provide a computationally efficient method for point estimation by jointly estimating model parameters and linkage structure via penalized likelihood. Using this point estimate we introduce post-hoc blocking, a simple and efficient method for dramatically enhancing the computational efficiency of MCMC algorithms by targeting only the links that have significant posterior uncertainty.
There is significant existing work on specifying models for Bayesian record linkage, including those that model record features directly rather than via comparisons (see e.g. Gutman et al. (2013); Fortini et al. (2002) ; Tancredi et al. (2011); Steorts et al. (2015 Steorts et al. ( , 2016 ). Our post-hoc blocking and restricted MCMC is readily applied there as well (penalized likelihood weights need not correspond to the posterior mode of the Bayesian model under consideration).
Generalizing this approach to three or more files and duplicate records is challenging; the models involved become more complicated, the natural analogue of the penalized likelihood is less obvious, and the optimization problems become more difficult to solve. We expect this to be a fruitful line of research as Bayesian methods for probabilistic record linkage are deployed in more applied problems involving larger datasets.
A LSAP
The optimization problem in (13) of Section 3.3 is solved using a LSAP based on modified weights w ab = w ab − θ w ab − θ ≥ 0 0 w ab < θ ,
the result of applying soft-thresholding to the weights defined in (6). We then solve the optimization problem:
If C * is the value of C which maximizes (13) then C * also maximizes (19) as the coefficients of all entries of C ab for whichw ab > 0 are unaffected by the transformation. However, the same objective value will be achieved by any value of C where C ab = 1 for all a, b where C * ab = 1 but there may also exist a, b where C ab = 1 and C * ab = 0. It is this equivalence which allow the optimal solution to be found using by solving a LSAP, which assigns all rows to a column. The soft-thresholding ensures that optimal objective value of the LSAP will be identical to that of (13) allowing C * to be recovered by simply deleting links wherẽ w ab = 0.
