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Abstract The brane-world model proposed by Dvali,
Gabadadze and Porrati (DGP) leads to an accelerated uni-
verse without cosmological constant or other form of dark
energy for the positive branch ( = +1). For the negative
branch ( = −1) we have investigated the behavior of a
model with an holographic Ricci-like dark energy and dark
matter, where the IR cutoff takes the form αH2 + β H˙ , H
being the Hubble parameter and α, β positive constants of
the model. We perform an analytical study of the model in
the late-time dark energy dominated epoch, where we obtain
a solution for rc H(z), where rc is the leakage scale of grav-
ity into the bulk, and conditions for the negative branch on
the holographic parameters α and β, in order to hold the
conditions of weak energy and accelerated universe. On the
other hand, we compare the model versus the late-time cos-
mological data using the latest type Ia supernova sample of
the Joint Light-curve Analysis (JLA), in order to constrain
the holographic parameters in the negative branch, as well as
rc H0 in the positive branch, where H0 is the Hubble constant.
We find that the model has a good fit to the data and that the
most likely values for (rc H0, α, β) lie in the permitted region
found from an analytical solution in a dark energy dominated
universe. We give a justification to use a holographic cutoff
in 4D for the dark energy in the 5-dimensional DGP model.
Finally, using the Bayesian Information Criterion we find
that this model is disfavored compared with the flat CDM
model.
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1 Introduction
The acceleration in the expansion of the universe dur-
ing recent cosmological times, first indicated by supernova
observations [1–6] and also supported by the astrophysical
data obtained from WMAP [7], indicates the existence of
a fluid with negative pressure, which has been identified as
dark energy due to its unknown nature. In order to explain the
nature of this dark energy non-conventional approaches have
advocated extra dimensions inspired by string and super-
string theories. One of these models that have lead to an
accelerated universe without cosmological constant or other
form of dark energy is the brane-world model proposed by
Dvali, Gabadadze, and Porrati (DGP) [8–10] (for reviews,
see [11] and [12]). In a cosmological scenario, this approach
leads to a late-time acceleration as a result of the gravita-
tional leakage from a 3-dimensional surface (3-brane) to a
fifth extra dimension on Hubble distances.
It is a well known fact that the DGP model has two
branches of solutions: the self-accelerating branch and the
normal one. The self-accelerating branch leads to an accel-
erating universe without invoking any exotic fluid, but it
presents problems like ghosts [13]. Nevertheless, the nor-
mal branch requires a dark energy component to accommo-
date the current observations [14–16]. Extended models of
gravity on the brane with f(R) terms have been investigated
to obtain self-acceleration in the normal branch [17]. Solu-
tions for a DGP brane-world cosmology with a k-essence
field were found in [18] showing big rip scenarios and an
asymptotically de Sitter phase in the future.
In the present work we explore a DGP cosmology in the
framework of the holographic dark energy models [19–21],
which are based on the holographic principle [22–24]. This
principle has been advocated as a guideline to a complete
theory of quantum gravity. A realization of this principle,
based on the validity of the effective quantum field theory,
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was formulated by Cohen et al. [19], by making the sug-
gestion that the total energy in a region of size L should
not exceed the mass of a black hole of the same size, which
means ρ ≤ L−2 M2p. The largest L is chosen by saturat-
ing this bound so that we obtain the holographic dark energy
(HDE) density
ρ = 3c2 M2p L−2, (1)
where c is a free dimensionless O(1) parameter that can be
determined by observations. Taking L as the Hubble radius
L = H−10 this ρ is comparable to the observed dark energy
density, but it gives a wrong EoS for the dark energy [20].
For higher-dimensional space-times, the holographic prin-
ciple in cosmological scenarios has been formulated consid-
ering the maximal uncompactified space of the model, i.e.
in the bulk, leading to a crossing of phantom divide for the
holographic dark energy, in 5D two-brane models [25]. Other
investigations show that when the IR cutoff is the event hori-
zon the vacuum energy would end up with a phantom phase
with an inevitable Big Rip singularity [26].
Recently, a modified holographic dark energy model has
been formulated using the mass of black holes in higher
dimensions and the Hubble scale as the IR cutoff [27]. Using
the future event horizon as the IR cutoff, it was found that the
EoS of the holographic dark energy can cross the phantom
divide [28]. The inclusion of a Gauss–Bonnet term in the
bulk and an holographic energy density have been explored
in [29], obtaining a late-time acceleration consistent with
observations. In the same approach, but, using a Ricci-like
dark energy, scenarios free from future singularities were
found in [30].
Our aim in this work is to investigate a DGP model of
a flat universe filled with an holographic Ricci-like dark
energy [31,32] and dark matter. This holographic energy den-
sity takes the form [33]
ρh = (3/8πG)(αH2 + β H˙), (2)
where α and β are positive constants. This type of holo-
graphic dark energy works fairly well in fitting the obser-
vational data. Nevertheless, a global fitting on the parame-
ters of this model using combined cosmic observations from
type Ia supernovae, baryon acoustic oscillations, Cosmic
Microwave Background and the observational Hubble data
do not favor the holographic Ricci dark energy model over
the CDM model [34]. For the far future, the EoS behaves
like a quintom model, crossing the phantom barrier [35–37].
The statefinder diagnostic of this model, in the framework
of general relativity, indicates that interactions in the dark
sector are favored [38]. It was found that without giving a
priori some specific model for the interaction function, this
can experience a change of sign during the cosmic evolu-
tion [39–45].
In the case of a DGP model, besides the holographic
parameters, there exists the parameter rc H0, where rc is the
characteristic scale of the DGP model given by
rc = 12
M2(4)
M3(5)
, (3)
which sets a length beyond which gravity starts to leak out
into the bulk. M(n) is the n-dimensional Planck mass.
In this work we are interested in constraining the holo-
graphic parameters, α, β, and rc H0, and make a comparison
with the CDM model, using the Bayesian Information Cri-
terion. This allows us to establish what model is most favored
by cosmological observations and the suitability of an holo-
graphic Ricci-like dark energy in the DGP framework.
Our paper is organized as follows. In Sect. 2 we discuss
the DGP model for a flat universe filled with a fluid obey-
ing a barotropic EoS. Constraints for the parameter rc H are
obtained. In Sect. 3 we study analytically the solution of the
differential equation given by the model assuming a late-
time evolution, where the density ρh dominates; the solu-
tion comes with restrictions from the weak energy condition
WEC, the accelerated late-time expansion and the positivity
of H . In Sect. 4 we work in the late-time phase universe and
solve numerically a differential equation for E = H/H0,
where H is the Hubble parameter and show a table with the
best estimates for the holographic parameters and figures of
the confidence regions which was obtained for some variables
for each branch. In Sect. 5 we explain the main calculation to
use the SNIa data set and the Hubble parameter for different
redshifts. In Sect. 6 we give arguments in order to justify the
used holographic cutoff in 4D for the dark energy in the DGP
model (5D). In Sect. 7 we discuss our results obtained for the
different branches of the DGP model and compare it with the
CDM using the Bayesian Information Criterion.
2 DGP model
For an homogeneous and isotropic universe described by the
FLRW metric the field equation is given by [9,10] (with
8πG = c = 1)
(
H2 − 
rc
√
H2 + k
a2
)
= ρ − 3k
a2
, (4)
where a is the cosmic scale factor, ρ is the total cosmic fluid
energy density on the brane. The parameter  = ±1 repre-
sents the two branches of the DGP model. It is well known
that the solution with  = +1 represents the self-accelerating
branch, since even without dark energy the expansion of the
universe accelerates. For late times the Hubble parameter
approaches a constant, H = 1/rc. In previous investiga-
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tions,  = −1 has been named the normal branch, where
the acceleration only appears if a dark energy component is
included. By considering a flat universe as is suggested by
the Planck results [46], Eq. (4) becomes
H2 −  H
rc
= ρ, (5)
and the weak energy condition (WEC) implies rc H ≥ . If
cosmic fluid satisfies a barotropic equation of state p = ωρ,
the conservation equation is given by
ρ˙ + 3H(1 + ω)ρ = 0. (6)
From Eqs. (5) and (6), we obtain an expression for the equa-
tion of state parameter, ω, in terms of the Hubble parameter,
which is given by
1 + ω = −1
3
(
2 − (rc H)−1
1 − (rc H)−1
)
H˙
H2
. (7)
According to Eq. (7), 1 + ω < 0 implies that H˙ > 0,
since (2 − (rc H)−1)/(1 − (rc H)−1) > 0 for both cases
(rc H)−1 ≶ 1. Besides, from this condition we see that WEC
implies rc H > .
For  = +1 we notice that the leakage scale must be
restricted to rc H0 > 1. For  = −1 we have rc H0 > −1,
which does not imply any further constraint upon rc H0, since
we are in the expanding phase with H0 > 0.
3 Dark energy domination phase
In this section we consider the late-time behavior of our
model in the normal branch,  = −1, where the holographic
dark energy density ρh dominates and the matter density ρm
can be neglected. In this case an analytical solution can be
obtained solving Eq. (5) for ρh given by Eq. (2). We obtain
the following expression for rc H(z):
rc H(z) = 1
α − 1 +
[
rc H0 − 1
α − 1
]
(1 + z) α−1β , (8)
for α = 1 and β = 0. We notice from this equation that
α > 1 is required, to ensure the positivity of rc H(z) for an
expanding universe. The solution for the scale factor yields
a(t) = a0[(α − 1)rc H0(e
(
1
βrc
(t−t0)
)
− 1) + 1] βα−1 , (9)
where the initial condition is a(t = t0) = a0, and t0 is the
present time. Notice that a(t) is well behaved because the
exponent β/(α − 1) is always positive. From Eqs. (2) and
(5), and the expression for the acceleration a¨
a
= H˙ + H2 we
have
a¨
a
= H
2
β
(
1 − α + β + 1
rc H
)
, (10)
we can obtain the conditions for the parameters α and β
in order to have an accelerated late-time expansion. These
conditions also ensure that WEC still holds. This late-time
expansion behaves like a de Sitter phase.
4 The holographic dark energy and matter component
For a spatially flat FRW universe composed by the holo-
graphic dark energy as well as a matter component (dark and
baryon matter), the Friedmann equation (5) in DGP cosmol-
ogy has the form (with units)
H2 −  H
rc
= 8πG
3
(ρh + ρm). (11)
Conditions for dark energy domination phase
Branch() α β
−1 α > 1 β > −
(
1 − α + 1
rc H0
)
The pressureless matter scales in the usual way as ρm =
ρm0a−3, where ρm0 is the present-day value of the matter
density in the Universe. Inserting the expression (2) for ρh
and ρm = ρm0a−3 at Eq. (11), and reorganizing terms, we
have
β H˙ − H2(1 − α) +  H
rc
+
(
8πG
3
)
ρm0
a3
= 0. (12)
We change the derivative of H with respect to time to the
scale factor as H˙ = (dH/da)a˙ = (dH/da)aH ; then Eq.
(12) becomes
βa
dH(a)
da
−(1−α)H(a)+ 
rc
+
(
8πG
3
)
ρm0
a3 H(a)
= 0. (13)
Dividing Eq. (13) by the Hubble constant H0, defin-
ing the parameter density 	m0 ≡ ρm0/ρ0crit where ρ0crit ≡
3H20 /(8πG), changing of variable from the scale factor to
the redshift, and defining the dimensionless Hubble param-
eter as E ≡ H/H0, the differential equation (13) becomes
β(1+z)dE(z)
dz
+(1−α)E(z)− 
rc H0
−	m0 (1 + z)
3
E(z)
=0.
(14)
We solve numerically this differential equation with the
initial condition E(z = 0) = 1, and for both branches,
 = ±1. The values of (rc H0, α, β,	m0) are estimated and
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constrained using the cosmological observations of type Ia
supernovae as described in the next section.
5 Cosmological constraints
We test the viability of the model and constrain its free param-
eters (rc H0, α, β,	m0) by using the Joint Light-curve Anal-
ysis (JLA) sample of type Ia supernovae (SNe Ia) of Betoule
et al. [47], composed by 740 SNe that comes from nine differ-
ent surveys. We compute the best-fit values and confidence
intervals by sampling the parameter space using the Affine
Invariant Markov Chain Monte Carlo (MCMC) of Goodman
et al. [48], implemented in the emcee code [49].
The definition of the luminosity distance dL in a flat FRW
cosmology is given as
dL(z, p, H0) = c(1 + z)H0
∫ z
0
dz′
E(z′, p) , (15)
where E(z, p) is given by the numerical solution to the
differential equation (14), “c” is the speed of light given
in units of km/sec and p is the vector of parameters, i.e.,
p = (rc H0, α, β,	m0). The theoretical distance modulus is
defined as
μt(zk, p) = 5 log10
[
dL(z, p)
Mpc
]
+ 25, (16)
where the superscript ‘ t’ stands for the theoretical prediction
of the distance modulus for a supernova at a redshift zk .
On the other hand, the observed distance modulus for each
supernova can be computed by modeling their intrinsic vari-
ability observed in their light curves [50], as
μ = m∗B − (MB − αlc × X1 + βlc × C) (17)
where MB is the absolute magnitude of the SNe in the rest-
frame B band. This parameter, together with (αlc, βlc), which
characterizes the global properties of the light-curves of the
SNe, are nuisance parameters that have to be computed and
marginalized simultaneously with the cosmological param-
eters of interest.
On the other hand, m∗B, X1, C are the observed peak mag-
nitude in the rest-frame B band, and the stretch and color
parameters for each SN, respectively. They capture the intrin-
sic variability in the luminosity of the SNe. Their central
values as well as the covariance matrices that account for
all known sources of systematic uncertainties, as well as
the statistical uncertainties, are publicly available at http://
supernovae.in2p3.fr/sdss_snls_jla/ReadMe.html.
Following [47], the distance modulus for all the SNe are
reorganized in a vector of n = 740 entries given as
μ = Aη − MB (18)
where the n-dimensional vector η and the n ×n matrix A are
given as
η = ((m∗B,1, X1,1, C1), . . . , (m∗B,n, X1,n, Cn)) (19)
A = A0 + αA1 − βA2, with (Ak)i, j = δ3i,i+k . (20)
With this, the χ2 function to be minimized to compute the
best-fit values and confidence intervals of the cosmological
parameters has the form
χ2( p, plc) = (μ( plc) − μt(z, p))TC−1(μ( plc) − μt(z, p))
(21)
where plc = (MB, αlc, βlc) and C−1 is the inverse of the total
covariance matrix reported in [47] that encapsulates all the
known systematic and statistical errors. For a detailed discus-
sion of C of the JLA sample see Betoule et al. [47]. We con-
sider also the fixed fiducial value of H0 = 70 km s−1 Mpc−1.
5.1 Self-accelerated branch:  = +1
For the positive branch,  = +1, we consider the DGP brane
filled with the baryon and dark matter component only, 	m0.
We neglect the dark energy density because this branch is
already accelerated. In this case, the only free parameter is
the leakage scale rc H0, given that we set α = 0, β = 0. In
this case, the matter density 	m0 is related to the leakage
scale as
	m0 = 1 − (1/rc H0). (22)
This constraint comes directly from the differential equation
(14) for this case.
The marginalized best-fit value for the leakage scale rc H0
is shown in Table 1, item (i), and Fig. 1 shows the joint
credible regions for combinations of (rc H0, MB, αlc, βlc) in
pairs, as well as the marginalized probability density func-
tions (PDFs) for each parameter. The relevant result for the
leakage scale is that it is consistently having values in the
physical region rc H0 > 1 (see Fig. 1). Marginalizing over
the other parameter, the best-fit value is rc H0 = 1.3+3.8−0.3.
5.2 Normal branch:  = −1
For this branch we consider a universe filled with an holo-
graphic Ricci-like dark energy and dark matter. We solve
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Table 1 Marginal best-fit values for the model parameters
(rc H0, α, β,	m0) as well as the light-curve parameters (MB, αlc, βlc)
of type Ia supernovas of the JLA sample [47] and computed together
with the cosmological parameters. The first row shows the best-fit val-
ues for the leakage scale rc H0 for the self-accelerated branch ( = +1)
of a DGP brane model composed only of baryon and dark matter, 	m0,
at late times. In this case, 	m0 is found from the constraint equation
	m0 = 1 − (1/rc H0) (see Sect. 5.1 for details). The second row shows
the best-fits for (rc H0, α, β,	m0) on the normal branch of a DGP brane
model composed by 	m0 and a Ricci-like holographic dark energy of
the form ρh = (3/8πG)(αH2 + β H˙), at late times. In (iii) are also
shown the best-fit values for the flat CDM model in order to compare
the results. We use the Bayesian Information Criterion (BIC) in order
to assess the best model to fit the data, between the holographic DGP
and the flat CDM model. The model favored by the observations com-
pared to the other corresponds to the one with the smallest value of BIC.
In general, a difference of 2 in BIC between two models is considered
as evidence against the model with the higher BIC, and a difference of
6 is strong evidence. We find that despite the good fit to the data by
the holographic DGP model, it is disfavored compared with the CDM
model using the BIC criterion, as shown in the last column
Model Best estimates
rc H0 α β 	m0 MB αlc βlc χ2min BIC
(i) DGP ( = +1) only 1.3+3.8−0.3 – – 0.23+0.57−0.23 −18.9+0.14−0.15 0.13+0.06−0.05 3.3+0.84−0.65 684.4 710.9
(ii) DGP ( = −1) + ρh 1.2+3.5−0.2 2.1+3.4−1.1 2.45+5.5−1.4 0.46+0.54−0.46 −19.08+0.16−0.15 0.14+0.056−0.054 3.17+0.50.55 683.3 729.5
(iii) Flat CDM – – – 0.29 ± 0.03 −19.05 ± 0.02 0.14 ± 0.01 3.1 ± 0.01 683.0 709.4
numerically the differential equation (14) with the initial con-
dition E(z = 0) = 1. In this case, the free parameters to be
estimated are (rc H0, α, β,	m0) together with the light-curve
parameters (MB, αlc, βlc).
Figure 2 shows the joint credible regions in pairs of
parameters as well as their marginalized PDFs. We find
that the holographic best-fit parameters are α = 2.1+3.4−1.1,
β = 2.45+5.5−1.4, and rc H0 = 1.2+3.5−0.2 well compatible with the
analytical constraints on the model described in Sect. 2.
For these parameters we notice that rc H0 = 1.2, α =
2.1 > 1, and β = 2.45 > −
(
1 − α + 1
rc H0
)
= 0.267,
which is in agreement with the constraint derived in Sect.
3 for an holographic dark energy domination phase. These
values ensure WEC and accelerated expansion. For 	m0 we
find that the data does not impose tight constraints on it, so
that any value in the range 0 < 	m0 < 1 is equally likely
according to the data.
6 Remarks for the holographic dark energy
in higher-dimensional gravity
Let us discuss with some detail the results of the studies
on the IR cutoff for holographic dark energy models in the
framework of higher-dimensional gravity. In [27] was con-
sidered the mass of the Schwarzschild black hole in N + 1-
dimensional space-time and then using consistently the for-
mulation of Cohen et al. [19]. The direct use of the N + 1-
dimensional solution for a spherically symmetric static mat-
ter source can be well justified taking into account that the
Schwarzschild radius for the holographic considerations is
H−1. In this case the Vainshtein radius, (r2c H−1)1/3, which
is the length scale at which gravity is modified, is of the
same order of the Hubble radius and we expect that gravity
becomes 5-dimensional. Nevertheless, it has been pointed
out by Viaggiu [51,52] that the condition (1) is derived con-
sidering the Schwarzschild solution, which represented an
exact solution for symmetric perturbation of Minkowskian
spacetime. But when we apply this condition to Friedmann
universes filled with dark energy it leads to wrong results, due
to the avoidance of black hole formation when a small but
finite cosmological constant is present. In the case of DGP
models, modifications introduced in the metric of a spheri-
cally symmetric, static matter source have been found in [53].
In this work the de Sitter background is considered. The main
result lies in the absence of Birkhoff’s theorem for DGP the-
ory, which means that for even spherically symmetric sources
the exact distribution of matter affects the gravitational force
external to the source. The above results indicate that a fully
consistent approach of the holographic dark energy in these
models of modified gravity is currently under construction.
Considering this situation and despite the improvements real-
ized in [27], in order to consider higher dimensions in the
holographic cutoff, we assume Eq. (1) valid as a first approx-
imation.
Nevertheless, the above discussion brings forth the fol-
lowing question: how do both approaches differ for the holo-
graphic Ricci-like dark energy? In what follows we evaluate
numerically these differences. From Eq. (2) and using the
expression for the deceleration parameter 1 + q(z) = − H˙
H2
we obtain
ρ(z) = 3α
[
1 − β
α
(1 + q(z))
]
H2(z) (23)
= 3c2(z)H2(z) (24)
where we have made the identification
c2(z) = α
[
1 − β
α
(1 + q(z))
]
. (25)
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Fig. 1 Joint and marginalized constraints on the leakage scale rc H0
of the self-accelerated branch ( = +1) of the DGP model in a spa-
tially flat Universe. Also shown are the global light-curve parameters
(MB, αlc, βlc) of the JLA sample that were computed simultaneously
with rc H0. The credible regions correspond to 1σ(68.3 %), 2σ(95.5 %),
and 3σ(99.7 %) confidence level (CL). We assumed flat priors for all
the parameters. We set the physical limit of rc H0 > 1. The individual
best-fit values are shown in Table 1
This means that the Ricci cutoff can be seen as a generaliza-
tion of the holographic dark energy density ρ = 3c2 H2, with
c = cte. This condition has already been discussed in [54],
where it is pointed out that if c2(z) grows with time the bound
given by the holographic condition progressively saturates up
to full saturation when, asymptotically, c(z) becomes con-
stant.
If we rewrite Eq. (23) as
ρ(z) = 3c¯2(z)H(z), (26)
with c¯2(z) = c2(z)H(z) the holographic Ricci bound it mim-
ics the holographic bound in [27] for a 5-dimensional gravity
with H as the IR cutoff and a variable c¯2(z) parameter. We
will evaluate the variations of c¯2(z) in the range of 0 ≤ z ≤ 1.
Using the expression for q(z) in terms of H and H˙ we can
write
q(z) = (1 + z)
E(z)
dE(z)
dz
− 1 (27)
where E(z) defined in Sect. 4 comes from the solution of
the differential equation (14), using the information of this
section and the parameters obtained with the data analysis
we obtain Fig. 1.
From Fig. 3 we can see directly that the behavior of c¯2(z)
for future times is almost constant for the best-fit parameters
123
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Fig. 2 Joint and marginalized constraints on the leakage scale rc H0
of the non self-accelerated branch ( = −1) of a DGP model in a
spatially flat Universe, filled with a matter component (dark and bary-
onic matter), 	m0, and a Ricci-like holographic dark energy of the
form ρh = (3/8πG)(αH2 + β H˙). It is shown that the marginalized
constraints on (rc H0, α, β,	m0) as well as for the global light-curve
parameters (MB, αlc, βlc) of the JLA sample that were computed simul-
taneously. The credible regions correspond to 1σ(68.3 %), 2σ(95.5 %),
and 3σ(99.7 %) confidence level (CL). We assumed flat priors for all the
parameters in the physical intervals: 0 < 	m < 1, rc H0 > 1, α > 1,
β > 0. The individual best-fit values are shown in Table 1
(red solid line). This evaluation indicates that our holographic
energy density is proportional to the Hubble parameter for
future times, which is similar to the behavior of the model
discussed in [27].
7 Discussion and conclusions
We have investigated the viability of a cosmological model
composed by a Ricci-like holographic dark energy in the
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Fig. 3 Evolution of the function c¯2(z) defined from Eq. (26), in the late
time and future of the Universe. The red solid line corresponds to the
best-fit values (rc H0 = 1.3, α = 2.1, β = 2.45, 	m0 = 0.46), while
the green short dashed line and black long dashed line correspond to the
arbitrary values of (3, 1.1, 3, 0.3) and (6, 4, 8, 0.4) respectively, with
the purpose to illustrate the behavior of c¯2(z) for other values
non-self-accelerated branch of a DGP brane world, to explain
the late-time accelerated expansion of the Universe.
We have discussed the holographic approach in higher-
dimensional gravity, indicating that further research is
required in order to have a fully consistent formulation. Nev-
ertheless, an improvement in which the black hole solution in
five dimensions is taken into account, was compared with our
approach, showing that for future late times both holographic
densities behave in a similar way.
For the dark energy domination phase in the normal
branch  = −1, the model presents a de Sitter-like expan-
sion, and the conditions for the parameter are α > 1 and
β > −
(
1 − α + 1
rc H0
)
.
When we computed in the positive branch the confidence
interval for rc H0, we found that the leakage length scale is
well compatible with positive values. Given that rc is a length
scale, the minimum requirement of positive values for this
parameter is satisfied. For the case when we consider the neg-
ative branch  = −1 of the DGP brane world, we find that the
parameters are constrained to be 1.2+3.5−0.2, α = 2.1+3.4−1.1, and
β = 2.45+5.5−1.4 (see Table 1 (ii)), satisfying therefore the con-
ditions for WEC and for the dark energy domination phase.
So, the data indicates that the DGP model with an holographic
Ricci-like dark energy might be a valid cosmological model.
On the other hand, in order to assess the viability of the
present Ricci-like holographic DGP model to explain the
late-time accelerated expansion of the Universe, we com-
pare the flat CDM model with our present model by using
the Bayesian Information Criterion (BIC) [55] to determine
which model is the most favored by the observations, taking
into account the number of free parameters and the minimum
value of χ2.
In general, the value of BIC for the Gaussian errors of the
data used is defined as
BIC = χ2min + ν ln N , (28)
where ν and N are the number of free parameters of the model
and the number of data used, respectively. The model favored
by the observations compared to the others corresponds to
that with the smallest value of BIC. In general, a difference
of 2 in BIC between two models is considered as evidence
against the model with the higher BIC, and a difference of 6
is a strong evidence.
In the last column of Table 1 are shown the BIC values for
holographic DGP and flat CDM models. We find that the
flat CDM model is the favored model by the data according
to BIC, compared with the holographic DGP model investi-
gated in the present work.
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