Abstract-Social groups give the opportunity for a new form of caching. In this paper, we investigate how a social group of users can jointly optimize bandwidth usage, by each caching parts of the data demand, and then opportunistically share these parts among them upon meeting. We formulate this problem as a Linear Program (LP) with exponential complexity. Based on the optimal solution, we propose a simple heuristic inspired by the bipartite set-cover problem that operates in polynomial time. Furthermore, we prove a worst case gap between the heuristic and the LP solutions. Finally, we assess the performance of our algorithm using real-world mobility traces from the MIT Reality Mining project dataset.
I. INTRODUCTION
Today, a considerable fraction of data requirements in wireless networks comes from "social groups": groups of users who meet frequently and share the same interests/concerns. Situations may arise where accommodating the data requirements of a social group through the wireless network is costly/infeasible (e.g., a group of students taking an online course in an economically-challenged country, a group of tourists in a foreign territory, or in the aftermaths of emergencies where the infrastructured networks are compromised).
Motivated by this, we investigate the gains attained by locally caching and, through Device-To-Device (D2D) communication, opportunistically sharing data among the members of a delay-tolerant social group; thus, the term wireless social caching. We assume that the cached data is coded (as in network coding [1] ). With this, it is unlikely that two different caches have the same content. Thus, a user receives novel information whenever she accesses a cache to which she has not had access before. Given the exponential complexity of the devised LP, we propose a simple approximation algorithm, AlgCov, that is based on a probabilistic version of the bipartite set-cover problem and operates in polynomial time. We analytically prove that AlgCov outputs a solution that is at most an additive worst-case gap apart from the optimal; the gap depends on the number of members and on the pairwise meeting probabilities among users. We finally assess the performance of AlgCov against real-world mobility traces obtained from the Reality Mining dataset [2] to show the gains achieved by our solutions in comparison to existing heuristics in the literature.
Content caching has been thoroughly investigated in the literature. For example, information-theoretic bounds have
This work was partially supported by NSF under Awards 1423271 and 1321120. been derived in [3] , [4] for scenarios where access points are allowed to locally cache parts of the data which are requested by the connected users, in contrast to our work where caching occurs at the end-user level. Cooperative caching has also been analyzed in delay-tolerant networks [5] , [6] to maximize the social welfare of the users by finding strategies that balance between using a longhaul link and D2D sharing opportunities. In this work, however, we propose solutions aimed for attaining minimum average cost by denying the social group from using the costly -yet available -longhaul connection. In a situation where a group of smartphone users, with a common and simultaneous demand, are within proximity, cooperative caching is closely related to cooperative downloading [7] . The key-ingredient of this work, similar to ours, is that each user downloads parts of the content from the server and then disseminates (through a Wi-Fi connection) these to users in proximity. However, distinct from this work, we do not a priori know that users within the same group will indeed meet.
The work closest to ours is in [8] , [9] where the authors investigate the benefits of mobile data offloading through opportunistic data sharing through social interactions. In [8] they propose a target-set based heuristic that maximizes the number of data-satisfied users, while in [9] they propose a heuristic that delegates VIP users to deliver data to the remaining users. Nevertheless, the novelty of our work stems from the rigorous mathematical formulation of the problem and the proven optimality of the obtained strategies. This is in contrast to existing solutions, based only on intuitions and heuristics. In fact, as also shown through numerical evaluations, the heuristic proposed in [8] represents one of the feasible strategies over which we optimize to find the optimal one. The paper is organized as follows. Section II introduces our problem; Section III formulates the problem as an LP, which has exponential complexity in N , and shows that this complexity becomes linear in N in the symmetric case; Section IV proposes two polynomial time heuristics, based on which we design AlgCov in Section V; Section V also provides an additive gap bound on AlgCov from the optimal solution; Section VI evaluates AlgCov over a real-world dataset and finally Section VII concludes the paper. Notation. Lower and upper case letters indicate scalars, boldface lower case letters denote vectors and boldface upper case letters indicate matrices; we use calligraphic letters to indicate sets; |A| indicates the cardinality of the set A; with [n 1 : n 2 ] we denote the set of integers from n 1 to n 2 ≥ n 1 ;
[x]
+ := max{0, x} for x ∈ R; E [·] indicates the expected value; 1 j is a column vector of length j of all ones and 0 j denotes the all-zero column vector of length j; A T is the transpose of the matrix A.
II. SETUP
Goal. We consider a set N of N users u i ∈ N ∀ i ∈ [1 : N ] who form a social group. All users need to obtain the same set M of |M| = M information units (files), that are available from a server, within the same time period of duration t. Users can access the server through a direct longhaul wireless link that has a cost κ per downloaded information unit. They can also exchange data with each other through a cost free D2D communication link, when they happen to physically encounter each other -when their devices can directly connect to each other, e.g., through Bluetooth. Our goal is to minimize the average total downloading cost across the users within the group. Clearly, with no cooperation, the total cost is N M κ. Assumptions. We make the following assumptions.
• Complete encounter cache exchange. The average meeting duration between two mobile devices is 250 seconds [10] , which -for all practical purposes -is sufficient to exchange a considerably large amount of data (e.g., via Bluetooth).
• No memory constraints. Since the users demand the whole M, we assume they have sufficient cost-free storage for it.
• A-priori known Bernoulli distribution. We assume that the pairwise meetings between the users are Bernoulli distributed and are known a priori 1 . This seemingly unrealistic assumption can be feasibly attained by exploiting the high regularity in human mobility [12] to infer future meeting probabilities based on previous meeting occurrences.
• Users are delay-tolerant. Despite having access to a longhaul connection, they can endure delay in data delivery to be able to receive data through free D2D communications.
• Network coded downloads. We assume that users download linear combinations of the information units [1] . Approach. Our scheme consists of the following three phases. 1) Caching phase: before the period of duration t starts, each user downloads a (possibly different) amount x i of the file set M using the longhaul connection at cost κx i . In our LP formulations, we assume, without loss of generality, that |M| = M = 1, and thus x i is a fraction. 2) Sharing phase: when two or more users meet, they opportunistically exchange the data amounts they have in their caches. We consider two separate cases: the direct sharing case, where users share data they themselves have downloaded from the server (e.g., because of liability / authentication reasons), and the indirect sharing case, where users also exchange data they have collected through previous encounters.
3) Post-sharing phase: each user downloads the amount y i she may be missing from the server at a cost κy i . In the LPs, since we assume M = 1, we have that 0 ≤ y i ≤ 1.
With this approach, what remains is to find the optimal caching strategy. Downloading too much may lead to unnecessary cost in the caching phase; downloading too little may lead to not enough cost-free encounter sharing, and thus unnecessary cost in the post-sharing phase.
III. LP FORMULATIONS
We here formulate an LP that takes as input the encounter probabilities of the group members and finds the fractions
, that minimize the average total cost incurred by all users during the caching and post-sharing phases. We distinguish between direct and indirect sharing. Direct Sharing. In the direct sharing case, during encounters, users can only exchange what they have personally downloaded from the server. Thus, whether users u i and u j encounter each other multiple times or just once during the period of duration t, they can still only exchange the same data -multiple encounters do not help.
Given this, we model the encounter patterns between the N users as a random bipartite graph (U, V, E), where U contains a node for each of the N users at the caching-phase, and V contains a node for each of the N users at the end of the period of duration t. An edge e ∈ E always exists between a node and itself, while it exists between (u i , u j ), with i = j, with probability p (t) i,j , to capture if u i and u j encounter each other (one or multiple times) during the period of duration t and share their cache contents. There exist K = 2 ( 
T be the vector of the downloaded fractions and
T be the vector of the received fractions after the sharing phase for the k-th configuration. Hence
. By trying to minimize the cost incurred by all users, the optimal x then becomes the solution of the following optimization problem
2 Note that with this formulation, we can directly calculate the probabilities p k , ∀k ∈ [1 : K], if we are given that pairwise encounters are independent and Bernoulli distributed with probabilities p i,j ; yet the Bernoulli assumption is not necessary, the formulation only uses the probabilities p k , ∀k ∈ [1 : K], that could be provided or calculated in different ways as well. We also remark that p k , ∀k ∈ [1 : K], not only depends on the duration t of the period, but also on the start of this period.
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where the variable y i,k represents the fraction to be downloaded in the post-sharing phase by user i ∈ [1 : N ] in configuration k ∈ [1 : K] after receiving all the data from the other users. Without loss of generality, we assume κ = 1. The LP formulation in (1) has complexity O(2
(due to the K = 2 ( N 2 ) possible realizations over which we have to optimize), which prohibits practical utilization -yet this formulation still serves to build intuitions and offers a yardstick for performance comparisons.
LP for the symmetric case: We now assume that users meet pairwise with the same probability, i.e.,
2 , i = j during the period of duration t. Thus, p k only depends on the number of encounters (as opposed to which exactly) that the configuration k contains. Many realistic scenarios can be modeled as symmetric, (e.g., students in the same class, doctors in the same medical department in a hospital, military soldiers in the battlefield). Moreover, this assumption significantly simplifies the problem, as discussed in the next theorem, whose proof can be found in [11, Appendix B] .
Theorem III.1. In the symmetric scenario, the LP in (1) can be simplified to the following LP
The LP in (2) has linear complexity in N , which allows for computation of the optimal solution in polynomial time. Indirect Sharing. Enabling users to share both what they downloaded from the server and what they received from previous encounters, gives rise to interesting situations, since multiple encounters as well as the order they occur matter.
To model sequential encounters, we split the period of duration t into T time segments, such that, during each segment, it is unlikely for more than one encounter opportunity to occur (note that one user can still meet multiple users simultaneously). We then "expand" over time our bipartite graph to a (T + 1)-partite layered graph, by adding one layer for each time segment. At the end of the period of duration t, node u j will be able to receive x i from node u i , if and only if there exists a path that connects u i at the first layer to u j at the last layer; u i and u j do not need to have directly met, provided that such a path exists. Note that in the bipartite (direct) case, the probability p i,j (respectively p j,i ) associated with the edge from user i to user j (respectively, from j to i) indicates how often user i shares her cache content with user j (respectively, j with i), with p i,j = p j,i . Thus, using this time-expanded model, the indirect case can be readily transformed into an equivalent bipartite (direct) case, by replacing the probability of each two users meeting in the bipartite graph, with the probability of a path existing between these two users on the (T + 1)-partite graph. In [11, Theorem 3 .3], we provide a closed-form expression that determines the probability of two users meeting in a (T + 1)-partite graph given the meeting probabilities in the individual layers. These probabilities might not have the same symmetric structure of the direct sharing graph model 3 . However, the problem formulation and the algorithms designed in the following sections are readily suitable for the indirect sharing case where the graph model is not symmetric. Therefore, in the rest of the paper, for analytical performance, we only consider the direct case, since we can reduce the indirect case to the direct one. However, in Section VI, we assess the performance of our algorithms both in the direct and indirect cases.
IV. POLYNOMIAL TIME APPROXIMATIONS
In this section, we propose heuristics that try to find an approximate solution to the LP in (1) in polynomial time. Inverse Average Degree (IAD). In this heuristic, each user locally caches an amount of data that is equal to the inverse of its average degree in the network -which is equal to the average number of users that she meets, denoted as E(m i ). It is evident through numerical evaluations (see Section VI), that such a choice of a caching strategy closely follows the performance of the optimal solution in symmetric scenarios. However, this approximation does not perform as well in the general (asymmetric) case, such as in a 'star'-like configuration where one user is highly connected to the other members of the group, while connections among other users are highly unlikely. This example suggests that the optimal search in this case might look more like a 'cover', i.e., a set of nodes that enables to 'reach' and 'convey' information to all the others. Probabilistic Set-Cover (PSC). Building on this intuition, we propose a variation of the PSC problem [13] where we replace the probabilistic covering constraint with an 'average' one. In particular, we solve the following LP
where the (i, j)-th entry of P is p i,j when i = j and one if i = j. This LP is similar to an LP-relaxation of a setcover problem on a bipartite graph, where the conventional (deterministic) covering constraint is replaced by an average one (i.e., all nodes are covered on average). The next theorem, proved in [11, Appendix D] , shows that, for the symmetric case, the optimal solution for the LP in (3) coincides with that of the IAD heuristic.
Theorem IV.1. For the symmetric scenario, the optimal solution for the LP in (3), denoted as x PSC , coincides with the IAD solution, denoted as x IAD , i.e.,
V. ALGCOV ALGORITHM
In this section we present AlgCov, a simple heuristic algorithm that combines both approaches discussed in Section IV. AlgCov enables to calculate the fractions x i in polynomial time in N , and achieves a performance close to that of the (exponentially complex) general LP in (1).
A. Algorithm description
To design an algorithm that combines the merits of both heuristics presented in Section IV, one might proceed as follows: (i) compute the solution x PSC of the PSC heuristic, (ii) compute the performance of this heuristic by plugging x PSC into the LP in (1) and optimizing over y to find the optimal cost for this solution. Then, repeat the same procedure for the IAD solution x IAD and finally choose the solution with the smallest cost.
Such a solution is, in theory, plausible. However, the process of computing the cost of each heuristic involves solving an exponentially complex LP which prohibits the applicability of the heuristic. Therefore, the proposed AlgCov first computes the two heuristic solutions, namely x PSC and x IAD , and then, as shown in Algorithm 1, selects one of them as output based on S PSC and S IAD , which we prove in [11, Theorem 6 .1] to be lower bounds on the actual performance of the heuristics.
Algorithm 1 AlgCov
Input Pairwise probability matrix: P Output AlgCov solution: x Alg Compute x PSC -the optimal solution of the LP in (3) Compute x IAD , with
B. Analytical performance
Symmetric case. In this setting, all pairs of members meet with equal probability. According to Theorem IV.1, the two heuristics in Section IV provide the same solution, and therefore x Alg = x PSC = x IAD . By optimizing the objective function of the LP in (2) over y i , i ∈ [1 : N ] with x = x Alg , we obtain
Using the structure of x PSC for the symmetric case in Theorem IV.1, we use the lower bound in [11, Theorem 6 .1] to find a lower bound on the optimal solution of the LP in (1), which becomes
By simply taking the difference between f Opt (x Alg ) in (4) and f LB in (5) we obtain
The above gap result ensures us that, in the symmetric case, the output of AlgCov is always no more than G S above the optimal solution of the LP in (2). It is worth noting that G S is only a function of the number of members N and of the probability p that users meet.
Remark V.1. Through numerical simulations, we observed that G S is maximum for i = 1, i.e., the probability p which maximizes
p , we obtain that the largest gap is G S ≤ 0.25N .
Asymmetric case. In this setting, different pairs of members meet with a different probability. Since the LP in (3) does not admit a closed-form solution, we next show how the analysis drawn for the symmetric case can be extended to find a performance guarantee for the asymmetric case as well.
In the asymmetric case, an upper bound on the solution of AlgCov can be found by evaluating
In other words, instead of considering different pairwise probabilities, we set all of them to be equal to the minimum probability. Similarly, a lower bound on the optimal solution of the LP in (1) can be found by evaluating
Again, we set all pairwise probabilities to be equal to the maximum probability. Thus,
.
This proves that in the asymmetric case, the output of AlgCov is always no more than G A above the optimal solution of the LP in (1) . Similar to the symmetric case, also in this setting G A is only a function of the number of members N and of the probabilities p m and p M .
VI. DATA-SET EVALUATION
In this section, we evaluate the performance of our proposed solutions and algorithms using the dataset from the MIT Reality Mining project [2] . We present the outline of our experiment, and we provide its details in [11] . We compare the performance of our proposed solutions against the performance of two heuristics: 1) the strategy where users download 1/N of the amount of data, and 2) the target-set heuristic proposed in [8] with k = 1; we only consider the case of k = 1 since it is the one which produces the smallest cost. Setup. We consider a period of three months, during which we test the performance of our algorithms for 50 different groups, each of size N = 6. For each group, we calculate the total cost incurred by using the proposed algorithms. This is accomplished by tracing the meeting occurrences among 2016 IEEE International Symposium on Information Theory the group members across the designated period. We consider different deadlines, namely: 1, 2 and 4 hours, where a deadline indicates the time period after which each user should have the whole set of files at her disposal. For each deadline of t hours, the average performance is computed by averaging over the number of non-overlapping t hours in the designated period, and then averaging over the performances of the 50 groups. We evaluate the performance for two group structures:
• Symmetric Networks: Users in the group have approximately the same expected number of users to meet.
• Asymmetric Networks: Users in the group have different expected number of users to meet.
To this end, we define the Expectation Deviation (ED) as ED = max i∈Sj E(m i ) − min i∈Sj E(m i ), where S j is the set of N users belonging to group j. Our selection criteria is based on the ED metric: a) for asymmetric networks, we choose groups with ED ≥ th asym , and b) for symmetric networks, we select groups with ED ≤ th sym and max i∈Sj E(C i ) ≥ th max ; in our experiments we set th asym = 1.3, th sym = 0.2 and th max = 1.2 (see [11, Section VIII] for more details). Results. Figures 1 and 2 show the performance of the different network structures for the direct and indirect sharing cases, respectively. It is clear that the average total cost decreases as the deadline increases, which is intuitively expected. It is also apparent that the average total cost in the indirect sharing case is less than the one in the direct case, due to the higher number of sharing opportunities in the sharing phase. One final note is that caching 1/N performs the worst among all other schemes. This is also expected since the 1/N strategy is not based on the meeting probabilities of the users, which to some extent is incorporated in all the other caching strategies. Asymmetric Networks: Figures 1(a) and 2(a) show the performance over asymmetric networks for the direct and indirect sharing cases, respectively. We note the following:
• Target-set performs very close to the optimal in both direct and indirect sharing cases. This is due to the structure of the selected groups: one node is more likely to be connected with the other members and therefore the optimal solution would rely on that node to deliver the data to the whole group.
• AlgCov outperforms IAD in Figure 1(a) , which indicates that AlgCov uses the solution generated from the PSC heuristic. In contrast, AlgCov and IAD perform similarly in Figure 2 (a) which indicates that IAD outperforms PSC in this case. Symmetric Networks: Figures 1(b) and 2(b) show the performance of the different schemes over symmetric networks for the direct and indirect sharing cases, respectively. Observations are similar to those drawn for the asymmetric case. However, one major observation is that the target-set strategy fails to perform as well as for the case of asymmetric groups. This is a direct consequence of the structure of the selected group: in a symmetric group, an optimal sharing strategy would equally distribute the caching and sharing role on all members of the group, which is in contrast to the target-set approach.
VII. CONCLUSIONS We motivated, designed, analysed, and experimentally evaluated AlgCov, a simple low-complexity algorithm for social caching, that uses pre-caching in anticipation of encounter opportunities to minimize the required download bandwidth. We derived formal LP formulations, and presented a worstcase analytical performance gap, as well as evaluations over a real-world dataset. AlgCov makes the case that, even in the presence of random encounters, using simple algorithms for pre-caching can significantly reduce bandwidth usage.
