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Abstract
This thesis considers stochastic methods for large-scale linear systems, variational inequal-
ities, and convex optimization problems. I focus on special structures that lend themselves
to sampling, such as when the linear/nonlinear mapping or the objective function is an
expected value or is the sum of a large number of terms, and/or the constraint is the in-
tersection of a large number of simpler sets. For linear systems, I propose modifications
to deterministic methods to allow the use of random samples and maintain the stochas-
tic convergence, which is particularly challenging when the unknown system is singular or
nearly singular. For variational inequalities and optimization problems, I propose a class
of methods that combine elements of incremental constraint projection, stochastic gradien-
t/subgradient descent, and proximal algorithm. These methods can be applied with various
sampling schemes that are suitable for applications involving distributed implementation,
large data set, or online learning. I use a unified framework to analyze the convergence
and the rate of convergence of these methods. This framework is based on a pair of su-
permartingale bounds, which control the convergence to feasibility and the convergence to
optimality, respectively, and are coupled at different time scales.
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Chapter 1
Introduction
Large-scale computations are often addressed by stochastic simulation, particularly in prob-
lems that involve sums of large numbers of terms, projection from a high-dimensional space
onto a low-dimensional subspace, constraints that involve intersections of a large number of
sets, as well as other more complex structures. Major problems of this type are the solution
of equations, variational inequalities, and convex optimization. Examples of such problems
include: Bellman's equations in dynamic programming, their approximate versions such as
projected and aggregation equations, equilibrium problems, minimization of sums of a large
number of functions, etc. All of these problems may involve large-scale calculations with
huge data sets, as for example in inverse problems and regression, and/or may involve s-
tochastic noise due to the nature of the applications, as for example in approximate dynamic
programming or reinforcement learning, statistical learning, and online optimization.
In this work we aim for a more general view of simulation-based solution of large prob-
lems, and consider several related issues, with an emphasis on the convergence and rate of
convergence properties. The material of this thesis is mainly based on four joint papers by
D. P. Bertsekas and the author, [WB13c), [WB13b], [WB12], and [WB13a], to which we
refer for additional methods, analysis, and discussions.
1.1 Problems and Methodologies of Interests
In this thesis, we consider three classes of problems: systems of linear equations, variational
inequalities, and convex optimization problems. These problems are closely related to one
another. In particular, systems of equations are special cases of variational inequalities with
their constraints being the entire space, and moreover, they are the optimality conditions
for unconstrained optimization, including least square problems. Moreover, the optimality
conditions of convex optimization problems can be viewed as variational inequalities, with
strongly monotone variational inequalities corresponding to minimization of strongly convex
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functions.
We focus on problems with complicated large-scale structures, so that we cannot effi-
ciently process all the data related to the problem within a short time period. As a result,
classical deterministic methods, which require the knowledge of all the information regard-
ing the problem, run into difficulty. In order to solve such problems efficiently, their solution
methods are forced to process the available data/information in a sequential manner, and
to update their iterates based on a portion of the entire data per iteration.
1.1.1 Linear Systems and Monte Carlo Linear Algebra
We first consider the linear system of equations
Ax = b,
where A is an n x n real matrix and b is a vector in !R'. We focus on the case where
the linear system is of relatively small dimension, but it may involve approximations and
large scale linear operations. For example, they may result from subspace approximation
of a high-dimensional system based on a projected equation or an aggregation approach.
For another example, these problems may arise from optimality conditions in the context
of optimization, such as least squares, regression, etc. In many of these situations, the
quantities A and b involve a large sum of components, or more generally, can be expressed
as expected values, i.e.,
A = E [Aw], b = E [b,].
Motivated by these challenges, we are interested in methods that solve the linear system
Ax = b by using samples or approximations of A and b, which are often generated by a
simulation process.
Simulation-based methods for solution of linear systems Ax = b can be divided into two
major categories, which are based on distinctly different philosophies and lines of analysis:
(a) Stochastic approximation methods, which for the case of the system Ax = b have the
form
xk+1 (1 -^ k)xk + -yk(Axk - b + Wk),
where Wk is zero-mean noise. Here the term AXk -b+wk may be viewed as a simulation
sample of AXk - b, and -1k is a diminishing positive stepsize (-k 1 0).
(b) Monte Carlo estimation methods, which for the case of the linear system Ax = b,
obtain Monte Carlo estimates Ak and bk, based on k samples, and use them in place
of A and b in various deterministic methods. Thus for example, assuming that A is
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invertible, an approximate fixed point may be obtained by matrix inversion,
.X= Ak--bk,
or by solving a regularized regression problem involving Ak and bk. These nonitera-
tive methods are also known as sample average approximation methods. A different
approach is to update iteratively by
Xk+1 =Xk - yGk(Akxk - bk), k =0,1,...,
where -y is a positive stepsize, and {Gk} is a sequence of scaling matrices that converges
to a matrix G. The estimates Ak and bk have been formed as Monte Carlo averages
such that Ak - A and bk -* b.
Stochastic approximation methods, generally speaking, tend to be simpler but slower.
They are simpler partly because they involve a single vector sample rather than matrix-
vector estimates that are based on many samples. They are slower because their iterations
involve more noise (a single sample rather than a Monte Carlo average), and hence require
a diminishing stepsize. We will not discuss further stochastic approximation methods, and
we refer to the books [BMP90], [Bor08], [KY03], and [Mey07] for general references, and
the book [BT96] for related approximate dynamic programming methods such as TD(A).
In this thesis, we will focus primarily on Monte Carlo estimation methods, which in-
volve increasingly accurate estimates of A and b obtained as sample averages. Monte Carlo
simulation has been proposed for solution of linear systems long ago, starting with a sugges-
tion by von Neumann and Ulam, as recounted by Forsythe and Leibler [FL50], and Wasow
[Was52] (see also Curtiss [Cur54], [Cur57], and the survey by Halton [Hal70]). More recent-
ly, work on simulation methods has focused on using low-order calculations for solving large
least squares and other problems. In this connection we note the papers by Strohmer and
Vershynin [SV09], Censor and Herman [CHJ09], and Leventhal and Lewis [LL10] on ran-
domized versions of coordinate descent and iterated projection methods for overdetermined
least squares problems, and the series of papers by Drineas et al., who consider the use of
simulation methods for linear least squares problems and low-rank matrix approximation
problems; see [DKM06b], [DKM06a], [DMM06], [DMM08], and [DMMS11].
An important issue here is the design of the sampling method for estimating A and b
with Ak and bk, respectively, such that
A= lim Ak, b = lim bk.
k-oo k-*oc
The sampling must be performed with low cost, even if the exact computation of A and b
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involves operating high-dimensional vectors/matrices or large data sets. This is a primary
motivation for Monte Carlo sampling. Moreover, A and b must be represented as expected
values, before they can be approximated by sampling. The choice of representation and the
corresponding sampling distribution may significantly affect the computational efficiency.
Convergence and Rate of Convergence Issues
Some major analytical issues in Monte Carlo estimation methods relate to the corresponding
convergence and rate of convergence properties. Here we may distinguish between two cases:
the case where A is invertible and the case where A is singular. The analysis of the singular
case provides insight and motivates suitable methods for the practically important case
where A is invertible but nearly singular. We will return to the singular case, and provide
more analysis, algorithms, and examples in Chapter 2.
Let us assume first that A is invertible, so that Ak is also invertible for k sufficiently
large. Then we may estimate the solution A-lb by Ajl bk (the matrix inversion method). An
interesting convergence rate issue here is to estimate the variance of the error Aj 1 bk - A b;
see [KonO2] and [YB09]. Alternatively, we may use an iterative method. Deterministic
iterative methods for solving Ax = b typically have the form
xk+1 = Xk - yG(Axk - b),
where G is an invertible matrix and -y is a positive stepsize. Their simulation-based coun-
terparts have the form
Xk+1 = xk - -YGk(Akxk - bk),
where Ak -+ A, bk -4 b, and Gk is a matrix (possibly estimated by simulation) that
converges to G. It is important to note that this method converges to the solution A-b if
and only if its deterministic counterpart does: both methods converge to A- 1 b if and only if
the matrix I - -yGA is a contraction. Thus, the convergence of the stochastic iteration can
be analyzed by considering the convergence of its deterministic counterpart. An advantage
of iterative methods is that the computation per iteration is cheap, and more importantly,
the stochastic iteration evolves according to a contraction plus some diminishing noise and
converges at a same rate as that of Ak jbk (see Bertsekas and Yu [YB09]).
Many well known algorithms are special classes of the iterative methods described above.
These fall in three categories:
(a) Projection algorithms, which can be viewed as scaled versions of Richardson's method
in the specialized linear system context considered here.
(b) Proximal algorithms, which are related to quadratic regularization methods.
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(c) Splitting algorithms, such as the Gauss-Seidel and related methods.
Consequently, their simulation-based versions can be shown to be convergent for solving
nonsingular linear systems, as long as their deterministic counterpart is convergent.
We now turn to the case where A is singular. The projection/proximal/splitting method-
s, in their deterministic form, can be applied to singular problems and generate convergent
iterates, as long as there exists a solution. This convergence property is often lost when
simulation noise is involved, and the behavior of the iteration can be complicated by the
joint effects of singularity and simulation noise. In general, stochastic iterative methods
may or may not converge, even if their deterministic counterparts converge to a solution.
In order to deal with these difficulties, we will discuss in Chapter 2 various conditions
that guarantee the convergence of stochastic iterations for singular systems, and several
correction schemes that modify the divergent iterations to become convergent ones. We
note that there has been extensive research on solving singular systems with perturbations
such as roundoff errors (see the book by Stewart and Sun [SS90], and the book by Trefethen
and Bau [TB97]). This is different from our simulation contexts: in perturbation analysis
the errors tend to have a constant size, while in our contexts the simulation error is much
more substantial in the early part of computation and decreases to 0 asymptotically. Our
algorithms and analysis in Chapter 2 have no counterpart in the scientific computation
literature.
1.1.2 Variational Inequalities and Stochastic Variational Inequalities
Variational inequalities (VI) is a general class of problems, which under appropriate as-
sumptions, include as special cases several fundamental problems in applied mathematics
and operations research, such as convex differentiable optimization, solution of systems of
equations and their approximation by Galerkin approximation or aggregation, saddle point
problems, and equilibrium problems. They take the form
F(x*)'(x - x*) > 0, V x E X, (1.1)
where F : R' - R' is a mapping, and X is a closed and convex set in R". For extensive
background on VI, we refer to the books by Kinderlehrer and Stampacchia [KS80], by
Patriksson [Pat99], and by Facchinei and Pang [FP03]. We are interested in VIs in which
the constraint set X is the intersection of many sets, i.e.,
X = nicMXi,
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with each Xi being a closed and convex subset of R', and M being the set of constraint
indexes. We will focus on VIs that are strongly monotone, so the VI has a unique solution
X* (see e.g., [FP03]).
The classical projection method for solution of a VI (and also for convex optimization
when F is the gradient of a convex function) has the form
Xk+1 = H [Xk - akF(Xk)], (1.2)
where H denotes the Euclidean orthogonal projection onto X, and {ak} is a sequence of
constant or diminishing positive scalars. The projection exists and is unique since X is closed
and convex. It is well known that if F is strongly monotone, this method converges to the
unique solution z* if all ak lie within a sufficiently small interval (0, a) and E ' = oo,
as first shown by Sibony [Sib70).
A major difficulty when using this method in practice is the computation of the projec-
tion at each iteration, which can be time-consuming. In the case where the constraint set X
is the intersection of a large number of simpler sets Xi, it is possible to exploit this structure
and improve the method, by projecting onto a single set Xi at each iteration, in the spirit of
random and cyclic projection methods that are widely used to solve the feasibility problem
of finding some point in X. This suggests the following modification of the algorithm (1.2):
Xk+1 = I [Iwx k - akF(Xk)], (1.3)
where we denote by Uwk the Euclidean orthogonal projection onto a single set Xwk, and
{Wk} is a sequence of random variables taking values in M. An interesting special case is
when X is a polyhedral set, i.e., the intersection of a finite number of halfspaces. Then
the algorithm involves successive projections onto halfspaces, which are easy to implement
and computationally inexpensive. Another interesting special case is when the problem can
only be solved in an online manner and the constraints must be sampled sequentially. In
this case, the random projection algorithm can be implemented as an online algorithm that
keeps updating based on new samples.
A second important difficulty arises when F is either the sum of a large number of
component functions, or more generally can be expressed as the expected value
F(x) = E [f (x, v)], (1.4)
where f is some function of x and a random variable v. VIs with the mapping F of the form
(1.4) are known as stochastic variational inequalities. In this case, the exact computation of
F(Xk) can be either very time-consuming or impossible due to some noise. To address this
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additional difficulty, we may use in place of F(Xk) in Eq. (1.3) a stochastic sample f(Xk, Vk).
These difficulties motivate us to process both the constraints Xi and component map-
pings f(., v) in an incremental manner, either deterministically or stochastically. In Chapter
3, we will propose a class of projection-type methods that update incrementally, using one
constraint superset and one component mapping per iteration. Such methods can be easily
adapted to applications with distributed or online structure.
The projection method for numerical solution of strongly monotone VIs has been studied
extensively (see e.g., Bertsekas and Tsitsiklis [BT96], and Facchinei and Pang [FPO3] for
textbook accounts of its properties and convergence analysis). A survey on deterministic
projection-type methods is given by Xiu and Zhang [XZ03]. Some recent developments have
considered a stochastic framework and used a projection-type stochastic approximation
method (see for example Glirkan et al. [GOR99], and Jiang and Xu [JX08]). The recent
works by Kannan and Shanbhag [KS13] and by Kannan et al. [KNS13] have considered
an iterative regularization method and an iterative proximal point method for (stochastic)
variational inequalities that are not necessarily strongly monotone, where the former uses
a diminishing regularization term and an exact constraint projection step at each iteration,
and the latter applies iterative projection steps towards the proximal problem with changing
centers. The papers by Fukushima [Fuk86], and more recently Censor and Gibali [CG08],
have considered methods that utilize outer approximations of X by deterministic projection
onto a specially selected halfspace separating X and the iterate. These methods share
the motivation of constraint relaxation with the proposed algorithms of the current work.
However, the assumptions, algorithmic details, applications and convergence mechanisms of
the methods differ fundamentally from each other. Other works in the area include finding
common solutions to VIs (see for example Censor et al. [CGRS12], [CGR12]), and general
VIs (see the survey by Noor [Noo04] and the citations there). To the best of our knowledge,
there has been no prior work on projection methods with constraint randomization for
solving VIs. Our algorithms and analysis are both novel.
1.1.3 Convex Optimization Problems
In parallel with the analysis of variational inequalities, we extend the incremental compu-
tation idea to convex optimization problems of the form
min f(x) (1.5)
XeX
where f : R' F R is a convex function (not necessarily differentiable), and X is a nonempty,
closed and convex set in R". Contrary to the case of strong monotone VIs, there may exist
multiple optimal solutions to problem (1.5).
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Similar to our work on VIs, we focus on situations where the constraint set X is the
intersection of a number of sets, i.e.,
x = niEMXi, (1.6)
with each Xi being a closed and convex subset of R', and M being the set of constraint
indices. We also allow the function f to have the form of a sum of a large number of
component functions, or more generally to be expressed as the expected value
f(x) = E [fv(x)], (1.7)
where fv : R' i R is a function of x involving a random variable v.
Two classical methods for solution of problem (1.5) are the subgradient projection
method and the proximal point method. We will refer to them for short as the projec-
tion and proximal methods, respectively. The projection method has the form
Xk+1 = H1 [xk - aktf(xk)],
where H denotes the Euclidean orthogonal projection onto X, {ak} is a sequence of constant
or diminishing positive scalars, and Vf(xk) is a subgradient of f at Xk (a vector g is a
subgradient of f at x if f(y) - f(x) > g'(y - x) for all y). The proximal method has the
form
Xk+1 = argminxEX f(x) -+ -- Xk 2
which involves solving a sequence of minimization problems. There have been also works
on mixed versions of projection method and proximal method, known as the projection-
proximal methods.
In practice, these classical methods are often inefficient and difficult to use, especially
when the constraint set X is complicated. At every iteration, the projection method requires
computing an Euclidean projection, and the proximal method requires solving a constrained
minimization, both of which can be time-consuming. In the case where X is the intersection
of a large number of simpler sets Xi, it is possible to improve the efficiency of these methods,
by operating with a single set Xi at each iteration, as is done in random and cyclic projection
methods that are widely used to solve the feasibility problem of finding some point in X.
In Chapter 4, we will propose a class of projection-proximal methods, which update
incrementally by using random constraints and random subgradients/component functions.
These methods can be viewed as combinations of algorithms for feasibility problems and
algorithms for optimization problems. Their analysis involves a coupled convergence result,
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which provides important insights into the use of randomization for solving complicated
constrained optimization problems.
Connections with Earlier Works
Our proposed methods for VIs and convex optimization in Chapters 3 and 4 are closely
related to a number of known methods, and contain many of them as special cases. In view
of these connections, our analysis uses several ideas from the literature on feasibility, incre-
mental/stochastic subgradient, proximal, and stochastic approximation methods, which we
will now summarize.
The feasibility problem of finding a point with certain properties within a set intersection
niEMXi arises in many contexts. For the case where M = {1, . . . , m} with m being a large
number and each of the sets Xi is a closed convex set with a simple form, incremental
methods that make successive projections on the component sets Xi have a long history,
starting with von Neumann [vN50], and followed by many other authors Halperin [Hal62],
Gubin et al. [GPR67], Tseng [Tse90], Bauschke et al. [BBL97], Lewis and Malick [LM08],
Leventhal and Lewis [LL10], Cegielski and Suchocka [CSO8], Deutsch and Hundal [DH06a],
[DH06b], [DH08], and Nedid [Ned10]. A survey of the work in this area up to 1996 is given
by Bauschke [Bau96]. In our analysis we will require that the collection {Xi} possesses a
linear regularity property. This notion has been originally introduced by Bauschke [Bau96]
in a more general Hilbert space setting, and finds extensive application in alternating (or
cyclic) projection algorithms for solving feasibility problems (see for example [DH08]).
Two works on incremental and randomized methods for convex optimization, by Nedid
[Ned11] and by Bertsekas [Berl1a], are strongly related with ours, in somewhat different
ways. The use of random constraint updates for optimization has been first considered by
Nedid [Ned11]. It focuses on gradient and subgradient projection methods with random
feasibility steps for convex optimization. In particular, it considers the minimization of
a function f over a constraint of the form X Xo 0 { niEM Xi}, where Xo and Xi are
closed convex sets, M is a possibly infinite index set, and f is assumed convex over Xo.
The work of [Ned11] does not consider the use of stochastic gradients/subgradients, and
does not provide a comparative analysis of various orders of constraint-component selection
approaches as we will do. It considers a special case of constraint randomization.
The work of [Berla] (earlier discussed in the context of a survey of incremental op-
timization methods in [Ber10]) proposed an algorithmic framework which alternates in-
crementally between subgradient and proximal iterations for minimizing a cost function
f = EIZ' fi, the sum of a large but finite number of convex components fi, over a con-
straint set X. Random or cyclic selection of the components fi for iteration is a major point
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of analysis of these methods, similar to earlier works on incremental subgradient methods
by Nedid and Bertsekas [NBOO], [NBO1], [BNO03]. However, X is not assumed to be of
the form niEMXi. This algorithm allows the components fi to be nondifferentiable, and
introduces proximal iterations. This work also points out that a special case of incremental
constraint projections on sets Xi can be implemented via the proximal iterations, but it
does not fully consider the randomization of constraints.
The algorithmic treatment of the uncertainties when the mapping F or the objec-
tive function f is given as an expected value [cf. Eqs. (1.4) and (1.7)], is strongly relat-
ed to stochastic approximation methods. In particular, we make the typical assumptions
0 o oo and E'0 a 2< oo on {ak} in order to establish convergence (see e.g., the
textbooks by Kushner and Yin [KY03], and by Borkar [Bor08], and the aforementioned
papers [GOR99] and [JX08]). Moreover, similar to many sources on convergence analysis
of stochastic algorithms, we use a supermartingale convergence theorem.
1.2 Applications
Today the notion of "big data" is gaining increasing attention, as it is connected with many
large-scale computation problems. These problems may involve a huge or even infinite
amount of data, and in some cases the solution needs to be updated online. Many of these
problems take forms of linear systems, variational inequalities, and convex optimization, as
we have described in Section 1.1. In this section, we will sample a few typical applications
that are well-suited for our algorithmic framework, and will discuss how our methodology
can be applied to address the associated challenges.
1.2.1 Linear Regression and Least Squares
Linear regression models often arise from large-scale applications such as statistical learning,
inverse problems, etc. They assume the relationship between a vector-valued input variable
and a response variable to be linear, and estimate the linear model based on samples of
these variables.
In their simplest form, linear regression can be cast as the following weighted least
squares problem
min ||Cx - d||,
XER"
where C is an m x n matrix with m > n, and || - 1 is a weighted Euclidean norm with
( being a vector with positive components, i.e. ||y||2 = Em ,(sy?. Here the ith row of C,
denoted by c', is the ith sample of the input vector, and the ith entry d, denoted by di, is
the corresponding ith sample of the response value. The row dimension m is equal to the
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number of data samples, so it can be a huge number. The weight vector ( can be viewed
as a vector of importance or confidence weights associated with the samples.
This least squares problem is equivalent to the n x n system Ax = b where
m m
A =C'EC = cic', b = C'Ed = icidi,
i=1 i=1
and E is the diagonal matrix that has the components of ( along the diagonal. Calculating
A and b exactly often requires high-dimensional vector operations, which, however, can be
performed approximately using Monte Carlo sampling and low-dimensional computation.
For an example, we can generate a sequence of i.i.d. (independent identically distributed)
indices {i 1, ... , ik} according to a distribution (, and estimate A and b using sample averages
k k
Ak = E (t citc'/, bk = ( i itdit.
t=1 t t=1
In this way, each sample of (A, b) only involves a single data point (ci, di).
For regression problems of huge dimension, it is often suggested to approximate the
solution within a lower dimensional subspace
S = { X E R'}
where d is an n x s matrix whose columns can be viewed as features/basis functions, in the
spirit of Galerkin and Petrov-Galerkin approximation (see e.g., Krasnoselskii et al. [Kra72],
Saad [Saa03]). The approximation is a least squares problem taking the form
min ||CDx - d|||,
and is equivalent to the s x s linear system Ax = b with
m n n m n
i=1 j= 1 i=1 j=1
where #' is the ith row of 4, and cij is the (i, j)th component of C. Again, the system
of equations involves sums of a large number of relatively simple terms. This motivates
us to use samples of A and b, instead of calculating their exact values. For example, we
may generate a sequence of i.i.d. indices {ii,... , ik} according to a distribution (, and then
generate two sequences of state transitions {(iiji), . . . (ik,jk)} and {(ii,t1), . . . (ikk)}
independently according to transition probabilities pij. We may then estimate A and b
19
using samples averages
2  k k
Ak k tZ (it bktptf k t= {jtit2
Simulation-based noniterative methods using the formulation of this example were proposed
in Bertsekas and Yu [BY09], while iterative methods for nonsingular systems were proposed
in Wang et al. [WPB09] and tested on large-scale inverse problems in Polydorides et al.
[PWB10]. In cases where the system Ax = b may have multiple solutions, the convergence
properties of simulation-based iterative methods is an interesting subject, which we address
in Chapter 2.
1.2.2 Approximate Dynamic Programming
The field of approximate solution methods for dynamic programming (DP) problems of huge
state/action space is known as approximate dynamic programming (ADP) or reinforcement
learning (RL). An important DP method is the policy iteration (PI) algorithm, which
involves repeating two steps: (i) the policy evaluation step: estimating the associated cost
of a policy; (ii) the policy improvement step: improving the policy by one-step lookahead
based on the cost obtained in the preceding step. Evaluating the cost per state for a given
policy is an essential step in PI. This problem can often be formulated into a system of
equations that is commonly known as Bellman's equation.
For an m-state Markovian decision process, Bellman's equation for evaluating a given
policy takes the form
J = TJ,
where J is a cost vector in Rm, and T : R' - m is a linear mapping defined as
TJ = g + aPJ,
where P is a matrix of transition probabilities, a is a scalar in (0, 1], and g is a vector of
transition costs. Both P and g are associated with the policy that is being evaluated.
Projected Bellman's Equations
For large DP problems, exact policy evaluation can be slow or even intractable. In such
cases, the cost vector is often approximated by using a linear combination of basis function-
s/features, and the approximation belongs to a low-dimensional subspace
S = {<bX I X E Rx},
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where 1D is an m x n matrix with columns being the basis functions and m > n. We will
consider the well-known projected equation method, which has a long history in scientific
computation in the context of Galerkin methods (see e.g., [Kra72]). However, the use
of Monte Carlo estimation differentiates the methods discussed here from the Galerkin
methodology.
Let us focus on the discounted DP problem. Consider J = TJ = g + aPJ, where
a C (0, 1) and P is the transition probability matrix of an irreducible Markov chain. We
solve instead the projected equation
4 = UsT(zx) - s(g + aP4x),
where PS denotes projection on S with respect to some weighted Euclidean norm .
The vector ( is the invariant distribution vector of the Markov chain, and has positive
components. The projected equation can be cast as the linear system Ax = b with
A = 'E (I - aP)@, b = E g.
where E is the diagonal matrix with the distribution vector ( along the diagonal. To estimate
A and b, we may generate a sequence of transitions {ii, i 2 , ... } according to the transition
probability matrix P. Then we estimate
Ik k
Ak = k E ~t)(tj a(t&i+)) bk = kY $(it )git ,
t=1 t=1
where #(i)' denotes the ith row of (D. Since ( is the invariant distribution of P, we can
verify by the strong law of large numbers for irreducible Markov chains that Ak -* A and
bk - b with probability 1.
Solution of the projected equation zx = HT(1x) based on the estimates Ak and bk are
known as temporal difference methods. In particular, the matrix inversion method Ak-jbk is
known as LSTD(0), and the iterative method using an appropriate choice of Gk is known as
LSPE(0) (first proposed by Bradtke and Barto [BB96b], and followed up by Boyan [Boy02),
and Nedic and Bertsekas [NB03]). The convergence and rate of convergence of LSPE and
LSTD has been established in [KonO2] and [YB09]. It has been conjectured in [Ber09] that
a unified framework for these iterations exists. For a review of various versions of temporal
difference methods and their convergence issues we refer to the survey paper by Bertsekas
[Berl0]. A recent paper by Bertsekas [Berlb] considers the extension of temporal difference
methods for solution of general projected equations based on simulation.
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Aggregation Approach for Bellman's Equations
An alternative to the projected equation approach is the aggregation approach for policy
evaluation. This approach also approximates the cost vector by J 1 4x, but formulates
a smaller-scale problem by introducing aggregate states instead of projecting the Bellman
equation. Consider the approximate solution of J = TJ = g + aPJ. We solve instead the
aggregation equation
x = DT(Dx) = D(g + aP4x),
where D is an n x m matrix and J1 is an m x n matrix. The distinguishing feature of D and
D is that their rows are probability distributions, known as the aggregation distributions and
disaggregation distributions, respectively. In a recent paper by Yu and Bertsekas [YB12], it
has been shown that the aggregate equation can be viewed as a projected equation where
the projection is with respect to a semi-norm.
There are many open problems related to the application of Monte Carlo linear algebra
to projected equations and aggregate equations arising from ADP. The convergence and
rate of convergence properties of stochastic iterative methods need to be investigated in
specific contexts of ADP on an individual basis. The analysis and results are closely tied
to the formulation of Bellman's equation in conjunction with the special structure of the
simulation algorithms. We will consider a particular type of simulation-based methods for
Bellman's equation in Chapter 2, and provide more detailed analysis and examples.
Approximate Linear Programming Approach
Approximate linear programming is another prominent approach in ADP (see e.g, de Farias
and Van Roy [dFVR03], [dFVR04], and Desai et al. [DFM12]). It also aims to solve large-
dimensional Bellman's equation J = g + aPJ, by using a linear approximation J ~ @z,
with -I being a matrix of basis functions with relatively small column dimension. The high-
dimensional Bellman equation can be approximated by the following linear programming
problem with a large number of constraints:
min c'1 x,
s.t. g + aPx < 4x,
where c (E !R is some weight vector. In this problem, the number of constraints is equal
to the number of states of the original DP problem, so it can be a very large number. In
the literature of approximate linear programming (see [dFVR03], [dFVR04], [DFM12]), the
approximate solution is obtained by sampling a finite number of constraints and solving
instead the smaller linear programming problem. Error bounds have been obtained for
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this approach, which are based on a finite number of samples. The approximate linear
programming is a special case of the convex optimization problem with a large number of
constraints, which we have described in Section 1.1.3.
The difficulty with large number of constraints also arises in general linear programming
problems. They take the form
min c x,
s.t. Ax < b,
where c is a vector in R', A is an m x n matrix, and b is an vector in R"'. For problems
with the number of constraints m being a large number, it will be interesting to apply
our proposed iterative methods, in order to sample the constraints repeatedly and yield
approximate solutions that converge to the optimal solution.
1.2.3 General Projected Equations and Complementarity Problems
Motivated by research in ADP, we can generalize the projected equation approach to the
solution of high-dimensional linear fixed point equation
y = Ay + b,
where A is an n x n matrix and b E Rn, by an approximation over a low-dimensional
subspace y 1 zx. In the Galerkin approximation approach, the high-dimensional problem
y = Ay + b is replaced by the low-dimensional fixed point problem
-x = s(ADx + b).
Classical applications of this approach arise from discretization of partial differential equa-
tions, inverse problems, as well as ADP.
In a constrained variant of the Galerkin approach one may improve the quality of ap-
proximation if the solution of the original fixed point problem is known (or is required) to
belong to some given closed convex set C. Then it typically makes sense to impose the
additional constraint 4x E C, thereby giving rise to the problem of finding x such that
X = Usnc(A4x + b).
This constrained projected equation has been discussed in [Berlb], and was shown to be
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equivalent to the VI
((I - A)<bz* - b)"_;-b(z - x*) ;> 0, V x e {z I <brx E C}.
A serious difficulty for its solution by projection methods is that while the dimension of
x may be small, the constraint set often consists of the intersection of a large number of
constraints (e.g., consider the case when C is the positive orthant). This happens to be a
special case of the VI problems that we have described in Section 1.1.2, so that our proposed
method is likely to apply.
1.2.4 Tensor Factorization
The notion of tensor, a multi-dimensional or multi-way array, has existed for a long time
and recently gained enormous attention from both the academia and the industry. An N-
way tensor is an element of the tensor product of N tensor vector spaces. Tensors can be
viewed as generalizations of matrices, while matrices are two-way tensors. Among a number
of research topics on tensors, factorization is one of the most important subjects. Tensor
factorization can be viewed as a generalization of matrix factorization, but the corresponding
computation methods and their properties differ fundamentally from each other. For a
recent survey on properties of tensor decomposition and computation algorithms, we refer to
the paper by Kolda and Bader [KB09]. There are several types of tensor factorization, which
are for different purposes. We will briefly describe one of them, the Tucker decomposition
first introduced by Tucker [Tuc66], which is a form of compression of high-dimensional
tensors.
Consider a three-way tensor X E RIxJxK. We denote by Xijk the (i, j, k)th element of
X. The Tucker decomposition of X takes the form
X g 9 xi A x 2 B x 3 C,
where g E RPXQxR is a three-way tensor of lower dimensions, A E RIXIP, B E RJxQ, C E
RKxR are the factor matrices, and x,, is an n-mode product. Here g may be viewed as
a lower-dimensional core, while the factor matrices A, B, and C can be viewed as basis
matrices. The elementwise Tucker decomposition is
P Q R
Xijk - ( E ( pqraipbqckr,
p=1 q=1 r=1
where gpq, is the entry of 9, and aip, bjq, ck, are the entries of A, B, and C respectively.
In its simplest form, finding the Tucker decomposition can be formulated as the following
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optimization problem
I J K P Q R 2
Ai EC, -' Xijk -E3 Y9praipbjqckr (1.8)
i=1 j=1 1k=1 p=1 q=1 r=1
Due to the curse of dimensionality, computing tensor factorization is difficult. For this
reason, recent applications have only focused on the decomposition of three-way tensors.
To make the problem even more challenging, many applications formulate the decompo-
sition as constrained versions of of problem (1.8) with special and complex structures. For
example, some applications require the decomposition to be nonnegative, so that g, A, B, C
have nonnegative entries. For another example, it may be necessary that the matrices
A, B, C are orthogonal, or that the columns of one of more particular matrices are vectors
of probability distributions. For a third example, some applications may assume a certain
sparsity structure, so that the problems may either involve constraints that restrict the rank
or the number of nonezero entries of involved quantities to be smaller than a given number,
or add to the objective function some regularization term (e.g., the f-1 norm of the related
quantities).
For tensor decomposition with possibly complicated constraints, efficient optimization
algorithms are of both theoretical and practical interest. We believe that our work on
randomized incremental optimization algorithms is applicable to these problems. It is also
interesting to apply our method to the online decomposition of tensors, possibly with some
dimension growing as the amount of data increases.
1.3 A Summary of the Scope and Objectives of the Thesis
For a general view, research on stochastic methods for large-scale problems can be catego-
rized as dealing with the following two issues:
(a) Simulation implementation and asymptotic behavior of samples/estimates: the imple-
mentation of sampling and the formula of estimation is closely related to the practical
contexts of applications, and the asymptotic properties of samples/estimates are as-
sociated with the simulation process, which we may or may not be able to control.
(b) Convergence and rate of convergence of simulation-based methods: the convergence
may be complicated by the joint effect of singularity, simulation noise, as well as
properties of the problem. These issues are theoretically interesting and important,
and they may provide insights into solving special applications.
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In this PhD research, we focus primarily on the second issue, i.e., the convergence and rate
of convergence of simulation-based methods for nonsingular and singular linear problems,
variational inequalities, as well as convex optimization problems. In what follows, we will
summarize the content of each chapter.
In Chapter 2, we consider the square linear system
Ax = b,
and focus on the case where A is nearly singular or singular. Under certain conditions, the
deterministic iterative methods
Xk+1 - zk - yG(AXk - b),
which contain as special cases the projection/proximal/splitting algorithms, generate se-
quences {xk} that converge to a solution, as long as there exists at least one solution.
However, this convergence property is frequently lost when these methods are implemented
with simulation
Xk+1 = Xk - -yGk(Akxk - bk),
even if Ak, bk, and Gk converge to A, b and G respectively. We discuss in Chapter 2 two
approaches for dealing with this difficulty:
(a) We introduce algorithmic stabilization schemes that guarantee convergence of {xk}
to a solution when A is singular, and may also be used with substantial benefit when
A is nearly singular. These algorithms and analytical results were first given in the
paper [WB13c].
(b) We derive conditions under which convergence may be obtained without a stabiliza-
tion mechanism. By fortunate coincidence, these conditions are often fulfilled in cases
where low-dimensional subspace approximation is used, including ADP/policy eval-
uation methods, and in cases where iterative regression is used. These results were
first given in the paper [WB13b].
While our analysis of Chapter 2 focuses mostly on the case where A is singular, much
of our algorithmic methodology applies to the important case where A is invertible but
nearly singular. Indeed, when simulation is used, there is little difference from a practical
point of view, between the cases where is A is singular and A is nonsingular but highly
ill-conditioned. This is particularly so in the early part of the iterative computation, when
the standard deviation of the simulation noise (Ak - A, bk - b, Gk - G) is overwhelming
relative to the "stability margin" of the iteration.
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In Chapter 3, we consider the solution of strongly monotone variational inequalities of
the form
F(x*)'(x - x*) > 0, for all x E X.
We focus on special structures that lend themselves to sampling, such as when X is the
intersection of a large number of sets:
X = nix,
and/or F is an expected value or is the sum of a large number of component functions:
F(z) = E [ fv(z)] .
We propose new methods that combine elements of random/cyclic constraint projection
for feasibility, as well as stochastic gradient. By successively projecting onto constraint
supersets, these methods no longer maintain the feasibility of the iterates, which was the
basis for convergence of the classical method that uses exact projection. This leads us to
argue that, the incremental projection process makes the iterates approach the constraint
set in a stochastic sense, and eventually ensures the convergence. This convergence analysis
involves a two time-scale convergence argument, and is the key contribution of Chapter
3. Moreover, we analyze the rate of convergence of these methods with various types of
constraint sampling schemes:
(a) Sampling the component constraint sets randomly and nearly independently.
(b) Selecting adaptively the most distant constraint set from the current iterate.
(c) Selecting the constraint sets according to a cyclic rule.
We establish a substantial rate of convergence advantage for random sampling over cyclic
sampling. These algorithms and analysis were first given in the paper [WB12].
In Chapter 4, we extend the methods of Chapter 3 to general convex optimization
problems
min f(x)
xEX
with structures that are suitable for stochastic sampling. In analogy to our research on VIs,
we focus on problems where the objective function is an expected value or is a sum of a large
number of component functions, and the constraint set is the intersection of a large number
of simpler sets. We propose an algorithmic framework for projection-proximal methods
using random subgradient/function updates and random constraint updates, which contain
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as special cases several known algorithms as well as new algorithms. To analyze the con-
vergence of these algorithms in a unified manner, we prove a general Coupled Convergence
Theorem. It states that the convergence is obtained from an interplay between two coupled
processes: progress towards feasibility and progress towards optimality. Moreover, we con-
sider a number of typical sampling/randomization schemes for the subgradients/component
functions and the constraints, and analyze their performance using our unified convergence
framework. These results were first given in the paper [WB13a].
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Chapter 2
Stochastic Iterative Methods for
Singular Linear Systems
We consider the solution of the linear system of equations
Ax = b,
where A is an n x n real matrix and b is a vector in !Rn, by using approximations of A and
b, generated by simulation or other stochastic process. We allow A to be nonsymmetric and
singular, but we assume throughout that the system is consistent, i.e., it has at least one
solution.
We are interested in situations where A and b involve a large sum of components or
more generally can be expressed as expected values, i.e.,
A = E [ Aw] , b = E [bv] .
Such situations often arise from applications involving intensive data and/or stochasticity,
such as linear regression, statistical learning, approximate dynamic programming, consensus
problem, etc. In some of these contexts, Ax = b is a low-dimensional system obtained from
a high-dimensional system through a Galerkin approximation or aggregation process. The
formation of the entries of A and b often requires high-dimensional linear algebra operations
that are impossible to perform without the use of simulation. In another related context, the
entries of A and b may not be known explicitly, but only through a simulator, in which case
using samples or approximations of (A, b) is the most we can expect. For these problems, we
want to solve Ax = b approximately, and in place of A and b, we use simulation-generated
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approximations Ak and bk with
Ak 4- A, bk b,
generated by some random process.
In the case where A is nonsingular, a possible approach is to approximate the solution
A-lb with Ajlbk, since the inverse A- 1 will exist for sufficiently large k. In the case
where A is singular, a pseudoinverse approach comes to mind, whereby we may attempt to
approximate a solution of Ax = b with a pseudoinverse solution Atbk. Unfortunately, this
approach does not work (for example, consider the case where A = 0 and b = 0, so that Ak
and bk are equal to simulation noises, in which case A bk is unlikely to converge as k -> oo).
Another potential approach is to solve a sequence of regularized regression problems
Xk = argminxCn ?AkX - bk 2 I+ Ak X,
where {Ak}, the regularization parameter, is a sequence of positive scalars that diminish
to 0 at an appropriate rate. Under suitable conditions, this approach generates convergent
solutions. However, its computation overhead per iteration involves matrix inversion, and
its rate of convergence is often slow and is strongly affected by the choice of {Ak}, both of
which are not satisfactory.
This motivates the use of iterative methods, which require relatively small computation
overhead per iteration and exhibit linear rate of convergence in the case of zero noise.
Iterative methods for solving linear systems Ax = b take the form
Xk+1 = Xk - yG(AXk - b),
where G is an n x n real matrix, and y is a positive stepsize. Methods of this form have
a long history in numerical computation, including the well known projection method,
proximal method, splitting method, etc. They have been widely used for both singular and
nonsingular systems.
We consider the stochastic version of the iterative method, with A and b replaced with
Ak and bk, i.e.,
Xk+1 = Xk - yGk(AkXk - bk),
where Gk is an n x n real matrix (which may be obtained from Ak and bk or from the
simulation process). Forms of such simulation-based methods have been applied to solving
general projected equations or projected Bellman's equations arising from ADP (see the
books by Bertsekas and Tsitsiklis [BT96], and by Sutton and Barto [SB98a]). To our
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knowledge, all of the existing works on simulation-based methods assume that the system
Ax = b has a unique solution (an exception is [Ber1lb], which considers, among others,
simulation-based algorithms where A is singular and has a special form that arises in ADP).
Unfortunately, in cases of general singular systems, the convergence of these methods is often
impaired by the stochastic noise even if its deterministic counterpart is convergent.
The goal of this chapter is to address the convergence issue of simulation-based iterative
methods for solving singular linear systems. In Section 2.1, we revisit the convergence of the
deterministic iteration, and derive its necessary and sufficient condition through a special
nullspace decomposition. In Section 2.2, we consider the stochastic version of the iterative
method, make assumptions on the simulation process, and illustrate some practical simu-
lation contexts for obtaining the estimates Ak and bk. Moreover, we explain the potential
divergence of these methods due to the use of Monte Carlo estimates. In Section 2.3, we
propose a general stabilization scheme that modifies the possibly divergent stochastic iter-
ations to become convergent with probability 1. In Section 2.4, we identify special cases
of the stochastic iterations that are naturally convergent or partially convergent, including
the interesting cases of nullspace-consistent method and iterative regularization method. In
Section 2.5, we discuss some related topics, such as finding examples of iterative methods
that diverge with probability 1, selecting adaptively the stepsize -y based on the simulation
process, and estimating a projection matrix onto the nullspace of A.
Terminology, Notation and Basic facts
We summarize our terminology, our notation, and some basic facts regarding positive
semidefinite matrices. In our analysis all calculations are done with real finite-dimensional
vectors and matrices. A vector x is viewed as a column vector, while x' denotes the corre-
sponding row vector. For a matrix A, we use A' to denote its transpose. The nullspace and
range of a matrix A are denoted by N(A) and R(A), respectively. For two square matrices
A and B, the notation A ~ B indicates that A and B are related by a similarity transfor-
mation and therefore have the same eigenvalues. When we wish to indicate the similarity
P
transformation P, we write A ~ B, meaning that A = PBP-1. The spectral radius of A
is denoted by p(A). We denote by ||All the Euclidean matrix norm of a matrix A, so that
||AJl is the square root of the largest eigenvalue of A'A. We have p(A) < ||All, and we will
use the fact that if p(A) < 1, there exists a weighted Euclidean norm |1 - ||p, defined for an
invertible matrix P as ||xllp = ||P-1xl for all x c R, such that the corresponding induced
matrix norm ||Allp = maxl 1  |i Ax|p = ||P-1AP| satisfies ||Allp < 1 (see Ortega and
Rheinboldt [OR70], Th. 2.2.8 and its proof, or Stewart [Ste73], Th. 3.8 and its proof).
If A and B are square matrices, we write A -< B or B >- A to denote that the matrix
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B - A is positive semidefinite, i.e., x'(B - A)x > 0 for all x. Similarly, we write A -< B
or B - A to denote that the matrix B - A is positive definite, i.e., x'(B - A)x > 0 for all
x # 0. We have A - 0 if and only if A >-- cI for some positive scalar c [take c in the interval
(0, minjj||~ 1 'Az)].
If A >- 0, the eigenvalues of A have positive real parts (see Theorem 3.3.9, and Note
3.13.6 of Cottle, Pang, and Stone [CPS92]). Similarly, if A >- 0, the eigenvalues of A
have nonnegative real parts (since if A had an eigenvalue with negative real part, then for
sufficiently small 6 > 0, the same would be true for the positive definite matrix A + 61 -
a contradiction). For a singular matrix A, the algebraic multiplicity of the 0 eigenvalue
is the number of 0 eigenvalues of A. This number is greater or equal to the dimension of
N(A) (the geometric multiplicity of the 0 eigenvalue, i.e., the dimension of the eigenspace
corresponding to 0). We will use the fact that in case of strict inequality, there exists
a vector v such that Av 4 0 and A 2v = 0; this is a generalized eigenvector of order 2
corresponding to eigenvalue 0 (see [LT85], Section 6.3).
The abbreviations ""+ and "_" mean "converges almost surely to," and "converges
in distribution to," respectively, while the abbreviation "i.i.d." means "independent identi-
cally distributed." For two sequences {Xk} and {y}, we use the abbreviation Xk = O(yk)
to denote that, there exists a constant scalar c > 0 such that ||Xk < cIykj| for all k. More-
over, we use the abbreviation Xo = Eyk) to denote that, there exists c1 , c2 > 0 such that
C1||yk| | jXkz < C2jyk|| for all k.
2.1 Deterministic Iterative Methods
Let us start with the deterministic iteration
Xk+1 = Xk - 'yG(AXk - b). (2.1)
In this section, we will derive a necessary and sufficient condition for the convergence of this
iteration for singular linear systems. Although this condition is essentially a restatement of
known results (see, e.g., [Dax90] and the references cited there), our line of development is
different from those found in the literature and paves the way for the analysis of the related
stochastic methods.
For a given triplet (A, b, G), with b E R(A), we say that this iteration is convergent if
there exists 7 > 0 such that for all y c (0, 7] and all initial conditions xo E R", the sequence
{Xk} produced by the iteration converges to a solution of Ax = b. The following condition,
a restatement of conditions given in various contexts in the literature (e.g., [Kel65], [You72],
[Tan74], [Dax90]), is both necessary and sufficient for the iteration to be convergent.
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Assumption 2.1
(a) Each eigenvalue of GA either has a positive real part or is equal to 0.
(b) The dimension of N(GA) is equal to the algebraic multiplicity of the eigenvalue
0 of GA.
(c) N(A) = N(GA).
To show that the iteration (2.1) is convergent under Assumption 2.1, we first derive a
decomposition of GA, which will also be useful in the analysis of the stochastic iterations.
Proposition 2.1 (Nullspace Decomposition) Let Assumption 2.1 hold. The
matrix GA can be written as
GA = [U V] N [U V]/, (2.2)
0 HI
where
U is a matrix whose columns form an orthonormal basis of N(A).
V is a matrix whose columns form an orthonormal basis of N(A)'.
N = U'GAV.
H is the square matrix given by
H = V'GAV, (2.3)
and its eigenvalues are equal to the eigenvalues of GA that have positive real
parts.
Proof. Let U be a matrix whose columns form an orthonormal basis of N(GA), and let V
be a matrix whose columns form an orthonormal basis of N(GA)'. We have
[U V]'GA[U V] = U'GAU U'GAV
V'GAU V'GAV
where we used the fact GAU = 0, so that U'GAU = V'GAU = 0. Clearly [U V] is
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0
0
U'GAV
V'GAV
0
0 I ,
N
H
(2.4)
orthogonal, since [U V][U V]' = UU' + VV' = I and [U V]'[U V] [U uI
0 V'VI
Therefore Eq. (2.12) follows from Eq. (2.4).
From Eq. (2.4), the eigenvalues of GA are the eigenvalues of H plus 0 eigenvalues whose
number is equal to the dimension of N(GA). Thus by Assumption 2.1(a), the eigenvalues
of H are either 0 or have positive real parts. If H had 0 as an eigenvalue, the algebraic
multiplicity of the 0 eigenvalue of GA would be strictly greater than the dimension of
N(GA), a contradiction of Assumption 2.1(b). Hence, all eigenvalues of H have positive
real parts. U
The significance of the decomposition of Prop. 2.1 is that in a scaled coordinate system
defined by the transformation
y = U'(x - x*), z = V'(x - x*),
where x* is a solution of Ax - b, the iteration (2.1) decomposes into two component
iterations, one for y, generating a sequence {Yk}, and one for z, generating a sequence {zk}.
The iteration decomposition can be written as
Xk x* + Uyk + Vzk,
where Yk and Zk are given by
Yk = U'(xk - x*), Zk =V'(Xk - x*),
and are generated by the iterations
Yk+1 = Yk -y NZk, Zk+1 - ZkH- HZk. (2.5)
Moreover the corresponding residuals rk = Axk - b are given by
rk = AVzk.
By analyzing the two iterations for Yk and zk separately, we have the following result.
Proposition 2.2 (Convergence of Deterministic Iterative Methods)
Assumption 2.1 holds if and only if iteration (2.1) is convergent, with -y E (0,57)
where
min 2 a + bi is an eigenvalue of GA, a > 0} (2.6)
a2+2a
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and the limit of iteration (2.1) is the following solution of Ax = b:
= (UU' - UNH 1V')xo + (I + UNH-V')x*, (2.7)
where xO is the initial iterate and x* is the solution of Ax = b that has minimum
Euclidean norm.
Proof. To outline the proof argument, let us write the component sequences {Yk} and {zk}
as
k-1
yk = yo - -N Z(I - yH)tzo, zk = (I - -yH)kzo.
t=o
According to Prop. 2.1, the eigenvalues of H are equal to the eigenvalues of GA that have
positive real parts. Let a + bi be any such eigenvalue, and let -y be any scalar within the
interval (0,;7). By using Eq. (2.6) we have
2a
a
2 + b2 '
or equivalently,
1 - -y(a + bi)| < 1.
Therefore by taking -y E (0, -y), all eigenvalues of I - -yH are strictly contained in the unit
circle. In fact, we have p(I - yH) < 1 if and only if -y (0,;7), and p(I - yGA) < 1 if
and only if -y E (0, 7]. Thus for all 7y C (0,;7) there exists an induced norm || - |Ip such that
II - H I lp < 1. Therefore Zk -+ 0, while yk involves a convergent geometric series of powers
of I - yH, so
k-1
lim yk = yo - -yN lim (I - 7H)t) zo = yo - NH- 1zo.k--oo k-x t=0
By using the expression yo = U'(xo - x*) and zo = V'(xo - x*) we further have
lim xk = x* + Uyo - UNH'zo
k--+oo
= x* + UU'(xo - x*) - UNH-V'(xo - x*)
= (UU' - UNH -V')xo + (I + UNHl-V')x*,
where the last equality uses the fact UU'x* = 0 [since x* is the minimum norm solution, it
is orthogonal to N(A), so U'x* = 0]. U
The limit , given by Eq. (2.7) can be characterized in terms of the Drazin inverse of
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GA, which is denoted by (GA)D (see the book [CM91] for its definition and properties).
According to a known result ([EMN88] Theorem 1), it takes the form
& = (I - (GA)(GA)D)xo + (GA)DGb. (2.8)
Note that - consists of two parts: a linear function of the initial iterate xo and the Drazin
inverse solution of the linear system GAx = Gb. Indeed we can verify that the expressions
(2.7) and (2.8) for 2 are equal. 1
The preceding proof of deterministic convergence shows that under Assumption 2.1,
the stepsizes -y that guarantee convergence are precisely the ones for which I - "yH has
eigenvalues strictly within the unit circle.
Classical Algorithms and Applications that Satisfy Assumption 2.1
We will now discuss some special classes of methods and problems for which Assumption
2.1 is satisfied. Because this assumption is necessary and sufficient for the convergence of
iteration (2.1) for some y > 0, any set of conditions under which this convergence has been
shown in the literature implies Assumption 2.1. In this section we collect various conditions
of this type, which correspond to known algorithms of the form (2.1) or generalizations
thereof. These fall in three categories:
(a) Projection algorithms, which are related to Richardson's method.
'We use a formula for the Drazin inverse for 2 x 2 block matrices (see [C108]), which yields
(GA)D = [U V] [ N D [U V]' [U V] [ NHI-2 [U V]'.
Then we have
UU' -UNH -V' = [U V] I N -H [U V ]'= [U V] I - [_ ] [0 N ) [U V]' = I - (GA)(GA)D.
The minimum norm solution is given by
x* [U V] H0_ [U V ] Gb,
so by using the equation UU' + VV' = I, we have
(I + UNH-lV')x* = [U V] I NH- 1 [U V]' [U V] H [U V]' Gb
= [U V] 0 H- U V]'Gb
= (GA)DGb.
By combining the preceding two equations with Eq. (2.7), we obtain
x = (UU' - UNH- V')xo + (I + UNH -V')x* = (I - (GA)(GA)D)xo + (GA)DGb,
so the expressions (2.7) and (2.8) for z coincide.
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(b) Proximal algorithms, including quadratic regularization methods.
(c) Splitting algorithms, including the Gauss-Seidel and related methods.
In their most common form, both projection and proximal methods for the system
Ax = b require that A > 0, and take the form of Eq. (2.1) for special choices of 'y and G.
Their convergence properties may be inferred from the analysis of their nonlinear version-
s (originally proposed by Sibony [Sib70], and Martinet [Mar70], respectively). Generally,
these methods are used for finding a solution x*, within a closed convex set X, of a varia-
tional inequality of the form
f(x*)'(x - x*) > 0, V x E X, (2.9)
where f is a mapping that is monotone on X, in the sense that (f(y) - f(x))'(y - x) > 0,
for all x, y E X.
For the special case where f(x) = Ax-b and X = R", the projection method is obtained
when G is positive definite symmetric, and is related to Richardson's method (see e.g.,
[HY81]). Then strong (or weak) monotonicity of f is equivalent to positive (or nonnegative,
respectively) definiteness of A. The convergence analysis of the projection method for the
variational inequality (2.9) generally requires strong monotonicity of f (see [Sib70]; also
textbook discussions in Bertsekas and Tsitsiklis [BT89], Section 3.5.3, or Facchinei and
Pang [FPO3], Section 12.1). When translated to the special case where f(x) = Ax - b and
X = Rn , the conditions for convergence are that A > 0, G is positive definite symmetric,
and the stepsize 'y is small enough. A variant of the projection method for solving weakly
monotone variational inequalities is the extragradient method of Korpelevich [Kor76] [see
case (ii) of Prop. 2.3],2 which allows the use of a projection-like iteration when A > 0 (rather
than A >- 0). A special case where f is weakly monotone [it has the form f(x) = 'f(Iz)
for some strongly monotone mapping f] and the projection method is convergent was given
by Bertsekas and Gafni [BG82].
The proximal method, often referred to as the "proximal point algorithm," uses 7 E (0, 1
and
G = (A + 0I)-1,
2The extragradient method for solving the system Ax = b with A >- 0 is usually described as follows:
at the current iterate Xk, it takes the intermediate step Xk - #(Axk - b) where # is a sufficiently
small positive scalar, and then takes the step Xk+1 -X - 'Y(Azk - b), which can also be written as
Xk+1 - Xk - Y(I - #A)(Axk - b). This corresponds to G = I in part (ii) of Prop. 2.3. For a convergence
analysis, see the original paper [Kor76], or more recent presentations such as [BT89], Section 3.5, or [FPO3],
Section 12.1.2. The terms "projection" and "extragradient" are not very well-suited for our context, since
our system Ax = b is unconstrained and need not represent a gradient condition of any kind.
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where # is a positive regularization parameter. An interesting special case arises when
the proximal method is applied to the system A'E- 1Ax - A'E-lb, with E: positive
semidefinite symmetric; this is the necessary and sufficient condition for minimization of
(Ax - b)'E- 1 (Ax - b), so the system A'E-1 Ax = A'E-lb is equivalent to Ax = b, for A
not necessarily positive semidefinite, as long as Ax = b has a solution. Then we obtain the
method Xk+1 = Xk - -yG(AXk - b), where -y E (0, 1] and
G = (A'E- 1A + I)- 1A' E-1.
The proximal method was analyzed extensively by Rockafellar [Roc76] for the variational
inequality (2.9) (and even more general problems), and subsequently by several other au-
thors. It is well-known ([Mar70], [Roc76]) that when f is weakly monotone, the proximal
method is convergent.
There are several splitting algorithms that under various assumptions can be shown to
be convergent. For example, if A is positive semidefinite symmetric, (B, C) is a regular
splitting of A (i.e. B + C = A and B - C >- 0), and G = B- 1 , the algorithm
xk+1 = Xk - B-1 (Axk - b),
converges to a solution, as shown by Luo and Tseng [LT89]. Convergent Jacobi and asyn-
chronous or Gauss-Seidel iterations are also well known in dynamic programming, where
they are referred to as value iteration methods (see e.g., [Ber07], [Put94]). In this context,
the system to be solved has the form x = g + Px, with P being a substochastic matrix, and
under various assumptions on P, the iteration
Xk+1 = Xk - TY((I - P)xk - 9), (2.10)
can be shown to converge asynchronously to a solution for some -Y E (0, 1]. Also asyn-
chronous and Gauss-Seidel versions of iterations of the form (2.10) are known to be con-
vergent, assuming that the matrix P is nonnegative (i.e., has nonnegative entries) and
irreducible, with p(P) = 1 (see [BT89], p. 517). In the special case where P or P' is an
irreducible transition probability matrix and g = 0, the corresponding system, x = Px,
contains as special cases the problems of consensus (multi-agent agreement) and of finding
the invariant distribution of an irreducible Markov chain (see [BT89], Sections 7.3.1 and
7.3.2).
The following proposition collects various sets of conditions under which Assumption
2.1 holds. Condition (i) is related to the projection method, condition (ii) is related to
the extragradient method, conditions (iii)-(iv) are related to the proximal method, and
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condition (v) is related to the splitting method. Some of these conditions [(iii)-(iv)] can
also be shown by applying Prop. 2.2 in conjunction with known convergence results that
have appeared in the literature just cited.
Proposition 2.3 (Special Cases of (A, b, G) in Convergent Iterations [WB13c]
Assumption 2.1 is satisfied if any one of the following conditions hold:
(i) A = VM1 , where 4) is an m x n matrix, M is an m x m matrix such that
w'Mw > 0 for all w C R(4) with w # 0, and G is a symmetric matrix such
that v'Gv > 0 for all v E N(4)' with v # 0.
(ii) G = C - pOAG, where C is an invertible matrix such that OA - 0 and 3 is a
sufficiently small positive scalar.
(iii) A - 0 and G = (A + 01)-', where / is any positive scalar.
(iv) G = (A'E- 1A + I)- 1A'Z , where E >- 0 is symmetric and 3 is any positive
scalar.
(v) A > 0 is symmetric, (B, C) is a regular splitting of A (i.e. B + C = A and
B - C >- 0), and G = B- 1 .
Proof. (i) First we claim that
(2.11)
Indeed, if x is such that Ax = 0 and x 5 0, we have x'Ax = 0 or equivalently x'J?'MJx = 0.
Since by assumption, (z)'M(x) > 0 for 4x 5 0, we must have 4x = 0 and it follows
that N(A) C N(4). Also if Dx = 0, then Ax = 0, showing that N(A) D N(4). Thus
we have N(A) = N(4), and the same argument can be applied to A' = 'M'4 to show
that N(A') = N(4) = N(A). Finally, to show that N(GA) = N(A), note that clearly
N(GA) D N(A). For the reverse inclusion, if x E N(GA), we have Gv = 0, where v Ax,
so v E R(A) = N(A')' = N(Q)'. Thus by the assumption on G, we must have v = 0 and
hence x E N(A).
We will derive the decomposition of Prop. 2.1 by letting U and V be the orthonormal
bases of N(A) and N(A)' respectively. We have
LU'GAU U'GAV[U V]'GA[U V] =
V'GAU V'GAV
0
0
U'GAV
V'GAV I ,
0
0
N
H
39
(2.12)
N(4D) = N(A) = N(A') = N(GA).
Consider the matrix H = V'GAV. We have
H =V'GAV =V'G[U V][U V]'AV =V'G(UU' +VV')AV = (V'GV)(V'AV), (2.13)
where the last equality uses the fact N(A) = N(A') shown earlier, which implies that
A'U = 0 and hence U'A = 0. The assumption on G implies that the matrix V'GV is
symmetric positive definite, so it can be written as V'GV = DD where D is symmetric
positive definite. Thus from Eq. (2.13), V'GAV is equal to DD(V'AV), which is in turn
similar to D(V'AV)D.
Since V is an orthonormal basis of N(GA)' = N(A)l = N(D)', the matrix DV has
independent columns that belong to R(1), so V'AV = (@V)'M( V) >- 0. It follows that
D(V'AV)D >- 0, so D(V'AV)D has eigenvalues with positive real parts, and the same is
true for the similar matrix H = V'GAV. Thus, from Eq. (2.12), GA has eigenvalues that
either are equal to 0 or have positive real parts, and the algebraic multiplicity of the 0
eigenvalue of GA equals the dimension of N(GA).
(ii) We note that
GA = OA - #(OA) 2 .
The idea of the proof is that the term -3(GA) 2 adds a positive real part to any purely
imaginary eigenvalues of GA, thereby satisfying Assumption 2.1(a). Indeed, each eigenvalue
A of GA has the form A =y- 3p2 , where p is a corresponding eigenvalue of OA. Since
GA >- 0, either y 0 in which case A = 0, or y has positive real part, in which case the
same is true for A where 3 is sufficiently small, or p is purely imaginary in which case the
real part of A is 3pl2 and is positive. Thus Assumption 2.1(a) holds for # sufficiently small.
Also for 3 sufficiently small, the algebraic multiplicity of 0 eigenvalue of GA is equal to
the algebraic multiplicity of 0 eigenvalue of GA. Since GA >- 0, the algebraic multiplicity
of 0 eigenvalue of GA is equal to the dimension of N(GA), 3 which is less or equal to the
dimension of N(GA). It follows that the algebraic multiplicity of a 0 eigenvalue of GA is
less or equal to the dimension of N(GA), so it must be equal, and Assumption 2.1(b) holds.
Finally, G = 0(1 - #3AG), where C is invertible and I - #AG is invertible for sufficiently
small 0, so G is invertible and Assumption 2.1(c) holds.
3 For an arbitrary matrix A >- 0, the algebraic multiplicity of the eigenvalue 0 is equal to the dimension
of N(A). For a proof, note that if this is not so, there exists v such that Av # 0 and A 2v = 0. Let u = Av
so that Au = A 2 v = 0. Now for any # > 0 we have
(u -3v)'A(u - Ov) = -3u'Av + fl2v'Av = -u'u + '32 v'u.
By taking # to be sufficiently close to 0 we have (u - 3v)'A(u - #v) < 0, arriving at a contradiction.
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(iii) Let A = WQW' be a Schur decomposition of A, where W is unitary and Q is upper
triangular with the eigenvalues of A along its diagonal (for the existence and properties of a
Schur decomposition, see references on linear algebra, such as [Bel70], Chapter 11, [Gol91],
Section 6.3, or [TB97], Lecture 24). We have
GA = (A + /I)- 1A = (WQW' + /I)-'WQW' = W(Q + /I)- QW'.
Note that (Q + 31)-1 is the inverse of an upper triangular matrix so it is upper triangular,
and (Q + 1)-'Q is the product of upper triangular matrices, so it is also upper triangular.
Thus we have obtained a Schur decomposition of GA. Let a + bi be an eigenvalue of A,
which is also a diagonal entry of Q. Then the corresponding eigenvalue of GA is
a+bi a2-+aO +b 2-+ Obi
a-+ +bi (a +0) 2 -+b 2
Since A >- 0, each eigenvalue of A has nonnegative real part. It follows that each eigenvalue
of GA either is equal to 0 (a = b = 0) or has positive real part (a 2 + a/ + b2 > 0 if
a / 0 or b # 0). Thus Assumption 2.1(a) is satisfied. Moreover, since G is invertible,
N(GA) = N(A) [cf. Assumption 2.1(c)]. Also note that an eigenvalue of GA equals 0 if
and only if the corresponding eigenvalue of A equals 0, which implies that the algebraic
multiplicities of the eigenvalue 0 for GA and A are equal. It follows that Assumption 2.1(b)
is satisfied since A - 0, and the algebraic multiplicity of the 0 eigenvalue of any positive
semidefinite matrix is equal to the dimension of its nullspace.
(iv) We have
GA = (A'E-'A + OI)-'A'E-'A (A + /I)-'A, (2.14)
where A = A'E-'A. Thus GA has the form of case (iii), and hence satisfies conditions
(a) and (b) of Assumption 2.1. To prove condition (c), note that from Eq. (2.14) we have
N(GA) = N(A'E-1A), while from the argument of case (i) [cf. Eq. (2.11)], N(A'E-'A) -
N(A). Thus, N(GA) N(A) and Assumption 2.1(c) is satisfied.
(v) Using the facts A > 0 and B - C > 0, we have 2B = A + (B - C) > 0 so that B > 0.
By the symmetry of A > 0 we have A = A1/ 2 A1/ 2 where A1/ 2 > 0 is also symmetric. Let
the diagonal decomposition of A'/ 2 be
A 1/2 = [U V ] 0 [U V ]'
0 A
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where A is positive diagonal, V is an orthonormal basis of N(A)' = R(A), and U is an
orthonormal basis of N(A). Let E = UU' and we have
A1/2+E = [U V] [ [U V]', A1/ 2 (A 1/2+E)-1 = [U V] 01[U V] = VV'.
0 A 0 A-1Aj
By using the invertibility of A 1/ 2 +E, the fact A1/2VV' = A 1/ 2 , and the preceding relations,
we write
GA B-'A = B- A1/2 A1/2
~ (A1/ 2 + E)B-'A 1/ 2A 1/2 (A1/ 2 + E)-1
( A 1/ 2 + E)B 1 A11/2VV
= A1/ 2 B- 1Ai/2 + EB- 1A/ 2
By using the diagonal decomposition of A1/ 2 we further obtain
A 1/2B-1 A 1/ 2 = [U V] [ [U V]',
0 AV'B-1V A
Since B > 0 and VA-1 is full rank, we have A- 1 V'BVA- 1 >- 0 and its eigenvalues have
positive real parts. It follows that the eigenvalues of its inverse AV'B-VA also have
positive real parts. Also note that V'E = 0 and A1/ 2 U = 0, so we have
EB-1A1/2 = [U v] EB [U V]' =[U V] 0 L' [U V]',V'EB-1A 1/2 U V'EB-1A1/2 V 0 0
where L = U'E- 1A1/2V. Finally, we have
GA ~ [U V] 0 $ [U V]' + [U V] [ L] [U V]' ~ . (2.15)
0 AV'B-1V A 0 0 0 AV'B-'V A
According to Eq. (2.15), eigenvalues of GA either have positive real parts or are equal to
0. Also the number of 0 eigenvalues of GA is equal to the dimension of N(A1/ 2 ) = N(A).
Therefore GA satisfies parts (a) and (b) of Assumption 2.1. Finally since G B- 1 is
invertible, Assumption 2.1(c) is also satisfied. M
The following examples describe several interesting applications where Prop. 2.3 applies.
Example 2.1 (Overdetermined Least Squares Problem) Consider the weighted least
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squares problem
min ||Cx - d\| ,
where C is an m x n matrix with m > n, and || - ||g is a weighted Euclidean norm with (
being a vector with positive components, i.e. ||yJ| EI (y2. This problem is equivalent
to the n x n system Ax = b where
A = C'EC, b C'Ed,
and E is the diagonal matrix that has the components of ( along the diagonal. Here A is
symmetric positive semidefinite, and with the choices of G given by Prop. 2.3(i),(iii),(iv),(v),
Assumption 2.1 is satisfied.
The following examples involve the approximation of the solution of a high-dimensional
problem within a lower dimensional subspace
S = {Qx I x E R7} ,
where 4 is an m x n matrix whose columns can be viewed as features/basis functions, in the
spirit of Galerkin and Petrov-Galerkin approximation (see e.g., Krasnoselskii et al. [Kra72],
Saad (Saa03]).
Example 2.2 (Least Squares with Subspace Approximation) Consider the least squares
problem
min ||Cy - d11,
where C and d are given s x m matrix and vector in RS, respectively, and | - is the
weighted Euclidean norm of Example 2.1. By approximating y within the subspace S
{ x x c R4I}, we obtain the least squares problem
min ||Cx - d|| .
This is equivalent to the n x n linear system Ax - b where
A = 4'C'ECQ, b = ('C'Bd.
Similar to Example 2.1, A is symmetric positive semidefinite. With the choices of G given
by Prop. 2.3(i),(iii),(iv), (v), Assumption 2.1 is satisfied. Simulation-based noniterative
methods using the formulation of this example were proposed in Bertsekas and Yu [BY09],
while iterative methods were proposed in Wang et al. [WPB09] and tested on large-scale
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inverse problems in Polydorides et al. [PWB10]. The use of simulation may be desirable
in cases where either s or m, or both, are much larger than n. In such cases the explicit
calculation of A may be difficult.
The next two examples involve a nonsymmetric matrix A. They arise in the important
context of policy iteration in approximate dynamic programming (ADP for short) as well
as in general Galerkin approximation [Kra72]; see e.g., the books [BT96], [SB98b], [Pow11]
and [Ber12], and the survey [Berlb].
Example 2.3 (Projected Equations with Subspace Approximation) Consider a pro-
jected version of an m x m fixed point equation y = Py + g given by
4x = ll (Pox + g),
where Hf denotes orthogonal projection onto the subspace S with respect to the weighted
Euclidean || - ||g of Examples 2.1 and 2.2 (in ADP, P is a substochastic matrix and g is the
one-stage cost vector). By writing the orthogonality condition for the projection, it can be
shown that this equation is equivalent to the n x n system Ax = b where
A = 'E(I - P)@, b = 'g.
Various conditions guaranteeing that A > 0 or A > 0 are given in [BeYO9] and [Berl], and
they involve contraction properties of the mappings IUgP and P. Examples are standard
Markov and semi-Markov decision problems, where y'E(I - P)y > 0 for all y E R(1) with
y # 0 and an appropriate choice of E, and A >- 0, so with the choices of G given by Prop.
2.3(i),(iii),(iv), Assumption 2.1 is satisfied.
Example 2.4 (Oblique Projected Equations and Aggregation) The preceding exam-
ple of projected equations (x = HU(g + Px) can be generalized to the case where Hg is an
oblique projection, i.e., its range is S = {4x I X E R} and is such that 12 = fl. Let T
be an m x n matrix such that R(I) does not contain any vector orthogonal to R(4), and
let Hg be the weighted oblique projection such that Hgy E S and (y - Uly)'EW = 0 for all
y R'. The optimality condition associated with the projected equation is
'=4)x = 'E(g + P4x),
which is equivalent to the n x n system Ax = b where
A = 'E(I - P)@, b = '"g.
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We don't necessarily have A >- 0 or A >- 0 even if P is a substochastic matrix. With the
choice of G given by Prop. 2.3(iv), Assumption 2.1 is satisfied.
One special case where oblique projections arise in ADP is an aggregation equation of
the form
4x = D(g + aP4x),
where a E (0, 1], D is an n x m matrix, and the n-dimensional rows of 4 and the m-
dimensional rows of D are probability distributions (see [Ber12] Section 7.3.6, and Yu and
Bertsekas [YB12]). Assume that for a collection of n mutually disjoint subsets of the index
set {1, ... , m}, I1, ... , Im, we have dji > 0 only if i E Ii and #i5 1 if i E Ij. Then it can
be verified that D = I hence (DD) 2 = DD, so -(DD is an oblique projection matrix. The
aggregation equation is equivalent to the n x n system Ax = b where
A = I -aDP-, b = Dg.
In standard discounted problems, DP is a stochastic matrix and a < 1. Then iteration
(2.10) where G = I and 7 e (0, 1] is convergent. For additional choices of G such that
Assumption 2.1 is satisfied, we refer to the discussion following Eq. (2.10).
According to Prop. 2.3, we have recovered the main line of analysis of the well known
projection, extragradient, proximal, splitting algorithms, and their generalizations. We
have shown that they all take the form of iteration (2.1), and moreover, their convergence
can be shown by verifying Assumption 2.1. According to Examples 2.1-2.4, these known
algorithms, in their deterministic form, apply to many large-scale applications of interest.
In what follows, we will analyze the convergence of the stochastic counterpart of iteration
(2.1). This method contains as special cases the simulation-based versions of the known algo-
rithms. Consequently, the simulation-based versions of projection/extragradient/proximal/splitting
algorithms can be applied to Examples 2.1-2.4 and generate convergent solutions.
2.2 Stochastic Iterative Methods
We are interested in methods where in place of A and b, we use a simulation-generated
approximation Ak and bk. This yields the stochastic version of the deterministic method
(2.1):
Xk+1 = k - yGk(AkXk - bk), (2.16)
where Ak, bk, and Gk, are estimates of A, b, and G, respectively. Throughout the rest of
the chapter, we make the following assumption regarding the asymptotic convergence of the
estimates.
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Assumption 2.2 The sequence {Ak, bk, G} is generated by a stochastic process such
that
Ak r A, bk - b, Gk 4 G.
In part of our subsequent analysis, we also need an additional assumption regarding the
rate of convergence of the simulation-based estimates.
Assumption 2.3 The simulation error sequence
Ek = (Ak - A,Gk - G,bk - b),
viewed as a (2n 2 + n) -dimensional vector, satisfies
lim sup vk5 E [||Ek1 q < )oo,
k-+oo
for some q > 2.
Assumptions 2.2 and 2.3 are general assumptions
involving a stochastic simulator/sampler. In many of
infinite sequence of random variables
that apply to practical situations
these applications, we generate an
{(Wt, vt) I t = 1, 2,... },
where Wt is an n x n matrix and vt is a vector in R. Then we estimate A and b with Ak
and bk given by
Ak k EWt,
t=1
k
bk = k Vt.
t=1
For instance, the sample sequence may consist of independent samples of a certain dis-
tribution [DMM06] or a sequence of importance sampling distributions. Also, the sample
sequence can be generated through state transitions of an irreducible Markov chain, as for
example in the context of approximate dynamic programming; see [BB96b], [Boy02], [NB03]
and [BerlO], or for general projected equations as in [BY09], [Ber11b]. More detailed de-
scription of some of the simulation contexts will be given in the next section.
Under natural conditions, these simulation methods satisfy Assumption 2.2 based on
a strong law of large numbers argument. Under slightly more restricted conditions (e.g.,
bounded support, subgaussian tail distribution, etc), these simulation methods satisfy As-
sumption 2.3 through forms of the central limit theorem and some concentration inequality
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(2.17)
arguments. 4 A detailed analysis for various situations where Assumption 2.3 holds requires
dealing with technicalities of the underlying stochastic process, and is beyond our scope.
Intuitively, Assumption 2.3 can be validated for most sampling processes that have good
tail properties. In the rare cases where the sampling process may involve heavy tail distri-
butions, it is possible to use increasing numbers of samples between consecutive iterations,
to ensure that the estimates converge fast enough and satisfy Assumption 2.3.
Stochastic algorithms that use Monte Carlo estimates of the form (2.17) have a long
history in stochastic programming and applies to a wide range of problems under various
names (for recent theoretical developments, see Shapiro [Sha03], and for applications in
ADP, see [BT96]). The proposed method in the current work uses increasingly accurate
approximations, obtained from some sampling process, to replace unknown quantities in
deterministic algorithms that are known to be convergent. A related method, known as the
sample average approximation method (SAA), approximates the original problem by using
a We will give a brief proof that Assumption 2.3 holds for the case where Zk = (Ak, bk) = k Et 1(Wt, Vt),
and Zk = (Wk, Vk) are i.i.d. Gaussian random variables with mean z = (A, b) and covariance I. By the
strong law of large numbers we have Zk "-2 Z. We focus on the error (Gk - G). Define the mapping F as
F(Z) = F((Akbk)) - Gk ( A' E 1 Ak + 1) - 1A' E1
so that (Gk - G) = F(Zk) - F(2). By using the differentiability of F (which can be verified by using analysis
similar to Konda [KonO2]) and a Taylor series expansion, we have
IF(Zk) - F(z)|| < L||Z - -z + LHZ1k -- 2,
for Zk within a sufficiently small neighborhood B of z, where L is a positive scalar. By using the boundedness
of F (which can be verified by showing that the singular values of Gk are bounded), we have for some M > 0
and all Zk that
|jF(Zk) - F(-)h <M.
Denoting by Is the indicator function of an event S, we have for any p > 2,
kE [L|Gk - Gf|2p] = kE [J|F(Zk) - F()||2p1kGB} + kE L||F(Zk) - F(2)| 2p{ B
k kE [(L||Zk - z1 + L1k 2 -f||2) 2p2 I + kE LM2ph1 (2.18)
kP L 2 PE [ f Z 2p] + kPO (E [11k - - 2p+1]) + kkM 2 pP (2k V B).
By using the i.i.d. Gaussian assumption regarding Zk, we obtain that Zk - - are zero-mean Gaussians with
covariance I. From this fact and the properties of Gaussian random variables, we have
kE [|Z1--k 2 = const, V k > 0,
and
kPO (E [||7 - 22+ 1]) < O(k|/ k2 P+1) > 0, kPP (Zk V B) < 0 (kpe- ) 0,
By applying the preceding three relations to Eq. (2.18), we obtain that kE [ljGk - G 12 p] is bounded.
Similarly we can prove that kE [IlAk - A1|2p] and kE [Ilbk - b||2p] are bounded. It follows that for any
p > 0,
limsup kE [|Ek |2p] < limsupkPO (E [|Ak - A| 2p] + E [||bk - b| 2p] + E [||Gk - G |2p 1) < 00.
k-*oo k --+oc
Therefore Assumption 2.3 is satisfied. This analysis can be easily generalized to sampling processes with
subgaussian distributions (e.g., bounded support distributions).
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a fixed number of samples obtained from pre-sampling (e.g., see Shapiro et al. [SDR09] for
a book account, and related papers such as Kleywegt et al. [KSHdM02], and Nemirovskii et
al. [NJLS09]). A variant of SAA is the so-called retrospective approximation method (RA),
which solves a sequence of SAA problems by using an increasing number of samples for each
problem (see e.g., Pasupathy [Pas10]). Our method differs from RA in that our algorithm
is an iterative one-time scale method that uses increasingly accurate approximations in
the iteration, instead of solving a sequence of increasingly accurate approximate systems.
Throughout this paper, we avoid defining explicitly {Ak, bk, Gk} as sample averages, so our
analysis applies to a more general class of stochastic methods.
Another related major class of methods, known as the stochastic approximation method
(SA), uses a single sample per iteration and a decreasing sequence of stepsizes {-Yk } to ensure
convergence (see e.g., [BMP90], [Bor08], [KY03], and [Mey07] for textbook discussions,
and see Nemirovski et al. [NJLSO9] for a recent comparison between SA and SAA). Our
methodology differs in fundamental ways from SA. While the SA method relies on decreasing
stepsizes to control the convergence process, our methodology is based on Monte-Carlo
estimates and uses a constant stepsize, which implies a constant modulus of contraction as
well as multiplicative (rather than additive) noise. This both enhances its performance and
complicates its analysis when A is singular, as it gives rise to large stochastic perturbations
that must be effectively controlled to guarantee convergence.
2.2.1 Some Simulation Contexts
Let us illustrate some possibilities for obtaining {Ak, bk, Gk} by using the simulation frame-
work of Eq. (2.17), based on the applications of Examples 2.1-2.4. As noted earlier, the use
of simulation in these applications aims to deal with large-scale linear algebra operations,
which would be very time consuming or impossible if done exactly. In the first application
we aim to solve approximately an overdetermined system by randomly selecting a subset of
the constraints; see [DMM06], [DMMS11].
Example 2.5 (Continued from Example 2.1) Consider the least squares problem of
Example 2.1, which is equivalent to the n x n system Ax = b where
A = C'EC, b = C'Bd.
We generate a sequence of i.i.d. indices {ii,..., ik} according to some distribution (, and
estimate A and b using Eq. (2.17), where
W = c cic'q, = cdit ,(it (it
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c' is the ith row of C, Qi is the ith diagonal component of B, and the probability (i satisfies
(i > 0 if i > 0.
Example 2.6 (Continued from Example 2.2) Consider the least squares problem of
Example 2.2, which is equivalent to the n x n system Ax = b where
A = 'C'BCb, b = 'C'Ed.
We generate i.i.d. indices {ii, ... ,ik} according to some distribution (, and then generate
two sequences of independent state transitions {(ii, ji),... (N, jk)} and {(ii, f1),. .. (, Ek)
according to transition probabilities pij [i.e., given 2k, generate (ik, ik) with probability
Pikjk]. We may then estimate A and b using Eq. (2.17), where
W _ = 1ce c, $2 p' , Vt = (1c~ idt =(iPitjPiO (iP itj
#' is the ith row of D, and cij is the (i, j)th component of C. For this procedure to be valid,
it is necessary that the sampling probabilities satisfy pij > 0 if ei > 0.
Example 2.7 (Continued from Example 2.3) Consider the projected equation of Ex-
ample 2.3, which is equivalent to the n x n system Ax = b where
A = 'E(I - P)4, b = E- .
One approach is to generate a sequence of i.i.d. indices {i 1 , ... , ik} according to some dis-
tribution (, and generate a sequence of state transitions {(ii,ji),... (i4,j)} according to
transition probabilities %ij. We may then estimate A and b using Eq. (2.17), where
(it \ Oitjt /(it
pij denotes the (i, j)th component of the matrix P. For this procedure to be valid, it is
necessary that the sampling probabilities satisfy (i > 0 if (i > 0 and Oij > 0 if pij > 0.
In an alternative approach, which applies to cost evaluation of discounted ADP prob-
lems, the matrix P is the transition probability matrix of an irreducible Markov chain. We
use the Markov chain instead of i.i.d. indices for sampling. In particular, we take ( to be
the invariant distribution of the Markov chain. We then generate a sequence {ii,..., ik}
according to this Markov chain, and estimate A and b using Eq. (2.17), where
Wt = $J(4j - $it±1 i )', Vt = $it9gi.
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k I
It can be verified that Ak = k W - sA and bk = Z vt b by the strong law of
t=1 t=1
large numbers for irreducible Markov chains.
Example 2.8 (Continued from Example 2.4) Consider the projected equation using
oblique projection of Example 2.4, which is equivalent to the n x n system Ax = b where
A = 'E(I - P) , b = 'Eg.
We may generate a sequence of i.i.d. indices {ii, ... , ik} according to some distribution (
generate a sequence of state transitions {(ii , ji), ... , (ikk)} according to some transition
probabilities Oij, and estimate A and b using Eq. (2.17), where
Wt (= -i ~,ORL j Vt t'l/)jtgit
(it \ Oitje (it
V denotes the ith row of the matrix T. For this procedure to be valid, it is necessary that
the sampling probabilities nsatisfy (i > 0 if (i > 0 and Oij > 0 if Pij > 0.
In the special case of the aggregation equation bx = TD(g + aPJDx) where P is a
transition probability matrix, this is equivalent to Ax b where
A = I - aDPQ, b =Dg.
We may generate i.i.d. indices {ii, . . , ik} according to a distribution (, generate a sequence
of state transitions {(ii, ji),... , (i, jI)} according to P, and estimate A and b using Eq.
(2.17), where
Wt = I - a dito$ , vtUt di.(it (it
and di is the ith column of D. The sampling probabilities need to satisfy (j > 0 if gi > 0.
Note that the simulation formulas used in Examples 2.5-2.8 satisfy Assumption 2.2,
and only involve low-dimensional linear algebra computations. In Example 2.5, this is a
consequence of the low dimension n of the solution space of the overdetermined system.
In Examples 2.6-2.8, this is a consequence of the low dimension n of the approximation
subspace defined by the basis matrix -.
For simplicity, we have described the simulation contexts that use only one sample
per iteration. In fact, using multiple samples per iteration is also allowed, as long as
the estimates Ak and bk possess appropriate asymptotic behaviors. While we make some
probabilistic assumptions on Ak, bk, and Gk, the details of the simulation process are not
material to our analysis.
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2.2.2 Convergence Issues in Stochastic Methods
Even if Assumptions 2.1, 2.2, and 2.3 are all satisfied, the stochastic iteration (2.16), which
is the natural analog of the convergent deterministic iteration (2.1), does not necessarily
converge to a solution. In what follows, we provide an overview of the special convergence
issues introduced by the stochastic noise, and set the stage for the subsequent analysis.
Let us consider the simple special case where
Ak = A, Gk = G, (2.19)
so for any solution x* of Ax = b, the iteration (2.16) is written as
xk+1 - X* = (I - yGA)(xk - x*) + -yG(bk - b). (2.20)
If we assume that G(bk - b) e N(GA) for all k, it can be verified by simple induction that
the algorithm evolves according to
k
Xk+1 - x* = (I - -yGA)k(xo - x*) + '-G Z(bt - b). (2.21)
t=o
Since the last term on the right can accumulate uncontrollably, even under Assumption 2.2,
{xk} need not converge and may not even be bounded. What is happening here is that the
iteration has no mechanism to damp the accumulation of stochastic noise components on
N(GA).
Still, however, it is possible that the residual sequence {r}, where
rk = AXk - b,
converges to 0, even though the iterate sequence {xk} may diverge. To get a sense of this,
note that in the deterministic case, by Prop. 2.2, {zk} converges to 0 geometrically, and
since rk = AVzk, the same is true for {rk}. In the special case of iteration (2.20), where
Ak = A and Gk = G [cf. Eq. (2.19)] the residual sequence evolves according to
rk+1 = (I - -yAG)rk + -AG(bk - b),
and since the iteration can be shown to converge geometrically to 0 when the noise term
(bk - b) is 0, it also converges to 0 when (bk - b) converges to 0.
In the more general case where Ak - A and Gk -* G, but Ak # A and Gk 5 G, the
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residual sequence evolves according to
rk+1 = (I - yAGk)rk + -yAGk((A - Ak)(xk - x*) + bk - b),
a more sophisticated analysis is necessary, and residual convergence comes into doubt. If we
can show, under suitable conditions, that the rightmost simulation noise term converges to 0,
then the iteration converges to 0. For this it is necessary to show that (Ak - A)(Xk -x*) -+ 0
so that the noise term converges to 0, i.e., that Ak - A converges to 0 at a faster rate than
the "rate of divergence" of (xk - x*). In particular, if Ak = A, the residual sequence {rk}
converges to 0, even though the sequence {xk} may diverge as indicated earlier for iteration
(2.20).
For another view of the convergence issues, let us consider the decomposition
k = + Uyk + Vzk,
where x* is a solution of the system Ax = b, and U and V are the matrices of the decom-
position of Prop. 2.1, and
yk = U'(xk - x*), Zk = V'(xk - x*). (2.22)
In the presence of stochastic error, yk and zk are generated by an iteration of the form
Yk+1 = yk - yNzk + (k(yk, zk), Zk+1 = Zk -HZkk(yk, Zk), (2.23)
where (k(Yk, zk) and (k(yk, Zk) are random errors that are linear functions of yA and Zk [cf.
Eq. (2.5)]. Generally, these errors converge to 0 if y and zk are bounded, in which case Zk
converges to 0 (since I - -yH has eigenvalues with positive real parts by Prop. 2.1), and so
does the corresponding residual rk = AVzk. However, yk need not converge even if A and
Zk are bounded. Moreover, because of the complexity of iteration (2.23), the boundedness
of y is by no means certain and in fact yk may easily become unbounded, as indicated by
our earlier divergence example involving Eqs. (2.20) and (2.21).
In the rest of the chapter, we will analyze convergence in the general case where the
coupling between yk and Zk is strong, and the errors (k(yk, zk) and (k(yk, Zk) may cause
divergence. For this case, we will introduce in the next section a modification of the iteration
Xk+1 = Xk - -yGk(AkXk - bk) in order to attenuate the effect of these errors. We will then
show that {xk} converges with probability 1 to some solution of Ax = b.
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2.3 Stabilized Stochastic Iterative Methods
In the preceding section we saw that the stochastic iteration
Xk+1 = Xk - '7Gk(AkXk - bk), (2.24)
need not be convergent under Assumptions 2.1 and 2.2, even though its deterministic coun-
terpart (2.1) is convergent. Indeed, there are examples for which both iterates and residuals
generated by iteration (2.24) are divergent with probability 1 (see Section 2.5.1). In the
absence of special structure, divergence is common for iteration (2.24). To remedy this
difficulty, we will consider in this section modified versions with satisfactory convergence
properties.
2.3.1 A Simple Stabilization Scheme
We first consider a simple stabilization scheme given by
Xk+1 = (1 - 6 k)Xk - -yGk (Akxk - bk) , (2.25)
where {4} is a scalar sequence from the interval (0, 1). For convergence, the sequence
{k} will be required to converge to 0 at a rate that is sufficiently slow (see the following
proposition).
The idea here is to stabilize the divergent iteration (2.24) by shifting the eigenvalues of
the iteration matrix I - -jGkAk by - 6 k, thereby moving them strictly inside the unit circle.
For this it is also necessary that the simulation noise sequence {GkAk - GA} decreases to 0
faster than {0} does, so that the shifted eigenvalues remain strictly within the unit circle
with sufficient frequency to induce convergence. The stabilization scheme of Eq. (2.25) may
also help to counteract the combined effect of simulation noise and eigenvalues of I - -yGA
that are very close to the boundary of the unit circle, even if A is only nearly singular
(rather than singular). We provide some related analytical and experimental evidence in
Section 2.3.4.
In order to formulate an appropriate assumption for the rate at which 6 k 4 0, we need
Assumption 2.3 on the convergence rate of the simulation process. The following proposition
shows that if 6 k 4 0 at a rate sufficiently slower than 1/v-, the sequence of iterates {Xk}
converges to a solution. Moreover, it turns out that in sharp contrast to the deterministic
version of iteration (2.24), the stabilized version (2.25) may converge to only one possible
solution of Ax = b, as the following proposition shows. This solution has the form
: = (I + UNH-V')x* = (GA)DGb, (2.26)
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where U, V, N, and H are as in the decomposition of Prop. 2.1, and x* is the projection of
the origin on the set of solutions (this is the unique solution of minimum Euclidean norm).
Note that ,2 is the Drazin inverse solution of the system GAx = Gb, as noted following
Prop. 2.2. A remarkable fact is that the limit of the iteration does not depend on the initial
iterate xo as is the case for the deterministic iteration where 6k 0 [cf. Eq. (2.7) in Prop.
2.2]. Thus the parameter 6 k provides a dual form of stabilization: it counteracts the effect
of simulation noise and the effect of the choice of initial iterate £O.
Proposition 2.4 Let Assumptions 2.1, 2.2, and 2.3 hold, and let { 6 k} C (0,1) be a
decreasing sequence of scalars satisfying
lim ok = 0, lim k(1/ 2 -(,+1)/q) 6k = 00,
k-+oo k-+oo
where E is some positive scalar and q is the scalar of Assumption 2.3. Then there
exists ; > 0 such that for all -y E (0, -] and all initial iterates xO, the sequence {xk}
generated by iteration (2.25) converges with probability 1 to the solution . of Ax = b,
given by Eq. (2.26).
We will develop the proof of the proposition through a series of preliminary lemmas.
Lemma 2.1 Let { 6 k} satisfy the assumptions of Prop. 2.4. Then Ek/ 6 k a 0.
Proof. We first note that such { 6 k} always exists. Since q > 2, there exists E > 0 such that
1/2 - (1 + e)/q > 0 and ki/2-(1+E)/q _ oc, implying the existence of {4} that satisfies the
assumptions of Prop. 2.4 [e.g., we may take ok = (k/2-(1+)/q)-1/2].
Let c be an arbitrary positive scalar. We use the Markov inequality to obtain
P E| e) PEkJE >- C I E ||E . (2.27)
By Assumption 2.3, v'k E[I|Ek ||] is a bounded sequence so there exists c > 0 such that
E -||Ek||~ < - C (2.28)
E 6k eq k
From the assumption limk-,o k(1/ 2 -(l+,)/q) 6k = o, we have
1 (k(1/2-(1+E)/q) 6 ,
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for sufficiently large k. Combining this relation with Eqs. (2.27) and (2.28), we obtain
ck(1/2-(1+e)/q)q c
P (;|Ek| > E) < k/ 2 k1+e
and since e > 0 we obtain
> e < cE kl- <0.
k=1
Using the Borel-Cantelli Lemma, it follows that the event { Ed| > e} occurs only a
finite number of times, so | |Ekj| < e for k sufficiently large with probability 1. By taking
6k
e 4 0 we obtain Ek/ 6 k a- , 0.
Lemma 2.2 Let {0k} satisfy the assumptions of Prop. 2.4, and let f be a function
that is Lipschitz continuous within a neighborhood of (A, G, b). Then
6 f(Ak,Gk,bk) - f( A,G,b)|| * 0.
Proof. If L is the Lipschitz constant of f within a neighborhood of (A, G, b), we have within
this neighborhood
Slf(Ak,Gk,bk) - f(A,G,b)|| < - |(Ak - A,Gk - G,bk - b)|Ok 6k
for all sufficiently large k with probability 1. Thus the result follows from Lemma 2.1.
We will next focus on iteration (2.25), which is equivalent to
Xk+1 = Tksk + 9k,
where
so that we have
Tk = (1 - 60)I - -yGkAk,
Tk s T = I - yGA,
gk = yGkbk,
gk ) g = yGb.
The key of our convergence analysis is to show that Tk is contractive with respect to some
induced norm, and has modulus that is sufficiently smaller than 1 to attenuate the simulation
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P ||E |
k=1
U
0
L
||JE k 11,
noise. To be precise, we will find a matrix P such that
|ITkI|P = ||P-'TkP|| < 1 - cok, (2.29)
for k sufficiently large with probability 1, where c is some positive scalar.
To this end, we construct a block diagonal decomposition of T and Tk. Let Q = [U V]
be the orthogonal matrix defined in Prop. 2.1, and let R be the matrix R I
0
We have
A 0 N] R[ 0]
0 H 0 H
NH-1
I
(2.30)
where the first similarity relation follows from the nullspace decomposition of Prop. 2.1,
and the second follows by verifying directly that
0 NJ
0 HJ
R= 0 N I
0 H 0
NH-1
I _I
NH-]
I I
0
0
0
=R 0 0]
0 H
The matrix H has eigenvalues with positive real parts, so p(I-y{H) < 1 for y > 0 sufficiently
small. Thus there exists a matrix S such that
I-yHI =|I - yS HS| <1.
Denoting = S- 1 HS, we obtain from the above relation
I >- (I - 75)'(I - Yf) = I - -y (5 + ±) + 72ftg,
implying that
H = S- 1HS >- 0. (2.31)
Defining
I
P=QR
0
we can verify using Eq. (2.30) that
GA ~'
0
01
SJ
0l
S-1
0 0 1I 0l
0 H 0 SJ
We are now ready to prove the contraction property of Tk [cf. Eq. (2.29)] by using the
matrix P constructed above. Let us mention that although we have constructed P based
on a single -y, any such P will work in the subsequent analysis.
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NH-1
I I
01
I,
Si
01
H
0
0
(2.32)
(2.33)
0
=[U V| I
0
Proof. By using Eq. (2.32) and Eq. (2.33), we obtain for all k that
(1 - k)I - 7GA ~
(1 - 6 k)I
0
Since H >- 0 [cf. Eq. (2.31)], we have
((1 - o)I - -y5)/((I - 6 )I - Yt) = (1 - 6k)2I - 7(1 - 6k) ( + ft) + 2 ftft
for -y > 0 sufficiently small. It follows that, there exists -y > 0 such that for all E (0, y]
and k sufficiently large
(1 - 60)I - -Y5l < 1 - 6k.
Thus we have
(1 - 6)I - yGA p = (1 60)1
for all y in some interval (0, 7y] and k sufficiently large. Finally, by using the triangle
inequality and the fact O(Ek)/ 6 k a- 0 (cf. Lemma 2.2), we obtain
f1-u)I-ieGl Akre wi ||(1-k)I-GA|p+ ,|GA-GeA|p = 1-k+O(||Ek||s ti 1-coa
for k sufficiently large with probability 1, where c is some positive scalar. 0
Proof. For any solution ,i of Ax = b, using Eq. (2.25) we have
xk+1 - = ((1 - 6 k )I - yGk Ak) (xk - -- ) - 6kx + -Gk(bk - Aks),
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Lemma 2.3 Let the assumptions of Prop. 2.4 hold, and let P be the matrix given
by Eq. (2.32). There exist scalars c, -y > 0 such that for any -y C (0,7y] and all initial
iterates xO, we have
||(1 - o)I - -yGkAk p 1 - C4,
for k sufficiently large with probability 1.
6k )2j
0
(1 - 60I1 7
0 1 - 6k,
(1 - o6)I -flH
from which we obtain
Ixk+1 -- '|P < 1(l -1 01 - GkAkl lpl|x - x||P + o5kIIXIIP + 'y|Gk(bk - Akz)J p,
where ||-|1p is the norm of Lemma 2.3. Since Gk(bk-Ak), = O(Ek) and O(Ek)/6k a.s. 0,
there exists i > 0 such that
4kHXHP + yl|Gk(bk - Ak0) , 6k,
for k sufficiently large with probability 1. Thus by using Lemma 2.3 in conjunction with
the preceding two inequalities, we obtain
IJxk+1 - ±||P < (1 - C6k) |Xk - X||P + C5k-
Hence if |IXk - 2P ;> c/c, we have
||Xk+1 - X HP x k - XflP - cakIlxk - :ISP - C|-k Xk - ZIP,
implying that {xk - 4} is bounded with probability 1, hence {xk} is also bounded with
probability 1. U
Our proof idea of Prop. 2.4 is to start with x*, the solution of Ax = b that has minimum
norm, and to decompose the sequence {Xk - x*} into the two sequences {Uyk} and {Vzk},
which lie in the orthogonal subspaces N(A) and N(A)', respectively. Thus we will view
iteration (2.25) as two interconnected subiterations, one for yA and the other for zk.
Proof of Proposition 2.4: We rewrite iteration (2.25) as
Xk+1 - = ((1 - 6 k)I -yGA)(xk -x*) - 6kx* +y(GA - GkAk) (xk -x*) + Gk(bk - Akx*).
(2.34)
Since {xk} is bounded with probability 1 (cf. Lemma 2.4), we have
(G A - GkAk)(Xk - x*) + -yGk(bk - Akx*) = O(Ek), w.p.1.
Let Q = [U V] be the orthogonal matrix used to construct the decomposition of I - -YGA
in Prop. 2.1. We multiply both sides of Eq. (2.34) with Q' on the left, apply the above
relation, and obtain
Q'(xk+1 - x*) = Q'((1 - 6 k)I - -yGA)QQ'(xk - x*) - 6kQ'x* + O(Ek). (2.35)
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Let us define [cf. Eq. (2.1)]
y = U'(xk - x*), Zk = V'(Xk - x*), Q'(xk - x* )
Then Eq. (2.35) can be rewritten as
[Yk+1Zk+1 _ (1 6 k)I
where we have used the fact U'x* 0, which follows from the orthogonality of x* to
N(A), the subspace that is parallel to the set of solutions of Ax = b. By letting Yk
yA - NH lzk - NH-'V'x*, we have from Eq. (2.36)
Yk+1 = (1 - k) k + O(Ek). (2.37)
We can now analyze the asymptotic behavior of {zk}, {k}, and {y} according to Eqs.
(2.36)-(2.37).
" The zk-portion is given by
Zk+1 ((1 - 6 k )I - -yH)Zk - 6kV'x* + O(Ek),
where (1 - 6k)I- H / E (0, 1) for some norm | |-|s and -y within a sufficiently
small interval (0, -y]. Since 6 k 4 0 and Ek 0, we then obtain zk -+ 0.
* The Qk-portion satisfies that
19k+11 5 (1 - 6k) Q1k| + O(I|Ek||).
Since o' = oc and O(Ek)/k -- 0, it follows from a well-known result that
limoo ||d| = 0 (cf. [Ber99], Lemma 1.5.1) with probability 1. Therefore Qk a-, 0.
" The yk-portion is given by
y = Sk + NH-'zk + NH -V'x*.
By using the earlier result Zk "'4 0 and ik "4 0, we obtain yA 4 NH-V'x*.
To summarize, we have shown that zk -4 0 and yA " NH-lV'x*. Therefore Xk =
x* + Uyk + Vzk converges with probability I to the vector ± = (I + UNH- 1 V')x* given by
ElEq. (2.26).
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=J .
-yN
0 (1 - Sk)I - yH I[yAZk I- 6k I 0V' x I + O(Ek), (2.36)
To understand the convergence mechanism of the algorithm, we may review the line of
proof, for the simpler case where there is no simulation noise, i.e., Ak = A, bk = b, Gk = G.
Then the stabilized iteration (2.25) is equivalent to the decomposed version
Yk+1 = (1 - Jk)Yk - -yNZk, Zk+1 = ((1 - Jk)I - yH)zk - kVX*
[cf. Eq. (2.36)]. The iteration for zk is subject to the slowly varying driving term -3kV'X*,
but has geometrically/fast converging dynamics. As a result the iteration "sees" the driving
term as being essentially constant, and we have Zk -Jk(-yH)-lV'x* for sufficiently large
k. After substituting this expression in the preceding iteration for Yk, we obtain
Yk+1 m (1 - 6 k)Yk + -YkN(yH)-'V'x*,
which yields yk - NH-V'x* and
Xk = x* + Uyk + VZk - (I + UNH-V')x* =.
The preceding argument also provides insight into the rate of convergence of the algo-
rithm. When there is no stochastic noise, the iterates y and Zk operate on two different
time scales. The iteration of zk is naturally contractive, and can be equivalently written as
+ (-yH)-' * ((1 - ok)I - -YH) + (yH)-1V'z*),
6k+1 ok+1 o J
where both sides of the above relation are approximately equal and differ only by a term
decreasing to 0. This implies zk/ 8 k -(-yH)-lV'x*. Therefore Zk converges linearly
to the slowly decreasing bias -k(-YH)-lV'x*. On the other hand, the iteration of yk is
convergent due to the stabilization with modulus (1 - ok). Thus yk converges to its limit
at a rate much slower than the geometric rate.
In the case where the stochastic noise satisfies Assumption 2.3, we have Ek/ 6 k a. s.,
0. Thus the effect of the noise eventually becomes negligible compared with the effect
of stabilization. This suggests that the asymptotic behavior of the stochastic stabilized
iteration is the same with that of the stabilized iteration in the absence of stochastic noise.
We will address this issue in a future publication. Let us also mention that, there may exist
stochastic noise whose asymptotic behavior does not conform to Assumption 2.3. In this
case, as long as we choose a sequence of { 6 } such that Ek/3 k 4 0, the convergence results
of the stabilized iterations still follow.
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2.3.2 A Class of Stabilization Schemes and a Unified Convergence Anal-
ysis
While the stabilization scheme of the preceding section is simple and general, there are
variations of this scheme that may be better suited for specific iterative algorithms. In this
section, we will introduce a broad class of stabilization schemes, within which we will embed
the algorithm of the preceding section. We will provide a unified convergence analysis that
can be applied to that algorithm and other alternative algorithms as well. We will then
discuss several such algorithms in Section 2.3.3.
We first write the deterministic iteration (2.1)
Xk+1 =Xk - -yG(AXk - b)
in the form
Xk+1 = Txk + 9,
where we define
T=I - GA, g=yGb.
We consider the modified/stabilized stochastic iteration
Xk+1 = Tkxk + 9k, (2.38)
where the n x n matrix Tk and the n-dimensional vector gk are approximations of T and g
of the form
Tk = T + 5kD + O(62+||Ek||), gk=g-6kd+O(5k+||Ek||. (2.39)
Here D is an n x n matrix and d is a vector in R" Ik E (0, 1) is the stabilization parameter,
and Ek represents the simulation error, as earlier. We may view Eq. (2.39) as a form of
first order expansion of Tk and gA with respect to 6k. The algorithm (2.25) of the preceding
section is obtained for D = -I and d = 0.
The following convergence result shows that if ITk lp has a certain contraction property
for a suitable matrix P, and if D and d satisfy a certain consistency condition, the stochastic
iteration (2.38) converges to a solution of Ax = b that is uniquely determined by D and d.
Proposition 2.5 (Convergence of General Stabilization Schemes) Let As-
sumptions 2.1, 2.2, and 2.3 hold, and let -' be a sufficiently small scalar such that
the deterministic iteration (2.1) converges. Assume that D and d are such that there
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exists c > 0 and an invertible matrix P such that
||TkP < 1 - c, V k sufficiently large,
and let { 6 k} satisfy the same assumptions as in Prop. 2.4. Then there is a unique
solution i to the system of equations
I(Dx + d) = 0, Ax = b, (2.41)
where A denotes orthogonal projection onto N(A) with respect to the norm || - l|p.
Furthermore, for all initial iterates xo, the sequence {xk} generated by iteration (2.38)
converges to : with probability 1.
We develop the proof of the proposition through some preliminary lemmas. We first
establish the existence and uniqueness of the solution -2. Note that in the algorithm of the
preceding section, 1 is the Drazin inverse solution of Ax = b, but in the more general case
considered at present i: depends on D and d.
Proof. It can be seen that an equivalent form of system (2.41) is
(Dx + d)'(P' )'P-1 y = 0, V y c N(A), Ax = b,
which is also equivalent to
(Dx + d)'(P-')'P-1 (y - x) = 0, V y E x + N(A),
Therefore the system (2.41) can be written equivalently as the following projected equation
x= n(x +3(Dx + d)),
where n is the orthogonal projection matrix with respect to || - ||p on the solution set
X* = {x I Ax = b} = {x I Tx + g = x},
and # is any nonzero scalar. By using Eq. (2.40), there exists 3 > 0 and r7 E (0, 1) such
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(2.40)
Ax = b.
I
that
JT + 3D|\p < T <1.
For any x, y E X*, we have
x+ f(Dx+d)-y -/(Dy+d)||p= TTx+g+(Dx-+ d)-Ty -g-(Dy+d)J|
= (T + #D)(x 
- y)|11
M|x - y1lp,
where the first equality holds because x, y E X*, so x = Tx-+g and y = Ty-+g. By applying
the projection H, the contractive property is preserved, i.e.,
n(x +(Dx + d)) - (y +#(Dy + d)) 11 ||x - yllp, V x,y E X*.
This implies that the projected mapping x --+ ni(x + #(Dx + d)) is also a contraction on
X*. It follows that it has a unique fixed point in X*, which is the unique solution of the
system (2.41). U
We next construct a nullspace decomposition similar to the one of Prop. 2.1. Let U be an
orthonormal basis for the subspace P-N(A), which is equal to P-N(GA) by Assumption
2.1. Since P-N(GA) = N(GAP) = N(P-1 GAP), we see that U is an orthonormal basis
for N(P- 1GAP). Let also V be an orthonormal basis for the complementary subspace
N(P-'GAP)', and let Q be the orthogonal matrix
Q = [U V].
We use U and V to construct a nullspace decomposition of P-1GAP and P-TP, with
the procedure that was used for nullspace decomposition of GA and T (cf. Prop. 2.1). This
yields
P-'(I - T)P =(P-'GAP) =Q [ Q', P-TP Q Q', (2.42)
0 -yN 0 I - -N
where N and H are matrices defined analogously to the matrices N and H of Prop. 2.1.
As in the case of H, it follows from Assumption 2.1 that the eigenvalues of H have positive
real parts, since GA and P-'GAP have the same eigenvalues. Hence for all -y within a
sufficiently small interval (0, -y] such that the deterministic iteration (2.1) converges, the
eigenvalues of I - 75H lie strictly within the unit circle. In what follows, we will always
assume that -y has been chosen within such an interval.
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The following lemma shows that this decomposition is block diagonal. The lemma relies
only on the assumption (2.40) and not on the detailed nature of D and d. Thus the lemma
highlights the role of P as a matrix that block-diagonalizes the iteration mapping along two
orthogonal subspaces, similar to the corresponding matrix P of the preceding section [cf.
Eq. (2.32)].
Lemma 2.6 Under the assumptions of Prop. 2.5, the decomposition (2.42) is block
diagonal, i.e., N = 0.
Proof. Since
|P-'TPIH - JIT||p = lim ||Tkjp < lim (1 - C6 ) = 1,
k-+oc k-±oo
and also lITlip > p(T) = 1 [since 1 is an eigenvalue of T, cf. Eq. (2.42)], we conclude
that ||P- TPI| = 1. Assume to arrive at a contradiction, that some component of -yN is
nonzero, say the component mij of the ith row and jth column of the matrix
M I -7'fl
M = _I
(note that i is an index of the first block, and j is an index of the second block). Consider a
vector y with components yi f 0, yj f 0, yf = 0 for all f f4 i, j, such that the ith component
of My satisfies
(My)2 = (y, + mijyj) 2 > y 2  y2.
Let also x be such that Q'x = y. Using Eq. (2.42) and the fact Q'Q = I, we have
|P-TP1|2 = ||MQ'xH|2 = ||Myl 2 > (My)? > Y? + y2 = |1y1 2  QX12 2
where the last equality holds since Q' is orthogonal. Thus we have IP- 1 TPxI > || ||, which
contradicts the fact ||P-'TP|| = 1 shown earlier. E
We are now ready to prove convergence of {Xk} to the solution of the system (2.41).
Note that this system can be written in a more explicit form by observing that the first
equation U(Dx + d) = 0 means that (Dx + d) is orthogonal to N(A) in the scaled geometry
of the norm || - |1p, i.e.,
P- 1 (Dx + d) I P-1 N(A). (2.43)
Then the equation fE(Dx+d) = 0 or its equivalent form (2.43) is written as U'P-1 (Dx+d) =
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0 and the system (2.41) is written as[ Q'P-'(Dx + d) = 0,
.0 0
Ax = b. (2.44)
Proof of Proposition 2.5: We first prove that {xk} is bounded, using the solution ,
of the system (2.41). Subtracting i from both sides of Eq. (2.38), and using the relation
- = Ti + g, we obtain
Xk+1 - - = T(xk - z)+Tk -- +9k = Tk(xk -)+(Tk -T)-+ gk - g,
and finally, using Eq. (2.39),
Xk+1 - Tk(xk - z) -- k (Dx + d) + O(62 + ||Ek||).
By using the assumption ||Tkll 1 - c4n, we further obtain
|IXk+1-2H P ||Tk pIHxk-i-sHp P+j6k(D-+d)+0(625+||Ek|)j : (1-c 6 )||xk
(2.45)
-|P--O(6 ).
It follows similar to the proof of Lemma 2.4 that {xk} is bounded with probability 1.
We will use the decomposition of iteration (2.38) to prove convergence. From Lemma
2.6, we have
P-1TP -Q I
O0
0-
1 Q'.
I - yHJ
Combining this equation with Eq. (2.39), we obtain
(62IIkI I - Sk J 0O(60) -106+I~I
P-ITkP = P-'(T-6kD)P+O(6+||Ek|) Q ['+ 6 0(|k|]
0(6k) I -T N +O0001
(2.46)
where J is the upper diagonal block of -P-'DP. From Eqs. (2.40) and (2.46), we have
(2.47)I- J|| ||P-TkP| + O(62+ ||Ek|) =||Tk p + O(62+| Ek|| 1 -
for some positive scalar 5, for k sufficiently large with probability 1.
We now introduce scaled iterates Yk, Zk, and a vector z defined by
- Q'Pi (xk - 2), 0 Q'P (D + d),
x
where the top component of the vector in the equation on the right is 0 in light of Eq.
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[ 1
(2.44). We rewrite Eq. (2.46) in the equivalent form
Q kP = ITk [ k;
_O0(6k)
0(6k) 1
I - Y + 0 Q'P (6+Ek,
and we use it after applying the transformation Q'P- 1 to iteration (2.45), to obtain the
following scaled form of this iteration:
Yk+1 I - 6kJ O(k) 1y k
zk+1J _0(k) I -- - ( ) zk
+ 6k 0]+ o(62+ ||Ek|I).
We now analyze the asymptotic behavior of the sequences of scaled iterates {yk} and {zk}.
e The zk-portion of Eq. (2.48) is
Zk+1 =(I - 0 -+ OGok))zk ± O( 6k)Yk - 6k +O(6 +| Ek|).
By the boundedness of {xk}, the sequence {Yk} is also bounded with probability 1,
implying
O(6k)yk + 6kt + O(6k+ ||Ek|= 0( 6 k).
Hence the zk-portion can be simplified to
Zk+1 = (I - 7YH + 0(6k))zk + O(k),
where 6k -+ 0, so that (I - 'Y + 0(6k)) "a I - 'yfl. Since I - -yH is a contraction
for y E (0, ], it follows that zk -s+ 0.
* The yk-portion of Eq. (2.48) is
Yk+1 = (I - 6kJ)Yk - O(k) zk + O(6+|| Ek|).
From this equation and Eq. (2.47), it follows that
Yk+11 IIk Yk|+0(6+ Ek|+6kZk) (1-co)||yk||+(61-+||Ek -Io z4).
Using the assumption 0 o 0k = o , and the fact 0(62 + |Ek|| -+ okzk)/6 - 0, we
obtain yk A 0.
In summary, we have Zk - 0 and yk - 0, SO ok - 2 -4 0.U
The preceding proposition can be used to prove convergence of a variety of iterations of
the form (2.38): we only need to verify that the condition (2.40) is satisfied for some matrix
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(2.48)
0
P. The solution -i depends on D and d. In particular, if we let D = -I and d = 0, we
recover the result of Prop. 2.4, and ,2 is the Drazin inverse solution of GAx = Gb. As will
be illustrated by the subsequent analysis, other possible limit points exist.
2.3.3 Some Instances of Alternative Stabilization Schemes
The idea of the simple stabilization scheme of Section 2.3.1 is to shift all eigenvalues of
I - -yGA by -6k, so that the modified iteration has a modulus sufficiently smaller than
1. We will now discuss some other schemes that work similarly, and can be shown to be
convergent using the unified analysis of Section 2.3.2.
A Stabilization Scheme for Fixed Point Iterations
One alternative is to multiply the entire iteration with (1 - 6k)-
Xk+1 = (1 - 6k)(Xk - yGk (AkXk - bk)). (2.49)
When this iteration is applied to the fixed point problem x Fx + b with A = I - F,
Gk = I, and -y = 1, it yields the iteration
Xk+1 = (1 - Sk)(FkXk + bk),
where Fk and bk are simulation-based estimates of F and b.
We may write iteration (2.49) as
Xk+1 = TkXk - 9k,
[cf. Eq. (2.38)] where
Tk = (1 - 6k )(I- yGkAk),
The first order approximations of Tk and gk are
Tk T+ 0kD,
9k = Y(1 - 6k)Gkbk.
k g + 5kd
[cf. Eq. (2.39)], where we can verify that
We have the following convergence result by applying Prop. 2.5.
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D = -(I - -G A) = -T,) d = -- yGb = -g.
Proof. Let P be the transformation matrix defined in the analysis preceding Lemma 2.3:
[ ]I NH- -1 I01
0 I 0
where U, V, N, H are the matrices used to construct the decomposition of I - 'yGA in Prop.
2.1, and S is the matrix defined in the analysis preceding Lemma 2.3. Using the line of
analysis of Lemma 2.3, we obtain
T+ 4D = (1- 60)(I--yGA)~P(1 
-6k) 
~ ,
where H S- 1 HS [cf. Eq. (2.31)], and we also have
||T + okD||p = (1 - 6k||I - -yGAIIp < 1 - ok.
Then there exists c > 0 such that
||TkIp < ||T + 6kD1 + (62+ IIEk||P) 1 - C4,
for k sufficiently large with probability 1, so the assumptions of Prop. 2.5 are satisfied. It
follows that Xk converges to the unique solution - of Eq. (2.41) or Eq. (2.44) with probability
1.
Now we consider the limit point. By applying Eq. (2.32) and the equation
Dx + d = -(Tx + g) = -x
to Eq. (2.44) with Q = I [since P- 1 TP already takes the desired form of nullspace decom-
position, we let Q I so that Eq. (2.42) holds], we obtain
I 01 I 0 I -N H-11 UVI0 = U ]' -x) Ax = b,0 0 0 S-_ 0 I
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Proposition 2.6 Let Assumptions 2.1, 2.2, and 2.3 hold, and let { 6 } satisfy the
assumptions of Prop. 2.4. Then for any -y within a sufficiently small interval (0, -Y]
and all initial iterates xO, the sequence {xk} generated by iteration (2.49) converges
with probability 1 to the solution , of Ax = b given by Eq. (2.26).
or equivalently
U'x -NH -V'x = 0, V'x = V'x*.
Thus o = (I + UNH- V')x*, as given by Eq. (2.26), is the unique solution to the above
system. U
A Stabilization Scheme by Selective Eigenvalue Shifting
Another alternative stabilization scheme is to shift by -6k only those eigenvalues of I- GA
that are equal to 1, instead of shifting all eigenvalues. This avoids the perturbation on those
eigenvalues that are strictly contained in the unit circle, and reduces the bias induced by -6k
on the iterate portion V'Xk that lies in N(A)'. Note that this approach requires knowledge
of the eigenspace of I - yGA corresponding to eigenvalue 1, i.e., the nullspace N(A). In
some cases, we can estimate a projection matrix of N(A) based on stochastic simulation
(see Section 2.5.3 for more details).
Suppose that we can form a sequence of estimates {Uk} such that
Ik + IN(A),
where UN(A) is the orthogonal projection matrix onto N(A) with respect to the Euclidean
norm. We consider the stabilized iteration
Xk+1 = (I - 6klk)Xk - -yGk(Akxk - bk), (2.50)
which can be written as
[cf. Eq. (2.38)] where
Xk+1 = TkXk + 9k,
Tk = I - 6 k 7 k - 'yGkAk,
The first order approximations of Tk and g are
Tk = T + 6kD + O (k(Hk -- N(A)) +k +Ek|),
gk= 'YGkbk.
k = g + 6kd + O(||Ek H)
[cf. Eq. (2.39)] where
D = -UN(A), d = 0.
By applying Prop. 2.5, we have the following convergence result for iteration (2.50).
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Proof. Let U, V, N, H be the matrices used to construct the decomposition of I - 'YGA in
Prop. 2.1, and let P and S be the transformation matrices used in the proof of Lemma 2.3
[cf. Eq. (2.32)]. Since U is an orthonormal basis of N(A), we have IIN(A) = UU' so that
P- 'UN(A)P =XL 1 ' [U V]') UU' [U V] [' NH]1S- 0 I 0 0 S
I 
01
0 0
By using the line of analysis of Lemma 2.3, we obtain
T + 6kD = I - -yGA - 4kUN(A) '
0
0 Ik-[6k 0= (1
- Ski 0
where H S- 1 HS >- 0 [cf. Eq. (2.31)]. Thus by using the matrix norm || . ||p we have for
all k
||T + 6kD||p = ||I - ' GA - SklN(A) P 1 - Sk,
and for some c > 0 and all k sufficiently large,
IITk||p HT + 6kD|p + O((Hk - UN(A))6k + k+||E|| 1 - cok.
Therefore the assumptions of Prop. 2.5 are satisfied, implying that the sequence {Xk} con-
verges to the unique solution of Eq. (2.41) or Eq. (2.44) with probability 1.
Finally, let us solve for the limit point of {xk}. We apply the definition of P given by
Eq. (2.32), D = -UN(A) = -UU' and d = 0 to Eq. (2.44) [note that Q I since P- 1 TP
is already nullspace-decomposed]. This yields
0 = [ 0] ( 1 0 1 NH-1] [U V]' (-UU'x),0 0 0 S- 0 I Ax = b,
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Proposition 2.7 Let Assumptions 2.1, 2.2, and 2.3 hold. Let {k} satisfy the as-
sumptions of Prop. 2.4, and let Uk converge to UN(A) with probability 1. Then for
any -y within a sufficiently small interval (0, -] and all initial iterates xo, the sequence
{xk} generated by iteration (2.50) converges with probability 1 to the solution x* of
Ax = b that has minimal Euclidean norm.
-
6 k)i
0
01
~ 7fJ
or equivalently
U'x = 0, V'x = V'x*.
The unique solution to the above system is the minimal Euclidean norm solution. U
A Stabilization Scheme for the Proximal Iteration
Assume that A >- 0. When simulation is used, neither the iterate sequence {xk} nor the
residual sequence {AXk - b} generated by the natural analog of the proximal iteration
xk+1 = Xk - (Ak + 31)- 1 (Akxx - bk), (2.51)
necessarily converge (see Example 2.13 in Section 2.5.1). Moreover the sequence {xk}
generated by the proximal iteration applied to the system A'E- 1Ax = A'E b, i.e.
Xk+1 - Xk - (A' ,-1Ak + 3I)-' A' E-'(Axx - b
also need not converge (see Example 2.11 in Section 2.5.1 and Example 5.2 in Section 5.1;
on the other hand it is shown in Section 2.4 that the residual sequence generated by this
iteration does converge to 0). This is remarkable since proximal iterations are used widely
for regularization of singular systems.
We may stabilize the proximal iteration (2.51) by shifting the eigenvalues of I - (Ak +
OI)-'Ak by -6k, as discussed earlier in Section 2.3.1. However, for the special case of
the proximal iteration we may consider an alternative scheme, which shifts instead the
eigenvalues of the positive semidefinite matrix A into the positive half-plane by 6k. It has
the form
Xk+1 - 3k - (Ak + &kI + 01) 1((Ak + kI)xk - bk). (2.52)
In this way, we still have Ak + 6kI -- A, and assuming that 6k 4 0 at a rate sufficiently
slow, we will show that the sequence of iterates {xk} converges with probability 1. Iteration
(2.52) can be written as
xk+1 = Tkxk + 9k,
where by using the identity I - (A, + 6 kI + 01)-l (A, + 6I) = / (A, + 6kI + /I)-1, we
have
Tk = 0 (Ak + okI - I)-d g = (Ak +kI -+ aI)-1 bk-
The first order approximations of Tk and gA are Tk - T -+ SkD and gA g -+ od as given
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by Eq. (2.39), where we can verify that 5
D = -#(A + I)--2, d = -(A + 0I)2 b.
We will apply Prop. 2.5 and show that iteration (2.52) converges. Moreover, we will show
that the limit point, or the unique solution of the system (2.41), is the solution x* with
minimum Euclidean norm.
Proposition 2.8 Let Assumptions 2.2 and 2.3 hold, and assume that A > 0, 3 > 0.
Let { 6 k} satisfy the assumptions of Prop. 2.4. Then for all initial iterates xO, the
sequence {xk} generated by iteration (2.52) converges with probability 1 to the solution
x* of Ax = b with minimum Euclidean norm.
Proof. Since A '- 0, the proximal iteration with G = (A + 01)-1 and # > 0 is convergent,
implying that Assumption 2.1 is satisfied (this is the well-known convergence results for
weakly monotone variational inequalities; see [Mar70], [Roc76]). We denote
Gk = (Ak - 6k/I - 1<',
[cf. Eq. (2.52)], and we will show that the condition (2.40) of Prop. 2.5 is satisfied with
P = I, i.e., there exists c > 0 such that
||I - Gk(Ak - kI)II < 1 - C4,
for k sufficiently large with probability 1. Then the convergence will follow from Prop. 2.5.
Indeed, we have
I - Gk(Ak +6kI) = O(Ak± - 41 - I)- 1 = O(A + 6kI + 01)-1 + Zk, (2.54)
5 To see this, note that
I -Tk = (Ak + 6 kI)(Ak + 6 k I+ =1) (Ak + 6 kI)Tk A(T +6D)+ 1 6k(T + 6kD) +O(62 +Ekfl,
and also note that
I -Tk=I-T-kD+O( k+ |EkHj).
By combining these two relations, we obtain
AD + T = -kD.
Thus the expression for D is
D = -(#1+ A)"T = -#(A +01) 2
where we used T = 3(A + 3)-1. The expression for d can be obtained similarly.
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(2.53)
where we define
Ek = 3 (Ak kI+ +I)-1 - O(A +kI + I)- 1
First we consider /3(A + 6 kI + 31) . We have
||3(A + 6kI + 0I) 1 |\ =3 ((A' + 6kI + 0I)(A + 6k I + /3I) 1/2
= /3 (A'A + ( 6 , + 0)(A' + A) + (Ok -| /)2 1) 1/2
< # ((Ok -/)2) -1 1/2
6k + /3
where the inequality uses the symmetry and positive semidefiniteness of A'A + (Ok + ) (A' +
A), and the fact ||(Mi + M 2 ) -1|| I |M7 if both Mi and M 2 are symmetric positive
semidefinite matrices.6 Letting ci C 0, 1 we have for all k that
( SO_+_/3
1(A + kI -±/I-< < 1 - ciok. (2.55)
6 'k + /3
Second we consider the matrix 5k. Let f :R"' - R"'x be the function defined by
f(A) = (A + /1)-1, which is Lipschitz continuous within a neighborhood of A= A [since
A + 31 is invertible]. Note that Ak + 6kI -a A and A + 6kI " A, so we have
||Ekl| = ||f (Ak + 6k) - f (A + 6kI)|l = O(||Ak - A||) = O(||Ek||), w.p.1. (2.56)
By combining Eqs. (2.54)-(2.56), we obtain
I - Gk(Ak + kI) /3(A + 5 kI - I)1 1+ O(|lEk||) < 1 - C1k + O(||Ek||).
Since O(llEkH)|6k "a-s 0 by Lemma 2.2, there exists c > 0 such that
|I - Gk(Ak - 6kI)I <_1 - Ck,
for all k sufficiently large with probability 1. Therefore we may apply Prop. 2.5 with P = I
and obtain that Xk converges with probability 1 to the unique solution of Eq. (2.41).
Finally, let us verify that the solution to Eq. (2.41) is the solution x* with minimum
Euclidean norm. By using Eq. (2.53), we write the equivalent condition (2.44) [note that
6 To prove this, we note that x'(Mi + M 2 )x > x'Mix for any none-zero x C R' and symmetric positive
semidefinite matrices Mi and M 2 , so that ||(Mi + M 2 ) ||M 1 1
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P = I, and Q Q since Q transforms P- 1 TP = T into its nullspace decomposition] as
[ 0 IQ'(A + #I)- 2 (#x +b) =0, Ax = b.
0 0
We will now verify that the above condition is satisfied with x*. The equation Ax* = b
clearly holds, so we will focus on the first part of the condition. By using the fact b = Ax*,
we rewrite the matrix involved as
[= Q'(A + O3)2(x* +b)
0 0
K Q'(A + #I)-'(#(A + #I)-1x* + (A + I) Ax*)
0 01 (2.57)
= 0 Q'(A + 0I)1 01
= 01 Q'(A + I) QQ'*,0 0
where the third equality uses the fact /(A + 01)--1 + (A + #I)--1A = I and the fourth
equality uses the fact QQ' = I. From the nullspace decomposition of I - 7GA given in
Prop. 2.1, we have
#Q'(A + #I3)- Q = Q'(I - GA)Q = [ Q'x* = [U V]'x* = 0 .
0 - H V'x*
By using the fact ||#(A + 01)-il < 1 and using an analysis similar to that of Lemma 2.6,
we obtain that the above decomposition is block diagonal, i.e., N = 0. By combining the
above relations with Eq. (2.57), we obtain
I 0 QI(A+I)QQI 1 01 -0 1 0 -V'x* 0.
0 0 0 0 0 I-H V'x* 1
Therefore the system (2.41) is satisfied by the vector x*, so x* is the limit point. M
2.3.4 Stabilization Schemes for Nearly Singular Systems
In this section we discuss the application of stabilization schemes to problems that are
nearly singular (i.e., nonsingular but ill-conditioned, having smallest singular value that is
close to 0). It is well known that such problems are highly susceptible to computational
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error, so it is not surprising that their solution by simulation can be almost as difficult as for
their singular counterparts. This motivates the use of stabilization to solve systems that are
nonsingular, but nearly singular. For some insight into this idea, we consider the following
one-dimensional example and use a constant scalar 6 > 0 instead of the decreasing sequence
{4k}.
Example 2.9 (A One-Dimensional Problem with Constant 6) Consider the system
x = ax + b where a c (0, 1) is a scalar and b is a positive scalar. Suppose that we estimate
a with a based on k i.i.d. samples with mean a and variance o2, and estimate b with bk
based on k i.i.d. samples with mean b and variance &2 . Consider the stabilized iteration
Xk+1 = (1 - 6)(akxk + bk),
where a constant positive scalar 6 is used instead of 6k. The iteration converges to the
biased limit
(1 - 6)b
1- (1 - 6)a
We let a = 0.999, b = 1, o.2 = 0.01, &2 1, and we consider three cases: 6 = 0, 6 = 0.01,
and 6 = 0.1. For each case, we start with x(0) = x(6) + 1, generate 100 independent
trajectories {ak, bk, xk}, and plot the average logarithm of squared errors |Xk - X(6)1 2 in
Figure 2-1.
According to Figure 2-1, in all three cases the errors increase until k reaches a threshold,
and then decrease to -oc eventually. However, the errors of the iteration with 6 = 0 increase
by roughly four orders of magnitude until k reaches the order of 104. By contrast, the
iterations with 6 = 0.01 and 6 = 0.1 have much smaller peak errors, and their thresholds of
k are of the order of 102 and 10 respectively.
For a simplified analysis that is qualitatively consistent with the results of Example 2.9,
we rewrite the iteration as
Xk+1 - X(6) - (1 - 6)ak(xk - X(6)) + (1 - 6)((ak - a)x(6) + bk - b),
where (1 - 6)ak (1 - 6)a < 1 and (1 - 6) ((ak - a)x(5) + bk - b) -4 0. Intuitively, the
multiplicative term (1 - 6)ak has a more significant effect than the additive error does. To
emphasize its role, we assume that (ak - a)x(6) + bk - b is negligibly small, which is true if
the initial condition |xo - x(6) is relatively large. Then the iteration becomes approximately
zk+1 - X(6) = (1 - 6)ak (Xk - (S) .
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wFigure 2-1: Comparison of stabilized iterations with 6 = 0, 6 = 0.01, and 6 = 0.1 in
Example 2.9. The figure plots the error Lk = E [log1x -- x(6)12], which is relative to the
biased limit.
Defining
we obtain
Lk = E [log (xk - x(6))2]
Lk+1 ~ Lk + 2 log(1 - 6) + E [log(a )] Lk - 26 + E [log(a2)]. (2.58)
Note that by a first-order Taylor expansion we have log(1 - 6) ~ -6 since 6 is close to 0.
We now analyze E [log(a2)]. Note that a 2is a random variable with expectation satis-
fying
E[a 2] = a 2 + > 1,Lki k
when k is small and a.2 is large. In many simulation contexts and under the same assump-
tions we often have
E [log(a2)]~ E [a ] - 1 > 0.
Indeed, let us suppose that ak is a Gaussian random variable with mean a and variance
o.2 /k. By using a result for the expected logarithm of chi-squares (Theorem 3 of [Mos07]),
we have
E [log(a2)] = log(a 2 ) + et dt.
When a ~~ 1 and u 2/k is sufficiently large, we have the approximations
log(a 2 ) ~ a 2 - 1, /oo -tedt
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10,
k
so that
E [log(a2)] a 2 - 1 + ) > 0.
In this case, Eq. (2.58) becomes
Lk+1 ~ Lk + ()
Assume that o.2 is sufficiently large. We analyze
of k:
(a) When k is small, the constant -26 + a 2 -
we have
-26 + a 2 _ 1.
the behavior of Lk for two different values
1 is negligible compared to ( . Then
k-1
Lk+1 - Lk + ) Lo + EO (+) 0(log k).
t=1 ()
(b) When k is large, the error of the iteration becomes decreasing when
k > + 26 - a2 (2.59)
As k -+ oc, we have Lk - -oo and Lk + X(6).
Comparing the case where 6 = 0 and the case where 6 > 1 - a 2 ~ 2(1 - a) > 0, we have
1 1
This suggests that a small 6 > 0 greatly reduces the number of samples needed for the
iteration error to decrease, and stabilizes the dramatic rise of the iteration error at the
early stage. Our analysis is consistent with the performance of the stabilized iteration as
illustrated in Figure 2-1, and the orders of estimated thresholds of k as given by Eq. (2.59)
are consistent with those illustrated in Figure 2-1.
One point missing from the above analysis relates to the bias. In the preceding one-
dimensional example, the bias |z* - x(6)1 can be very large. In particular, we have
-* = 1000, x(0.01) ~ 100, X(0.1) ~ 10.
To eliminate the bias we must take 6 [ 0, and the preceding analysis does not provide any
conclusive information about this case. We note, however, that when 6 is kept constant,
there may be substantial benefit in the use of stabilization in multi-dimensional problems,
as we will demonstrate in the next example.
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Example 2.10 (A Multi-Dimensional Problem with Constant 6) Consider the sta-
bilized iteration for an n x n system:E l+ [1) (1 - 6)ak 01 [xk1)] + []
_ k+1 _ ek A_4 _ k _ L
where ak is a scalar that converges to a E (0, 1) with a ~ 1, A is an (n - 1) x (n - 1) matrix
with spectral radius strictly smaller than 1 (but not close to 1), Xk(1) is the first component
of the iterate Xk E Rn, Tk E R"--f is a subvector consisting of the remaining components of
Xk, bk E R is an estimate of b E R, b is a vector in Rn-1, and ek E Rn-1 is the simulation
error.
To simplify the analysis, we have only applied stabilization to Xk(l) [this is essentially
the selective eigenvalue shifting scheme, cf. Eq. (2.50)], and have assumed that the vector
0 and matrix A in the iteration does not involve simulation error. It can be seen that the
component Xk(1) evolves according to the same iteration as in the previous one-dimensional
example. We will focus on the remaining components Xk, which evolve according to
Tk+1 = AXk + ekXk(1) + E.
Let *= () -1 b be the corresponding subvector of the fixed point x*. Then we have
Tk+1 - T* =A(Tk - T*) + ekXk(1).
Note that since A has a spectral radius smaller than 1, the above iteration error "tracks"
the slow driving term (I - A)- ekXk(1). Thus Xk(1) may "pollute" Xk with its substantial
simulation error if no stabilization is used. As a result when k is small, IIk - *| may increase
very fast because lekXk(1)| increases fast. However, if we choose 6 > 0, by stabilizing Xk(1),
we will also make ekXk(1) converge to 0 at a faster rate.
Let us test the above analysis on a 2 x 2 example. We let a = 0.999, A = 0.5, b = b = 1.
We add noise to each entry of the matrix and vector involved, which is the empirical mean
of i.i.d. Gaussian random variables with mean 0 and variance 0.01. We again consider three
cases: 6 = 0, 6 = 0.01 and 6 = 0.1. In each case, we start with xo = z* + [10 10]' and
generate 100 independent trajectories. In Figure 2-2, we plot the average logarithm of the
iterate errors ||Xk - *|, and compare it with the average logarithm of residual errors.
According to Figure 2-2, the residual is less susceptible to both the simulation error and
the stabilization bias. Although the iterate Xk may have large bias (when 6 > 0) or large
noise (when 6 ~ 0), the residual performs well with a reasonable 6 > 0: the residual has a
small bias and converges fast even for small k. We have also tested the stabilization scheme
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Figure 2-2: Comparison of stabilized iterations with 6 0, 6 0.01, and 6 0.1 in
Example 2.10. The left figure plots the average logarithm of residual errors, and the right
figure plots the average logarithm of iterate errors. Comparing the left and right, we observe
that although the iterates may either be very noisy or be severely biased, the residual errors
can be stabilized to converge fast with a small bias.
that applies (1 - 6) to the entire iteration instead of only to Xk(l), and obtained results
almost identical with the ones of Figure 2-2. This observation suggests that the (1 - 6)
stabilization scheme has minor effects on the "well-conditioned" components.
The preceding two examples have illustrated a key beneficial effect of stabilization:
in a multi-dimensional ill-conditioned system, it reduces the effects of the noisy "poorly-
conditioned" components on the relatively "well-conditioned" components, yielding a good
performance in terms of the residual error. If we replace 6 > 0 with a sequence {4} that
decreases to 0 at an appropriate rate, we achieve both a stabilization effect and asymptotic
unbiasedness. Additional computational examples will be presented in the next section to
justify the use of stabilization in nearly singular problems.
2.4 Special Cases of Naturally Convergent Stochastic Itera-
tions
Recall that deterministic methods of the form
Xk+1 = Xk - -yG(AXk - b), (2.60)
that are convergent for singular systems, may easily become divergent when the entries of
A and b are corrupted by simulation noise as in its stochastic counterpart
Xk+1 - Xk - 7Gk(Akxk - bk) (2.61)
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(we refer to Section 2.5.1 for more detailed divergence analysis and examples). In Section
2.3, we then introduced a general stabilization mechanism into iteration (2.61) that restores
its convergence.
In this section, we discuss two special cases of systems and algorithms of the form (2.61),
which yield a solution of Ax = b without a stabilization mechanism. One such special case is
when iteration (2.61) is nullspace-consistent in the sense that the nullspaces of Ak and GkAk
coincide with the nullspace of A. This case arises often in large-scale least squares problems
and dynamic programming applications. The second case arises when the original system is
transformed to the symmetric system A'E- 1 Ax = A'Erb, and a proximal algorithm that
uses quadratic regularization is applied to the transformed system with a stepsize -y = 1.
2.4.1 Nullspace-Consistent Iterations
We first consider a special case of the iterative method (2.61) under an assumption that
parallels Assumption 2.1. It requires that the rank and the nullspace of the matrix GkAk
do not change as we pass to the limit. As a result the nullspace decomposition that is
associated with GA (cf. Prop. 2.1) does not change as the iterations proceed.
Assumption 2.4
(a) Each eigenvalue of GA either has a positive real part or is equal to 0.
(b) The dimension of N(GA) is equal to the algebraic multiplicity of the eigenvalue
0 of GA.
(c) With probability 1, there exists an index k such that
N(A) = N(Ak) = N(GkAk) = N(GA), V k > A. (2.62)
If the stochastic iteration (2.61) satisfies Assumption 2.4, we say that it is nullspace-
consistent. Since Assumption 2.4 implies Assumption 2.1, the corresponding deterministic
iteration xk+1 = xk - 7G(Axk - b) is convergent. The key part of the assumption, which is
responsible for its special character in a stochastic setting, is part (c).
Let us describe an important special case where Assumption 2.4 holds. Suppose that A
and Ak are of the form
A = 4'M4, Ak = 'MkQ,
where D is an m x n matrix, M is an m x m matrix with y'My > 0 for all y E R(Q) with
y # 0, and Mk is a sequence of matrices such that Mk -+ M. Examples 2.6, and 2.7 satisfy
this condition. Assuming that G is invertible, we can verify that Assumption 2.4(c) holds
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(see the results of Section 2.4.1). Moreover if G is positive definite symmetric, by using
Prop. 2.3(i) we obtain that Assumptions 2.4(a),(b) also hold. We will return to this special
case in Section 3.2.
Convergence of Residuals
We will now show that for nullspace-consistent iterations, the residual sequence {Axk - b}
always converges to 0, regardless of whether the iterate sequence {xk} converges or not. The
idea is that, under Assumption 2.4, the matrices U and V of the nullspace decomposition
of I - -yGA remain unchanged as we pass to the nullspace decomposition of I - -YGkAk.
This induces a favorable structure of the zk-portion of the iteration, and decouples it from
yk [cf. Eq. (2.23)].
Proposition 2.9 (Convergence of Residual for Nullspace-Consistent Itera-
tion) Let Assumptions 2.2 and 2.4 hold. Then there exists a scalar 1' > 0, such that
for all -y E (0, ] and every initial iterate xo, the sequence {xk} generated by iteration
(2.61) satisfies Axk - b -* 0 and Akxk - bk -+ 0 with probability 1.
Proof. Let x* be the solution of Ax = b with minimal Euclidean norm. Then iteration
(2.61) can be written as
xk+1 - x* - (I - GkAk)(xk - x*) + yGk(bk - Akx*). (2.63)
In view of nullspace-consistency, the nullspace decomposition of GA of Prop. 2.1 can also
be applied for nullspace decomposition of I - yGk Ak. Thus, with probability 1 and for
sufficiently large k, we have
[U V]' (I- yGkAk) [U V] = I -7U'GkAkV
0 I - -V'GkAkV
where the zero block in the second row results from the assumption N(Ak) = N(A) [cf. Eq.
(2.62)], so
V'(I - 7GkAk)U = V'U - -V'GkAkU = VU - 0 = 0.
Recalling the iteration decomposition
xk = x* +Uyk +Vzk,
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we may rewrite iteration (2.63) as
yk+I_ I - -yU'GkAkVI yI + U'Gkek
Zk+1_ .0 I - -V'GAkV z V'Gkek
where ek = bk - Akx*. Note that the zk-portion of this iteration is independent of yk.
Focusing on the asymptotic behavior of iteration (2.64), we observe that:
(a) The matrix I - -yV'GkAkV converges almost surely to I - -yV'GAV = I - -yH, which
is contractive for sufficiently small - > 0 (cf. the proof of Prop. 2.2).
(b) -yV'Gkek 1 0, because Gk 4 G and e - 0.
Therefore the zk-portion of iteration (2.64) is strictly contractive for k sufficiently large with
additive error decreasing to 0, implying that zk + 0. Finally, since Axk - b = AVzk, it
follows that AXk - b + 0. Moreover, we have
Akxk-bk = Ak(xk-x*)+(Akx*-bk) = Ak(Uyk+Vzk)+(Akx*-bk) = AkVzk+(Akx*-bk) M 0,
where the last equality uses the fact AkU = 0. Thus we also have Akxk - bk a4 0. U
The proof of the preceding proposition shows that for a given stepsize y > 0, the residual
of the nullspace-consistent stochastic iteration
Xk+1 = Xk - -YGk(AkXk - bk)
converges to 0 if and only if the matrix I - -yGA is a contraction in N(A)'. This is also the
necessary and sufficient condition for the residual sequence generated by the deterministic
iteration
Xk+1 = Xk - G(Axk - b)
to converge to 0 (and also for {xk} to converge to some solution of Ax = b).
Note that the sequence {xk} may diverge; see Example 2.14 in Section 2.5.1. To con-
struct a convergent sequence, we note that by Assumption 2.4, N(Ak) = N(A), so we can
obtain the projection matrix from
UN(A) A(AkAk)tAk,
where (AkA')t is the Moore-Penrose pseudoinverse of AkA'. Applying this projection to
Xk yields the vector
k =N(A)-L xk = HN(A)I(X* + UYk + Vz) = x* + VZk,
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where x* is the minimum norm solution of Ax = b. Since Zk " 0, we have Xk - x*.
Convergence of Iterates
We now turn to deriving conditions under which {xk} converges naturally. This requires
that the first row in Eq. (2.64) has the appropriate asymptotic behavior.
Proposition 2.10 (Convergence of Nullspace-Consistent Iteration) Let As-
sumptions 2.2 and 2.4 hold, and assume in addition that
R(GkAk) c N(A)', Gkbk G N(A)'L, (2.65)
for k sufficiently large. Then there exists 7 > 0 such that for all y C (0, y] and
all initial iterates xo, the sequence {xk} generated by iteration (2.61) converges to a
solution of Ax = b with probability 1.
Proof. With the additional conditions (2.65), we have
'yU'GkAkV =0, -yU'Gk(bk - Akx*) = 0,
for all k sufficiently large, so that the first row of Eq. (2.64) becomes Yk+1 - Yk. Since Prop.
2.9 implies that zk -"-4 0, it follows that Xk converges with probability 1, and its limit is a
solution of Ax = b. E
Nullspace-Consistent Methods in ADP and General Projected Equations
We now revisit the special case discussed following Assumption 2.4, and prove the conver-
gence of {Xk}. This case arises in the context of ADP as well as general projected equations
(cf. Examples 2.2, 2.3, 2.6, 2.7), and the convergence of iteration (2.61) within that con-
text has been discussed in [Berlb]. It involves the approximation of the solution of a
high-dimensional equation within a lower-dimensional subspace spanned by a set of n basis
functions that comprise the columns of an m x n matrix 1 where m > n. This structure is
captured by the following assumption.
Assumption 2.5
(a) The matrix Ak has the fomn
Ak = Q'MkQ,
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where <k is an m x n matrix, and Mk is an m x m matrix that converges to a
matrix M such that y'My > 0 for all y G R(D) with y # 0.
(b) The vector bk has the form
bk = dk, (2.66)
where dk is a vector in R m that converges to some vector d.
(c) The matrix Gk converges to a matrix G satisfying Assumption 2.1 together with
A = V MD, and satisfies for all k
GkR(4') c R(4'). (2.67)
We have the following proposition.
Proposition 2.11 Let Assumption 2.5 hold. Then the assumptions of Prop. 2.10
are satisfied, and there exists 5 > 0 such that for all -y G (0, 17] and all initial iterates
xo, the sequence {xk} generated by iteration (2.61) converges to a solution of Ax = b
with probability 1.
Proof. Assumption 2.5(c) implies Assumption 2.1, so parts (a) and (b) of Assumption 2.4
are satisfied. According to the analysis of Prop. 2.3(i), Assumption 2.5(a) implies that
N(<D) = N(A) = N(A') = N(Ak) = N(A') = N(GA) = N(GkAk). (2.68)
Thus, parts (a) and (c) of Assumption 2.5 imply Assumption 2.4, and together with As-
sumption 2.5(b), they imply Assumption 2.2 as well.
From Eq. (2.68), we have
R((') = N(4)- = N(A)' = N(Ak)' = N(A')' = R(Ak).
Hence using the assumption GkR(V) C R(F') and the form of bk given in Eq. (2.66), we
have
R(GkAk) = GkR(Ak) = GkR(D') c R(<b') = N(A)',
and
Gkbk c GkR(<D') c R(<') = N(A)1.
Hence the conditions (2.65) are satisfied. U
We now give a few interesting choices of Gk such that Assumption 2.5 is satisfied and
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{xk} converges to a solution of Ax = b.
Proposition 2.12 Let Assumption 2.5(a),(b) hold, and let Gk have one of the fol-
lowing forms:
(i) Gk = I.
('ii,) Gk = ( 4 @+ -3-, where Bk converges to a positive definite diagonal matrix
and 3 is any positive scalar.
(iii) Gk (Ak + 1)-1, where / is any positive scalar.
(iv) Gk = (A'E->1 Ak + I)-'A'E-1, where E is any positive definite symmetric
matrix.
Then Assumption 2.5(c) is satisfied. Moreover, there exists 7 > 0 such that for all
e (0, ] and all initial iterates xo, the sequence {x} generated by iteration (2.61)
converges to a solution of Ax = b with probability 1.
Proof. First note that the inverses in parts (ii)-(iv) exist [for case (iii), Gk is invertible for
sufficiently large k, since from Assumption 2.5(a), x'(Ak+#1)x =x '(D'Mkbx+||xj2 > 0 for
all x # 0]. We next verify that Gk converges to a limit G, which together A = ''M1 satisfies
Assumption 2.1. For cases (i)-(ii), Gk converges to a symmetric positive definite matrix,
so Assumption 2.1 holds; see Prop. 2.3(i). For cases (iii) and (iv), these two iterations are
proximal algorithms so Assumption 2.1 holds; see Prop. 2.3 (iii)-(iv). We are left to verify
the condition GkR(I') C R(V) [cf. Eq. (2.67)].
In cases (i)-(iii), we can show that Gk always takes the form
Gk = (4'NkP - 0I)-± ,
where Nk is an appropriate matrix and # is a positive scalar [to see this for case (i), we take
Nk = 0 and 1 = 1; for case (ii) we take Nk = 7k; for case (iii), recall that Ak = '
and let Nk = Mk]. Let v E R(') and let h be given by h = GkV. Since Gk is invertible,
we have
v = Gk 1h = ('Nk( + /I)h.
Since v E R(4'), we must have
'VNkDh + 13h E R(4').
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I.
Note that D'Nkah C R('), so we must have Oh E R('). Thus we have shown that
h = GkV c R(-V) for any v c R(V), or equivalently,
(4/NkJD - I)-1R(-') C R(@'). (2.69)
In case (iv), we can write Gk in the form of
Gk = (D'Nk4 -+ SI) AE 1 ,
where Nk = MkE- 1 4'Mk. For any v E R(QV), we have
h = Gkv = (I'Nk + 0I)--1 (A' E-v).
Note that A' E--v = 4'MkvE-1 E R('), so by applying Eq. (2.69) we obtain h C R(').
Thus our proof of GkR(V') c R(') is complete for all cases (i)-(iv). Thus in each of
these cases, the assumptions of Prop. 2.11 hold, therefore the sequence {xk} generated by
iteration (2.61) converges to a solution of Ax = b with probability 1. U
2.4.2 Iterative Regularization
We now consider another special case of the simulation-based iteration
Xk+1 = Xk - 7Gk(AkXk - bk), (2.70)
where the residuals converge to 0 naturally. It may be viewed as a proximal iteration,
applied to the reformulation of Ax = b as the least squares problem
min (Ax - b)'E- (Ax - b),
or equivalently the optimality condition/linear system
A'E-'Ax = A'E-'b, (2.71)
where E is a symmetric positive definite matrix. Generally, proximal iterations are applica-
ble to systems involving a positive semidefinite matrix. By considering instead the system
(2.71), we can bypass this requirement, and apply a proximal algorithm to any linear sys-
tem Ax = b that has a solution, without A being necessarily positive semidefinite, since the
matrix A'E- 1 A is positive semidefinite for any A.
86
Consider the following special choice of the scaling matrix Gk and its limit G:
Gk = (A' E7Ak + /I)- 1A'E-1 G = (A'E- 1A +
where # is a positive scalar. We use y = 1 and write iteration (2.24) as the following
iterative regression
Xk+1 = Xk - (AkE- 1 Ak + I)-' A'(E-(Akxk - bk), (2.72)
which is equivalent to the sequential minimization
Xk+1 = argminxc.n (AX - bk)' -l(AkXx - bk) + -Hx - Xk 112
that involves the regularization term (/2)||xk - X112; see case (iv) of Prop. 2.3.
It can be shown that this iteration is always nonexpansive, i.e.
|I - GkAk | < 1, V k,
due to the use of regularization. However, the convergence analysis is complicated when A
is singular, in which case
lim p(I - GkAk) = p(I - GA) = 1.
k-+oo
Then the mappings from xk to Xk+1 are not uniformly contractive, i.e., with a uniform
modulus bounded by some G/ E (0, 1) for all sufficiently large k. Thus, to prove convergence
of the residuals, we must show that the simulation error accumulates at a relatively slow
rate in N(A). For this reason we need some assumption regarding the rate of convergence
of Ak, bk, and Gk like the following.
The following proposition is the main result of this section.
Proposition 2.13 (Convergence of Residual for iterative regularization) Let
Assumptions 2.2 and 2.3 hold. Then for all initial iterates xo, the sequence {xk}
generated by iteration (2.72) satisfies Axk - b -+ 0 and AkXk - bk -+ 0 with probability
1.
The proof idea is to first argue that xk may diverge, but at an expected rate of O(log k),
by virtue of the quadratic regularization. As a result, the accumulated error in N(A) grows
at a rate that is too slow to affect the convergence of the residual. We first show a couple
of preliminary lemmas.
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Proof. First we consider the simple case when B = A where A is a real diagonal matrix.
We define z to be the vector
z = 3(A 2 + #I)-Ix + (A2 + #I)-'Ay.
The ith entry of z is z- , where A2 is the ith diagonal entry of A. We have
2 29 + Ay 2 + 2#jxiAyj (#2 + OA2)(x + y2/3) X +/z =<(z/ + y (/#) <) 2 2xi + y,
where the first inequality uses the fact 2f3xilAyj < #A2x2 + #y?. By summing over i, we
obtain
n n
IzI12  Z2~ <liz||2= z 1
2x~ n 1 2
z + yI=X||2+ Iy||2, V x, y ER.
Thus we have proved that
,(A2 + I)- x + (A2 + #I)- 1Ayl 2 < IX12 + ||y||2. (2.73)
Next we consider the general case and the singular value decomposition of B: B = UAV',
where U and V are real unitary matrices and A is a real diagonal matrix. The vector z is
z = 3(B'B + 3I) 1x + (B'B + I)-B'y = /3V(A 2 + #I)--V'x + V(A 2 + 3I) 1AU'y,
or
V'z = (A2 + 0_[< 1 V'X + (A2 + #I)-1 AU'y.
By applying Eq. (2.73) to the above relation, we obtain
Vr'z12 < V'x1|2 + U'y 2.
Since U, V are norm-preserving unitary matrices, we finally obtain ||zI| 2 < ||XI|2 +
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Lemma 2.7 For all x, y c , n x n matrix B, and scalar # > 0, we have
11(B'B +3I) 1 x + (B'B + #I)1B'y| 12 ||X|2 + ||y||2
IIl 2
Proof. By letting B = E-1/ 2 Ak, we have
Gk = (B'B + 31) B'E 1/2, I - GkAk = I - (B'B + 01)1 B'B = 0 (B'B + 01)1,
(2.74)
where the last equality can be verified by multiplying both sides with B'B + 01 on the left.
Letting x* be an arbitrary solution of Ax = b, we may write iteration (2.72) as
xk+1 - x* = (I GkAk)(xk - x*) + Gk(bk Akx*).
or equivalently by using Eq. (2.74),
Xk+1 - x* = #(B'B + #I) I(xk - x*) + (B'B + I) -1 B'Ek, (2.75)
where we define ek = E- 1 / 2 (bk - Akx*). Applying Lemma 2.7 to Eq. (2.75), we have
||xk1 - x*||2 < 2 1 2x2 + |ek2
We take the pth power of both sides of the above relation and then take expectation, to
obtain
- x*|2 + 11|2 ) /) E{ |xk--x*} 2p1/p+ E{||eg||2p 1/P
where the last inequality follows from the triangle inequality in the Lp space of random
variables with p > 1. According to Assumption 2.3, the sequence {kE{ 11kl2p}1 P/p is
bounded, i.e. E{||j| |2p} 1/P = O(1/k). From the preceding inequality, by using induction,
we obtain for some positive scalar c
E{||xk+1 -- X*||2pJ/P < E{\|xo - x*||2p1/ P +
A-)
k
E {||t||12p 1/ I IP c log k,
t-i
where for the last inequality we use the fact (1/t) 1 + log k. U
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Lemma 2.8 Under the assumptions of Prop. 2.13, there exists a positive scalar c
such that for all initial iterates xO, the sequence {xk} generated by iteration (2.72)
satisfies
E{|xfl|2 1l/p < clogk,
where p is the scalar in Assumption 2.3.
E{|Xk+1-x*|| 2p 1/p < E { (fxk
Now we are ready to establish the main result on the convergence of the residuals for
iteration (2.72).
Proof of Proposition 2.13: Let V be an orthonormal basis of N(A)'. We multiply
iteration (2.72) with V' on the left and subtract V'x* from both sides, yielding
V'(xk+1 - x*) =V'xk -V'X* - V'Gk(AkXk - bk)
= V'xk V'x* - V'Gk(Axk - b) + V'Gk((A - Ak)xk - b + bk)
= V'(xk - x*) - V'GkAVV'(Xk - x*) + V'Gk((A - Ak)xk - b + bk),
where in the last equality we have used b = Ax* = AVV'x* and A = AVV' since V is an
orthonormal basis of N(A)'. Equivalently by defining zk = V'(xk - x*), we obtain
Zk+1 = V'(I - GkA)VZk + Wk, (2.76)
where Wk is given by
Wk = V'Gk ((A - Ak)xk - (b - bk)), (2.77)
and bk - b a 0. Note that ||V'(I - GkA)V|| - ||V'(I - GA)V||.
Let us focus on the matrix V'(I - GA)V. Using Eq. (2.74), we have
V'(I - GA)V = /V'(A'E A + 31)- V = 0 (V'A'E- 1 AV + 3)>.
Since V is an orthonormal basis matrix for N(A)', the matrix V'A'E- 1 AV is symmetric
positive definite. Using the fact E-1 - IEll-I, we have
(AV)'E- 1 (AV) > (AV)'(||E||--1I)(AV) = IEI-- 1(AV)'AV | IIoK 1u2 (AV)I,
where we denote by o-(-) the smallest singular value of the given matrix, so we have
o-((AV)'E-1(AV)) ;> ||EIll-ao (AV) > 0.
Now by combining the preceding relations, we finally obtain
||V'(I - GA)V|| < 0 < < 1
o-((AV) E-1(AV)) + - ||E|--o2 (AV) +i '
In iteration (2.76) since V'(I - GkA)V 4 V'(I - GA)V, the matrix V'(I - GkA)V
asymptotically becomes contractive with respect to the Euclidean norm. We are left to
show that (Ak - A)xk in Eq. (2.77) also converges to 0 with probability 1. By using the
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Cauchy-Schwartz inequality we obtain
A~"~ < '~"~A(log k)P/ 2E{| H(Ak - A)xk||Pj < VE UAk - A)| 2 P} E{|xykfP} l lo kP/ 2
where c is a positive scalar, and the second inequality uses Lemma 2.8 and Assumption 2.3
[i.e. E{||Ak - AlI2p} = O(1/kP)].
Using the Markov inequality and fact p/2 > 1, we have for any c > 0
0E{|(Ak -A)xkH|P} 00 (log k)p/ 2(P (||1 Ak - A)xk > 1E)<<c kP/2 <oo'
k=1 k=1 k=1
so by applying the Borel-Cantelli lemma, we obtain that (Ak - A)xk < c for all sufficiently
large k with probability 1. Since e can be arbitrarily small, we have (Ak - A)xk a-s- 0. It
follows that wk 4 0, where wk is given by Eq. (2.77). In conclusion, iteration (2.76)
eventually becomes strictly contractive with an additive error wk - 0. It follows that
zk aNs. 0 so that Axk - b = AVzk -a's 0. Moreover, we have Akxk - bk = Axk - b + (b -
bk) + (Ak - A)xk, so Akxk - bk -s 0 as well. U
The following example shows that under the assumptions of Prop. 2.13, the iterate
sequence {Xk} may diverge with probability 1, even though the residual sequence {Axk - b}
is guaranteed to converge to zero.
Example 2.11 (Divergence of iterative regularization) Let # 1, E I, and
Ak 2 , bk = , k x= ,
0 eik e 2,kj yk_
where {ei,k} and {e2,k} are approximation errors that converge to 0. Then iteration (2.72)
is equivalent to
4 1 eike2,k
Zk+1 Zk, Yk+1 ,-k + 21 + ek 1+ el~
For an arbitrary initial iterate yo E !R, we select {ei,k} and {e2,k} deterministically according
to the following rule:
1 f<ifyk < or yk1 < yk < 2 ,
el,k = e2,k = k
0 if y > 2 or yk1 > y >.
It can be easily verified that ei,k - 0, e2,k - 0, el,k = O(1/\/X), and e2,k = O(1/1V'7 ), so
Assumptions 2.2 and 2.3 are satisfied. Clearly Zk - 0 so Axk - b - 0. We will show
that the sequence {yk} is divergent.
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When yk < 1 or Yk-1 < yk < 2, we have
1 3 1
Yk+1 yk k 1 Yk + k >k+ k
++ 1 + >
so this iteration will repeat until Yk > 2. Moreover, eventually we will have Yk > 2 for some
0 0 
1
I>ksince k = 00. When yA > 2 or yk1 > yk > 1, we have
k=O
1 1
Yk+1 = yk _ k k1 < Yk,
+Yk-1 + -
so this iteration will repeat until Yk < 1, and eventually we will have Yk < 1 for some k > k.
Therefore the sequence {Yk} crosses the two boundaries of the interval [1, 2] infinitely often,
implying that {Yk} and {xk} are divergent.
To address the case where the residual sequence {AXk - b} converges but the iterate
sequence {Xk} diverges, we may aim to extract out of {Xk} the convergent portion, corre-
sponding to { V'Xk}, which would be simple if N(A) and N(A)' are known. This motivates
us to estimate the orthogonal projection matrix onto N(A)' using the sequence {Ak}. If
such an estimate is available, we can extract from {xk} a new sequence of iterates that
converges to some solution of Ax = b with probability 1. We will return to this approach
and the problem of estimating a projection matrix in Section 2.5.3. In what follows, we
denote by Us the Euclidean projection on a general subspace S.
Proposition 2.14 (Convergence of Iterates Extracted by Using Uk) Let
Assumptions 2.2 and 2.3 hold, and let {Uk} be a sequence of matrices such that
Uk s UN(A)- = A'(AA')tA, lim sup EkP Uk - UN(A) } <0, (2.78)
* I k- oo
where p > 2 is the scalar in Assumption 2.3. Let
k =ikXk,
where Xk is given by iteration (2.72). Then for all initial iterates x 0 , the sequence
{k} converges with probability 1 to x*, the solution of Ax = b that has minimum
Euclidean norm.
Proof. From the proof of Prop. 2.13, we see that zk = V'(Xk - X*) ""4 0 and that yk =
U'(zk -X*) may diverge at a rate O(log k), where Yk and Zk are the components of Xk -x* in
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the nullspace decomposition Xk -x* = Uyk +VZk. Since x* E N(A)', we have HN(A)±x*
x*. By using this fact we have
X = X-kXk - X*
HN(A)IXk - (k - HN(A)L)xk - X
= IN(A)-L(Xk - x*) - (Ilk - HN(A)L)xk
HN(A)1(Uyk + Vzk) + (ik - ilN(A)-L)xk-
Using the facts that HN(A)-LU 0, UN(A)-1V = V, and defining Ek =lk -UN(A)1, we
further obtain
k -X* = VZk - jkj Jxkj, (2-79)
By using the Cauchy-Schwartz inequality, together with Lemma 2.8 and the assumption
(2.78), we have for some c > 0 that
< (log k)p/ 2
E{||k||%xXkI} /E{| 1&||2p} E{flxk| 2 P} <Co k
Thus for any e > 0, using the Markov inequality and the fact p/2 > 1,
EP (kjXkj ) 1 E{||ZHxk} c (log k)P/2
k=1 k=1 k=1
so by applying the Borel-Cantelli lemma, we obtain |IEkIjxkl < e for all sufficiently large
k with probability 1. Since e > 0 can be made arbitrarily small, we have I5k||jXk|| a* 0.
Finally, we return to Eq. (2.79) and note that VZk -_4 0 (cf. Prop. 2.13). Thus we have
shown that both parts in the right-hand side of Eq. (2.79) converge to 0. It follows that
Xk -4 X.
We may also consider a generalization of the proximal iteration (2.72) that replaces E
with a sequence of time-varying matrices {Ek}, given by
Xk+1 = Xk - (A' E--Ak + 01) A' E (Axx - bk). (2.80)
We have the following result, which is analogous to the results of Props. 2.13 and 2.14.
Proposition 2.15 (Time-varying Ek) Let Assumptions 2.2 and 2.3 hold, and let
{ Ek} be a sequence of symmetric positive definite matrices satisfying for some 6 > 0
that
Ek _<SI, V k.
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Then for all initial iterates xo, the sequence {'x} generated by iteration (2.80) sat-
isfies Axk - b -> 0 and Akxk - bk -+ 0 with probability 1. In addition, if {Hk} is
a sequence of matrices satisfying the assumptions of Prop. 2.14, the sequence {k}
generated by -k = kXk converges with probability 1 to x*, the solution of Ax = b
that has minimal Euclidean norm.
Proof. We see that Lemmas 2.7 and 2.8 still hold for a sequence of time-varying matrices
{Ek}. Let Gk = (A'E -1Ak + B1) A - . Using an analysis similar to the main proof of
Prop. 2.13, we can show that
(l/5)'E A+(AVV << 1, V k.JJV ('k '+ IV1- (116)0-2(Ay) + 0
It follows that
limsup V'(I - GkA)V| <1.
Thus Eq. (2.76) is still a contraction with additive error decreasing to 0 almost surely. Now
we can follow the corresponding steps of Props. 2.13 and 2.14, to show that AXk - b + 0
and Akxk - bk 4 0, and under the additional assumptions, that k = llkXk 4 x*. E
2.5 Miscellaneous
In this section, we will discuss several important issues that are related to our methodology
and analysis of the current chapter. They are:
" Identifying examples of stochastic iterative methods that diverge almost surely, in the
absence of stabilization or special structures.
" Selection of an appropriate stepsize -y to ensure the convergence of both the determin-
istic and stochastic iterations, based on the simulation process.
" Estimation of a projection matrix onto the nullspace of A and its orthogonal subspace.
To deal with these specific issues, we will provide both theoretic analysis and algorithmic
treatments if necessary. These treatments, together with the stabilization scheme for general
stochastic iteration in Section 2.3 and the analysis of special naturally convergent algorithms
in Section 2.4, provide a complete picture of simulation-based iterative methods for solving
singular linear systems.
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2.5.1 Examples of Almost Sure Divergence
So far we have focused on proving convergence of the residual and/or the iterate sequences
of the stochastic iteration and its modifications under various assumptions. In this section
we will argue reversely. We will present examples of divergence under various conditions
and provide the corresponding proofs; see also Example 2.11 for a divergent case of the
quadratic regularization method. These examples justify the need for:
(a) A stabilization scheme in general cases where both the residual and the iterate se-
quences may diverge.
(b) The use of a projection Ilk to extract a convergent iterate sequence, in special cases
when the iterates diverge but the residuals converge to 0.
We will show that the residual sequence {AXk - b} does not necessarily converge to 0
in general, even if Ak and bk converge to A and b, respectively. The intuition is that the
stochastic iteration is not asymptotically contractive when A is singular, and the simulation
errors tend to accumulate in N(A) at a fast rate, so when transmitted to N(A)' they cause
the residual to diverge with probability 1.
For simplicity, we consider a 2 x 2 linear system Ax = b where
A= 2 0, b= ], {xAx b}=R {[=j.
0 0 0 1
Also in all of the following examples we let y - 1. Our analysis remains valid for any value
of -y for which the iteration is contractive in N(A)'. By applying the decomposition of
Prop. 2.1 we write Xk = , so the iteration Xk+1 - ok - yGk(AkXk - bk) is equivalent to
~k1
Zk+1] (I - GkAk) z + Gkbk. (2.81)
Yk+11 
_kI
We consider three examples, where the simulation noise enters in the form of four random
sequences {e}i,}, i = 1, 2, 3, 4, that have the form
k
eik= w,, an 0, i = 1, 2, 3, 4,
t=1
where {Wi,k}, i = 1, 2, 3, 4, are sequences of i.i.d. random variables in (-1, 1) with mean 0
and variance 1.
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Example 2.12 (General Projection Iteration) Let Gk = I, bk = 0, and
2Ak =
- el,k
0
-e2,k
-e3,ki
Then iteration (2.81) is written as
+ el,k) Zk + e2,kyk,
k
Yk+1 1 + e3,t)) YO -
We will show that both Zk and yk diverge with probability 1, so that Xk and even sk = UlkXk
(with Ilk 4 UN(A)I) diverge with probability 1.
Example 2.13 (General Proximal Iteration) Let Gk = (Ak + I)-1, bk = 0, and
Ak= +el,k e2,k
Wt a s c 0 ei3,k 2
With a straightforward calculation, we can rewrite iteration (2.81) as
Zk±1 = 1 ek - - 2,k
3/2 + el,k Z (3/2 + el,k)(1 + e3,k)
k 1
Yk+1 1 C 3,t 90 -
We will show that both Zk and yA diverge with probability 1, so that Xk and ik = lkXk
diverge with probability 1.
In Examples 2.12 and 2.13 we can show that the zk-portion of the iteration has the form
Zk+1 = /kZk + ( e2,k)Yk, (2.82)
where r/k is a random scalar that converges almost surely to some scalar r/ E (0, 1), and
E(e2,k) is a Lipschitz function that involves e2,k such that
c1|Ie2,k| ||6(e2,)1 C21e2,k|, (2.83)
for some ci, c 2 > 0 and all k. According to Eq. (2.82), the coupling between {zk} and {Yk}
is induced by O(e2,k)yk, which is equal to 0 in the case with no simulation noise.
Example 2.14 (Nullspace-Consistent Iteration) Let Gk = I, Ak = A, and bk =
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Zk+1
. Then iteration (2.81) is equivalent to
Zk+1 = (1/2)zk,
k
Yk+1 = YO -|- e4,t -
t=1
This iteration is nullspace-consistent, and Zk a 0 so AXk - b a ,9 0. We will show that yk
diverges with probability 1.
In what follows, we will first prove for all three examples that the sequences {Yk} and
{Xk} diverge with probability 1. We will then focus on Examples 2.12 and 2.13, and show
that even {Zk} and {AXk b} diverge with probability 1.
Proposition 2.16 (Almost Sure Divergence of Iterates) In Examples 2.12-
2.14, if xo(2) # 0,
lim sup ykI 00, lim sup I|XkI| = 00, w-P-1-
k-+oo
Proof. Since xo(2) # 0, we have yo 5 0. By using the invariance principle for products of
partial sums of i.i.d. positive random variables with mean 1 and variance 1 (see Zhang and
Huang [ZhH07] Theorem 1), we obtain
k
rJ(1 + e3,t)
t=1 )1/ lk e v (0,1)
and by using the symmetry of the Gaussian distribution, we further obtain
t=1 1 e3,t) /k
Therefore in both Examples 2.12 and 2.13, we obtain
y1/ /ki.d e VNA(0, 1),Yk -e
which implies that lim sup Iyk 00 with probability 1.
k-+oo
97
0
e4,kJ
(
(2.84)
i~. e V2N(0,11)
= ! rl E (1 + W3,i) 
vlk
By using the invariance principle for sums of partial sums of i.i.d. random variables
([Kos09] Theorem 2), there exists some o > 0 such that
S e4, 5= W4 4 ) N(0,o),
which implies that
k
lim sup yo + e4,t =oo, w.p.1. (2.85)
k-+oo t=O
Therefore in Example 2.14 we have lim sup yk oc with probability 1. U
k-+oo
The proof of Prop. 2.16 demonstrates an important cause of divergence of stochastic
iterations when the linear system is singular: if a sequence of random variables converges
to 1 at a sufficiently slow rate, their infinite product may diverge to infinity.
Now let us focus on Examples 2.12 and 2.13, and consider the behavior of {zk} and
{AXz - b}. To do so we need to understand the coupling between zk and Yk, which corre-
sponds to the term E(e2,k)yk in Eq. (2.82). We address this in the next lemma.
Lemma 2.9 In Examples 2.12 and 2.13, if xO(2) , 0, lim sup Ie2,kykI =o with
k-+oo
probability 1.
Proof. First we claim that for an arbitrary scalar m > 0, the probability P(le2,kyk| < m)
decreases to 0 as k -* oc. To prove this, we note that
{Ie2,kyk| m} C {je2,kI < 1/k} U {|ykI mk},
therefore
P(le2,kyk| I m) P (e2,k| I 1/k) + P (lyk| mk).
As k -* oc, by using the central limit theorem for sample means of i.i.d. random variables,
we have Vfke2,k NA(0, 1). Using the limit distributions of v'e2,k and (yk)1/, we know
that
P(le2,k| 1/k) = P ( e2,k 1 e/ k) 4 0, (2.86)
and we can also show that
P(lyk| < mk) = P(IykI1/\" < (nk)1/1k) 1 0. (2.87)
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To see this, we note that (mk) - > 0 and y k $e v'2(O,1) [cf. Eq. (2.84)], so we have
P (lykJ/v'k (mk)1/k) - P (X < 0 1 X is distributed according to edvN2(0,1)) 0.
Equations (2.86) and (2.87) prove that P(Ie2,kyk| < m) 1 0.
Now we will show that lim supkoo, e2,kyk| = oc with probability 1. By using the union
bound and the continuity of probability measure, we have for any m > 0 that
P (lim sup Ie2,kyk < M =P u {|e2,kYk| < m})
n=0 k>n
so that
P (lim sup e2,kyk|
k---o
sup Ie2,kyk| <
k>n
m P (lim sup e2,kyk|
k--oo
< E
m=1
This completes the proof. U
Finally, we are ready to prove the divergence of the sequence {zk} and the residual
sequence {Azk - b} for general projection/proximal iterations based on simulation.
Proposition 2.17 (Almost Sure Divergence of Residuals) In Examples 2.12
and 2.13, if xO(2) # 0, then
limsup IAxk - b|| = oc, w.p.1.
k-+oo
Proof. We will focus on the iteration (2.82) for Zk, i.e.,
Zk+1 =IkZk + O(e2,k)yk,
where r/k r/ C (0, 1) and 8(e2,k) satisfies Eq. (2.83). For an arbitrary sample trajectory
and sufficiently small e > 0, we have
IZk+1| I >1(e2,k)yk - (r + )zk,
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<-1 lim P (le2,kYkl < M) = 0,k-n0oo
n-O
I
< M)
11
=P T
m=1
for k sufficiently large. Taking lim sup of both sides of this inequality as k -+ 00, and
applying Lemma 2.9, we obtain
1
lim sup I zk+| lim sup |E(e2,k)yk= 00, w-P-1-
k-+oo 1+ 77+ k-*oo
Finally, we have lim sup |AXk - b|| = lim sup Izk /21 = o with probability 1. U
k- oo k-oo
Proposition 2.17 shows that the residual need not converge to 0 without the nullspace-
consistency condition N(A) = N(Ak) or some special structure of Gk. The reason is
that the simulation error may accumulate in N(A) through iterative multiplication. This
accumulated error in N(A) corresponds to yk in our analysis, which diverges at a rate of
ef as proved in Prop. 2.16. In addition, the simulation error may create a "pathway" from
N(A) to N(A)' through the mapping from Xk to Xk+1, via the term e2,k, which decreases to
0 at a rate of 1/vk. The joint effect is that the accumulated simulation error in N(A) grows
at a rate much faster than the diminishing rate of the "pathway" from N(A) to N(A)'.
As a result, the component Zk corresponding to N(A)' is "polluted" with simulation error
[i.e. e(e2,k)yk], which eventually makes the residual diverge with probability 1.
2.5.2 Choice of the Stepsize -y
An important issue related to our methodology is the selection of an appropriate stepsize
-y in the simulation-based iterations to guarantee convergence. In theory, we have shown
that any stepsize 'y that works for the deterministic counterpart of the algorithm, will also
work for the stochastic algorithm. More specifically, the stepsize y needs to be sufficiently
small, as determined by the smallest positive part of eigenvalues of GA (see Prop. 2.2). In
practice and in the presence of simulation noise, determining y can be challenging, given
that A and b are largely unknown. This is particularly so for singular or nearly singular
problems, since then the close-to-zero eigenvalues of GA are hard to estimate precisely. In
this section, we will address this issue in several different cases.
There are a few special cases where we may infer an appropriate value of 7 by using the
general properties of G and A. As noted in Section 2.1, when the algorithm is a proximal
point iteration, i.e.,
Gk = (Ak +f3I)-1 or Gk = (A'E--Ak + I)-1A'-1,
where E is a positive definite symmetric matrix and Q is a positive scalar, or is a splitting
algorithm, we may simply take
-y=1.
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This stepsize is known to guarantee the convergence of the deterministic proximal and
splitting iteration [e.g., cases (iii)-(v) in Prop. 2.3], and thus guarantee the convergence of
the simulation-based iterations.
In more general cases, we may not have any access to G and A, and thus cannot choose
-y easily as in the preceding cases. For these cases, one possibility is to replace the constant
stepsize y with a diminishing stepsize
-Yk 4 0-
As long as E'o Yk = 00, our convergence analysis can be adapted to work with such
stepsizes. This approach is simple, but it may be less desirable because it degrades the
linear rate of convergence of the residuals of the associated algorithms, which is guaranteed
if the stepsize is not diminished to 0.
To remedy this, we propose another possibility, which is to estimate a proper value of
-y to satisfy -y C (0, 7), where y is given by Eq. (2.6), based on the sampling process. This
is a more appealing approach in that it preserves the rate of convergence of the algorithms,
which we describe as follows.
To estimate an appropriate value of -y, we may update an upper bound of stepsize ac-
cording to
Yk if P - YkGkAk) < 1 + k, (2.88)
k77k if P(I - kGk Ak) > 1 + 6 k,
where {6 k} is a slowly diminishing positive sequence and {ryk} is a sequence in (0, 1), and
choose the stepsize according to
7Yk E (0,77k)-
Under suitable conditions, which guarantee that 6k eventually becomes an upper bound of
the maximum perturbation in eigenvalues of GkAk, we can verify that %k converges to some
point within the interval (0, 7], as shown in the following proposition.
Proposition 2.18 Let Assumptions 2.1-2.2 hold, let {77} be a sequence of positive
scalars such that [' TO/J = 0, and let {6 } be a sequence of positive scalars such that
6 k 4 0 and ek|Sk - 0, where
ek= max |Aj(GkAk)-Ai(GA)|,
i=1,...,n
with Ai(M) denoting the ith eigenvalue of a matrix M. Then, with probability 1, the
sequence {;y} generated by iteration (2.88) converges to some value in (0, y] within
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a finite number of iterations. I
Proof. By its definition, {Yk} either converges to 0 or stays constant at some positive
value for all k sufficiently large. Assume to arrive at a contradiction that %/ eventually
stays constant at some ' > 7, such that p(I - GA) > 1 (cf. the analysis of Prop. 2.2).
Note that for any y, k > 0, we have
p(I - yGkAk) - p(I - yGA)I < -y max |A(GkAk) - Ai(GA)| = Yk.
i=1, ...,In
From the preceding relation, we have
p - YkGkAk)= p(I - GkAk) > p(I - GA) - Ek > 1 + 6 k,
for sufficiently large k with probability 1, where we used the facts 6 k 1 0, GkAk + GA
(cf. Assumption 2.2), so that Ek 24 0 (see e.g., the book on matrix perturbation theory
by Stewart and Sun [StS90]). Thus according to iteration (2.88), Yk needs to be decreased
again, yielding a contradiction. It follows that Yk eventually enters the interval (0, y] such
that p(I - -yGA) < 1 for all -y E (0,7], with probability 1.
Once %Y enters the interval (0,;Y], we have
p(I -;TkGkAk) p(I - kGA) + kek 1+ k,
for all k sufficiently large with probability 1, where we used the fact e/ 6 k 24 0 and the
boundedness of {%}. This together with Eq. (2.88) imply that Yk eventually stays constant
at a value within (0,7]. U
In the preceding approach, the error tolerance sequence {6k} needs to decrease more
slowly than ek, the simulation errors in eigenvalues. Based on matrix perturbation theory,
as GkAk 24 GA, we have ek < O(| GkAk - GA1|q), where q = 1 if GA is diagonalizable
and q = 1/n otherwise (see [SS90] p. 192 and p. 168). This allows us to choose 6 k in
accordance with the convergence rate of the simulation error. In particular, when Ak and
Gk are sample averages of random samples, these estimates often conform to a form of
central limit theorem and certain concentration inequalities. For these cases, the eigenvalue
perturbation ek decreases to zero at a rate of 0 (k-q/ 2 ) in some stochastic sense, so we can
choose 6k > k-/ 2 to guarantee that ek/ 6 k 2 0. A typical situation is when the samples
are i.i.d. Gaussian random variables, in which case we can choose the error tolerance
sequence
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where v is an arbitrary scalar in (0, q/2), to satisfy the assumption of Prop. 2.18 and ensure
the convergence of the estimated stepsize.7
Moreover, the sequence {rl} in Eq. (2.88) can be selected as, e.g.,
k = E (0, 1), or k = 1 -/k,
as long as it ensures that -Yk can be decreased to arbitrarily small. Finally, accordingly to
the preceding analysis, the stepsize -yj can be selected to converge finitely to an appropriate
stepsize value -y within (0, 7) for k sufficiently large with probability 1. Thus our convergence
analysis for constant stepsizes applies.
Note that computing the spectral radius p(I - ikGkAk) in Eq. (2.88) may not be pro-
hibitive, especially for problems of moderate dimension that involve time-consuming simu-
lation. Moreover, it is sufficient to update -Yk periodically instead of once per iteration, to
economize the computation overhead.
The details of the extensions of our convergence analysis to the stepsize schemes de-
scribed above are relatively simple and will not be given. To sum up, if -y cannot be
properly chosen based on general properties of the corresponding deterministic algorithm,
it can be estimated based on the sampling process to ensure convergence, or simply taken
to be diminishing.
2.5.3 Estimating a Projection Matrix
Finally, we consider the problem of estimating the matrix of projection onto N(A)', given a
sequence of matrices {Ak} that converges to A. The estimated projection matrix can be used
in the stabilization scheme of selective eigenvalue shifting (see Prop. 2.7 of Section 2.3.3).
Moreover,this estimate can also be applied to iterates generated by quadratic regularization
and extract a convergent sequence (see Prop. 2.14 of Section 2.4.2).
7 Consider the case where Gk and Ak are samples averages of i.i.d. Gaussian random variables, and
k = k -q/2+v > k -q/2 for some v C (0, q/2). In this case, the random variable GkAk can be viewed as a
differentiable function of the sample averages. It can be seen that the sequence {E [|GkAk - GAll 2PkP]} is
bounded for any p > 0 (this is similar to Assumption 2.3, and can be proved using the argument of footnote
4.) Then we obtain that the sequence {E [2p/q kP } is bounded. Let E be an arbitrary positive scalar. We
use the Markov inequality to obtain
P (E / 6  > E) - Z 2 /2p/q E [62p/qj < -2p/q (k2/q) p _ -2p/q k-2pv/q <_
k=O k=0 k k=O k=0
where the last inequality holds when we take p sufficiently large. It follows from the Borel-Cantelli lemma
that Ek/ok < E eventually with probability 1. Since E is arbitrary, we have Ek/ 6 k _"- 0. Therefore the choice
of 6 k = k -q/2+" satisfies the assumption of Prop. 2.18 and works for the update rule (2.88) in the case
of i.i.d. Gaussian samples. This analysis can be extended to general sampling processes with subgaussian
distributions.
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Denote the projection matrix to the subspace N(A)' by
HN(A)w = A'(AA')tA VV', (2-89)
where V is an orthonormal basis of N(A)' and "t" denotes the Moore-Penrose pseudoin-
verse. Note that the pseudo-inverse is not a continuous operation. The same is true for the
decomposition procedure that yields V, since singular vectors are in general unstable if A is
perturbed with small error [Ste90]. The key to constructing a sequence of estimates {Uk}
based on {Ak} such that
Ik UN(A)-
is the convergence of N(Ak) to N(A). Although the singular vectors and the inversion of
near-zero singular values are sensible to simulation error, the singular space corresponding
to a cluster of singular values iswell behaved.
We let the singular value decomposition of A and Ak be
A = MA[U V]', Ak = MkAk[Uk Vkl',
where A and Ak are diagonal matrices with diagonal {A1,... , A1,} and {A1,k, ... , An,k} both
ranked in increasing order, M, Mk, [U V] and [Uk V] are unitary matrices. Assume
that the first r singular values of A are equal to 0, and U consists of r basis vectors, so
R(U) = N(A) and R(V) = N(A)'. The basis matrices Uk and V are chosen so that their
column dimensions are equal to those of U and V respectively.
According to the perturbation theory of singular value decomposition (see the survey
[Ste90] and the citations there), the singular values of Ak converge to the singular values of
A, and we have
|Ai - Ai,k| = O(||Ak - All), i = 1, . .. , In, W.p. 1. (2.90)
Wedin's theorem [Wed72] gives a perturbation bound on a form of angle between the singular
subspaces of two matrices, assuming some singular value separation conditions. A simplified
version of Wedin' theorem gives the following bound
IVkV' - VV'IIF = IUkUk - UU'F 211A - kFA
where || - ||F is the Frobenius matrix norm and A > 0 is a positive scalar, provided that
min {Ar+1,k, - , An,k} > A. (2.91)
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We let A be A = Ar+1 - e for some e > 0 sufficiently small. By using that Ai,k a*4 Ai for each
i, we can show that the above condition is satisfied for k sufficiently large, with probability
1. Therefore
(2.92)||VkV' - VV'||F = UkU -UU'|F 2A - AkF = O(IlAk - A\l),Ar+1 - 6
with probability 1; see [SS90]. We will use the Frobenius matrix norm throughout this
section, and we note that it is equivalent with the Euclidean matrix norm in the sense that
||Mll < \IM||F < v ||MIl for any n x n matrix M.
We now describe an approach for estimating UN(A)1L, based on using the singular value
decomposition of Ak and applying truncation. In particular, let Ak be obtained by truncat-
ing the singular values of Ak that are below a threshold, so near-zero singular values of Ak
will be forced to be equal to 0. In order to ensure that only {A1,k, ... , Ar,k} are truncated,
we will use a decreasing sequence of thresholds {6} and assume that it converges to 0 at a
rate slower than ||Ak - AllF. The estimated projection matrix is
Ulk = (AkA 'Ak, (2.93)
where Ak is defined by its singular value decomposition
Ak= MkAk[Uk Vk]', where Ak(i,i) {
The convergence result of iteration (2.93) is given in the following proposition.
Proposition 2.19 Let {4} be a sequence of positive scalars such that 6 4 0 and
(Ak - A)/6k as. 0. Then the sequence {Hk} generated by iteration (2.93) is such
that
Ik __+'N (A),
and
Uk -UN(A)L F O(IA - A||F), w-P-1-
Proof. We claim that for k sufficiently large, the set of truncated singular values will coincide
with the set {A1,k,..., Ar,k} with probability 1. We first note the almost sure convergence
of the singular values of Ak to those of A, i.e.
Aik a+0,
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Aik
0
if Aik 6k,
if Ai,k < 6k,
Ai,k a~ Ai > 0, r = + 1, -. - I-,n.= ,...,T,)
By using Eq. (2.90) and the assumptions (Ak - A)/6k a.8. 0 and 6k 4 0, we have
Ai,k/ 6 k = (IAi,k - Ai)/Ok = O(||Ak - A|F)6k 40,
Ai,k - 6 k a.8 Ai > 0,
This implies that those singular values of Ak whose corresponding singular values of A are
equal to 0 will eventually be truncated, and all other singular values will eventually be
preserved. Therefore, the truncated diagonal matrix Ak is equal to
Ak = diag{ 0,. . ., 0, Ar+1,k, - -, An,k)I
for k sufficiently large, with probability 1.
Finally, for k sufficiently large, we have
Ak = Mk 0
10
0
diag{Ar+1,k, - , An,k}
By the definition of Eq. (2.93), 1 k is the projection matrix onto R(A'), so
sufficiently large k
Ik = VkVk,
that for all
w.P.1.
This together with Eqs. (2.89) and (2.92) yields Uk -- 4 VV' = UN(A)1 and |Jk -
UN(A)_L IF= O(|Ak - AllF) with probability 1.
A second approach for estimating HN(A)' is to let
U = A'(AA +62I) I Ak,
where {k} is again a sequence of positive scalars that decreases to 0 at a slow rate.
Proposition 2.20 Let { 6k} satisfy the assumptions of Prop. 2.19.
quence {Hk} generated by iteration (2.94) is such that
Ik -4N(A)w,
and
H II (62)+o 0 (Ak -A||2F|Uk -U'N( A)-L F = (k )--O62 ,k
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I
[U ,1
_VA.1
w.p. 1.
2
(2.94)
W-P.1.
i = T+11 -. - -n."
R(A') = R(Vk),
Then the se-
Proof. By applying the decomposition Ak = MkAk[Uk Vk]' to Eq. (2.94) we obtain
[Uk= 2 + 62I) [Uk Vk]' [Uk Vk]Ik[Uk Vk]'
where 1k is the diagonal matrix Ik = A2 (A2 + 6 I) 1 that has diagonal elements
A?
Aik i = , .n.
We also note that
UN( A)- = VV' = [U V]I[U V]',
where I is the diagonal matrix with diagonal elements
if i > r,
if i < r
i = n.
Let us write
U -UN(A)-L [Uk Vk]Ik[Uk Vk]' - [U V|I[U V]'
= [U Vk]I[Uk Vk]'+ [U Vk] (1k - I) [Uk Vk]' - [U V]I[U V]'
= VkV' + [Uk Vk] (ik - I) [Uk Vk]' -VV'.
We have
2-Ik = I-A 2(A2+62I)-- 2|| |2 
F kF
n 2 2  2
i-i~
2 +6 1r 2~ 2 n
A 2 Ak 2 +±Z1
i ik k i=r+1
(Ak 
- A) 2  2Zi~ - 2 + 2+
2 1 A~,k A~) k
A2k 2
2 A k
i-r+1 i~k k
2
Ak A| ±0 (F),
where the fourth equality uses the fact A= 0 if i < r, and the last equality uses Eq. (2.90)
to obtain Aik - Ai O(|Ak -AllF) for i < r and also uses (Ak - Ai)/6k A 0 to obtain
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(2.95)
(0
(Ai,k - Ai) 2 + 62 6~ . Therefore
F~AkA + \/ ((A6kII -o 2 Fk F 4)
(|Ak- A|04< -E 6 + 64 + 2||Ak - A||12
k
< 0 ||Ak - A||2 + O (62) .
By applying the above relation and Eq. (2.92) to Eq. (2.95), we obtain
||11k - H N(A)L IF kV - V'VJIF + |[Uk Vk](Ik - Ik)[Uk Vk]'1 F
= |VkVk - V'V||F 
- 1k - k F
= O|A - A||F) + k0(62) ± O (|Ak - A|)
0O( 6J)±OA %AIIF),6
= O( )+O 1|An - A||1
where the first equality uses the fact that |- |F is unitarily invariant, and the last equality
uses the fact that 2||Ak - AllF - 6 k - Ak /6k. Finally, since 6 k -+ 0 and ||Ak -
AllF/ 6 k -* 0, it follows thatHk s 1 N(A)L -
If we let 62= 1/v/Y-, which satisfies (Ak - A)/6k - 0 under reasonable assumptions on
the convergence rate of (Ak - A), the assumptions of Prop. 2.20 are satisfied and the bound
becomes
1
||Hk - 1HN(A)L F = 0 (1 + k|Ak - A||).
Assume that we can verify the assumption (2.78) of Prop. 2.14. Then we can apply the
estimated projection matrix Ik to the divergent sequence of iterates {Xk} obtained using
the quadratic regularization approach. According to Prop. 2.14, the sequence of iterates
Jk = Hkxk converges to the solution of Ax = b with minimal Euclidean norm.
2.6 Remarks
In this chapter, we have considered the convergence issues of iterative methods for solving
singular linear systems Ax = b. Our analysis has focused on simulation-based counterpart-
s of convergent deterministic methods, and has highlighted the complications due to the
accumulation of simulation errors along the nullspace of A. We have constructed a frame-
work for analysis of deterministic iterative methods, based on an iteration decomposition
along the nullspace of A and its orthogonal subspace, and provided necessary and sufficient
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conditions for convergence. For the natural stochastic extensions, the residual sequence or
the iterate sequence, or both, may not converge due to the fact that stochastic error can
accumulate in the nullspace of A.
For general stochastic iterations that may diverge, we have developed new algorithmic
modifications that stabilize the methods in the presence of stochastic noise, which ensure
that the stochastic iteration converges to a specific solution of Ax = b. Besides the case
where A is singular, our algorithms seem promising for problems where A is nonsingular
but highly ill-conditioned. This seems to be an interesting area for further research.
Moreover, we have considered two special cases of simulation-based methods: the nullspace-
consistent iteration and the iterative regularization algorithm. For these cases, we have
shown that the residual of the iteration naturally converges to 0, while the iterate may be
unbounded. To address the issue of divergence, we have proposed a correction method,
involving simulation-based estimates of the matrix of projection onto the nullspace of A.
For the convergence of simulation-based methods, we have categorized through examples
and analytical proofs various situations of convergence/divergence of residuals and iterates.
A summary of these situations and the corresponding results is given in the table below.
All of these results have been shown in [WB13c] and [WB13b].
Algorithms Residuals Iterates Xk and References
rk = AXk - b k=kXk
General iteration rk may diverge. ok and Xk may di- Examples 2.12-2.13
verge.
Stabilized iteration rk - 0. Xk and -4 converge. Props. 2.4-2.8
Nullspace-consistent it- rk " 0. ok may diverge, but Props. 2.9-2.11, Ex-
eration xk converges. ample 2.14
Iterative regularization rk "k 0. Xk may diverge, but Props. 2.13-2.15, Ex-
Xk converges. ample 2.11
Table 1: Convergence/Divergence Results of Stochastic Iterative Methods for Singular
Systems
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Chapter 3
Stochastic Methods for Variational
Inequalities
Variational inequalities (VI) is an important and general class of problems. Under appro-
priate assumptions, it includes as special cases several fundamental problems in applied
mathematics and operations research, such as convex differentiable optimization, solution
of systems of equations and their approximation by Galerkin approximation or aggregation,
saddle point problems, and equilibrium problems. They take the form
F(x*)'(x - x*) > 0, V x c X, (3.1)
where F : R' H-4 R' is a mapping, and X is a closed and convex set in R'. For extensive
background on VI, we refer to the books by Kinderlehrer and Stampacchia [KS80], by
Patriksson [Pat99], and by Facchinei and Pang [FP03]. These books contain theoretical
analysis as well as a wide range of algorithms and applications.
We are interested in a VI of the form (3.1) in which the constraint set X is the inter-
section of many sets, i.e.,
X = niEMXi,
with each Xi being a closed and convex subset of R", and M being the set of constraint
indexes. Moreover we allow the function F to have the form of an expected value, or a sum
of a large number of component functions, i.e.,
F(x) = E [f (x, v)], (3.2)
where f is some function of x and a random variable v. VIs with F being expected values as
in Eq. (3.2) are sometimes referred as stochastic VIs. In this chapter, we assume throughout
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that the mapping F is strongly monotone [i.e., (F(x) - F(y))'(z - y) ;> -|x - y1l for some
- > 0 and all x and y]. It follows that the VI has a unique solution x* (see e.g., [FPO3]).
We will later introduce additional assumptions, including the condition that F is Lipschitz
continuous.
We focus on projection-type methods, which in its simplest form iterates according to
ok+1 = II [Xk - akF(Xk)],
where II denotes the Euclidean projection onto X, and ak is a positive stepsize. The projec-
tion method for numerical solution of strongly monotone VIs has been studied extensively
(see e.g., Bertsekas and Tsitsiklis [BT96], and Facchinei and Pang [FPO3] for textbook
accounts of its properties and convergence analysis). A survey on deterministic projection-
type methods is given by Xiu and Zhang [XZ03]. Due to the complicated structures of
X and F, the classical projection method is no longer applicable. This is because each
iteration involves finding the projection onto the entire constraint X, as well as computing
exactly the values of F at Xk. Both of these operations can be expensive or even impossible
for applications involving large scale data or inherent stochasticity. This motivates us to
modify the method so that the components Xi and f(x, v) are processed in an "incremental"
manner, as opposed to in a "batch" manner.
The purpose of this chapter is to propose an incremental constraint projection method, in
which the algorithm updates based on a sequence { (Xwk f(-, v)) }, which can be obtained
either deterministically or stochastically. Under appropriate conditions on the constraint
sets, stepsizes, and sampling process, we show that the algorithm converges almost surely to
the unique solution of VI (3.1). For versions of the algorithm with non-diminishing stepsizes,
we show that it converges to within an appropriate neighborhood of x*. In addition, we
develop convergence rate estimates for the number of iterations needed for the algorithm to
converge to within a given error tolerance. Our comparison of the rates of convergence of the
random and the cyclic sampling cases indicates an advantage for random sampling. This has
also been confirmed by computational experimentation (see Section 5.2), and is consistent
with earlier results on incremental subgradient methods [NB01], [BNO03], [Ber10].
We focus primarily on the case where the number of constraint sets is finite, i.e, M
{1,.. . , m}, where m is a positive integer. However, a large portion of our analysis can
be adapted to allow an infinite number of constrain sets. To the best of our knowledge
the algorithm and its analysis are new: there seems to be no prior literature on projection
methods for VI that involve feasibility updates using projection on component supersets Xi
of the constraint set X.
This chapter is organized as follows. Section 3.1 describes the incremental constraint
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projection algorithm and its convergence issues in more detail, and summarizes the as-
sumptions, proof techniques, and several preliminary results. Section 3.2 focuses on the
algorithm with random projection, and derives convergence results, rate of convergence,
and a constant-stepsize error bound. This analysis, complicated as it is, turns out to be
fundamental for our purposes and paves the way for analysis of other variants of the algo-
rithm. Section 3.3 and Section 3.4 obtain the corresponding results for the algorithm that
adaptively projects onto the most distant constraint superset, and the algorithm with cyclic
or randomly permuted order projection, respectively. Finally, Section 3.5 discusses several
extensions of the current work.
Our notation in summary is as follows. For x E !R', we denote by x' its transpose, and
by ||xJJ its Euclidean norm (i.e., ||xJJ = x'). The abbreviation " " means "converges
almost surely to," while the abbreviation "i.i.d." means "independent identically distribut-
ed." For two sequences {Yk} and {zk}, we write Yk = O(zk) if there exists a constant c > 0
such that ||Yk|H cllzk|| for each k. In the case where {Yk} and {Zk} are sequences of
random variables, we write "yk = O(zk) w.p.1" if there exists a constant c > 0 such that
lYk|| cllzk|| for each k with probability 1.
3.1 Incremental Constraint Projection Method
Given the potentially complicated structure of the mapping F and the constraint X, the
classical projection iteration
Xk+1 = H {Xk - akF(Xk)]
can be inefficient or even prohibitively time-consuming. To deal with these difficulties, we
propose to replace X and F with their samples X, and f(-, Vk), yielding the algorithm
Xk+1 ="wk [xk - akf (Xk, Vk)],
where HUk denotes Euclidean projection onto the set Xwk . To be more general, we allow the
projection step to use time-varying stepsizes. We obtain the following two-step algorithm,
which we refer to as the incremental constraint projection algorithm:
Zk = Xk - akf (xk, Vk), Xk+1 = Zk - # (zk - Wkzk), (3.3)
where {vk} and {wk} are sequences of random variables generated by some probabilistic
process, and {ak} and {k} are sequences of positive scalar stepsizes. For convergence to
z*, we will assume that ak is diminishing and k is constant or slowly diminishing (precise
conditions will be given later).
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The convergence mechanism of our algorithm involves an intricate interplay between
the progress of the constraint projection steps and the function projection steps, and their
associated stepsizes #A and ak. An important new insight that emerges from our analysis is
that the algorithm operates on two different time scales: the convergence to the feasible set,
which is controlled by #k, is faster than the convergence to the optimal solution, which is
controlled by ak. This two-time-scale mechanism is the key to the almost sure convergence,
as we will demonstrate with both analytical and experimental results.
Another important aspect of our analysis relates to the method of selection of the
samples vk and Wk. We will consider the three cases where:
" The samples vk and Wk are generated randomly, so that all the indexes are sampled
sufficiently often. We refer to this as the random projection algorithm.
" The samples Wk are generated adaptively based on the iterates, such that Xwk is
always the most distant set from xk, while the samples Vk are generated randomly.
We refer to this as the most distant constraint projection algorithm.
" The samples Vk and wk are generated "cyclically," e.g., according to either a deter-
ministic cyclic order or a random permutation of the component indexes within a
cycle (a precise definition will be given later). We refer to this as the cyclic projection
algorithm.
The proposed algorithm (3.3) is related to a number of known methods from convex
optimization, feasibility, VIs, and stochastic approximation. In particular, when #k = 1
and F(xk) = 0 for all k in iteration (3.3) we obtain a successive projection algorithm for
finding some x E X = niEMXi, of the type proposed and analyzed in many sources. In
the case where F(xk) is the gradient at Xk of a strongly convex function f, possibly of
the additive form f = Egi fi, we obtain special cases of recently proposed algorithms for
minimizing f over x E X = nieMXi (see the following discussion). Finally, in the case
where X = Xwk for all Wk and F is given as an expected value [cf. Eq. (3.2)], our method
becomes a stochastic approximation method for VIs, which has been well known in the
literature.
Assumptions and Preliminaries
To better understand the proposed incremental projection method, we first briefly review
the convergence mechanism of the classical and deterministic projection method
Xk+1 = [Xk - akF(Xk)], (3.4)
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where H denotes projection on X. The solution x* of the VI (3.1) is the unique fixed point
of the preceding iteration for any ak > 0, i.e.,
X* = x- akF(x*)].
We assume that F is strongly monotone with a constant o > 0 such that
(F(x) - F(y))'(x - y) > o llx - y|| 2 , V x, y E R',
and is Lipschitz continuous with a constant L > 0 such that
F(x) - F(y)J| < LJ|x - yl, V x,y E R'.
Then iteration (3.4) is strictly contractive for sufficiently small ak > 0. This can be shown
as follows:
||xk+1 - X*||' = H[xk - akF(xk)] - (lx* - akF(x*)] |2
| [xk - akF(xk)] - [x* - akF(x*)] 12
(xk - x*) - aYk(F(Xk) - F(x*)) |2
=|X -- x* 2 - 2ak(F(xk) - F(x*))'(xk - x*) + a |F(xk) - F(x*)||2
(1 - 2 -ak - a2 L2)zXk -x* 2
where the first inequality uses the nonexpansiveness of the projection (i.e., that ||HX-Hyll
||r - ylI for all x, y E Rn), and the second inequality uses the strong monotonicity and
Lipschitz continuity of F. In the case of a constant stepsize, assuming that ak a E (0, U)
for all k, the iteration is strictly contractive and converges linearly to the unique fixed point
x*. In the case of diminishing stepsizes, assuming that E= ak = 00 and E al < Io,
the iteration can be shown to converge to x* by using a stochastic approximation argument
(see the subsequent analysis).
Our proposed incremental constraint projection algorithm, restated for convenience here,
Zk = xk - akf (Xk,Vk), xk+1 = zk - A (Zk -- UHWkZk) , (3.5)
differs from the classical method (3.4) in two important respects. First, the iterates {x}
generated by the algorithm (3.5) are not guaranteed to stay in X. Moreover, the projection
UWk onto a random set Xwk need not decrease the distance between xk and X at every
iteration. Instead, the incremental projection process guarantees that {xk} approaches X
in a stochastic sense as k -a oc. Second, the stepsize ak must be diminishing rather than
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be a constant a. This is necessary because if ak were a constant, the solution x* would not
be a fixed point of algorithm (3.5), even if f(x, v) = F(x) for all x and v. Indeed, as we
will show later, the stepsize {axk} must be decreased to 0 at a rate faster than {#A} in order
that the algorithm converges. Additionally a diminishing stepsize O is needed if samples
f (x, v) of F(x) are used in place of F(x), even if the projection is on X rather than X.,.
This can be understood in light of the stochastic approximation character of the algorithm
in the case where X = R". In what follows, we denote by Fk the collection
-F= {VO, ... Vk_1, WO, .. .,W kzo,.. ., z_1, Z O, .. x},
so {Fk} is an increasing sequence.
Let us outline the convergence proof for the algorithm (3.5) with random projection.
Similar to the classical projection method (3.4), our line of analysis starts with a bound of
the iteration error that has the form
||Xk+1 - 1 Xk - x *112 - 2akF(xk)'(xk - x*) + e(xk,ak,#Ok,wk,vk), (3.6)
where e(xk, ak, #k, wk, vk) is a random variable. Under suitable assumptions, we will bound
each term on the right side of Eq. (3.6) by using properties of random projection and
monotone mappings, and then take conditional expectation on both sides. From this we
obtain that the random projection algorithm is "stochastically contractive" in the following
sense
E [Ixk+1 - X*||2 1 Fk] < (1 - 2 o-ak + 6 1)|Xk - X*I2 + ek, w.p.1,
where o is the constant of strong monotonicity, and 6k, ek are positive errors such that
EO 6k < oc and EO Ek < oo. Finally, we will use the following supermartingale con-
vergence theorem result due to Robbins and Siegmund [RoS71] to complete the proof.
Theorem 3.1 Let {yk}, {uk}, {ak} and {bk} be sequences of nonnegative random
variables so that
E [Yk+1 | 9k] < (1 + ak)yk - Uk + bk, for all k > 0 w.p.1,
where 9k denotes the collection yo,... , Yk, uO,... , u,ao,...,ak,bo,...,bk. Also, let
_'o ak < oc and E'O bk < 00 with probability 1. Then yA converges almost surely
to a nonnegative random variable, and E'k=o Uk < oc with probability 1.
This line of analysis is shared with incremental subgradient and proximal methods (see
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[NB00], [NB01]). However, here the technical details are more intricate because there are
two types of iterations, which involve the two different stepsizes ak and k. We will now
introduce our assumptions and give a few preliminary results that will be used in the
subsequent analysis.
Assumption 3.1 The mapping F is strongly monotone with a constant - > 0, i.e.1
(F(x) - F(y))' (x - y) ;> olx - y112 ,
The mapping f(-, v) is "stochastically Lipschitz continuous" with a constant L > 0,
i. e.,
V x y . RnE[ f(x,vk) - f(y,vk)( 2 |Fk] < L 21X -
with probability 1. Moreover, there exists a constant B > 0 such that
for all k > 0,IF(x*)|| < B,
with probability 1. j
The stochastic Lipschitz continuity condition (3.7) resembles ordinary Lipschitz conti-
nuity. If f(x, v) = F(x) for all x and v, the scalar L is equal to the Lipschitz continuity
constant of F. If v takes finitely many values, Lipschitz continuity of each f(., v) implies
the stochastic Lipschitz continuity condition.
In order for the distance between xk and X to decrease "on average," we make several
assumptions regarding the constraint sets {Xi} and the incremental projection process
{ H,, }. The following assumption is a form of regularity of the collection of constraint sets
{xi}.
Assumption 3.2 (Linear Regularity Condition) There exists a positive scalar
y such that for any x G R"
lix - IIXz1 2 < 7 max lix - IIxix||2 ,iEM
where M is a finite set of indexes, M {1,.. . ,m}.
This assumption is known as linear regularity, and was introduced and studied by
Bauschke [Bau96] (Definition 4.2.1, p. 53) in the more general setting of a Hilbert space; see
also Bauschke and Borwein [BB96a] (Definition 5.6, p. 40). Recently, it has been studied by
Deutsch and Hundal [DH08] for the purpose of establishing linear convergence of a cyclic
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E (||f(x*,g Fk k B 2
(3.7)
V x, y E, Rn.
projection method for finding a common point of finitely many convex sets. This linear reg-
ularity condition is automatically satisfied when X is a polyhedral set. The discussion in the
preceding references provides several other situations where the linear regularity condition
holds, and indicates that this condition is a mild restriction in practice.
Although the linear regularity assumption requires {Xi} to be a collection of finitely
many sets, it can be relaxed to accommodate an infinite number of constraints for random
projection algorithms. Consequently, a substantial part of our subsequent analysis can be
adapted to the relaxation of Assumption 3.2; see the discussion of Section 3.5. However,
for cyclic projection algorithms, the number of constraints must be finite.
Assumption 3.3 We have ak E (0, 1), k E (0, 2) for all k, and
0o 0o o 2
a = 00, a k < 00k < 0 0 ,
k=0 k=0 k=O
where Y-- =k(2 - /k).
Note that to satisfy the condition
o0 2 o0 2
k=0 TYk k=0 Ak(2 - 1k30
we may either let 13k be equal to a constant in (0, 2) for all k, or let #k decrease to 0 or
increase to 2 at a certain rate. Given that _00o ak =0, the preceding condition implies
that
_ 0 or 2- 0.
Ak 2 -- Ak
We will show that as a consequence of this, the convergence to the constraint set is faster
than the convergence to the optimal solution.
Let us now prove a few preliminary technical lemmas. The first gives several basic facts
regarding projection.
Lemma 3.1 Let S be a closed convex subset of R", and let Us denote orthogonal
projection onto S.
(a) For all x E R", y e S, and 3 > 0,
X- /3(X _ HSX) _ y112 < jfX _ Y112 -0/(2 _ /3)flX _ llSX112. (3.8)
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(b) For all x, y C R",
|ly - Usy 112 < 211x - UszI 2 + 811X - yll 2.
Proof. (a) We have
|1z - #3(x - HsX) - y1| 2 = - y11 2 + # 2 ||X - HsXl12 - 2#(x - y)'(x - Usx)
<IIX - y| 2 + 32||x - HsX112 - 2#(x - Usx)'(x - Usx)
- _ y1| 2 - 0(2 - O)|Ix - Uszfi2 ,
where the inequality follows from (y - Usx)'(x - lsx) < 0, the characteristic property of
projection.
(b) We have
y - Usy = (X - Hsx) + (y - X) - (Usy - Hsx).
By using the triangle inequality and the nonexpansiveness of HS we obtain
|ly - UJsyll < ||x - Fsxzi + |ly - 4|| + ||Usy - Hsxl < ||x - Hsx| + 2||x - yll.
Finally we complete the proof by using the inequality (a + b)2 < 2a 2 + 2b2 for a, b E R. U
From Lemma 3.1(a) and the relation Xk+1 Zk - /3k(zk - Hwkzk) [cf. Eq. (3.5)], we
obtain for any y E X
|JXk+1 Y|I < ||zk yI 2 -- #(2-#k)IIUwzk -zk1 2  (zk -Xk) +(Xk -y)( 2 -k||UIH.,zk -zk 2
and finally
|Jxk+1 - yH2 < JXk__ y1 2 + 2(zk - Xk)'(Xk - y) --|zk - Xk||2 - Yk|llwZk - Zk||2, V y E X
(3.9)
This decomposition of the iteration error will serve as the starting point of our main proof
of convergence.
The next lemma derives a lower bound for the term F(xk)'(Xk - x*) that arises from
the decomposition of the iteration error ||Xk+1 - X* |12 [cf. Eq. (3.6)]. Estimating this term is
complicated by the fact that Xk need not belong to X, so the lemma involves the Euclidean
distance of x from X, denoted by
d(x) = ||x - flx|.
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Lemma 3.2 Under Assumption 3.1, we have
F(x)'(x - x*) o-Ix - x*112 - B d(x), V x E R'. (3.10)
Proof. We have
F(x)'(x - x*) = (F(x) - F(x*)) (x - x*) + F(x*)'(Ux - x*) + F(x*)'(x - Ix). (3.11)
By using the strong monotonicity of F we obtain
(F(x) - F(x*))'(x - x*) > o-|X - X*||2,
while from the definition of x* as the solution of the VI (3.1),
F(x*)'(Ux - x*) > 0.
Also, by using the inequality x'y 2 -||x| |y| and the relation |F(x*) < B (cf. Assumption
3.1), we have
F (z*)'( - Ux) > - F(x*)| Ix| - UxI > -B d(x).
By using the preceding three relations in Eq. (3.11), the desired inequality follows. N
The next lemma derives some useful estimates based on the Lipschitz condition of As-
sumption 3.1.
Lemma 3.3 Under Assumption 3.1, for any x E R" and k > 0, we have
E [||f(x,vk)I| I k] 5 L||x - x*| + B,
and
E [\|f (x, vk) 112 |Fk ] < 2L2 lIX_ * 112 + 2B 2 ,
with probability 1.
Proof. For any x E Rn and k > 0, we use the triangle inequality to write
f(x,vk) f vk)- f(x*,vk)| + |f(x*,vk)).
By taking expectation in the above relation, and using the Cauchy-Schwarz inequality
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E[Ilyll] K E[Ilyl2]1/ 2 , and Assumption 3.1, we have
E [|f(x,vk) | Fk] E [|f(x,vk)-f(x*,vk 2 1Fk1/ 2 +E [|f(x*,vk)112 1Fk]1/ 2 < Lix-x*|+B,
with probability 1. By using the inequality (a + b)2 < 2a 2 + 2b2 , for all a, b E R, we also
have
E[f(x, Vk) 2Fk] 2E [|f(x, vk)- f(x*, Vk)+ ff(x*, Vk)2 |Fk] 2L 2 x_*I +2B 2
with probability 1. U
So far, we have provided assumptions and preliminary results that are common to the
class of incremental constraint projection algorithms. In subsequent sections, we will consid-
er three versions of the algorithms, which obtain the sample constraints in different ways.
We will prove the convergence and convergence rate results for each of these algorithm-
s. Moreover, we will compare their analysis and performance in order to obtain a better
understanding of the class of incremental methods.
3.2 Random Projection Algorithm
In this section, we will analyze the algorithm
Zk = Xk - akf (xk, Vk), Xk+1 =z - /k (zk - Hwzk), (3.12)
for the case where the projections HWk are randomly and nearly independently generated.
The analysis of this random projection algorithm turns out to be the basis for analysis of
other versions of the algorithm.
We make the following assumption, which requires that each Xi be sampled sufficiently
often, and that the samples f(xk, vk) be conditionally unbiased.
Assumption 3.4 (a) The random variables wk, k = 0,1,..., are such that
inf P(wk = Xi I Fk) > , i= 1, ... , m,k>0 m
with probability 1, where p E (0,1] is some scalar.
(b) The random variables vk, k = 0,1,..., are such that
E [f(x, vk) I Fk] = F(x), VxE , k>0, (3.13)
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with probability 1.
Assumption 3.4 requires that the random samples of the constraint sets be "nearly
independent," in the sense that each constraint is always sampled with sufficient probability,
regardless of the sample history. In the case where wk are independent identically distributed
in {1, . . . , m}, we have p = 1. Thus the constant p can be viewed as a metric of the efficiency
of the sampling process, and it does not scale with the number of constraints m.
3.2.1 Almost Sure Convergence
As noted earlier, analyzing the random projection algorithm is challenging, mainly because
the iterates {xk} are no longer feasible. To prove that the algorithm converges, we need
to keep track of its progress towards feasibility. Let us consider the following nonnegative
function of x
E[|x -UWkX11 2
which measures the "average progress" of random projection at the kth iteration. This
function can be used as a metric of distance between x and the entire constraint set X, as
shown by the following lemma.
Lemma 3.4 Under Assumptions 3.2 and 3.4, we have
E[lix - U1wkX11 2 I PF] >  d2(X), V X C R", k > 0, (3.14)
with probability 1, where p E (0, 1] is the constant of Assumption 3.4(a).
Proof. By Assumption 3.2, the index set M is finite, M {1,... ,m}. By Assumption 3.4,
we have for any j 1,...,m,
E[(|x - UHWk| 2  EP (Wk =i ) 11X - 2 _ P 11X _ - jX112.
m
i=1
By maximizing the right-hand side of this relation over j and by using Assumption 3.2, we
obtain
E llx - UXl 2 I Fk] > P max liX -- UgX| 2  P _ 1142 P d2(x).
m 1 jsm mr my
We are now ready to present the first of the main results of the paper.
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Proposition 3.1 (Convergence of Random Projection Algorithm) Let As-
Proof. By applying Eq. (3.9) [which follows from Lemma 3.1(a)] with y = x*, we obtain
||Xk+1 - X*|2 k2 + 2(zk - Xk)(Xk - x*) + ||Z - Xk||2 - zYkfl~wkzk - z1||2. (3.15)
By using Lemma 3.1(b), we further have
HHWkXk - Xk||2 < 21Wkzk - Zk||2 + 8|z Xk||2
which combined with Eq. (3.15) yields
||Xk+1 - x*\|2 2 + 2(zk - xk)'(xk - x*) + (1 + 4 -yk)IIzk - Xk| _ 2 wkXk - XkI2
(3.16)
Defining gk = f (xk,vk) - F(xk), we have
(zk - Xk) (Xk - x*) = -akf (xk, Vk)(Xk - x*)
= -akF(Xk) (xk - x*) akgk(Xk - X*)
5-akOIkXk - X 2 + Bak d(xk) - akgk(xk - x*),
where the inequality follows from Lemma 3.2.
(3.16) and obtain
We apply the preceding inequality to Eq.
||Xk+1 - X*|| 2 < (1 - 2aka)||Xk - x*||2 - 2akgk(xk - x*) + (1 + 4 -Yk)Hzk - Xk||2
+ 2Bak d(xk) 7 ||lWkxk - Xk|2.2
According to Assumption 3.4, since Xk E Fk, we have
E[g'(Xk - x*) | Fk] = (E [f (xk,vk) |Fk ] - F(xk))' (xk - x*) = 0.
From Lemma 3.3, we have
E[(||z 1 - x|2 | Fk] a E[(|f(xk,v)||2 |Fk] a2(2L2 __X 2 + 2B 2 ).
123
Then the random projection algorithm (3.12) generates asumptions 3.1-3.4 hold.
sequence {xk} that converges almost surely to the unique solution x* of the VI (3.1).
(3.17)
(3.18)
(3.19)
From Lemma 3.4, we have
E[ ||wUXk - Xk| k] p d 2 (Xk ). (3.20)
mr
Taking conditional expectation on both sides of Eq. (3.17) and applying Eqs. (3.18)-(3.20),
we obtain
E[lXk+1 -- xf| I 1 _ 2ako)||Xk -- X*|| 2 + 2a (1 + 4 k) (L 2 Xk _ X*11 2 + B 2)
+ 2Bak d(Xk) - PYk d 2(Xk)2mr1
Finally, by writing the last two terms in the right-hand side as
2Bak d(Xk) - md2 _ 7 Pk d(zk) - 2Bmp_1 a ±k + 2B 2 m7p-1"k
2myl 2mny \ k k
2
and bounding them by 2B 2 m7pp-1 k , we further obtain
Yk
E [lXk+l - 11|2 | Fk] < (1 - 2 akg + 2L 2 (1 + 4-Yk )a2) _lXk 2
2
+ 2B 2 (1 + 47k)a + 2B 2mp k (3.21)
< (1 - 2akr -+ 0 (a ||Xk - X*|2 + o a 2 _ ak\ k /
From Assumption 3.3, we have E O a < oc and E0% (aZ + < oo, so the Su-
permartingale Convergence Theorem 1 applies to Eq. (3.21). It follows that ||Xk - X*12
converges almost surely to a nonnegative random variable, and that
2ako'IXk - X*||2 <oc, w.p.
k=0
The preceding relation implies that ||Xk - *| 2  4 0 with probability 1 [if |ixk - z*||2
converged to a nonzero random variable, then E0O 2akg||Xk - X*|12 = oo with positive
probability, thus yielding a contradiction]. To conclude, we have |Xk - x* 12 % 0, or
equivalently, Xk + *
3.2.2 Convergence Rates
We now turn to the rate of convergence of the random projection algorithm (3.12). We will
consider a diminishing stepsize ak, and derive the convergence rates of the iteration error
iixk - x*|| and the feasibility error d(xk). In particular we will derive an estimate on the
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number of iterations needed to achieve a specified error tolerance. We will also consider a
constant stepsize ak, and show that in this case the algorithm converges to within a certain
error bound. This error bound will be compared later to the corresponding error bounds
for the most distant constraint projection algorithm and the cyclic projection algorithm.
Proposition 3.2 (Random Projection Algorithm: Convergence Rate for
Diminishing {ak}]) Let Assumptions 3.1-3.4 hold, let ak G (0, g') for all k, and
let {xk} be generated by the random projection algorithm (3.12). For any positive
scalar e, there exists a random variable N such that
min {||xk - X*H2 - k} e, (3.22)
O<k<N
with probability 1, where
6k = ak (L 2e + B 2 + B 2mrqp- 1 ") + 0 (a2 + ak-yk) 0 a0
and
N-1kI J * 22
E E akJ 2u . (3.23)
k=0
Proof. Given e > 0, we let
6k = C k (cl,kE + C2,k - C3,k}k )2o- - c1,kak
where
ci,k = 2L 2 (1 + 47k), c2,k = 2B 2 (1 + 4Yk), c3,k = 2B 2mrp- 1
It can be seen that
k k 2 + B2 + B2mIp--71) + O (a2 - akYk),
o-
where L, B are the constants in Assumption 3.1, and p is the constant
Note that, since ak E (0, -2) and -/k = #k( 2 -- 3k) < 1, we can verify
2o - 10L 2 ak > 0 and 6k > 0 for all k.
Define a new process {Ik}, which is identical to {Xk} except that
level set
in Assumption 3.4.
that 2o - c1 ,kak >
once xk enters the
Lk ={z xE R" | - x* 12 6 ok e}
the process stays at k = X* for all future k. Following the analysis of Prop. 3.1 [cf. Eq.
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(3.21)], we have for all k with probability 1 that
2
E (||2k+1 
- *||F ] (1 - 2akr + -- c1,k a2 24 + c2,k ak -+ c3,k aYkC3 .
We write this relation as
E[|k+1 - 11k2 X * 2 - Ek, (3.24)
where we define
2
(2 akU - C1,ka2 2 - C2,kaYk - C3, k if sk ( Lk,(k =7k (3.25)
0 otherwise.
When Lk , we can verify by using the definition of 6k that
(k 2 (2akU - C1,kak (6k + E) - (c2,kak + C3,k ) (2uE)ak- (3.26)
7k
Note that k 0 for all k. By applying the Supermartingale Convergence Theorem 1 to
Eq. (3.24), we have
00
E k < 00, W.P.-
k=O
If sk ( Lk for all k, by using Eq. (3.26) and Assumption 3.3 we would obtain
00 00
E k (2) Zak 00,
k=O k=O
with positive probability, yielding a contradiction. Thus {sk} enters Lk eventually, with
probability 1.
Let N be the smallest integer N such that Xk E Lk for all k > N with probability 1, so
that Eq. (3.22) holds. By taking expectation on both sides of Eq. (3.24), we have
k~
E [||k+1 -- X*12] _ io_ 112 - E [Et1 . (3.27)
t=0
By letting k -+ oc and using the monotone convergence theorem, we obtain
oo -N-1 ~N-1-
jjX0- X*1 2 >E [(41 =E [: 4] > (2ce)E ak]
k=Th k=0o. k=0(3
This proves Eq. (3.23).
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Equation (3.23) quantifies the random number of iterations needed to achieve the so-
lution accuracy specified by Eq. (3.22). If we take ak and #k to be constant stepsizes,
we obtain the following result with a nearly identical proof to the one of the preceding
proposition.
Proposition 3.3 (Random Projection Algorithm: Error Bound for Con-
stant {ak} and {0}) Let Assumptions 3.1-3.2, and 3.4 hold, let the stepsizes be
constant scalars satisfying
ak= a E ( 5L2) k = # E (0, 2), -7k =7 = (2 - 0),
and let {xk} be generated by the random projection algorithm (3.12). Then
_ X*12 _) de a (1 + 47y + mr/p-17-1) B2liminflxk 
-x* 2  < 6((a,k-oo o - L 2 (1+ 4y)a
<0 (ma)
< ,
- o-7'
with probability 1. For any positive scalar e, there exists a random variable N such
that
min ||xk - x*112 < 6(ay) + c,
O<k<N
with probability 1, and N satisfies
E [N] < I0Xo - X*112(2o- - 2L 2 (1 + 47)o)Ea
Proof. We repeat the analysis of Prop. 3.2 with ak replaced with a, #k replaced with 3, 1k
replaced with -7, 6 k replaced with 6(a, -y), and e replaced with (2o-2L2 (1+4Y) C) e. Then Lk is
replaced by
L(c) = {x E Rn | ||x - x*||2 < 6(a, 7) + e}, k = 0, 1,.
Similar to Eq. (3.24), we have
E [|k 1 --- 11||2 X 2 - k,
where we can verify that
(3.28)
'k > (2o - 2L 2(1 + 4')a)Ea,
k ,
if k L (6),
ifk E L(e).
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V k >0,
Since a E (0, 5L) and 7 =3(2 - #) < 1, we have k ;> 0 for all k.
By applying the Supermartingale Convergence Theorem 3.1 to Eq. (3.28) and using a
similar analysis as in Prop. 3.2, we can show that (k = 0 for all k sufficiently large with
probability 1. This implies that {.k} and {xk} both enter L(e) eventually, and since e > 0
is arbitrary, it further implies that
liminf |xIk - x* 12  6(a, 7),
k- oo
w.p.1.
Finally, by defining N similarly as in the proof of Prop. 3.2, we can prove the desired error
bounds involving N. U
Let us also consider the convergence rate of the distance to the constraint set for our
algorithm. By using an analysis similar to that of Prop. 3.2, we obtain the following result.
Proposition 3.4 (Random Projection Algorithm: Convergence Rate of
d(Xk)) Let Assumptions 3.1-3.4 hold, let ak E (0, ') for all k, and let {xk} be
generated by the random projection algorithm (3.12). For any positive scalar E, there
exists a random variable N such that
min { d 2(xk) - 6k} <, (3.29)
O<k<N
where
6k = 8B 2mTp-1 (4 + -Yk- + 2mnp 17- 2) a2 < 0
with probability 1, and
E [Z'7kl (4mqp-1) IxO x* 2  (3.30)
k=o .
Proof. Given e > 0, we let
______- 2_ 2 2ql(4+-1 + 2m7p-y1 2) 2
=4 C2,kca + 2c 3 ,kk) = 8B 2 mp 1 (4 + yka
where C2,k 2B 2 (1 + 4 7) and c3,k - 2B 2 mIp- 1.
Define a new process {-k} which is identical to {xk} except that once i4 enters the level
set
Lk = {x G R, | _- x*H2 <- k + e}
the process stays at k = x* for all future k. Following the analysis of Prop. 3.1 [cf. Eq.
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(3.21)], we have
E[\|/k+ 1 - X*||2 yk]
)2C,kak) 11-- -X12 P~ (d(Xk) -2Bmrlp- 0c/C)
/ OD ak\ 2P7k d(xk) - 2Bm± p1 + c2,kak + c3,k Ck
P k 2n)7P2 0'k2
P7k (!d2(xk) - 4B 2 m 2 2 c2,ka + c,k2mr \2 2k ±
P4k
4mr
2
2 z c k
+ C2,kOak + C3,k 
-7k
2
Yk
2
d 2 ak_d2 (xk) + C2,k aik + 2 C3,k k7k
where the first inequality uses the fact Ozk E (0, ') C (0,' ), and the second inequality
uses the fact -(a - b)2 - (!a 2 - b2 ) for any a, b E !R. Equivalently, this is the relation
E ( -+1 X*2 2k] - k, (3.31)
where we define { kP d 2 ( Xk)
k 4m r
0
2
- C2,kak -2C3k k7k if -'k g Lk,
otherwise.
(3-32)
When Xk V Lk, we can verify by using the definition of 6k that
(k 7Yk P
4mri
2 2
+ C) -IC2,kafk + 2 C3,k C
Yk! 4mrq
(3.33)
Note that (k > 0 for all k. By applying Theorem 1 to Eq. (3.31), we have E'o (k < 00
with probability 1. It follows that {xk} enters Lk eventually, or equivalently, (k = 0 for all
k sufficiently large with probability 1.
Let N be the smallest integer N such that :k c Lk for all k > N with probability 1, so
that Eq. (3.29) holds. By taking total expectation of both sides of Eq. (3.31) and adding
over indexes up to k, we have
k ~
E (||-k+1 - X*||2] <j _X 12 - E ( .
t=0.
(3.34)
By letting k -± oc and using the monotone convergence theorem, we obtain
IXO _ X*k=2 >
N-1
=E (
k=0
k]
N-1 -
- E 7,4mj k=0
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(I - 2 clak +
1- k -- x*||2 _
11 k - X*||2 _
11 -- x*||2 _
where the last inequality follows from Eq. (3.33). This proves Eq. (3.30).
A comparison between Prop. 3.2 and 3.4 suggests that the random projection algorithm
converges to the constraint set at a faster rate than to the optimal solution. In particular,
from Prop. 3.4 it follows that d2 (Xk) converges to a smaller error bound (on the order of
2) in fewer iterations, compared to the convergence of ||xk - x* 2 into an error bound (on
the order of 2) as given by Prop. 3.2, since -yk is much larger than ak. This two time scale
'Yk
phenomenon is consistent with the way we select the stepsizes.
3.3 Most Distant Constraint Projection Algorithm
In this section we consider an interesting variant of the incremental projection method
Zk = Xk - akf(Xk,Vk), Xk+1 = Zk - Ok (Zk -- UwkZk) , (3.35)
in which the set projection U.k is done adaptively based on the iterates' history. In partic-
ular, we may select the sample constraint adaptively according to the current iterate, e.g.,
selecting the constraint set that is the most distant from the current iterate. We make the
following assumption, which parallels Assumption 3.4:
Assumption 3.5 (a) The random variables wk, k = 0, 1,..., are such that
Wk = argmaxiEMIIXk - lXiXk , w-p-1-
(b) The random variables Vk, k = 0,1,..., are such that
E [f(x, vk) I FY] = F(x), V X E R4, k > 0, w.p.1. (3.36)
Here the constraint sets for projection, Xwk, are selected based on the current iterates
Xk. On the other hand, the function update is allowed to have stochastic noise, as long as
each sample f(x, Vk) is conditionally unbiased.
3.3.1 Almost Sure Convergence
Recall that a key step of the analysis of the preceding section is to obtain a lower bound of
the algorithm's progress towards feasibility [cf. Eq. (3.14) of Lemma 3.4]. This lower bound
allows much flexibility in the selection/sampling of the constraints Xwk. In this section, we
will provide an analogous analysis.
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By using linear regularity together with Assumption 3.5, we obtain
1||Xk - rwkXk 1 =max|xXk - TIXk | =I d(Xk), w.p.1. (3.37)
iEM
By using this relation in place of Lemma 3.4 and following the same line of analysis as the
one of Prop. 3.1, we can show that the most distant constraint projection algorithm is also
convergent.
Proposition 3.5 (Convergence of Most Distant Constraint Projection Al-
gorithm) Let Assumptions 3.1-3.3, 3.5 hold. Then the most distant projection al-
gorithm (3.35) generates a sequence {Xk} that converges almost surely to the unique
solution x* of the VI (3.1).
Proof. The proof is almost identical with that of Prop. 3.1, and is omitted. U
3.3.2 Convergence Rates
Now we consider the convergence rate properties of the most distant constraint projection
algorithm. Intuitively, choosing the most distant set "moves" the iterates by the largest
amount, thus making the most progress compared to other methods.
In fact, the adaptive algorithm has a better rate of convergence than the random projec-
tion algorithm that uses nearly independent samples of the constraints (cf. Assumption 3.4).
More specifically, by using projection to the most distant constraint set, we can remove the
factor m in the error bounds of Props. 3.2-3.4. This can be seen by comparing the constant
of Eq. (3.37) with the constant of Eq. (3.14). By using analysis similar to that of Section
3.2.2, we obtain the following results.
Proposition 3.6 (Most Distant Constraint Projection Algorithm: Conver-
gence Rate for Diminishing {ak}) Let Assumptions 3.1-3.3, and 3.5 hold, let
ak E (0, 5L) for all k, and let {xk} be generated by the most distant constraint pro-
jection algorithm (3.35). For any positive scalar e, there exists a random variable N
such that
min {||Xk - x*||2 - k} 6 ,0<k<N
with probability 1, where
k =ak (L 2 + B2 + B2 q 1 ') + (a 2 + a(k) O ak
o~k 7k
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and
N-1 
~ 0JX - x* 12
E E aJ 2<
k=0
Proof. The proof is almost the same with that of Prop. 3.2 and is omitted. U
Proposition 3.7 (Most Distant Constraint Projection: Constant Stepsize
Error Bound for Constant {ak} and {0}) Let Assumptions 3.1-3.3, and 3.5
hold, let the stepsizes be constant scalars satisfying
ak =a(O E 0, , k = 1 E (0, 2 ), k = 7 =, 3(2 -), V k > 0,
and let {xk} be generated by the most distant constraint projection algorithm (3.35).
Then
X*11 <6 a,.)de a (1 + 4-7 + r-y -') B2 a-
lim inf |xk - x*||2 <o ) ) < ,k-+oo o- - L2(1 + 4-y)a -- o-
with probability 1. For any positive scalar e, there exists a random variable N such
that
min IXk- X*|2 6a + E,O<k<N
with probability 1, and N satisfies
E[N] <- X*112
- (2o - 2L 2 (1 + 4y)a) ca
Proof. The proof is almost the same with that of Prop. 3.3 and is omitted. U
Let us compare the convergence rate results (Props. 3.6-3.7) for the most distant con-
straint projection method with the results (Props. 3.2-3.3) for random projection algorithm.
We see that the former approach has a superior convergence rate in terms of iteration need-
ed to achieve a certain error bound. In particular, the error bounds of this approach are
scale free from m, the number of constraint sets, as opposed to those for random projection.
However, this comes at a price - finding the index of the most distant constraint set can
be expensive. As a result, the exact implementation of this method is often impractical. As
an alternative, an index of a "nearly" most distant constraint set may either be determinis-
tically computed or stochastically obtained by sampling (e.g., according to an importance
sampling distribution related to the iterates' history). The structure and properties of such
constraint selection rules are interesting subjects for future research.
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3.4 Cyclic Projection Algorithm
Another alternative to random projection, in the case where M {1, . . . , m}, is to cyclically
select the constraint set Xwk from the collection {Xi}. The cyclic selection can be done
according to either a deterministic order or a randomly permuted order. Each cycle consists
of m iterations. To be more general, we allow the samples f(xk, vk) to be selected in a cyclic
manner as well. The algorithm takes the same form as Eq. (3.12), i.e.,
Zk = Xk - akf(Xk,vk), xk+1 = zk -Ok(zk -Hwkzk). (3.38)
We make the following assumption regarding the sampling process, which parallels Assump-
tion 3.4.
Assumption 3.6 (a) Each cycle t consists of m iterations, corresponding to in-
dexes k = tm, tm + 1, ... , (t + 1)m - 1. Iterations within cycle t use constant
stepsizes, denoted by
dt = ak, Ot = #k, -';t = -yk = #k(2--#), k =tm, tm+1,. . ., (t+1)mJ
However, the sequence { Ik} satisfies limsup k < 2.
k-+oo
(b) Within each cycle t,
i(t+1)m-1
1 E [f (xIVk) | t]=F(x), Vx6 , wp1
k=tm
(c) Within each cycle t, the sequence of constraint sets {Xwk}, where k = tm, tm+
1,..., (t +1)m - 1, is a permutation of {X1,...,Xm}.
We refer to the algorithm under the preceding assumption as the cyclic projection al-
gorithm. Note that this assumption covers several interesting cases. For example, in the
case where F(x) is evaluated without sampling [f(x, v) = F(x)], the algorithm differs from
the classical projection method only in the way the constraint projection is performed. For
another example, we may let Vk be generated as i.i.d. random variables, so the algorithm
chooses samples of F randomly and independently, but chooses samples of the constraint
sets cyclically. Also covered by Assumption 3.6 is the important case where the mapping F
is the sum of a large number of component functions. In a more general situation, F may
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have an arbitrary (possibly infinite) number of component functions:
F(x) = E Fi(x),
iEl
where I is the set of indexes. In this case, we may let {I1, . . . , Im} be a partition of I and
use the following samples
m
f(xk,vk) = Fjk(Xk), where j G I'2.
Pik
Here Vk = (ik, jk), where ik is selected from {1, ... , m} cyclically, and jA is then obtained
by sampling from Iik independently with probability Pik. Assumption 3.6 is satisfied in all
the cases mentioned above.
We will show that under Assumption 3.6, as well as assumptions on strong monotonicity,
Lipschitz continuity, stepsizes, and linear regularity of the constraints sets (namely Assump-
tions 3.1-3.3), the cyclic projection algorithm (3.38) converges almost surely to the unique
solution x* of the VI (3.1). The proof idea is to partition the sequence of iterates {xk} into
cycles
{Xtm, .. . , X(t+1)m-1}, t = 1,2, ... ,
and to consider the m iterations within the same cycle as a single step. To do this, we will
argue that the iterates {xk} "do not change much" within one cycle. In this way, the m
iterations involving {Xwk } and {f(xk, vok)} resemble a single iteration involving X and F.
This will show that the mapping xtm H- X(t+1)m is asymptotically contractive in the sense
that
E [lx(t+1)m - h*2 | Ftm] < (1 - 2modt + 6 k) ||Xtm - z*||2 + Ek,
where 6k and Ek are nonnegative random variables such that EZ-(ok + 6k) < 00. Then
it will follow by the supermartingale convergence argument that {Xtm} converges to the
solution x* as t -* o. Finally, since the iterates within one cycle become increasingly close
to each other, it will follow that {Xk} converges to the same limit.
3.4.1 Almost Sure Convergence
We will be using Assumptions 3.1-3.3 and 3.6, so Lemmas 3.1-3.3 still hold. According to
the assumptions on the stepsizes [Assumptions 3.3 and 3.6(a)], we can verify that
-k 0, 3 k 0 O(1), Yk O(1), 
-0 A O(1), 7k < O(1).
k TYk k
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We will frequently use the O(-) notation to simplify the subsequent analysis. The following
lemma gives a uniform bound on | f (xk, Vk)I| for k = tm, . . . , (t + 1)m - 1, within a cycle.
The bound is in terms of the distance between the starting iterate xtm and x*.
Lemma 3.5 Under Assumptions 3.1-3.3 and 3.6, for any t > 0 and k tm,..., (t+
1)m 
- 1,
E [|f (xk,vk) 1 | Ftm] 2 < E[If (xk,v01| 2 I tm] 0 (IlXtm - x*112 + 1) w.p.l.
(3.39)
Proof. By applying Lemma 3.1(a) to algorithm (3.38), we have
||Xk+1 - x*112 < IZk -x*| 2 < (Ixk - X* + akHf(Xk,Vk)1)2
Taking conditional expectation on both sides yields
E[lxk+l 
-- Fk|
||x- x*| + 2akE[(lf(xk,vk)I |Fkl||xk - x*|| a E + (C|f(xE,v)1 | |I
||xk - x* + 2ak (LIIxk - x* 1 + B) IXk - x* + a2Q2L2  2 + 2B 2 )
(1 + 2akL + 2a 2 2 IXk 2 + 2akB||xk - x*|| + 2a B 2
< (1+ ak(2L + 1) + 2a2 L 2)HXk X + akB2 + 2aB 2
where the first inequality uses the fact Xk E Tk, the second inequality uses Lemma 3.3, and
the third inequality uses 2akBlxk
that
x*|| < akl|Xk - x*||2 + akB 2 . Since ak - 0, it follows
E[Ixk+1 - *2F] (1 + O(ak))lxXk - x*| 2 + O(ak).
Let t > 0. By induction we have for all k = tn, .. . , (t + 1)m - 1, that
E|k - x*||2 t]
(t+1)m-1
< H (1+0(aj)) )|xim - x*||2+
j=tm
<O(IIXtmX*112+1).
(t+1)m-1 (t+1)m-1
E H (1+O(ai)) 0(aj)
j=tm i=j
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Then by using Lemma 3.3, we obtain
E[If(xk,Vk)1| 2 | Ttm] = E[E[If(xk,vk)1| 2 | Fk] | im] < 2L 2 E[xXk - x Ftm] + 2B 2
<O(|Xtm - X*||2 + 1),
for all k =tm, . . . , (t + 1)m - 1, with probability 1. Finally, we complete the proof by using
the Cauchy-Schwarz inequality. U
We will now argue that the iterates {Xk} do not change "too much" within a cycle.
Define the maximal change of iterates within cycle t to be
At = max {||xk - XtmI}.
tm<k<(t+1)m-1
The next lemma states that this maximal change per cycle is bounded by a diminishing
term, which is determined by the stepsizes, the distances from the starting iterate to the
optimal solution and to the constraint set.
Lemma 3.6 Under Assumptions 3.1-3.3 and 3.6, for any t ;> 0,
E[t tm] < O(mAt) d2em +) O (m42 _ X*12 + 1), W.p. 1.
Proof. We will use the inequality At , z_+1)m- 1 |kk - Xk+1 to obtain the upper bound.
From the relation Xk+1 = xk - akf(xXk, vk) - Ak(zk - llwkzk) [cf. Eq. (3.38)], we obtain
Ixk - Xk+1 12 (ak||f(xk, Vk)II + !kI|Zk - Uwkzk|)2 2aC2f(xkVk)|| ± 2/3||zk -- H zk|| 2
By applying Eq. (3.9) (following from Lemma 3.1) with y = Uxtm we have
IZk - wkzk|| 2
17 (|xk -xtm|| 2 - | -- Xtm112 + a2 112 + 2ak||f (xk,vk)'(xk - HXtm)| 1.
By combining the last two relations, we obtain
IXk - Xk±1 11
2/32
<_ k (IIxk - HXtm 12 - IXk+1 - HXtm 12 + ak IIf(xk,vk)'(xk - Hxtm)I)
7Yk
+ (2± 2+k2 a)|f (xk,vk)1| 2 .
Adding the preceding relations over k = tm, . . . , t(m + 1) - 1, and using the fact that the
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stepsizes within one cycle are constant, we obtain
IIxk - Xk+1 12
2/32 (llxtm 
- HIXtm 112 
- IIX(t±1)m-
-2 
-
2 )
Yt
(t+1)m-1
YS
k=tm
(3.40)
Let E be an arbitrary positive scalar. For any k = tm, .. . , t(m + 1) - 1, we have
2ak||f(xk, Vk)(Xk - HXtm)||
= 2ak||f(xk,vk)'(Xk - Xtm) + f (Xk,Vk)(Xtm - rtm)||
< 2akIIf(xk, vk)'(Xk - Xtm)I1 + 2akIIf(xk, Vk)'(Xtm - HXtm)||
< e I f(xk,vk) 112 + 'e7kIIXk - Xtm||2 k IIf(xk, Vk)|2 + Ek IIXtm -- Htm||2
2a 2 |f11vk|2+ As2__j M1 2,_- ' I f (XkVk)l + CYk t + EYk IIXtm Htl 2
where the second inequality uses the fact 2ab < a2 + b2 for any real numbers a, b, and the
third inequality uses ||xk - Xtm|| < At. By applying the preceding relation to Eq. (3.40),
we obtain
HXtm 112 + 2 dt
(t+1)m-1
E
k-tm
||f(xk,vk)'(xk 
-HXtm) II)
Ik -- Xk+1|12 <
-2
2t- (1 + femyt) lxtm
'Yt
+ 2/3Tm&A2 + ZV + 2 +
7t 6yt2
< /t3O (1 + c) d2(Xtm) + O(me)A2 + Zj2O (1 + 1/6)
(t+1)m 1
k=tm
||f (xk, Vk)|2,
(3.41)
where the second inequality uses the facts d(xtm) = ||xtm-Uitm||, /k /Yk < 0(1), <k  0(1)
and ?k < 0(1). By taking E to be sufficiently small so that O(me) < 1 and 0 (1 + 1/c) <
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(t+1)m-1
k=tm
f(xXk, Vk) 12.
(t±1)m- 1
S
j-tM
- HXtm 112 - 2 X(t+1)- xtm 112
(t+1)m-
S
k=tm
1
||f (xk, Vk)1|2
0(m 2 ) , we obtain
O 2|Ixk - Xk+1 1|2 < O( jt) d 2(m +
Combining this relation with the inequality
(t+1)m-1
A2 5 -Xk+1
k=tm
(t+1)m-1
<m I xk - xk +1|2
(k=tm
it follows that
A2 0 (mot) d2 (xtm) + 2!At + 0 (m 3aZ)
(t+1)m-1
( If(xk, vok)| 2 .
k=tm
Finally, by taking conditional expectation on both sides and applying Lemma 3.5, we obtain
1
E[A~ I Fm] 0(myt) d2(xtm) + E[A~ I Fm] + maaO (f|xtrm - x*fl 2 ± 1) .
This implies the desired inequality. U
The next lemma derives a lower bound for the algorithm's progress towards feasibility
within one cycle, and parallels Lemma 3.4 of the random projection case. Its analysis
revolves around properties of cyclic projections, and has a similar flavor as that of [DH08]
Theorem 3.15.
Lemma 3.7 Under Assumptions 3.1-3.3 and 3.6, for any t > 0,
(t+1)m-11
S E[\|zk--Uwkzkl| 2 Ftm] 1 d2 (xtm)-m0 (||xm - x* 2 + 1),8mria iIt X 1
k=tm
(3.43)
Proof. Let j E {tm,..., (t + 1)m - 1} be the index that attains the maximum in the linear
regularity assumption for xtm (cf. Assumption 3.2), so that
d2 (Xtm) < r max ||Xtm -U XiXtm 2 2IIXtm _ 11jXtmI .
i=1, ...,Im
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(t+1)m-1
j-tm
(t+1)m-1
k=tm
I If(Xk, v) 12
(3.42)
We have
Id(xm) 
< IXtm - H1WjXtMII
< xtm - Uwzj|| (by the definition of Hwjxtm and the fact Uw, zj E Xw.)
= Xtm
- x+1+ - zj
(clOt
(by the relation xj+1 = zj - #t (zj - U, zj), cf. algorithm (3.38))
(zk - Xk+1)
j-1
Ot k=tm
1 1 1~
+ = ( (zk - xk+1) - t (zk
t k=tm k=tm
xk) ,
where the last equality can be verified by applying the definition of algorithm (3.38) repeat-
edly. By using the triangle inequality, we further obtain
j-1
< -t 1
t k=tm
1 1kt
-xk+1| 
-|- + =
Ot k=tm
j
|Zk - Xk+1||+ ( 7z -1Z- xk
k=tm
(t+1)m-2
t k=tm
-(t+1)m-1
|Zk -Xk+1| |+ (+ =E
Ot k=tm
||z -xk+1 |1 +
(t+1)m-1
( ||zk -txm||
k=tm
||Zk - xk+1 -I +
(t+1)m-1
YS
k=tm
(t+1)m-1
(
k=tm
||Zk - XkI (since t e (0, 2))
||f k, Vk) 11
(by the definition of algorithm (3.38))
(t+1)m-1
v 2rm 4 km
k=tm
(t+1)m-1
||zy - .,z1|2 + d2 (Zk HfwkZkH ± kt
k~tm
where the last step follows from the generic inequality
m 2
(bi <2m(
m
i=1
for real numbers aj, bi. The preceding relation can be equivalently written as
(t+1)m-1 (t+1)m-1
d 2(xm) < 4 ( ||Zk - UWkZk| 1 2+ ||f (xk,vk)| 2.
2mqk tm tk=tm
By taking expectation on both sides and applying Lemma 3.5, we obtain Eq. (3.43).
We are ready to present the main result of this section.
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1
V d(xtm)
2 (t+1)m-1
Ot k=tm
(t+1)m-1
=2 |z - UZ-HWk|Zk + dt
k=tm
1/2
||If (x k, ,V )||12)
U
(m
i=1
Proof. Let t > 0. By using Lemma 3.1(a), we have for all k that
||Xk+1 - X*||2  JXk - x*112 + 2(zk - Xk)(Xk - x*) + |Zk - Xk||2 - eYk| WkZk - Zk|2.
(3.44)
In Eq.(3.44), the cross product term can be decomposed as
2(Zk -Xk)(Xk -x*) = - 2 akf(xk,Vk)(Xk -x*) = -2akf(xtm,Vk)(Xtm-x* )+ 2 akhk, (3.45)
where we define
hk = -f(xk, Vk)(Xk - x*) + f(Xtm, Vk)(Xtm - x* ). (3.46)
By combining Eqs. (3.44) and (3.45), we obtain
||Xk+1 - X*|| 2
<Xk - X*||2 - 2akf (Xtm,Vk)'(Xtm - x*) + 2 aekhk + |zk - Xk||2 - k|MwHkZk - Zk|2.
(3.47)
We apply Eq. (3.47) repeatedly for k =tm,. . . , (t + 1)m - 1, and obtain
t+1) 2 < Xtm - X*11 2 - 2 dt
(t+1)m-1
k=tm
We take conditional expectation on both
3.6(b) and Lemma 3.7. This yields
f (Xtm, Vk) (Xtm - x*)
(t+1)m-1
1- 1 (2akhk +||zk - xk| 2 )
k=tm
(3.48)
sides of Eq. (3.48), and then apply Assumption
E(lx(t+1)m ~ Ftm] < ||I - X*||2 - 2mdtF(xtm)'(xtm - x* ) - t d 2(Xtm) + et,8mrq
(3.49)
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Proposition 3.8 (Convergence of Cyclic Projection Algorithm) Let As-
sumptions 3.1-3.3 and 3.6 hold. Then the cyclic projection algorithm (3.38)
generates a sequence of iterates {xk} that converges almost surely to the unique
solution x* of the VI (3.1).
where we define
(t+1)m-1
et = E (E
k=tm
(2akhk + I Zk - Xk||2) htm + mdthtO (ixt. - x* 1
By Lemma 3.2 we have
-F(xtm)'(xtm - x*) < -o-|Xtm - x*|| 2 + B d(xtm),
so Eq. (3.49) becomes
E[lx(t+1)m - X*|2 tm] < (1 - 2omdt) IIxtm - x*||2 + 2Bmdt d(xtm) - d2(xtm) + et.8m(5
(3.50)
We will now obtain a bound on the error et with the following lemma.
Lemma 3.8 Under Assumptions 3.1-3.3 and 3.6, for any e > 0, t > 0,
et < O d 2 (Xtm) + 0 (||Xtm - x*112 + 1), W.P 1.
Proof. We note that
hk = -f (xk, Vk)'(Xk - x*) + f (Xtm, Vk)'(Xtm - x*)
= (f (Xtm,Vk) - f (xk, Vk))(Xk - x*) - f (Xtm,Vk)'(Xtm - Xk),
so that
||hk|| Ilf(xrn,vk) - f(xk,vk) ||xk - x*|| + f(xtrn,Vk) ||Xim - xkjj.
By taking conditional expectation of both sides and using the stochastic Lipschitz continuity
of f(-, v) (cf. Assumption 3.1) repeatedly, we have with probability 1,
E[|hkl IFk] E [f (xtm,Vk) - f (xk,vk) 1|| |k] xXk - X*|| + E [f (xtm,Vk)1| \ Tk] |IXtm - XkjI
< L|xtm - Xk 1|I|Xk - x*|| -| (L||xtm - x* + B) |IXtm - x1|
LHxtm - XkH ( (Xtm - X1 + |IXtm - Xk|) - (LIxtm - x*|\ + B) ||xtm - Xk||
= B||xtm - Xk|| - 2L hXk Xtm 1 IIXtm - x*1 + LIxim - Xk||2
BAt + 2LAt||xtm - x*| + L A.
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Let E > 0. Then by using the fact 2ab < a2 + b2 repeatedly and the fact ak -4 0 we obtain
E[ak||hk|| |7k] O(akAt + akAt|IXtm - X*|| + ak kt)
<0 ((ak + 6m)A + maas tm 2 + 1))
+ O (lXtm - z*||2 + 1) .
6
By applying the preceding bound to the definition of et, and then using Lemmas 3.5, 3.6,
we have
et < O (Az) + 0 (l tm - X*112 + 1) + mat2(1 +7t)O(lXtm
m2 6
< O ( d2(Xtm)) + EM2a +
<0 (E t d2 (Xtm) + 0
m 4at!
- x*| 2 + 1)
O(lXtn 
- X*||2 + 1)( m4a2 (f|xtm 
- x*| 2 1).
Let us return to the main proof of Prop. 3.8, and apply Lemma 3.8 to Eq. (3.50). We
have
E [X(t+1)m - X*112 Ftm] < (1 - 2o-mat)||xtm - ±*2 + Bmat d(xtm) -
+ O d2(Xtm) + O
- t d2 (Xtm)
8mr
(l zim2 
- *1|2 + 1( ) fxt rn-X* 2 )
(3.51)
For 6 and at sufficiently small, we have
2Batm d(ztm) 
- 77d2(zm)
8mTJ
+ O(67t d2 (ztm) <
m )
By summarizing and reordering the terms in Eq. (3.51), we obtain for some c1 , c2 > 0 that
E [|X(t+1)m - X*112 Iml < 1 - 2mo-at + c1 |m t *11 2
Yt /
According to Assumption 3.3, we have _' at = 00, and E00o $ < oo. It follows from
the Supermartingale Convergence Theorem 3.1 that ||Xtm - x* *1 0 and Xtm a * as
t -- oc. This also implies that d(ztm) 24 0.
There remains to show that £k - x* as well. For any E > 0, by using Lemma 3.5, we
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U
O(m )
+ c2
7Yt
(3.52)
m E 0 (A2)
have
0a 2 E (||f (x , v ||2]
EP (ak 1 f (xk, Vk)U 11> E E 2
k=O k=O
0 a O (E[||x~k/mJm - x* 2 ] + 1)
k=< Y .<
k=O
It follows by the Borel-Cantelli lemma that the event {ak kOf(xk, vk)f| > e} cannot happen
infinitely often, or equivalently, ak If(xk, Vk)|| < e for all k sufficiently large with probability
1. Since e is arbitrary, this further implies that ak If(xk, vk) I.1 0. Finally, by using the
analysis of Lemma 3.6 [cf. Eq. (3.42)], we have
(t+1)m 1
A < O(mt) d2 (xm) +O(me) |f (xk, vk)| 2  4 0.
k=tm
Since Xtm "-4 x*, we also have
IXk - X* HIk X[k/mJmH + UIXk/mjm - XH A[k/mJ + UIIXk/mjm - -* 0.
Therefore Xk - x* as k -+ oc.
3.4.2 Convergence Rates
Now we consider the rate of convergence of the cyclic projection algorithm. We will derive
convergence rate results for both the case of diminishing stepsizes ak and the case of constant
stepsizes a.
Proposition 3.9 (Cyclic Projection Algorithm: Convergence Rate for Di-
minishing {ak}) Let Assumptions 3.1-3.3 and 3.6 hold, let {ak} be bounded by a
sufficiently small positive scalar, and let {xk} be generated by the cyclic projection
algorithm (3.38). For any positive scalar e, there exists a random variable N such
that
min {||Xk - x*U 2 - 6k } < , w.p.1,0<k<N
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where 6k =O m 3 ak ,
\ U-k /
and N satisfies
E aYOk xf 2
.k=0
Proof. The analysis is very similar to that of Prop. 3.2. Let 6 k be given by
(ciMi4e + c 2m 4 ) Ck/'Yk
2mcr - clm 4 ak/7k
where c 1 , c2 are the constants from Eq. (3.52). For az sufficiently small, we have 2mcr -
cim 4 ak/Yk > 0 so that 6k > 0. It can be seen that 6k <0 ( ak
Define a new process {xk} which is identical to {xk} except that once Xk enters the level
set
Lk= { C f R" I ix - x* 2 6 6k + 6} ,
the process stays at :k = x* for all future k. According to Eq. (3.52), we have
_m (- ± m142 LIE [||2-(t+1)m -] <*| | (m 1 - 2mo-it + c1 _ |t .
This is equivalent to
E[1||(t+1)m - 2 2 _ m _1 (3.53)
where we define
2mo-5t - c1 |k 1-4 X*||2 - C2 if ; tm $ L
< \t/ Yt
0 otherwise.
When ,tm V Ltm, we can verify by using the definition of 6t that
Hence we have (t > 0 for all t. By applying the Supermartingale Convergence Theorem 3.1
to Eq. (3.53), we have EO (t < oc with probability 1. Therefore (t must terminate at 0
for t sufficiently large with probability 1.
Let N be the smallest integer such that ik E Lk for all k > N with probability 1,
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m4-2
-x*||2 + c2 _ t
tm,
implying that Xm[N/m] c Lm[N/m]- We have for all t that
E[(\\stm - x*||2 < Fk] | O - x* 11 2 - E [Z k.
.k=o . o
By letting t -- oo and using the monotone convergence theorem, we obtain
FN/m]]
=E (: t
t=0
|xO - x* E2 > 
t=0 .
> (2moe)E
|N/m] 1
E dtI.
t=o
Finally, we have
[N/m]
< E E (medt)
t=0
~N-k
E E ak
.k=0 .I
< JJXO _- *1
2oc2
0
The next proposition gives an error bound for cyclic projection algorithms with constant
stepsizes. It is an almost immediate corollary of Prop. 3.9.
Proposition 3.10 (Cyclic Projection Algorithm: Error Bound for Con-
stant {ak} and {A}) Let Assumptions 3.1-3.2, and 3.6 hold, let the stepsizes be
constant scalars satisfying
7yk = - = (2 - 0), V k > 0,k = 0 E (0,2),
where a is a sufficiently small scalar, and let {Xk} be generated by the cyclic projection
algorithm (3.38). Then
lim inf |Xk - X*I 2<o a .
k-*ao 7Y
For any positive scalar e, there exists a random variable N such that
w.p. 1,ma)
( 7-min I|Xk -- x*|
2 <1<k<N
where N satisfies
E [N X*112
- (2- - 0 (m 3a/y) )ea
Proof. The proof is identical with that of Prop. 3.9. U
Let us compare Props. 3.3 and 3.10. In a comparable expected number of iterations,
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ak = a > 0,
the cyclic algorithm converges to within an error tolerance of the order of m 3 , while the
random projection algorithm converges to within an error bound that is of the order of m.
This suggests an advantage of the random projection algorithm. Intuitively, the analysis
shows that the cyclic algorithm may incur an accumulating error within one cycle, due to
the correlation of the random process {(wk, vk)} within the cycle and across cycles. Of
course, the preceding comparison is based on upper bound estimates, and to some extent
may be an artifact of our method of analysis. However, the superiority of the random
sampling approach over the deterministic cyclic sampling approach is supported by the
computational results of Section 5.2, and is consistent with related analyses for incremental
subgradient and proximal methods (e.g., [NB01], [Ber10]).
3.5 Remarks
In this chapter we have proposed new algorithms for strongly monotone variational inequal-
ities with structure that lends itself to constraint and function sampling. We analyzed the
convergence properties of various types of sampling, and we established a substantial rate
of convergence advantage for random sampling over cyclic sampling. Our cyclic sampling
rule for constraints requires that each constraint is sampled exactly once in a cycle, and
allows a lot of freedom on how the constraint indexes are ordered within each cycle; our
convergence rate result applies to the worst case. It is therefore possible that a cyclic rule
with separate randomization within each cycle yields a performance close to the one of the
independent uniform sampling method, and superior to a deterministic cyclic rule; this was
observed in the experiments described in Section 5.2. We also note that constraint sampling
rules that sample constraints adaptively based on their "importance" may yield even better
performance, and that this is an interesting subject for investigation.
We have focused on the case where the constraints {Xi} form a finite collection of sets
possessing the linear regularity property. A possible extension of the current research is to
adapt the analysis to hold under a more general set of conditions. Recall that a key step of
this chapter's analysis is to obtain a lower bound of the progress towards feasibility for the
algorithm [cf. Eq. (3.14) of Lemma 3.4, Eq. (3.37), and Eq. (3.43) of Lemma 3.7]. Intuitively,
as long as every projection step (or every several projection steps) makes sufficient progress
"on average," the convergence of the algorithm follows. In particular, we can replace the
linear regularity assumption regarding {Xi} and the assumptions regarding {wk} with the
following more general condition: there exists c > 0 such that for any k > 0
E[Ixk -Uwxx| 2 |Fk] cd 2 (xk), w.p.1. (3.54)
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Under these more general assumptions, the incremental projection algorithm is still conver-
gent to the unique solution x* of the VI (3.1). Moreover, the rate of convergence results
can also be adapted accordingly.
More generally, condition (3.54) extends to the case where {XiciEM is a collection of
infinitely (even uncountably) many sets, which applies to a broader range of contexts. Since
any closed convex set X is the intersection of all the halfspaces containing it, the idea of
random superset projection can be extended to problems with arbitrary convex constraint.
By appropriately selecting the halfspaces, we may obtain a bound of the form (3.54) and
establish the convergence of the associated algorithm. As an example, at each iteration we
may select a halfspace Xk that properly separates from X a neighborhood of the current
iterate Xk. This type of analysis is related to the works by [Fuk86] and [CG08], and is an
interesting subject for future research.
Another potential direction of further research is to relax the strong monotonicity as-
sumption on F and the linear regularity assumption on {Xi}, either by assuming a special
structure or by modification of our algorithms. For example, if F is the gradient of a convex
function, the projection method as well as the related methods of Bertsekas [Berlla] and
Nedid [Ned1l] do not require strong convexity of the cost function (or equivalently, strong
monotonicity of the gradient). For another example, the incremental method of [Berl1a]
does not require the linear regularity of constraint sets and uses an adaptive sequence of
stepsizes {#A} to guarantee the convergence.
Furthermore, an interesting case arises when X is polyhedral and F(x) = V'P ),
where P is strongly monotone but 1' is singular (cf. classical applications in network traffic
assignment problems). The convergence of the projection method for this case was shown by
Bertsekas and Gafni [BG82]. Another possibility is to consider the extragradient method of
Korpelevich [Kor76] or the recent iterative Tikhonov regularization method and the iterative
proximal point method of Kannan et al. [KNS13], which are modifications of the projection
method to deal with VIs that are not necessarily strongly monotone.
147
148
Chapter 4
Stochastic Methods for Convex
Optimization Problems
Consider the convex optimization problem
min f(x) (4.1)
xEX
where f : R' - R is a convex function (not necessarily differentiable), and X is a nonempty,
closed and convex set in R'. We are interested in problems of the form (4.1) in which the
constraint set X is the intersection of a finite number of sets, i.e.,
X = rn X (4.2)
with each Xi being a closed and convex subset of R'. In addition, we allow the function f
to have the form of a sum of a large number of component functions, or more generally to
be expressed as the expected value
f (x) = E [fv (x)], (4.3)
where f, : R' - R is a function of x involving a random variable v.
Classical constrained optimization methods, including the gradient/subgradient projec-
tion and proximal methods, are often difficult to use in practice, especially for large-scale
applications with complicated constraint set. In some cases, the sets {Xi} and functions
{fV} are related to a huge data set, passing through which can be expensive. In some other
cases, the complete collection of {Xi} and {fv} is not available in advance, but can only
be obtained in an "online" manner. For both situations, efficient algorithms need to access
and process the set of data sequentially.
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In this chapter, we will propose a class of methods that combine elements from gradient
projection, proximal, and feasibility methods for solving complicated optimization problems.
We refer to them as the incremental constraint projection-proximal methods. These methods
update incrementally, based on a sequence of constraint sets and component functions
{(Xwk, fvk),
where {wk} and {vk} are random variables generated by some random process. We will
propose a unified analytical framework for algorithms involving both random feasibility and
optimality updates. In particular, we will provide a Coupled Convergence Theorem, which
asserts the convergence by analyzing two processes that operates on different time scales:
the convergence to the feasible set and the convergence to the optimal solution.
As an application of the Coupled Convergence Theorem, we will consider several typical
cases for generating the random variables Wk and Vk, which we list below and define more
precisely later:
" Sampling schemes for constraints XWk.:
- the samples are nearly independent and all the constraint indexes are visited
sufficiently often.
- the samples are "cyclic," e.g., are generated according to either a deterministic
cyclic order or a random permutation of the indexes within a cycle.
- the samples are selected to be the most distant constraint supersets to the current
iterates.
- the samples are generated according to an irreducible and aperiodic Markov
chain.
" Sampling schemes for component functions fvk:
- the samples are conditionally unbiased.
- the samples are a sequence of "cyclically obtained" component functions.
We will consider all combinations of the preceding sampling schemes, and show that our
unified convergence analysis applies to all of them. While it is beyond our scope to identify
all possible sampling schemes that may be interesting, one of the goals of the current chapter
is to propose a unified framework, both algorithmic and analytic, that can be easily adapted
to new sampling schemes and algorithms.
This chapter is organized as follows. Section 4.1 describes the class of incremental
constraint projection-proximal methods, dicusses its connections to known methods, and
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summarizes our basic assumptions and a few preliminary results. Section 4.2 proves the
general Coupled Convergence Theorem, which assumes a feasibility improvement condition
and an optimality improvement condition, and establishes the almost sure convergence of
the algorithm. Section 4.3 considers sampling schemes for the constraint sets such that the
feasibility improvement condition is satisfied. Section 4.4 considers sampling schemes for
the subgradients or component functions such that the optimality improvement condition
is satisfied.
For terminology and notation, a vector x E R' is a column vector. We denote by x'
its transpose, and by ||xJl its Euclidean norm (i.e., f|x|| = v/xx). The abbreviation "-"-4"
means "converges almost surely to," while the abbreviation "i.i.d." means "independent
identically distributed." For two sequences of nonnegative scalars {Yk} and {zk}, we write
yA O(zk) if there exists a constant c > 0 such that yk czk for each k, and write
y E(Zk) if there exist constants ci > c 2 > 0 such that C2Zk yk CiZk for each k. A
vector g is the subgradient of a function f at x if
f (y) - f~r ;> g'(y -- X), V y E R'.
We denote by Of(x) the subdifferential (the set of all subgradients) of f at x, denote by X*
the set of optimal solutions for problem (4.1), and denote by f* infxEx f(x) the optimal
value.
4.1 Incremental Constraint Project ion-Proximal Methods
We first review the well-known subgradient projection method and proximal proximal
method for solution of problem (4.1). The subgradient projection method, or projection
method for short, has the form
Xk+1 H [xk - aktf (k)],
where H denotes the Euclidean orthogonal projection onto X, {ak} is a sequence of constant
or diminishing positive scalars, and Vf(Xk) is a subgradient of f at Xk. The proximal
method has the form
Xk+1 x argminx(E f(x W + - Xk 12
1 2ak
and can be equivalently written as
Xk+1 [Xk - Cektf(Xk+1)],
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for some subgradient Vf(xk+l) of f at Xk+1 (see [Berla], Prop. 1). In this way, the
proximal method has a form similar to that of the projection method. This enables us to
analyze these two methods and their mixed versions with a unified analysis.
In practice, these classical methods are often inefficient and difficult to use, especially
when the constraint set X is complicated [cf. Eq. (4.2)]. At every iteration, the projection
method requires the computation of the Euclidean projection, and the proximal method
requires solving a constrained minimization, both of which can be time-consuming. In the
case where X is the intersection of a large number of simpler sets Xi, it is possible to improve
the efficiency of these methods, by operating with a single set Xi at each iteration, as is
done in random and cyclic projection methods that are widely used to solve the feasibility
problem of finding some point in X.
Another difficulty arises when f is either the sum of a large number of component
functions or is an expected value, i.e., f(x) = E[f,(x)] [cf. Eq. (4.3)]. Then the exact
computation of a subgradient Vf(Xk) can be either very expensive or impossible due to
the existence of noise. To address this additional difficulty, we may use in place of Qf(xk)
in the projection method a stochastic sample g(Xk, vk), e.g., the subgradient of a random
component function:
9(xk,vk) E OfeVk(xk).
Similarly, we may use in place of f(x) in the proximal method a sample component function
fvk ().
We propose to modify the projection method and the proximal method, in order to
process the constraints Xi and the component functions f,(.) sequentially. This motivates
the incremental constraint projection algorithm
Hk+1 = [wk Xk - Gkg(xk,vk)], (4.4)
and the incremental constraint proximal algorithm
[ 1 2
Xk+1 = argmin XEXW[ fvk() -+ 1 -- k 112 =Wk [Xk - akg(xk+1, vk)], (4.5)
. 2akI
where UWk denotes the Euclidean projection onto a set XWk, {wk} is a sequence of random
variables taking values in {1,..., m}, and {Vk} is a sequence of random variables gener-
ated by some probabilistic process. An interesting special case is when X is a polyhedral
set, i.e., the intersection of a finite number of halfspaces. Then these algorithms involve
successive projections onto or minimizations over halfspaces, which are easy to implement
and computationally inexpensive. Another interesting special case is when f is an expected
value and its value or subgradient can only be obtained through sampling. The proposed
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algorithms are well suited for problems of such type, and have an "online" focus that uses
small storage and rapid updates.
The purpose of this chapter is to present a unified analytical framework for the conver-
gence of algorithms (4.4), (4.5), and various extensions. To be more general, we focus on
the class of incremental algorithms that involve random optimality updates and random
feasibility updates, of the form
Zk = Xk - azkg(k,Vk), Xk+1 = Zk - #k (zk - lIwkzk), (4.6)
where Xk is a random variable "close" to Xk such as
Xk = Xk, or (k 7k+1, 4. )
and {0k} is a sequence of positive scalars. We refer to Eqs. (4.6)-(4.7) as the incremental
constraint projection-proximal method. In the case where Xk = Xk, the kth iteration of
algorithm (4.6) is a subgradient projection step and takes the form of Eq. (4.4). In the
other case where k = Xk+1, the corresponding iteration is a proximal step and takes the
form of Eq. (4.5). Thus our algorithm (4.6)-(4.7) is a mixed version of the incremental
projection algorithm (4.4) and the incremental proximal algorithm (4.5). An interesting
case is when f has the form
N N
f= hi + hi,
i=1 i=1
where hi are functions whose subgradients are easy to compute, hi are functions that are
suitable for the proximal iteration, and a sample component function f, may belong to
either {hi} or {hi}. In this case, our algorithm (4.6)-(4.7) can adaptively choose between a
projection step and a proximal step, based on the current sample component function.
Our algorithm (4.6)-(4.7) can be viewed as alternating between two types of iterations
with different objectives: to approach the feasible set and to approach the set of optimal
solutions. This is an important insight that helps to understand the convergence mecha-
nism of our algorithm. We will propose a unified analytical framework, which involves an
intricate interplay between the progress of feasibility updates and the progress of optimality
updates, and their associated stepsizes #A and ak. In particular, we will provide a Coupled
Convergence Theorem which requires that the algorithm operates on two different time
scales: the convergence to the feasible set, which is controlled by #k, should be faster than
the convergence to the optimal solution, which is controlled by ak. This two-time-scale
mechanism is the key to the almost sure convergence, as we will demonstrate with both
analytical and experimental results.
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An important aspect of our analysis relates to the source of the samples Vk and Wk. For
example, a common situation arises from applications involving large data sets. Then each
component f(-, v) and constraint X, may relate to a piece of data, so that accessing all
of them requires passing through the entire data set. This forces the algorithm to process
the components/constraints sequentially, according to either a fixed order or by random
sampling. Another situation is that the components/constraints relate to some unknown
random process that is only available through simulation. For example, in approximate
dynamic programming, evaluating a policy requires solving a Bellman equation determined
by a Markov chain, which is often done by simulation. There are also situations in which
the component functions or the constraints can be selected adaptively based on the iterates'
history. In subsequent analysis, we will consider all combinations of these sampling schemes
in conjunction with the coupled convergence analysis.
Assumptions and Preliminaries
To motivate the convergence analysis, we first briefly review the convergence mechanism of
the deterministic subgradient projection method
Xk+1 = 1 [Xk - aktf (Xk)], (4.8)
where 1I denotes the Euclidean orthogonal projection on X. We assume for simplicity that
II f(x) I L for all x, and that there exists at least one optimal solution x* of problem
(4.1). Then we have
||xk+1 - * [xk - aktf(Xk)] -- x* 2
(x - a- f(Xk)) - x* 1
=|Xk -- - 2akVf(xXk)'(xk - x*)-a2 2
< |k - xf| - 2ak(f(xk) - f*) k
where the first inequality uses the fact x* c X and the nonexpansiveness of the projection,
i.e.,
||Ux - yl | - |x - yll, V x, y E Rn,
and the second inequality uses the definition of the subgradient @f(x), i.e.,
Vf(x)'(y - x) < f(y) - f(x), V x, y EE R.
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A key fact is that since Xk C X, the value (f(Xk) - f*) must be nonnegative. From Eq.
(4.9) by taking k - oc, we have
limsup |Xk+1 - <*|2  - X1 2 - 2 a(f(Xk) - f k a 2 2
k-+oo k=O k=O
Assuming that Ego ak oc and E0o c < c, we can use a standard argument to show
that |Xk - X*|| is convergent for all x* E X* and
00
)ak(f(Xk) - f*) < 0,
k=O
which implies that lim inf f(xk) = f*. Finally, by using the continuity of f, we can show
k-+oc
that the iterates ok must converge to some optimal solution of problem (4.1).
Our proposed incremental constraint projection-proximal algorithm, restated for conve-
nience here,
Zk = Xk - akg(k, Vk), Xk+1 = Zk - /k (zk - llwkzk) with :X = Xk or Xk = Xk+1,
(4.10)
differs from the classical method (4.8) in a fundamental way: the iterates {Xk} generated
by the algorithm (4.10) are not guaranteed to stay in X. Moreover, the projection II.k
onto a random set Xwk need not decrease the distance between £k and X at every iteration.
As a result the analogy of the fundamental bound (4.9) now includes the distance of Xk
from X, which need not decrease at each iteration. We will show that the incremental
projection algorithm guarantees that {xk} approaches the feasible set X in a stochastic
sense as k - oc. This idea is also implicit in the analysis of [Nedl1].
To analyze the stochastic algorithm (4.10), we denote by Fk the collection
k {Vo, ... , k_1, WO, ... IWk_1, ZO, ... ,zk_1, O, ... z 4 1,zo, ., I k}
so {Yk} is an increasing sequence. Moreover, we denote by
d(x) = f|x - Hx,
the Euclidean distance of any x c R from X.
Let us outline the convergence proof for the algorithm (4.10) with i.i.d. random pro-
jection and zk = Xk. Similar to the classical projection method (4.8), our line of analysis
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starts with a bound of the iteration error that has the form
||xk+1 - *|2 < _ X* 2 - 2aktf (xk)'(xk - x*) + e(xk, ak,/3 k,wk,vk), (4.11)
where e(xk, ak, #A, wk, vk) is a random variable. Under suitable assumptions, we will bound
each term on the right side of Eq. (4.11) and then take conditional expectation on both
sides. From this we will obtain that the iteration error is "stochastically decreasing" in the
following sense
E [(Ixk+1 - X 112  _kJ < (1 +_ Xk 2 - 2ak (f(UxXk) - f(x*)) + OC0k) d2(Xk) + Ck,
with probability 1, where ek are positive errors such that E%'o ek < oo. On the other hand,
by using properties of random projection, we will obtain that the feasibility error d2 (xk) is
"stochastically decreasing" at a faster rate, according to
E [ d2 (xk+1) | Fk] < (1 - O(fk)) d 2(xk) + Ck (Ixk - x*i + 1), w.p.1.
Finally, based on the preceding two inequalities and through a series of intermediate results,
we will end up using the supermartingale convergence theorem (cf. Theorem 3.1) due to
Robbins and Siegmund [RS71] to complete the proof. We repeat the statement of the
theorem for completeness.
Theorem 4.1 Let {{k}, {uk}, {?k} and {pk} be sequences of nonnegative random
variables such that
E [ k+1 | 9k] < (1 + 7k)k -Uk + pk, for all k > 0 w.p.1,
where 9k denotes the collection to,..., U0, ... Uk, u 0,... , LO, o  ... ,yk, and
00 00
77k < 0o, Pk < 00, w.P-1.
k=O k=O
Then the sequence of random variables {{k} converges almost surely to a nonnegative
random variable, and we have
00
(Uk < 00, w-P-1
k=O
This line of analysis is shared with incremental subgradient and proximal methods (see
[NBOO], [NB01], [Ber1la]). However, here the technical details are more intricate because
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there are two types of iterations, which involve the two different stepsizes ak and !3k. We
will now introduce our assumptions and give a few preliminary results that will be used in
the subsequent analysis.
Our first assumption requires that any subgradient of f be bounded from above by a
linear function, which implies that f is bounded by a quadratic function. It also requires
that the random samples g(X, vk) satisfy a bound that involves a multiple of Ix|.
Assumption 4.1 The set of optimal solutions X* of problem (4.1) is nonempty.
Moreover, there exists a constant L > 0 such that for any Vf(x) E Of(x),
If(x)||2 < L2( jXH 2 + 1), V x E Rn,
for k = 0, 1, 2, ... ,
g(X, ok) -g(y, ok)|| <__ L Qzx - yll + 1), V z, y E Rn,
with probability 1, and
E [g(x, Vk) 2 1k] < L 2( XI 2 + 1), V X C Rn, (4.12)
with probability 1.
The next assumption imposes a standard stepsize condition, widely used in the literature
of stochastic approximation. Moreover, it also imposes a certain relationship between the
sequences {ak} and {#k}, which is the key to the two time-scale convergence of the proposed
algorithm.
Assumption 4.2 The stepsize sequences {ak} and {#A} are deterministic and non-
increasing, and satisfy ak C (0, 1), k E (0, 2) for all k, and
0o 0o oo 0o 2
Ck=0, Ck< 00, A<0.
k=0 k k=k k=O
The condition E < oo essentially restricts fk to be either a constant in (0, 2) for
all k, or to decrease to 0 at a certain rate. Given that Eko ak = 00, this condition implies
that lim infk-oo = 0. We will show that as a consequence of this, the convergence to
the feasible set is faster than the convergence to the optimal solution. This difference in
convergence rates is necessary for the almost sure convergence of the coupled process.
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Let us now prove a few preliminary technical lemmas. The first one gives several basic
facts regarding projection, and has been proved in Chapter 3 (Lemma 3.1), which we repeat
here for completeness.
Lemma 4.1 Let S be a closed convex subset of R", and let UTs denote orthogonal
projection onto S.
(a) For all x E R", y e S, and 3 > 0,
x - 3(x - HSx) - yl2 < lx - y1| 2 - 0(2 - O)IIx - UsX112.
(b) For all x, y G R",
Ily - Usyl12 2||x - Hsx1|2 + 811x - y112.
Proof. See the proof of Lemma 3.1. U
The second lemma gives a decomposition of the iteration error [cf. Eq. (4.11)], which
will serve as the starting point of our analysis.
Lemma 4.2 For any e > 0 and y E X, the sequence {xk} generated by iteration
(4.10) is such that
llXk+1 - y|2
|Xk - y|| - 2akg(2k,vk)'(xk - y) + a~k g(tk,vk)||2 - 3k(2 - 3k)IIHwkZk - zk||2
(1 + )||xk -- Y112 + (1 + 1/)ea||g(2k,vk) 2 - k( 2 - 12k)Iiwzk - zk|.
Proof. From Lemma 4.1(a) and the relations xk+1 zk - Ok(zk - llwkzk), Zk =Xk -
akg(k, vk) [cf. Eq. (4.10)], we obtain
||xk+1 - y112 < ||z - y112 - /3 k( 2 - 3k)||Uwkzk - zk||
= |Xk - y - akg(sk,vk)1|2 - 00- Ok)||Wkzk - Zk||2
= |xk -91 2 - 2 akg(xk, Vk)(Xk - y) -+ aIg(tk,vk)|| -- !k( 2 - 13k)|IIwzk - Zkl|
(1 + E)IXk -- y| ± 1 +1, v k(2-00- wk zk - Zk||2
where the last inequality uses the fact 2a'b < e||a|| 2 + (1/e)|b112 for any a, b E n. 0
The third lemma gives several basic upper bounds on quantities relating to Xk+1, con-
ditioned on the iterates' history up to the kth sample.
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Lemma 4.3 Let Assumptions 4.1 and 4.2 hold, let x* be a given optimal solution
of problem (4.1), and let {xk} be generated by iteration (4.10).
with probability 1,
(a) E [IIxk+1 - x*112 I Fk 0 2 + a2 .
(b) E [d 2 (xk+1) I Fk] < 0 (d 2(xk) + a2 lxk - x*2 + a2).
(c) E [||g(sk,vk)||2 | _Tk ] O(xk - x*112 + 1)
Then for all k > 0,
|| X x 12 | _Fk k]
d 2 (Xk).-
< E [I|xk+1 
- Xk2 Fk O(a2)x(Ixk x*112 + 1) +
Proof. We will prove parts (c) and (d) first, and prove parts (a) and (b) later.
(c,d) By using the basic inequality Ila+ b112 < 2||a|| 2 +2||bI| 2 for a, b E R' and then applying
Assumption 4.1, we have
E [|g(sk,vk)||2 | Fk] < 2E [|g(xk,vk)||2 | Fkj + 2E [jg(itk,vk) - g(xk,vk)| k]|2
< O(|xI -- x*| 2 + 1) +0 (E [t0k - Xk 12.(4.13)
Since Xk C {xk, Xk+1} and X C Xk,, we use the definition (4.10) of the algorithm and
obtain
Ik - XkH IlXk+1 - Xkj aklg(Xk,vk) l + OkHZk - UWkZk| akIng(xk,vk) | + A3d(zk),
so that
||2k - Xk12 < IXk+1 - Xk 12 < 2a 2g 1k,v1)|2 + 2!3 d2 (zk).
Note that from Lemma 4.1(b) we have
d2 (zk) < 2 d2 (xk)+ 8||xk - Zk| 2 d2 (xk) 8aI g(k,vk) 2
Then it follows from the preceding two relations that
IXk - Xk2 IXk+1 - Xk 2  O(ak)Hg(kk,vk)| + O(k() d2 Xk)
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(4.14)
(d) E
O(Bj)
By taking expectation on both sides of Eq. (4.14) and applying Eq. (4.13), we obtain
E[k-x| 2 |k] - E [(xk+1 - Xk 2  k]
< O(a2)(|xk - x*fl2 + 1) + O(ac)E [11 2 - k k] + O(32) d2 (x),
and by rearranging terms in the preceding inequality, we obtain part (d). Finally, we apply
part (d) to Eq. (4.13) and obtain
E [lg(zk, Vk)|| 2 1 7k] O(|xjk
< O(|xjk
where the second inequality uses
proved part (c).
(a,b) Let y be an arbitrary vector
and part (c), we have
- x*| 2 + 1) + O(O)(xllk - x*||2 + 1) + O(2 ) d2(Xk)
- + 1),
the fact #k < 2 and d(Xk) ||xk - x*||. Thus we have
in X, and let e be a positive scalar. By using Lemma 4.2
E [|xk+1 - y| 2 | Fk] _ (1 + e)||xk - y| 2 + (1 + 1/e)aE (||g(k ,v |2  k]
(1 + e)IlXk - y1l 2 + (1 + 1/e)alO(l|xk - x*112 + )
By letting y = x*, we obtain (a).
we obtain (b).
By letting y = IXk and using d(xk+1) |xk+1 - Ixk||,
N
The next lemma is an extension of Lemma 4.3. It gives the basic upper bounds on
quantities relating to Xk+N, conditioned on the iterates' history up to the kth samples, with
N being a fixed integer.
Lemma 4.4 Let Assumptions 4.1 and 4.2 hold, let x* be a given optimal solution of
problem (4.1), let {xk} be generated by iteration (4.10), and let N be a given positive
integer. Then for any k > 0, with probability 1:
(a) E [Ixk+N - x0 2 k ] 0 (|x -- x*|2 + ak
(b) E [ d 2 (Xk+N) I k] 0 ( d 2 (Xk) + akxk - x*||2 _k)
(c) E [1(|tk+N, vk+N) 12  k F] O(I|xk - x*112 + 1).
(d) E [I|xk+N - Xk 2 7k O(N 2a2)(||xk - X*112 + 1) + O(N 2 32) d2
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,I.
Proof. (a) The case where N = 1 has been given in Lemma 4.3(a). In the case where N = 2,
we have
E (||xk 2- |F] E [E |xk+2 - x* 2  k+1 Ek] = E [O(Ixk+1 - |\ + ak+1) Fk
O|x -- x*12 + a2
where the first equality uses iterated expectation, and the second and third inequalities use
Lemma 4.3(a) and the fact ak+1 ak. In the case where N > 2, the result follows by
applying the preceding argument inductively.
(b) The case where N = 1 has been given in Lemma 4.3(b). In the case where N = 2, we
have
E [ d2(xk+ 2 ) I k] = E[E [ d2 (xk+2) Fk+1] k]
[ EO (d 2 (Xk+1) + ak+1|xk+1 - -*2 + &2k+) Fk
< O(d2(xk) - - a2 _xk -- x 2
where the first equality uses iterated expectation, the second inequality uses Lemma 4.3(b),
and third inequality use Lemma 4.3(a),(b) and the fact ak+1 < azk. In the case where
N > 2, the result follows by applying the preceding argument inductively.
(c) Follows by applying Lemma 4.3(c) and part (a):
E (g.Tk+N,Vk+N) 2 k E E [(g(k+N,Vk+N) 2 -Tk+N] k]
< E [O(|xk+N - x + 1) k
< O(\|xk x*|2 +1.
(d) For any f > k, we have
|xf+1 - x|2|F = E [E ||x+1 -] FTk]
E (O(aj)(||x- x*||2 +- 1) + O(3 ) d2 (x1 ) ]F]
" O(a )(I xk x*112 + 1) + O()d 2 )
where the first inequality applies Lemma 4.3(d), and the second equality uses the fact
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aek+1 5 a, as well as parts (a),(b) of the current lemma. Then we have
k+N-1
E [xk+N - k 2 Fk N E
e=k
E ||x+1- XE 12 k]
O(N 2a2)(|xj -- x*112 + 1) + O(N 2 f ) d2(Xk),
for all k > 0, with probability 1.
Lemma 4.5 Let Assumptions 4.1 and 4.2 hold, let x* be a given optimal solution of
problem (4.1), let {xk} be generated by iteration (4.10), and let N be a given positive
integer. Then for all k > 0, with probability 1:
(a) E [f(xk) - f(xk+N) Ik] O(ak)(IIxk - x*112 + 1) + 0
U
d 2(Xk).
(b) f(Ux) -
(c) f(Uxk)-
f(xk) < O ak 2 + ±I (1ok d2(Xk).
\k/ \ ak
E [f(xk+N Ik]< O(ak
\Ak/I
(IIXk - X*112 ± 1) +-0
Proof. (a) By using the definition of subgradients, we have
f(xk) - f(xk+N) 5 -Vf(xk)'(xk+N - Xk) < Vf(Xk)I Xk+N - XkI
I | f(xk) 2  2 xk12.
< 2 11'f(Xk~ll+ akIXk+N -X
Taking expectation on both sides, using Assumption 4.1 and using Lemma 4.4(d), we obtain
E [f(xk) - f(xk+N) Ik] < 2Vf(Xk)I 2 + E [I\xk+N - Xk k]
5 O(ak)(IxIk - x*112 + 1) + 0 ( ) d2 (Xk)
\ak
(b) Similar to part (a), we use the definition of subgradients to obtain
f(Hxk) - f(xk) -Vf(Hxk)(xk - Uxk) < ak f(Uxk) 2 IXk-HXk 2.
Also from Assumption 4.1, we have
If(Hxk)||2 < L(||Hxk|| 2 + 1) O(HlXk - x*|| 2 + 1) O(||xk - x*||2 + 1),
while
Ixk - xkII = d(Xk).
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(kOk\a )
d 2(Xk).
We combine the preceding three relations and obtain (b).
(c) We sum the relations of (a) and (b), and obtain (c). U
4.2 The Coupled Convergence Theorem
In this section, we focus on the generic algorithm that alternates between an iteration of
random optimality update and an iteration of random feasibility update, i.e.,
Zk = Xk - akg(xk,vk), xk+1 = Zk - 3 k (Zk -Hwkzk), with xk = Xk, or Xk = Xk+1
(4.15)
[cf. Eqs (4.6), (4.10)], without specifying details regarding how the random variables Wk and
Vk are generated. We will show that, as long as either iteration makes sufficient improvement
"on average," the generic algorithm consisting of their combination is convergent to an
optimal solution. This is the key result of the paper and is stated as follows.
Proposition 4.1 (Coupled Convergence Theorem) Let Assumptions 4.1 and
4.2 hold, let x* be an arbitrary optimal solution of problem (4.1), and let {Xk} be a
sequence of random variables generated by algorithm (4.15). Assume that there exist
positive integers M, N such that:
(i) With probability 1, for all k = 0, N, 2N,...,
E [Ixk+N 
- xk]2 k
k+N-1
Ixk -xl| -2 ( at) (f(xk) - f +O(a)(x - x*|2+ 1)+O()d 2 (Xk)
( =k
(ii) With probability 1, for all k > 0,
E [ d 2(xk+M) | Fk] (1 - e(Bk)) d2(xk) + o (||xk - x*||2 + 1).
Then the sequence {xk} converges almost surely to a random point in the set of
optimal solutions of the convex optimization problem (4.1).
Note that in the preceding proposition, x* is an arbitrary but fixed optimal solution,
and that the O(-) and E(.) terms in the conditions (i) and (ii) may depend on x*, as well
as M and N.
We refer to condition (i) as the optimality improvement condition, and refer to condition
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(ii) as the feasibility improvement condition. According to the statement of Prop. 4.1,
the recursions for optimality improvement and feasibility improvement are allowed to be
coupled with each other, in the sense that either recursion involves iterates of the other
one. This coupling is unavoidable due to the design of algorithm (4.15), which by itself is
a combination of two types of iterations. Despite being closely coupled, the two recursions
are not necessarily coordinated with each other, in the sense that their cycles' lengths M
and N may not be equal. This makes the proof analysis more challenging.
In what follows, we will prove an important preliminary result for our purpose: the
Coupled Supermartingale Convergence Lemma. It states that, by combining the two im-
provement processes appropriately, a supermartingale convergence argument applies and
both processes can be shown to be convergent. Moreover for the case where M 1 and
N = 1, this lemma yields "easily" the convergence proof of Prop. 4.1.
Lemma 4.6 (Coupled Supermartingale Convergence) Let {t}, {Ct}, {ut},
{t}, {rit}, {0t}, {et}, {pt}, and {vt} be sequences of nonnegative random variables
such that
E [(t+1 | gk] < (1 - 9 )0 - Ut + c6 + t,
where 9 k denotes the collection (0,.. ,(t, (o, ... , t, Uo,... ,Ut, O,... ,Ut ?0, ... , r/t,
o, ... ,t,, -o,... 6, o, ... It, vo, 0...,vi, and c is positive scalar. Also, let
00 00 00 00
E t < 00, E Et < 00, /it <oo, EVt < oc, w.P.1.
t=0 t=0 t=0 t=0
Then 't and ct converge almost surely to nonnegative random variables, and
00 00 00
E(Ut < oo, E Ut < oo, E Ot(t < ooD, W.p.1.
t=O t=O t=0
Moreover, if rt, et, pt, and vt are deterministic scalars, the sequences {E [it] } and
{E [(t| } are bounded, and E' E [Ot t] < oo.
Proof. We define Jt to be the random variable
Jt = t + cCt.
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By combining the given inequalities, we obtain
E [ Jt+1 I 9k ] = E [ t+1 | 9k ] + c . E [(t+1 I k ]
< (1 + ?It + cet)(t + C(t - (Ut + CUt) + (lit + CVt)
< (1 + lt + cet )( t + Ct) - (Ut + cit) + (pt + CVt).
It follows from the definition of Jt that
E [ Jt+ I Igk] < (1 + t -|-ct) J - (ut +Ciit)+( pt +cut) < (1 +l -+cet) J -|(pt +cvt). (4.16)
Since _:o r <00, E=g Et <o, Z 1 pt <0, and t- Vt < oO with probability 1, the
Supermartingale Convergence Theorem 4.1 applies to Eq. (4.16). Therefore Jt converges
almost surely to a nonnegative random variable, and
00 00
SUt < 00, ut < 00, w.p.1.
t=o t=o
Since Jt converges almost surely, the sequence {Jt} must be bounded with probability 1.
Moreover, from the definition of Jt we have (t < Ji and (t < Jt. Thus the sequences {{t}
and {(t} are also bounded with probability 1.
By using the relation _0 et < 00 and the almost sure boundedness of {{t}, we obtain
00 (0 \/
EZc~t t (supt <00, w.p. 1. (4.17)
t=0 (t=0 t >
From Eq. (4.17), we see that the Supermartingale Convergence Theorem 4.1 also applies to
the given inequality
E [(t+1 | 9k] < (1 - Ot)(t - Ut - Et~t + Vt < (1 - Ot)(t + Et~t + Vt. (4.18)
Therefore (t converges almost surely to a random variable, and
1 t (t < oo), w.p.1I.
t=0
Since both Jt = &t + c(t and (t are almost surely convergent, the random variable (t must
also converge almost surely to a random variable.
Finally, let us assume that Tit, et, pit, and vt are deterministic scalars. We take expecta-
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tion on both sides of Eq. (4.16) and obtain
E [Jt+1] < (1 + r/t + cet)E [Jt] + (pt + cvt). (4.19)
Since the scalars r/t, ct, pt, and vt are summable, we obtain that the sequence {E [Jt]} is
bounded. This further implies that the sequences {E [it] } and {E [ct] } are bounded. More-
over, we take expectation on both sides of Eq. (4.18) and obtain
E [(t+1] < E [Ct] - E [Ot~t] + (etE [it] +vt).
We apply the preceding relation inductively and take the limit as k -+ oo, which yields
00 00
0 < lim E [(t+1] < E [(o] - 1:E [Ot~]|+ E(et E [ t ] + vt ).
t=o t=o
Therefore
00 00 0
ZE[Ot1t] < E [Co] + (et E [ t] + vt) E [o]+ ( t) sup (E [t]±) + (1 vt < o,
t=o t=o t=0 t>0 t=0
where the last relation uses the boundedness of {E [at] }. U
We are tempted to directly apply the Coupled Supermartingale Convergence Lemma
4.6 to prove the results of Prop. 4.1. However, two issues are remained to be addressed.
First, the two improvement conditions of Prop. 4.1 are not coordinated with each other.
In particular, their lengths of cycles, M and N, may be different. Second, even if we let
M = 1 and N = 1, we still cannot apply Lemma 4.6. The reason is that the optimality
improvement condition (i) involves the substraction of the term (f(xk) - f*), which can be
either nonnegative or negative. These issues will be addressed in the proof of Prop. 4.1.
Now we are ready to prove the Coupled Convergence Theorem (Prop. 4.1). Our proof
consists of four steps, and its main idea is to construct a meta-cycle of M x N iterations,
where the t-th cycle of iterations maps from XtMN to X(t+1)MN. The purpose is to ensure
that both feasibility and optimality iterations make reasonable progress within each meta-
cycle, which will be shown in the first and second steps of the proof. The third step is to
apply the Coupled Supermartingale Convergence Lemma and show that the end points of
the meta-cycles, {XtMN}, form a subsequence that converges almost surely to an optimal
solution. Finally, the fourth step is to argue that the maximum deviation of the iterates
within a cycle decreases to 0. From this we will show that the entire sequence {Xk} converges
almost surely to a random point in the set of optimal solutions.
Proof of the Coupled Convergence Theorem (Prop. 4.1).
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Step 1 (Derive the optimality improvement from XtMN to X(t+1)MN)
(i) repeatedly to obtain for any t > 0 that
E [IfX(t+1)MN - X*1 2 IhtMN]
< fltMN - X
(t+1)M-1
+ E
=tM
(t+1)M -1
+ (E
f=tM
(t+1)M-
2 E
f =tM
1 7(+1)N
kSl ak
We apply condition
f*)
(4.20)
O(aEN) (|[TeN -*2 ItMN + 1)
O(02N)E [d 2 (XfN) IFtMN], w-p.1.
From Lemma 4.4(a) and the nonincreasing property of {ak} we obtain the bound
O(aZ2N) (E (||XN -X*2 ItMN] +I) < O(a2MN)tMN - X* 2 + 1).
From Lemma 4.4(b) and the nonincreasing property of {#k} we obtain the bound
(t+1)M-1
O(/2N)E [d 2(XeN) IFtMN] MN) 2 (XtMN) -FO(tMN)XtMN - 2
B tM
By using Lemma 4.5(c) we further obtain
- (E [f(XIN) FItMN] - f-)- ( f(HXtMN)
< -- (f ( tMN)
-f* + (E [f(UXtMN) - f(XfN) ItMNI
f|O (a tMN) (IXtMN -- X*2±
\ 0tMN/
+0 (/tMN ) d2(XtMN)-
atMN
We apply the preceding bounds to Eq. (4.20), and remove redundant scalars in the big 0
brackets, yielding
((t+1)MN-
E [IHX(t+1)MN - 2 tMN< I tMN -- 2 -2 N
k=tMN
-1
ak) (f(HXtMN) - f*)
(IXtMN - X*||2 + 1) + 0 (tMN) d 2(XtMN),
(4.21)
for all t > 0, with probability 1. Note that the term f(HXk) - f* is nonnegative. This will
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(E [f(XN) I tMN -
1(t+1)M-
t
f=tM
*12
+ 0 tMN )
allow us to treat Eq. (4.21) as one of the conditions of Lemma 4.6.
Step 2 (Derive the feasibility improvement from XtMN to X(t+1)MN)
(ii) repeatedly to obtain for any t > 0 that
E [d 2 (X(t+1)MN) IFtMN]
We apply condition
(t+1)N-1
(f=tN
(1 - d(M)) ) 2 (XtMN) -
(t+1)N-1
=
f-tN
( ,M (E [llxzM -- x*||2 1tMN +1)
with probability 1. Then by using Lemma 4.4(a) to bound the terms E [IlXM - x*12 I .tMN]
we obtain
E [d 2(X(t+1)MN) tMN
1 - e(3tMN)) d2(XtMN) ± 0
((t+1)MN-1
k
k =tMN
2 X*112±+(llztMN - 2
with probability 1.
Step 3 (Apply the Coupled Supermartingale Convergence Lemma)
Let et = 0 (t+1MN-1 k), so we have
00 0
I:Et = : 0 (k)< 00.
t=0 k=0 Ak
Therefore the Coupled Supermartingale Convergence Lemma (cf. Lemma 4.6) applies to
inequalities (4.21) and (4.22). It follows that ||XtMN - X*112 and d2 (tMN) converge almost
surely,
and
00
L e(/3UN) d(XtMN) < 00,
t=~O
w.p. 1, (4.23)
((t+1)MN-1
o' Ck (f (ItMN) *) o0,
t=0 k=tMN
w.p. 1. (4.24)
Moreover, from the last part of Lemma 4.6, it follows that the sequence {E [IlXtMN - X 112]1
is bounded, and we have
>1 Mj3)E
t=o
[d 2(XtMN)] < 00-
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(4.22)
(4.25)
Since k is nonincreasing, we have
o 0(t+1)MN-1
Z OtMN) >3 : J\ ( E± 0(00k) MN __ =GMN MN
t=0 t=0 k=tMN k=0
This together with the almost sure convergence of d2 (XtMN) and relation (4.23) implies
that
d2 (XtMN) -4 0, as t -+ 00,
[if d 2(XtMN) converges to a positive scalar, then O(#tMN) d 2(XtMN) would no longer be
summable]. Following a similar analysis, the relation (4.24) together with the assumption
SEO= ak o implies that
liminf f(IIXtMN) -f w.P.1.
t->oo
Now let us consider an arbitrary sample trajectory of the stochastic process {(wk, vk)},
such that the associated sequence {|XtMN - X*1} is convergent and is thus bounded,
d2(tMN) -> 0, and liminft-,o f(ILrtMN) = f*. These relations together with the con-
tinuity of f further imply that the sequence {XtMN} must have a limit point i E X*. Also,
since ||tMN -- X 112 is convergent for arbitrary x* E X*, the sequence ||XtMN -- t 2 is con-
vergent and has a limit point 0. If follows that lIXtMN - -2 + 0, so that ItMN -- t. Note
that the set of all such sample trajectories has a probability measure equal to 1. Therefore
the sequence of random variables {XtMN} is convergent almost surely to a random point in
X* as t -+ oo.
Step 4 (Prove that the entire sequence {Xk} converges) Let e > 0 be arbitrary. By using the
Markov inequality, Lemma 4.4(c), and the boundedness of {E [JXtMN - X*12] } (as shown
in Step 3), we obtain
>a 00 E (||gsk, v||2] a2MNE [O(IxtMN -X 2 + 1)]( P(ak g(xk,vk)H > e) - E2 E2
k=O k=0 t=O
< 00.
Similarly, by using the Markov inequality, Lemma 4.4(b), and Eq. (4.25), we obtain
(ZP (Ok d(Xk) E) < e2
k=O k=O
o MN E [0 (d 2 (XtMN) + aMN( MN - 1)2)]<
t=o
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Applying the Borel-Cantelli lemma to the preceding two inequalities and taking e arbitrarily
small, we obtain
cak11(xk,Vk)~J 0, /3 d(Xk) a-s 0, as k -* 00.
For any integer t > 0 we have
(t+1)MN-1
max ||Xk - XtMNH E J xj - xf+1 (from the triangle inequality)
tMN<k<(t+1)MN-1 f=tMN
(t+1)MN-1
< 1 O(a||g(e, ve)| + 3f d(x)) (from Eq. (4.14))
a =tMN
- 0.
Therefore the maximum deviation within a cycle of length MN decreases to 0 almost surely.
To conclude, we have shown that Xk converges almost surely to a random point in X* as
k -* oo.
4.3 Sampling Schemes for Constraints
In this section, we focus on sampling schemes for the constraints X,, that satisfy the
feasibility improvement condition required by the Coupled Convergence Theorem, i.e.,
E [ d2(k+M Ik (1 - O(0k)) d2(k) -+ O (k ( -X l2 +1), V k >0, w.p.1,
where M is a positive integer. To satisfy the preceding condition, it is necessary that the dis-
tance between Xk and X asymptotically decreases as a contraction in a stochastic sense. We
will consider several assumptions regarding the incremental projection process {1IWk }, in-
cluding nearly independent sampling, most distant sampling, cyclic order sampling, Markov
Chain sampling, etc.
Throughout our analysis in this section, we will require that the collection {X}7L
possesses a linear regularity property. Recall that we have assumed the same condition in
Chapter 3. This property has been originally introduced by Bauschke [Bau96] in a more
general Hilbert space setting; see also Bauschke and Borwein [BB96a] (Definition 5.6, p.
40).
Assumption 4.3 (Linear Regularity Condition) There exists a positive scalar
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1 such that for any x (E R"
flx -- Ux12 < max ||x - Ulxix1| 2.i=1, ...,Im
Recently, the linear regularity property has been studied by Deutsch and Hundal [DH08]
in order to establish linear convergence of a cyclic projection method for finding a common
point of finitely many convex sets. This property is automatically satisfied when X is
a polyhedral set. The discussion in the preceding references ([Bau96], [DH08]) provides
several other situations where the linear regularity condition holds, and indicates that this
condition is a mild restriction in practice.
4.3.1 Nearly Independent Sample Constraints
We start with the easy case where the sample constraints are generated "nearly indepen-
dently." In this case, it is necessary that each constraint is always sampled with sufficient
probability, regardless of the sample history. This is formulated as the following assumption:
Assumption 4.4 The random variables wk, k = 0, 1,..., are such that
inf P(wk = Xi I Fk) > , i = 1, ... ,
k>O m
with probability 1, where p c (0, 1] is some scalar.
Under Assumptions 4.3 and 4.4, we claim that the expression
E[|x -- |k k],
which may be viewed as the "average progress" of random projection at the kth iteration, is
bounded from below by a multiple of the distance between x and X. Indeed, by Assumption
4.4, we have for any j 1,... ,
m
E (~x -Uax? |F]= P (wk = |) F |x - [1ixf|2 > - lljxII 2.
i=1
By maximizing the right-hand side of this relation over j and by using Assumption 4.3, we
obtain
E [lx - UwkxI 1 1 Fk] > P max |x -- HjX 2 > P 11X_ X12 _ P d2 (x), (4.26)
m 1sj<m mr mr
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for all x E R' and k > 0, with probability 1. This indicates that the average progress of
the nearly independent constraint sampling method is comparable to the feasibility error,
i.e., the distance from Xk to X.
Now we are ready to show that the nearly independent constraint sampling scheme
satisfies the feasibility improvement condition of the Coupled Convergence Theorem (Prop.
4.1).
Proposition 4.2 Let Assumptions 4.1, 4.2, 4.3 and 4.4 hold, and let x* be a giv-
en optimal solution of problem (4.1). Then the random projection algorithm (4.15)
generates a sequence {xk} such that
E [d 2(xk+l) | Yk] 1 - E(0k)) d 2(Xk) + 0 m7 ) (IIxk - x*1|2 + 1),
for all k > 0 with probability 1.
Proof. Let c be a positive scalar. By applying Lemma 4.2 with y = UXk, we have
d2 (Xk+1) 5 |xk+1 - Uzk ll2
< (1 + e)||xk - Hxk|| 2 + (1 + 1/e) a ||g(sk,vk)1|2 - !k( 2 - 3k)|Zk - Hwkzk| 2.
By using the following bound which is obtained from Lemma 4.1(b):
|Xk -U wkxk | 2 < 2||zk - Wkzk |2 + 8| x - Zk||2 = 2||z - Uwkzk|| 2 + 8cI|g(sk, Vk)|2,
we further obtain
d2 (xk+1) (1 + e)||x - Uzk| 2 + (1 + 1/E + 4 13 k(2 - ak))ak||g2sk, ok)|2
k (2 - /k) 2Xk -WkXk 1
2
(1 + e) d2 (Xk) + (5 + 1/e)alg(sk, ok)I2 - 1(12k)|xk - Uma | 2.
where the second relation uses the facts IIXk - HXk 12 = d2(Xk) and O(#k) < #3 (2 -0) < 1.
Taking conditional expectation on both sides and applying Lemma 4.3(c) and Eq. (4.26),
we obtain
E [d 2 (xk+1) I Fk] < (1 + E) d2(xk) + 0(1 + 1/e)a2(||xk - X*||2 + 1) _ P E(#lk) d2(xk)
mr
< (I - P O(k)) d2 (Xk) -+ O(mak/k) (xXk - X*| + 1),
myJ
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where the second relation is obtained by letting e < ( ).
4.3.2 Most Distant Sample Constraint
Next we consider the case where we select the constraint superset that is the most distant
from the current iterate. This yields an adaptive algorithm that selects the projection based
on the iterates' history.
By using Assumption 4.5 together with Assumption 4.3, we see that
1
E[|xk - wXk| 2 Fk] = max IXk - Hixkf | - d2(xk),
= , . T/
V k > 0, w.p.1. (4.27)
Then by using an analysis similar to that of Prop. 4.2, we obtain the following result.
Proposition 4.3 Let Assumptions 4.1, 4.2, 4.3 and 4.5 hold, and let x* be a giv-
en optimal solution of problem (4.1). Then the random projection algorithm (4.15)
generates a sequence {xk} such that
E [ d2 (xk+l) | Yk] < - ( d 2(xk) +0 ( x) - + 1),
for all k > 0, with probability 1.
Proof. The proof is almost identical to that of Prop. 4.2, except that we use Eq. (4.27) in
place of Eq. (4.26). U
4.3.3 Cyclic Order Sample Constraints
Now let us consider the case where the constraint supersets {X k I are sampled in a cyclic
manner, either by random shuffling or according to a deterministic cyclic order.
Assumption 4.6 With probability 1, for all t> 0, the sequence of constraint sets of
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the t-th cycle, i.e.,
{Xwk}, where k = tm, tm + 1,..., (t + 1)m - 1,
is a permutation of {X1,... , Xm}.
Under Assumption 4.6, it is no longer true that the distance from Xk to the feasible
set is "stochastically decreased" at every iteration. However, all the constraint sets will be
visited at least once within a cycle of m iterations. This suggests that the distance to the
feasible set is improved on average every m iterations. We first prove a lemma regarding
the progress towards feasibility over m iterations.
Lemma 4.7 Let Assumptions 4.1, 4.2, and 4.3 hold, and let {xk} be generated by
algorithm (4.15). Assume that, for given integers k > 0 and M > 0, any par-
ticular index in {1, ... ,m} will be visited at least once by the random variables
{wk,...,Wk+M-1}. Then:
k+M-1 k+M-1
2M d2 (xk) 4 ( |ze-Hweze||2 + act ) 2t=k f=k
Proof. Let k* E {k, ... , k + M - 1} be the index that attains the maximum in the linear
regularity assumption for Xk (cf. Assumption 4.3), so that
d 2 (Xk) 7y _max ||Xk -HXXk||2 -'qXk- wkXk 12.
= 1,..., m
Such k* always exists, because it is assumed that any particular index will be visited by the
sequence {Wk, .. . , wk+M-1}- We have
1 d(Xk) || x - U,k*Xk
< flXk~ - Hwk* zk*I1
(by the definition of U wk*Xk and the fact U k* zk Xwk*)
Xk - Xk*+1 +- Zk*
Ok* Ok*
(by the relation xk*+1 Zk* - #k* (zk* - H ,wk*zk*))
k*-1 k* k*
+ ( x1) - (Z - xk*
f=k Of fk Of =k
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k*-1 3 -1k*
=k S=k
tIIzi- xf-hiK1-
k+M-1
=k
k+M-1
of lzf-x~l+1 llf X
k+M-1
(=k
(since E(0, 2))
a I g(2 , f) I
k+M-1
IZe -Uw fz|2 +
t=k
(by algorithm (4.15))
1/2
2) 
I
where the last step uses the inequality a + E= 1 b )
for real numbers ai, bi. By rewriting the preceding relation we complete the proof. M
Now we are ready to prove that the feasibility improvement condition holds for the cyclic
order constraint sampling scheme.
Proposition 4.4 Let Assumptions 4.1, 4.2, 4.3 and 4.6 hold, let x* be a given opti-
mal solution of problem (4.1), and assume that lim !k//k+1 = 1. Then the random
k-+oo
projection algorithm (4.15) generates a sequence {'x} such that
E [d 2(Xk+2m) | Yk] 1 x* 112 + 1), (4.28)- () Ok d2(xk )+ (Xk
mrl) ( k
for all k > 0, with probability 1.
Proof. Let e > 0 be a scalar. By applying Lemma 4.2 with y = HXk, we have
||Xk+1 - lxk 112 < (1 + e) d2(Xk) + (1I + 1/e 2a9|g(xk,vk)( 2 - Ok(2 - fk)|Zk - UWkmzk|| 2 .
By applying the preceding relation inductively, we obtain
Xk+2m - lIXk 1 2
k+2m-1
d2 (Xk) + (1I + 1/e) E ae2 g(xe, vf) 2 )
k+2m-1
S: Bj(2 - pt)||zj - UHWzt||2
k+2m-
(1+ O(c)) d2(Xk) + O(1+ 1/e)
f-k
1 k+2m-1
2 g V)112ajgh~~ -(03k)5 ze - H.,zel12 ,
(4.29)
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k+M-2
k=k
k+M-1
f=k
I ~f- Xf+1i1
=k
k+M-1 k+M-1
=2 z -Uwze z+ E
k+M-l
< yf ME 4 E
f=k
a2 g (2t,ve)
S(1+)2m
? 2M a: + 1d b2)
I
where the second inequality uses the facts that k is nonincreasing and that Ok//k+1 -+ 1
to obtain
min #fe(2 - of) 8(#k).
E=k,...,k+2m-1
We apply Lemma 4.7 with M = 2m (since according to Assumption 4.6, starting with any
k, any particular index will be visited in at most 2 cycles of samples), and obtain
d 2 (Xk+2m) < ||zk+2m - UXk|| 2
k+2m-1
< (1 + 0(e)) d2 (Xk) + 0(1 + 1/e) >3 alg(ze, v1)|2 _ O(#k) d2 (Xk).
Let E < I0(k). Taking conditional expectation on both sides and applying Lemma
4.3(c), we have
E [ d 2 (Xk+ 2 m) | Fk] < 1 - C (0) d2(Xk) + 0 ( ma) k -X*| 2 + 1) ,
for all k > 0 with probability 1. U
4.3.4 Markov Chain Sample Constraints
Now let us consider the case where the sample constraints X.k are generated through state
transitions of a Markov chain. To achieve sufficient progress towards feasibility, we need
the Markov chain to visit all constraint indexes sufficiently often in the long run. Also, we
need the Markov chain to "mix" well, so that it can reach any state from any state with
sufficient probability within a finite number of state transitions. We make the following
assumption:
Assumption 4.7 The sequence {wk} is generated by an irreducible and aperiodic
Markov chain with states 1, ... , m.
By using an analysis analogous to that of Prop. 4.4, we obtain the following result.
Proposition 4.5 Let Assumptions 4.1, 4.2, 4.3 and 4.7 hold, let x* be a given op-
timal solution of problem (4.1), let the sequence {Xk} be generated by the random
projection algorithm (4.15), and assume that lim #k/ 3 k+1 = 1. Then there exists a
k-+oo
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positive integer M such that
E [d 2(Xk+M) I Fk] < (I - e (A d 2 (Xk)-O M a (IXk-X* 12+1), (4.30)
for all k > 0, with probability 1.
Proof. According to Assumption 4.7, the Markov chain is irreducible and aperiodic. There-
fore its invariant distribution, denoted by ( E Rm, satisfies for some E > 0 that
min (j > E,
i=1,...,m
and moreover, there exist scalars p E (0, 1) and c > 0 such that
P(wk+ -- Xi | F) - < c .p , Vk>0, f>0,
We let M be a sufficiently large integer, such that
min P(wk+M-1 - Xi I Fk) min _j - cpM > 8(E) > 0,i=1,...,m i=1,...,m V k > 0, w.p.1.
This implies that, starting with any Wk, there is a positive probability 8(E) to reach any
particular index in {1, . . . , m} in the next M samples.
By using this fact together with Lemma 4.7, we obtain
2M r d2(Xk) < 4
k+M-1
1Z, lz-Iwzf||2 +
f=k
It follows that
k+M -1 k+M-1
E 4 lfze - I |
. =k f=k
> (E)- I d2(Xk)+(1-8(E))0.
By rewriting the preceding relation and applying Lemma 4.4(a), we obtain
k+M-1
E ||z14 - II., zt||2
f=k
F k I > 0(E) d2(Xk) - O()(|lXk - X*|| 2 + 1).2Mrq
The rest of the proof follows a line of analysis like the one of Prop. 4.4, with 2m replaced
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w.p.1.
P ( k+M-1E k ) > O(E).
(4.31)
af lgzv)|
FJ7a |g (zE, Vf)||12
with M. Similar to Eq. (4.29), we have
d2(xk+M) < I'k+M - l1Xk 12
k+M-1
S(1 + O(E)) d 2 (k) + O(1 + 1/e) :af g (:t, vf) 112
e=k
k+M-1
f=k
Taking expectation on both sides, we obtain
E [d 2(Xk+M) | Tk] < (1 + O(E)) d2(Xk) + 0(1 + 1/E)E [z a~ g(2e, V) 1|2
fk
"k+M-1-
- 60Ok)E ||zf - 1Iwez| 2  .Fk
=k
K (1 + 0(c)) d2 (Xk) + 0(1 + 1/e)ak (|xk - + 1) - ( d2 (Xk)
K 1 - ( d2 (Xk)_+ M a k ( X*|2 + 1),
where the second relation uses Eq. (4.31) and Lemma 4.4(c), and the third relation holds
by letting e ( l )
4.4 Sampling Schemes for Subgradients/Component Func-
tions
In this section, we focus on sampling schemes for the subgradients/component functions
that satisfy the optimality improvement condition required by the Coupled Convergence
Theorem (Prop. 4.1), i.e.,
E |xk+N ~ X* 2 1k]
k+N-1
||Xk - x*|2 - 2 a1t (f(xk) - f 3 +(ak (Ilxk - x*||2 +1) + 0(~ k) d2(Xk),
with probability 1, where k = 0, N, 2N,..., and N is a positive integer.
In what follows, we consider the case of unbiased samples and the case of cyclic samples.
Either one of the following subgradient/function sampling schemes can be combined with
any one of the constraint sampling schemes in Section 4.3, to yield a convergent incremental
algorithm.
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4.4.1 Unbiased Sample Subgradients/Component Functions
Let us start with the relatively simple case where the samples at the component functions
chosen by the algorithm are conditionally unbiased. We assume the following:
Assumption 4.8 Let each g(X, vk) be the subgradient of a random component func-
tion fv, : R" , R at x:
g(x,vk) G f, W, V x G R
and let the random variables Vk, k = 0,1,..., be such that
(4.32)E [fVk(x) I Tk] = f(X)
We use a standard argument to obtain the optimality improvement inequality.
Proposition 4.6 Let Assumptions 4.1, 4.2, and 4.8 hold, and let x* be a given opti-
mal solution of problem (4.1). Then the random projection algorithm (4.15) generates
a sequence {Xk} such that
E [Ixk+l - X*| 2
|Xk - x*112 - 2ak (f(xk) - f(x*)) + O(ak)(I|xk - x*112 + 1) + O(f2) d2 (Xk),
for all k > 0, with probability 1.
Proof. By applying Lemma 4.2 with y = x*, we obtain
|lXk+1 - xH 2  Xk - - 2akg(tk,vk)'(xk -- I*) - aG(k, Vk)|.
Taking conditional expectation on both sides and applying Lemma 4.3(c) yields
E [xk+1 2 2JX- - 2akE [g(4k,vk)'(xk - x*) | Fk] - akO(|xXk
According to Assumption 4.8, since Xk E Fk, we have
E [g(k,vk)'(xk - x*) | Fk]
= E [gQ(k, Vk)(Xk - x*) | Fk] + E [g(k, Vk) (Xk - sk) | Fk]
> E [f(xk) - f* | Tk] + E [g(xk,vk)'(xk - -k) IF k]
(4.33)
x *12
(4.34)
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V XE Rn, k>2 , W.p.1.
11
= f(xk) - f* + E [f(xk) - f(xk) | Fk] + E [g(k,vk)'(xk -k) | Fk]
> f(xk ) - f* + E [g(xk, vk) (k - Xk) + g(k, Vk)(Xk - k) | Fk]
> f (xk) - f* - a E (g(x, +g(k,v) 2  k] - E (||2k - Xk| |Fk2 ak
> f (xk) - f* - akO (Xk - X*||2 + 1) 20 k11xk - x*||2 + 1) + /3 d 2(Xk))
> f(xk) - f* - akOIxXk -x + 1) Ok d2 (Xk),
ak
where the first and second inequalities use the definition of subgradients, the third inequality
uses 2ab < a 2 + b2 for any a, b E R, and the fourth inequality uses Assumption 4.1 and
Lemma 4.3(c),(d). Finally, we apply the preceding relation to Eq. (4.34) and obtain
EI|xk+l - x*||2 _k] < Kk_ X*H2 - 2ak(f(xk) - f*) + O(a)(xXk - X*||2 + 1) + O(02 ) d2(Xk),
for all k > 0 with probability 1. U
4.4.2 Cyclic Sample Subgradients/Component Functions
Now we consider the analytically more challenging case, where the subgradients are sampled
in a cyclic manner. More specifically, we assume that the subgradient samples are associated
with a "cyclic" sequence of component functions.
Assumption 4.9 Each g(x, vk) is the subgradient of function fvk : R" , R at x,
i. e. ,
g(x,vk) G Ofv,(4) V x E Rn
the random variables Vk, k = 0,1,..., are such that for some integer N > 0,
S(t+1)N-1
N E [fve(x) | FtN] = f(x), Vx t > 0, w.p.1, (4.35)
f=tN
and the stepsizes {ak} are constant within each cycle, i.e,
atN = atN+1* ''a(t+1)N-1 Vt> 0.
In the next proposition, we show that the optimality improvement condition is satisfied
when we select the component functions and their subgradients according to a cyclic order,
either randomly or deterministically. The proof idea is to consider the total optimality
improvement with a cycle of N iterations.
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Proof. Following the line of analysis of Prop. 4.6 and applying Eq. (4.33) repeatedly, we
obtain
||Xk+N - x * 2 k - X 2 - 2ak
k+N-1
E
k+N-1
g(21,ve)'(xf - x*) + ak 2
By taking conditional expectation on both sides and by applying Lemma 4.4(c), we further
obtain
E [|xk+N - X*H2 Ik]
||x x |2 - 2 ak
k+N-1
(S E [g(x,ve) '(xe - x*) | Fk] + O(ak )(Ixk x*|12 + 1),
(4.36)
for all k = 0, N, 2N,..., with probability 1.
For f = k, ... k + N - 1, we have
9(2;1,ve j')(xf - x* ) = g(Grf v,vej(2t - x* ) + g(21,vt j')(xf - M1.
Since g(x, ye) E- Of, (x) for all x, we apply the definition of subgradients and obtain
g(G, ve)'(xe - x*) fve,(2e) - f* fve,(xk) - f* - g(xk, ve)'(x - Xk).
We combine the preceding two relations to obtain
g(x0, ve)'(xe - x*) > fv,(xk) - f* - g(xk, ve)'(2te Xk) + g(G, ve) '(xe - xe).
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Proposition 4.7 Let Assumptions 4.1, 4.2, and 4.9 hold, and let x* be a given opti-
mal solution of problem (4.1). Then the random projection algorithm (4.15) generates
a sequence {Xk} such that
E [Ixk+N - x Tk]
- f*) - O(a2)x(Ixk - x*112 + 1) + O(02 ) d2(Xkxk - X*||2 --k 2
for all k = 0, N, 2N,..., with probability 1.
g(jf y) 12.
k( 
- at) (f (xk)
f=k
By taking expectation on both sides, we further obtain
E [g(xe, vt)'(xf - x*) | Fk]
" E [fv,(xk) I Fk] - f* + E [g(t, ve)'(xe - 21) + g(xk, ve)'(2 - Xk) | Fk]
E [fve,(Xk) | Fk] - f*
- O(ak)E [|g(e, ve)112 +||g(xkve)|2 Fk] - O(1/ak)E [|| - Xk| Fk]
E [fe(Xk) I Fk] -- - O(k)(IIxXk - x*112 + 1) _ 0 ( k) d2Grk),
where the second inequality uses the basic fact 2a'b < ||a||2 + ||b1|2 for a, b e R" , and the
last inequality uses Assumption 4.1 and Lemma 4.4(a),(d). Then from Assumption 4.9 we
have
k+N-1
E E (g(2,3vf)'(xt - x*) I Fk]
f=k
k+N-1
> (E [fv,(Xk) I Fk] - f - O(ak)(lxXk - 0 ( ) d2(Xk)
- N(f(xk) - f*) - O(ak)(|xk - x*112 + 1) _ 0 ( k-) d2 (Xk),
\ak/
with probability 1. Finally, we apply the preceding relation to Eq. (4.36) and complete the
proof. U
4.5 Remarks
In this chapter, we have proposed a class of stochastic algorithms, based on subgradient
projection and proximal methods, that alternate between random optimality updates and
random feasibility updates. We characterize the behavior of these algorithms as two im-
provement processes, the optimality improvement and the feasibility improvement, that are
coupled with each other. To analyze such algorithms, we have proposed a unified framework,
namely the Coupled Convergence Theorem, which establishes the general convergence for
algorithms involving randomized subgradients and constraints. This Coupled Convergence
Theorem serves as a modular architecture for convergence analysis, which has been shown
to accommodate various sampling methods for the subgradients and the constraint, such as
independent sampling, cyclic sampling, Markov chain sampling, etc.
An important direction for future research is to develop the convergence rate analy-
sis, incorporate it into the general framework of coupled convergence, and compare the
performances of various sampling/randomization schemes for the subgradients and the con-
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straints. It is also interesting to consider a modification of our algorithm to have finite
memory, so that the optimality update uses the recent sample subgradients' history. Relat-
ed research on this subject includes asynchronous algorithms using "delayed" subgradients
with applications in parallel computing (see e.g., [NBBO1]). Another extension is to analyze
problems with an infinite number of constraints, and problems with chance constraints or
expectation constraints.
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Chapter 5
Computational Results
In this chapter, we will present computational results to support our analysis of Chapters
2, 3, and 4. Through a series of examples, we will test many of the proposed algorithms,
and validate the associated convergence and rate of convergence analysis.
5.1 Stochastic Iterative Methods for Singular Linear System-
s
To illustrate the results of Chapter 2, we will use a 2 x 2 singular linear system Ax = b for
computational experimentation, where
A= [2 01, b =[, X* = {x I Ax = b} {[] E!(5.1)
0 0 0
and we will artificially add simulation error to the entries of A and b. In particular, we let
Ak and bk be of the form
Ik k
A= A+ ( Wt, bk = b+ kEwt, (5.2)
t=1 t=1
where entries of Wt and wt are random variables that will be specified later. We will test
several algorithms, each with 100 randomly generated iteration trajectories of {Ak, bk}, and
we will plot, as a function of k, the corresponding "95% confidence interval" of various
quantities of interest, which is the range of the 95 values that are closest to the empirical
mean value.
We first test the collection of stabilization schemes that have been proposed in Section
2.3. We start with a comparison between stabilized convergent iterations and unstabilized
divergent iterations.
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Example 5.1 (Stabilized Iteration vs. Unstabilized Iteration for a Singular System)
Let Ak and bk be given by given by Eqs. (5.1)-(5.2), where the entries of Wt and wt are
i.i.d. Gaussian random variables with mean 0 and variance 0.1. We generate {Xk} with the
iteration
Xk+1 (1 - ok)Xk - -yGk(AkXk - bk),
where -y = 1, Gk = I, and we consider the two cases (i) 6 k = k- 1/ 3 , and (ii) 6k = 0. We
start with xo = [10, 10]', and we generate 100 independent trajectories of {Ak, bk, Xk}.
In Figure 5-1 we plot the 95% confidence intervals of the spectral radius of the iteration
matrix (1 - k)I - GkAk, and the sequence of components {Yk} and {zk} respectively. The
left side of Figure 5-1(i) shows that the spectral radius converges to 1, while staying below
1 for k sufficiently large. The right side of Figure 5-1(i) shows that both {zk} and {yk} are
convergent, implying that {Xk} converges to a solution of Ax = b. For comparison, Figure
5-1(ii) shows that the unstabilized iteration has spectral radius that is frequently above 1,
while {Zk} and {Yk} both diverge, implying that {AXk - b} and {Xk} both diverge.
Example 5.2 (Comparison of Stabilization Schemes for Proximal Iterations) Let
Ak and bk be given by Eqs. (5.1)-(5.2), and consider the following cases of the proximal
iteration:
(i) Xk+1 (1 - 6 k)Xk - (Ak - I)1 (AkXk - bk) with 6 k = k-1/3
(ii) Xk+1 =k - (Ak - I)-1(AkXk - bk) with Ak = Ak + WkI and 6k = k-113.
(iii) Xk+1 Xk - (A' Ak + I)- 1A(Akzk - bk). Tlhis.
Iterations (i) and (ii) are stabilized versions of the proximal iteration; see Sections 2.3.1 and
2.3.3. Iteration (iii) is the proximal algorithm applied to the positive semidefinite symmetric
system A'Ax = A'b, and is also the iterative regression method described in Section 2.4.2 For
each algorithm, we start with xo = [10, 10]', and we generate 100 independent trajectories
of {Ak, bk, Xk}. The trajectories of "95% confidence intervals" of {zk} and {Yk} are plotted
in Figure 5-2.
According to Figure 5-2, the stabilized versions of proximal iterations [cases (i) and (ii)]
are convergent and are subject to a decreasing bias. Comparing algorithms (i) and (ii),
we notice that (ii) is subject to less bias in Zk, thus also in its residual. A possible reason
is that adding MgI to A has a reduced biasing effect on V'Xk, relative to adding - 6 kI to
the iteration matrix I - -yGA. This implies that the stabilization approach used in (ii) is
preferable to the one used in (i) for this example.
In algorithm (iii), where quadratic regularization without stabilization is used, the com-
ponent Zk and thus also the residual seem to be unbiased, but are subject to larger variance.
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Figure 5-1: Convergence of stabilized iteration with 6k = k-1/3 in Example 5.1 [figure (i)],
compared with the unstabilized iteration with 6 k = 0 [figure (ii)]. The spectral radius of the
stabilized iteration converges to 1 from below, and the iterate Xk x *+ Uyk + VZk converges
to a solution of Ax = b. For the unstabilized iteration, the spectral radius converges to 1
but crosses frequently above 1, and both {yk} and {Zk} diverge, implying that the residual
and the iterate sequences both diverge.
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Figure 5-2: Comparison of the stabilized proximal iterations in Example 5.2. The left
figure plots {zk}, indicating that all three iterations generate residuals converging to 0.
The right figure plots {Yk}, indicating that both versions of stabilized proximal iteration
have convergent iterates, while the quadratic regularized iteration has divergent iterates.
Most importantly, the sequence {Yk} diverges. This is an example of a stochastic iterative
method, which generates iterates that diverge and residuals that converge to 0.
In the next two examples, we test numerically the stabilization scheme in nearly singular
2 x 2 systems. For these problems, we will use different choices of the matrix A and b. The
first example involves a diagonal system with a diagonal component particularly small. The
second example involves a rotation matrix with an added small multiple of the identity such
that it "nearly violates" Assumption 2.1.
Example 5.3 (Stabilized Iteration for a Nearly Singular System I) Let Ak and bk
be given by
0.5 0 1 k [o
Ak= [- Wi, bk= [1 +--Z wt,0 0.01 k t10 kt=
where the entries of Wt and wt are i.i.d. Gaussian random variables with mean 0 and
variance 0.1. Let {xk} be generated by
Xk+1 = (1 - 6 k)Xk - -yGk(AkXk - bk),
with -y = 1, Gk = I and consider two cases: (i) 6k = k- 1/ 3 ; (ii) k = 0. We start with
xo = [10, 10]', and we generate 100 independent trajectories of {Ak, bk, xk}. The trajectories
of {xk(1)} and {Xk(2)} are plotted in Figure 5-3.
According to Figure 5-3, both iterations (i) and (ii) converge eventually to the unique
solution x* = A- 1 b. We notice a threshold effect in the trajectories of iteration (ii) with
6k = 0: the iterates are subject to substantial simulation error when k is small, and behave
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Figure 5-3: Stabilized iteration for the nearly singular system of Example 5.3, compared
with the unstabilized iteration. The left and right figures plot trajectories of Xk(1) and
Xk(2) respectively. We notice that Xk(2) is very noisy without stabilization, and cannot
be estimated accurately when k is small due to the small second diagonal component of
the matrix. However, the iterates xk(1) obtained using stabilization is less affected by the
simulation noise, as opposed to the case without using stabilization.
well when k is above a certain value. This phenomenon can be explained by using the
analysis of Section 2.3.4. By contrast, iteration (i) with ok k-1/3 has moderate variance
for all values of k.
Example 5.4 (Stabilized Iteration for a Nearly Singular System II) Let Ak and bk
be given by
10--3 1 ' k 01 1
A [ 031 =+- Wi, bk H Wt,
- 1 10-3 k t10 k =
where the entries of Wt and wt are i.i.d. Gaussian random variables with mean 0 and
variance 0.1. Let {xk} be generated by
Xk+1 = (1 - 6k)Xk - 'yGk(Akxk - bk),
with -y 1, and consider three cases: (i) 6 k = k-1/3 and Gk = (Ak - I)-1; (ii) 6k = 0
and Gk (Ak + I)-1; (iii) 6 k = 0 and Gk (A'Ak - I)- 1 A' [this is the quadratic
regularization algorithm as in Example 5.2(iii)]. We start with xo = [10, 10]', and we
generate 100 independent trajectories of {Ak, bk, Xk}. The iterate errors are plotted in
Figure 5-4. According to Figure 5-4, all three iterations are convergent, since the problem
is nonsingular, but the stabilized iteration clearly has the smallest variance and bias.
Now let us return to the singular system Ax = b, where A and b are given by Eq. (5.1).
In what follows, we will test numerically the special cases of iterations that are naturally
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Figure 5-4: Stabilized iteration for the nearly singular system of Example 5.4, compared
with the unstabilized iteration and quadratic regularization.
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Figure 5-5: Convergence of residual of nullspace-consistent iteration in Example 5.5, com-
pared with the general case. Here the residual coincides with the component Zk. The y
component of the iterates are divergent in both cases, while the Zk component converges in
the nullspace-consistent case and diverges in the general case.
convergent or generate convergent residuals. The first example tests the nullspace-consistent
iteration, as has been considered in Section 2.4.1.
Example 5.5 (Nullspace-Consistent Iteration for Singular Systems) Let Ak and bk
be given by Eqs. (5.1)-(5.2), where selected entries of Wk and all entries of Wk are i.i.d.
Gaussian random variables with mean 0 and variance 0.1. Consider two cases:
(i) Nullspace-consistent case: Wk(l, 2) = Wk(2, 2) = 0, while Wk(l, 1) and Wk(2, 1) are
randomly generated as described above.
(ii) General case: All entries of Wk are randomly generated.
We generate the sequence {xk} using Xk+1 = Xk - yGk(AkXk - bk) with Gk = I and -y = 1.
We start with xo = [10, 10]', and we generate 100 independent trajectories of {Ak, bk, Xk}.
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In Figure 5-5 we plot the "95% confidence intervals" of the component sequences {Yk}
and {zk} respectively. The left side of Figure 5-5 shows that in the nullspace-consistent
case (i) the residual sequence converges to 0 and the iterate sequence is unbounded. The
right side of Figure 5-5 shows that in the general case (ii), both the residual and the iterate
sequences are unbounded. We have also experimented with the case where y is estimated
using the update rule of Example 5.7, and have obtained similar results.
The second example tests the convergence properties of the iterative regularization ap-
proach, as well as other proximal iterations. Consistent with the results of Section 2.4.2,
the iterative regularization indeed generates convergent residuals and divergent iterates.
Example 5.6 (Iterative Regularization Compared with Other Proximal Methods)
Let Ak and bk be given by Eqs. (5.1)-(5.2), and let 6k = k-1/ 3 . Consider the following vari-
ants of the proximal iteration:
(i) k+1 k- (A Ak + I)-A'AAkx - bk).
(ii) Xk+1 = (1 - Sk)xk - (Ak - I)- 1(Akxk - bk).
(iii) Xk+1 = (1 -6 - Hk))xk - (Ak -- I) 1 (AkXk - bk) where Ulk is given by Eq. (2.94).
Iteration (i) is the iterative regression method; see Section 2.4.2. Iterations (ii) and (iii)
are stabilized versions of the proximal iteration; see Sections 2.3.1 and 2.3.3. We start with
zo = [10,10]', and we generate 100 independent trajectories of {Ak, bk, k}. The "95%
confidence intervals" of {zk} are plotted in the left side of Figure 5-6.
As illustrated by the left side of Figure 5-6, in iteration (i) where quadratic regular-
ization instead of stabilization is used, the residuals converge to 0 and seem unbiased. By
comparison, both stabilized versions of proximal iteration [(ii) and (iii)] are convergent and
biased. Iteration (ii) is subject to decreasing bias in zk, while iteration (iii) is asymptotically
unbiased in zk since the use of Uk tends to only perturb Yk.
Let {Xk} be generated by iteration (i), and let {-k} be generated by
4 - kxk,
where Ilk is given by Eq. (2.94). The "95% confidence intervals" of the component sequences
{yk}, are plotted in the right side of Figure 5-6.
As illustrated by the right side of Figure 5-6, the sequence generated by quadratic
proximal iteration does not converge. This is an example of a stochastic iterative method
that generates divergent iterates and convergent residuals. By applying the projection Uk
[estimated using Eq. (2.94)], we have successfully corrected the divergence of {xk} and
extracted a convergent sequence
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Figure 5-6: Convergence of residual for proximal iteration using quadratic regularization
in Example 5.6, compared with stabilized proximal iterations. The left figure shows the
residuals Zk of the quadratic regularization algorithm [iteration (i)], compared with those of
proximal iterations [(ii) and (iii)] that use stabilization instead. The right figure shows the
yk-portion of the iterates Xk generated by iteration (i), and the yk-portion of the iterates
k = ]lkXk. It can be seen that {xk} is divergent, while {k} is convergent.
Finally, we consider the estimation of the stepsize -y in general situations where there
is no prior knowledge about a suitable choice of -y. The estimation involves an update rule
based on the estimates Ak and bk, which has been given in Section 2.5.2. We test it in the
next example.
Example 5.7 (Estimation of the Stepsize -y) Let Ak and bk be given by Eqs. (5.1)-
(5.2), where all entries of Wk and wk are i.i.d. Gaussian random variables with mean 0 and
variance 1. We generate the sequence {Yk} using the update rule
77k if P(I - kGkAk) < 1+ 6k,
-+rkk if P(I - kGkAk) > 1 + 6 k,
[cf. Section 2.5.2, Eq. (2.88)], with
Gk = I, r7k = 1 - 1/k, 6k = k-1/5.
We start with a randomized 7o > 0 and generate 100 independent trajectories of {Ak, bk, Yk}.
In Figure 5-7 we plot the "95% confidence intervals" of the sequences {7k} and {p(I -
kGkAk)} respectively. The left side of Figure 5-7 shows that %Y eventually enters the
interval (0, s'), where we have y = 4 for this example. The right side of Figure 5-7 shows
that p(I - 7kGkAk) eventually drops below 1 +6k, which implies the convergence of ik to
an appropriate stepsize.
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Figure 5-7: Estimation of -y using an update rule in Example 5.7. The left side plots the
trajectories of 'Yk against y = 4, and the right side plots the trajectories of p(I - kGkAk)
against the upperbound 1 + 6k.
5.2 Incremental Constraint Projection Methods
In this section, we apply the random incremental methods of Chapters 3 and 4 to vari-
ational inequalities (VIs) with many linear constraints. As an example consider a linear
complementarity problem with
F(x)= Ax - b, X = {x E R" I Cx < d},
where A is an n x n positive definite matrix, b is a vector in R', C is an m x n matrix, and
d is a vector in R'. The constraint set X is an intersection of halfspaces Xi given by
X, = {z E R' | c'x < di}, i,= 1, ..., m,
where c' is the ith row of C, and di is the ith entry of d. In this case, assuming that Axk - b
is computed exactly without sampling, our algorithm becomes
Zk = Xk - ak(AXk - b), maxjc'i zk - di, 0)Xk+1 = Zk -- 
- ciz.IlCi C
Thus the set projection portion of the algorithm is very simple.
We will now describe the results of computational experimentation with our method.
The test problem is an example based on the constrained Galerkin approximation approach,
which has been described in Section 1.2.3.
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Example 5.8 We want to compute a low-dimensional approximation to the invariant dis-
tribution ( of an ergodic 1000-state Markov chain with transition probability matrix P.
The approximation has the form zx, where D is an 1000 x 20 matrix and x is a vector
in R20. We approximate the equation ( P'( characterizing the invariant distribution by
using its projected version
PX = IP'4X,
where II denotes the weighted orthogonal projection onto the set of distribution vectors
{zX I X E R 20 , @z x> 0, e'zX = 1}
with weight vector ( (other Euclidean projection norms could also be used), e is the vector
in R' with all components equal to 1 . As noted earlier, the projected equation is equivalent
to the VI
(X - x*)'Ax* > 0, V X C R20 s.t. (DX > 0, e'1X = 1, (5.3)
where A takes the form
A = 'E(I - P')4,
with E being the diagonal matrix with the components of the vector ( along the diagonal.
Note that the matrix A is positive definite in this experiment. Note here that there are
efficient methods for calculating the matrix A by simulation and low-dimensional calculation
(see e.g., [Berlb]) - such methods could be used to calculate a close approximation to A
prior to applying our algorithm to VI (5.3). Throughout our experiments we assume that
A is known. We have chosen the columns of -F to be sine functions of various frequencies
together with the unit vector, and have chosen ( to be an arbitrary distribution vector (so
( may not belong to the range of (D). Figure 5-8 plots the approximate distribution 1x*,
obtained as the optimal solution of VI (5.3), and compares it with the underlying true
distribution .
To evaluate the proposed incremental projection algorithms, we have experimented with
different choices of the stepsizes ak and #k, as illustrated in Fig. 5-9. In this experiment, we
have used f(xk, v) = F(Xk) = Azk, and have also used uniformly distributed independent
samples of the constraint set indexes. The left side of Fig. 5-9 plots ||Xk - x*|| and d(Xk) in
the cases where Ae = 1 and 13k = 1/ log k, with ak = k- 0 .5 5 in both cases. The comparison
between the two cases indicates an advantage for using a constant 0 over a diminishing #k.
The right side of Fig. 5-9 plots the trajectories of iteration errors and feasibility errors in
the case where ak = k- 1 and in the case where ak = k 0 5 5 , with A = 1 in both cases.
Again, the iteration with the larger stepsizes, i.e. ak k 0 5 5 , converges faster than the
194
iteration with the smaller stepsizes.
The next experiment is to compare the constraint sampling schemes. More specifi-
cally, we have tested the independent uniform sampling scheme against the deterministic
cyclic sampling scheme, while using f(Xk, vk) = F(Xk) = Axk, a = k0.55, and A = 1
throughout. As illustrated in Fig. 5-10, the algorithm that uses random/independent sam-
ples converges much faster than the algorithm using deterministic cyclic samples. We have
repeated this experiment with other choices of stepsizes, and have observed similar phe-
nomena. These observations are consistent with our analysis in Chapter 3, and support our
argument that random sampling is preferable over deterministic cyclic sampling. We note
that our cyclic sampling order for the constraints was determined by randomly shuffling the
constraint indexes at the beginning of the first cycle and was the same for all subsequent
cycles. We have also experimented with the alternative of randomly shuffling the constraint
indexes at the beginning of each cycle. This type of constraint sampling is more similar
to independent random sampling, and gave comparable results in our experiments (not
reported here). This is consistent with earlier observations and analysis by Recht and Re
[RR12], which suggest that the performance of cyclic sampling in incremental subgradient
methods is enhanced if the components of the cost function are randomly reshuffled at the
beginning of each cycle.
Finally, we have experimented with all possible combinations of random independent
sampling and deterministic cyclic sampling, for both the component functions and the
constraint sets. The results are plotted in Fig. 5-11. The "batch" case, using f(zk, vk) =
F(Xk) = AXk and independent uniform samples of the constraint sets, has the fastest
rate of convergence. However, for large scale incremental problems, the computation of
F(xk) requires a time complexity on the order of the number of component functions,
which makes each iteration of the algorithm very expensive. On the other hand, when F
is linear, one may replace the matrix A and the vector b defining F with a simulation-
based approximation, in which case the time complexity is reduced. As noted earlier in
connection with Galerkin approximation, methods of this type are popular in simulation-
based approximate dynamic programming (see [Ber12] for textbook treatment), and lead
to more efficient computation than stochastic approximation methods. Methods of this
type have also been considered in simulation-based nonlinear optimization (without using
constraint sampling), where they are known as sample average approximation methods
(see Shapiro, Dentcheva, and Ruszczynski [SDR09] for a recent textbook treatment, and
Nemirovski et al. [NJLS09]).
In the remaining four cases of Fig. 5-11, we consider A as an average of a large number
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of matrices
A = Aij, where Aij = n2$q5,(0, 
_
i=1 j=1
where (j denotes the ith entry of (, pij denotes the (i, j)th entry of P, and #' denotes
the ith row of <b. We will use Av, where vk are sample index pairs (i, j), as samples of
A. The last four cases in Fig. 5-11 use one sample component function f(xk, vk) = AvkXk
per iteration. Among these cases, it can be seen that random sampling generally performs
better than cyclic sampling. This is particularly so for constraint sampling, since according
to Fig. 5-11, the two cases using random/independent samples of constraints have much
better convergence properties than the other two cases using cyclic samples of constraints.
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Figure 5-9: Comparison of different choices of stepsizes {ak} and {#A} (Example 5.8). The
left figure plots the trajectories of iteration errors and feasibility errors with #k = 1 and
#I = 1/log k 4 0, while fixing ak = k-0.55. The right figure plots the trajectories of
iteration errors and feasibility errors with ok = k-1 and ak = k 55, while fixing #e = 1.
In both figures, we use f(xk, vk) = Axk and independent uniformly distributed samples of
the constraint sets.
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Figure 5-10: Comparison between independent
cyclic orders of constraint sampling (Example
f(xk,vk) = Axk for all k.
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Figure 5-11: Combinations of independent uniformly distributed and deterministic cyclic
orders of function and constraint sampling (Example 5.8). In the case of "batch f", we use
f (xk,vk) = Axk. In the case of "i.i.d. f" , we use f (xk,vk) = A kxXk, where Avk are i.i.d.
random variables with mean A. In the case of "cyclic f", we use f(xk, vk) = AvxkX, where
Avk are cyclic samples such that their empirical mean over one cycle equals to A. In all five
cases, we use ak = 1/k and #A = 1 for all k.
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Chapter 6
Conclusions
In this PhD work, we have considered large-scale problems that can be formulated into linear
systems of equations, variational inequalities, or convex optimization problems. For these
problems, we focus on stochastic methods based on approximations or samples of related
quantities that are generated by some random process. There are two cases of interest. In
the first case, the process may be generated by Monte Carlo simulation. In the second case,
the process may be generated in real-time by a system, so that we have no control over it
but can only observe it passively. We deal with both of these cases without distinguishing
them from each other.
For systems of linear equations Ax = b, we have proposed simulation-based iterative
methods, including as special cases the projection/proximal/splitting methods, which use
a constant stepsize and involve Monte Carlo estimates Ak and bk such that Ak -a A and
bk - b. When the system is singular, the convergence of the deterministic iteration is lost
when implemented with simulation. This is a joint effect of the singularity and simulation
noise, as has been demonstrated both analytically and experimentally. On one hand, we
have addressed this issue for general iterations that are potentially divergent. We have
proposed stabilization schemes, which by adding a slow-decreasing perturbation to the
iteration, modify the iteration to converge to a special solution. On the other hand, we have
shown that there are two special cases of iterations, the nullspace-consistent and iterative
regularization iterations, which may be viewed as naturally convergent even when simulation
noise presents. In addition, we have considered several related issues, including the choice of
the constant stepsize based on sampling, and the estimation of the nullspace. We have also
constructed divergent examples without stabilization. Chapter 2 provides a comprehensive
guideline for solving linear systems by using Monte Carlo estimation, especially when they
are singular or nearly singular.
For variational inequalities and convex optimization problems, we have proposed a class
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of random incremental methods that involve both random feasibility updates and random
optimality updates. These methods involve elements of gradient/subgradient projection,
proximal, and feasibility methods. They can be considered as alternating between two types
of iterations: one iteration for solving the feasibility problem, the other iteration for solving
the optimization problem. We have constructed an analytical framework for a coupled
convergence argument, involving an interplay between two improvement processes whose
objectives are different but noncontradictory. This analysis provides a modular architecture
for convergence analysis of generalizations of the algorithm.
For future research, an immediate goal is to identify applications with suitable structures
to which our methodology applies. Applications of potential interest include approximate
dynamic programming, machine learning, distributed optimization over networks, tensor
factorization, parallel computing, etc. Analysis tailored to specific applications is also a
point of interest. From a theoretical point of view, we are interested in generalizing our
analysis and algorithmic framework to a broader context. In particular, we want to further
explore the connections between existing randomized methods for large-scale optimization,
and provide a unifying analysis. Moreover, we want to develop a unified rate of convergence
for these algorithms, and to consider the asymptotic optimality of these algorithms for
problems with a structure that favors the incremental approach. Finally, as an extension
beyond the current framework, we may consider using adaptive sampling to choose new
samples that give the most information.
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