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RESUMEN
El presente artículo realiza un breve estu-
dio sobre el concepto de compactibilidad 
y revisa los métodos aplicados para tratar 
este problema en aplicaciones para la ubi-
cación espacial de sitios compactos. Se 
GH¿QHQORVPpWRGRVXWLOL]DGRVHQSURSXHV-
tas de diferentes autores y se analizan los 
resultados obtenidos. Se coloca particular 
atención en el análisis de métodos exactos 
y heurísticos, así como se establecen cri-
WHULRV TXHSHUPLWDQGH¿QLU FXDQGRXWLOL]DU
una u otra técnica.
Introducción
La toma de decisiones en base a informa-
ción espacial ha tomado relevancia en los 
últimos años, situación que se produce qui-
zá por la disponibilidad de computadores 
de altas prestaciones que han facilitado la 
LQYHVWLJDFLyQ \ GHVDUUROOR FLHQWt¿FR HQ HO
tratamiento de la información espacial. Un 
aspecto es particularmente importante en 
este contexto: las relaciones espaciales.
(JHQKRIHU>@GH¿QHWUHVFODVHVGHUH-
laciones espaciales: métricas, de orden y 
topológicas. La relación topológica es un 
concepto matemático que tiene su origen 
en los principios de adyacencia y conectivi-
dad [Van-Orshoven, 2007], la cual describe 
la relación entre un objeto y sus vecinos 
[Rahman and Pilouk, 2008]. Las relacio-
nes topológicas son invariantes bajo los 
efectos de transformaciones geométricas 
tales como traslación, rotación y escala 
[Egenhofer, 1989]. Adicionalmente, las re-
ODFLRQHV WRSROyJLFDVSXHGHQVHUGH¿QLGDV
a través de 3 componentes de un objeto: 
su interior, sus límites y su exterior [Pullar 
y Egenhofer, 1988].  La adyacencia es un 
tipo de relación topológica la cual es útil 
para determinar la compactibilidad (com-
pactness), fragmentación y agrupamiento 
(clustering) de unidades espaciales.
La compactibilidad es difícil de describir y 
usualmente es entendida como una pro-
piedad espacial que poseen un conjunto 
de objetos cercanamente agrupados. Esta 
idea un tanto ambigua, nos lleva a diferen-
ciar grupos de objetos fragmentados de 




ra 1b son compactas. La fragmentación es 
XQDSURSLHGDGHVSDFLDOTXHSXHGHGH¿QLU-
se por la ausencia de continuidad. Un sitio 
es continuo, si es posible caminar de una 
unidad espacial (ej. celda) a otra sin salir 
del sitio [Xiao, 2006]. De todas formas, la 
FRQWLQXLGDGQRHVVX¿FLHQWHSDUJDUDQWL]DU
compactibilidad, pues los sitios continuos 
D~Q SXHGHQ FRQWHQHU RUL¿FLRV 8Q RUL¿FLR
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es un conjunto de objetos espaciales total-
mente conectados que no están incluidos 
en, pero sí completamente rodeados por el 
VLWLR>6KLUDEH@/D¿JXUDFPXHVWUD
XQVLWLRSHUIRUDGRFRQXQRUL¿FLR(QFRQ-
secuencia, la compactibilidad puede en-
tenderse como una propiedad espacial de-
¿QLGDSRUODSUHVHQFLDGHFRQWLQXLGDG\OD
ausencia de perforación. Un concepto más 
general de compactibilidad es aún elusivo. 
Figura 1. Sitios fragmentados, compactos y perfo-
rados
/D ¿JXUD  PXHVWUD GRV FRQ¿JXUDFLRQHV
espaciales donde cada celda en negro 
está asociada con el número de sus cel-
das adyacentes. Una región es más com-
pacta cuando las celdas negras comparten 
más bordes en común con otras celdas 
negras. La compactibilidad es una propie-
dad que puede tener diferentes grados y 
sujeta a ser maximizada al incrementar la 
adyacencia entre los objetos espaciales. 
De esta forma, si el área de una región se 
mantuviese constante, un mayor nivel de 
adyacencia  entre sus celdas conduciría a 
un perímetro menor. Haciendo uso de esta 
idea, los primeros intentos de desarrollar 
un índice para medir la compactibilidad ha-
cen uso de la relación entre el perímetro y 
el área [Maceachren, 1985].
Figura 2. Compatibilidad y su relación con adyacen-
cia
La compactibilidad pertenece al Problema 
GHOD=RQL¿FDFLyQ$XWRPiWLFDGH¿QLGDSRU
Openshaw [1996] como un problema duro 
de optimización (hard optimizaction pro-
blem), donde N bloques son agrupados en 
M zonas; de tal forma que, alguna función 
(o funciones) en los datos de las M zonas 
es (son) optimizadas sujeta (s) a varias res-
tricciones en la topología de las M zonas y 
en la naturaleza de sus datos. La compacti-
bilidad es un aspecto que ha estado usual-
mente presente en el problema de la locali-
]DFLyQRXELFDFLyQGHVLWLRVJHRJUi¿FRVHO
cual a su vez pertenece al área de Análisis 
de Optimización Espacial. Diversas técni-
cas analíticas y computacionales han sido 
DSOLFDGDVSDUDLGHQWL¿FDUiUHDVFRPSDFWDV
óptimas o cerca lo óptimo.





mando en cuenta que el peor caso en algu-
nos algoritmos necesitan tiempo exponen-
cial para encontrar una solución óptima, los 
métodos aproximados, usualmente llama-
dos heurísticas, obtienen soluciones cerca 
de lo óptimo en tiempo computacional rela-
tivamente bajo. Estos métodos no pueden 
garantizar que la solución llegue a un ópti-
mo global [Dorigo and Stutzle, 2004].
Cuando las heurísticas son métodos de 
propósito general que pueden guiar la bús-
queda de soluciones de diferentes proble-
mas, éstas son llamadas meta-heurísticas, 
GH¿QLGDV>*ORYHUDQG.RFKHQEHUJHU@
como métodos de solución que orquestan 
la interacción entre procedimientos de op-
timización local y estrategias de alto nivel 
para crear procesos que permitan escapar 







robustas en todo el espacio de solución. 
Ejemplos de meta-heurísticas se pueden 
encontrar en algoritmos genéticos, simu-
lado recocido (simulated annealing), sis-
temas multi-agente y búsquedas locales 
guiadas.
2.1.1 Simulado Recocido (Simulated An-
nealing)
La analogía entre optimización combinato-
ria y el proceso físico de cristalización es 
aplicado [Kirkpatrick et al., 1983] para intro-
ducir el concepto de recocido en optimiza-
ción. El proceso de cristalización inspiró a 
Metropolis, et al., [1953] para proponer un 
proceso de optimización numérica el cual 
inicia con una solución con energía en nivel 
f(0). Una pequeña perturbación a esta so-
lución inicial mueve el sistema a un nuevo 
nivel de energía f(1). Si f(1) es más peque-
ño que f(0), entonces se acepta la nueva 
solución obtenida a través de la perturba-
ción (estado de cambio). Si f(1) es mayor 
que f(0), la nueva solución es aceptada, si 
la probabilidad de aceptación dada por el 
criterio de Metropolis [Aerts and Heuvelink, 
@I±I6HVPD\RUTXHXQQ~-
mero aleatorio tomado desde una distribu-
ción uniforme [0,1]. Luego, el parámetro de 
enfriamiento (S0) se disminuye ligeramente 
y se realiza una nueva perturbación. Este 
proceso se repite hasta que un se alcanza 
un número predeterminado de iteraciones o 
hasta que las ocurrencias de cambio sean 
poco frecuentes. La disminución del pará-
metro de enfriamiento se realiza usualmen-
te una vez cada L iteraciones utilizando un 
factor de multiplicación constante: 
Si+1 = r * Si, con 0 < r < 1.
2.1.2 Algoritmos Genéticos (AG)
Los AG tienen su fuente de inspiración 
en evolución biológica, donde las carac-
terísticas deseables de la descendencia 
son determinadas al nivel genético por la 
combinación de los cromosomas de los 
padres [Reeves, 2003]. Para buscar en un 
espacio de soluciones (o espacio de hipó-
WHVLVORV$*GH¿QHQWUHVHOHPHQWRVFUR-
PRVRPDVJHQRWLSR VROXFLRQHV LQGLYLGXD-
les a un problema), población (conjunto de 
cromosomas) y generaciones (iteraciones 
que permiten evolucionar a la población). 
Usualmente el algoritmo inicia con una po-
blación generada aleatoriamente a partir de 
ȝFURPRVRPDV/XHJRVHFDOFXODHOHVWDGR
o aptitud de cada cromosoma y se crea una 
nueva generación con operadores de bús-
queda aplicados a los cromosomas de la 
población actual para generar descendien-
tes. Los individuos de la descendencia más 
ORVȝSDGUHVVRQFRQVLGHUDGRVSDUDFUHDU
una nueva población. En este proceso es 
también posible considerar únicamente los 
individuos de la descendencia. Los opera-
GRUHV GH E~VTXHGD VRQ FODVL¿FDGRV HQ 
categorías: mientras los de mutación mo-
GL¿FDQ XQ LQGLYLGXR SDUD IRUPDU RWUR ORV
operadores de mezcla generan uno o más 
descendientes a partir de la combinación 
de 2 padres [Dréo et al., 2006].
2.1.3 Métodos Exactos
Los métodos exactos incluyen enumera-
ción y programación matemática, así como 
una serie de algoritmos que han sido de-
sarrollados para problemas particulares de 
optimización [Williams and ReVelle, 1997].
Programación Matemática
/D SURJUDPDFLyQ OLQHDO \ HQWHUD /3,3
pertenecen a los métodos de programa-
ción matemática que son capaces de en-
contrar soluciones óptimas (exactas). La 
SURJUDPDFLyQ OLQHDO HV GH¿QLGD >:LQVWRQ
1994] como un problema de optimización 
el cual: 1) intenta maximizar (o minimizar) 
una función lineal compuesta por varia-
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bles de decisión (función objetivo); 2) los 
valores de las variables de decisión deben 
satisfacer un conjunto de restricciones y 
cada restricción debe ser una ecuación o 
inecuación lineal; y 3) una restricción en los 
signos es asociada con cada variable, para 
cualquier variable xi, la restricción del signo 
HVSHFt¿FDTXH[LGHEHVHUQRQHJDWLYD[Lñ
0) o sin restricción en signo (urs). Mientras 
en la programación lineal entera pura todas 
las variables son enteras, en programación 
entera mixta, solamente algunas variables 
son enteras. La optimización espacial es 
XQR GH ORV FDPSRV GRQGH /3,3 KD VLGR
exitosamente aplicada (e.j. Fischer and 
Church [2003], Williams [2002]).
Métodos de Enumeración
Los métodos de enumeración evalúan to-
das las soluciones candidatas (enumera-
ción explícita – fuerza bruta), o selecciona 
XQFRQMXQWRGHVROXFLRQHVH¿FLHQWHVHQX-
meración implícita) y selecciona una que 
RSWLPL]DXQFULWHULRHVSHFt¿FR$SDUWLUGHO
costo computacional de este tipo de bús-
queda es proporcional al número de solu-
ciones candidatas, estas soluciones son 
típicamente aplicadas a problemas de ta-
maño limitado (número reducido de solu-
ciones candidatas). 
5HYLVLyQGH7UDEDMRVSDUD7UDWDUHO3UR-
blema de la Ubicación de Sitios Compactos
Optimización Espacial basada en progra-
mación matemática es una área activa de 
investigación, donde muchos modelos han 
sido desarrollados tomando en cuenta re-
laciones topológicas. Especial atención se 
ha entregado a modelos para solucionar el 
problema de la compactibilidad y propues-
tas teóricas se han propuesto para otros 
aspectos como perforación [Shirabe, 2004]. 
Formulaciones matemáticas destinadas a 
la ubicación de sitios contiguos y compac-
tos han sido propuestas a problemas con 
tamaños en el rango entre 100 y 4900 uni-
dades, con un tiempo de cálculo que varía 
entre pocos segundos hasta horas. A pesar 
de que el número de unidades es pequeño, 
algunos métodos han sido exitosamente 
aplicados para tratar información vector a 
nivel regional. Esto implica que los méto-
dos de programación lineal pueden aplicar-
se, incluso a nivel regional, cuando éstas 
regiones son representadas con un núme-
ro adecuado de unidades espaciales. La 
tabla 1 lista heurísticas, meta-heurísticas y 
métodos matemáticos aplicados al proble-
ma de la compactibilidad. Esta tabla hace 
uso de un tamaño referencial como un in-
dicador del número total de las unidades 
objeto de análisis. La tabla 1 muestra que 
el tamaño referencial de los modelos ma-
temáticos es pequeño con respecto de las 
soluciones heurísticas y meta-heurísticas. 
7RPDQGRHQFXHQWDTXHORVPRGHORVPDWH-
máticos son capaces de alcanzar solucio-
nes exactas, estos métodos pueden servir 
como referencia para evaluar soluciones 
no exactas, y adicionalmente en problemas 
que no requieren tiempos reducidos para 
alcanzar una solución. 
A partir de que los problemas de compac-
tibilidad requieren una cantidad muy alta 
de recursos computacionales para alcan-
zar una solución, el desarrollo de la com-
putación paralela así como la generación 
nuevos modelos matemáticos contribuirán 
VXVWDQFLDOPHQWHDPHMRUDUODH¿FLHQFLDGH
modelos de optimización espacial. Estas 
alternativas aún tienen complejidades, ra-
zón por la cual muchos autores sugieren 
explorar otros métodos capaces de balan-
FHDU SUHFLVLyQ \ H¿FLHQFLD (VWRV DXWRUHV
sugieren el estudio de métodos aproxi-
mados (heurísticas) como un medio para 
encontrar soluciones factibles y cerca del 
óptimo global. 
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El uso de áreas semilla de inicio, es  una de 
las principales características de las heu-
rísticas aplicadas en la ubicación de sitios 
compactos (compactibilidad). Es particular-
mente remarcable es el tamaño referencial 
del trabajo de Church et al. [2003] (tabla 1) 
y los trabajos de Brookes [2001b] y Xiao 
[2006], estos últimos aplicados a los pro-
7DEOD5HVXPHQGHWUDEDMRVUHDOL]DGRVSDUDODXELFDFLyQHVSDFLDOGHVLWLRVFRPSDFWRV
blemas con la mayor cantidad de datos 
(372890 y 250000 celdas respectivamen-
te). La potencialidad de estos trabajos está 
basada en la pre-construcción de áreas se-
milla en el caso de Brookes [2001b] y en 
la capacidad de generar automáticamente 
estas semillas en el caso de Xiao [2006]. 
Heurísticas     
Mehrotra and J ohnson [1998]    
B rookes  [2001]
C hurch et al [2003]
Meta-heurís ticas  
B rookes  [1997]
B rookes  [2001]
Xiao et al [2002]
Aerts  and Heuvelink [2002]
McDonnell et al [2002]
    G reedy
    S imulated Anealing
Li and Y eh [2004]
V enema [2004]
S tewart et al [2005]
Xiao [2006]
P rogramación Matemática
Hof and B evers  [2000]
Dimopoulou and G iannoikos  [2001]
F ischer and C hurch [2003]
Williams [2003]
S hirabe [2004]
Métodos  de E numeración
Hof and B evers  [2000]
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