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Resume La omprehension automatique de la parole peut être onsideree omme un problemed'assoiation entre deux langages dierents. En entree, la requête exprimee en langage natu-rel et en sortie, juste avant l'etape d'interpretation, la même requête exprimee en terme deonepts. Un onept represente un sens bien determine. Il est deni par un ensemble de motspartageant les mêmes proprietes semantiques. Dans et artile, nous proposons une methode abase de reseau bayesien pour l'extration automatique des onepts ainsi qu'une nouvelle ap-prohe pour la representation vetorielle des mots. Cette representation aide le reseau bayesiena regrouper les mots, onstruisant ainsi la liste adequate des onepts a partir du orpus d'ap-prentissage. Nous onlurons et artile par la desription d'une etape de post-traitement auours de laquelle, nous etiquetons nos requêtes et nous generons les ommandes SQL appro-priees validant ainsi, notre approhe de omprehension.Mots les Comprehension de la parole, onepts semantiques, reseaux bayesiens, etiquetagesemantique, ategorisation automatique.
2 Salma Jamoussi, Kamel Smali et Jean-Paul Haton1 IntrodutionDans la litterature, plusieurs methodes de omprehension de la parole ont ete proposees.La plupart de es methodes se fondent sur des approhes stohastiques de deodage onep-tuel qui permettent d'approher la omprehension automatique, reduisant ainsi le reoursa l'expertise humaine. Cependant, es methodes neessitent une etape d'apprentissage su-pervise, e qui signie qu'il y a une etape anterieure d'annotation manuelle du orpus d'ap-prentissage [1,3,4℄. Dans de telles approhes fondees sur le deodage oneptuel, l'etaped'annotation onsiste a segmenter les donnees d'apprentissage en des segments oneptuelsrepresentant haun un sens bien determine [1℄. Il s'agit don de trouver tout d'abord lesdierents onepts relatifs au orpus, de segmenter ensuite les phrases de e orpus, deles etiqueter en utilisant les onepts trouves et de proeder enn a l'apprentissage automa-tique. Faire tout e travail d'une faon manuelle onstitue sans doute une phase fastidieuse etoûteuse. De plus, l'extration manuelle est sujette a la subjetivite et aux erreurs humaines.Automatiser ette tâhe permettra don de reduire ou d'annuler l'intervention humaine etsurtout de pouvoir reutiliser e même proede lorsqu'on hange de ontexte.Dans et artile, nous ommenons par derire l'arhiteture generale de notre systeme deomprehension de la parole, basee sur l'approhe proposee dans [4℄. Ensuite, nous presentonsune nouvelle approhe pour extraire automatiquement les onepts semantiques. Pour efaire, nous utilisons un reseau bayesien pour la lassiation non supervisee, appele Au-toClass. Puis, nous exposons une nouvelle methode pour la representation vetorielle desmots an de les regrouper pour former des onepts. Enn, nous abordons la derniere etapedu proessus de omprehension, au ours de laquelle nous etiquetons les requêtes et nousgenerons les ommandes SQL assoiees.2 La omprehension automatique de la paroleLe probleme de omprehension de la parole peut être vu omme un probleme de mise enorrespondane entre une hâne de mots en entree et une suite de mots dans un langage plusrestreint vehiulant les idees prinipales d'une phrase. Il s'agit, dans un premier temps, d'as-soier les mots de la phrase en entree du systeme a des messages dans un langage semantiqueintermediaire (souvent appeles onepts). Dans un seond temps, an de satisfaire la requêteemise en entree, on traduit les onepts obtenus en ations ou reponses et on parle dans eas de l'etape d'interpretation de la phrase.L'entree du systeme peut être donnee sous forme textuelle ou sous forme d'un signal deparole, sa sortie exprimee en tant qu'ations ou ommandes n'est qu'une onversion d'uneliste de onepts donnee par un module intermediaire de tradution semantique et fournissantle sens litteral de la phrase. Un onept est une lasse de mots traitant d'un même sujetet partageant des proprietes ommunes. Par exemple, les mots hôtel, hambre, auberge etstudio peuvent tous orrespondre au onept \hebergement" dans une appliation touristique.Dans [4℄, les auteurs denissent un modele general pour la omprehension automatique dela parole qui, en raison de sa simpliite et de son eÆaite, a ete repris dans plusieurs autrestravaux [1,3℄. Nous avons adopte la même arhiteture generale (voir gure 1), mais nousproposons des tehniques dierentes au sein de haune de ses omposantes.
Desription d'un systeme de omprehension automatique de la parole 3
représenté
CR
Traducteur
TS
Convertisseur de
sens
concepts
appropriés
Parole ou texte ACTION
ReprésentationSémantique
par les Fig. 1. Arhiteture generale d'un systeme de omprehension automatique de la parole.Dans notre travail, nous nous interessons a une appliation de onsultation de pages\Favoris" (Bookmarks en anglais). Pour e faire, nous utilisons un orpus du projet europeenMIAMM dont l'objetif est de onstruire une plate-forme de dialogue oral multimodale. Leorpus ontient 71287 requêtes dierentes exprimees en langue franaise. Chaque requêteexprime une maniere partiuliere d'interroger la base. Des exemples de es requêtes sontdonnes dans la table 1. Ces requêtes sont fournies au systeme de omprehension sous leurforme textuelle. Notre but est de fournir a la n les requêtes SQL orrespondantes qui, enles exeutant, repondront aux demandes des utilisateurs.Tab. 1. Quelques exemples de requêtes du orpus MIAMM.Montre-moi le ontenu de mes favoris.Je voudrais savoir si tu peux me prendre le ontenu que j'aime.Est-e que tu veux me seletionner les titres que je prefere.Est-il possible que tu me passes le premier de mes favoris.Te serait-il possible de m'indiquer quelque hose de pareil.Tu peux faire voir uniquement deembre 2001.Il faut que tu me presentes la liste que j'ai utilisee tôt e matin.Je te demande de me passer les hansons que j'ai eoutees e matin.
3 Extration automatique des oneptsAu ours de ette etape, nous herhons a identier les onepts semantiques lies a notreappliation. La determination manuelle de es onepts est une tâhe tres lourde. Il nousfaut don trouver une methode automatique qui, pourrait ne pas donner des resultats aussiperformants que eux obtenus par la methode manuelle, mais qui, en ontre partie, permetune automatisation omplete du proessus de omprehension.Partant du prinipe d'automatisation de ette tâhe de ategorisation, nous avons optepour des methodes de lassiation non supervisee. Notre but nal etant de trouver desonepts oherents de l'appliation, le meilleur moyen d'y parvenir est de regrouper lesmots en fontion de leurs proprietes semantiques. La methode a utiliser va don regrouperles mots du orpus en dierentes lasses, onstruisant ainsi les onepts de l'appliation.Pour e faire, nous avons utilise une methode basee sur les reseaux bayesiens en raisonde leur fondement mathematique fort et le meanisme d'inferene puissant sous-jaent. Lereseau bayesien utilise s'appelle AutoClass, il aepte en entree des valeurs reelles, maisaussi des valeurs non numeriques omme des mots, des arateres et. En resultat, il fournit
4 Salma Jamoussi, Kamel Smali et Jean-Paul Hatondes probabilites d'appartenane des elements en entree, aux lasses trouvees. Il supposel'existene d'une variable multinomiale ahee qui peut representer les dierentes lassesauxquelles appartiennent les elements en entree. AutoClass est base sur le theoreme deBayes et il est derit en detail dans [2℄.Une fois l'outil de lassiation hoisi, il nous reste a herher une representation adequatedes mots. En eet, un mot peut avoir plusieurs arateristiques possibles, mais rares sontelles qui peuvent lui donner une representation semantique omplete. Dans notre travail,nous avons deide d'utiliser deux types d'information : le ontexte des mots et la similaritedu mot a representer ave tous les autres mots du lexique. An d'exprimer ette similarite,nous avons utilise la mesure de l'information mutuelle moyenne qui permet de trouver desressemblanes ontextuelles entre mots. Nous assoions don a haque mot un veteur a Melements, ouM est la taille du lexique. L'element numero j de e veteur represente la valeurde l'information mutuelle moyenne entre le mot numero j du lexique et le mot a representer.La formule de l'information mutuelle moyenne [5℄ entre deux mots wa et wb est donnee par :I(wa : wb) = P (wa; wb) log P (wajwb)P (wa)P (wb) + P (wa; wb) log P (wajwb)P (wa)P (wb)+P (wa; wb) log P (wajwb)P (wa)P (wb) + P (wa; wb) log P (wajwb)P (wa)P (wb) (1)Ou P (wa; wb) est la probabilite de trouver les deux mots wa et wb dans la même phrase,P (wa j wb) est la probabilite de trouver le mot wa sahant qu'on a deja renontre le mot wb,P (wa) est la probabilite de trouver le mot wa et P (wa) est la probabilite de ne pas avoirrenontre le mot wa et.Combiner ontexte et mesure d'information mutuelle onsiste a representer haque motpar une matrie d'information mutuelle moyenne a dimension M  3. La premiere olonneorrespond au veteur d'information mutuelle moyenne derit preedemment, la deuxiemeolonne represente l'information mutuelle moyenne entre un mot quelonque du voabulaireet le ontexte gauhe du mot a representer. Idem pour la troisieme olonne mais onernantle ontexte droit. La jeme valeur de la deuxieme olonne est la moyenne ponderee des infor-mations mutuelles moyennes entre le jeme mot du voabulaire et le veteur onstituant leontexte gauhe du mot Wi en question. Elle est alulee omme suit :IMMj(Cig) = Pwg2 ontexte gauhe de Wi I(wj : wg)KwgNb o (2)Ou IMMj(Cg) represente l'information mutuelle moyenne entre le mot wj du lexique et leontexte gauhe du mot Wi. I(wj : wg) represente l'information mutuelle moyenne entre lemot numero j du lexique et le mot wg qui appartient au ontexte gauhe du mot Wi. Kwg estle nombre de fois ou le mot wg est trouve omme ontexte gauhe du mot Wi et Nb o estle nombre total d'ourrene du mot Wi dans le orpus. Le mot Wi sera don represente parune matrie omme le montre la gure 2. Cette matrie exploite un maximum d'informationssur le mot a representer, e qui a pu aider le reseau bayesien dans sa tâhe de lassiationet nous a permis d'obtenir de bons resultats. Nous obtenons don une liste de 12 oneptsbien oherents ave notre appliation. Des exemples de es resultats sont donnes au niveaude la table 2.
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iFig. 2. Representation matriielle du mot Wi.Tab. 2. Quelques exemples de onepts obtenus en utilisant la representation matriielle.Conept Groupe de motsFavoris Favoris, preferes, hoisi, appreie, adore, aimeSimilarite Similaire, semblable, pareil, equivalent, ressemblant, synonyme,prohe, identique, rapproheDemande Souhaite, faut, desire, desirerais, peux, pourrais, veux, voudrais,possible, aimerais, souhaiteraisOrdre Montrer, indiquer, seletionner, trouver, donner, aÆher, presenter,prendre, passer, herher4 Etiquetage et post-traitementLa derniere etape onsiste a fournir les ommandes SQL assoiees aux requêtes textuellesemises en entree. C'est au ours de ette phase que nous entamons l'etape d'interpretationdes requêtes. En eet, disposant de l'ensemble des onepts qui regissent notre appliation,nous pouvons attribuer a haque requête ses onepts appropries. Pour e faire, il nous suÆtd'assoier a haque mot dans la phrase sa lasse semantique orrespondante.Ensuite, nous pouvons passer a la deuxieme omposante de notre modele, le \Conver-tisseur de representation", ou il s'agit de onvertir les onepts trouves en ommandes SQLpermettant d'extraire l'information requise de notre base de donnees. Pour e faire, nousavons realise un moteur d'inferene qui a haque onept, fait orrespondre une ou plu-sieurs sous-requêtes generiques. Dans une requête SQL generique, les onepts interviennentau niveau des onditions. Ainsi, par exemple, si nous trouvons le onept \Date", nous neonnaissons pas la valeur de ette date mais, nous pouvons indiquer dans la requête genereequ'il y a une ondition sur la date. Ce moteur d'inferene prend en ompte bien sûr lesrepetitions, les oublis, les demandes multiples et impliites ainsi d'autres phenomenes de laparole spontanee. Dans la phase suivante, nous instanions haque onept, dans la requêtegenerique obtenue, par sa valeur qui est deduite en revenant a la phrase initiale. Ainsi, nousobtenons une vraie ommande SQL que nous pouvons exeuter pour extraire les pages re-herhees. Dans la gure 3, nous donnons un exemple illustrant les dierentes etapes suiviesan d'aboutir a une ommande SQL nalisee. Les resultats obtenus sont enourageants, eneet, en terme de requêtes SQL orretes, nous obtenons un taux de 100% ave le orpusd'apprentissage et un taux de 92:5% ave un orpus de test ontenant 400 phrases dierentes.
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Montre moi la liste de mes préférés que j’ai consultée avant décembre 2001
Identification des 
concepts
Ordre, Objet, Favoris, Date
select Objet from table_favoris where condition_date ;
Génération d’une 
requete générique^
Génération d’une
requete SQL^ 
select * from favoris where date < #01/12/2001# ;Fig. 3. Châne de traitement appliquee a une requête en langage naturel.5 ConlusionDans et artile, nous sommes partis du prinipe que le probleme de la omprehensionautomatique est un probleme d'assoiation entre deux langages dierents, le langage naturelet le langage des onepts. Les onepts sont des entites semantiques regroupant un ensemblede mots qui partagent les mêmes proprietes semantiques et qui expriment une ertaine idee.Nous avons propose une nouvelle methode pour l'extration automatique des onepts, ainsiqu'une approhe d'etiquetage et de generation automatique des requêtes SQL orrespon-dantes aux demandes des utilisateurs. Les tâhes d'extration de onepts et d'etiquetagesont d'habitude realisees manuellement. Elles onstituent la phase la plus deliate et la plusoûteuse dans le proessus de omprehension. La methode proposee dans et artile a permisd'eviter e reours a l'expertise humaine et nous a donne 92:5% de bonnes reponses sur unorpus de test de 400 requêtes exprimees en langage naturel.Nous envisageons d'etendre le module de post-traitement de faon a e qu'il puisse reagirfae a de nouveaux mots les non pris en ompte par les onepts. Pour e faire, il faut adap-ter notre modele a la phase d'exploitation pour que nous puissions ajouter des mots auxonepts. Nous souhaitons aussi integrer notre module de omprehension dans un systemede reonnaissane automatique de la parole an de realiser une appliation interative ex-ploitable.Referenes1. C. Bousquet-Vernhettes and N. Vigouroux. Context use to improve the speeh understanding proessing.In International Workshop on Speeh and Computer, SPECOM'01, Mosow, Otobre 2001.2. P. Cheeseman and J. Stutz. Bayesian lassiation (autolass) : Theory and results. In Advanes inKnowledge Disovery and Data Mining. U. M. Fayyad, G. Piatetsky-Shapiro, P. Smyth, R. Uthurusamy,1996.3. H. Maynard and F. Lefevre. Apprentissage d'un module stohastique de omprehension de la parole. In24emes Journees d' Etude sur la parole, Nany, Juin 2002.4. R. Pieraini, E. Levin, and E. Vidal. Learning how to understand language. In Proeedings 4rd EuropeanConferene on Speeh Communiation and Tehnology, Berlin, 1993.5. R. Rosenfeld. Adaptive Statistial Language Modeling : A Maximum Entropy Approah. PhD thesis, Shoolof Computer S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e Carnegie Mellon University, Pittsburgh, PA 15213, Avril 1994.
