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a b s t r a c t
Wedefine a bipolarweighteddigraph as aweighteddigraph togetherwith the sign function
on the arcs such that the weight of each arc lies between 0 and 1, and no two parallel
arcs have the same sign. Bipolar weighted digraphs are utilized to model so-called fuzzy
cognitivemaps, which are used in science, engineering, and the social sciences to represent
the causal structure of a body of knowledge. It has been noted in the literature that a
transitive closure of a bipolar weighted digraph contains useful new information for the
fuzzy cognitive map it models.
In this paper we ask two questions: what is a sensible and useful definition of transitive
closure of a bipolar weighted digraph, and how do we compute it? We give two answers
to each of these questions, that is, we present two distinct models. First, we give a review
of the fuzzy digraphmodel, which has been, in a different form and less rigorously, studied
previously in the fuzzy systems literature. Second, we carefully develop a probabilistic
model, which is related to the notion of network reliability.
This paper is intended for a mathematical audience.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Fuzzy cognitive maps (FCMs) are used in science, engineering, and the social sciences to represent the causal structure of a
body of knowledge (be it empirical knowledge, traditional knowledge, or a personal view); see [1,4,7,8,14–17,19–22,24] for
some examples. An FCMof the type thatwe shall consider in this paper is described by a set of factors and causal relationships
between pairs of factors.We call these relationships direct impacts. A factor can have a direct positive or direct negative impact
(or both) on another factor or on itself. In addition, a numerical weight is assigned to each direct impact; these weights are
usually taken to be in the interval [0, 1]. Fig. 1 shows a simple example of an FCM.
In this paper, we use graph-theoretic tools to analyze FCMs. In particular, we present algorithms for computing a
transitive closure of the FCM, from which all, not just direct, impacts together with their weights can be read. We propose
two models: in the probabilistic model, the absolute value of the weight of an impact is interpreted as the probability that
the impact occurs, while in the fuzzy model, it is interpreted as the degree of truth. In both cases, the FCM is represented as a
bipolar weighted directed graph; the definition of the transitive closure, however, depends on the model. In Sections 3 and
4 we shall describe several algorithms for computing the transitive closure of the bipolar weighted digraph in the fuzzy and
probabilistic models, respectively, and in Section 5 we shall compare the two models, explain how to interpret the results,
and summarize our contribution to the study of transitive closure of bipolar weighted digraphs.
This paper is written for a mathematical audience and (as far as we can tell) is the first to treat the subject with proper
mathematical rigor and precision.
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Fig. 1. A simple example of a fuzzy cognitive map (FCM). Solid arrows and dashed arrows represent positive and negative direct impacts, respectively.
2. Preliminaries
In this section we introduce relevant graph-theoretic terminology and essential tools.
A directed graph (shortly digraph) D is a triple (V , A, ψ), where V and A are disjoint sets, V is non-empty, and ψ : A →
V × V is a function. The sets V = V (D) and A = A(D) are called the vertex set and the arc set of D, and ψ is called the
incidence function of D. If ψ(a) = (u, v), then vertices u and v are called the tail and head of the arc a, respectively. Arcs
a, a′ ∈ A are called parallel if ψ(a) = ψ(a′). An arc a ∈ Awith ψ(a) = (u, u) for some u ∈ V is called a loop. In general, we
shall allow both parallel arcs and loops in our digraphs. When no confusion can arise (in particular, for bipolar digraphs, as
defined below), we shall write shortly D = (V , A) and a = (u, v) instead of D = (V , A, ψ) and ψ(a) = (u, v).
If u is a vertex in a digraph D, then indegD(u) and outdegD(u) denote the number of arcs in Dwith head u and the number
of arcs in Dwith tail u, respectively.
Throughout this paper, the set {−1, 1}will be denoted byΩ .
Definition 2.1. A bipolar digraph is a digraph D = (V , A, ψ), where A ⊆ V 2 × Ω and ψ(u, v, σ ) = (u, v) for all u, v ∈ V
and σ ∈ Ω . We write shortly D = (V , A) instead of D = (V , A, ψ), and define the sign of an arc a = (u, v, σ ) as sign(a) = σ
for all a ∈ A.
A bipolar weighted digraph D = (V , A, w) is a bipolar digraph (V , A) together with a weight functionw : A → [0, 1].
If a bipolar weighted digraph is used to model an FCM, then its vertices represent the factors, and the arcs represent
the direct impacts of the FCM. In particular, the arcs of negative and positive sign represent the direct negative and direct
positive impacts, respectively.
A directed (u, v)-walk in a digraph D = (V , A, ψ) is a sequence W = u0a1u1a2u2 . . . akuk of vertices and arcs of D such
that u = u0, v = uk; u0, u1, . . . , uk ∈ V ; a1, . . . , ak ∈ A, and ψ(ai) = (ui−1, ui) for all i ∈ {1, 2, . . . , k}. We shall assume a
directed walkW contains at least one arc so that its length k is at least 1. The directed walkW is closed if u0 = uk. A directed
path in D is a directed walk with all vertices pairwise distinct, except possibly the initial and terminal vertex; in the latter
case, the directed path is called a directed cycle. For a directed walkW = u0a1u1a2u2 . . . akuk in a bipolar digraph we define
the sign of W as sign(W ) = sign(a1) . . . sign(ak). If W ′ is a directed (u, v)-walk and W ′′ is a directed (v, z)-walk, then the
concatenation ofW ′ andW ′′ is a directed (u, z)-walk denoted byW ′W ′′. Clearly, sign(W ′W ′′) = sign(W ′)sign(W ′′).
A few words about what the above definitions mean for an FCM. When a bipolar weighted digraph D is used to model
an FCM, a factor u is said to impact factor v if there is a directed (u, v)-walk W in D. This impact is said to be positive if
sign(W ) = 1 and negative if sign(W ) = −1.
In the FCM literature,whatwe call direct impacts are interpreted in (at least) twodifferentways: as implications (e.g. [11])
or as causal inferences (e.g. [10]). In the first case, an arc a = (u, v) is interpreted as ‘‘u implies v’’ if sign(a) = 1, and as
‘‘u implies not v’’ or ‘‘not u implies v’’ if sign(a) = −1. In the second case, an arc a = (u, v) is interpreted as ‘‘an increase
in u causes an increase in v’’ if sign(a) = 1, and as ‘‘an increase in u causes a decrease in v’’ or ‘‘a decrease in u causes an
increase in v’’ if sign(a) = −1. We shall not limit ourselves to any one of these two interpretations, however, we shall make
two basic assumptions throughout this work. The first assumption is that an arc a = (u, v) with sign(a) = −1 should be
interpreted both as ‘‘u implies not v’’ and ‘‘not u implies v’’ in the first case, and both as ‘‘an increase in u causes a decrease
in v’’ and ‘‘a decrease in u causes an increase in v’’ in the second case. This assumption is essential for the definition of the
sign of a directed walk to make sense.
Our second basic assumption is that the relation ‘‘impact’’, if we ignore the signs, is transitive, while the signs of direct
impacts are combined using the first assumption. To be precise, let u, v, and z be three factors of the FCM. If u impacts v
positively, and v impacts z positively, then u impacts z positively. If u impacts v negatively, and v impacts z negatively, then
u impacts z positively. If u impacts v positively, and v impacts z negatively, or vice-versa, then u impacts z negatively. The
two assumptions just described are the reasoning behind the definition of the sign of a directed walk.
We continuewith a fewmore technical definitions.We shall use the symbol ⟨e1, . . . , en⟩ to denote themultiset consisting
of (not necessarily distinct) elements e1, . . . , en. The multiplicity µ(ei,M) of an element ei in a multiset M = ⟨e1, . . . , en⟩
P. Niesink et al. / Discrete Applied Mathematics 161 (2013) 217–243 219
Fig. 2. A bipolar digraph. See Example 2.5.
is the number of times ei occurs in the list e1, . . . , en. A multiset M is a submultiset of a multiset M ′, denoted by M ⊆ M ′,
if µ(x,M) ≤ µ(x,M ′) for all x ∈ M . By M − M ′ we denote the difference of multisets M and M ′, that is, a multiset with
the property that for all x (in the universal set), we have µ(x,M − M ′) = µ(x,M) − µ(x,M ′) if µ(x,M) ≥ µ(x,M ′), and
µ(x,M −M ′) = 0 otherwise. The union of multisetsM andM ′ is a multisetM ∪M ′ such that for all x (in the universal set)
we have µ(x,M ∪ M ′) = µ(x,M)+ µ(x,M ′). For example, ifM = ⟨1, 1, 2⟩ andM ′ = ⟨1, 2⟩, then µ(1,M) = 2,M ′ ⊆ M,
M ⊈ M ′,M −M ′ = ⟨1⟩, andM ∪M ′ = ⟨1, 1, 1, 2, 2⟩.
Definition 2.2. Let D = (V , A) be a digraph and W = u0a1u1 . . . akuk a directed walk in D. By V#(W ) and A#(W ) we shall
denote the vertex and arc multisets ofW ; that is, V#(W ) = ⟨u0, u1, . . . , uk⟩ and A#(W ) = ⟨a1, . . . , ak⟩. As usual, V (W ) and
A(W ) denote the vertex and arc sets ofW , respectively.
Definition 2.3. A directed walkW ′ is said to be a subwalk of the directed walkW = u0a1u1 . . . akuk ifW ′ = ui−1aiui . . . ajuj
for some integers i, jwith 0 < i ≤ j ≤ k. A directed walkW ′ is a proper subwalk of the directed walkW if it is a subwalk of
W andW ≠ W ′.
A directedwalkW ′ is said to be contained in the directedwalkW ifW ′ is a concatenation of pairwise arc-disjoint subwalks
W1, . . . ,Wm of W . (Note that, if W1, . . . ,Wm occur in W in this particular order, then the last vertex of Wi coincides with
the first vertex ofWi+1, for all i = 1, 2, . . . ,m− 1.) A directed walkW ′ is said to be properly contained in the directed walk
W if it is contained inW andW ′ ≠ W .
Of particular importance to us will be minimal directed walks, as defined below.
Definition 2.4. Let D = (V , A) be a bipolar digraph, and (s, t, σ ) ∈ V 2×Ω . A directed (s, t, σ )-walk is a directed (s, t)-walk
of sign σ . Aminimal directed (s, t, σ )-walk is a directed (s, t, σ )-walk that properly contains no directed (s, t, σ )-walk.
Example 2.5. Consider the directed walk W = u0a1u1a2u2a3u3a4u1a2u2a5u4 in the bipolar digraph from Fig. 2. Then
W ′′ = u0a1u1a2u2a3u3a4u1 is an example of a subwalk of W , and W ′ = u0a1u1a2u2a5u4 is an example of a directed walk
contained inW that is not a subwalk ofW . Observe thatW ′ is a concatenation of subwalks u0a1u1a2u2 and u2a5u4 (and also
of subwalks u0a1u1 and u1a2u2a5u4) of W . Furthermore, observe that W and W ′ are both directed (u0, u4,+1)-walks; and
whileW ′ is a minimal directed (u0, u4,+1)-walk,W is not.
Observe that, if W ′ and W are both directed (s, t, σ )-walks, and W ′ is contained in W , then W ′ is obtained from W by
deleting some subwalks inW that are closed walks. The following observations are then immediate.
Lemma 2.6. Let D = (V , A) be a bipolar digraph, and (s, t, σ ) ∈ V 2×Ω . Let W be a directed (s, t, σ )-walk. Then the following
hold.
• W contains a minimal directed (s, t, σ )-walk W ∗,
• V#(W ∗) ⊆ V#(W ) and hence V (W ∗) ⊆ V (W ),
• A#(W ∗) ⊆ A#(W ) and hence A(W ∗) ⊆ A(W ), and
• length(W ∗) ≤ length(W ).
Aswe shall see in the subsequent sections, in either of the twomodels, onlyminimal directedwalks need to be generated
to compute the transitive closure of a bipolar weighted digraph. The characterization of minimal directed walks in the
following lemma will form a basis for their generation and for the proofs of correctness of the algorithms.
Lemma 2.7. Let D = (V , A) be a bipolar digraph, and (s, t, σ ) ∈ V 2×Ω . Let W be a minimal directed (s, t, σ )-walk in D. Then
the following hold.
• W has no proper subwalk that is a directed closed walk of positive sign. That is, W is either a directed path or cycle, or has a
subwalk that is a directed cycle of sign−1.
• If s ≠ t, then every vertex of W occurs in V#(W ) with multiplicity at most 2.
• If s = t, then every vertex of W except s occurs in V#(W ) with multiplicity at most 2 while s occurs with multiplicity at
most 3.
• The length of W is at most 2|V |.
220 P. Niesink et al. / Discrete Applied Mathematics 161 (2013) 217–243
Proof. LetW = u0a1u1 . . . akuk, where u0 = s and uk = t . SupposeW is not a directed path or cycle. ThenW has a proper
subwalk C that is a closed directed walk; that is, C = ui−1ai . . . uj for some i, j ∈ N, 1 ≤ i ≤ j ≤ k, where ui−1 = uj.
If sign(C) = 1, then u0a1 . . . ui−1aj+1 . . . uk is a directed (s, t, σ )-walk properly contained in W , a contradiction. Hence
sign(C) = −1. Now if C is not a directed cycle, then C has a proper subwalk C ′ that is a closed directed walk, and C ′ is also a
proper subwalk ofW . Hence sign(C ′) = −1. Continuing in this way, we find thatW has a proper subwalk that is a directed
cycle of sign−1.
Assume s ≠ t , and suppose a vertex ui, for i ∈ {0, . . . , k}, occurs in V#(W ) with multiplicity at least 3. Then, without
loss of generality, ui = uj = um for some j,m ∈ N, 0 ≤ i < j < m ≤ k andW has directed closed walks C1 = uiai+1 . . . uj,
C2 = ujaj+1 . . . um, and C3 = uiai+1 . . . ujaj+1 . . . um as proper subwalks. As we have seen above, sign(Ci) = −1 for all
i ∈ {1, 2, 3}. But this is impossible since sign(C3) = sign(C1)sign(C2). Hence if s ≠ t , then every vertex of W occurs in
V#(W )with multiplicity at most 2.
Now assume s = t . As in the previous paragraph we can show that the multiplicity of any ui, for i ∈ {1, . . . , k − 1},
in V#(W ) is at most 2. Suppose the multiplicity of s = u0 = uk = t as at least 4. Then, without loss of generality,
u0 = ui = uj = uk for some i, j ∈ N, 0 < i < j < k, and W has directed closed walks C1 = u0a1 . . . ui, C2 = uiai+1 . . . uj,
and C3 = u0a1 . . . uiai+1 . . . uj as proper subwalks. A contradiction is reached as before.
Since the length ofW is k = |V#(W )| − 1, and |V#(W )| ≤ 2|V | + 1 from the above, it follows that the length ofW is at
most 2|V |. 
We now introduce the concept of transitive closure of a digraph and its relevance to FCM analysis.
The transitive closure R∗ of a binary relation R on a set V is defined as theminimal transitive relation that contains R. Since
the arc set A of a digraph D = (V , A)without parallel arcs is a relation on V , the transitive closure of D can be defined as the
digraph D∗ = (V , A∗). However, it is not difficult to see that (u, v) ∈ A∗ if and only if D has a directed (u, v)-walk.
It is clear how to extend the definition of transitive closure of a digraph to a bipolar digraph: bipolar digraphD∗ = (V , A∗)
is the transitive closure of a bipolar digraph D = (V , A) if (u, v, σ ) ∈ A∗ if and only if D has a directed (u, v, σ )-walk.
Since a directed walk in a bipolar weighted digraph D = (V , A, w) represents an (indirect) impact in the FCM that it
models, the arcs of the transitive closure D∗ of D correspond to all the impacts (direct and indirect) in the FCM. But what
should the weights of these arcs be, that is, what is the transitive closure of a bipolar weighted digraph? This is, in fact,
the main topic of this paper: how to suitably define and (if possible efficiently) compute the transitive closure of a bipolar
weighted digraph.
3. The fuzzy digraph model
In this section we develop our first model for FCMs, the fuzzy digraph model, and show how to compute the transitive
closure in this model.
3.1. Fuzzy sets, fuzzy relations, and fuzzy digraphs
First, we shall review the relevant theory of fuzzy sets, fuzzy relations, and fuzzy digraphs. The terminology and notation
largely follows [12], and the reader is referred to this source for more information on fuzzy graphs.
Let S be a fixed set. A fuzzy subset of S is a mapping γ : S → [0, 1]. For each x ∈ S, the image γ (x) is called the degree of
membership of x in γ .
We shall use the symbols∧ and∨ for infimum and supremum, respectively, both as binary operations and as operations
on a set. Note that, as binary operations, ∧ and ∨ are associative and commutative, and that each is distributive over the
other. Also, keep in mind that for any subset X ⊆ [0, 1], both ∧X and ∨X exist.
If γ and β are two fuzzy subsets of S, then we define γ ⊆ β if γ (x) ≤ β(x) for all x ∈ S. Furthermore, we define fuzzy
subsets γ ∪ β and γ ∩ β of S as follows:
(γ ∪ β)(x) = γ (x) ∨ β(x) for all x ∈ S
and
(γ ∩ β)(x) = γ (x) ∧ β(x) for all x ∈ S.
This definition can be extended in an obvious way to ∪γ∈F γ and ∩γ∈F γ , where F is a family of fuzzy subsets of S.
Let S and T be sets. A fuzzy relation from S to T is a fuzzy subset of S × T . (More generally, fuzzy relations can be defined
on fuzzy sets – see [12] – but this narrower definition will suffice for our purposes.) If S, T , and U are sets, and ρ is a fuzzy
relation from S to T and δ is a fuzzy relation from T to U , then we define the composition of ρ and δ as the fuzzy relation δ ◦ρ
from S to U such that
(δ ◦ ρ)(x, z) = ∨{ρ(x, y) ∧ δ(y, z) : y ∈ T } for all x ∈ S, z ∈ U .
Note that composition ◦ of relations is associative. Hence, if ρ is a fuzzy relation on a set S (that is, a fuzzy relation from S
to S), then we can define fuzzy relations ρ i (for i = 1, 2, . . .) on S as ρ1 = ρ, and ρ i = ρ ◦ ρ i−1 for i ≥ 2. In addition, we
define a fuzzy relation ρ∞ on S as ρ∞ = ∪∞i=1 ρ i.
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A fuzzy relation ρ on a set S is said to be transitive if ρ2 ⊆ ρ. The transitive closure of ρ is a transitive fuzzy relation ρ∗
such that ρ ⊆ ρ∗, and such that for any transitive fuzzy relation ρ ′ with ρ ⊆ ρ ′ it follows that ρ∗ ⊆ ρ ′. It is not difficult to
establish that ρ∗ = ρ∞; see [12].
For our purposes, a fuzzy digraphwill mean a pair (V , α), where V is a nonempty finite set and α is a fuzzy relation on V .
(Again, see [12] for a generalization.) The transitive closure of a fuzzy digraph (V , α) is defined as the fuzzy digraph (V , α∗),
where α∗ is the transitive closure of the fuzzy relation α. The well-known Roy–Warshall algorithm [18,23] for transitive
closure of a relation can be easily generalized to compute the transitive closure of a fuzzy relation, and therefore of a fuzzy
digraph [12, Algorithm 3.1].
3.2. Transitive closure of bipolar fuzzy digraphs
In this section, we define bipolar fuzzy digraphs, whichwe use asmodels for FCMs, and develop an algorithm to compute
its transitive closure.
A bipolar fuzzy digraph∆ is a triple (V , α−, α+), where V is a nonempty finite set, and α− and α+ are fuzzy relations on
V . For convenience of notation, we shall write ασ to mean α− if σ = −1, and α+ if σ = 1.
The bipolar weighted digraph (V , A, α) is said to be associatedwith the bipolar fuzzy digraph (V , α−, α+) if A = V 2×Ω
andα(u, v, σ ) = ασ (u, v) for all (u, v, σ ) ∈ A. Conversely, to any bipolarweighted digraph (V , A, α)we can assign a bipolar
fuzzy digraph (V , α−, α+) in a natural way, namely, by setting
ασ (u, v) =

α(u, v, σ ) if (u, v, σ ) ∈ A
0 otherwise.
Remark 3.1. Note that in Definition 2.1 of bipolar weighted digraphs we (motivated by the application to fuzzy cognitive
maps) allowed A ( V 2 × Ω . As a consequence, the correspondence between the classes of bipolar weighted digraphs and
bipolar fuzzy digraphs described in the previous paragraph is not a bijection. However, if we had defined a bipolar weighted
digraph (V , A, w)with the restriction A = V 2×Ω , then the correspondence abovewould be a bijection and, in fact, a functor
from the category of bipolar weighted digraphs (with morphisms as bijections between the vertex sets that preserve the
sign and weight of each arc) to the category of bipolar fuzzy digraphs (with morphisms as bijections between the vertex
sets that preserve the value of each fuzzy relation). While a lot more could be said about these two categories (and, indeed,
the category of bipolar random digraphs mentioned in the next section), such a study is beyond the scope of this paper.
A directed walk in a bipolar fuzzy digraph∆ = (V , α−, α+) is a directed walk in its associated bipolar weighted digraph
(V , A, α). Analogously, we define (minimal) directed (s, t, σ )-walks in ∆, for all (s, t, σ ) ∈ V 2 × Ω . The definition of α is
extended to directed walks as follows. IfW = u0a1u1a2 . . . akuk is a directed walk with u0, u1, . . . , uk ∈ V and a1, . . . , ak ∈
A, thenwe define α(W ) = ∧{α(ai) : i = 1, 2, . . . , k}. Recall that the sign ofW is defined as sign(W ) = sign(a1) . . . sign(ak).
Observe that if W ′ is a minimal directed (s, t, σ )-walk contained in a directed (s, t, σ )-walk W , then α(W ′) ≥ α(W ) by
Lemma 2.6.
We shall now define the transitive closure of a bipolar fuzzy digraph, thus generalizing the results of the previous section.
The complication, of course, is that we need to distinguish between arcs, and therefore walks, of positive and negative sign.
Let (V , α−, α+) be a bipolar fuzzy digraph. For all ℓ ∈ Nwe recursively define fuzzy relations α−ℓ and α+ℓ as follows:
α−1 = α− and α+1 = α+,
and, for all u, v ∈ V and all ℓ ∈ N,
α−ℓ+1(u, v) = ∨{(α−(u, z) ∧ α+ℓ (z, v)) ∨ (α+(u, z) ∧ α−ℓ (z, v)) : z ∈ V } and
α+ℓ+1(u, v) = ∨{(α−(u, z) ∧ α−ℓ (z, v)) ∨ (α+(u, z) ∧ α+ℓ (z, v)) : z ∈ V }.
For convenience, we shall write ασℓ to mean α
−
ℓ if σ = −1, and α+ℓ if σ = 1.
Definition 3.2. Let∆ = (V , α−, α+) be a bipolar fuzzy digraph, and let α−ℓ and α+ℓ , for all ℓ ∈ N, be fuzzy relations on V as
defined above. Define two more fuzzy relations on V :
α−∞ = ∪{α−ℓ : ℓ ∈ N} and α+∞ = ∪{α+ℓ : ℓ ∈ N}.
The transitive closure of the bipolar fuzzy digraph∆ is the bipolar fuzzy digraph∆∞ = (V , α−∞, α+∞).
Again, for convenience, we shall write ασ∞ to mean α−∞ if σ = −1, and α+∞ if σ = 1.
Observe that if α−(u, v) = 0 for all u, v ∈ V , then α+ℓ = (α+)ℓ for all ℓ ∈ N, and α+∞ = (α+)∞, that is, the transitive
closure of the fuzzy relation α+. Moreover, the transitive closure of the bipolar fuzzy digraph (V , 0, α+) is just the transitive
closure of the fuzzy digraph (V , α+).
In the next lemma, we give meaning to the fuzzy relations ασℓ and α
σ∞. Namely, we show that ασℓ (u, v) is the largest
weight of a directed (u, v, σ )-walk of length ℓ, and ασ∞(u, v) is the largest weight of any (minimal) directed (u, v, σ )-walk
in the bipolar weighted digraph associated with∆.
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Lemma 3.3. Let ∆ = (V , α−, α+) be a bipolar fuzzy digraph. Then the following hold.
(i) For all (u, v, σ ) ∈ V 2 ×Ω and ℓ ∈ N, we have
ασℓ (u, v) = ∨ {α(W ) : W is a directed (u, v, σ )-walk of length ℓ in∆}.
(ii) For all (u, v, σ ) ∈ V 2 ×Ω ,
ασ∞(u, v) = ∨{α(W ) : W is a minimal directed (u, v, σ )-walk in∆}.
Proof. We prove (i) by induction on ℓ. For ℓ = 1, we clearly have
ασℓ (u, v) = ασ (u, v) = ∨{α(W ) : W is a directed (u, v, σ )-walk of length 1}
for all (u, v, σ ) ∈ V 2 ×Ω . Assume (i) holds for some ℓ ≥ 1, and for all (u, v, σ ) ∈ V 2 ×Ω . Then
α−ℓ+1(u, v) = ∨{(α−(u, z) ∧ α+ℓ (z, v)) ∨ (α+(u, z) ∧ α−ℓ (z, v)) : z ∈ V }
= ∨{α−(u, z) ∧ α+ℓ (z, v) : z ∈ V } ∨ (∨{α+(u, z) ∧ α−ℓ (z, v) : z ∈ V })
= ∨{α−(u, z) ∧ α(W ′) : z ∈ V ;W ′ is a directed (z, v, 1)-walk}
∨(∨{α+(u, z) ∧ α(W ′) : z ∈ V ;W ′ is a directed (z, v,−1)-walk})
= ∨{α(W ) : W is a directed (u, v,−1)-walk}.
The last equality follows from the fact thatW is a directed (u, v,−1)-walk of length ℓ+ 1 if and only if, for some z ∈ V , it
consists of an arc (u, z,−1) followed by a directed (z, v, 1)-walk of length ℓ, or it consists of an arc (u, z, 1) followed by a
directed (z, v,−1)-walk of length ℓ. The statement for α+ℓ+1 is proved analogously. Then (i) follows by induction.
From (i), it follows that
ασ∞(u, v) = ∨{α(W ) : W is a directed (u, v, σ )-walk in∆}
for all (u, v, σ ) ∈ V 2 × Ω . If W is a directed (u, v, σ )-walk, then W contains a minimal directed (u, v, σ )-walk W ′, and
α(W ) ≤ α(W ′). Hence
ασ∞(u, v) = ∨{α(W ) : W is a minimal directed (u, v, σ )-walk in∆}
as claimed. 
We are now ready to compute the transitive closure of a bipolar fuzzy digraph.
Algorithm 3.4. Transitive closure of a bipolar fuzzy digraph∆ = (V , α−, α+).
For all (s, t, σ ) ∈ V 2 × {−1, 1} do τ σ (s, t) := ασ (u, v);
For all k ∈ V , i ∈ {1, 2} do
For all (s, t) ∈ V 2 do
τ−(s, t) := τ−(s, t) ∨ (τ−(s, k) ∧ τ+(k, t)) ∨ (τ+(s, k) ∧ τ−(k, t));
τ+(s, t) := τ+(s, t) ∨ (τ−(s, k) ∧ τ−(k, t)) ∨ (τ+(s, k) ∧ τ+(k, t));
Then (V , τ−, τ+) is the transitive closure of the bipolar fuzzy digraph∆.
It is easy to see that, just as the original Roy–Warshall Algorithm [18,23], Algorithm 3.4 is of time complexity O(n3),
where n is the number of vertices of the bipolar fuzzy digraph.
To compute the transitive closure of a bipolar weighted digraph (V , A, α), first find the associated bipolar fuzzy digraph
∆ = (V , α−, α+), compute the transitive closure∆∞ of∆, and then find the bipolar weighted digraph associated with∆∞.
In the remainder of the section we shall prove correctness of Algorithm 3.4. First we recursively define fuzzy relations
τ σ[ℓ] for all σ ∈ Ω and ℓ ∈ {0, 1, . . . , 2n}, where n is the number of vertices of the bipolar fuzzy digraph. These relations
represent the values of τ− and τ+ after ℓ iterations of the ‘‘For all k ∈ V , i ∈ {1, 2}’’ loop. Namely, for all (s, t, σ ) ∈ V 2 ×Ω
and ℓ ∈ {1, . . . , 2n}, let
τ σ[0](s, t) = ασ (s, t),
τ−[ℓ](s, t) = τ−[ℓ−1](s, t) ∨

τ−[ℓ−1]

s,

ℓ
2

∧ τ+[ℓ−1]

ℓ
2

, t

∨

τ+[ℓ−1]

s,

ℓ
2

∧ τ−[ℓ−1]

ℓ
2

, t

,
and
τ+[ℓ](s, t) = τ+[ℓ−1](s, t) ∨

τ−[ℓ−1]

s,

ℓ
2

∧ τ−[ℓ−1]

ℓ
2

, t

∨

τ+[ℓ−1]

s,

ℓ
2

∧ τ+[ℓ−1]

ℓ
2

, t

.
For a directed (s, t)-walkW we denote the multiset of internal vertices ofW by V#int(W ). Recall thatµ(x,M) denotes the
multiplicity of an element x in a multisetM .
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Lemma 3.5. For all (s, t, σ ) ∈ V 2 ×Ω and ℓ ∈ {0, 1, . . . , 2n} we have
τ σ[ℓ](s, t) = ∨

α(W ) : W is a minimal directed (s, t, σ )-walk with all internal vertices in

1, . . . ,
ℓ
2

(1)
if ℓ is even, and
τ σ[ℓ](s, t) = ∨

α(W ) : W is a minimal directed (s, t, σ )-walk with all internal vertices in

1, . . . ,
ℓ+ 1
2

and µ

ℓ+ 1
2
, V#int(W )

≤ 1

(2)
if ℓ is odd.
Proof. By induction on ℓ. The lemma is clearly true for ℓ = 0. Suppose that the lemma holds for some ℓ ≥ 0.
First, assume that ℓ is even, that is, ℓ = 2k. The induction hypothesis thus states that (1) holds for all (s, t, σ ) ∈ V 2 ×Ω .
Take any (s, t, σ ) ∈ V 2 × Ω . Let W be a minimal directed (s, t, σ )-walk with internal vertices in {1, . . . , k + 1} and the
multiplicity of k+ 1 in V#int(W ) at most 1. We show that α(W ) ≤ τ σ[2k+1](s, t).
If µ(k + 1, V#int(W )) = 0, then all internal vertices of W lie in {1, 2, . . . , k}, and so α(W ) ≤ τ σ[2k](s, t) by the induction
hypothesis. Now, by the definition of τ σ[2k+1], we have τ
σ
[2k+1](s, t) ≥ τ σ[2k](s, t), whence α(W ) ≤ τ σ[2k+1](s, t) as claimed.
Hence we may assume µ(k + 1, V#int(W )) = 1. Then W = W ′W ′′, where W ′ is a minimal directed (s, k + 1, σ ′)-walk,
W ′′ is a minimal directed (k + 1, t, σ ′′)-walk, σ ′σ ′′ = σ , and all internal vertices of W ′ and W ′′ are in {1, . . . , k}. By the
induction hypothesis, α(W ′) ≤ τ σ ′[2k](s, k) and α(W ′′) ≤ τ σ ′′[2k](k, t). Hence, by the definition of τ σ[2k+1](s, t),
α(W ) = α(W ′) ∧ α(W ′′) ≤ τ σ ′[2k](s, k) ∧ τ σ
′′
[2k](k, t) ≤ τ σ[2k+1](s, t).
It follows that
τ σ[2k+1](s, t) ≥ ∨{α(W ) : W is a minimal directed (s, t, σ )-walk with all internal vertices in {1, . . . , k+ 1}
and µ(k+ 1, V#int(W )) ≤ 1}. (3)
Suppose the inequality in (3) is strict. Then, by the induction hypothesis, we have τ σ[2k+1](s, t) > τ
σ
[2k](s, t) and hence
τ σ[2k+1](s, t) = τ σ ′[2k](s, k+ 1) ∧ τ σ ′′[2k](k+ 1, t) for some σ ′, σ ′′ ∈ Ω such that σ ′σ ′′ = σ . Now, by the induction hypothesis,
there exist aminimal directed (s, k+1, σ ′)-walkW ′ and aminimal directed (k+1, t, σ ′′)-walkW ′′with all internal vertices
in {1, . . . , k} such that τ σ ′[2k](s, k+1) = α(W ′) and τ σ ′′[2k](k+1, t) = α(W ′′). But thenW = W ′W ′′ is a directed (s, t, σ )-walk
andmust contain aminimal directed (s, t, σ )-walk W¯ . Necessarily, α(W¯ ) ≥ α(W ) = α(W ′)∧α(W ′′) = τ σ[2k+1](s, t). But W¯
is a minimal directed (s, t, σ )-walk with all internal vertices in {1, . . . , k+ 1} and the multiplicity of k+ 1 in V#int(W¯ ) equal
to 1. Therefore, α(W¯ ) ≤ τ σ[2k+1](s, t) by (3), and hence α(W¯ ) = τ σ[2k+1](s, t), a contradiction. Thus (2) holds for ℓ = 2k+ 1.
Next, assume that ℓ is odd, that is, ℓ = 2k+1. The induction hypothesis thus states that (2) holds for all (s, t, σ ) ∈ V 2×Ω .
Take any (s, t, σ ) ∈ V 2 × Ω . Let W be a minimal directed (s, t, σ )-walk with all internal vertices in {1, . . . , k + 1}. Note
that by Lemma 2.7, the multiplicity of k+ 1 in V#int(W ) is at most 2. Again, we first show that α(W ) ≤ τ σ[2k+2](s, t).
If µ(k+ 1, V#int(W )) = 0, then all internal vertices ofW lie in {1, 2, . . . , k}, and so α(W ) ≤ τ σ[2k+1](s, t) by the induction
hypothesis. Now, by the definition of τ σ[2k+2], we have τ
σ
[2k+2](s, t) ≥ τ σ[2k+1](s, t), whence α(W ) ≤ τ σ[2k+2](s, t) as claimed.
Hence we may assume that µ(k + 1, V#int(W )) is 1 or 2. Then, without loss of generality, W = W ′W ′′, where W ′ is a
minimal directed (s, k + 1, σ ′)-walk with all internal vertices in {1, . . . , k},W ′′ is a minimal directed (k + 1, t, σ ′′)-walk
with all internal vertices in {1, . . . , k+1} and themultiplicity of k+1 in V#int(W ′′) at most 1, and σ ′σ ′′ = σ . By the induction
hypothesis, α(W ′) ≤ τ σ ′[2k+1](s, k) and α(W ′′) ≤ τ σ ′′[2k+1](k, t). Hence, by the definition of τ σ[2k+2](s, t),
α(W ) = α(W ′) ∧ α(W ′′) ≤ τ σ ′[2k+1](s, k) ∧ τ σ
′′
[2k+1](k, t) ≤ τ σ[2k+2](s, t).
It follows that
τ σ[2k+2](s, t) ≥ ∨{α(W ) : W is a minimal directed (s, t, σ )-walk with all internal vertices in {1, . . . , k+ 1}}. (4)
Suppose the inequality in (4) is strict. Then, by the induction hypothesis, τ σ[2k+2](s, t) > τ
σ
[2k+1](s, t) and hence τ
σ
[2k+2](s, t) =
τ σ
′
[2k+1](s, k+ 1) ∧ τ σ ′′[2k+1](k+ 1, t) for some σ ′, σ ′′ ∈ Ω such that σ ′σ ′′ = σ . Now, by the induction hypothesis, there exist
a minimal directed (s, k + 1, σ ′)-walk W ′ and a minimal directed (k + 1, t, σ ′′)-walk W ′′, both with all internal vertices
in {1, . . . , k + 1} and the multiplicity of k + 1 in V#int(W ′) and V#int(W ′′) at most one, such that τ σ ′[2k+1](s, k + 1) = α(W ′)
and τ σ
′′
[2k+1](k + 1, t) = α(W ′′). But then W = W ′W ′′ is a directed (s, t, σ )-walk and must contain a minimal directed
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(s, t, σ )-walk W¯ . Necessarily, α(W¯ ) ≥ α(W ) = α(W ′) ∧ α(W ′′) = τ σ[2k+2](s, t). But W¯ is a minimal directed (s, t, σ )-walk
with all internal vertices in {1, . . . , k+ 1}. Therefore, α(W¯ ) ≤ τ σ[2k+2](s, t) as seen above, and hence α(W¯ ) = τ σ[2k+2](s, t), a
contradiction. Thus (1) holds for ℓ = 2k+ 2.
The result follows by induction. 
Corollary 3.6. Algorithm 3.4 correctly computes the transitive closure of a bipolar fuzzy digraph∆ = (V , α−, α+).
Proof. It is easy to see that at the end of Algorithm 3.4, we have τ σ (s, t) = τ σ[2n](s, t), and by Lemmas 3.5 and 3.3, we obtain
τ σ[2n](s, t) = ασ∞(s, t). Hence the algorithm is correct. 
Remark 3.7. In the definition of composition of fuzzy relations, the infimum operator∧ could be replaced by any triangular
norm T (that is, an operator T : [0, 1]2 → [0, 1] that is increasing, commutative, associative, and has 1 as a neutral
element). The resulting T -transitive closures of a fuzzy relation have been studied in [3,13]. Note that our discussion of
the transitive closure of a bipolar fuzzy digraph can be extended to T -transitive closures since the crucial property required
in Algorithm 3.4, namely, that T (x, y) ≤ min(x, y) for all x, y ∈ [0, 1], is indeed satisfied for any triangular norm T .
4. The probabilistic model
In this section, we develop the probabilistic model for FCMs, and present several algorithms for the computation of
transitive closure in this model.
4.1. Bipolar random digraphs and their transitive closure
In the probabilistic model, an FCM is modeled by a bipolar random digraph, as defined below.
Definition 4.1. A bipolar randomdigraph R = (V , p) consists of a non-empty vertex setV and a function p : V 2×Ω → [0, 1].
To R we associate a probability space (D, E, P) as follows. The sample set D consists of all bipolar digraphs (V , A) with
A ⊆ V 2 × Ω , the event set E consists of all subsets ofD , and the function P : E → [0, 1] is defined as follows. If D1, . . . ,
Dk ∈ D such that Di = (V , Ai) for some Ai ⊆ V 2 ×Ω , for all i ∈ {1, . . . , k}, then
P({D1, . . . ,Dk}) =
k
i=1

a∈Ai
p(a)

a∈V2×Ω−Ai
(1− p(a)).
In addition, we define
P(∅) = 0.
We shall now sketch a proof that P is indeed a probability measure on the probability space associated with a random
bipolar digraph.
Lemma 4.2. (i) If E1, E2 ∈ E are disjoint events, then P(E1 ∪ E2) = P(E1)+ P(E2).
(ii) For any S ⊆ V 2 ×Ω ,
A⊆S

a∈A
p(a)

a∈S−A
(1− p(a)) = 1.
In particular, P(D) = 1.
Proof. Statement (i) follows directly from the definition of P .
We prove (ii) by induction on |S|. The case |S| = 0 is obvious since each product on the left hand side is vacuous. Suppose
Statement (ii) holds for all subsets S of V 2 ×Ω of a certain size k ≥ 0. Let T ⊆ V 2 ×Ω with |T | = k+ 1, and b ∈ T . Then
A⊆T

a∈A
p(a)

a∈T−A
(1− p(a)) =

A⊆T
b∈A

a∈A
p(a)

a∈T−A
(1− p(a))+

A⊆T
b∉A

a∈A
p(a)

a∈T−A
(1− p(a))
= p(b)

A⊆T−{b}

a∈A
p(a)

a∈T−{b}−A
(1− p(a))
+(1− p(b))

A⊆T−{b}

a∈A
p(a)

a∈T−{b}−A
(1− p(a))
=

A⊆T−{b}

a∈A
p(a)

a∈T−{b}−A
(1− p(a)) = 1.
The last equality above holds by the induction hypothesis. The first equality in (ii) then follows by induction, and P(D) = 1
follows subsequently. 
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Fig. 3. A bipolar random digraph and its support digraph.
The following is a direct consequence of Lemma 4.2.
Corollary 4.3. P is a probability measure on (D, E).
For any arc set A ⊆ V 2 ×Ω , we define the event EA ∈ E as
EA = {D ∈ D : A ⊆ A(D)};
that is, the set of all bipolar digraphs in the sample space that contain all arcs in A.
Below, we exhibit several properties of the probability measure P that will play an important role in the computation of
transitive closure in this model. The more straightforward parts of the proof have been omitted for brevity.
Lemma 4.4. Let (V , p) be a bipolar random digraph. Then the following hold.
(i) P(EA) =a∈A p(a) for all A ⊆ V 2 ×Ω .
(ii) P(EA ∩ EA′) = P(EA∪A′) for all A, A′ ⊆ V 2 ×Ω . Moreover, if A ∩ A′ = ∅, then P(EA ∩ EA′) = P(EA)P(EA′).
(iii) Let I be a finite set of positive integers, and for each i ∈ I , let Ai ⊆ V 2 ×Ω . Then
P(∪i∈I EAi) =

i∈I

a∈Ai
p(a)−

i<j
i,j∈I

a∈Ai∪Aj
p(a)+

i<j<k
i,j,k∈I

a∈Ai∪Aj∪Ak
p(a)− · · · − (−1)|I|

a∈∪i∈I Ai
p(a).
(iv) Furthermore, if A∗i = {a ∈ Ai : p(a) < 1} for all i ∈ I , then P(∪i∈I EAi) = P(∪i∈I EA∗i ).
Proof. To prove (i):
P(EA) = P({D ∈ D : A ⊆ A(D)}) =

B⊆V2×Ω−A
P({(V , A ∪ B)})
=

B⊆V2×Ω−A

a∈A∪B
p(a)

b∈V2×Ω−(A∪B)
(1− p(b))
=

B⊆V2×Ω−A

a∈A
p(a)

b∈B
p(b)

b∈(V2×Ω−A)−B
(1− p(b))
=

a∈A
p(a)

B⊆V2×Ω−A

b∈B
p(b)

b∈(V2×Ω−A)−B
(1− p(b))
=

a∈A
p(a).
The last equality follows from Lemma 4.2(ii).
Statement (ii) is easy to see, using (i) for the second part. To prove Statement (ii), we use the Principle of Inclusion–
Exclusion, as well as Statements (i) and (ii) above. Finally, Statement (iv) follows easily from (iii). 
A fewwords about the connection between bipolar random digraphs and bipolar weighted digraphs. The support digraph
supp(R) of a bipolar randomdigraph R = (V , p) is the bipolar weighted digraph (V , A, p)with A = {a ∈ V 2×Ω : p(a) > 0};
see Fig. 3 for an example. Conversely, to any bipolar weighted digraph (V , A, w)we can associate a bipolar random digraph
(V , p) in a natural way, namely, by defining p(u, v, σ ) = w(u, v, σ ) if w(u, v, σ ) > 0, and p(u, v, σ ) = 0 otherwise.
A comment similar to Remark 3.1 applies to the class of bipolar random digraphs and the corresponding category (with
morphisms as bijections between vertex sets that preserve the sign and probability of each arc) in relation to the class
(category) of bipolar weighted digraphs. — Observe that by Lemma 4.4, P(E{a}) = p(a), so p(a) is indeed the probability that
a randomly selected digraph in the sample space contains the arc a.
We are now ready to define transitive closure in the probability model.
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Fig. 4. The three cases of Lemma 4.8.
Definition 4.5. The transitive closure of a bipolar random digraph R = (V , p) is the bipolar random digraph (V , p∞)with
p∞(s, t, σ ) = P(E(s,t,σ )),
where
E(s,t,σ ) = {D ∈ D : D contains a directed (s, t, σ )-walk}.
The following lemma will form the basis for computing the transitive closure of a bipolar random digraph using
Algorithm 4.11. The proof is an immediate consequence of Lemma 4.2 and is therefore left to the reader.
Lemma 4.6. Let R = (V , p) be a bipolar random digraph and (s, t, σ ) ∈ V 2 ×Ω . Then
p∞(s, t, σ ) = P(E(s,t,σ )) =

D∈E(s,t,σ )
P({D}) =

D∈E(s,t,σ )

a∈A(D)
p(a)

a∈V2−A(D)
(1− p(a)).
In the remainder of the chapter, we shall develop algorithms for computing the transitive closure of a bipolar random
digraph R. Throughout, we shall assume that the underlying undirected graph of the support digraph of R is connected, since
otherwise the algorithms can be run on each connected component separately.
In several of the algorithms belowwe shallmake good use of the following procedure,which is a variation on the standard
Roy–Warshall algorithm [18,23]. It determines, for each (s, t, σ ) ∈ V 2×Ω , whether the givenbipolar digraph (V , A) contains
a directed (s, t, σ )-walk.
Algorithm 4.7. Does the bipolar digraph (V , A) contain a directed (s, t, σ )-walk?
procedure DirectedWalks(V , A)
For all (s, t, σ ) ∈ V 2 ×Ω do
If (s, t, σ ) ∈ A thenw(s, t, σ ) := 1
Elsew(s, t, σ ) := 0;
For all k ∈ V and i ∈ {1, 2} do
For all s, t ∈ V do
If (w(s, k, 1)w(k, t, 1) = 1 orw(s, k,−1)w(k, t,−1) = 1) thenw(s, t,+1) := 1;
If (w(s, k, 1)w(k, t,−1) = 1 orw(s, k,−1)w(k, t, 1) = 1) thenw(s, t,−1) := 1;
Returnw;
Thenw is an array:w(s, t, σ ) = 1 if (V , A) contains a directed (s, t, σ )-walk, and 0 otherwise.
It is easy to see that, just as the standard Roy–Warshall algorithm, Algorithm 4.7 is of time complexity O(n3), where
n = |V |.
4.2. Reduction of the bipolar random digraph and recovery of its transitive closure
In this section we show how to recursively reduce the digraph and then recover its transitive closure from the transitive
closure of the reduced digraph. In the reduction–recovery algorithmwe shall assume that we already know how to compute
the transitive closure of the fully reduced digraph; these algorithms will be developed in subsequent sections.
The following lemma (with the three cases illustrated in Fig. 4) will form the basis for the reduction–recovery algorithm.
Lemma 4.8. Let R = (V , p) be a bipolar random digraph and D = (V , A, p) its support digraph. Assume that the underlying
undirected graph of D is connected. Let u ∈ V be a vertex with indegD(u) ≤ 1 and outdegD(u) ≤ 1. Then the following hold.
1. If indegD(u) = 1 and outdegD(u) = 0, let v1 ∈ V be such that (v1, u, σ1) ∈ A. Define a bipolar random digraph R′ = (V ′, p′)
as follows:
V ′ = V − {u},
p′(s, t, σ ) = p(s, t, σ ) for all (s, t, σ ) ∈ V ′2 ×Ω.
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Let R∞ = (V , p∞) and R′∞ = (V ′, p′∞) be the transitive closures of R and R′, respectively. Then:
p∞(s, t, σ ) = p′∞(s, t, σ ) for all (s, t, σ ) ∈ V ′2 ×Ω,
p∞(s, u, σ ) = p′∞(s, v1, σσ1)p(v1, u, σ1) for all s ∈ V − {u, v1}, σ ∈ Ω,
p∞(v1, u, σ1) = p(v1, u, σ1),
p∞(v1, u,−σ1) = p′∞(v1, v1,−1)p(v1, u, σ1),
p∞(u, t, σ ) = 0 for all t ∈ V , σ ∈ Ω.
2. If indegD(u) = 0 and outdegD(u) = 1, let v2 ∈ V be such that (u, v2, σ2) ∈ A. Define a bipolar random digraph R′ = (V ′, p′)
as follows:
V ′ = V − {u},
p′(s, t, σ ) = p(s, t, σ ) for all (s, t, σ ) ∈ V ′2 ×Ω.
Let R∞ = (V , p∞) and R′∞ = (V ′, p′∞) be the transitive closures of R and R′, respectively. Then:
p∞(s, t, σ ) = p′∞(s, t, σ ) for all (s, t, σ ) ∈ V ′2 ×Ω,
p∞(s, u, σ ) = 0 for all s ∈ V , σ ∈ Ω,
p∞(u, t, σ ) = p(u, v2, σ2)p′∞(v2, t, σσ2) for all t ∈ V − {u, v2}, σ ∈ Ω,
p∞(u, v2, σ2) = p(u, v2, σ2),
p∞(u, v2,−σ2) = p(u, v2, σ2)p′∞(v2, v2,−1).
3. If indegD(u) = outdegD(u) = 1, let v1, v2 ∈ V be such that (v1, u, σ1), (u, v2, σ2) ∈ A. In addition, assume that there exists
no directed (u, u,−1)-walk in D. Define a bipolar random digraph R′ = (V ′, p′) as follows:
V ′ = V − {u},
p′(s, t, σ ) = p(s, t, σ ) for all (s, t, σ ) ∈ V ′2 ×Ω such that (s, t, σ ) ≠ (v1, v2, σ1σ2),
p′(v1, v2, σ1σ2) = p(v1, v2, σ1σ2)+ p(v1, u, σ1)p(u, v2, σ2)− p(v1, v2, σ1σ2)p(v1, u, σ1)p(u, v2, σ2).
Let R∞ = (V , p∞) and R′∞ = (V ′, p′∞) be the transitive closures of R and R′, respectively. Then:
p∞(s, t, σ ) = p′∞(s, t, σ ) for all (s, t, σ ) ∈ V ′2 ×Ω,
p∞(v1, u, σ1) = p(v1, u, σ1),
p∞(v1, u,−σ1) = p′∞(v1, v1,−1)p(v1, u, σ1),
p∞(s, u, σ ) = p′∞(s, v1, σσ1)p(v1, u, σ1) for all s ∈ V − {u, v1}, σ ∈ Ω,
p∞(u, t, σ ) = p(u, v2, σ2)p′∞(v2, t, σσ2) for all t ∈ V − {u, v2}, σ ∈ Ω,
p∞(u, v2, σ2) = p(u, v2, σ2),
p∞(u, v2,−σ2) = p(u, v2, σ2)p′∞(v2, v2,−1),
p∞(u, u,−1) = 0,
p∞(u, u, 1) = p(u, v2, σ2)p′∞(v2, v1, σ1σ2)p(v1, u, σ1) if v1 ≠ v2,
p∞(u, u, 1) = p(u, v2, σ2)p(v1, u, σ1) if v1 = v2.
Proof. We shall prove only Case 3 of the lemma; Cases 1 and 2 are simpler and are proved similarly.
In this proof, for clarity and convenience, we shall write P(V , B) to mean P({(V , B)}) for any B ⊆ V 2 ×Ω .
Let a1, a2, and a3 denote the following arcs: a1 = (v1, u, σ1), a2 = (u, v2, σ2), and a3 = (v1, v2, σ1σ2). Let pi = p(ai)
for i = 1, 2, 3, p′3 = p′(a3), and note that p′3 = p3 + p1p2 − p1p2p3. Furthermore, let C = {{a3}, {a1, a2}, {a1, a3}, {a2, a3},{a1, a2, a3}}. Finally, let the support digraph of R′ and the probability space associated with R′ be denoted D′ = (V ′, A′, p′)
and (D ′, E ′, P ′), respectively.
First, we make some preliminary observations to assist with the main calculation.
(i) p′3 = p3 + p1p2 − p1p2p3 =

C∈C

a∈C p(a)

a∈{a1,a2,a3}−C (1− p(a)).
(ii) From (i) it follows that p′3 ≠ 0 if and only if p3 ≠ 0 or p1p2 ≠ 0.
(iii) Let B ⊆ A− {a1, a2, a3}, B′ = B ∩ A′, C ∈ C, and (s, t, σ ) ∈ V ′2 ×Ω . Then
(V , B) has a directed (s, t, σ )-walk if and only if (V ′, B′) has a directed (s, t, σ )-walk
and
(V , B ∪ C) has a directed (s, t, σ )-walk if and only if (V ′, B′ ∪ {a3}) has a directed (s, t, σ )-walk.
The latter observation follows from (ii) above.
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(iv) Let B ⊆ V 2 ×Ω − {a1, a2, a3}, B′ = B ∩ (V ′2 ×Ω), and C ⊆ {a1, a2, a3}. If B ≠ B′, then P(V , B ∪ C) = 0. Otherwise
P(V , B ∪ C) =

a∈B∪C
p(a)

a∈V2×Ω−(B∪C)
(1− p(a))
=

a∈C
p(a)

a∈{a1,a2,a3}−C
(1− p(a))

a∈B
p(a)

a∈V2×Ω−{a1,a2,a3}−B
(1− p(a))
=

a∈C
p(a)

a∈{a1,a2,a3}−C
(1− p(a))

a∈B′
p′(a)

a∈V ′2×Ω−{a3}−B′

1− p′(a)
=

a∈C
p(a)

a∈{a1,a2,a3}−C
(1− p(a))

P ′(V ′, B′)
1− p′3
.
(v) For all B′ ⊆ V ′2 ×Ω − {a3},
P ′(V ′, B′ ∪ {a3}) = p
′
3
1− p′3
P ′(V ′, B′).
(vi) For all (s, t, σ ) ∈ V ′2 ×Ω , the following holds.
p′∞(s, t, σ ) =

B′⊆V ′2×Ω
(V ′,B′) has an (s,t,σ )-walk
P ′(V ′, B′)
=

B′⊆V ′2×Ω−{a3}
(V ′,B′) has an (s,t,σ )-walk

P ′(V ′, B′)+ P ′ V ′, B′ ∪ {a3} + 
B′⊆V ′2×Ω−{a3}
(V ′,B′∪{a3}) has an (s,t,σ )-walk
(V ′,B′) has no (s,t,σ )-walk
P ′

V ′, B′ ∪ {a3}

.
We are now ready for the main calculation. Take any (s, t, σ ) ∈ V ′2 ×Ω . Using, in order, observations (iii), (iv), (i), (v),
and (iv) from above, as well as Lemmas 4.2(ii) and 4.6, we obtain the following.
p∞(s, t, σ ) =

B⊆V2×Ω
(V ,B) has an (s,t,σ )-walk
P(V , B) =

C⊆{a1,a2,a3}

B⊆V2×Ω−{a1,a2,a3}
(V ,B∪C) has an (s,t,σ )-walk
P(V , B ∪ C)
=

C⊆{a1,a2,a3}

B⊆V2×Ω−{a1,a2,a3}
(V ,B) has an (s,t,σ )-walk
P(V , B ∪ C)+

C∈C

B⊆V2×Ω−{a1,a2,a3}
(V ,B∪C) has an (s,t,σ )-walk
(V ,B) has no (s,t,σ )-walk
P(V , B ∪ C)
=
 
C⊆{a1,a2,a3}

a∈C
p(a)

a∈{a1,a2,a3}−C
(1− p(a))
 
B′⊆V ′2×Ω−{a3}
(V ′,B′) has an (s,t,σ )-walk
P ′(V ′, B′)
1− p′3
+

C∈C

a∈C
p(a)

a∈{a1,a2,a3}−C
(1− p(a))
 
B′⊆V ′2×Ω−{a1,a2,a3}
(V ′,B′∪{a3}) has an (s,t,σ )-walk
(V ′,B′) has no (s,t,σ )-walk
P ′(V ′, B′)
1− p′3
=

B′⊆V ′2×Ω−{a3}
(V ′,B′) has an (s,t,σ )-walk
P ′(V ′, B′)
1− p′3
+ p′3 ·

B′⊆V ′2×Ω−{a1,a2,a3}
(V ′,B′∪{a3}) has an (s,t,σ )-walk
(V ′,B′) has no (s,t,σ )-walk
P ′(V ′, B′)
1− p′3
=

B′⊆V ′2×Ω−{a3}
(V ′,B′) has an (s,t,σ )-walk

P ′(V ′, B′)+ P ′(V ′, B′) p
′
3
1− p′3

+

B′⊆V ′2×Ω−{a3}
(V ′,B′∪{a3}) has an (s,t,σ )-walk
(V ′,B′) has no (s,t,σ )-walk
P ′(V ′, B′)
p′3
1− p′3
=

B′⊆V ′2×Ω−{a3}
(V ′,B′) has an (s,t,σ )-walk

P ′(V ′, B′)+ P ′ V ′, B′ ∪ {a3}+ 
B′⊆V ′2×Ω−{a3}
(V ′,B′∪{a3}) has an (s,t,σ )-walk
(V ′,B′) has no (s,t,σ )-walk
P ′

V ′, B′ ∪ {a3}

= p′∞(s, t, σ ).
Hence p∞(s, t, σ ) = p′∞(s, t, σ ) for all (s, t, σ ) ∈ V ′2 ×Ω , as claimed.
P. Niesink et al. / Discrete Applied Mathematics 161 (2013) 217–243 229
Since any directed (v1, u, σ1)-walk contains the arc (v1, u, σ1), which forms a minimal directed (v1, u, σ1)-walk, it is
clear that
p∞(v1, u, σ1) = P(E(v1,u,σ1)) = p(v1, u, σ1).
By the assumption, since vertex u is not isolated and lies in no directed closed walk of negative sign, the arc (v1, u, σ1)
lies in no directed closed walk of negative sign either. Consequently, the events E(v1,v1,−1) and E(v1,u,σ1) are independent in
(D, E, P), and we have
p∞(v1, u,−σ1) = P(E(v1,u,−σ1)) = P(E(v1,v1,−1))P(E(v1,u,σ1))
= p∞(v1, v1,−1)p(v1, u, σ1) = p′∞(v1, v1,−1)p(v1, u, σ1).
Similarly, for any s ∈ V −{u, v1} and σ ∈ Ω , since by the assumption the arc (v1, u, σ1) lies in no directed closed walk of
negative sign in D, it lies in no directed minimal (s, v1, σσ1)-walk. Hence the events E(s,v1,σσ1) and E(v1,u,σ1) are independent
in (D, E, P), and we have
p∞(s, u, σ ) = P(E(s,u,σ )) = P(E(s,v1,σσ1))P(E(v1,u,σ1))
= p∞(s, v1, σσ1)p(v1, u, σ1) = p′∞(s, v1, σσ1)p(v1, u, σ1).
Analogously, for any t ∈ V − {u, v2} and σ ∈ Ω ,
p∞(u, t, σ ) = p(u, v2, σ2)p′∞(v2, t, σσ2),
p∞(u, v2, σ2) = p(u, v2, σ2),
and
p∞(u, v2,−σ2) = p(u, v2, σ2)p′∞(v2, v2,−1).
From the assumption, it is clear that p∞(u, u,−1) = 0. If v1 ≠ v2, then the events E(u,v2,σ2), E(v2,v1,σ1σ2), and E(v1,u,σ1) are
mutually independent in (D, E, P), and hence
p∞(u, u, 1) = P(E(u,v2,σ2))P(E(v2,v1,σ1σ2))P(E(v1,u,σ1)) = p(u, v2, σ2)p′∞(v2, v1, σ1σ2)p(v1, u, σ1).
If v1 = v2, however, then necessarily σ1 = σ2 and the arcs (u, v2, σ2) and (v1, u, σ1) comprise a minimal directed (u, u, 1)-
walk. Hence
p∞(u, u, 1) = p(u, v2, σ2)p(v1, u, σ1).
This proves all statements in Case 3 of the lemma. 
Note that in Case 3 of the above lemma we will need to check that the removed vertex u does not lie in a directed closed
walk of negative sign. To check this condition, we shall use Algorithm 4.7; the following (slightly more general) lemma
will allow for only one run of Algorithm 4.7 at the very beginning, even though many reduction steps may be performed
successively.
Lemma 4.9. Let R = (V , p) be a bipolar random digraph and D = (V , A, p) its support digraph. Assume that the underlying
undirected graph of D is connected. Let u ∈ V be a vertex with indegD(u) ≤ 1 and outdegD(u) ≤ 1. Define a bipolar random
digraph R′ = (V ′, p′) and its support digraph D′ = (V ′, A′, p′) as in Lemma 4.8. Then, for all (s, t, σ ) ∈ V ′2 ×Ω , there exists a
directed (s, t, σ )-walk in D′ if and only if there exists a directed (s, t, σ )-walk in D.
Proof. This has been shown in Observation (iii) in the proof of Lemma 4.8 for Case 3; Cases 1 and 2 are similar and
simpler. 
Algorithm 4.10. Reduction–recovery algorithm: Transitive closure of a bipolar random digraph R = (V , p) with support
digraph D = (V , A, p).
(comment: determine whether D contains an (s, t, σ )-walk, for all (s, t, σ ); use Algorithm 4.7)
w := DirectedWalks(V , A);
(comment: reduction)
stack := ∅;
While (there exists u ∈ V such that indegD(u) ≤ 1 and outdegD(u) ≤ 1, and |V | ≥ 2) do
If indegD(u) = 1 and outdegD(u) = 0 then do
type(u) := 1;
determine v1 ∈ V and σ1 ∈ Ω such that (v1, u, σ1) ∈ A;
head(u) := (v1, σ1);
put u on stack;
V := V − {u};
A := A− {(v1, u, σ1)}
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Else if indegD(u) = 0 and outdegD(u) = 1 then do
type(u) := 2;
determine v2 ∈ V and σ2 ∈ Ω such that (u, v2, σ2) ∈ A;
tail(u) := (v2, σ2);
put u on stack;
V := V − {u};
A := A− {(u, v2, σ2)}
Else ifw(u, u,−1) = 0 then do
type(u) := 3;
determine v1 ∈ V and σ1 ∈ Ω such that (v1, u, σ1) ∈ A;
head(u) := (v1, σ1);
determine v2 ∈ V and σ2 ∈ Ω such that (u, v2, σ2) ∈ A;
tail(u) := (v2, σ2);
put u on stack;
V := V − {u};
A := A− {(v1, u, σ1), (u, v2, σ2)} ∪ {(v1, v2, σ1σ2)};
p(v1, v2, σ1σ2) := p(v1, v2, σ1σ2)+ p(v1, u, σ1)p(u, v2, σ2)− p(v1, v2, σ1σ2)p(v1, u, σ1)p(u, v2, σ2);
compute transitive closure (V , p∞) of (V , p);
(comment: recover the transitive closure of the original bipolar random digraph)
While stack ≠ ∅ do
pop u from stack;
V := V ∪ {u};
If type(u) = 1 then do
(v1, σ1) := head(u);
p∞(v1, u, σ1) := p(v1, u, σ1);
p∞(v1, u,−σ1) := p∞(v1, v1,−1)p(v1, u, σ1);
For all s ∈ V − {u, v1}, σ ∈ Ω do p∞(s, u, σ ) := p∞(s, v1, σσ1)p(v1, u, σ1);
For all t ∈ V , σ ∈ Ω do p∞(u, t, σ ) := 0
Else if type(u) = 2 then do
(v2, σ2) := tail(u);
p∞(u, v2, σ2) := p(u, v2, σ2);
p∞(u, v2,−σ2) := p(u, v2, σ2)p∞(v2, v2,−1);
For all s ∈ V , σ ∈ Ω do p∞(s, u, σ ) := 0;
For all t ∈ V − {u, v2}, σ ∈ Ω do p∞(u, t, σ ) := p(u, v2, σ2)p∞(v2, t, σσ2)
Else if type(u) = 3 then do
(v1, σ1) := head(u);
(v2, σ2) := tail(u);
p∞(v1, u, σ1) := p(v1, u, σ1);
p∞(v1, u,−σ1) := p∞(v1, v1,−1)p(v1, u, σ1);
For all s ∈ V − {v1, u}, σ ∈ Ω do p∞(s, u, σ ) := p∞(s, v1, σσ1)p(v1, u, σ1);
p∞(u, v2, σ2) := p(u, v2, σ2);
p∞(u, v2,−σ2) := p(u, v2, σ2)p∞(v2, v2,−1);
For all t ∈ V − {u, v2}, σ ∈ Ω do p∞(u, t, σ ) := p(u, v2, σ2)p∞(v2, t, σσ2);
If v1 = v2 then do p∞(u, u, 1) := p(v1, u, σ1)p(u, v2, σ2)
Else do p∞(u, u, 1) := p(v1, u, σ1)p(u, v2, σ2)p∞(v2, v1, σ1σ2);
p∞(u, u,−1) := 0;
Then (V , p∞) is the transitive closure of the original bipolar random digraph R = (V , p).
It is not hard to see that the reduction–recovery part of the algorithm above requires at most O(n2) operations for each
reduced vertex (where n is the total number of vertices). As we shall see in subsequent sections, this number is negligible
compared to the complexity of the computation of transitive closure.
4.3. Complete State Enumeration Algorithm
Let R = (V , p) be a bipolar random digraph and D = (V , A, p) its support digraph. In this section we present a simple
algorithm for computing the transitive closure (V , p∞) of R by generating all subdigraphs of D, checking for each of them
whether it contains a directed (s, t, σ )-walk (for all (s, t, σ ) ∈ V 2 × Ω), and then computing the probability according to
Lemma 4.6. We mention that this approach has been briefly described in [2] for the various network reliability problems.
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Fig. 5. See Example 4.13.
In the algorithm below, the subsets of the arc set A are generated in a Gray code ordering for increased efficiency.
Algorithms for generating a Gray code ordering of subsets of a given set are well known; see for example [9, Algorithm 2.3].
If A′ is a current set in a Gray code ordering of subsets of A, then next(A′, A)will denote the element of A to be either added
to A′ or taken out of A′ to create the next set in this ordering. Note that next(A′, A) can be computed inO(|A|) bit operations,
which is no more costly than computing the next subset in a lexicographic ordering.
Algorithm 4.11. Complete State Enumeration Algorithm: Transitive closure of a bipolar randomdigraph R = (V , p)with support
digraph D = (V , A, p).
(comment: initialization)
For all (s, t, σ ) ∈ V 2 ×Ω do p∞(s, t, σ ) := 0;
(comment: start generating subsets A′ of A in a Gray code ordering)
A′ := ∅;
q :=a∈A(1− p(a));
For i = 1 to 2|A| − 1 do
(comment: compute q = P {(V , A′)} for the next subset A′ in the Gray code ordering)
a := next(A′, A);
If a ∈ A′ then do
A′ := A′ − {a};
q := q · 1−p(a)p(a)
Else do
A′ := A′ ∪ {a};
q := q · p(a)1−p(a) ;
(comment: determine whether (V , A′) contains an (s, t, σ )-walk, for all (s, t, σ ); use Algorithm 4.7)
w := DirectedWalks(V , A′);
(comment: update all p∞(s, t, σ ) for this arc set A′)
For all (s, t, σ ) ∈ V 2 ×Ω do
Ifw(s, t, σ ) = 1 then do p∞(s, t, σ ) := p∞(s, t, σ )+ q;
Then (V , p∞) is the transitive closure of R = (V , p).
It is not hard to see that the algorithm is of time complexity O(n32m), where n = |V | andm = |A|.
4.4. Algorithms based on the Principle of Inclusion–Exclusion
In the algorithms for computing the transitive closure of a bipolar randomdigraph R = (V , p) in this and the next section,
we shall begin by generating a set of representatives of all minimal directed (s, t, σ )-walks, for all (s, t, σ ) ∈ V 2×Ω , in the
support digraph of R. First, let us explain what we mean by a representative of a walk.
Definition 4.12. Let R = (V , p) be a bipolar randomdigraph,D its support digraph, andW a directedwalk inD. The uncertain
arc set ofW is defined as A∗(W ) = {a ∈ A(W ) : p(a) < 1}. (Note that if a ∈ A(W ), then necessarily p(a) > 0.)
A directed walkW ∗ is said to be a representative of the directed walkW if A∗(W ∗) ⊆ A∗(W ).
Example 4.13. Let R be a bipolar random digraph with the support digraph D illustrated in Fig. 5. Let p(a1) = 0.1, p(a2) =
0.2, p(a3) = 1, p(a4) = 1, and p(a5) = 0.4, and let W = u0a1u1a2u2a3u3a5u4 and W ′ = u0a1u1a4u3a5u4 be two directed
walks in D. Observe that A∗(W ) = {a1, a2, a5} and A∗(W ′) = {a1, a5}. HenceW ′ is a representative ofW .
The lemma below explains the importance of a set of representatives of the minimal directed (s, t, σ )-walks. The proof
is straightforward and therefore omitted.
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Lemma 4.14. Let R = (V , p) be a bipolar random digraph, D = (V , A) its support digraph, and (s, t, σ ) ∈ V 2×Ω . Furthermore,
let W andWmin be the sets of all directed (s, t, σ )-walks and minimal directed (s, t, σ )-walks, respectively, and let Wrep be a set
of representatives of all minimal directed (s, t, σ )-walks in D. Then
P(E(s,t,σ )) = P

W∈W
EA(W )

= P
 
W∈Wmin
EA(W )

= P
 
W∈Wrep
EA∗(W )
 .
We are now ready to present an algorithm that generates a set of representatives of all minimal directed (s, t, σ )-walks.
Recall that for a directedwalkW , the symbol V#(W ) denotes the vertexmultiset ofW , andµ(e,M) denotes themultiplicity
of an element e in a multisetM .
Algorithm 4.15. Generate a set of representatives of all minimal directed (s, t, σ )-walks, for all (s, t, σ ) ∈ V 2×Ω , in a bipolar
random digraph R = (V , p) with support digraph D = (V , A).
(comment: initialization)
For all (s, t, σ ) ∈ V 2 ×Ω do
Wrep(s, t, σ ) := ∅;
If (s, t, σ ) ∈ A then do
V#(W ) := ⟨s, t⟩;
If p(s, t, σ ) < 1 then do A∗(W ) := {(s, t, σ )} else A∗(W ) := ∅;
length(W ) := 1;
Wrep(s, t, σ ) := Wrep(s, t, σ ) ∪ {W };
(comment: generate representatives of minimal directed walks)
For ℓ = 2 to |V | do
For all (s, t, σ ) ∈ V 2 ×Ω do (A)
For all (s, i, τ ) ∈ A do
For allW ′ ∈ Wrep(i, t, τσ ) do
If length(W ′) = ℓ− 1 and µ(s, V#(W ′)− ⟨t⟩) ≤ 1 then do
V#(W ) := V#(W ′) ∪ ⟨s⟩;
If p(s, i, τ ) < 1 then do A∗(W ) := A∗(W ′) ∪ {(s, i, τ )};
length(W ) := ℓ;
If A∗(W ′′) ⊈ A∗(W ) for allW ′′ ∈ Wrep(s, t, σ ) then do
For allW ′′ ∈ Wrep(s, t, σ ) do
If A∗(W ) ⊂ A∗(W ′′) thenWrep(s, t, σ ) := Wrep(s, t, σ )− {W ′′};
Wrep(s, t, σ ) := Wrep(s, t, σ ) ∪ {W }; (B)
(comment: if there are negative directed cycles, continue with generation)
IfWrep(s, s,−1) ≠ ∅ for some s ∈ V then do
For ℓ = |V | + 1 to 2|V | do
Repeat steps from (A) to (B);
ThenWrep(s, t, σ ) is a set of representatives all minimal directed (s, t, σ )-walks, for all (s, t, σ ) ∈ V 2 ×Ω .
Before proving correctness of the above algorithm, let us briefly examine its time complexity. Let n = |V | and m = |A|,
and letw be the maximum size of any setWrep(s, t, σ ) of representatives of minimal directed (s, t, σ )-walks. It is not hard
to see, then, that the algorithm’s time complexity is in the order O(n3m3w3). Of course, the most important factor in this
upper bound isw3, as the number of walks in some setsWrep(s, t, σ ) could be exponential in n.
Lemma 4.16. Let R = (V , p) be a bipolar random digraph with support digraph D = (V , A). Algorithm 4.15 correctly generates
a set of representatives of all minimal directed (s, t, σ )-walks, for all (s, t, σ ) ∈ V 2 ×Ω .
Proof. It suffices to show that at the end of the algorithm, for all (s, t, σ ) ∈ V 2 ×Ω , every minimal directed (s, t, σ )-walk
W has a representativeW ∗ inWrep(s, t, σ ).
LetW be aminimal directed (s, t, σ )-walk of length ℓ. By induction on ℓ, we shall prove that a representative ofW will be
added toWrep(s, t, σ ) by step ℓ. If ℓ = 1, thenW itself is entered intoWrep(s, t, σ ) in the initialization. Suppose that for all
(u, v, τ ) ∈ V 2 ×Ω , each minimal directed (u, v, τ )-walk of length k ≤ ℓ− 1, for some ℓ ≥ 2, has a representative that has
been added toWrep(u, v, τ ) by step k. LetW be aminimal directed (s, t, σ )-walk of length ℓ. ThenW = (s, i, τ )W ′ for some
i ∈ V , τ ∈ Ω , and aminimal directed (i, t, τσ )-walkW ′ of length ℓ−1. By the induction hypothesis, a representativeW ′′ of
W ′ has been added toWrep(i, t, τσ ) by step ℓ− 1. At step ℓ, the directed (s, t, σ )-walk W˜ = (s, i, τ )W ′′ is generated. Since
A∗(W ′′) ⊆ A∗(W ′), we have that A∗(W˜ ) ⊆ A∗(W ), that is, W˜ is a representative forW . If W˜ already has a representative in
Wrep(s, t, σ ), then it is discarded. Otherwise, all directed (s, t, σ )-walks inWrep(s, t, σ ) for which W˜ is a representative are
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discarded, and W˜ is added to the set. In either case,W will have a representative inWrep(s, t, σ ) by the end of step ℓ. Observe
that W˜ is discarded later in the algorithm only if a representative for it is generated, which will then also be a representative
forW . Thus, by induction, everyminimal directed (s, t, σ )-walk of length ℓwill have a representative inWrep(s, t, σ ) by the
end of step ℓ. Since by Lemma 2.7 we know that ℓ ≤ 2|V |, the result follows. 
Note that condition µ(s, V#(W ) − ⟨t⟩) ≤ 1 in Algorithm 4.15 minimizes, but does not prevent generation of non-
minimal directed walks. However, each non-minimal directed walk has a minimal representative, and therefore will be
discarded. Note also that at the end of the algorithm, no member ofWrep(s, t, σ )will be a representative of another; hence,
the algorithm generates a minimal set of representatives for minimal directed (s, t, σ )-walks.
Using Lemma 4.4(iii), (iv), we can now compute the transitive closure of a bipolar random digraph as follows.
Algorithm 4.17. PIE Algorithm—Basic Version: Transitive closure of a bipolar random digraph R = (V , p).
For all (s, t, σ ) ∈ V 2 ×Ω do
Generate a setWrep(s, t, σ ) of representatives of all minimal directed (s, t, σ )-walks (Algorithm 4.15);
For all (s, t, σ ) ∈ V 2 ×Ω do
p∞(s, t, σ ) := 0;
For all S ⊆ Wrep(s, t, σ ) do
U := ∪W∈S A∗(W );
p∞(s, t, σ ) := p∞(s, t, σ )− (−1)|S|a∈U p(a);
Then (V , p∞) is the transitive closure of (V , p).
Again, let n = |V | and m = |A|, and let w be the maximum size of any set Wrep(s, t, σ ) of representatives of minimal
directed (s, t, σ )-walks. It is not hard to see that the computation of probabilities using the Principle of Inclusion–Exclusion
requires O(n2m2ww log2w) operations (where the factor w comes from generating the next subset ofWrep(s, t, σ ) in the
lexicographic ordering, and m log2w from the computation of up to w unions of sets of size up to m), and as long as w
is not constant, this order clearly dominates over O(n3m3w3) for the generation of the sets Wrep(s, t, σ ). In the next two
subsections, we shall use the following two approaches to improve the running time.
1. Partition each setWrep(s, t, σ ) of representatives ofminimal directed (s, t, σ )-walks into bundles, that is,minimal subsets
B ofWrep(s, t, σ ) such that every walk in B is arc-disjoint from all walks not in B. This will speed up the computation of
the probabilities as the Principle of Inclusion–Exclusion needs to be used only on the individual bundles.
2. Generate subsets ofWrep(s, t, σ ) in a Gray code ordering. This will speed up the computation of the unions and products
in the Principle of Inclusion–Exclusion formula.
4.4.1. Bundling the walks
In this section we present an improvement on Algorithm 4.17 that uses the concept of a bundle partition of a family of
arc sets. We first present the definition and develop several useful properties of bundle partitions.
Definition 4.18. Let S be a family of arc sets in a digraphD. A bundle partition of S is a partitionB of S such that for all B ∈ B
and every arc set A ∈ B, every arc set A′ ∈ S − B is disjoint from A. A nonempty subset B of S is called an S-bundle if B ∈ B
for some bundle partitionB of S. Aminimal S-bundle is an S-bundle that does not properly contain another S-bundle.
In our context, S in the above definition will typically contain arc sets of a family of directed walks.
Example 4.19. Let D be the digraph illustrated in Fig. 6, and let A1, A2, and A3 be the sets of gray arcs, black arcs, and dashed
arcs in D, respectively. Furthermore, let
S = {A(W ) : W is a directed (s, t)−walk in D}
and Bi = {A ∈ S : A ⊆ Ai} for i = 1, 2, 3. Then B1, B2, and B3 are minimal S-bundles, while B = {B1, B2, B3} and
B ′ = {B1, B2 ∪ B3} are two examples of a bundle partition of S.
Lemma 4.20. Let S be a family of arc sets in a digraph D. Then the following hold.
(i) A nonempty subset B of S is an S-bundle if and only if every arc set A ∈ B is disjoint from every arc set A′ ∈ S − B.
(ii) A nonempty proper subset B of S is an S-bundle if and only if S − B is an S-bundle.
(iii) If B and B′ are S-bundles and B ∩ B′ ≠ ∅, then B ∩ B′ is an S-bundle.
(iv) A nonempty subset B of S is a minimal S-bundle if and only if for every S-bundle B′ we have that either B∩B′ = ∅ or B ⊆ B′.
(v) The set of all minimal S-bundles forms a bundle partition of S.
Proof. The ‘‘only if’’ part of Statement (i) follows directly from the definition of an S-bundle. If B is a nonempty subset of S
such that every A ∈ B is disjoint from every A′ ∈ S− B, then {B, S− B} is a bundle partition of S and hence B is an S-bundle.
This proves the ‘‘if’’ part of (i).
Statement (ii) follows directly from (i).
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Fig. 6. See Example 4.19.
Let B and B′ be two S-bundleswith a nonempty intersection, and take any A ∈ B∩B′. Since B is an S-bundle, any A′ ∈ S−B
is disjoint from A, and since B′ is an S-bundle, any A′ ∈ S− B′ is disjoint from A. Hence any A′ in S− (B∩ B′) is disjoint from
A, and B ∩ B′ is an S-bundle, as claimed in (iii).
Let B be aminimal S-bundle, and B′ any S-bundle such that B∩B′ ≠ ∅. By (iii), B∩B′ is an S-bundle contained in B, whence
B ∩ B′ = B and so B ⊆ B′. Conversely, suppose B is an S-bundle such that for any S-bundle B′ we have either B ∩ B′ = ∅ or
B ⊆ B′. Hence if B′ is an S-bundle contained in B, then B = B′, showing that B is a minimal S-bundle. This proves (iv).
Take any A ∈ S. Suppose A lies in no minimal S-bundle. Since {S} is an S-bundle, A certainly lies in some S-bundle.
Let B be a smallest S-bundle containing A. If B is not a minimal S-bundle, then B properly contains an S-bundle B′. By the
assumption, A ∉ B′. Now, S − B′ and B − B′ = (S − B′) ∩ B are S-bundles by (ii) and (iii), respectively. Hence, B − B′ is an
S-bundle containing A that is properly contained in B, contradicting the choice of B. We conclude that every A ∈ S lies
in some minimal S-bundle. Since minimal S-bundles are pairwise disjoint by (iv), it follows that the set of all minimal
S-bundles is a partition of S. 
Statement (v) of Lemma 4.20 suggests the following definition.
Definition 4.21. Let S be family of arc sets in a digraph D. Aminimal bundle partition of S is a bundle partitionB of S such
that each B ∈ B is a minimal S-bundle.
Note that by Statement (v) of Lemma 4.20, any set S has a uniqueminimal bundle partition. Also, observe that the bundle
partitionB in Example 4.19 is a minimal bundle partition, whileB ′ is not.
Recall thatWrep(s, t, σ ) denotes a set of representatives of all minimal (s, t, σ )-walks. ByA∗(s, t, σ )we shall denote the
collection of uncertain arc sets of the walks inWrep(s, t, σ ); that is, A∗(s, t, σ ) = {A∗(W ) : W ∈ Wrep(s, t, σ )}. We shall
now prove some auxiliary lemmas that show how to compute the probability of the event E(s,t,σ ) from the probabilities of
events ∪A∈Bi EA, where the Bi are the minimalA∗(s, t, σ )-bundles.
Lemma 4.22. Let V be a vertex set, and I, J ⊆ N finite sets. Let {Ai : i ∈ I} and {Bj : j ∈ J} be two families of subsets of V 2 ×Ω
such that Ai ∩ Bj = ∅ for all i ∈ I, j ∈ J . Then
P

(∪i∈I EAi) ∩ (∪j∈J EBj)
 = P ∪i∈I EAi P ∪j∈J EBj ,
that is, ∪i∈I EAi and ∪j∈J EBj are independent events.
Proof. We shall prove the statement of the lemma by induction on |I|. First, let I = {A}. Using the Principle of
Inclusion–Exclusion and Lemma 4.4 we obtain
P

EA ∩ (∪j∈J EBj)
 = P ∪j∈J(EA ∩ EBj)
=

j∈J
P(EA ∩ EBj)−

j<k
P(EA ∩ EBj ∩ EBk)+ · · · − (−1)|J|P(EA ∩ (∩j∈J EBj))
=

j∈J
P(EA ∩ EBj)−

j<k
P(EA ∩ EBj∪Bk)+ · · · − (−1)|J|P(EA ∩ E∪j∈J Bj)
=

j∈J
P(EA)P(EBj)−

j<k
P(EA)P(EBj∪EBk )+ · · · − (−1)|J|P(EA)P(E∪j∈J Bj)
= P(EA)

j∈J
P(EBj)−

j<k
P(EBj ∩ EBk)+ · · · − (−1)|J|P(∩j∈J EBj)

= P(EA)P(∪j∈J EBj).
P. Niesink et al. / Discrete Applied Mathematics 161 (2013) 217–243 235
Assume the statement of the lemma is true for all families {Ai : i ∈ I}with |I| ≥ 1 such that Ai ∩ Bj = ∅ for all i ∈ I, j ∈ J .
Let A ⊆ V 2×Ω be such that A∩ Bj = ∅ for all j ∈ J . We shall show that the statement holds for the family {Ai : i ∈ I} ∪ {A}.
Using the induction hypothesis several times and Lemma 4.4 we obtain
P

(EA ∪ (∪i∈I EAi)
 ∩ (∪j∈J EBj)) = P EA ∩ (∪j∈J EBj) ∪ (∪i∈I EAi) ∩ (∪j∈J EBj)
= P EA ∩ (∪j∈J EBj)+ P (∪i∈I EAi) ∩ (∪j∈J EBj)− P EA ∩ (∪i∈I EAi) ∩ (∪j∈J EBj)
= P(EA)P(∪j∈J EBj)+ P(∪i∈I EAi)P(∪j∈J EBj)− P

(∪i∈I(EA∪Ai)) ∩ (∪j∈J EBj)

= P(EA)P(∪j∈J EBj)+ P(∪i∈I EAi)P(∪j∈J EBj)− P
∪i∈I(EA∪Ai) P(∪j∈J EBj)
= P(EA)+ P(∪i∈I EAi)− P EA ∩ (∪i∈I EAi) P(∪j∈J EBj)
= P EA ∪ (∪i∈I EAi) P(∪j∈J EBj).
The result follows by induction. 
For any real numbers q1, . . . , qm, let PIE(q1, . . . , qm) denote the expression
PIE(q1, . . . , qm) =

1≤i≤m
qi −

1≤i<j≤m
qiqj +

1≤i<j<k≤m
qiqjqk − · · · − (−1)mq1 . . . qm.
The following is easy to see and is left to the reader to verify.
Lemma 4.23. For any real numbers q1, . . . , qm, we have
PIE(q1, . . . , qm) = q1 + (1− q1)PIE(q2, . . . , qm).
Lemma 4.24. Let m ∈ N and for each i ∈ {1, 2, . . . ,m}, let Ji be a finite subset of N. For each i ∈ {1, 2, . . . ,m} and j ∈ Ji, let
Aij ⊆ V 2 ×Ω , where V is a fixed vertex set. For all i, i′ ∈ {1, 2, . . . ,m} such that i ≠ i′, assume (∪j∈Ji Aij) ∩ (∪j∈Ji′ Ai
′
j ) = ∅. For
each i ∈ {1, 2, . . . ,m}, denote qi = P(∪j∈Ji EAij). Then the following hold.
(i) P

(∪j∈J1 EA1j ) ∩ · · · ∩ (∪j∈Jm EAmj )

= q1 . . . qm.
(ii) P

(∪j∈J1 EA1j ) ∪ · · · ∪ (∪j∈Jm EAmj )

= PIE(q1, . . . , qm).
Proof. We prove (i) by induction on m. Clearly, the statement holds for m = 1, and by Lemma 4.22 it holds for m = 2.
Suppose it holds for somem ≥ 2. Using Lemma 4.22 and the induction hypothesis we obtain
P

(∪j∈J1 EA1j ) ∩ · · · ∩ (∪j∈Jm−1 EAm−1j ) ∩ (∪j∈Jm EAmj ) ∩ (∪j∈Jm+1 EAm+1j )

= P

(∪j∈J1 EA1j ) ∩ · · · ∩ (∪j∈Jm−1 EAm−1j ) ∩

∪j∈Jm ∪j′∈Jm+1(EAmj ∩ EAm+1j′ )

= P(∪j∈J1 EA1j ) . . . P(∪j∈Jm−1 EAm−1j )P

∪j∈Jm ∪j′∈Jm+1 EAmj ∪Am+1j′

= P(∪j∈J1 EA1j ) . . . P(∪j∈Jm−1 EAm−1j )P

(∪j∈Jm EAmj ) ∩ (∪j∈Jm+1 EAm+1j )

= P(∪j∈J1 EA1j ) . . . P(∪j∈Jm−1 EAm−1j )P(∪j∈Jm EAmj )P(∪j∈Jm+1 EAm+1j )
= q1 . . . qm−1qmqm+1.
The result follows by induction.
Part (ii) easily follows from the Principle of Inclusion–Exclusion and Statement (i). 
Recall that Wrep(s, t, σ ) denotes a set of representatives of all minimal (s, t, σ )-walks generated by Algorithm 4.15,
and A∗(s, t, σ ) = {A∗(W ) : W ∈ Wrep(s, t, σ )}. We can now summarize the results of the previous three lemmas for our
purposes.
Corollary 4.25. For any (s, t, σ ) ∈ V 2 × Ω , let {B1, . . . , Bm} be the minimal bundle partition of A∗(s, t, σ ), and let qi =
P(∪A∈Bi EA) for all i ∈ {1, . . . ,m}. Then p∞(s, t, σ ) = PIE(q1, . . . , qm).
Proof. From Lemma 4.24(ii) we easily obtain
p∞(s, t, σ ) = P(∪mi=1 ∪A∈Bi EA) = PIE(q1, . . . , qm). 
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We shall now modify Algorithm 4.17 in such a way that after the sets Wrep(s, t, σ ) of representatives of all minimal
directed (s, t, σ )-walks are generated, theminimalA∗(s, t, σ )-bundle partitionsB(s, t, σ ) are created before the probabil-
ities are computed. For any bundle B, we let U(B) = ∪A∈B A. To simplify the writing of the algorithm, we shall assume that
U(B) is easily computed for any bundle B.
Algorithm 4.26. PIE Algorithm—Bundles Version: Transitive closure of a bipolar random digraph R = (V , p).
For all (s, t, σ ) ∈ V 2 ×Ω do
Generate a setWrep(s, t, σ ) of representatives of all minimal directed (s, t, σ )-walks (Algorithm 4.15);
A∗(s, t, σ ) := {A∗(W ) : W ∈ Wrep(s, t, σ )};
(comment: create minimalA∗(s, t, σ )-bundle partitionsB(s, t, σ ))
For all (s, t, σ ) ∈ V 2 ×Ω do
B(s, t, σ ) := ∅;
For all A ∈ A∗(s, t, σ ) do
B := {A};
For all B′ ∈ B(s, t, σ ) do
If U(B) ∩ U(B′) ≠ ∅ then do
B(s, t, σ ) := B(s, t, σ )− {B′};
B := B ∪ B′;
B(s, t, σ ) := B(s, t, σ ) ∪ {B};
(comment: calculate the probabilities)
For all (s, t, σ ) ∈ V 2 ×Ω
p∞(s, t, σ ) := 0;
For all B ∈ B(s, t, σ ) do
(comment: calculate the probability q of bundle B)
q := 0;
For all S ⊆ B do
U := ∪A∈S A;
q := q− (−1)|S|a∈U p(a);
p∞(s, t, σ ) := q+ (1− q)p∞(s, t, σ );
Then (V , p∞) is the transitive closure of (V , p).
Again, let n = |V | and m = |A|, and let k be the maximum number of bundles in anyB(s, t, σ ), and b be the maximum
size of any bundle in B(s, t, σ ), for all (s, t, σ ) ∈ V 2 × Ω . Unless b is constant (that is, independent of n), the most time-
consuming part of the above algorithm is the computation of probabilities using the Principle of Inclusion–Exclusion; the
number of operations is bounded fromabove byO(n2mk2bb log2 b). In otherwords, ifB(s, t, σ ) is a bundle partition contain-
ing k bundles of size b, then the time complexity of the computation of p∞(s, t, σ )usingAlgorithm4.26 is inO(mk2bb log2 b),
as opposed to O(mk2kbb log2(kb)) using Algorithm 4.17.
Lemma 4.27. For all (s, t, σ ) ∈ V 2 ×Ω , Algorithm 4.26 constructs the minimalA∗(s, t, σ )-bundle partitionB(s, t, σ ).
Proof. Fix (s, t, σ ) ∈ V 2 × Ω . We claim that at any step of the algorithm, the current B(s, t, σ ) is the minimal A-bundle
partition, where A is the subset of A∗(s, t, σ ) corresponding to the arc sets in A∗(s, t, σ ) already considered by the
algorithm.
Initially, A = ∅ and B(s, t, σ ) = ∅, so the claim holds. Suppose that at some step, B(s, t, σ ) is a minimal A-bundle
partition. Consider the next A ∈ A∗(s, t, σ ) and letA′ = A ∪ {A}. Let B1, . . . , Bk ∈ B(s, t, σ ) be all (necessarily minimal)
A-bundles with the property that U(Bi)∩A ≠ ∅, for all i. Let B = B1∪· · ·∪Bk∪{A} andB = B(s, t, σ )−{B1, . . . , Bk}∪{B}.
We claim that B is a minimal A′-bundle partition. Since for each B′ ∈ B − {B} we have U(B′) ∩ U(B) = ∅,B is an
A′-bundle partition. Also, each B′ ∈ B−{B} is clearly aminimalA′-bundle since it is aminimalA-bundle andU(B′)∩A = ∅.
Suppose B is not a minimalA′-bundle. Then B properly contains anA′-bundle B¯. Now B¯− {A} is anA-bundle. Therefore, if
Bi ∩ B¯ ≠ ∅, then Bi ⊆ B¯ since Bi is a minimalA-bundle. Suppose that for some j we have Bj ⊈ B¯. Then for every A′ ∈ Bj we
have A′ ∩ A = ∅ since B¯ is anA′-bundle. However, we have assumed that U(Bj) ∩ A ≠ ∅, a contradiction. Hence Bi ⊆ B¯ for
all i, and B¯ = B. It follows that B is a minimal A′-bundle. Hence B is a minimal A′-bundle partition, and the claim follows
by induction. 
Using Corollary 4.25, we conclude the following.
Corollary 4.28. Algorithm 4.26 correctly computes the transitive closure of a bipolar random digraph.
4.4.2. Using a Gray code for generating subsets of walks
The use of Principle of Inclusion–Exclusion in the calculation of P(∪A∈B EA), where B is anA∗(s, t, σ )-bundle (whether a
minimal A∗(s, t, σ )-bundle as in Algorithm 4.26 or the trivial maximal A∗(s, t, σ )-bundle as in Algorithm 4.17), requires
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the generation of all subsets S of B and the computation of the product of the probabilities of all arcs in the union of sets
contained in S. This procedure can be sped up by a Gray code ordering of the subsets of B.
Algorithms for generating a Gray code ordering of subsets of a given set are well known; see for example
[9, Algorithm 2.3]. Below, if S is a current set in a Gray code ordering of subsets of B, then next(S, B)will denote the element
of B to be either added to S or taken out of S to create the next subset of B in the ordering. We remark that next(S, B) can be
computed in O(|B|), just as in the lexicographic ordering. For a set A, the symbol A# will denote the corresponding multiset
(with the multiplicity of each element equal to 1). Note that, at any given time in the algorithm, U# represents the multiset
union of the elements in the current set S; that is, U# = ∪A∈S A#.
Algorithm 4.29. Computation of P(∪A∈B EA), where B is an A∗(s, t, σ )-bundle in a bipolar random digraph (V , p),
and (s, t, σ ) ∈ V 2 ×Ω .
(comment: initialization)
q := 0;
S := ∅;
U# := ⟨⟩;
prod := 1;
sign := −1;
(comment: generate subsets S in Gray code ordering and compute the probability)
For i = 1 to 2|B| − 1 do
sign := −sign;
A := next(S, B);
If A ∈ S then
S := S − {A};
U# := U# − A#;
A′ := A# − U#;
prod := prod/(a∈A′ p(a))
Else
A′ := A# − U#;
S := S ∪ {A};
U# := U# ∪ A#;
prod := prod ·a∈A′ p(a);
q := q+ sign · prod;
Then q = P(∪A∈B EA).
With the very rough estimate that the computation of prod (including the multiset unions) takes O(m) operations, the
time complexity of the probability associated with a bundle when computed by the above algorithm is in O(m2bb), as
opposed to O(m2bb log2 b)when computed by Algorithm 4.26.
4.5. A boolean algebra approach
The algorithms in Section 4.3 started by generating a set of representatives of all minimal directed (s, t, σ )-walks, and
then proceeded to calculate the probability of the union of the events associated with these walks using the Principle of
Inclusion–Exclusion. In this section we present a different method for computing the probability of the union of events; this
method first converts the union of possibly non-disjoint (dependent) events into a union of disjoint (independent) events,
thus greatly simplifying the calculation of probability. The original version of this approach is due to Fratta andMontanari [5],
and was used to compute the terminal reliability of a network. We explain the method as applied to our problem below.
Let R = (V , p) be a bipolar random digraph and supp(R) = (V , A, p) its support digraph. Let (s, t, σ ) ∈ V 2×Ω . Suppose
thatWrep = {Wj : j = 1, 2, . . . , k} is a set of representatives of all minimal directed (s, t, σ )-walks. Let the events Ej, for
j = 1, 2, . . . , k, be defined by
Ej = {D ∈ D : A∗(Wj) ⊆ A(D)}
and recall from Lemma 4.14 that P(E(s,t,σ )) = P(∪kj=1 Ej). Define the events
E∗(s,t,σ ) = ∪kj=1 Ej
and, for all a ∈ A,
Xa = {D ∈ D : a ∈ A(D)}.
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Then p∞(s, t, σ ) = P(E∗(s,t,σ )) and
E∗(s,t,σ ) =
k
j=1
Ej =
k
j=1
 
a∈A∗(Wj)
Xa
 .
Observe that the event E∗(s,t,σ ) is thus written in a disjunctive normal form; that is, as a union of conjunctive clauses using
literals Xa, for a ∈ A.
Using DeMorgan’s Laws, we can see that
E1 ∪ E2 ∪ · · · ∪ Ek = E1∪˙(E¯1 ∩ (E2 ∪ · · · ∪ Ek)),
where the events E1 and E¯1 ∩ (E2 ∪ · · · ∪ Ek) are independent. (Note that throughout this section, the symbol E¯ denotes the
complement of event E, and ∪˙ denotes disjoint union.) We shall call this step isolating the event E1. The process is repeated
until we have isolated one event (conjunctive clause) after another and the event E∗(s,t,σ ) is written as a disjoint union of
conjunctive clauses:
E∗(s,t,σ ) = E ′1∪˙E ′2∪˙ · · · ∪˙E ′m.
Then
P(E∗(s,t,σ )) = P(E ′1)+ P(E ′2)+ · · · + P(E ′m),
and since each event E ′i is of the form E
′
i = (∩a∈A′ Xa) ∩
∩a∈A′′ X¯a, its probability is easily computed as
P(E ′i ) =

a∈A′
p(a)

a∈A′′
(1− p(a)).
Note, however, that since
E¯1 =

a∈A∗(W1)
X¯a,
isolating each event increases the number of conjunctive clauses in the expression:
E1∪˙

(∪a∈A∗(W1) X¯a) ∩ (∪kj=2 Ej)
 = E1∪˙ 
a∈A∗(W1)
k
j=2
(X¯a ∩ Ej).
The efficiency of this algorithm thus depends on the total number of conjunctive clauses generated. This number is bounded
fromabove by 3|A|−1,which is the total number of possible conjunctive clauses containing literalsXa and their complements.
Since each conjunctive clause generated is independent from the clauses already isolated, and thus no event is generated
twice, the process indeed terminates. Moreover, it can be further sped up by the following two approaches.
1. Remove all redundant conjunctive clauses as soon as they are generated. These are the impossible events (that is, events
containing a conjunction of the form Xa ∩ X¯a) and implied events (that is, events included in another event).
2. Isolate the events in a specific order.
We elaborate on (2) in the next two sections; that is, we give a suggestion for the order in which the terms are to be
isolated for the exact algorithm and the approximation algorithm separately.
4.5.1. The exact boolean algebra algorithm
The number of terms generated at any given step of the process described above depends on the number of literals
in the conjunctive clause we are isolating. An obvious heuristic to generate fewer new clauses is to isolate a clause with
the fewest literals [5]. However, this choice is not necessarily optimal since it does not guarantee the generation of more
contradictory and redundant terms which are ultimately removed. The greatest disadvantage to this approach, however,
is that all conjunctive clauses need be checked for length at every iteration, which adds considerably to the complexity
burden. Hence we propose the following approach. We start by ordering the original conjunctive clauses (that is, events
E1, E2, . . . , Ek) in the increasing order of their lengths (that is, number of literals). During a single isolation step, each of
these clauses will be extended by at most one literal, namely, the complement of a literal in the isolated clause. Hence the
new clauses will keep an ordering similar to the original, and the new first clause will be among the shortest ones. While
this relationship becomes less certain with each iteration, this approach is probably still more efficient on the average case
than choosing a random clause or finding the shortest clause at each step.
In the algorithm below, events are listed in a queue; procedures enqueue (Q , E) and dequeue (Q , E) result in adding the
event E to the end of queue Q , and removing the first event E from the queue Q , respectively.
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Algorithm 4.30. Boolean Algebra Method: Transitive closure of a bipolar random digraph (V , p).
For all (s, t, σ ) ∈ V 2 ×Ω do
Generate a setWrep(s, t, σ ) = {W1,W2, . . . ,Wk} of representatives of all minimal directed (s, t, σ )-walks
(Algorithm 4.15);
For all (s, t, σ ) ∈ V 2 ×Ω do
For all i ∈ {1, 2, . . . , k} do Ei := ∩a∈A∗(Wi) Xa;
Reorder E1, E2, . . . , Ek in the increasing number of literals;
Q := (E1, E2, . . . , Ek);
p∞(s, t, σ ) := 0;
While Q ≠ () do
dequeue(Q , E);
p∞(s, t, σ ) := p∞(s, t, σ )+ P(E);
Q ′ := ();
For all literals X in E do
For all events E ′ in Q do
If E ′ does not contain literal X then do enqueue(Q ′, X¯ ∩ E ′);
For all E, E ′ ∈ Q ′ such that E ≠ E ′ do
If E ′ ⊆ E then do
Remove E ′ from Q ′;
Q := Q ′;
Then (V , p∞) is the transitive closure of (V , p).
A quick, but not very informative, estimate would give an upper bound of O(n3m3w3 + n233w) for the time complexity
of the above algorithm (where n = |V |,m = |A|, A is the arc set of the support digraph, and w is the maximum size of
any setWrep(s, t, σ ) of representatives of all minimal directed (s, t, σ )-walks). This estimate assumes that all 3m events are
generated during the run; in practice, it is very likely that the algorithm will run much faster.
4.5.2. The approximation algorithm
Perhaps the most important advantage of the boolean algebra method is that it is easily modified into an approximation
algorithm, first proposed in [5] and described below for our setting.
Suppose that after the i-th step of Algorithm 4.30, for a fixed triple (s, t, σ ), the event E∗(s,t,σ ) has already been expressed
in the following form:
E∗(s,t,σ ) = E(i)1 ∪˙E(i)2 ∪˙ · · · ∪˙E(i)i ∪˙(E(i)i+1 ∪ · · · ∪ E(i)ki );
that is, i events have already been isolated. If the true value P(E∗(s,t,σ )) is approximated by P(E
(i)
1 ) + P(E(i)2 ) + · · · + P(E(i)i ),
we have the following upper bound for the error:
ri = P(E∗(s,t,σ ))−

P(E(i)1 )+ P(E(i)2 )+ · · · + P(E(i)i )

= P

E(i)i+1 ∪ · · · ∪ E(i)ki

≤ P(E(i)i+1)+ · · · + P(E(i)ki ).
Since ri+1 = ri− P(E(i+1)i+1 ), where E(i+1)i+1 is the event isolated in the (i+ 1)-st step, the sequence (ri)i is decreasing. And since
the exact boolean algebra algorithm terminates in a finite number of steps, we know that rm = 0 for some integerm.
In the algorithm below, ε denotes the desired precision of the computation of P(E∗(s,t,σ )); for each triple (s, t, σ ), the
computation of P(E∗(s,t,σ )) is terminated as soon as ri falls below ε. The convergence is sped up by choosing, at each step i, to
isolate the event E(i)i among E
(i−1)
i , E
(i−1)
i+1 , . . . , E
(i−1)
ki−1 such that P(E
(i)
i ) is as large as possible.
Algorithm 4.31. Boolean Algebra ApproximationMethod: Approximate the transitive closure of a bipolar random digraph (V , p).
For all (s, t, σ ) ∈ V 2 ×Ω do
Generate a setWrep(s, t, σ ) = {W1,W2, . . . ,Wk} of representatives of all minimal directed (s, t, σ )-walks
(Algorithm 4.15);
Input desired precision ε;
For all (s, t, σ ) ∈ V 2 ×Ω do
For all i ∈ {1, 2, . . . , k} do Ei := ∩a∈A∗(Wi) Xa;
Q := {E1, E2, . . . , Ek};
q(s, t, σ ) := 0;
r := P(E1)+ P(E2)+ · · · + P(Ek);
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While r > ε do
Choose E ∈ Q such that P(E) is maximum;
q(s, t, σ ) := q(s, t, σ )+ P(E);
Q := Q − {E};
Q ′ := ∅;
For all literals X in E do
For all events E ′ ∈ Q do
If E ′ does not contain X then do Q ′ := Q ′ ∪ {X¯ ∩ E ′};
For all E, E ′ ∈ Q ′ such that E ≠ E ′ do
If E ′ ⊆ E then do Q ′ := Q ′ − {E ′};
Q := Q ′;
r :=E∈Q P(E);
Then (V , q) is an approximation for the transitive closure of (V , p); that is, |p∞(s, t, σ ) − q(s, t, σ )| ≤ ε for all (s, t, σ ) ∈
V 2 ×Ω .
4.6. Comparison of the algorithms for probabilistic transitive closure
Wehave described several algorithms for computing the (exact) transitive closure of a bipolar randomdigraph.Whilewe
have given rough estimates for the time complexity of each algorithm, it is nevertheless difficult to compare their efficiency
in general.
In Table 1, we present the results of timing the four basic algorithms, Complete State Enumeration Algorithm (CSE,
Algorithm 4.11), the basic version of the algorithm based on the Principle of Inclusion–Exclusion (PIE, Algorithm 4.17), the
bundles version of the PIE algorithm (Algorithm 4.26), and the boolean Algebra Algorithm (BA, Algorithm 4.30). The input
digraphs were either real-life fuzzy cognitive maps A, B, . . . ,G, or randomly generated bipolar weighted digraphs with pre-
specified parameters. In particular, for each real-life fuzzy cognitive map X , for X ∈ {A, B, . . . ,G}, we randomly generated
digraphs X1, . . . , X4 with the same number of vertices, arcs, weight-1 arcs, and negative cycles. (Observe that, in fact, none of
the real-life fuzzy cognitive maps have negative cycles.) In addition, we randomly generated digraphs X5, X6, X7 that match
the real-life fuzzy cognitive map in the number of vertices, arcs, and weight-1 arcs, but not necessarily in the number of
negative cycles. Finally, we also tested the algorithms on two complete bipolar weighted digraphs (with two arcs for each
ordered pair of vertices), which are labeled CBWDn (where n is the number of vertices).
In the columns containing running times, the figures with an asterisk (∗) are estimates based on the maximum number
of representatives of the minimal directed (s, t, σ )-walks (over all triples (s, t, σ )); this number is noted in the column
labeled ‘‘Max. number of walks’’. Some estimates, if completed, would exceed the computer’s largest number; this is noted
as ‘‘∗ > 1.7 · 10308’’. Entries ‘‘>3600’’ indicate that the program was interrupted after 3600 s, and would have taken more
than one hour to complete. Entries ‘‘err’’ indicate that during the run of the program, an internal limit (such as the largest
allowable number of representatives of the minimal directed walks) was exceeded. The shortest running time for each
digraph (if obtained) is shown in boldface.
As demonstrated in Table 1, the choice of the fastest among the algorithms presented will very much depend on the
input digraph, however, it appears that in most cases the boolean Algebra Algorithm outperforms the rest or it comes close
second.
We should remark that the problem of transitive closure of a bipolar random digraph is a bipolar version of the network
reliability problem called s, t-connectedness (for all pairs of vertices s and t) [2], and this problem has been shown to be
#P -complete. Hence we have little hope that the problem of computing the transitive closure of a bipolar random digraph
could be tractable.
5. Conclusion
5.1. Comparison of the two models
In this sectionwemake a fewobservations on the differences between the fuzzy and the probabilisticmodel for transitive
closure of a bipolar weighted digraph D = (V , A, w).
Usage of the two models. First and foremost, the choice of the model is, of course, dictated by the application itself. In
addition, we note that the probabilistic model is best used when the set of factors is predetermined (for example, by the
facilitator of a mapping session). If, however, the choice of factors is somewhat arbitrary (for example, chosen by the author
of the fuzzy cognitive map rather than by the facilitator), then the fuzzy model might be more appropriate. Namely (as
explained below), the weight of a directed walk in a bipolar weighted digraph under the probabilistic model depends on
the length of the walk; however, when the choice of factors is arbitrary and merely reflects the ‘‘strength of the magnifying
glass’’ used by the author of the map, the length of a walk is meaningless.
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Table 1
Comparison of running times of the algorithms for probabilistic transitive closure.
Bipolar
weighted
digraph
Number
of
vertices
Number
of arcs
Arc
density
Arcs of
weight
1
Negative
cycles
Max.
number of
walks
Running time (in seconds)
CSE PIE PIE with
bundles
BA
CBWD3 3 18 1 0 17 57 2 ∗6.0 · 107 ∗6.0 · 106 3
CBWD4 4 32 1 0 96 1069 8700 ∗1.4 · 108 ∗2.3 · 107 1300
A 42 67 0.019 34 0 6 >3600 0 0 0
A1 42 67 0.019 34 0 22 >3600 0.25 0.31 0.05
A2 42 67 0.019 34 0 6 >3600 0 0 0
A3 42 67 0.019 34 0 12 >3600 0 0 0
A4 42 67 0.019 34 0 28 >3600 15 15 0.04
A5 42 67 0.019 34 8 25 >3600 3 3 0.41
A6 42 67 0.019 34 6 12 >3600 0 0 0.04
A7 42 67 0.019 34 19 94 >3600 ∗4.1 · 1020 ∗3.9 · 1020 6.9
B 10 26 0.13 0 0 41 720 ∗4.6 · 104 ∗2.2 · 104 60
B1 10 26 0.13 0 0 24 >3600 1.5 1.3 4.9
B2 10 26 0.13 0 0 61 850 ∗5.5 · 1010 ∗5.2 · 1010 73
B3 10 26 0.13 0 0 22 760 0.41 0.48 0.02
B4 10 26 0.13 0 0 18 740 0.01 0.01 0.05
B5 10 26 0.13 0 1 11 740 0 0 0.04
B6 10 26 0.13 0 4 25 760 1 2.2 0.06
B7 10 26 0.13 0 17 120 300 ∗2.9 · 1028 ∗2.7 · 1028 130
C 15 29 0.064 0 0 9 42 0 0 0
C1 15 29 0.064 0 0 36 3500 1.4 3 0.17
C2 15 29 0.064 0 0 24 1700 0 0 0.06
C3 15 29 0.064 0 0 26 1700 0 0 0.01
C4 15 29 0.064 0 0 44 1700 0.01 0 0.2
C5 15 29 0.064 0 14 74 2400 ∗8.5 · 109 ∗9.1 · 109 70
C6 15 29 0.064 0 0 9 >3600 0.23 0 0.07
C7 15 29 0.064 0 5 49 >3600 ∗3.8 · 107 ∗3.7 · 107 5.6
D 14 39 0.100 0 0 89 >3600 5000 1400 err
D1 14 39 0.100 0 0 273 >3600 ∗3.2 · 1074 ∗3.0 · 1074 err
D2 14 39 0.100 0 0 250 >3600 ∗3.8 · 1067 ∗3.6 · 1067 >3600
D3 14 39 0.100 0 0 163 >3600 ∗2.5 · 1041 ∗2.3 · 1041 >3600
D4 14 39 0.100 0 0 167 >3600 ∗3.9 · 1041 ∗3.7 · 1042 >3600
D5 14 39 0.100 0 31 1027 >3600 ∗2.9 · 10301 ∗2.8 · 10301 err
D6 14 39 0.100 0 51 1371 >3600 ∗ > 1.7 · 10308 ∗ > 1.7 · 10308 >3600
D7 14 39 0.100 0 46 1029 >3600 ∗2.4 · 10302 ∗2.3 · 10302 >3600
E 10 46 0.23 0 0 1734 >3600 ∗ > 1.7 · 10308 ∗ > 1.7 · 10308 err
E1 10 46 0.23 0 0 983 >3600 ∗1.9 · 10288 ∗1.7 · 10288 err
E2 10 46 0.23 0 0 1895 >3600 ∗ > 1.7 · 10308 ∗ > 1.7 · 10308 err
E3 10 46 0.23 0 0 1307 >3600 ∗ > 1.7 · 10308 ∗ > 1.7 · 10308 err
E4 10 46 0.23 0 0 1514 >3600 ∗ > 1.7 · 10308 ∗ > 1.7 · 10308 err
E5 10 46 0.23 0 err err err err err err
E6 10 46 0.23 0 err err err err err err
E7 10 46 0.23 0 err err err err err err
F 19 36 0.050 0 0 40 >3600 ∗6200 ∗5900 8.4
F1 19 36 0.050 0 0 28 >3600 17 17 0.77
F2 19 36 0.050 0 0 27 >3600 16 16 22
F3 19 36 0.050 0 0 43 >3600 ∗4.1 · 105 ∗4.0 · 105 48
F4 19 36 0.050 0 0 69 >3600 ∗1.3 · 1013 ∗1.2 · 1013 6.9
F5 19 36 0.050 0 10 133 >3600 ∗2.4 · 1032 ∗2.3 · 1032 >3600
F6 19 36 0.050 0 4 27 >3600 45 45 3.3
F7 19 36 0.050 0 5 92 >3600 ∗1.1 · 1020 ∗1.1 · 1020 err
G 31 46 0.024 1 0 9 3600 0 0 0
G1 31 46 0.024 1 0 7 >3600 0 0 0
G2 31 46 0.024 1 0 16 >3600 0.012 0.012 0.48
G3 31 46 0.024 1 0 36 >3600 >3600 >3600 0.54
G4 31 46 0.024 1 0 12 >3600 0 0 0.02
G5 31 46 0.024 1 2 20 >3600 0.1 0.09 0.13
G6 31 46 0.024 1 2 16 >3600 0.01 0.01 0.07
G7 31 46 0.024 1 3 30 >3600 150 150 78
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Fig. 7. The weights of the arcs in the two transitive closures can be ‘‘arbitrarily different’’. Left: limn→∞ w∗(s, t, 1) = p in the fuzzy model, and if p < 1,
then limn→∞ w∗(s, t, 1) = 0 in the probabilistic model. Right: limn→∞ w∗(s, t, 1) = p in the fuzzy model, and limn→∞ w∗(s, t, 1) = 1 in the probabilistic
model. (All arcs are positive.)
Computational complexity. As we have seen above, fuzzy transitive closure is computed in polynomial time, while only
exponential-time algorithms are known for the computation of probabilistic transitive closure. This fact will, no doubt, often
dictate the choice of the model in practice.
Interpretation of arc weights in the two models. In the fuzzy model, the weight of an arc is interpreted as the degree of its
membership or ‘‘truth’’. This means that if a1 and a2 are arcs with weights w(a1) ≤ w(a2), then any time the impact a1 is
‘‘true’’ (or observed or factual), the impact a2 is ‘‘true’’ as well. This follows from the definition of the weight of a directed
walk as the minimum of the weights of all the arcs.
In the probabilistic model, the weight of an arc represents the probability of the event that the impact is ‘‘true’’ (or
observed or factual). This means that if a1 and a2 are arcs with weightsw(a1) ≤ w(a2), then the impact a1 may be observed
while the impact a2 is not; however, the probability of this event is ‘‘small’’; to be precise, it is equal to w(a1)(1 − w(a2)).
Recall that the weight of a directed walk in this model equals the product of the weights of all the arcs.
Weights of directedwalks in the twomodels. In the probabilisticmodel, the longer the directedwalk, the smaller (in general)
its weight. In the fuzzymodel, the length of a walk has no such direct bearing on its weight. More precisely, ifW is a directed
walk consisting of ℓ arcs, each of weight w, then the weight ofW in the fuzzy model is w, while in the probabilistic model
it is wℓ. Unless w = 1, the function ℓ → wℓ (for ℓ ∈ N) is strictly decreasing (that is, the larger ℓ, the smaller wℓ). In both
models, however, adding new arcs to a directed walk cannot increase the weight.
The two transitive closures. In the two models, the arcs of the transitive closure are the same; the only difference is in
their weights. In the probabilistic model, in general every minimal directed (u, v, σ )-walk contributes to the weight of the
arc (u, v, σ ) in the transitive closure. In the fuzzy model, however, the directed (u, v, σ )-walk of maximum weight alone
determines the weight of the arc (u, v, σ ) in the transitive closure.
Fig. 7 shows two (rather artificial) examples of how ‘‘arbitrarily different’’ the weights of the arcs in the two transitive
closures can be.
5.2. Information obtained from the transitive closure
Consider a bipolar weighted digraph D = (V , A, w) and its transitive closure D∗ = (V , A∗, w∗) in either the fuzzy or
probabilistic model. In the introduction, we have already seen how D is used to model a fuzzy cognitive map, and what
assumptions must be made on the FCM in order for the two models developed in the previous two sections to apply. We
shall now explain the significance of the transitive closure of a bipolar weighted digraph.
Overall impacts and their weights. For any factors u, v ∈ V and sign σ ∈ {−1, 1}, the value w∗(u, v, σ ) gives the weight
of the overall impact of sign σ that factor u has on factor v. For any factor v it is easy to find a factor u with the strongest
impact of sign σ on v.
Interrelated factors. A dicomponent of D is a maximal subdigraph D′ of D with the property that for any two vertices u
and v in D′ there exist both a directed (u, v, σ )-walk and a directed (u, v, τ )-walk (for some σ , τ ∈ {−1, 1}) in D′. The
dicomponents of D correspond to maximal subsets of factors in which each factor impacts all others. The vertex set of the
dicomponent containing a factor v ∈ V is {u ∈ V : W ∗(u, v, σ ) > 0 andw∗(v, u, τ ) > 0 for some σ , τ ∈ {−1, 1}}.
Double impacts. A factor u can have both a positive and negative impact on factor v. In the FCM literature, the impact with
the smaller weight is sometimes called a side effect. However, since the smaller weight need not be considerably smaller
than the larger, we prefer to call such phenomena double impacts or apparent inconsistencies. These are easily recognized
from the transitive closure: factor u has a double impact on v if and only if bothw∗(u, v,−1) > 0 andw∗(u, v, 1) > 0.
Note that weights play no role in determining interrelated factors and double impacts; both are easily found from the
transitive closure of the bipolar digraph (V , A) using a simple extension of the well-known Roy–Warshall algorithm [18,23].
However, if we are interested in the weights of overall impacts, interrelated factors and double impacts are obtained ‘‘for
free’’, as described above, from the transitive closure of the bipolar weighted digraph.
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5.3. Our contribution
As mentioned in the abstract, the fuzzy model of transitive closure of bipolar weighted digraphs has been previously
studied in the fuzzy systems literature. Most notably, a version of Algorithm 3.4 and some elements of the background
theory appear in [25]. Our paper, however, is the first to treat the subject with proper mathematical rigor. We have included
complete proofs, as well as comparison with the probabilistic model.
The problem of the probabilistic transitive closure of a bipolar weighted digraph is a bipolar version of the network
reliability problem called s, t-connectedness (for all pairs of vertices s and t). Monograph [2] contains an excellent overview
of the various methods for computing s, t-connectedness (as well as other reliability parameters) of a weighted digraph.
In the present paper, we developed some of these methods for bipolar weighted digraphs (that is, the reduction–recovery
algorithm, complete state enumeration, the basic inclusion–exclusion algorithm, and the boolean algebra approach). This
adaptation is far from trivial, as care must be taken to generate not only directed paths, but rather all minimal directed
walks, and to distinguish between positive and negative minimal directed walks. (For the same reason, many of the
approaches described in [2, pp. 9–25] are unsuitable for the bipolar case; for example, digraph simplification using factoring,
and methods using signed domination or cuts.) As far as we can tell, ours is the first study of the bipolar version of
s, t-connectedness, and the first mathematically rigorous approach to this reliability parameter: we carefully developed
all background theory (in particular, the theory of bipolar random digraphs), as well as we included detailed algorithms and
all but the simplest of proofs. In addition to the basic methods mentioned above, several improvements were developed, in
particular, the new method of bundling the walks.
Finally, we would like to mention a study in public health [6] that made practical use of our algorithms.
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