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Abstract
Let k be a finite field of characteristic p, l a prime number distinct to p, ψ : k → Q
∗
l a nontrivial
additive character, and χ : k∗n → Q
∗
l a character on k
∗n. Then ψ defines an Artin-Schreier sheaf
Lψ on the affine line A1k, and χ defines a Kummer sheaf Kχ on the n-dimensional torus T
n
k . Let
f ∈ k[X1, X
−1
1 , . . . , Xn, X
−1
n ] be a Laurent polynomial. It defines a k-morphism f : T
n
k → A
1
k.
In this paper, we calculate the dimensions and weights of Hic(T
n
k¯
,Kχ ⊗ f∗Lψ) under some non-
degeneracy conditions on f . Our results can be used to estimate sums of the form
∑
x1,...,xn∈k∗
χ1(f1(x1, . . . , xn)) · · ·χm(fm(x1, . . . , xn))ψ(f(x1, . . . , xn)),
where χ1, . . . , χm : k
∗ → C∗ are multiplicative characters, ψ : k → C∗ is a nontrivial additive
character, and f1, . . . , fm, f are Laurent polynomials.
Key words: Toric scheme, perverse sheaf, weight.
Mathematics Subject Classification: 14G15, 14F20, 11L40.
0. Introduction
Let k be a finite field with q elements of characteristic p, let χ1, . . . , χm : k
∗ → C∗ be nontrivial
multiplicative characters, let ψ : k → C∗ be a nontrivial additive character, and let
f1(X1, . . . , Xn), . . . , fm(X1, . . . , Xn), f(X1, . . . , Xn) ∈ k[X1, X
−1
1 , . . . , Xn, X
−1
n ]
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be Laurent polynomials. We make the convention that χi(0) = 0 (i = 1, . . . ,m). In number theory,
we are often lead to study the sum
S1 =
∑
x1,...,xn∈k∗
χ1(f1(x1, . . . , xn)) · · ·χm(fm(x1, . . . , xn))ψ(f(x1, . . . , xn)).
For this purpose, let’s consider another sum
S2 =
∑
x1,...,xn+m∈k∗
χ−11 (xn+1) · · ·χ
−1
m (xn+m)
ψ (f(x1, . . . , xn) + xn+1f1(x1, . . . , xn) + · · ·+ xn+mfm(x1, . . . , xn)) .
We have
S2
=
∑
x1,...,xn∈k∗
∑
xn+1...,xn+m∈k∗
(
χ−11 (xn+1)ψ(xn+1f1(x1, . . . , xn))
)
· · ·
(
χ−1m (xn+m)ψ(xn+mfm(x1, . . . , xn))
)
ψ(f(x1, . . . , xn))
=
∑
x1,...,xn∈k∗

 ∑
xn+1∈k∗
χ−11 (xn+1)ψ(xn+1f1(x1, . . . , xn))

 · · ·

 ∑
xn+m∈k∗
χ−1m (xn+m)ψ(xn+mfm(x1, . . . , xn))


ψ(f(x1, . . . , xn)).
For i = 1, . . . ,m and x1, . . . , xn ∈ k∗, if fi(x1, . . . , xn) = 0, we have
∑
xn+i∈k∗
χ−1i (xn+i)ψ(xn+ifi(x1, . . . , xn)) = 0;
if fi(x1, . . . , xn) 6= 0, we have
∑
xn+i∈k∗
χ−1i (xn+i)ψ(xn+ifi(x1, . . . , xn)) =
∑
x∈k∗
χ−1i
(
x
fi(x1, . . . , xn)
)
ψ(x)
= χi(fi(x1, . . . , xn))G(χi, ψ),
where
G(χi, ψ) =
∑
x∈k∗
χ−1i (x)ψ(x)
is the Gauss sum. So in any case, we have
∑
xn+i∈k∗
χ−1i (xn+i)ψ(xn+ifi(x1, . . . , xn)) = χi(fi(x1, . . . , xn))G(χi, ψ).
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Hence
S2 =
∑
x1,...,xn∈k∗
χ1(f1(x1, . . . , xn))G(χ1, ψ) · · ·χm(fm(x1, . . . , xn))G(χm, ψ)ψ(f(x1, . . . , xn))
= G(χ1, ψ) · · ·G(χm, ψ)S1.
As the Gauss sums are well-understood, the study of S1 is reduced to the study of S2.
In this paper, we use l-adic cohomology theory to study sums of the form
∑
xi∈k∗
χ1(x1) · · ·χn(xn)ψ(f(x1, . . . , xn)),
where χ1, . . . , χn are multiplicative characters (nontrivial or trivial). Note that S2 is of this form.
Our results complete those in [DL], where the case of trivial χi is treated. We follow the approach
initiated by Denef and Loeser.
We first associate geometric objects to the above data. The Kummer covering
[q − 1] : Tnk → T
n
k , x 7→ x
q−1
on the torus Tnk = Spec k[X1, X
−1
1 , . . . , Xn, X
−1
n ] defines a T
n
k (k)-torsor
1→ Tnk (k)→ T
n
k
[q−1]
→ Tnk → 1,
where Tnk (k) = Homk(Spec k,T
n
k ) is the group of k-rational points in T
n
k . Fix a prime number l
distinct to p. Let χ : Tnk (k) = k
∗n → Q
∗
l be a character. Pushing-forward the above torsor by
χ−1, we get a lisse Ql-sheaf Kχ on T
n
k of rank 1. We call Kχ the Kummer sheaf associated to χ.
For any rational point x in Tnk (k
′) = Homk(Spec k
′,Tnk ) with value in a finite extension k
′ of k,
we have
Tr(Fx, (Kχ)x¯) = χ(Normk′/k(x)),
where Fx is the geometric Frobenius element at x.
The Artin-Schreier covering
P : A1k → A
1
k, x 7→ x
q − x
defines an A1k(k)-torsor
0→ A1k(k)→ A
1
k
P
→ A1k → 0,
3
whereA1k(k) = Homk(Spec k,A
1
k) is the group of k-rational points in A
1
k. Let ψ : A
1
k(k) = k → Q
∗
l
be an additive character. Pushing-forward this torsor by ψ−1, we get a lisseQl-sheaf Lψ of rank 1 on
A1k, which we call the Artin-Schreier sheaf. For any rational point x inA
1
k(k
′) = Homk(Spec k
′,A1k)
with value in a finite extension k′ of k, we have
Tr(Fx, (Lψ)x¯) = ψ(Trk′/k(x)),
where Fx is the geometric Frobenius element at x.
Let
f =
∑
i∈Zn
aiX
i ∈ k[X1, X
−1
1 , . . . , Xn, X
−1
n ]
be a Laurent polynomial. The Newton polyhedron ∆∞(f) of f at ∞ is the convex hull in Rn of
the set {i ∈ Zn|ai 6= 0} ∪ {0}. We say f is non-degenerate with respect to ∆∞(f) if for any face τ
of ∆∞(f) not containing 0, the locus of
∂fτ
∂X1
= · · · =
∂fτ
∂Xn
= 0
in Tnk is empty, where
fτ =
∑
i∈τ
aiX
i.
This is equivalent to saying that the morphism
fτ : T
n
k = SpecA[X1, X
−1
1 , . . . , Xn, X
−1
n ]→ A
1
k = Spec k[T ]
defined by the k-algebra homomorphism
k[T ]→ k[X1, X
−1
1 , . . . , Xn, X
−1
n ], T 7→ fτ
is smooth.
The first main result of this paper is the following theorem.
Theorem 0.1. Let f : Tnk → A
1
k be a k-morphism defined by a Laurent polynomial f ∈
k[X1, X
−1
1 , . . . , Xn, X
−1
n ] that is non-degenerate with respect to ∆∞(f) and let Kχ be a Kum-
mer sheaf on Tnk . Suppose dim(∆∞(f)) = n. Then
(i) Hic(T
n
k¯
,Kχ ⊗ f∗Lψ) = 0 for i 6= n.
(ii) dim(Hnc (T
n
k¯
,Kχ ⊗ f∗Lψ)) = n!vol(∆∞(f)).
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(iii) If 0 is an interior point of ∆∞(f), then H
n
c (T
n
k¯
,Kχ ⊗ f∗Lψ) is pure of weight n.
Here the conclusion of (iii) means that for any eigenvalue λ of the geometric Frobenius element
F in Gal(k¯/k) acting onHnc (T
n
k¯
,Kχ⊗f∗Lψ), λ is an algebraic number, and all the galois conjugates
of λ have archimedean absolute value q
n
2 .
Note that we have
[q − 1]∗[q − 1]
∗f∗Lψ ∼=
⊕
χ
(Kχ ⊗ f
∗Lψ),
where [q− 1] : Tnk → T
n
k is the Kummer covering, and in the direct sum on the right-hand side, χ
goes over the set of all characters χ : Tnk (k) → Ql. The composition f ◦ [q − 1] is defined by the
Laurent polynomial
f ′(X1, . . . , Xn) = f(X
q−1
1 , . . . , X
q−1
n ).
Note that f ′ is also non-degenerate with respect to its Newton polyhedron at ∞. We have
Hic(T
n
k¯ , f
′∗Lψ) ∼= H
i
c(T
n
k¯ , [q − 1]∗[q − 1]
∗f∗Lψ)
∼=
⊕
χ
Hic(T
n
k¯ ,Kχ ⊗ f
∗Lψ).
So Hic(T
n
k¯
,Kχ⊗ f∗Lψ) are direct factors of Hic(T
n
k¯
, f ′
∗Lψ). Hence Theorem 0.1 (i) and (iii) follow
directly from the main theorem 1.3 in [DL] applied to f ′. Using [I1] 2.1, one can show
χc(T
n
k¯ ,Kχ ⊗ f
∗Lψ) = χc(T
n
k¯ , f
∗Lψ),
where χc denotes the Euler characteristic for the cohomology with compact support. Hence The-
orem 0.1 (ii) can also be deduced from [DL] 1.3.
In this paper, we give a proof of Theorem 0.1 independent of the main theorem of [DL]. On
the other hand, our second main Theorem 0.4 on the weights of Hnc (T
n
k¯
,Kχ⊗ f∗Lψ) doesn’t seem
to follow from the corresponding theorem in [DL].
Corollary 0.2. Let f ∈ k[X1, X
−1
1 , . . . , Xn, X
−1
n ] be a Laurent polynomial that is non-degenerate
with respect to ∆∞(f) and suppose dim(∆∞(f)) = n. Then for any multiplicative characters
χ1, . . . , χn : k
∗ → C∗ and any nontrivial additive character ψ : k → C∗, we have
|
∑
xi∈k∗
χ1(x1) · · ·χn(xn)ψ(f(x1, . . . , xn))| ≤ n!vol(∆∞(f))q
n
2 .
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Proof. Note that the values of χi and ψ are algebraic integers. In particular, we may consider
them to have values in Ql. Let χ : k
∗n → Q
∗
l be the character defined by
χ(x) = χ1(x1) . . . χn(xn)
for any x = (x1, . . . , xn) ∈ k∗
n. We then have
∑
xi∈k∗
χ1(x1) · · ·χn(xn)ψ(f(x1, . . . , xn)) =
∑
x∈Tn
k
(k)
Tr(Fx, (Kχ ⊗ f
∗Lψ)x¯).
By the Grothendieck trace formula ([SGA 4 12 ], [Rapport] The´ore`me 3.2), we have
∑
x∈Tn
k
(k)
Tr(Fx, (Kχ ⊗ f
∗Lψ)x¯) =
2n∑
i=0
(−1)iTr(F,Hic(T
n
k¯ ,Kχ ⊗ f
∗Lψ)).
By [D] 3.3.1, for any eigenvalue λ of F acting on Hnc (T
n
k¯
,Kχ ⊗ f∗Lψ), λ is an algebraic number
and all its galois conjugates have archimedean absolute value ≤ q
n
2 . Combined with Theorem 0.1
(i) and (ii), we get
|
2n∑
i=0
(−1)iTr(F,Hic(T
n
k¯ ,Kχ ⊗ f
∗Lψ))| ≤ n!vol(∆∞(f))q
n
2 .
So we have
|
∑
xi∈k∗
χ1(x1) · · ·χn(xn)ψ(f(x1, . . . , xn))| ≤ n!vol(∆∞(f))q
n
2 .
Combining Corollary 0.2 with the discussion at the beginning, and using the fact that Gauss
sums have absolute value q
1
2 , we get the following.
Corollary 0.3. Let f, f1, . . . , fm ∈ k[X1, X
−1
1 , . . . , Xn, X
−1
n ] be Laurent polynomials, χ1, . . . , χm :
k∗ → C∗ nontrivial multiplicative characters, and ψ : k → C∗ a nontrivial additive character.
Suppose the Laurent polynomial
F (x1, . . . , xn, xn+1, . . . , xn+m) = f(x1, . . . , xn) + xn+1f1(x1, . . . , xn) + . . .+ xn+mfm(x1, . . . , xn)
is non-degenerate with respect to ∆∞(F ), and dim(∆∞(F )) = m+ n. Then we have
|
∑
xi∈k∗
χ1(f1(x1, . . . , xn)) · · ·χm(fm(x1, . . . , xn))ψ(f(x1, . . . , xn))| ≤ (n+m)!vol(∆∞(F ))q
n/2.
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Under the assumption of Theorem 0.1, let
E(Tnk , f, χ) =
∑
w∈Z
ewT
w,
where ew is the number of eigenvalues counted with multiplicities of the geometric Frobenius
element F in Gal(k¯/k) acting on Hnc (T
n
k¯
,Kχ⊗f∗Lψ) with weight w. Our next goal is to determine
E(Tnk , f, χ).
For any convex polyhedral cone δ in Rn with 0 being a face, define the convex polytope poly(δ)
to be the intersection of δ with a hyperplane in Rn which does not contain 0 and intersects each
one dimensional face of δ. Note that poly(δ) is defined only up to combinatorial equivalence. For
any convex polytope ∆ in Rn and any face τ of ∆, define cone∆(τ) to be the cone generated by
u′ − u (u′ ∈ ∆, u ∈ τ), and define cone◦∆(τ) to be the image of cone∆(τ) in R
n/span(τ − τ). Note
that 0 is a face of cone◦∆(τ). We define polynomials α(δ) and β(∆) in one variable T inductively
by the following formulas:
α({0}) = 1,
β(∆) = (T 2 − 1)dim(∆) +
∑
τ face of ∆, τ 6=∆
(T 2 − 1)dim(τ)α(cone◦∆(τ)),
α(δ) = trunc≤dim(δ)−1((1− T
2)β(poly(δ))),
where trunc≤d(·) denotes taking the degree ≤ d part of a polynomial. These polynomials are first
introduced by Stanley [S]. Note that α(δ) and β(∆) only involve even powers of T , and they depend
only on the combinatorial types of δ and ∆. If δ is a simplicial cone, that is, if δ is generated by
linearly independent vectors, then using induction on dim(δ), one can verify α(δ) = 1.
Let χ : Tnk (k) → Q
∗
l be a character. For a rational convex polytope ∆ in R
n of dimension n,
let T be the set of faces τ of ∆ so that τ 6= ∆, 0 ∈ τ , and Kχ ∼= p∗τKτ for a Kummer sheaf Kτ on
the torus Tτ = Spec k[Z
n ∩ span(τ − τ)], where
pτ : T
n
k = Spec k[Z
n]→ Tτ = Spec k[Z
n ∩ span(τ − τ)]
is the morphism defined by the canonical homomorphism
k[Zn ∩ span(τ − τ)] →֒ k[Zn].
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Define
e(∆, χ) = n!vol(∆) +
∑
τ∈T
(−1)n−dim(τ)(dim(τ))!vol(τ)α(cone◦∆(τ))(1)
and define a polynomial E(∆, χ) inductively by
E(∆, χ) = e(∆, χ)T n −
∑
τ∈T
(−1)n−dim(τ)E(τ, χτ )α(cone
◦
∆(τ)).
Our second main result is the following.
Theorem 0.4. Let f : Tnk → A
1
k be a k-morphism defined by a Laurent polynomial f ∈
k[X1, X
−1
1 , . . . , Xn, X
−1
n ] that is non-degenerate with respect to ∆∞(f) and let Kχ be a Kum-
mer sheaf on Tnk . Suppose dim(∆∞(f)) = n. Let
E(Tnk , f, χ) =
∑
w∈Z
ewT
w,
where ew is the number of eigenvalues counted with multiplicities of the geometric Frobenius
element F in Gal(k¯/k) acting on Hnc (T
n
k¯
,Kχ ⊗ f∗Lψ) with weight w. Then E(Tnk , f, χ) is a
polynomial of degree ≤ n, and
E(Tnk , f, χ) = E(∆∞(f), χ),
en = e(∆∞(f), χ).
Corollary 0.5. Let f : Tnk → A
1
k be a k-morphism defined by a Laurent polynomial f ∈
k[X1, X
−1
1 , . . . , Xn, X
−1
n ] that is non-degenerate with respect to ∆∞(f) and let Kχ be a Kummer
sheaf on Tnk . Suppose dim(∆∞(f)) = n and suppose for any face τ of ∆∞(f) of codimension one
containing 0, Kχ is not the inverse image of any Kummer sheaf on Tτ = Spec k[Zn ∩ span(τ − τ)]
under the morphism
pτ : T
n
k = Spec k[Z
n]→ Tτ = Spec k[Z
n ∩ span(τ − τ)].
Then Hnc (T
n
k¯
,Kχ ⊗ f∗Lψ) is pure of weight n.
Remark 0.6. Note that this corollary together with Theorem 0.1 is Theorem 4.2 in [AS], except
that Adolphson and Sperber prove the theorem for almost all p.
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Proof of Corollary 0.5. Under our assumption, the set T of faces τ of ∆∞(f) so that τ 6= ∆∞(f),
0 ∈ τ , and Kχ ∼= p∗τKτ for a Kummer sheaf Kτ on the torus Tτ = Spec k[Z
n ∩ span(τ − τ)] is
empty. Therefore
E(∆∞(f), χ) = e(∆∞(f), χ)T
n.
By Theorem 0.4, this implies
E(Tnk , f, χ) = e(∆∞(f), χ)T
n,
and hence Hnc (T
n
k¯
,Kχ ⊗ f∗Lψ) is pure of weight n.
For a rational convex polytope ∆ in Rn with dimension n, recall that T is the set of faces
τ of ∆ so that τ 6= ∆, 0 ∈ τ , and Kχ ∼= p∗τKτ for a Kummer sheaf Kτ on the torus Tτ =
Spec k[Zn ∩ span(τ − τ)]. Define
Vi(∆, χ) =
∑
τ∈T, dim(τ)=i
vol(τ)
for 0 ≤ i ≤ n− 1 and define
Vn(∆, χ) = vol(∆).
Let τ0 be the smallest face of ∆ containing 0. We say ∆ is simplicial at the origin if there are
exactly n − dim(τ0) faces of ∆ that have dimension n − 1 and contain τ0. If ∆ is simplicial at
the origin and τ is a face containing 0, then the number of faces of ∆ that have dimension k and
contain τ is
(
n− dim(τ)
n− k
)
.
The following corollary is Theorem 4.8 in [AS].
Corollary 0.7. Let f : Tnk → A
1
k be a k-morphism defined by a Laurent polynomial f ∈
k[X1, X
−1
1 , . . . , Xn, X
−1
n ] that is non-degenerate with respect to ∆∞(f) and let Kχ be a Kummer
sheaf on Tnk . Suppose dim(∆∞(f)) = n and suppose ∆∞(f) is simplicial at the origin. Let ew
be the number of eigenvalues counted with multiplicities of the geometric Frobenius element F in
Gal(k¯/k) acting on Hnc (T
n
k¯
,Kχ ⊗ f∗Lψ) with weight w. Then we have
ew =
w∑
i=0
(−1)w−ii!
(
n− i
n− w
)
Vi(∆∞(f), χ).
Proof. The hypothesis that ∆∞(f) is simplicial at the origin implies that
α(cone◦∆∞(f)(τ)) = 1
9
for any face τ of ∆∞(f) containing 0. By Theorem 0.4, we have
en = e(∆∞(f), χ)
= n!vol(∆∞(f)) +
∑
τ∈T
(−1)n−dim(τ)(dim(τ))!vol(τ)
= n!Vn(∆∞(f), χ) +
n−1∑
i=0
(−1)n−ii!Vi(∆∞(f), χ)
=
n∑
i=0
(−1)n−ii!Vi(∆∞(f), χ).
This proves our assertion for w = n. We use induction on n. Under our assumption, we have
E(∆∞(f), χ) = e(∆∞(f), χ)T
n −
∑
τ∈T
(−1)n−dim(τ)E(τ, χτ ).
For w ≤ n − 1, taking the coefficients of Tw on both sides of the above equality and applying
Theorem 0.4 and the induction hypothesis to the pairs (τ, χτ ) (τ ∈ T ), we get
ew = −
∑
τ∈T, w≤dim(τ)≤n−1
(−1)n−dim(τ)
w∑
i=0
(−1)w−ii!
(
dim(τ) − i
dim(τ) − w
) ∑
τ ′≺τ, dim(τ ′)=i, τ ′∈T
vol(τ ′).
So we have
ew =
w∑
i=0
(−1)w−i+n+1i!
∑
τ ′∈T, dim(τ ′)=i
∑
τ ′≺τ, w≤dim(τ)≤n−1
(−1)dim(τ)
(
dim(τ)− i
dim(τ) − w
)
vol(τ ′).
By our assumption, for each τ ′ containing 0 of dimension i, the number of faces of ∆∞(f) that
have dimension k and contain τ ′ is
(
n− i
n− k
)
. So we have
ew =
w∑
i=0
(−1)w−i+n+1i!
∑
τ ′∈T, dim(τ ′)=i
n−1∑
k=w
(−1)k
(
k − i
k − w
)(
n− i
n− k
)
vol(τ ′).
We have
n−1∑
k=w
(−1)k
(
k − i
k − w
)(
n− i
n− k
)
=
n−1∑
k=w
(−1)k
(
n− w
k − w
)(
n− i
n− w
)
= (−1)w
(
n− i
n− w
) n−1−w∑
j=0
(−1)j
(
n− w
j
)
= (−1)n−1
(
n− i
n− w
)
.
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So we have
ew =
w∑
i=0
(−1)w−i+n+1i!
∑
τ ′∈T, dim(τ ′)=i
(−1)n−1
(
n− i
n− w
)
vol(τ ′).
=
w∑
i=0
(−1)w−ii!
(
n− i
n− w
)
Vi(∆∞(f), χ).
This proves our assertion.
The paper is organized as follows. In §1, we summarize basic results on toric schemes. These
results can be found in [F]. This section is mainly for the purpose of fixing notations. A toric
scheme contains an open dense torus. In §2, we study extensions of Kummer sheaves on tori to
toric schemes. In §3, we study the compactifications by toric schemes of a morphism on a torus
defined by a Laurent polynomial. In §4, we prove our main results.
Acknowledgement. The research is supported by the NSFC (10525107).
1. Toric Schemes
In this paper, a lattice N is a free abelian group of finite rank. LetM = HomZ(N,Z) be the dual
lattice of N , let V = N ⊗Z R be the real vector space generated by N , and let V ∗ = HomR(V,R)
be the dual vector space of V . We have a canonical identification M ⊗Z R ∼= V ∗. A convex
polyhedral cone σ in V is a subset of the form
σ = {r1v1 + · · ·+ rkvk|ri ≥ 0},
where v1, . . . , vk is a finite family of elements in V , which is called a family of generators of σ. We
say σ is rational with respect to the lattice N if v1, . . . , vk can be chosen to lie in N . Define the
dual σˇ of σ to be
σˇ = {u ∈ V ∗|〈u, v〉 ≥ 0 for all v ∈ σ}.
If σ is a rational convex polyhedral cone in V with respect to N , then σˇ is a rational convex
polyhedral cone in V ∗ with respect to M ([F] 1.2 (9)). Under this condition, the semigroup M ∩ σˇ
is finitely generated ([F] 1.2, Proposition 1). Let A be a commutative ring. Then the ring A[M ∩ σˇ]
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is a finitely generated A-algebra. For any u ∈M ∩ σˇ, denote the corresponding element in A[M ∩ σˇ]
by χu. We have
χu1+u2 = χu1χu2
in A[M ∩ σˇ] for any u1, u2 ∈M ∩ σˇ. A face τ of σ is a subset of the form
τ = σ ∩ u⊥ = {v ∈ σ|〈u, v〉 = 0}
for some u ∈ σˇ. It is also a convex polyhedral cone ([F] 1.2 (2)). We use the notation τ ≺ σ
or σ ≻ τ to denote τ being a face of σ. When σ is rational, so is τ , and we may then choose
u ∈M ∩ σˇ. We then have
M ∩ τˇ =M ∩ σˇ + Z≥0(−u)
by [F] 1.2, Proposition 2, and hence
A[M ∩ τˇ ] = A[M ∩ σˇ]χu .
Define
Uσ = SpecA[M ∩ σˇ].
Then the canonical homomorphism
A[M ∩ σˇ] →֒ A[M ∩ τˇ ]
defines an open immersion
Uτ →֒ Uσ.
A fan Σ is a finite family of rational convex polyhedral cones in V satisfying the following properties:
(a) 0 is face of each cone in Σ.
(b) A face of a cone in Σ is also in Σ.
(c) If σ, σ′ ∈ Σ, then σ ∩ σ′ is a face of both σ and σ′.
For any σ, σ′ ∈ Σ, by the discussion above, Uσ∩σ′ can be considered as an open subscheme of
both Uσ and Uσ′ . Gluing Uσ and Uσ′ along Uσ∩σ′ , we get a scheme XA(Σ) of finite type over
A, which we call the toric scheme associated to the fan Σ. The scheme XA(Σ) is separated over
A ([F] 1.4, Lemma). If
⋃
σ∈Σ σ = V , then it is proper over A ([F] 2.4, Proposition). A rational
convex polyhedral cone σ is called regular if it can be generated by part of a basis of N . Under
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this condition, Uσ is smooth over A ([F] 2.1). A fan Σ is called regular if all the cones in Σ are
regular. Under this condition, XA(Σ) is smooth over A.
Each Uσ (σ ∈ Σ) can be regarded as an open subscheme of XA(Σ). Taking σ = 0, we see the
torus
U0 = SpecA[M ]
is an open subscheme of XA(Σ). One can show this torus is dense in XA(Σ). Let n be the rank of
N . Then the torus SpecA[M ] has relative dimension n, and we denote it by TnA. For any σ ∈ Σ,
the A-algebra homomorphism
A[M ∩ σˇ]→ A[M ]⊗A A[M ∩ σˇ], χ
u 7→ χu ⊗ χu (u ∈M ∩ σˇ)
defines an action
TnA ×A Uσ → Uσ.
These actions for σ ∈ Σ can be glued together to give an action
TnA ×A XA(Σ)→ XA(Σ)
which extends the action of TnA on itself.
For any τ ∈ Σ, let
Nτ = N ∩ τ + (−N ∩ τ) = N ∩ span(τ)
be the group generated by N ∩ τ , and let N(τ) = N/Nτ . Then N(τ) is torsion free, and hence a
lattice. Let M(τ) be its dual lattice. We have a canonical isomorphism
M(τ) ∼=M ∩ τ⊥.
For each σ ∈ Σ with τ ≺ σ, let σ¯ be the image of σ in N(τ) ⊗Z R ∼= V/span(τ). Note that σ is
completely determined by σ¯, that is, for any σ, σ′ ∈ Σ containing τ , we have σ = σ′ if and only if
σ¯ = σ′. The family
star(τ) = {σ¯|σ ∈ Σ, τ ≺ σ}
is a fan in N(τ)⊗Z R. Let
V (τ) = XA(star(τ)).
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It is obtained by gluing
Uσ(τ) = SpecA[M(τ) ∩ ˇ¯σ] = SpecA[M ∩ σˇ ∩ τ
⊥]
together (σ ∈ Star(τ)). Let
Oτ = Uτ (τ) = Spec A[M ∩ τ
⊥]
be the open dense torus in V (τ). Its relative dimension is dim(V ) − dim(τ). For any σ ∈ Σ with
τ ≺ σ, consider the map
M ∩ σˇ → A[M ∩ σˇ ∩ τ⊥],
u 7→
{
χu if u ∈ σˇ ∩ τ⊥,
0 if u 6∈ σˇ ∩ τ⊥.
It is a semigroup homomorphism, where the semigroup law on A[M ∩ σˇ∩τ⊥] is multiplication. (To
prove this, we use the fact that σˇ∩ τ⊥ is a face of σˇ ([F] 1.2 (10)), and a sum of elements in a cone
lies in a face if and only if each summand lies in the face.) It induces an A-algebra epimorphism
A[M ∩ σˇ]→ A[M ∩ σˇ ∩ τ⊥]
and hence a closed immersion
Uσ(τ)→ Uσ.
For any σ, σ′ ∈ Σ with τ ≺ σ′ ≺ σ, the diagram
Uσ′(τ) → Uσ′
↓ ↓
Uσ(τ) → Uσ
commutes and is Cartesian. So we can glue these closed immersions together to get a closed
immersion
V (τ)→
⋃
τ≺σ
Uσ.
One can show for those σ ∈ Σ not containing τ , the image of V (τ) in
⋃
τ≺σ Uσ is disjoint from Uσ.
So composing the above closed immersion with the open immersion
⋃
τ≺σ Uσ → XA(Σ), we get a
closed immersion
V (τ)→ XA(Σ).
We regard the open dense torusOτ of V (τ) as a subscheme ofXA(Σ) through this closed immersion.
One can verify Oτ (τ ∈ Σ) are disjoint in XA(Σ). Actually Oτ are the orbits of the torus action
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TnA on XA(Σ). Moreover, we have ([F] 3.1, Proposition)
Uσ =
∐
γ≺σ
Oγ ,
V (τ) =
∐
τ≺γ
Oγ .
Let δ be a rational convex polyhedral cone of dimension dim(V ) in the dual space V ∗. We have
δˇ ∩ (−δˇ) = δ⊥ = 0.
So by [F] 1.2 (10), 0 is a face of δˇ, and hence the family Σ(δ) of faces of δˇ is a fan in V , and we
have
XA(Σ(δ)) = Uδˇ = SpecA[M ∩ δ].
By [F] 1.2 (10), the map τ 7→ δˇ ∩ τ⊥ sets up a one-to-one correspondence between the family of
faces of δ and the family of faces of δˇ. We claim
δˇ ∩ τ⊥ = (coneδ(τ))
∨,
where coneδ(τ) is the cone in V
∗ generated by u′ − u (u′ ∈ δ, u ∈ τ). Indeed, if v ∈ (coneδ(τ))∨,
then for any u′ ∈ δ, u ∈ τ , we have
〈u′, v〉 ≥ 〈u, v〉.
Taking u, u′ ∈ τ , we see 〈·, v〉|τ is constant. As 0 ∈ τ , we have 〈·, v〉|τ = 0, that is, v ∈ τ⊥. The
above inequality then implies that 〈u′, v〉 ≥ 0 for all u′ ∈ δ, that is, v ∈ δˇ. So we have v ∈ δˇ ∩ τ⊥.
Hence (coneδ(τ))
∨ ⊂ δˇ ∩ τ⊥. It is not hard to see δˇ ∩ τ⊥ ⊂ (coneδ(τ))∨. So δˇ ∩ τ⊥ = (coneδ(τ))∨.
By [F] 1.2 (10), we have
dim
(
(coneδ(τ))
⋂
(−coneδ(τ))
)
= dim(V )− dim((coneδ(τ))
∨)
= dim(V )− dim(δˇ ∩ τ⊥)
= dim(τ).
As
span(τ) = τ − τ ⊂ (coneδ(τ))
⋂
(−coneδ(τ))
and (coneδ(τ))
⋂
(−coneδ(τ)) is a linear space, we have
(coneδ(τ))
⋂
(−coneδ(τ)) = τ − τ.
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We summarize these results as follows.
Proposition 1.1. Let δ be a rational convex polyhedral cone of dimension dim(V ) in V ∗. For
any face τ of δ, let coneδ(τ) be the cone in V
∗ generated by u′ − u (u′ ∈ δ, u ∈ τ). We have
(coneδ(τ))
∨ = δˇ ∩ τ⊥.
The family
Σ(δ) = {(coneδ(τ))
∨|τ ≺ δ}
is a fan in V = N ⊗Z R, and coincides with the fan consisting of faces of δˇ. We have
XA(Σ(δ)) = Uδˇ = SpecA[M ∩ δ].
Moreover, we have
dim(coneδ(τ))
∨ = dim(V )− dim(τ)
and
(−coneδ(τ))
⋂
(coneδ(τ)) = τ − τ.
A convex polytope P in V = N ⊗Z R is a subset of V which can be written as the convex hull
of a finite family of element in V . If this finite family can be chosen to lie in N ⊗Z Q, we say P is
rational. If P is a rational convex polytope in V such that 0 is an interior point of P , then the set
Σ of cones over faces on the boundary of P is a fan, and the toric scheme XA(Σ) is proper over A.
Let ∆ be a rational convex polytope in the dual space V ∗ = M ⊗Z R. First consider the case
where 0 is an interior point of ∆. A face τ of ∆ is a subset of the form
τ = {u ∈ ∆|〈u, v〉 = r},
where r is a real number and v ∈ V is a vector such that 〈u, v〉 ≥ r for all u ∈ ∆. Since 0 is an
interior point of ∆, we have either v = 0 or r < 0. When v = 0, the face τ is just ∆. When r < 0,
we can always choose v so that r = −1. So a proper face of ∆ is of the form
τ = {u ∈ ∆|〈u, v〉 = −1},
where v ∈ V is a vector such that 〈u, v〉 ≥ −1 for all u ∈ ∆.
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Define the polar set ∆◦ of ∆ to be
∆◦ = {v ∈ V |〈u, v〉 ≥ −1 for all u ∈ ∆}.
It is a rational convex polytope in V ([F] 1.5, Proposition), and 0 is in its interior. Denote the fan
in V of cones over faces on the boundary of ∆◦ by Σ(∆).
For any face τ of ∆, let
τ∗ = {v ∈ ∆◦|〈u, v〉 = −1 for all u ∈ τ}.
Then ([F] 1.5, Proposition) τ 7→ τ∗ sets up a one-to-one correspondence between faces of ∆ and
faces of ∆◦, and
dim(τ) + dim(τ∗) = dim(V )− 1.
The cone C(τ∗) in V over τ∗ is
C(τ∗) = {tv|t ≥ 0, v ∈ V, 〈u, v〉 ≥ −1 for all u ∈ ∆, 〈u, v〉 = −1 for all u ∈ τ}
= {v|v ∈ V, 〈u′, v〉 ≥ 〈u, v〉 for all u′ ∈ ∆, u ∈ τ}
= (cone∆(τ))
∨,
where cone∆(τ) is the cone in V
∗ generated by u′ − u (u′ ∈ ∆, u ∈ τ). So the fan Σ(∆) is the set
Σ(∆) = {(cone∆(τ))
∨|τ ≺ ∆}.
Note that we have
dim((cone∆(τ))
∨) = dim(C(τ∗))
= dim(τ∗) + 1
= dim(V )− dim(τ).
By [F] 1.2 (10), we have
dim
(
(cone∆(τ))
⋂
(−cone∆(τ))
)
= dim(V )− dim((cone∆(τ))
∨) = dim(τ).
As
τ − τ ⊂ (cone∆(τ))
⋂
(−cone∆(τ)),
17
we have
(cone∆(τ))
⋂
(−cone∆(τ)) = span(τ − τ).
For any v ∈ V , the first meeting locus F∆(v) is defined to be the subset of ∆ where the function
〈·, v〉|∆ reaches its minimum. If r is the minimum of 〈·, v〉|∆, then 〈u, v〉 ≥ r for all u ∈ ∆, and
F∆(v) = {u ∈ ∆|〈u, v〉 = r}.
So F∆(v) is a (nonempty) face of ∆. For any subset A in V , let
F∆(A) =
⋂
v∈A
F∆(v).
It is also face of ∆. (Maybe empty). We have
C(τ∗) = {v|〈u′, v〉 ≥ 〈u, v〉 for all u′ ∈ ∆, u ∈ τ}
= {v|F∆(v) ⊃ τ}.
As τ∗ is the closure of the complement of its proper faces, C(τ∗) is the closure of the set
C(τ∗)−
⋃
τ ′∗≺τ∗,τ ′∗ 6=τ∗
C(τ ′
∗
)
= C(τ∗)−
⋃
τ≺τ ′,τ 6=τ ′
C(τ ′
∗
)
= {v|F∆(v) ⊃ τ} −
⋃
τ≺τ ′,τ 6=τ ′
{v|F∆(v) ⊃ τ
′}
= {v|F∆(v) = τ}.
Moreover, we have
τ =
⋂
v∈C(τ∗)
F∆(v) = F∆(C(τ
∗)).
We summarize these results as follows.
Proposition 1.2. Let ∆ be a rational convex polytope of dimension dim(V ) in V ∗. For any face
τ of ∆, let cone∆(τ) be the cone generated by u
′ − u (u′ ∈ ∆, u ∈ τ). Then the family
Σ(∆) = {(cone∆(τ))
∨|τ ≺ ∆}
is a fan in V = N ⊗Z R, and XA(Σ(∆)) is proper over A. For any v ∈ V , let F∆(v) be the face of
∆ where the function 〈·, v〉|∆ reaches minimum. Then
(cone∆(τ))
∨ = {v|F∆(v) ⊃ τ}
= {v|F∆(v) = τ}
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The map
τ 7→ (cone∆(τ))
∨
sets up a one-to-one correspondence between faces of ∆ and cones in the fan Σ(∆), and the inverse
map is
σ 7→ F∆(σ) =
⋂
v∈σ
F∆(v).
Moreover, we have
dim(cone∆(τ))
∨ = dim(V )− dim(τ)
and
(cone∆(τ))
⋂
(−cone∆(τ)) = span(τ − τ).
Note that Proposition 1.2 holds for the polytope ∆ if and only if it holds for a translation of
∆. Making a translation, we may assume 0 is an interior point of ∆. In this case, Proposition 1.2
follows from the previous discussion.
2. Extensions of Kummer sheaves to toric schemes
In this section k is a field. Let m be a positive integer prime to the characteristic of k so that
k contains a primitive m-th root of unity. Let
µm(k)
n = {(ζ1, . . . , ζn)|ζi ∈ k, ζ
m
i = 1}.
The Kummer covering
[m] : Tnk → T
n
k , x 7→ x
m
on the torus Tnk defines a µm(k)
n-torsor
1→ µm(k)
n → Tnk
[m]
→ Tnk → 1.
Let χ : µm(k)
n → Q
∗
l be a character. Pushing-forward the above torsor by χ
−1, we get a lisse
Ql-sheaf Kχ on T
n
k of rank 1. We call Kχ the Kummer sheaf associated to χ. The following
properties of the Kummer sheaf are standard. We omit their proof.
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(a) We have an isomorphism
Kχ|{1} ∼= Ql,
where 1 is the identity of the algebraic group Tnk .
(b) Let s : Tnk×kT
n
k → T
n
k be the multiplication on the torus, and let pr1, pr2 : T
n
k×kT
n
k → T
n
k
be the two projections. We have an isomorphism
s∗Kχ ∼= pr
∗
1Kχ ⊗ pr
∗
2Kχ
which is compatible with the isomorphism
(s∗Kχ)|{(1,1)} ∼= (pr
∗
1Kχ ⊗ pr
∗
2Kχ)|{(1,1)}
defined by (a). Taking the inverse image of the above isomorphism under the morphism
Tnk → T
n
k ×k T
n
k , x 7→ (x, x
−1),
we deduce an isomorphism
Kχ−1 ∼= K
∨
χ .
(c) Suppose m′|m and suppose there exists a character χ′ : µm′(k)n → Q
∗
l such that
χ(ζ) = χ′(ζ
m
m′ ).
Then we have an isomorphism
Kχ ∼= Kχ′ .
(d) Let ni (i = 1, 2) be positive integers such that n = n1 + n2, let χi : µm(k)
ni → Q
∗
l be
characters such that
χ(ζ1, . . . , ζn) = χ1(ζ1, . . . , ζn1)χ2(ζn1+1, . . . , ζn),
and let
pi : T
n
k = T
n1
k ×k T
n2
k → T
ni
k
be the projections. Then we have an isomorphism
Kχ ∼= p
∗
1Kχ1 ⊗ p
∗
2Kχ2 .
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Now let N be a lattice of rank n, let M = HomZ(N,Z) be its dual lattice, let V = N ⊗Z R,
and let V ∗ = HomR(V,R) ∼=M ⊗ZR. For any fan Σ in V , denote the open immersion of the torus
Tnk = Spec k[M ] in the toric k-scheme Xk(Σ) by
j : Tnk →֒ Xk(Σ).
In this section, we study the sheaf j∗Kχ and the perverse sheaf j!∗(Kχ[n]) on Xk(Σ). (For the
definition of j!∗, see [BBD] 1.4.22 and 1.4.24.)
Let δ be a rational convex polyhedral cone in V ∗ of dimension n, and let Σ(δ) be the fan defined
in Proposition 1.1. If 0 is a face of δ, then the map
M ∩ δ → k, u 7→
{
1 if u = 0,
0 if u 6= 0
is a semigroup homomorphism. It induces an epimorphism of k-algebras k[M ∩ δ]→ k and hence
a closed immersion
x0 : Spec k → Spec k[M ∩ δ] = Xk(Σ(δ)).
We call x0 the distinguished point in Xk(Σ(δ)). It is fixed under the torus action on Xk(Σ(δ)).
Lemma 2.1. Let δ be a rational convex polyhedral cone in V ∗ of dimension n with 0 being a face,
let x0 : Spec k → Xk(Σ(δ)) be the distinguished point in Xk(Σ(δ)), and let j : Tnk → Xk(Σ(δ))
be the open immersion of the open dense torus in Xk(Σ(δ)). If χ : µm(k)
n → Q
∗
l is a nontrivial
character, then x∗0(j!∗(Kχ[n])) is acyclic and x
∗
0(j∗Kχ) = 0. Moreover, we have j∗Ql = Ql.
Proof. Consider the morphism
ǫ¯ : Tnk ×k Xk(Σ(δ))→ T
n
k ×k Xk(Σ(δ)), ǫ¯(t, x) = (t, tx),
where the second component of ǫ¯ is defined by the action of Tnk on X
n
k (Σ(δ)). Note that ǫ¯ is an
isomorphism. Denote the restriction of ǫ¯ to Tnk ×k T
n
k by ǫ. Consider the commutative diagram
Tnk ×k T
n
k
ǫ
→ Tnk ×k T
n
k
pr2→ Tnk
↓ id× j ↓ id× j ↓ j
Tnk ×k Xk(Σ(δ))
ǫ¯
→ Tnk ×k Xk(Σ(δ))
p¯r2→ Xk(Σ(δ)),
where pr2 and p¯r2 are the projections to the second components. Note that we have
pr2ǫ = s,
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where s is the multiplication on the torus. By the smooth base change theorem and the fact that
p¯r∗2[n] is an exact functor with respect to the perverse t-structure ([BBD] page 108-109), we have
p¯r∗2(j!∗(Kχ[n]))[n]
∼= (id× j)!∗(pr
∗
2Kχ[2n]).
So we have
ǫ¯∗p¯r∗2(j!∗(Kχ[n]))[n] ∼= ǫ¯
∗(id× j)!∗(pr
∗
2Kχ[2n])
∼= (id× j)!∗(ǫ
∗pr∗2Kχ[2n])
∼= (id× j)!∗(s
∗Kχ[2n])
∼= (id× j)!∗(pr
∗
1Kχ ⊗ pr
∗
2Kχ[2n]).
Using [BBD] 1.4.24, 4.2.7 and 4.2.8, one can show
(id× j)!∗(pr
∗
1Kχ ⊗ pr
∗
2Kχ[2n])
∼= pr∗1(Kχ[n])⊗ p¯r
∗
2(j!∗(Kχ[n])).
So we have
ǫ¯∗p¯r∗2(j!∗(Kχ[n]))[n]
∼= pr∗1(Kχ[n])⊗ p¯r
∗
2(j!∗(Kχ[n])).
Let i be the morphism
Tnk = T
n
k ×k Spec k
id×x0→ Tnk ×k Xk(Σ(δ))
and let π : Tnk → Spec k be the structure morphism. We have
i∗ǫ¯∗p¯r∗2(j!∗(Kχ[n]))[n] ∼= (p¯r2ǫ¯i)
∗(j!∗(Kχ[n]))[n]
∼= (x0π)
∗(j!∗(Kχ[n]))[n],
i∗(pr∗1(Kχ[n])⊗ p¯r
∗
2(j!∗(Kχ[n])))
∼= Kχ[n]⊗ (x0π)
∗(j!∗(Kχ[n])).
We thus have an isomorphism
(x0π)
∗(j!∗(Kχ[n])) ∼= Kχ ⊗ (x0π)
∗(j!∗(Kχ[n])).
So for all i, we have
Hi((x0π)
∗(j!∗(Kχ[n]))) ∼= Kχ ⊗H
i((x0π)
∗(j!∗(Kχ[n]))).
If χ is nontrivial, this isomorphism implies that Hi((x0π)∗(j!∗(Kχ[n]))) = 0. Indeed, we can
evaluate H0(Tn
k¯
, ·) on both sides of the above isomorphism and use the fact that H0(Tn
k¯
,Kχ) = 0.
So we have Hi(x∗0(j!∗(Kχ[n]))) = 0 for all i, and hence x
∗
0(j!∗(Kχ[n])) is acyclic.
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Similarly, one can show x∗0(j∗Kχ) = 0 if χ is nontrivial. To prove j∗Ql = Ql, we need to show
for any nonempty connected e´tale Xk(Σ(δ))-scheme U , we have
(j∗Ql)(U) = Ql,
that is,
Ql(U ×Xk(Σ(δ)) T
n
k ) = Ql.
It suffices to show U ×Xk(Σ(δ)) T
n
k is nonempty and connected. Indeed, by [F] 2.1, Xk(Σ(δ)) is
normal. So U is normal. As U is connected, U is integral. U ×Xk(Σ(δ)) T
n
k is an open subscheme
of U . It is nonempty since the image of U in Xk(Σ(δ)) is nonempty open and hence has nonempty
intersection with the open dense torus Tnk . Being a nonempty open subscheme of the integral
scheme U , U ×Xk(Σ(δ)) T
n
k is also integral, and in particular connected. This finishes the proof of
the lemma.
Remark 2.2. Keep the notations in Lemma 2.1. Denote by x¯0 the geometric point associated
to x0. By [DL] 6.2.3, x
∗
0(j!∗(Ql[n])) is pure of weight n, that is, for any i and any eigenvalue λ
of the geometric Frobenius element F in Gal(k¯/k) acting on Hi(x¯∗0(j!∗(Ql[n]))), λ is an algebraic
number, and all its galois conjugates have archimedean absolute value q
i+n
2 . Moreover, by [DL]
6.2.1, dim(Hi(x¯∗0(j!∗(Ql[n])))) coincides with the coefficient of T
i+n of the polynomial α(δ) defined
in the Introduction.
Lemma 2.3. Let Σ be a fan in V , σ ∈ Σ and δ the image of σˇ under the canonical homomorphism
V ∗ → V ∗/σ⊥. Note that δ is a rational convex polyhedral cone in V ∗/σ⊥ of dimension dim(V ∗/σ⊥)
and 0 is a face of δ. Let x0 be the distinguished point in Xk(Σ(δ)), and let
j : Tnk →֒ Xk(Σ), j
′ : T
dim(σ)
k →֒ Xk(Σ(δ)) = Spec k[(M/M ∩ σ
⊥) ∩ δ]
be the immersions of the open dense tori in toric schemes. Denote by
p1 : T
n
k = Spec k[M ]→ Oσ = Spec k[M ∩ σ
⊥]
the morphism induced by the canonical homomorphism
k[M ∩ σ⊥] →֒ k[M ].
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If Kχ = p∗1Kχ1 for some Kummer sheaf Kχ1 on Oσ, then
(j!∗(Kχ[n]))|Oσ ∼= (Kχ1 [n− dim(σ)]) ⊗ π
∗x∗0(j
′
!∗(Ql[dim(σ)])),
(j∗Kχ)|Oσ ∼= Kχ1 ,
where Oσ is considered as a subscheme of Xk(Σ) as in §1, and π : Oσ → Spec k is the structure
morphism. IfKχ is not the inverse image under p1 of any Kummer sheaf onOσ, then (j!∗(Kχ[n]))|Oσ
is acyclic and (j∗Kχ)|Oσ = 0.
Proof. Since M/M ∩ σ⊥ is torsion free and hence a free abelian group, the short exact sequence
0→M ∩ σ⊥ →M →M/M ∩ σ⊥ → 0
splits. Fix an isomorphism
M ∼=M ∩ σ⊥ ⊕M/M ∩ σ⊥.
This isomorphism induces identifications
σˇ ∼= σ⊥ ⊕ δ,
M ∩ σˇ ∼= M ∩ σ⊥ ⊕ (M/M ∩ σ⊥) ∩ δ,
k[M ∩ σˇ] ∼= k[M ∩ σ⊥]⊗k k[(M/M ∩ σ
⊥) ∩ δ],
Uσ = Spec k[M ∩ σˇ] ∼= Spec k[M ∩ σ
⊥]×k Spec k[(M/M ∩ σ
⊥) ∩ δ] = Oσ ×k Xk(Σ(δ)),
Tnk = Spec k[M ]
∼= Spec k[M ∩ σ⊥]×k Spec k[M/M ∩ σ
⊥] = Oσ ×k T
dim(σ)
k .
We can find Kummer sheaves Kχ1 on Oσ and Kχ2 on T
dim(σ)
k so that Kχ is identified with
p∗1Kχ1 ⊗ p
∗
2Kχ2
through the isomorphism Tnk
∼= Oσ ×k T
dim(σ)
k , where
p1 : Oσ ×k T
dim(σ)
k → Oσ, p2 : Oσ ×k T
dim(σ)
k → T
dim(σ)
k
are the projections. Consider the commutative diagram
Oσ → Uσ
j
← Tnk
‖ ↓∼= ↓∼=
Oσ
i
→ Oσ ×k Xk(Σ(δ))
id×j′
← Oσ ×k T
dim(σ)
k ,
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where i is the morphism
Oσ = Oσ ×k Spec k
id×x0→ Oσ ×k Xk(Σ(δ)).
Using [BBD] 1.4.24, 4.2.7 and 4.2.8, one can show
(id× j′)!∗
(
p∗1Kχ1 [n− dim(σ)] ⊗ p
∗
2Kχ2 [dim(σ)]
)
∼= pr∗1Kχ1 [n− dim(σ)] ⊗ pr
∗
2j
′
!∗(Kχ2 [dim(σ)]),
where
pr1 : Oσ ×k Xk(Σ(δ))→ Oσ, pr2 : Oσ ×k Xk(Σ(δ))→ Xk(Σ(δ))
are the projections. So we have
(j!∗(Kχ[n]))|Oσ ∼= i
∗(id× j′)!∗
(
p∗1Kχ1 [n− dim(σ)] ⊗ p
∗
2Kχ2 [dim(σ)]
)
∼= i∗
(
pr∗1Kχ1 [n− dim(σ)]⊗ pr
∗
2j
′
!∗(Kχ2 [dim(σ)])
)
∼= Kχ1 [n− dim(σ)]⊗ π
∗x∗0(j
′
!∗(Kχ2 [dim(σ)])),
that is,
(j!∗(Kχ[n]))|Oσ ∼= Kχ1 [n− dim(σ)]⊗ π
∗x∗0(j
′
!∗(Kχ2 [dim(σ)])).
Similarly, we have
(j∗Kχ)|Oσ ∼= Kχ1 ⊗ π
∗x∗0(j
′
∗Kχ2 ).
We then apply Lemma 2.1.
Proposition 2.4. Let Σ be a fan in V , σ ∈ Σ,
j : Tnk →֒ Xk(Σ), j1 : Oσ = Spec k[M ∩ σ
⊥]→ V (σ) = Xk(star(σ))
the immersions of the open dense tori in toric schemes, and
p1 : T
n
k = Spec k[M ]→ Oσ = Spec k[M ∩ σ
⊥]
the morphism induced by the canonical homomorphism
k[M ∩ σ⊥] →֒ k[M ].
If Kχ = p∗1Kχ1 for a Kummer sheaf Kχ1 on Oσ, then
(j∗Kχ)|V (σ) ∼= j1∗Kχ1 .
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If Kχ is not the inverse image under p1 of any Kummer sheaf on Oσ, then
(j∗Kχ)|V (σ) = 0.
Proof. First suppose Kχ is not the inverse image under p1 of any Kummer sheaf on Oσ. Then for
any τ ∈ Σ with σ ≺ τ , Kχ is not the inverse image of any Kummer sheaf on Oτ . By Lemma 2.3,
we then have (j∗Kχ)|Oτ = 0. As V (σ) =
⋃
σ≺τ Oτ , we have (j∗Kχ)|V (σ) = 0.
Now suppose Kχ = p∗1Kχ1 for a Kummer sheaf K1 on Oσ. As in the proof of Lemma 2.3, we
have a commutative diagram
Tnk
jσ
→ Uσ
↓∼= ↓∼=
Oσ ×k T
dim(σ)
k
id×j′
→ Oσ ×k Xk(Σ(δ)),
where δ is the image of σˇ in V ∗/σ⊥, and jσ and j
′ are the open immersions of the tori in Uσ and in
Xk(Σ(δ)), respectively. As Kχ = p
∗
1Kχ1 , the sheaf jσ∗Kχ can be identified with (id× j
′)∗(p
∗Kχ1),
where p : Oσ ×k T
dim(σ)
k → Oσ is the projection. By [BBD] 4.2.7 (which can be deduced from
[SGA 4 12 ] [Th. finitude] 2.16 and Appendix 2.10), we have
(id× j′)∗(p
∗Kχ1) ∼= pr
∗
1Kχ1 ⊗ pr
∗
2(j
′
∗Ql),
where
pr1 : Oσ ×k Xk(Σ(δ))→ Oσ, pr2 : Oσ ×k Xk(Σ(δ))→ Xk(Σ(δ))
are the projections. As j′∗Ql = Ql by Lemma 2.1, we have
(id× j′)∗(p
∗Kχ1 ) ∼= pr
∗
1Kχ1 .
It follows that the canonical homomorphism
q∗σKχ1 → jσ∗j
∗
σq
∗
σKχ1
is an isomorphism, where qσ : Uσ → Oσ is the morphism defined by the canonical homomorphism
k[M ∩ σ⊥] →֒ k[M ∩ σˇ].
For each τ ∈ Σ with σ ≺ τ , fix notations by the following commutative diagram:
Oσ → Oτ
p1
ր qσ ↑ ↑ qτ
Tnk
jσ
→֒ Uσ
jστ
→֒ Uτ
iσ ↑ ↑ iτ
Oσ
lτ
→֒ Uτ (σ) = Spec k[M ∩ σ⊥ ∩ τˇ ],
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and let jτ : T
n
k →֒ Uτ be the canonical open immersion. If Kχ is the inverse image of a Kummer
sheaf Kτ on Oτ , then the same argument as above shows that the following canonical homomor-
phisms are isomorphisms:
q∗τKχτ
∼=
→ jτ ∗j
∗
τ q
∗
τKχτ (1)
(qτ iτ )
∗Kχτ
∼=
→ lτ ∗l
∗
τ (qτ iτ )
∗Kχτ (2)
The isomorphism
q∗σKχ1
∼=
→ jσ∗j
∗
σq
∗
σKχ1
induces an isomorphism
iσ
∗q∗σKχ1
∼=
→ iσ
∗jσ∗j
∗
σq
∗
σKχ1 .
So we have an isomorphism
Kχ1
∼=
→ j∗1 ((j∗Kχ)|V (σ)) (3)
Applying the adjointness of (j∗1 , j1∗) to the inverse of this isomorphism, we get a homomorphism
(j∗Kχ)|V (σ) → j1∗Kχ1 (4)
Let’s show this is an isomorphism. This would prove our proposition.
We have V (σ) =
⋃
σ≺τ Oτ . It suffices to prove the restriction of the homomorphism (4) to each
Oτ (σ ≺ τ) is an isomorphism. If Kχ is not the inverse image of any Kummer sheaf on Oτ , the
both (j∗Kχ)|Oτ and (j1∗Kχ1)|Oτ vanish by Lemma 2.3, and the restriction to Oτ of (4) is trivially
an isomorphism. Now suppose Kχ is the inverse image of a Kummer sheaf Kτ on Oτ . Let’s prove
the restriction of (4) to the set Uτ (σ) (which contains Oτ ) is an isomorphism.
Recall that to construct the homomorphism (4), we first construct an isomorphism (3), and
then apply the adjointness of (j∗1 , j1∗) to the inverse of (3). The isomorphism (3) can also be
described as follows: From the isomorphism (1), we get an isomorphism
l∗τ i
∗
τq
∗
τKχτ
∼=
→ l∗τ i
∗
τ jτ ∗j
∗
τ q
∗
τKχτ (5)
Note that (3) can be identified with (5). This can be seen by applying i∗σ to the commutative
diagram
j∗στ q
∗
τKχτ
∼=
→ j∗στ jτ ∗j
∗
τ q
∗
τKχτ
∼=↓ ↓∼=
q∗σKχ1
∼=→ jσ∗j
∗
σq
∗
σKχ1 .
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Applying the adjointness of (l∗τ , lτ ∗) to the inverse of (5), we get
i∗τ jτ ∗j
∗
τ q
∗
τKχτ → lτ ∗l
∗
τ i
∗
τq
∗
τKχτ (6)
Note that (6) can be identified with the restriction of (4) to Uτ (σ). So it suffices to show (6) is an
isomorphism. But (6) coincides with the composition
i∗τ jτ ∗j
∗
τ q
∗
τKχτ → i
∗
τq
∗
τKχτ → lτ ∗l
∗
τ i
∗
τq
∗
τKχτ ,
where the first arrow is obtained by applying i∗τ to the inverse of (1), and the second arrow can be
identified with (2). As (1) and (2) are isomorphisms, (6) is also an isomorphism. This finishes the
proof of the proposition.
In the following, A is a finitely generated k-algebra. For any fan Σ in V and any cone σ in
Σ, we denote SpecA[M ∩ σˇ] (resp. Spec k[M ∩ σˇ]) by Uσ (resp.Uσk), and SpecA[M ∩ σ
⊥] (resp.
Spec k[M ∩ σ⊥]) by Oσ (resp. Oσk). They are considered as subschemes of XA(Σ) (resp. Xk(Σ).)
Proposition 2.5. Let A be a finitely generated k-algebra, let Σ be a fan in V and let Y be
an effective Cartier divisor of XA(Σ). Denote by j : T
n
k → Xk(Σ) the immersion of the open
dense torus in Xk(Σ), and denote by (j!∗(Kχ[n]))|Y and (j∗Kχ)|Y the inverse images under the
composition
Y → XA(Σ)→ Xk(Σ)
of j!∗(Kχ[n]) and j∗Kχ, respectively. Let y ∈ Y and let σ be the unique cone in Σ such that y ∈ Oσ.
Suppose the scheme theoretic intersection Y ∩ Oσ is smooth over A at y, and is not equal to Oσ
in any neighborhood of y. Then Y is universally locally acyclic over A at y relative to (j!∗(Kχ))|Y
and relative to (j∗Kχ)|Y .
Proof. As in the proof of Lemma 2.3, M ∩ σ⊥ is a direct factor of M . Choose a sublattice M ′ of
M such that
M ∼=M ∩ σ⊥ ⊕M ′.
Let δ be the image of σˇ in M ′ ⊗Z R. It is a cone in M ′ ⊗Z R of dimension dim(σ) with 0 being a
face. We have
σˇ = σ⊥ ⊕ δ,
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M ∩ σˇ = M ∩ σ⊥ ⊕M ′ ∩ δ,
A[M ∩ σˇ] ∼= A[M ∩ σ⊥]⊗A A[M
′ ∩ δ],
Uσ = SpecA[M ∩ σˇ] ∼= SpecA[M ∩ σ
⊥]×A SpecA[M
′ ∩ δ] = Oσ ×A SpecA[M
′ ∩ δ].
We have a commutative diagram of Cartesian squares
Y ∩ Uσ ← Y ∩Oσ
↓ ↓
Oσ ← Uσ ← Oσ
↓ ↓ ↓
SpecA ← SpecA[M ′ ∩ δ] ← SpecA,
where Uσ → Oσ is the projection, Oσ → Uσ is the canonical closed immersion, and SpecA →
SpecA[M ′ ∩ δ] is defined by the homomorphism of A-algebras
A[M ′ ∩ δ]→ A, χu 7→
{
1 if u = 0,
0 if u 6= 0.
Choose an open neighborhood W of y in Uσ and g ∈ OXA(Σ)(W ) so that Y ∩W is defined by
g. Since Y ∩ Oσ is smooth over A at y and is not equal to Oσ near y, by [SGA 1], Expose´ II,
The´ore`me 4.10 (iii), the image dg in (Ω1Oσ/A)y ⊗OOσ,y k(y) is nonzero. Hence the image of dg in
(Ω1Uσ/A[M ′∩δ])y ⊗OUσ,y k(y) is nonzero. By [SGA 1], Expose´ II, The´ore`me 4.10 (ii), there exists an
open neighborhood W ′ of y in Uσ and an e´tale A[M
′ ∩ δ]-morphism
W ′ → SpecA[M ′ ∩ δ][T1, . . . , Tr]
such that Y ∩W ′ is the inverse image of the closed subscheme of SpecA[M ′ ∩ δ][T1, . . . , Tr] defined
by the equation Tr = 0.
Y ∩W ′ → SpecA[M ′ ∩ δ][T1, . . . , Tr−1]
↓ ↓
W ′ → SpecA[M ′ ∩ δ][T1, . . . , Tr]
ց ↓
SpecA[M ′ ∩ δ].
We have
Tnk = Spec k[M ]
∼= Oσk ×k Spec k[M
′].
Let
p1 : T
n
k → Oσk, p2 : T
n
k → Spec k[M
′]
be the projections. We can find Kummer sheaves Kχ1 on Oσk and Kχ2 on Spec k[M
′] so that Kχ
is identified with p∗1Kχ1 ⊗ p
∗
2Kχ2 . Using [BBD] 1.4.24, 4.2.7 and 4.2.8, one can verify that on Uσk,
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we have
j!∗(Kχ[n]) ∼= pr
∗
1(Kχ1 [n− dim(σ)]) ⊗ pr
∗
2(j
′
!∗(Kχ2 [dim(σ)])),
j∗Kχ ∼= pr
∗
1Kχ1 ⊗ pr
∗
2(j
′
∗Kχ2),
where
pr1 : Uσk
∼= Oσk ×k Spec k[M
′ ∩ δ] → Oσk,
pr2 : Uσk
∼= Oσk ×k Spec k[M
′ ∩ δ] → Spec k[M ′ ∩ δ]
are the projections, and j′ : Spec k[M ′]→ Spec k[M ′ ∩ δ] is the immersion of the open dense torus
in Spec k[M ′ ∩ δ] = Xk(Σ(δ)).
Tnk
j
→ Uσk
↓∼= ↓∼=
Oσk ×k Spec k[M
′]
id×j′
→ Oσk ×k Spec k[M
′ ∩ δ].
By [SGA 4 12 ] [Th. finitude] The´ore`me 2.13 (with S = Spec k), the morphism
SpecA[M ′ ∩ δ][T1, . . . , Tr−1]→ SpecA
is universally locally acyclic relative to the inverse images of j′!∗(Kχ2 [dim(σ)]) and of j
′
∗Kχ2 under
the composition
SpecA[M ′ ∩ δ][T1, . . . , Tr−1]→ Spec k[M
′ ∩ δ][T1, . . . , Tr−1]→ Spec k[M
′ ∩ δ].
As the morphism
Y ∩W ′ → SpecA[M ′ ∩ δ][T1, . . . , Tr−1]
is e´tale, we see Y ∩ W ′ is universally locally acyclic over A relative to the inverse images of
j′!∗(Kχ2 [dim(σ)]) and of j
′
∗Kχ2 under the composition
Y ∩W ′ → SpecA[M ′ ∩ δ]→ Spec k[M ′ ∩ δ].
Note that these inverse images coincides with the inverse images of pr∗2(j
′
!∗(Kχ2 [dim(σ)])) and of
pr∗2(j
′
∗Kχ2) under the composition
Y ∩W ′ →W ′ → Uσ → Uσk.
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By Lemma 2.6 below, Y ∩W ′ is universally locally acyclic over A relative to the inverse images
of pr∗1(Kχ1 [n− dim(σ)])⊗ pr
∗
2(j
′
!∗(Kχ2 [dim(σ)])) and of pr
∗
1Kχ1 ⊗ pr
∗
2(j
′
∗Kχ2 ). Therefore Y ∩W
′
is universally locally acyclic over A relative to the inverse images of j!∗(Kχ[n]) and of j∗Kχ. This
proves our assertion.
Lemma 2.6. Let f : X → S be a morphism, K an object in the derived category D+(X,Z/lα) of
e´tale sheaves of (Z/lα)-modules, and F a flat locally constant sheaf of (Z/lα)-modules. Suppose
f is locally acyclic relative to K. Then f is locally acyclic relative to F ⊗K.
Proof. Let s¯ be an arbitrary geometric point in S, let S˜s¯ be the strict henselization of S at s¯. and
let t¯ be an arbitrary geometric point in S˜s¯. Fix notations by the following commutative diagram
of Cartesian squares
Xt¯
j
→ X ×S S˜s¯
i
← Xs¯
↓ ↓ ↓
t¯ → S˜s¯ ← s¯.
Since f is locally acyclic relative to K, the canonical morphism
i∗(K|X×S S˜s¯)→ i
∗Rj∗j
∗(K|X×S S˜s¯)
is an isomorphism. Since F is flat, we have an isomorphism
i∗(F|X×SS˜s¯)⊗ i
∗(K|X×S S˜s¯)
∼=
→ i∗(F|X×S S˜s¯)⊗ i
∗Rj∗j
∗(K|X×S S˜s¯),
that is
i∗((F ⊗K)|X×S S˜s¯)
∼=i∗(F|X×S S˜s¯ ⊗Rj∗j
∗(K|X×S S˜s¯)).
Since F is flat and locally constant, by [SGA 4] Expose´ XVII 5.2.11.1, we have
F|X×S S˜s¯ ⊗Rj∗j
∗(K|X×S S˜s¯)
∼= Rj∗(j
∗(F|X×S S˜s¯)⊗ j
∗(K|X×S S˜s¯))
∼= Rj∗j
∗((F ⊗K)|X×S S˜s¯).
So the canonical morphism
i∗((F ⊗K)|X×S S˜s¯)→ i
∗Rj∗j
∗((F ⊗K)|X×S S˜s¯)
is an isomorphism. Therefore F ⊗K is locally acyclic.
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Proposition 2.7. Let A be a finitely generated k-algebra, let Σ be a fan in V , let Y be an effective
Cartier divisor of XA(Σ), and let jY : Y ∩ TnA → Y be the open immersion induced by the open
immersion of the open dense torus in XA(Σ). Suppose A is an integral domain of dimension d and
is smooth over k, and suppose for any σ ∈ Σ, the scheme theoretic intersection Y ∩Oσ is smooth
over k and is not equal to Oσ near any point. (In particular, taking σ = 0, we see Y ∩ TnA is
smooth over k and is not equal to TnA anywhere). Then we have
jY !∗(Kχ|Y ∩TnA [n+ d− 1])
∼= (j!∗(Kχ[n]))|Y [d− 1],
jY ∗(Kχ|Y ∩TnA)
∼= (j∗Kχ)|Y ,
where (j!∗(Kχ[n]))|Y and (j∗Kχ)|Y are the same as in Proposition 2.5, and Kχ|Y ∩Tn
A
is the inverse
image of Kχ under the composition
Y ∩TnA → T
n
A → T
n
k .
Proof. Let y be an arbitrary point in Y . Choose σ ∈ Σ such that y ∈ Oσ . Choose a sublattice
M ′ of M such that
M ∼=M ∩ σ⊥ ⊕M ′,
and let δ be the image of σˇ in M ′ ⊗Z R. Again we have
Uσ = SpecA[M ∩ σˇ] ∼= SpecA[M ∩ σ
⊥]×A SpecA[M
′ ∩ δ] = Oσ ×A SpecA[M
′ ∩ δ],
and we have a commutative diagram of Cartesian squares
Y ∩ Uσ ← Y ∩Oσ
↓ ↓
Oσ ← Uσ ← Oσ
↓ ↓ ↓
SpecA ← SpecA[M ′ ∩ δ] ← SpecA
↓ ↓ ↓
Spec k ← Spec k[M ′ ∩ δ] ← Spec k.
Choose an open neighborhood W of y in Uσ and g ∈ OXA(Σ)(W ) so that Y ∩W is defined by g.
Since A is a smooth k-algebra, Oσ = SpecA[M ∩ σ⊥] is smooth over k. Since Y ∩ Oσ is smooth
over k at y and is not equal to Oσ near y, by [SGA 1] Expose´ II, The´ore`me 4.10 (iii), the image
of dg in (Ω1Oσ/k)y ⊗OOσ,y k(y) is nonzero. Hence the image of dg in (Ω
1
Uσ/k[M ′∩δ]
)y ⊗OUσ,y k(y) is
nonzero. By [SGA 1] Expose´ II, The´ore`me 4.10 (i), there exists an open neighborhood W ′ of y in
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Uσ so that Y ∩W ′ is smooth over k[M ′ ∩ δ]. Choose Kummer sheaves Kχ1 on Oσk and Kχ2 on
Spec k[M ′] so that Kχ is identified with p∗1Kχ1 ⊗ p
∗
2Kχ2 , where
p1 : T
n
k → Oσk, p2 : T
n
k → Spec k[M
′]
are the projections. As in the proof of Proposition 2.5, on Uσk, we have
j!∗(Kχ[n]) ∼= pr
∗
1(Kχ1 [n− dim(σ)]) ⊗ pr
∗
2(j
′
!∗(Kχ2 [dim(σ)])),
j∗Kχ = pr
∗
1Kχ1 ⊗ pr
∗
2(j
′
∗Kχ2),
where
pr1 : Uσk
∼= Oσk ×k Spec k[M
′ ∩ δ] → Oσk,
pr2 : Uσk
∼= Oσk ×k Spec k[M
′ ∩ δ] → Spec k[M ′ ∩ δ]
are the projections, and j′ : Spec k[M ′]→ Spec k[M ′ ∩ δ] is the immersion of the open dense torus
in Spec k[M ′ ∩ δ] = Xk(Σ(δ)). We have the following commutative diagram of Cartesian squares
Y ∩W ′ ∩TnA
jY
→֒ Y ∩W ′
↓ ↓
TnA = SpecA[M ] →֒ Uσ = SpecA[M ∩ σˇ]
↓ ↓
Tnk = Spec k[M ] →֒ Uσk = Spec k[M ∩ σˇ]
pr1→ Oσk
p2 ↓ ↓ pr2 ↓
Spec k[M ′]
j′
→֒ Spec k[M ′ ∩ δ] → Spec k.
Since Y ∩W ′ is smooth over Spec k[M ′ ∩ δ], by the smooth base change theorem, on Y ∩W ′, we
have
(pr∗2(j
′
∗Kχ2))|Y ∩W ′
∼= jY ∗((p
∗
2Kχ2)|Y ∩TnA)
So we have
(j∗Kχ)|Y ∩W ′ ∼= (pr
∗
1Kχ1 ⊗ pr
∗
2(j
′
∗Kχ2))|Y ∩W ′
∼= (pr∗1Kχ1)|Y ∩W ′ ⊗ jY ∗((p
∗
2Kχ2 )|Y ∩TnA)
∼= jY ∗(jY
∗((pr∗1Kχ1)|Y ∩W ′)⊗ (p
∗
2Kχ2)|Y ∩TnA)
∼= jY ∗((p
∗
1Kχ1 ⊗ p
∗
2Kχ2)|Y ∩TnA)
∼= jY ∗(Kχ|Y ∩TnA),
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where for the third isomorphism, we use [SGA 4] Expose´ XVII, 5.2.11.1. This proves that
jY ∗(Kχ|Y ∩TnA)
∼= (j∗Kχ)|Y
holds when restricted to Y ∩W ′. As W ′ is a neighborhood of y, and y can be taken to be any
point in Y , we have the above isomorphism everywhere on Y . Denote the smooth morphism
Y ∩W ′ → Spec k[M ′ ∩ δ] by f . Its relative dimension is n − dim(σ) + d − 1. Using the smooth
base change theorem and the fact that f∗[n− dim(σ)+ d− 1] is exact with respect to the perverse
t-structure ([BBD] page 108-109), one can prove the assertion about j!∗.
3. Compactification of f : Tnk → A
1
k
In this section, we take N to be the lattice Zn and V = Rn. Let
G =
∑
i∈Zn
aiX
i ∈ A[X1, X
−1
1 , . . . , Xn, X
−1
n ]
be a Laurent polynomial with coefficients in a commutative ring A. The Newton polyhedron ∆(G)
of G is the convex hull in Rn of the set {i ∈ Zn|ai 6= 0}. For any face τ of ∆(G), set
Gτ =
∑
i∈τ
aiX
i.
Assume dim(∆(G)) = n, and let Σ be a fan which is a subdivision of the fan Σ(∆(G)) in Proposition
1.2. Let Y be the scheme theoretic closure in the toric scheme XA(Σ) of the locus G = 0 in the
torus TnA = SpecA[X1, X
−1
1 , . . . , Xn, X
−1
n ]. Here we regard the torus T
n
A as an open subscheme of
XA(Σ). Note that XA(Σ) and Y are proper over A.
Proposition 3.1. Notation as above. Suppose A is an integral domain. Let σ ∈ Σ and let
τ = F∆(G)(σ). Then
(τ ∩ {i ∈ Zn|ai 6= 0}) 6= ∅.
Let P ∈ τ ∩ {i ∈ Zn|ai 6= 0}. Then we have X−PG ∈ A[Zn ∩ σˇ] and X−PGτ ∈ A[Zn ∩ σ⊥].
Moreover, on the open subscheme Uσ = SpecA[Z
n∩σˇ] of XA(Σ), Y ∩Uσ is the locus of X−PG = 0,
and on the torus Oσ = SpecA[Z
n ∩ σ⊥] (regarded as a subscheme of XA(Σ)), Y ∩Oσ is the locus
of X−PGτ = 0.
34
Proof. Since Σ is a subdivision of Σ(∆(G)), we can choose σ′ ∈ Σ(∆(G)) such that σ ⊂ σ′. By
the construction in Proposition 1.2, F∆(G)(σ
′) is not empty. As τ = F∆(G)(σ) ⊃ F∆(G)(σ
′), τ is
nonempty. Since τ is a face of ∆(G), we must have (τ ∩ {i ∈ Zn|ai 6= 0}) 6= ∅ by the definition of
∆(G).
For any v ∈ σ, we have
F∆(G)(v) ⊃ F∆(G)(σ) ⊃ τ.
So 〈u′, v〉 ≥ 〈u, v〉 for any u′ ∈ ∆(G) and u ∈ τ . Hence v ∈ (cone∆(G)(τ))
∨. So σ ⊂ (cone∆(G)(τ))
∨
and hence cone∆(G)(τ) ⊂ σˇ. In particular, we have X
−PG ∈ A[Zn ∩ σˇ]. Since
τ − τ ⊂ (cone∆(G)(τ)) ∩ (−cone∆(G)(τ)) ⊂ σˇ ∩ (−σˇ) = σ
⊥,
we have X−PGτ ∈ A[Zn ∩ σ⊥]. For any Q ∈ ∆(G) with Q 6∈ τ = F∆(G)(σ), we have Q 6∈ F∆(G)(v)
for some v ∈ σ. By the definition of F∆(G)(v), we must have 〈Q, v〉 > 〈P, v〉. So Q − P 6∈ σ
⊥.
Therefore, under the epimorphism
A[Zn ∪ σˇ]→ A[Zn ∪ σ⊥], χu 7→
{
χu if u ∈ σ⊥,
0 if u 6∈ σ⊥,
X−PG is mapped to X−PGτ . As this epimorphism defines the immersion Oσ → Uσ, if we can
prove Y ∩ Uσ is the locus of X−PG = 0 in Uσ, then Y ∩Oσ is the locus of X−PGτ = 0 in Oσ.
Since Y is the scheme theoretic closure in XA(Σ) of the locus G = 0 in T
n
A = SpecA[Z
n], to
prove Y ∩ Uσ is the locus of X−PG = 0 in Uσ, we need to show the kernel of the composition
A[Zn ∪ σˇ]→ A[Zn]→ A[Zn]/(G) (1)
is the ideal generated by X−PG. Let {v1, . . . , vk} be a minimal family of generators of σ, and let
σi (i = 1, . . . , k) be the rays generated by vi. Note that σi are one dimensional faces of σ. We have
σˇ =
k⋂
i=1
σˇi and hence
A[Zn ∩ σˇ] =
k⋂
i=1
A[Zn ∩ σˇi].
It suffices to show the kernel of the composition
A[Zn ∩ σˇi]→ A[Z
n]→ A[Zn]/(G) (2)
is the ideal generated by X−PG for each i. Indeed, if this is true and if f lies in the kernel of the
composition (1), then f lies in the kernel of the composition (2) for each i. Hence f lies in the
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ideal of A[Zn ∩ σˇi] generated by X−PG for each i. So
f
X−PG
∈
k⋂
i=1
A[Zn ∩ σˇi] = A[Z
n ∩ σˇ],
that is, f lies in the ideal of A[Zn ∩ σˇ] generated by X−PG.
For each i, Zn/(Zn ∩ span(σi)) has no torsion. So Zn ∩ span(σi) is a direct factor of Zn. Since
σi is a one-dimensional rational cone, we can choose a basis e1, . . . , en of Z
n so that σi is generated
by e1. Denote by Y1, . . . , Yn the coordinates with respect to this basis. We then have isomorphisms
A[Zn ∩ σˇi] ∼= A[Y1, Y2, Y
−1
2 , . . . , Yn, Y
−1
n ],
A[Zn] ∼= A[Y1, Y
−1
1 , Y2, Y
−1
2 , . . . , Yn, Y
−1
n ].
Through these isomorphisms, the open immersion TnA →֒ Uσi corresponds to the canonical homo-
morphism A[Y1, Y2, Y
−1
2 , . . . , Yn, Y
−1
n ] →֒ A[Y1, Y
−1
1 , Y2, Y
−1
2 , . . . , Yn, Y
−1
n ]. We need to show the
kernel of the composition
A[Y1, Y2, Y
−1
2 , . . . , Yn, Y
−1
n ] →֒ A[Y1, Y
−1
1 , Y2, Y
−1
2 , . . . , Yn, Y
−1
n ]
→ A[Y1, Y
−1
1 , Y2, Y
−1
2 , . . . , Yn, Y
−1
n ]/(G)
= A[Y1, Y
−1
1 , Y2, Y
−1
2 , . . . , Yn, Y
−1
n ]/(X
−PG)
is the ideal of A[Y1, Y2, Y
−1
2 , . . . , Yn, Y
−1
n ] generated by X
−PG. Let B = A[Y2, Y
−1
2 , . . . , Yn, Y
−1
n ].
If f lies in the kernel of the above composition, then f = X−PGg for some g ∈ B[Y1, Y
−1
1 ]. Note
that both f and X−PG are in B[Y1]. By the choice of P , X
−PG has a nonzero constant term.
This implies that g ∈ B[Y1]. So f lies in the ideal of B[Y1] generated by X
−PG. This finishes the
proof of the proposition.
Let
f =
∑
i∈Zn
aiX
i ∈ A[X1, X
−1
1 , . . . , Xn, X
−1
n ]
be a Laurent polynomial. Recall that the Newton polyhedron ∆∞(f) of f at ∞ is the convex hull
in Rn of the set {i ∈ Zn|ai 6= 0} ∪ {0}. We say f is non-degenerate with respect to ∆∞(f) if for
any face τ of ∆∞(f) not containing 0, the locus of
∂fτ
∂X1
= · · · =
∂fτ
∂Xn
= 0
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in TnA is empty. By [SGA 1] Expose´ II, Corollaire 4.5, this is equivalent to saying that the morphism
fτ : T
n
A = SpecA[X1, X
−1
1 , . . . , Xn, X
−1
n ]→ A
1
A = SpecA[T ]
defined by the A-algebra homomorphism
A[T ]→ A[X1, X
−1
1 , . . . , Xn, X
−1
n ], T 7→ fτ
is smooth.
Let k be a field, and let f =
∑
i∈Zn aiX
i ∈ k[X1, X
−1
1 , . . . , Xn, X
−1
n ] be a Laurent polynomial
with coefficients in k. It defines a k-morphism
f : Tnk → A
1
k.
Let
A = k[T ]
and let
G = f − T.
Regard G as a Laurent polynomial over A. We have
∆(G) = ∆∞(f).
Suppose dim(∆∞(f)) = n. Let Σ be a fan that is a subdivision of Σ(∆∞(f)), let Y be the scheme
theoretic closure in XA(Σ) of the locus G = 0 in T
n
A, and let g : Y → A
1
k be the composition
Y → XA(Σ)→ SpecA. Note that g is proper. The locus of G = 0 in TnA is the closed subscheme
Spec k[T,X1, X
−1
1 , . . . , Xn, X
−1
n ]/(f−T ) of T
n
A = Spec k[T,X1, X
−1
1 , . . . , Xn, X
−1
n ]. Since we have
an isomorphism
k[T,X1, X
−1
1 , . . . , Xn, X
−1
n ]/(f − T )
∼=→ k[X1, X
−1
1 , . . . , Xn, X
−1
n ], T 7→ f,
the locus of G = 0 in TnA can be identified with T
n
k = Spec k[X1, X
−1
1 , . . . , Xn, X
−1
n ] and the
restriction of g to this locus can be identified with f : Tnk → A
1
k. So g is a compactification of f .
Let
jY : T
n
k
∼= Y ∩TnA → Y
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be the open immersion induced by the immersion of the open dense torus TnA in XA(Σ), and let Kχ
be a Kummer sheaf on Tnk . In the following, we study the properties of jY ∗Kχ and jY !∗(Kχ[n]).
We start with a lemma.
Lemma 3.2. Let
f =
∑
i∈Zn
aiX
i ∈ k[X1, X
−1
1 , . . . , Xn, X
−1
n ]
be a Laurent polynomial over a field k. Suppose dim(∆∞(f)) = n. Let Σ be a subdivision of
Σ(∆∞(f)), A = k[T ], G = f − T , Y the scheme theoretic closure in XA(Σ) of the locus G = 0 in
TnA, and g : Y → A
1
k the composition Y → XA(Σ)→ SpecA. Let σ ∈ Σ and let τ = F∆∞(f)(σ).
(i) Y ∩Oσ is not equal to Oσ near any point.
(ii) Suppose 0 6∈ τ . Choose P ∈ τ ∩ {i ∈ Zn|ai 6= 0} and let Z be the locus of X−P fτ = 0 in
Oσk = Spec k[Z
n ∩ σ⊥]. Then we have a Cartesian diagram
Y ∩Oσ → Z
g ↓ ↓
A1k → Spec k.
If f is non-degenerate, then Z is smooth over k, and hence Y ∩Oσ is smooth over A
1
k, and over k.
(iii) Suppose 0 ∈ τ . Then we have an isomorphism
Y ∩Oσ ∼= Oσk
and g|Y ∩Oσ is identified with the morphism fτ : Oσk → A
1
k defined by the k-algebra homomorphism
k[T ]→ k[Zn ∩ σ⊥], T 7→ fτ .
In particular, Y ∩Oσ is smooth over k. If f is non-degenerate and σ ∈ Σ(∆∞(f)), then Y ∩Oσ is
smooth over A1k outside finitely many closed points.
Proof.
(i) Let P ∈ τ ∩ ({i ∈ Zn|ai 6= 0}∪{0}). By Proposition 3.1, Y ∩Oσ is the locus of X
−PGτ = 0
in Oσ = SpecA[Z
n ∩ σ⊥]. Since X−PGτ is nonzero and Oσ is integral, Y ∩Oσ is not equal to Oσ
near any point.
(ii) Since 0 6∈ τ , we have X−PGτ = X−P fτ . As X−Pfτ does not involve the variable T ,
Y ∩Oσ → A1k can be obtained from Z → Spec k by base change.
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Suppose f is non-degenerate. Let’s prove Z is smooth. Since Zn/Zn ∩ σ⊥ is torsion free,
Zn ∩σ⊥ is a direct factor of Zn. Choose a basis {e1, . . . , en} of Zn so that {e1, . . . , er} is a basis of
Zn∩σ⊥. Let (Y1, . . . , Yn) be the coordinates with respect to this basis. Then X−Pfτ ∈ k[Zn∩σ⊥]
only depends on the variables Y1, . . . , Yr. Since f is non-degenerate with respect to ∆∞(f) and
0 6∈ τ , the locus of X−P fτ = 0 in Tnk is smooth over k. As X
−Pfτ depends only on Y1, . . . , Yr, the
locus of X−P fτ = 0 in T
r
k = Spec k[Z
n ∩ σ⊥] is smooth over k, that is, Z is smooth over k.
(iii) Now suppose 0 ∈ τ . We can then take P = 0. We have Gτ = fτ − T . Since we have an
isomorphism
A[Zn ∩ σ⊥]/(fτ − T ) ∼= k[Z
n ∩ σ⊥], T 7→ fτ ,
the locus of Gτ = 0 in Oσ = SpecA[Z
n ∩ σ⊥] can be identified with Oσk = Spec k[Z
n ∩ σ⊥], and
g|Y ∩Oσ can be identified with the morphism fτ : Oσk → A
1
k.
Again choose a basis {e1, . . . , en} of Zn so that {e1, . . . , er} is a basis of Zn ∩ σ⊥, where
r = dim(σ⊥). Let (Y1, . . . , Yn) be the coordinates with respect to this basis. Then fτ depend only
on the coordinates Y1, . . . , Yr. Note that
∆∞(fτ (Y1, . . . , Yr)) = τ.
If f is non-degenerate with respect to ∆∞(f), then fτ (Y1, . . . , Yr) is non-degenerate with respect
to ∆∞(fτ (Y1, . . . , Yr)). Furthermore, if σ ∈ Σ(∆∞(f)), then by Proposition 1.2, we have dim(σ) =
n− dim(τ), and hence
dim(∆∞(fτ (Y1, . . . , Yr))) = dim(τ) = dim(σ
⊥) = r.
By [DL] 3.5, fτ : T
r
k → A
1
k is then smooth outside finitely many closed points. So Y ∩Oσ is
smooth over A1k outside finitely many closed points under our assumption.
Lemma 3.3. Keep the notations in Lemma 3.2. Suppose dim(∆∞(f)) = n, f is non-degenerate,
and Σ is a subdivision of Σ(∆∞(f)). Let j : T
n
k → Xk(Σ) be the immersion of the open dense
torus in Xk(Σ), and let (j!∗(Kχ[n]))|Y and (j∗Kχ)|Y the inverse images under the composition
Y → XA(Σ)→ Xk(Σ)
of j!∗(Kχ[n]) and j∗Kχ, respectively. Then we have
jY !∗(Kχ[n]) ∼= (j!∗(Kχ[n]))|Y ,
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jY ∗Kχ ∼= (j∗Kχ)|Y .
Proof. By Lemma 3.2, Y ∩ Oσ is smooth over k for any σ ∈ Σ. Our assertion then follows from
Proposition 2.7.
Proposition 3.4. Keep the notations in Lemma 3.2. Suppose dim(∆∞(f)) = n, f is non-
degenerate, and Σ is a subdivision of Σ(∆∞(f)) with the property that for any σ ∈ Σ with
0 ∈ F∆∞(f)(σ), we have σ ∈ Σ(∆∞(f)).
(i) Outside finitely many closed points in Y , g : Y → A1k is universally locally acyclic relative
to jY !∗(Kχ[n]), and relative to jY ∗Kχ.
(ii) For any σ ∈ Σ, g|Y ∩V (σ) → A
1
k is universally locally acyclic relative to (jY ∗Kχ)|Y ∩V (σ)
outside finitely many closed points.
Proof.
(i) By Lemma 3.3, we have
jY !∗(Kχ[n]) ∼= (j!∗(Kχ[n]))|Y ,
jY ∗Kχ ∼= (j∗Kχ)|Y ,
By Lemma 3.2, Y ∩ Oσ is smooth over A outside finitely many closed points for any σ ∈ Σ. So
by Proposition 2.5, Y is universally locally acyclic over A relative to (j!∗(Kχ[n]))|Y and relative
to (j∗Kχ)|Y outside finitely many closed points. Thus g : Y → SpecA = A1k is universally locally
acyclic relative jY !∗(Kχ[n]) and relative to jY ∗Kχ outside finitely many closed points.
(ii) Let
p1 : T
n
k = Spec k[Z
n]→ Oσk = Spec k[Z
n ∩ σ⊥]
be the projection. If Kχ is not the inverse image of a Kummer sheaf on Oσk, then by Proposition
2.4, j∗Kχ vanishes on V (σ)k = Spec k[Z
n∩σˇ]. As jY ∗Kχ = (j∗Kχ)|Y , jY ∗Kχ vanishes on Y ∩V (σ).
Hence g|Y ∩V (σ) → A
1
k is universally locally acyclic relative to (jY ∗Kχ)|Y ∩V (σ) in this case.
Now suppose Kχ = p∗1Kχ1 for some Kummer sheaf Kχ1 on Oσk. Let Σ1 = star(σ) and let
j1 : Oσk → Xk(Σ1) = V (σ)k be the immersion of the open dense torus. By Proposition 2.4, we
have
(j∗Kχ)|V (σ)k
∼= j1∗Kχ1 .
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So we have
(jY ∗Kχ)|Y ∩V (σ) ∼= (j∗Kχ)|Y ∩V (σ)
∼= (j1∗Kχ1)|Y ∩V (σ).
For each τ ∈ Σ1, by Lemma 3.2, Y ∩ Oτ is smooth over A outside finitely many points. So by
Proposition 2.5 applied to the toric scheme XA(Σ1) = V (σ) and the Cartier divisor Y ∩ V (σ),
Y ∩ V (σ) is universally locally acyclic over A relative to (j1∗Kχ1)|Y ∩V (σ) outside finitely many
closed points. Hence Y ∩ V (σ) is universally locally acyclic over A relative to (jY ∗Kχ)|Y ∩V (σ)
outside finitely many closed points.
Lemma 3.5. Let Y be a scheme of finite type over a field k, F a Ql-sheaf on Y , J a finite set,
and Yj a closed subscheme of Y for each j ∈ J . For any I ⊂ J , let
YI =
⋂
j∈I
Yj , Y
◦
I = YI −
⋃
j∈J−I
Yj .
We have Y∅ = Y , and we denote Y
◦
∅ = Y −
⋃
j∈J Yj by Y
◦.
(i) Let g : Y → A1k be a k-morphism. Suppose R
i(g|Y ◦
I
)!F are tame at ∞ for all I ⊂ J and all
i. Then Ri(g|YI )!F are tame at ∞ for all I ⊂ J and all i. In particular, R
ig!F are tame at ∞ for
all i.
(ii) Conversely, suppose Ri(g|YI )!F are tame at ∞ for all I ⊂ J and all i. Then R
i(g|Y ◦
I
)!F
are tame at ∞ for all I ⊂ J and all i. In particular, Ri(g|Y ◦)!F are tame at ∞ for all i.
(iii) Let φ be an integer valued function on the power set of J with the property φ(I ′) ≤ φ(I)
for any I ⊂ I ′ ⊂ J . Suppose Hic(Y
◦
I ⊗k k,F) = 0 for all I ⊂ J and all i > φ(I). Then
Hic(YI ⊗k k,F) = 0 for all I ⊂ J and all i > φ(I). In particular, H
i
c(Y ⊗k k,F) = 0 for all i > φ(∅).
(iv) Let φ be as in (iii). Suppose furthermore that for any I ⊂ I ′ ⊂ J with YI′ 6= ∅, YI , we have
φ(I ′) < φ(I). If Hic(YI ⊗k k,F) = 0 for all I ⊂ J and all i > φ(I), then H
i
c(Y
◦
I ⊗k k,F) = 0 for all
I ⊂ J and all i > φ(I). In particular, Hic(Y
◦ ⊗k k,F) = 0 for all i > φ(∅).
Proof. We will prove (i) and (iv). The proof of (ii) and (iii) is similar.
(i) It suffices to prove Rig!F are tame at ∞ for all i. Indeed, applying this result to g|YI and
the closed subschemes YI ∩Yj (j ∈ J − I), we see Ri(g|YI )!F are tame at∞ for all i and all I ⊂ J .
We use induction on the number of elements of J . The case where J = ∅ is trivial. If J = {1}, we
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have Y ◦∅ = Y − Y1 and Y
◦
J = Y1. By our assumption, R
i(g|Y−Y1)!F and R
i(g|Y1)!F are tame at
∞. We have a long exact sequence
· · · → Ri(g|Y−Y1)!F → R
ig!F → R
i(g|Y1)!F → · · · .
It follows that Rig!F are tame at ∞. Suppose J = {1, . . . ,m} (m ≥ 2) and suppose our assertion
holds for those J with less than m elements. Applying the induction hypothesis to Y − Y1 and
the closed subschemes Yj − Y1 (j ∈ J − {1}), we see Ri(g|Y−Y1)!F are tame at ∞. Applying the
induction hypothesis to Y1 and the closed subschemes Y1 ∩Yj (j ∈ J −{1}), we see Ri(g|Y1)!F are
tame at ∞. It follows from the previous long exact sequence that Rig!F are tame at ∞.
(iv) As in (i), it suffices to show Hic(Y
◦ ⊗k k,F) = 0 for i > φ(∅). We use induction on the
number of element of J . The case where J = ∅ is trivial. If J = {1}, we have Y∅ = Y , YJ = Y1
and Y ◦ = Y − Y1. The cases where YJ = ∅ or YJ = Y∅ are trivial. Suppose YJ 6= ∅, Y∅. Then
φ(J) < φ(∅). We have a long exact sequence
· · · → Hi−1c (Y1 ⊗k k,F)→ H
i
c((Y − Y1)⊗k k,F)→ H
i
c(Y ⊗k k,F)→ · · · .
By our assumption, we have Hi−1c (Y1 ⊗k k,F) = 0 for i − 1 > φ(J) and H
i
c(Y ⊗k k,F) = 0 for
i > φ(∅). It follows that Hic((Y − Y1) ⊗k k,F) = 0 for i > φ(∅). Let J = {1, . . . ,m} (m ≥ 2)
and suppose our assertion holds for those J with less than m elements. Applying the induction
hypothesis to Y and the closed subschemes Yj (j ∈ J−{1}), we see Hi((Y −
⋃
j 6=1 Yj)⊗k k,F) = 0
for all i ≥ φ(∅). Applying the induction hypothesis to Y1 and the closed subschemes Y1 ∩ Yj
(j ∈ J − {1}), we see Hi−1((Y1 −
⋃
j 6=1 Yj) ⊗k k,F) = 0 for all i − 1 ≥ φ({1}). We have a long
exact sequence
· · · → Hi−1((Y1 −
⋃
j 6=1
Yj)⊗k k,F)→ H
i((Y −
⋃
j
Yj)⊗k k,F)→ H
i((Y −
⋃
j 6=1
Yj)⊗k k,F)→ · · · .
If Y1 6= ∅, Y , then φ({1}) < φ(∅). It follows that H
i((Y −
⋃
j Yj)⊗k k,F) = 0 for all i > φ(∅). If
Y1 = ∅, then Hi((Y −
⋃
j Yj) ⊗k k,F) = H
i((Y −
⋃
j 6=1 Yj)⊗k k,F) = 0 for i ≥ φ(∅). If Y1 = Y ,
then Y −
⋃
j Yj = ∅ and H
i((Y −
⋃
j Yj)⊗k k,F) = 0 for all i.
Lemma 3.6. Let k be a field. Suppose f : Tnk → A
1
k is a k-morphism defined by a Laurent
polynomial f ∈ k[X1, X
−1
1 , . . . , Xn, X
−1
n ] that is non-degenerate with respect to ∆∞(f). Then
Rif!Kχ are tame at ∞ for all i.
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Proof. For the Kummer covering
[m] : Tnk → T
n
k , x 7→ x
m,
we have
[m]∗Ql
∼=
⊕
χ
Kχ,
where χ : µm(k)
n → Q
∗
l goes over the set of characters of µm(k)
n. The composition f◦[m] is defined
by the Laurent polynomial f(xm1 , . . . , x
m
n ). It is not hard to see that this Laurent polynomial is
non-degenerate with respect to its Newton polyhedron at ∞. So by [DL] 4.2, Ri(f ◦ [m])!Ql are
tame at ∞ for all i. We have
Ri(f ◦ [m])!Ql ∼= R
if!([m]∗Ql)
∼=
⊕
χ
Rif!Kχ.
So Rif!Kχ are tame at ∞ for all i and all χ.
Lemma 3.7. Keep the notations in Lemma 3.2. Suppose f is non-degenerate, dim(∆∞(f)) = n,
Σ is a subdivision of Σ(∆∞(f)), and σ ∈ Σ so that 0 6∈ F∆∞(f)(σ). Then R
i(g|Y ∩Oσ )!(jY !∗(Kχ[n]))
and Ri(g|Y ∩Oσ )!(jY ∗Kχ) are constant sheaves.
Proof. By Lemma 3.2 (ii), we have a commutative diagram of Cartesian squares
Y ∩Oσ → Z
↓ ↓
XA(Σ) → Xk(Σ)
↓ ↓
A1k → Spec k,
where Z is a closed subscheme of Oσk and we regard Oσk as a subscheme of Xk(Σ). Let j : T
n
k →
Xk(Σ) be the immersion of the open dense torus in Xk(Σ). By Lemma 3.3, we have
jY !∗(Kχ[n]) ∼= (j!∗(Kχ[n]))|Y ,
jY ∗(Kχ) ∼= (j∗Kχ)|Y .
Fix notations by the following diagram
Y ∩Oσ
ρ′
→ Z
g ↓ ↓ λ
A1k
ρ
→ Spec k,
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By the proper base change theorem, we have
Ri(g|Y ∩Oσ )!(jY ∗Kχ) ∼= R
i(g|Y ∩Oσ )!((j∗Kχ)|Y ∩Oσ )
∼= Ri(g|Y ∩Oσ )!ρ
′∗((j∗Kχ)|Z)
∼= ρ∗Riλ!((j∗Kχ)|Z),
that is,
Ri(g|Y ∩Oσ)!(jY ∗Kχ) ∼= ρ
∗Riλ!((j∗Kχ)|Z).
Hence Ri(g|Y ∩Oσ)!(jY ∗Kχ) are constant for all i. Similarly, R
i(g|Y ∩Oσ)!(jY !∗(Kχ[n])) are also
constant for all i.
Proposition 3.8. Keep the notations in Lemma 3.2. Suppose dim(∆∞(f)) = n, f is non-
degenerate, and Σ is a subdivision of Σ(∆∞(f)). For any σ ∈ Σ, Ri(g|Y ∩V (σ))∗(jY !∗(Kχ[n])) and
Ri(g|Y ∩V (σ))∗(jY ∗Kχ) are tame at∞ for all i. In particular, taking σ = 0, we seeR
ig∗(jY !∗(Kχ[n]))
and Rig∗(jY ∗Kχ) are tame at ∞ for all i.
Proof. Let J be the set of one dimensional cones in Σ, and for each σ ∈ J , let Yσ = Y ∩ V (σ).
For any subset I = {σ1, . . . , σr} of J , we have
YI =
r⋂
i=1
Yσi
= Y
⋂( r⋂
i=1
V (σi)
)
= Y
⋂( r⋂
i=1
∐
σi≺γ
Oγ
)
= Y
⋂( ∐
σ1,...,σr≺γ
Oγ
)
.
So if σ is the smallest cone in Σ containing σ1, . . . , σr, then we have
YI = Y ∩ V (σ).
If there is no cone in Σ containing all σ1, . . . , σr, then YI = ∅. Note that since σ1, . . . , σr are one-
dimensional cones in Σ, the smallest cone in Σ containing σ1, . . . , σr is exactly the cone generated
by σ1, . . . , σr if this cone lies in Σ. Suppose J − I = {σr+1, . . . , σs}. Then we have
Y ◦I = YI −
s⋃
i=r+1
Yσj
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= Y
⋂( ∐
σ1,...,σr≺γ
Oγ −
s⋃
i=r+1
∐
σj≺γ
Oγ
)
= Y
⋂( ∐
σ1, . . . , σr ≺ γ
σr+1, . . . , σs 6≺ γ
Oγ
)
= Y ∩Oσ,
where σ is again the cone in Σ generated by σ1, . . . , σr. (If the cone generated by σ1, . . . , σr
does not lie in Σ, then Y ◦I = ∅.) By Lemma 3.5 (i), to prove our assertion, it suffices to show
that for any σ ∈ Σ, Ri(g|Y ∩Oσ )∗(jY !∗(Kχ[n])) and R
i(g|Y ∩Oσ)∗(jY ∗Kχ) are tame at ∞ for all
i. If 0 6∈ F∆∞(f)(σ), this follows from Lemma 3.7. Suppose 0 ∈ F∆∞(f)(σ). By Lemma 3.2
(iii), Y ∩ Oσ can be identified with Oσk and g|Y ∩Oσ : Y ∩ Oσ → A
1
k can be identified with
fτ : Oσk → A
1
k, where τ = F∆∞(f)(σ). Using Lemma 3.3, one can check (jY !∗(Kχ[n]))|Y ∩Oσ and
(jY !∗Kχ)|Y ∩Oσ are identified with (j!∗(Kχ[n]))|Oσk and (j∗Kχ)|Oσk , respectively. So it suffice to
verify Rifτ !((j!∗(Kχ[n]))|Oσk) and R
ifτ !((j∗Kχ)|Oσk) are tame at ∞ for all i. This follows from
Lemma 3.6 and the description of (j!∗(Kχ[n]))|Oσk and (j∗Kχ)|Oσk in Lemma 2.3. This finishes
the proof of the proposition.
A Laurent polynomial
G(X1, . . . , Xn) =
∑
i∈Zn
aiX
i ∈ k[X1, X
−1
1 , . . . , Xn, X
−1
n ]
is called 0-non-degenerate with respect to its Newton polyhedron ∆(G) if for any face τ of ∆(G),
the locus of Gτ =
∑
i∈τ aiX
i = 0 in Tnk is smooth over k.
Proposition 3.9. Let G(X1, . . . , Xn) ∈ k[X1, X
−1
1 , . . . , Xn, X
−1
n ] be a Laurent polynomial that
is 0-non-degenerate with respect to ∆(G). Then
χc(T
n
k¯ ∩G
−1(0),Kχ) = (−1)
n−1n!vol(∆(G)),
where
χc(T
n
k¯ ∩G
−1(0),Kχ) =
∑
i
(−1)idimHic(T
n
k¯ ∩G
−1(0),Kχ)
is the Euler characteristic.
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Proof. Let r = dim(∆(G)). If r < n, then after a suitable change of coordinates on the torus, we
may assume G depends on r variables. Without loss of generality, assume
G(X1, . . . , Xn) = H(X1, . . . , Xr)
for some Laurent polynomial H(X1, . . . , Xr). Then we have
Tnk¯ ∩G
−1(0) = (Trk¯ ∩H
−1(0))×k¯ T
n−r
k¯
.
Let
p1 : T
n
k = T
r
k ×T
n−r
k → T
r
k, p2 : T
n
k = T
r
k ×T
n−r
k → T
n−r
k
be the projections. We can find Kummer sheaves Kχ1 on T
r
k and Kχ2 on T
n−r
k so that
Kχ ∼= p
∗
1Kχ1 ⊗ p
∗
2Kχ2 .
By the Ku¨nneth formula, we have
χc(T
n
k¯ ∩G
−1(0),Kχ) = χc((T
r
k¯ ∩H
−1(0))×k¯ T
n−r
k¯
, p∗1Kχ1 ⊗ p
∗
2Kχ2 )
= χc(T
r
k¯ ∩H
−1(0),Kχ1)χc(T
n−r
k¯
,Kχ2).
We have
χc(T
n−r
k¯
,Kχ2 ) = 0.
(To see this, we use the Ku¨nneth formula to reduce to the case where the dimension of the torus
is 1. We then use the Grothendieck-Ogg-Shafarevich formula.) It follows that
χc(T
n
k¯ ∩G
−1(0),Kχ) = 0 = (−1)
n−1n!vol(∆(G)).
Now suppose dim∆(G) = n. Let Σ be a regular fan that is a subdivision of Σ(∆(G)). Let Y
be the scheme theoretic closure in Xk(Σ) of the locus G = 0 in T
n
k . By Proposition 3.1 and the
assumption that G is 0-non-degenerate with respect to ∆(G), Y ∩ Oσ is smooth over k for any
σ ∈ Σ. By [DL] 2.3, Y is smooth over k. So Y is a smooth compactification of the locus G = 0 in
Tnk . Note that (Kχ)|Tnk∩G−1(0) is tamely ramified along Y − (T
n
k ∩G
−1(0)) in the sense of [I1] 2.6.
(Indeed, the inverse image of Kχ under the Kummer covering
[m] : Tnk → T
n
k , x 7→ x
m
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is constant.) So by [I1] 2.7, we have
χc(T
n
k¯ ∩G
−1(0),Kχ) = χc(T
n
k¯ ∩G
−1(0),Ql).
(To apply [I1] 2.7, we only require Y is a normal compactification of the locus G = 0 in Tnk . If
we take Σ to be just an arbitrary subdivision of Σ(∆(G)), then using [DL] 2.3, one can verify Y is
normal. So Σ being regular is not necessary for our purpose.) By [DL] 2.7, we have
χc(T
n
k¯ ∩G
−1(0),Ql) = (−1)
n−1n!vol(∆(G)).
So we have
χc(T
n
k¯ ∩G
−1(0),Kχ) = (−1)
n−1n!vol(∆(G)).
4. Cohomology and weights
In this section, k is a finite field of characteristic p with q elements, ψ : (k,+)→ Q
∗
l a nontrivial
additive character, and Lψ the lisse sheaf of rank 1 on A1k obtained by pushing-forward the A
1
k(k)-
torsor
0→ A1k(k)→ A
1
k
P
→ A1k → 0
by ψ−1, where
P : A1k → A
1
k, x 7→ x
q − x
is the Artin-Schreier covering.
The following lemma is essentially Propositions 3.1 and 7.1 in [DL]. We include its proof for
completeness.
Lemma 4.1. Let Y be a scheme of finite type over k, let g : Y → A1k a proper k-morphism, and let
K be an object in the derived category Dbc(Y,Ql) of Ql-sheaves on Y defined in [D] 1.1.2. Suppose
Rig∗K are tame at ∞ for all i, and suppose g is locally acyclic relative to K outside finitely many
closed points.
(i) The canonical homomorphisms
Hic(Y ⊗k k¯,K ⊗ g
∗Lψ)→ H
i(Y ⊗k k¯,K ⊗ g
∗Lψ)
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are isomorphisms for all i.
(ii) If K is perverse, then
Hic(Y ⊗k k¯,K⊗ g
∗Lψ) = 0
for all i > 0.
(iii) Suppose Y is pure of dimension n and K is a Ql-sheaf. Then
Hic(Y ⊗k k¯,K⊗ g
∗Lψ) = 0
for all i > n.
Proof.
(i) Let ι : A1k →֒ P
1
k be the canonical open immersion. Since R
jg∗K are tame at ∞ and Lψ is
totally wild at ∞, we have
(ι∗(R
jg∗K ⊗ Lψ))∞ = 0.
By [SGA 4 12 ] [Sommes trig.] Proposition 1.19 and Exemple 1.19.1, the canonical homomorphisms
Hic(A
1
k¯, R
jg∗K ⊗ Lψ)→ H
i(A1k¯, R
jg∗K ⊗ Lψ)
are isomorphisms. We have spectral sequences
Eij2 = H
i
c(A
1
k¯, R
jg∗K ⊗ Lψ) ∼= H
i
c(A
1
k¯, R
jg∗(K ⊗ g
∗Lψ)) ⇒ H
i+j
c (Y ⊗k k¯,K ⊗ g
∗Lψ),
Eij2 = H
i(A1k¯, R
jg∗K ⊗ Lψ) ∼= H
i(A1k¯, R
jg∗(K ⊗ g
∗Lψ)) ⇒ H
i+j(Y ⊗k k¯,K ⊗ g
∗Lψ),
where to get the first spectral sequence, we use the assumption that g is proper. It follows that
the canonical homomorphisms
Hic(Y ⊗k k¯,K ⊗ g
∗Lψ)→ H
i(Y ⊗k k¯,K ⊗ g
∗Lψ)
are isomorphisms.
(ii) Let s be an arbitrary closed point in A1k, S the henselization of A
1
k at s, and η the generic
point of S. Since g is proper, we have a long exact sequence
· · · → Hj(Xs¯,K) → Hj(Xη¯,K) → Hj(Xs¯, RΦ(K)) → · · · ,
∼=↑ ∼=↑
(Rjg∗K)s¯ (Rjg∗K)η¯
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where RΦ is the vanishing cycle functor. Since g is locally acyclic relative to K outside finitely
many closed points, RΦ(K) is supported on finitely many closed points. By [I2] Corollaire 4.6,
RΦ(K)[−1] is perverse. It follows that
Hj(Xs¯, RΦ(K)) =
⊕
x∈supp(RΦ(K))
(Rj+1Φ(K)[−1])x¯ = 0
for all j ≥ 0. The above long exact sequence then shows that Rjg∗(K) are lisse on A1k for all j ≥ 1,
and is an extension of a lisse sheaf by a punctual sheaf for j = 0. As Rjg∗K are tame at ∞, all
these lisse sheaves are constant on A1
k¯
. It follows that Hic(A
1
k¯
, Rjg∗K ⊗ Lψ) = 0 if j ≥ 1, and if
j = 0 and i ≥ 1. As in the proof of (i), the canonical homomorphisms
Hic(A
1
k¯, R
jg∗K ⊗ Lψ)→ H
i(A1k¯, R
jg∗K ⊗ Lψ)
are isomorphisms for all i. Combined with the Weak Lefschetz theorem, we get Hic(A
1
k¯
, Rjg∗K ⊗
Lψ) = 0 for all i ≥ 2. It follows that Hic(A
1
k¯
, Rjg∗K⊗Lψ) = 0 for all i+ j > 0. We have a spectral
sequence
Eij2 = H
i
c(A
1
k¯, R
jg∗K ⊗ Lψ)⇒ H
i+j
c (Y ⊗k k¯,K ⊗ g
∗Lψ).
So we have Hic(Y ⊗k k¯,K ⊗ g
∗Lψ) = 0 for all i > 0.
(iii) The proof is similar to that of (ii). Instead of using the perversity of RΦ(K)[−1] in (i), we
use the fact that RjΦ(K) = 0 for j > n − 1 ([SGA 7] Expose´ I, 4.2). We leave the details to the
reader.
We are now ready to prove the main theorem of this paper.
Theorem 4.2. Let f : Tnk → A
1
k be a k-morphism defined by a Laurent polynomial f ∈
k[X1, X
−1
1 , . . . , Xn, X
−1
n ] that is non-degenerate with respect to ∆∞(f) and let Kχ be a Kum-
mer sheaf on Tnk . Suppose dim(∆∞(f)) = n. Then
(i) Hic(T
n
k¯
,Kχ ⊗ f∗Lψ) = 0 for i 6= n.
(ii) dim(Hnc (T
n
k¯
,Kχ ⊗ f∗Lψ)) = n!vol(∆∞(f)).
(iii) Let
E(Tnk , f, χ) =
∑
w∈Z
ewT
w,
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where ew is the number of eigenvalues with weight w counted with multiplicities of the geometric
Frobenius element F in Gal(k¯/k) acting on Hic(T
n
k¯
,Kχ⊗ f∗Lψ). Then E(Tnk , f, χ) is a polynomial
of degree ≤ n, and
E(Tnk , f, χ) = E(∆∞(f), χ),
en = e(∆∞(f), χ),
where E(∆∞(f), χ) and e(∆∞(f), χ) are defined in the introduction.
(iv) If 0 is an interior point of ∆∞(f), then H
n
c (T
n
k¯
,Kχ ⊗ f∗Lψ) is pure of weight n.
Proof.
(i) Let Σ be a subdivision of Σ(∆∞(f)) such that for any σ ∈ Σ with 0 ∈ F∆∞(f)(σ), we
have σ ∈ Σ(∆∞(f)). Let A = k[T ], let Y be the scheme theoretic closure in XA(Σ) of the locus
f − T = 0 in TnA, and let g : Y → A
1
k be the composition Y → XA(Σ) → SpecA. Then g is
proper and g|Y ∩Tn
A
can be identified with f : Tnk → A
1
k. Let jY : T
n
k
∼= Y ∩ TnA → Y be the
open immersion induced by the immersion of the open dense torus TnA in XA(Σ). By Proposition
3.4 (ii), for any σ ∈ Σ, g : Y ∩ V (σ) → A1k is locally acyclic relative to (jY ∗Kχ)|Y ∩V (σ) outside
finitely many closed points. By Proposition 3.8, Ri(g|Y ∩V (σ))∗(jY ∗Kχ) are tame at ∞ for all i.
By Lemma 4.1 (iii), we have
Hic((Y ∩ V (σ)) ⊗k k¯, jY ∗Kχ ⊗ g
∗Lψ) = 0
for all i > dim(Y ∩ V (σ)) = n− dim(σ). Let J be the set of nonzero cones in Σ. For each σ ∈ J ,
let Yσ = Y ∩ V (σ). Then for any σ1, . . . , σr ∈ J , we have
Yσ1 ∩ · · · ∩ Yσr = Y
⋂( r⋂
i=1
V (σi)
)
= Y
⋂( r⋂
i=1
∐
σi≺γ
Oγ
)
= Y
⋂( ∐
σ1,...,σr≺γ
Oγ
)
.
So if σ is the smallest cone in Σ containing σ1, . . . , σr, then we have
Yσ1 ∩ · · · ∩ Yσr = Y ∩ V (σ).
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If there is no cone in Σ containing σ1, . . . , σr, then Yσ1 ∩ · · · ∩ Yσr is empty. The condition of
Lemma 3.5 (iv) holds with
φ({σ1, . . . , σr}) = dim(Yσ1 ∩ · · · ∩ Yσr ).
So we have
Hic
((
Y −
⋃
σ∈J
Yσ
)
⊗k k¯, jY ∗Kχ ⊗ g
∗Lψ
)
= 0
for all i > dim(Y ) = n, that is,
Hic(T
n
k¯ ,Kχ ⊗ f
∗Lψ) = 0
for all i > n. By the Weak Lefschetz theorem and Poincare´ duality, we have
Hic(T
n
k¯ ,Kχ ⊗ f
∗Lψ) = 0
for all i < n. This proves (i).
(ii) By (i), we have
dim(Hnc (T
n
k¯ ,Kχ ⊗ f
∗Lψ)) = (−1)
nχc(T
n
k¯ ,Kχ ⊗ f
∗Lψ).
So it suffices to show
χc(T
n
k¯ ,Kχ ⊗ f
∗Lψ) = (−1)
nn!vol(∆∞(f)).
We have
χc(T
n
k¯ ,Kχ ⊗ f
∗Lψ) = χc(A
1
k¯, Rf!(Kχ ⊗ f
∗Lψ))
= χc(A
1
k¯, Rf!Kχ ⊗ Lψ).
Since Lψ is a lisse sheaf of rank 1 on A1k, for any closed point x in A
1
k¯
, we have
swx(Rf!Kχ ⊗ Lψ) = swx(Rf!Kχ).
Applying the Grothendieck-Ogg-Shafarevich formula ([SGA 5] Expose´ X, 7.1) to both χc(A
1
k¯
, Rf!Kχ⊗
Lψ) and to χc(A1k¯, Rf!Kχ), we see that
χc(A
1
k¯, Rf!Kχ ⊗ Lψ) = χc(A
1
k¯, Rf!Kχ) + sw∞(Rf!Kχ)− sw∞(Rf!Kχ ⊗ Lψ).
By Lemma 3.6, Rif!Kχ are tame at ∞ for all i. So
sw∞(Rf!Kχ) = 0.
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Moreover, Lψ has Swan conductor 1 at ∞ and has rank 1. So we have
sw∞(Rf!Kχ ⊗ Lψ) = rank(Rf!Kχ) = χc(f
−1(η¯),Kχ),
where η is the generic point of A1k. Therefore, we have
χc(A
1
k¯, Rf!Kχ ⊗ Lψ) = χc(A
1
k¯, Rf!Kχ)− χc(f
−1(η¯),Kχ).
Note that
χc(A
1
k¯, Rf!Kχ) = χc(T
n
k¯ ,Kχ) = 0.
So we have
χc(A
1
k¯, Rf!Kχ ⊗ Lψ) = −χc(f
−1(η¯),Kχ)
Therefore
χc(A
1
k¯, Rf!Kχ ⊗ Lψ) = −χc(f
−1(a),Kχ)
for sufficiently general geometric point a in A1
k¯
. We claim that for sufficiently general a, the
Laurent polynomial G = f − a is 0-non-degenerate with respect to ∆(G) = ∆∞(f). Hence by
Proposition 3.9, we have
χc(f
−1(a),Kχ) = χc(T
n
k¯ ∩G
−1(0),Kχ)
= (−1)n−1n!vol(∆(G))
= (−1)n−1n!vol(∆∞(f)).
Therefore
χc(T
n
k¯ ,Kχ ⊗ f
∗Lψ) = (−1)
nn!vol(∆∞(f)).
Let’s prove our claim. If τ is a face of ∆(G) that does not contain 0, then Gτ = fτ (for any a).
Since f is non-degenerate with respect to ∆∞(f), the system of equations
∂fτ
∂X1
= · · · =
∂fτ
∂Xn
= 0
has no solution in Tn
k¯
. So the locus of Gτ = 0 in T
n
k is smooth over k (for any a). Now suppose
τ is a face of ∆(G) containing 0. Then ∆∞(fτ ) = τ and Gτ = fτ − a. Note that fτ : Tnk → A
1
k
is non-degenerate with respect to ∆∞(fτ ). By [DL] 4.3, there exists a finite set S of closed points
in A1k such that fτ is smooth outside f
−1
τ (S). Choose a to be outside S. Then the locus of
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Gτ = fτ − a = 0 in Tnk is smooth over k. So for sufficiently general a, G is 0-non-degenerate with
respect to ∆(G). This finishes the proof of (ii).
(iii) By Proposition 3.4 (i), g : Y → A1k is locally acyclic relative to jY !∗(Kχ[n]) outside finitely
many closed points. By Proposition 3.8, Rig∗(jY !∗(Kχ[n])) are tame at∞ for all i. By Lemma 4.1
(ii), we have
Hic(Y ⊗k k¯, jY !∗(Kχ[n])⊗ g
∗Lψ) = 0
for all i > 0. Replacing χ by χ−1 and ψ by ψ−1, we see
Hic(Y ⊗k k¯, jY !∗(Kχ−1 [n])⊗ g
∗Lψ−1) = 0
for all i > 0. By Lemma 4.1 (i), this implies that
Hi(Y ⊗k k¯, jY !∗(Kχ−1 [n])⊗ g
∗Lψ−1) = 0
for all i > 0. By Poincare´ duality, we have an isomorphism
Hic(Y ⊗k k¯, jY !∗(Kχ[n])⊗ g
∗Lψ) ∼= Hom
(
H−i
(
Y ⊗k k¯, jY !∗(Kχ−1 [n])⊗ g
∗Lψ−1
)
,Ql(−n)
)
.
Here we use the fact that the Verdier dual of jY !∗(Kχ[n])⊗ g
∗Lψ is jY !∗(Kχ−1 [n])⊗ g
∗Lψ−1(n). It
follows that
Hic(Y ⊗k k¯, jY !∗(Kχ[n])⊗ g
∗Lψ) = 0
also for all i < 0. Moreover, the main theorem of [D] ([D] 3.3.1 and 6.2.3) implies that H0c (Y ⊗k
k¯, jY !∗(Kχ[n]) ⊗ g
∗Lψ) is pure of weight n. For any mixed object K in the derived category
Dbc(s,Ql), where s = Spec k, define its Poincare´ polynomial to be
P (K) =
∑
w∈Z
∑
i∈Z
(−1)ieiwT
w,
where eiw is the number of eigenvalues with weight w counted with multiplicities of the geometric
Frobenius element F in Gal(k¯/k) acting on Hi(Ks¯). We often write P (K) as P (Ks¯) by abuse of
notations. By the above discussion, we have
P (RΓc(Y ⊗k k¯, jY !∗(Kχ[n])⊗ g
∗Lψ)) = bT
n,
where b = dim(H0c (Y ⊗k k¯, jY !∗(Kχ[n]) ⊗ g
∗Lψ)). As Y is the disjoint union of Y ∩ Oσ (σ ∈ Σ),
and the cone σ = 0 corresponds to Y ∩TnA
∼= Tnk , we have
P (RΓc(T
n
k¯ ,Kχ ⊗ f
∗Lψ))
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= (−1)nP (RΓc(T
n
k¯ , jY !∗(Kχ[n])⊗ g
∗Lψ))
= (−1)n
(
P (RΓc(Y ⊗k k¯, jY !∗(Kχ[n])⊗ g
∗Lψ))−
∑
σ 6=0
P (RΓc((Y ∩Oσ)⊗k k¯, jY !∗(Kχ[n])⊗ g
∗Lψ))
)
= (−1)n
(
bT n −
∑
σ 6=0
P (RΓc((Y ∩Oσ)⊗k k¯, jY !∗(Kχ[n])⊗ g
∗Lψ))
)
.
We claim that if 0 6∈ F∆∞(f)(σ), then
Hic((Y ∩Oσ)⊗k k¯, jY !∗(Kχ[n])⊗ g
∗Lψ) = 0
for all i. Indeed, by Lemma 3.7, Rj(g|Y ∩Oσ )!(jY !∗(Kχ[n]) ⊗ Lψ) are constant sheaves on A
1
k for
all j. It follows that
Hic(A
1
k¯, R
j(g|Y ∩Oσ )!(jY !∗(Kχ[n]))⊗ Lψ) = 0
for all i, j. Our claim then follows from the spectral sequence
Eij2 = H
i
c(A
1
k¯, R
j(g|Y ∩Oσ )!(jY !∗(Kχ[n]))⊗ Lψ)
∼= Hic(A
1
k¯, R
j(g|Y ∩Oσ )!(jY !∗(Kχ[n])⊗ g
∗Lψ))
⇒ Hi+jc ((Y ∩Oσ)⊗k k¯, jY !∗(Kχ[n])⊗ g
∗Lψ).
So we have
P (RΓc(T
n
k¯ ,Kχ⊗f
∗Lψ)) = (−1)
n
(
bT n−
∑
σ 6=0, 0∈F∆∞(f)(σ)
P (RΓc((Y ∩Oσ)⊗kk¯, jY !∗(Kχ[n])⊗g
∗Lψ))
)
.
For those σ with 0 ∈ F∆∞(f)(σ), by Lemma 3.2 (iii), Y ∩ Oσ can be identified with Oσk and
g|Y ∩Oσ : Y ∩ Oσ → A
1
k can be identified with fτσ : Oσk → A
1
k, where τσ = F∆∞(f)(σ). Using
Lemma 3.3, one can check (jY !∗(Kχ[n]))|Y ∩Oσ is identified with (j!∗(Kχ[n]))|Oσk . So we have
P (RΓc(T
n
k¯ ,Kχ⊗f
∗Lψ)) = (−1)
n
(
bT n−
∑
σ 6=0, 0∈F∆∞(f)(σ)
P (RΓc(Oσk¯, (j!∗(Kχ[n]))|Oσk⊗f
∗
τσLψ))
)
.
By Lemma 2.3, if Kχ is not the inverse image of a Kummer sheaf on Oσk under the projection
pσ : T
n
k = Spec k[Z
n]→ Oσk = Spec k[Z
n ∩ σ⊥],
then (j!∗(Kχ[n]))|Oσk is acyclic. Let S be the set of those cones σ in Σ so that σ 6= 0, 0 ∈ F∆∞(f)(σ),
and Kχ ∼= p∗σKχσ for a Kummer sheaf Kχσ on Oσk. For each σ ∈ S, let δσ be the image of σˇ
under the projection Rn → Rn/σ⊥, let j′σ : Spec k[Z
n/Zn ∩ σ⊥] → Xk(Σ(δσ)) be the immersion
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of the open dense torus in Xk(Σ(δσ)), let xσ be the distinguished point in Xk(Σ(δσ)), and let
πσ : Oσk → Spec k be the structure morphism. Then by Lemma 2.3, we have
(j!∗(Kχ[n]))|Oσk
∼= (Kχσ [n− dim(σ)]) ⊗ π
∗
σx
∗
σ(j
′
σ !∗(Ql[dim(σ)])).
Therefore we have
P (RΓc(T
n
k¯ ,Kχ ⊗ f
∗Lψ))
= (−1)n
(
bT n −
∑
σ∈S
P (RΓc(Oσk¯, (Kχσ [n− dim(σ)]) ⊗ π
∗
σx
∗
σ(j
′
σ !∗(Ql[dim(σ)])) ⊗ f
∗
τσLψ))
)
= (−1)n
(
bT n −
∑
σ∈S
(−1)n−dim(σ)P (RΓc(Oσk¯,Kχσ ⊗ f
∗
τσLψ))P (x
∗
σ(j
′
σ !∗(Ql[dim(σ)])))
)
By Remark 2.2 and the fact that the polynomial α(δσ) involves only even powers of T , we have
P (x∗σ(j
′
σ !∗(Ql[dim(σ)]))) = (−1)
dim(σ)α(δσ).
So we get
P (RΓc(T
n
k¯ ,Kχ ⊗ f
∗Lψ)) = (−1)
n
(
bT n −
∑
σ∈S
(−1)nP (RΓc(Oσk¯,Kχσ ⊗ f
∗
τσLψ))α(δσ)
)
.
By (i), we have
E(Tnk , f, χ) = (−1)
nP (RΓc(T
n
k¯ ,Kχ ⊗ f
∗Lψ))
E(Oσk, fτσ , χσ) = (−1)
n−dim(σ)P (RΓc(Oσk¯,Kχσ ⊗ f
∗
τσLψ)).
So we finally get
E(Tnk , f, χ) = bT
n −
∑
σ∈S
(−1)dim(σ)E(Oσk, fτσ , χσ)α(δσ).
To get an explicit formula for E(Tnk , f, χ), we now take Σ = Σ(∆∞(f)). By Proposition 1.2,
τ 7→ (cone∆∞(f)(τ))
∨
defines a one-to-one correspondence between faces of ∆∞(f) and cones in Σ(∆∞(f)). Moreover,
for στ = (cone∆∞(f)(τ))
∨, we have
τ = F∆∞(f)(στ ),
dim(στ ) = n− dim(τ),
σ⊥τ = σˇτ ∩ (−σˇτ ) = (cone∆∞(f)(τ)) ∩ (−cone∆∞(f)(τ)) = span(τ − τ),
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and the image of σˇτ = cone∆∞(f)(τ) in R
n/στ
⊥ is just cone◦∆∞(f)(τ). Let T be the set of faces
τ of ∆∞(f) so that τ 6= ∆∞(f), 0 ∈ τ , and Kχ ∼= p∗τKτ for a Kummer sheaf Kτ on Tτ =
Spec k[Zn ∩ span(τ − τ)], where
pτ : T
n
k = Spec k[Z
n]→ Tτ = Spec k[Z
n ∩ span(τ − τ)]
is the projection. Note that T corresponds to the set S under the one-to-one correspondence
τ 7→ (cone∆∞(f)(τ))
∨. We then have
E(Tnk , f, χ) = bT
n −
∑
τ∈T
(−1)n−dim(τ)E(Tτ , fτ , χτ )α(cone
◦
∆∞(f)
(τ)).
By (ii), we have
E(Tnk , f, χ)(1) = n!vol(∆∞(f)),
E(Tτ , fτ , χτ )(1) = (dim(τ))!vol(τ).
Evaluating the above equality at 1, we get
b = n!vol(∆∞(f)) +
∑
τ∈T
(−1)n−dim(τ)(dim(τ))!vol(τ)α(cone◦∆∞(f)(τ))(1),
that is, b = e(∆∞(f), χ). So we have
E(Tnk , f, χ) = e(∆∞(f), χ)T
n −
∑
τ∈T
(−1)n−dim(τ)E(Tτ , fτ , χτ )α(cone
◦
∆∞(f)
(τ)).
Using this expression, the definition of E(∆∞(f), χ), and induction on dim(∆∞(f)), we get
E(Tnk , f, χ) = E(∆∞(f), χ).
By [D] 3.3.1 and 3.3.3, Hnc (T
n
k¯
,Kχ⊗f∗Lψ)) is mixed with weights between 0 and n. So E(Tnk , f, χ)
is a polynomial of degree ≤ n. By the definition of α, we have
deg(α(cone◦∆∞(f)(τ))) ≤ dim(cone
◦
∆∞(f)
(τ)) − 1 = n− dim(τ) − 1.
Moreover, we have
deg(E(Tτ , fτ , χτ )) ≤ dim(τ).
It now follows from the expression
E(Tnk , f, χ) = e(∆∞(f), χ)T
n −
∑
τ∈T
(−1)n−dim(τ)E(Tτ , fτ , χτ )α(cone
◦
∆∞(f)
(τ))
56
that
en = e(∆∞(f), χ).
(iv) Since 0 is an interior point of ∆∞(f), for any nonzero σ ∈ Σ, we have 0 6∈ F∆∞(f)(σ). We
have seen in the proof of (iii) that this implies
Hic((Y ∩Oσ)⊗k k¯, jY !∗(Kχ[n])⊗ g
∗Lψ) = 0
for all i. Since Y − Y ∩TnA is the disjoint union of Y ∩Oσ for nonzero σ, we have
Hic((Y − Y ∩T
n
A)⊗k k¯, jY !∗(Kχ[n])⊗ g
∗Lψ) = 0
for all i. (We can also apply Lemma 3.5 (iii) to Y − Y ∩TnA, J = {σ ∈ Σ|dim(σ) = 1}, and the
closed subschemes (Y − Y ∩TnA) ∩ V (σ) = Y ∩ V (σ) (σ ∈ J).) So we have
Hic((Y ∩T
n
A)⊗k k¯, jY !∗(Kχ[n])⊗ g
∗Lψ) ∼= H
i
c(Y ⊗k k¯, jY !∗(Kχ[n])⊗ g
∗Lψ)
for all i, that is,
Hi+nc (T
n
k¯ ,Kχ ⊗ f
∗Lψ) ∼= H
i
c(Y ⊗k k¯, jY !∗(Kχ[n])⊗ g
∗Lψ)
for i. In the proof of (iii), we have seen H0c (Y ⊗k k¯, jY !∗(Kχ[n]) ⊗ g
∗Lψ) is pure of weight n. So
Hnc (T
n
k¯
,Kχ ⊗ f∗Lψ) is pure of weight n.
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