Abstract. We prove a quantitative and global in time semiclassical limit from the Hartree to the Vlasov equation in the case of a singular interaction potential in dimension d ≥ 3, including the case of a Coulomb singularity in dimension d = 3. This result holds for initial data concentrated enough in the sense that some space moments are initially sufficiently small. As an intermediate result, we also obtain quantitative semiclassical bounds on the space and velocity moments of even order and the asymptotic behaviour of the spatial density due to dispersion effects.
Introduction
The equation governing the dynamics of a large number of interacting particles of density f = f (t, x, ξ) in the phase space is the Vlasov equation
where E = −∇V is the force field corresponding to the mean field potential V (x) = (K * ρ f )(x) = 1.1. Main results. We first define the quantum version of the phase space Lebesgue and weighted Lebesgue spaces as
We also define the quantum probability measures by P := ρ ∈ L 1 + , Tr(ρ) = 1 . We will denote by p := −i ∇ the quantum impulsion, which is an unbounded operator on L 2 . Our first result states that if the spatial density is concentrated enough, then some kinetic moments are bounded globally in time. 
Then there exists an explicit constant
Tr(|x| n ρ in ) < C, then Tr(|x − tp| n ρ) ∈ L ∞ (R + ).
Remark 1.1. The theorem applies in particular in the case of interaction kernels K with a singularity like the Coulomb interaction. For example for any ε > 0 (3)
K(x) = ±1 |x| 1 |x|≤1 + ±1 |x| 1+ε 1 |x|>1 .
Remark 1.2. An other good example of potentials verifying the assumptions of the theorem are potentials of the form (4)
K(x) = ±1 |x| a , and the space moments
We can state the analogue of this theorem for solutions of the (Vlasov) equation
and assume ∇K verifies condition (1) . Let f be a solution of (Vlasov) equation with nonnegative initial condition
Then there exists an explicit constant C > 0 such that if
We can use the first theorem to obtain good estimates on the space and velocity moments and on the spatial density that do not depend on .
2 , and let ρ be a solution of (Hartree) equation with initial condition
for a given even integer n ≥ 4. Then there exists
then there exists c n = c d,n,r > 0 and C > 0 depending on the initial conditions such that
where
Remark 1.4. The constant c 4 can be taken arbitrarily close to 0.
Again, we can state the analogue result for the Vlasov equation.
, n ∈ (2N)\{0, 2} and assume K verifies (5) . Let f be a solution of (Vlasov) equation with nonnegative initial condition
for a given even integer n ≥ 4. Then there exists C > 0 such that if
Before stating the result about the semiclassical limit, we recall the definition of the semiclassical Wasserstein-(Monge-Kantorovitch) distance introduced by Golse and Paul in [21] . We say that γ ∈ L 1 (R 2d , P) is a semiclassical coupling between a classical kinetic density f ∈ L 1 ∩ P(R 2d ) and a density operator ρ ∈ P and we write γ ∈ C(f, ρ) when
Then we define the semiclassical Wasserstein-(Monge-Kantorovich) pseudo-distance in the following way
Tr (c (z)γ(z)) dz 1 2 , where c (z)ϕ(y) = |x − y| 2 + |ξ − p| 2 ϕ(y), z = (x, ξ) and p = −i ∇ y . This is not a distance but it is comparable to the classical Wasserstein distance W 2 between the Wigner transform of the quantum density operator and the normal kinetic density, in the sense of the following Theorem Theorem 3 (Golse & Paul [21] ). Let ρ ∈ P and f ∈ P(R 2d ) be such that
Then one has W 2, (f, ρ) 2 ≥ d and for the Husimi transformf of ρ, it holds
See also [22] for more results about this pseudo-distance. Our last theorem uses these results to obtain the semiclassical limit. We also recall the following theorem which will gives us our assumptions on the classical solution of the (Vlasov) equation
and for all R > 0, (12) sup ess
Then there exists a unique solution to the (Vlasov) equation with initial condition
Theorem 5. Let d ≥ 3 and assume
Let f is a solution of the (Vlasov) equation with initial condition f in verifying the hypotheses of Theorem 4 and with the same mass as ρ. Then there exists
Moreover, the following semiclassical estimate holds
where c n is given by (6) .
Again, the additional assumption ∇K ∈ B 1 1,∞ is compatible with a kernel with a Coulomb singularity in dimension d = 3 such as the one given in Remark 1.1.
Free Transport
We want to use the time decay properties of the kinetic free transport equation which writes for f = f (t, x, ξ)
In quantum mechanics, free transport is given by the free Schrödinger equation 
The corresponding equation for density operators ρ ∈ P is
whose solution is S t ρ in where the semigroup S t is defined by
As it can be easily noticed, it holds T * t = T −1 t = T −t and for any (ρ 1 , ρ 2 ) ∈ P 2 , S(ρρ 2 ) = S(ρ)S(ρ 2 ). Moreover, a straightforward computation shows that
By the spectral theory, it implies that S t (f (x)) = f (x − tp) for any nice function f . By analogy, we can define the operator of translation of the impulsion p bỹ
which verifies the equation
and the two following relationsS
We recall the quantum kinetic interpolation inequality that was already used in [26, Theorem 6] . For k ∈ 2N we define
and for r ≥ 1 and 0 ≤ k ≤ n, we define the exponent p n,k by its Hölder conjugate
Then the following inequality holds
Proof of Corollary 2.1. We just remark that by formula (19), we get
Then by the interpolation inequality (21) we get
Finally, we remark that
3. Propagation of moments 3.1. Classical case. In this section, we define the classical kinetic, velocity and space moments by
By Hölder's inequality, we deduce for t ≥ 0 and any
where we used Hardy-Littlewood-Sobolev's inequality with C K = ∇K L b,∞ and
Then we want to use the classical kinetic interpolation inequality which tells that for p
we can choose p ≤ p n,n−1 and q ≤ p n,0 verifying (22) . Take p := p n,n−1 . Then 1 < q < p n and by interpolation
Using the above inequality and then the interpolation inequality (23) for k = 0 and
.
which is the expected inequality.
3.2. Boundedness of kinetic moments. We defineρ :=S −1/t (ρ) and for n ∈ 2Ñ
l n := t nρ n . We also introduce the following notations for the kinetic, velocity and space moments
as well as the corresponding momentsM n andÑ n forρ. In particular, since we have
we obtain with these notations
Proof. By the kinetic interpolation inequality (21)
, we can also bound M k in the following way
which yields inequality (24) . To get (25), we follow the proof of Corollay 2.1. Sincẽ S preserves the Schatten norms, we can write
Hence, by replacing ρ byρ in the kinetic interpolation inequality (21) and multiplying by t k , we obtain
and we deduce inequality (25) 
and by interpolation of L k between L α and L n .
Proposition 3.3 (Large time estimate). Let
) be a solution of (Hartree) equation. Then for any n ∈ 2N, there exists a constant C = C d,r,n > 0 such that
We first remark that by formula (17) and spectral theory, we deduce |x − tp| n = S t (|x| n ). Therefore by defining
Hence, by differentiating L n with respect to time, we obtain
Then we use the operatorS t of translation in the x direction defined in (18) . By formulas (19) and spectral theory, we deduce that for any t ∈ R,S t V = V . Therefore, we deduce
As it has been proved in [26, Proof of Theorem 3,
Step 1], this expression can be bounded in the following way
As in [26, Proof of Theorem 3,
Step 2], we remark that for the exponents p n,k defined in (20) and multi-indices such that |a + b + c| = n/2 − 1, we have of l k and the fact that L 0 = M 0 , we deduce
We conclude by recalling that ρ L r = ρ in L r since the Hartree equation preserves the Schatten norm.
To prove the short time estimate, we first need the following lemma.
Lemma 3.1. Let n ∈ N. Then for any ε > 0, there exists C ε = C n,ε such that for any operator ρ ≥ 0 and any t ≥ 0
Proof. We can assume that n ≥ 1. We first write
Then for any ε > 0 we proceed by recurrence to prove that for any m ≤ 2n it holds
where 2r = 2n − m.
Step 1. Case m = 2. In this case for any ǫ > 0, by Hölder's and Young's inequalities, there exists C ǫ > 0 such that
where we used the fact that Tr(|x j | 2 ρ) ≤ Tr(|x| 2 ρ) and Tr(|p j | 2 ρ) ≤ Tr(|p| 2 ρ). Then using again Hölder's and Young's inequalities, for any ε > 0 there exists C ε > 0 such that
Step 2. Case m > 2. Since we have the following commutation relations for
any commutation operation of a j in (i t) r0 Tr(a i1 ...a im ρ) involving r commutations of the form (30) will create terms of the form
which will be bounded using the recurrence hypothesis, so that we can assume that all the operators commute. Let k ∈ (1, m − 1) and a ∈ A m k . Then, by using m times Hölder's inequality and then Young's inequality, we get
Then using again Hölder's and Young's inequalities and the fact that r n = 2n−m 2n , for any ε > 0 there exists C ε > 0 such that
Step 3. Conclusion. Thus, coming back to formula (27) , we obtain for any ε > 0 the existence of C ε > 0 such that
which proves the result.
To get a short time kinetic moment estimate, we use [26, Theorem 3] which tells us that for any n ∈ 2N and b > max(b 4 , b n ), there exists a time
Proposition 3.4 (Short time estimate). Let
where T is given by (31) .
Proof. We first remark that
Therefore, by defining N n := Tr(|x| n ρ), we can compute
Then, by Hölder's inequality for the trace, it holds
Hence by using the bound (32), we deduce that for any t ∈ [0, T ], it holds
Finally, by Lemma 3.1 and convexity of x → |x| n , we obtain
which yields the result. 
−a/n − 1 Aτ a−1 , where
Combining the above inequality with Proposition 3.4, we know that there exists T such that for any τ ∈ (0, T ] and t > 0, it holds
). We remark that C ≥ 0 since
Taking τ = τ 0 and N in n < C, we obtain that
We deduce that for any t > 0
, which proves the result.
3.3. Application to the semiclassical limit. Remark that we have the following corollary of Lemma 3.1, which proves in particular that for a fixed (t, )
Corollary 3.1. Let n ∈ 2N and assume < 1. Then for any ε > 0, there exists C ε = C n,ε > 0 such that for any operator ρ ≥ 0 and any t ≥ 0
Proof. We just remark that sinceS −1 t =S −t and by the properties (19) ofS, we have for any t ∈ R |t| n Tr (|p| n ρ) = |t| n Tr S 1/t (|p| n )S 1/t ρ = Tr |x − tp| nS 1/t ρ . Therefore, using Lemma 3.1, we obtain
ρ . Replacing t by −t and taking t ≥ 0 yields the result.
From the above corollary and the result of Theorem 1, we obtain the following bounds 
where the constants
, n and r. where C d,n = n(d + n − 2). Using Corollary 3.1 to bound M n yields for any ε > 0 and any t > τ > 0,
where we used the triangle inequality for x → |x| 1 n and Young's inequality ab
Since L n is uniformly bounded in time by Theorem 1, we obtain that
is also uniformly bounded in time. Therefore, for any ε > 0 and t > τ , Gronwall's inequality yields
However, since as previously stated we know by [26, Proof of Theorem 3] that M n is bounded on [0, T ] for a short time T depending of M in n . By inequality (34) , it implies that N n (t) ≤ N in n + C T t for any t ∈ [0, T ]. Therefore, taking τ = T finally yields for any ε ∈ (0, 1) and t ≥ 0
The bound on M n is then an immediate consequence of Corollary 3.1 for large times and the fact that M n is bounded on [0, T ].
In fact, it is sufficient to use the condition of smallness of moments for n = 4 to get a global propagation of higher moments as soon as b 4 > b n (which corresponds to r > 
for a given C > 0. This already proves the result in the case n = 4, so that we assume now that n ≥ 6. Then, we use formula (44) from [26] , which reads In particular, since r ≥ d ′ , b n is a non-increasing sequence and we deduce that for any n ≥ 6, b ≥ b 4 ≥ b n−2 , which implies that Θ ≤ 1. We then obtain inequality (6) by Gronwall's Lemma and by recurrence over n ∈ 2N. From this bound, formula (7) about N n can be deduced by using again inequality (33) and Gronwall's Lemma. Finally, since we know by Theorem 1 that L 4 is bounded, the asymptotic behaviour of ρ in formula (8) 
n 0 b L ∞ . This proves (13) . As in [21, Section 4], we then define the time dependent coupling γ = γ(t, z) with z = (x, ξ) as the solution to the Cauchy problem
with initial condition γ in ∈ C(f in , ρ in ). As proved in [21, Lemma 4.2], γ ∈ C(f (t), ρ(t)). We also define
Tr (c (z)γ(z)) dz. 
