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Про середньоквадратичне обернення однiєї
диференцiальної моделi нелiнiйного
просторово-часового процесу з дискретно визначеними
збурюючими факторами
(Представлено членом-кореспондентом НАН України В.В. Скопецьким)
A dynamic process, whose function of state is a product of its linear transformations, is exami-
ned. An integral representation of the root-mean-square inversion approximation of such a
function is built for the case of discretely deﬁned perturbing factors. Exactness of the approxi-
mation obtained is estimated.
Методи лiнiйної алгебри, грунтовно вивченi в [1, 2] та успiшно розвинутi в [3, 4], дозволи-
ли [5] побудувати середньоквадратичнi наближення до розв’язкiв лiнiйних iнтегральних та
функцiональних рiвнянь, якi були використанi [6] для математичного моделювання дина-
мiки лiнiйних систем з розподiленими параметрами. В [7] започатковано методику псевдо-
iнверсного дослiдження нелiнiйних алгебраїчних систем, яка дозволила для певного класу
нелiнiйностей використати класичнi результати лiнiйної алгебри. Нижче одержанi в [7] мате-
матичнi результати поширюються на системи, динамiка яких в необмеженiй просторово-ча-
совiй областi описується рiвнянням з нелiнiйним диференцiальним оператором, утвореним
добутком кiлькох лiнiйних. Буде побудовано та дослiджено на точнiсть та однозначнiсть
середньоквадратичне наближення до дискретно та неперервно визначеного стану таких сис-
тем при точково зосереджених зовнiшньо-динамiчних збуреннях, якi дiють на них.
1. Розглянемо динамiку системи, функцiя y(x, t) стану якої в необмеженiй просторо-
во-часовiй областi S = {s = (x, t) : x ∈ Rn, t ∈ R1} визначається рiвнянням
[L1(∂s)y(s)][L2(∂s)y(s)] = u(s), (1)
де u(s) — функцiя зовнiшньо-динамiчних збурень, якi дiють на систему, ∂s = (∂x, ∂t), а ∂x =
= (∂x1 , ∂x2 , . . . , ∂xn) — вектор похiдних за просторовими координатами x1, x2, . . . , xn; ∂t —
похiдна за часом t; L1(·), L2(·) — полiномiальнi функцiї своїх аргументiв.
Розв’яжемо задачу побудови функцiї y(s) такої, щоб при заданiй дискретними значення-
ми u(s′1), u(s
′
2), . . . , u(s
′
M ) функцiї зовнiшньо-динамiчних збурень u(s) мiнiмiзувалося зна-
чення
Φ =
M∑
j=1
[
[L1(∂s)y(s)]
∣∣
s=s′j
[L2(∂s)y(s)]
∣∣
s=s′j
− u(s′j)
]2
. (2)
При цьому зупинимося на випадках, коли шукана згiдно з (2) функцiя y(s) визначається
аналiтично або набором значень y(sl) = yl (l = 1, L).
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В обох випадках будемо виходити з отриманих в [6, 8] наукових результатiв з дослiд-
ження лiнiйних динамiчних систем з розподiленими параметрами. Для цього систему (1)
запишемо у виглядi
u1(s)u2(s) = u(s), (3)
де
uk(s) = Lk(∂s)y(s) (k = 1, 2), (4)
або (що еквiвалентно)
y(s) =
∫
S
Gk(s − s
′)uk(s
′) ds′, (5)
де [8]
Gk(s− s
′) =
1
(2π)n+1
∫
S
1
Lk(iλ, iµ)
eiΛ+iµdλdµ.
Тут i — уявна одиниця, λ = (λ1, λ2, . . . , λn), Λ = λ1 + λ2 + · · · + λn — функцiя Грiна
рiвняння (4) в необмеженiй просторово-часовiй областi S.
2. Розглянемо варiант побудови вектора
~y = (yl, l = 1, L)
T (6)
такого, щоб
Φ → min
~y
. (7)
Дискретизуючи точками sl (l = 1, L), s
′
m (m = 1,M ) функцiї Gk(s − s
′) (k = 1, 2) за
нештрихованими та штрихованими координатами, спiввiдношення (5) запишемо у виглядi
~y = A1~u1 = A2~u2, (8)
де
Ak = [Gk(sl − s
′
m)∆s
′
m]
l=L;m=M
l,m=1 , (9)
(∆s′m — крок дискретизацiї областi S точками s
′
m)
~uk = (uk(s
′
1), uk(s
′
2), . . . , uk(s
′
M ))
T (k = 1, 2).
Звiдси
~u1 = arg min
~u∈Ω1
‖~u‖2,
~u2 = arg min
~u∈Ω2
‖~u‖2,
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де
Ωk = {~u : ‖Ak~u− ~y‖
2 → min
~u
} (k = 1, 2),
визначимо спiввiдношеннями
~u1 = A
+
1 ~y = A
+
1 A2~u2, ~u2 = A
+
2 ~y = A
+
2 A1~u1
(тут та далi знаком “+” позначена операцiя псевдообернення матрицi).
Позначивши символом ⊗ операцiю декартового добутку двох векторiв, рiвняння (3),
яким пов’язанi не визначенi поки що вектори ~u1 та ~u2, подамо у виглядi
~u1 ⊗ ~u2 = ~u,
або (що еквiвалентно)
~u1 ⊗A
+
2 A1~u1 = ~u, (10)
~u2 ⊗A
+
1 A2~u2 = ~u, (11)
де
~u = (u(s′1), u(s
′
2), . . . , u(s
′
M ))
T∆s′m. (12)
Останнє означає, що шуканий вищеозначений вектор ~y буде знайдений зi спiввiдношен-
ня (8), в якому
~u1 = arg min
~v1∈RM
‖~v1 ⊗A
+
2 A1~v1 − ~u‖
2, (13)
~u2 = arg min
~v2∈RM
‖~v2 ⊗A
+
1 A2~v2 − ~u‖
2. (14)
Для розв’язання задач (13), (14) використаємо результати, отриманi в [7]. Якщо позна-
чити через A1i, A2i матрицi
A1 = col((0, . . . , 0︸ ︷︷ ︸
M(i−1)
, str([A+2 A1]ij , j = 1,M ), 0, . . . , 0︸ ︷︷ ︸
M2−iM
), i = 1,M ), (15)
A2 = col((0, . . . , 0︸ ︷︷ ︸
M(i−1)
, str([A+1 A2]ij , j = 1,M ), 0, . . . , 0︸ ︷︷ ︸
M2−iM
), i = 1,M ) (16)
без (M(i−1)+i)-х стовпцiв, а через a1i, a2i — цi стовпцi, то значення u1(s
′
i), u2(s
′
i) (i = 1,M ),
якi фiгурують у визначеннi векторiв (13) та (14), визначатимуться спiввiдношеннями
uk(s
′
i) =
√
qTki~u (i = 1,M, k = 1, 2), (17)
де qTki — вектор-рядок, який задовольняє спiввiдношення [1, 3]
(Aki
...aki)
+ =
(
Qki
qTki
)
. (18)
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Точнiсть, з якою знайденi вище вектори ~u1, ~u2 значень функцiй u1(s) та u2(s) задоволь-
няють рiвняння (8), (10), (11), визначатиметься величинами
ε2k = min
~uk
‖Ak~uk − ~y‖
2 = ~yT~y − ~yTAkA
+
k ~y (k = 1, 2), (19)
δ21 = min
~u1
‖~u1 ⊗ ~u2 − ~u‖
2 = min
~u1
‖~u1 ⊗A
+
2 A1~u1 − ~u‖
2 = min
α1
‖A1α1 − ~u‖
2 =
= ~uT~u− ~uTA1A
+
1 ~u,
δ22 = min
~u2
‖~u1 ⊗ ~u2 − ~u‖
2 = min
~u2
‖~u2 ⊗A
+
1 A2~u2 − ~u‖
2 = min
α2
‖A2α2 − ~u‖
2 =
= ~uT~u− ~uTA2A
+
2 ~u
(20)
вiдповiдно. При цьому
α1 = col((u1(s
′
i)u1(s
′
j), j = 1,M ), i = 1,M),
α2 = col((u2(s
′
i)u2(s
′
j), j = 1,M ), i = 1,M).
Тому розв’язком розглядуваної задачi буде вектор
~y = A1~u1,
якщо ε21 + δ
2
1 < ε
2
2 + δ
2
2 , або
~y = A2~u2,
якщо ε22 + δ
2
2 < ε
2
1 + δ
2
1 .
Зауважимо також, що точнiсть отриманого таким чином розв’язку задачi залежатиме
вiд вибору точок s′m (m = 1,M ), якими визначається точнiсть замiни iнтегральної форми
зображення розв’язку (5) її дискретним аналогом (8).
3. Розглянемо задачу побудови функцiї y(s) такої, щоб
Φ → min
y(s)
. (21)
Як i при розв’язаннi попередньої задачi, будемо виходити з зображень (3), (5) рiв-
няння (1). Пiсля дискретизацiї функцiї u(s) останнього визначеними вище точками s′m
(m = 1,M ), для k = 1, 2, отримаємо
y(s) = Gk(s)~uk, (22)
де
~uk =
(
uk(s
′
1)
√
∆s′1, uk(s
′
2)
√
∆s′2, . . . , uk(s
′
M )
√
∆s′M
)T
,
Gk(s) = str
(
Gk(s− s
′
m)
√
∆s′m, m = 1,M
)
,
звiдки
~uk = argmin
~u′
k
∫
S
(Gk(s)~u
′
k − y(s))
2ds = P+k
~Gyk + vk − P
+
k Pkvk ∀vk ∈ R
M (23)
58 ISSN 1025-6415 Reports of the National Academy of Sciences of Ukraine, 2008, №4
при
~Gyk =
∫
S
GTk (s)y(s) ds, Pk =
∫
S
GTk (s)Gk(s) ds.
При цьому
ε2k = min
uk(s)
∫
S
(
y(s)−
M∑
m=1
Gk(s− s
′
m)uk(s
′
m)∆s
′
m
)2
ds = min
~uk
∫
S
(y(s)−Gk(s)~uk)
2ds =
=
∫
S
y2(s) ds − ~GTykP
+
k
~Gyk. (24)
Покладаючи vk = 0, яке тотожно дорiвнює нулю при
lim
N→∞
det[GTk (sl)Gk(sm)]
l.m=N
l,m=1 > 0,
iз (22), (23) знаходимо
~u1 = P
+
1 P12~u2, ~u2 = P
+
2 P21~u1,
де Pij =
∫
S
GTi (s)Gj(s) ds. А це означає, що розв’язок розглядуваної задачi визначатиметься
спiввiдношенням (22), у якому
~u1 ⊗ P
+
2 P21~u1 = ~u, (25)
~u2 ⊗ P
+
1 P12~u2 = ~u. (26)
Середньоквадратично обертаючи [7] (25), (26), робимо висновок, що значення u1(s
′
i),
u2(s
′
i) (i = 1,M ), якi фiгурують у визначеннi векторiв ~u1 та ~u2, отримаємо з (17), якщо
замiсть визначення (15), (16) матриць A1 та A2 взяти такi:
A1 = col((0, . . . , 0︸ ︷︷ ︸
M(i−1)
, str([P+2 P21]ij , j = 1,M ), 0, . . . , 0︸ ︷︷ ︸
M2−iM
), i = 1,M ), (27)
A2 = col((0, . . . , 0︸ ︷︷ ︸
M(i−1)
, str([P+1 P12]ij , j = 1,M ), 0, . . . , 0︸ ︷︷ ︸
M2−iM
), i = 1,M ). (28)
Точнiсть, з якою знайденi таким чином вектори ~u1 та ~u2 задовольнятимуть спiввiдношен-
ня (25), (26), за аналогiєю з (20), визначатиметься величинами
δ2k = min
~uk
‖~u1 ⊗ ~u2 − ~u‖
2 = ~uT~u− ~uTAkA
+
k ~u (k = 1, 2).
А це означає, що iндекс k в зображеннi (22) розв’язку розглядуваної задачi виберемо так,
щоб
k = arg min
i=1,2
(ε2i + δ
2
i ).
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4. Розглянемо узагальнення методики розв’язання задач (2), (7) та (2), (21) на випадок,
коли динамiка дослiджуваної системи описується рiвнянням
[L1(∂s)y(s)][L2(∂s)y(s)] · · · [Ln(∂s)y(s)] = u(s). (29)
В цьому випадку
Φ =
M∑
j=1
[
[L1(∂s)y(s)]
∣∣
s=s′j
[L2(∂s)y(s)]
∣∣
s=s′j
· · · [Ln(∂s)y(s)]
∣∣
s=s′j
− u(s′j)
]2
. (30)
Для розв’язання задачi (30), (7) систему (29) подамо у виглядi
u1(s)u2(s) · · · un(s) = u(s), (31)
де
uk(s) = Lk(∂s)y(s) (k = 1, n), (32)
або, що еквiвалентне,
y(s) =
∫
S
Gk(s − s
′)uk(s
′) ds′ (k = 1, n). (33)
Пiсля дискретизацiї (31) та (33) визначеними вище точками sl (l = 1, L), s
′
m (m = 1,M ),
отримаємо
~u1 ⊗ ~u2 ⊗ · · · ⊗ ~un = ~u, (34)
~y = A1~u1 = A2~u2 = · · · = An~un, (35)
де ~y та ~u визначенi в (6), (12), ~uk = (uk(s
′
1), uk(s
′
2), . . . , uk(s
′
M ))
T n
√
∆s′m (k = 1, n), Ak =
=
[
Gk(sl − s
′
m)
n
√
(∆s′m)
n−1
]l=L,m=M
l.m=1
. Звiдси для k ∈ {1, 2, . . . , n} маємо
~u1 = A
+
1 Ak~uk, . . . , ~uk−1 = A
+
k−1Ak~uk,
~uk+1 = A
+
k+1Ak~uk, . . . , ~un = A
+
nAk~uk.
(36)
З урахуванням (36) спiввiдношення (34) перепишемо у виглядi
[A+1 Ak~uk]i · · · [A
+
k−1Ak~uk]iuk(s
′
i)[A
+
k+1Ak~uk]i · · · [A
+
nAk~uk]i = u(si) (i = 1,M ). (37)
Тут [·]i — i-й елемент [·], (u1, . . . , uM )
T = ~u.
Розв’язок (37) аналогiчно (17) запишемо у виглядi
([uk]i)
n = (uk(si))
n = qTki~u (k = 1, n), (38)
де
(Aki|aki)
+ =
(
Qki
qTki
)
,
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Aki — матриця Ak без ((i− 1)(M
n−1+Mn−2+ · · ·+1)+1)-го стовпця, а aki — цей стовпець,
Ak = col( 0, . . . , 0︸ ︷︷ ︸
Mn−1(i−1)
), A
(k)
i , 0, . . . , 0︸ ︷︷ ︸
Mn−iMn−1
i = 1,M ),
A
(k)
i = str((. . . (((. . . ([A
+
1 Ak]ij1 [A
+
2 Ak]ij2 . . . [A
+
k−1Ak]ijk−1 [A
+
k+1Ak]ijk+1 . . . [A
+
nAk]ijn ,
jn = 1,M ), . . .), jk+1 = 1,M ), jk−1 = 1,M ), . . .), j1 = 1,M ).
Аналiз
ε2k = min
~uk∈RM
‖Ak~uk − ~y‖
2 = ~u+k ~uk − ~u
+
k AkP
+
k A
T
k ~uk, Pk = A
T
kAk,
δ2k = min
~uk
‖A+1 Ak~uk ⊗ · · · ⊗A
+
k−1Ak~uk ⊗ ~uk ⊗A
+
k+1Ak~uk ⊗ · · · ⊗A
+
nAk~uk − ~u‖
2 =
= ~uT~u− ~uTAkP
+
k A
T
k ~u, P k = A
T
kAk
(39)
для k = 1, n дозволяє визначити iндекс
k = arg min
i∈{1,2,...,n}
(ε2i + δ
2
i ) (40)
вектора ~uk, через який, згiдно з (35), i буде знайдений розв’язок ~y задачi (30), (7).
Для задачi (30), (21) розв’язок отримаємо, повторюючи викладки п. 3 при k = 1, n.
Функцiя y(s) стану системи (29), знайдена згiдно з (21), при цьому визначатиметься спiв-
вiдношенням (22), в якому iндекс k, ε2k та δ
2
k вибираються за формулами (40), (24) та (39)
вiдповiдно, ~uk, Gk(s), ~Gyk, Pk, Pij збiгаються з визначеними вище, а
Ak = col( 0, . . . , 0︸ ︷︷ ︸
Mn−1(i−1)
), A
(k)
i , 0, . . . , 0︸ ︷︷ ︸
Mn−iMn−1
i = 1,M ),
A
(k)
i = str((. . . (((. . . ([P
+
1 P1k]ij1[P
+
2 P2k]ij2 . . . [P
+
k−1Pk−1,k]ijk−1[P
+
k+1Pk+1,k]ijk+1 . . .
. . . [P+n Pnk]ijn , jn = 1,M ), . . .), jk+1 = 1,M ), jk−1 = 1,M ), . . .), j1 = 1,M ).
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