Abstract-We investigate dimensionality reduction methods from the perspective of their ability to produce a low-rank customer-product matrix representation. We analyze the results of using collaborative filtering based on SVD, RI, Reflective Random Indexing (RRI) and Randomized Singular Value Decomposition (RSVD) from the perspective of selected algebraic (i.e. application-independent) properties. We show that the Frobenius-norm optimality of SVD does not correspond to the optimal recommendation accuracy, when measured in terms of F1. On the other hand, a high collaborative filtering quality is achievable when a matrix decomposition -based on a combination of RRI and SVD referred to as RSVD-RRI -leads to increased diversity of low-dimensional eigenvectors. The diversity is observable from the perspective of cosine similarities analyzed in comparison to the analogical case of SVD. Such a feature is more desirable than the fidelity of the input matrix spectrum representation, despite the MSE-optimality of SVD.
I. INTRODUCTION
For more than a decade, SVD -the most popular matrix dimensionality reduction method -has been used as the key element of many Collaborative Filtering (CF) systems [1] [2] [3] [4] . Recommendation systems based on collaborative filtering do not represent the only area of successful SVD applications: probably the best example from another domain is LSA -a method that is widely regarded as significantly enhancing the quality of text retrieval [5] .
In the context of recommendation systems, one of the most challenging problems is to achieve feasibility of large-scale matrix data dimensionality reduction. This problem appears as especially challenging real-world e-commerce application scenarios, as large number of users usually rate or buy only a small percentage of available products [3] [6] .
There are two basic reasons for using dimensionality reduction in recommender systems. One of them is the ability to improve the precision of recommendations. Another one is the ability to reduce the complexity of online computations and storage requirements [6] [3] . Recommendation algorithms usually divide their internal functions into two parts: and offline and an online component. Producing a low-dimensional representation of a customer-product matrix helps to decrease the complexity of online computations and reduces the volume of a recommender system database [3] [4] .
On the other hand, it is often stated that a large-scale SVD application requires computational resources beyond the reach of most researchers and that SVD is a technique applicable to data sets of small or medium sizes only [2] [7] . This fact is the key motivation for work on scalable 'alternatives to SVD' [4] [7] [8] . In particular, RI is a method that has recently attracted an attention of the text retrieval research community [7] [9][10] [11] .
It is worth noticing that researchers working on scalable alternatives to SVD have so far focused their efforts on the development of methods enabling application-specific performance improvement, rather than on analyzing how algebraic properties of the new methods influence the retrieval quality. In particular, although it is well-known that SVD provides dimensionality reduction that is optimal in the Frobenius norm sense [12] and that SVD effectively enhances Text Retrieval (TR) and collaborative filtering methods [1] [5] , the relation between the properties of SVDespecially singular values distribution -and the recommendation accuracy has not yet been thoroughly investigated [13] [14] . This paper concentrates on using a sparse data set, as such a case better corresponds to many real-world application scenarios [4] . This complements the subject matter of [15] , which discusses a case of comparatively dense data set that is investigated in [3] . Moreover, in this paper we analyze relations between algebraic properties of RI-based dimensionality reduction methods and the recommendation accuracy.
II. RI-BASED DIMENSIONALITY REDUCTION METHODS
FOR COLLABORATIVE FILTERING Although RI is intensively investigated by the text retrieval research community [7] [9][10] [11] , it is still unexplored as a dimensionality reduction method for collaborative filtering. To our knowledge, the only research results in the field are those reported in [15] . For this reason the RI-based dimensionality reduction methods referred to in this paper have been implemented according to the descriptions provided by authors investigating TR applications [7] [9] .
Typically, the implementation of a recommender system involves using SVD as a 'black-box function' realized by means of one of the well-optimized libraries. Although RI is RSVD-based Dimensionality Reduction for Recommender Systems Michal Ciesielczyk and Andrzej Szwabe much less popular than SVD, once implemented, it may be comparatively easily applied to either TR or CF systems. From such a technical perspective, the dimensionality reduction methods based on a single step of SVD, RI or RRI may be regarded as algorithmically simple. Unlike RSVDthese methods are quite precisely described in the relevant literature [7] [9] [11] . Therefore we have decided to focus on presenting the relatively complex algorithm of RSVD [15] . It is worth stressing that the ability to provide a complete set of three (approximated) SVD-like matrices is one of the key aspects in which RSVD (in both of its variants: RSVD-RI and RSVD-RRI) differs from the existing methods based on RI.
In contrast to the existing RI-based methods -which are aimed at providing dimensionality reduction that serves a 'functional substitute for SVD' [7] [8] [9] -the method proposed in this paper assumes performing RI-based dimensionality reduction that accompanies, rather than replaces SVD. The basic idea is to use RI for the preliminary dimensionality reduction (of a relatively low computational complexity), then apply SVD to improve orthogonality of the column vectors of the context vectors matrix. Fig. 1 summarizes both variants of the RSVD algorithm (RSVD-RI and RSVD-RRI) that have been presented more in more detail in [15] . In this paper, we use the naming convention proposed in [7] [9] [12] and followed in [15] . In particular, n is the number of random vectors, d -the number of dimensions used for random vectors representation, and s -the number of non-zero dimensions of a random vector (so-called seed, s << d).
III. QUALITY OF COLLABORATIVE FILTERING WITH RI-BASED DIMENSIONALITY REDUCTION

A. RSVD evaluation methodology
The proposed methodology for evaluation of RSVD is based on the following preliminary assumptions:
• RSVD is aimed at substituting SVD, so results of RSVD should be compared to SVD and evaluated from the perspective of the ability of obtaining RSVD results as similar to given SVD results as possible.
• As we target application of RSVD in recommender systems, we should focus on applications involving extensive dimensionality reduction, e.g. in case of experiments on relatively dense (as seen from the typical density of e-commerce user-product matrices) ML100k data set we should focus on the numbers of dimensions not higher than around thirty [3] .
• In any case of using RSVD (at least for d < r, where r represents the rank of X) one cannot expect to obtain results of RSVD exactly the same as these obtained by means of SVD; moreover, as no universal RSVD evaluation criterion exists, selected evaluation criteria have to correspond to particular application scenarios.
• In order to evaluate RSVD in a way that abstracts from any application-specific scenario, some objective measure has to be used -it should be well established in the literature on recommender systems and correspond to algebraic properties of SVD. • In order to evaluate quality of recommendations provided by a collaborative filtering system based on RSVD, the widely used F1 measure should be used: similarly to the authors of widely referenced papers [3] [16] we follow the IR-based approach to recommendation accuracy evaluation by assuming that the aim of a recommender system is to recommend a small set of items that are the most likely to be attractive to a given user, rather than to provide accurate estimates of all items not rated by the user [17] . From the preliminary assumptions stated above, we have derived the following final assumptions for the RSVD evaluation methodology:
• RSVD should be evaluated from the perspective of the ability of obtaining decomposition results that are as close to SVD results as possible. The 'reference SVD results' that RSVD is to be compared with, should be specified as a small set of predefined configuration cases. Each of the reference SVD configurations should be specified by selecting the number of dimensions used for low-dimensional data representation. In all experiments RSVD is used as a substitute for SVD in the most straightforward way: in the case of RSVD all application configuration options or other parameters (other than the number of dimensions) are set exactly as in the case of SVD.
• In order to perform additional 'visual' evaluation of RSVD, the results of RSVD-based dimensionality reduction should be compared to analogical results of SVD application; the comparison should include RSVD statistics (in the form of histograms) presenting cosine similarities of column or row vectors -the vectors forming the low-dimensional user or item matrices (i.e. URSVD and VRSVD matrices) -should be compared to analogical statistics of SVD results • As we basically target the collaborative filtering scenario, neither the measurement of RMSE nor the statistics showing vector similarities of U and V matrices can be used as the fully reliable and complete RSVD evaluation method. The mentioned methods should be regarded as supporting rather than constituting the main, recommendation-oriented RSVD accuracy evaluation procedure. An application-specific comparison of RSVD and SVD, accompanied by a computation times comparison should be provided as the most important results of the experimental RSVD evaluation. In order to meet the assumptions above, we have followed the approach to experimental evaluation of a recommender system proposed in a widely cited paper by Sarwar et al [3] . In particular, we have chosen the F1 measure which is widely known in the field of IR [5] [17] and applicable in real recommender system application scenarios aimed at providing the best possible Top-N (in the case of our experiments Top-10) recommendations.
B. Recommendation Accuracy Evaluation
RI may be used to reconstruct an input matrix by calculating each of its entries as a dot product between a given index vector and a given context vector [Santosh] . On the other hand, RRI is much less suitable for the input matrix reconstruction task [7] .
We have compared RSVD-based and RI-based systems to the frequently referenced SVD-based collaborative filtering algorithms presented in [3] [18] . As rate estimation methods are usually able to achieve better results than kNN methods [2] [15], we have compared RSVD-RI and RSVD-RRI to SVD from the perspective of their applicability to a rate-estimating system. All the methods were evaluated by using one of the most widely referenced CF data sets -the MovieLens ML100k set [3] .
To evaluate the impact that the randomness of generating index vectors and choosing the appropriate test set has on the results of the presented methods, we accompanied each black curve representing a series of averaged values by a set of 8 non-averaged grey curves. Each of the non-averaged plots represents an individual case of an experiment result. The results of the comparison are presented in Fig. 2 .
In general, the F1@10 results that we have obtained indicate that methods based on random vectors that have been proposed in the literature, i.e. RI and RRI, are not suitable for dimensionality reduction supporting collaborative filtering. In particular, the F1 values obtained for the RI-based rate estimation are lower than 0.1 and we have decided to exclude them from Fig. 2 .
As we have confirmed experimentally, RSVD may be successfully used to obtain results that are arbitrarily similar, to or even better than, the SVD results. They are also much more accurate (in terms of F1) than the results obtained by RI-based methods proposed in [10] and [7] . Both RSVD variants feature high scalability, as the preliminary data dimensionality reduction [15] may be flexibly adapted to the amount of available computational resources (i.e., memory and processing power, which are directly dependent on parameter d).
Surprisingly, the trading recommendation accuracy for decreased memory consumption -a unique feature of both RSVD variants, which enable us to effectively cope with the well-known SVD bottleneck problem -does not lead to a degradation recommendation quality, when compared to the SVD-based method. It should be taken into account that in many real-world scenarios involving the decomposition of large matrices, the requirement of the full representation of input matrix in the memory (throughout the whole process of matrix decomposition) frequently makes large-scale SVD practically impossible [2] [7] .
The online computational complexity of a recommendation system depends on the number of dimensions used to represent items and users. From such perspective, RSVD may be regarded as a method that enables large-scale matrix decomposition, but which, in contrast to RI and RRI, still makes it possible to obtain low-dimensionality results that are relatively close to those provided by means of the regular SVD.
C. Relation Between Recommendation Accuracy and Selected Statistical Measures
We have investigated the way each of the selected algebraic properties of the methods under comparison is correlated with the recommendation accuracy. As we focus on the rate estimation approach to recommendation generation (more promising than kNN), we analyzed the results obtained with the use of the RSVD-based algorithm -F1@10 results [15] -from the perspective of two leading input matrix reconstruction error measures -Mean Absolute Error (MAE) and Root Mean Squared Error (RMSE) [17] . These measures have allowed us to statistically compare the real user-item ratings in the test set against the predicted values from the reconstructed matrix.
The results that we obtained are presented in Fig. 3 . It is easy to see that RSVD-RI 'tries' to achieve a better result in terms of MAE, while RSVD-RRI minimizes the RMSE more effectively than MAE.
Moreover, in contrast to RSVD-RI (less effective in the recommendation task than RSVD-RRI), RSVD-RRI assures a nearly linear dependence not only between F1 and MAE, but also between F1 and MSE. Based on such an observation, one may conclude that, in general, the ability to minimize both MAE and RMSE at the same time appears to be an appropriate means for achieving high accuracy of RSVD-based recommendation.
IV. ALGEBRAIC PROPERTIES OF RI-BASED DIMENSIONALITY REDUCTION METHODS
Both RI and RRI may be used to reconstruct an input matrix by calculating each of its entries as a dot product between an appropriate index vector and an appropriate context vector. However, as indicated in our experiments, both RI and RRI are by far less suitable as means for the input matrix reconstruction than RSVD is [15] .
We have compared RSVD-RI and RSVD-RRI with SVD from the perspective of algebraic properties that have a direct impact on the ability of successful input matrix reconstruction. For both RSVD variants the same configuration case has been presented (s=1, d=512).
From the algebraic point of view, three differences between SVD results and the corresponding results of RSVD that have a direct impact on the accuracy of RSVD are: 1) U'RSVD columns lack the full orthogonality. In order to analyze the mentioned impact of algebraic differences between SVD and RSVD on the accuracy of RSVD, we have gathered statistical data on cosine similarities of low-dimensional row vectors of V'k and analogical data on row vectors of U'k and U'k, where k=6. We measured how frequently the vector similarities belong to specified regular intervals. All pairs of non-zero row vectors of U'k and all pairs of non-zero row vectors of V'k were analyzed this way. The results are presented in Fig. 4 in the form of normalized histograms of Vk and Uk vector similarities.
The histograms are coupled by a diagram of singular values aimed at showing the similarity (in terms of distribution) of RSVD 'pseudo-singular values' (i.e. the diagonal values of SRSVD) to the 'true' singular values, i.e. the diagonal values of SRSVD for the case of x=1 and their squares. SVD results for the case x=1 (referred to as 'SVD, x=1') are presented on the same plot in order to visualize the full data set (that is the 'hidden' subject of the recommendation systems task).
As shown in Fig. 4 , there are a few important differences between SVD properties and the corresponding properties of RSVD that have an impact on the magnitude of input matrix reconstruction errors. Rows of U'RSVD are seldom orthogonal to each other. Orthogonality of the V'RSVD rows occurs at the number of dimensions reduced to d, instead of the original number of dimensions, i.e. at n. (i.e. instead of the full-dimensional orthogonality). The concentration of RSVD-RI-decomposed matrix spectral components ('RSVD-RI pseudo-singular values') on the most principal components is slightly weaker than in the case of using SVD. On the other hand, the concentration of RSVD-RRI-decomposed matrix spectral components ('RSVD-RRI pseudo-singular values') on the most principal components is significantly stronger than in the case of using SVD -the singular values of a matrix pre-processed by means of RRI are very close to squared singular values of the original matrix.
Using each normalized histogram as a representation of a probability distribution function enables us to show how the diversification of user vector directions leads to a higher information entropy of cosine similarities (within the low-dimensional user vector set) than that observed when SVD or RSVD-RI are used. On the other hand, the application of RSVD-RRI makes a distribution of singular values 'less informative', i.e. less influenced by dimensionality reduction.
V. CONCLUSIONS
The results of the experiments presented in this paper allow us to conclude that, at least as far as collaborative filtering accuracy is concerned, the basic RI-based dimensionality reduction methods (RI and RRI) presented in the literature (as components of TR systems) are significantly less effective than SVD. A simple substitution of SVD by RI or RRI leads to a severe recommendation quality degradation. On the other, hand -when appropriately combined with SVD -both RI and RRI feature several interesting properties. Such a combination -referred to as RSVD -is potentially much more suitable for collaborative filtering than the most widely used methods based on standard SVD.
As we have shown, appropriately post-processed results of RI (index vectors and context vectors) may be made very similar to low-dimensional SVD results. After being normalized and orthogonalized (by means of low-dimensional SVD), the vectors forming the basis of the context vectors space (e.g. a space of row vectors of the input matrix) may be used together with the input matrix in order to produce useful approximations of both the corresponding 'new index vectors' (e.g. representing column vectors of the input matrix) and the 'pseudo-singular values'. Matrices that are obtained with the use of this method (referred to as the RSVD-RI method) may serve as an arbitrarily precise approximation of SVD-produced matrices (the precision directly depends on the random vectors dimensionality).
The execution times (single-threaded, on a 'low-end' PC) for the compared methods on the ML1M dataset have been presented in Fig. 5 . As it is has been shown, the RI-based methods allow to significantly reduce the computational complexity.
Apart from the ability of SVD approximation scalability described above, the results of our experiments show that the application of RI-based input matrix pre-processing (more precisely: based on RRI) may -rather counter intuitivelylead to an increase in the recommendation quality, despite the lack of the Frobenius norm optimality. RSVD-RRI makes it possible to outperform the widely referenced SVD-based collaborative filtering algorithms not only in terms of computational efficiency (a feature typical of any RI-based dimensionality reduction), but also in terms of recommendation accuracy [15] . In order to put some light on this phenomenon, we have compared RSVD-RRI to SVD (as well as to RSVD-RI, serving as an approximated substitute for SVD) from the perspective of several algebraic properties. We have shown that, thanks to using RSVD, cosine similarities of low-rank user vectors are statistically more 'meaningful' (less concentrated around zero) than the analogical similarities obtained when SVD is used. When modeled probabilistically (with each normalized histogram representing a probability distribution function), such diversification of user vector directions may be understood as leading to an increase in information entropy.
Moreover, our experiments show that the ability to minimize both MAE and RMSE at the same time appears to be an appropriate means for achieving a high F1-measured accuracy of the RSVD-based recommendation.
