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Abstract
Behavioral science researchers have recently shown strong interest in disaggre-
gating within- and between-person effects (stable traits) from longitudinal data. In
this paper, we propose a method of within-person variability score-based causal infer-
ence for estimating joint effects of time-varying continuous treatments by effectively
controlling for stable traits as time-invariant unobserved confounders. After concep-
tualizing stable trait factors and within-person variability scores, we introduce the
proposed method, which consists of a two-step analysis. Within-person variability
scores for each person, which are disaggregated from stable traits of that person, are
first calculated using weights based on a best linear correlation preserving predictor
through structural equation modeling. Causal parameters are then estimated via a
potential outcome approach, either marginal structural models (MSMs) or structural
nested mean models (SNMMs), using calculated within-person variability scores. We
emphasize the use of SNMMs with G-estimation because of its doubly robust prop-
erty to model errors. Through simulation and empirical application to data regarding
sleep habits and mental health status from the Tokyo Teen Cohort study, we show
that the proposed method can recover causal parameters well and that causal esti-
mates might be severely biased if one does not properly account for stable traits.
Keywords: Longitudinal data, Observational study, Causal inference, Marginal structural
model, Structural nested mean model
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1 INTRODUCTION
Estimating the causal effects of (a sequence of) time-varying treatments/predictors on
outcomes is a challenging issue in longitudinal observational studies, because researchers
must account for time-varying and time-invariant confounders. For this analytic purpose,
potential outcome approaches such as marginal structural models (MSMs; Robins, 1999;
Robins, Herna´n, & Brumback, 2000) have been widely used in epidemiology. Although ac-
tual applications have been relatively infrequent, structural nested models (SNMs; Robins,
1989, 1992) with G-estimation are in principle more suitable for handling violation of the
usual assumptions of no unobserved confounders and sequential ignorability (Robins, 1999;
Robins & Herna´n, 2009; Vansteelandt & Joffe, 2014).
Parallel with such methodological development, behavioral science researchers have
shown interest in inferring within-person relations in longitudinally observed variables,
namely, how changes in one variable influence another for the same person. For example,
Sampson, Laub, and Wimerhow (2006) used MSMs to investigate within-individual causal
effects of being married or unmarried on crime behaviors. Investigations based on within-
person relations might produce conclusions opposite to those based on between-person
relations. For example, a person is more likely to have a heart attack during exercise
(within-person relation), despite people who exercise more having a lower risk of heart
attack (between-person relation; Curran & Bauer, 2011).
Statistical inference for disaggregating within- and between-person (or within- and
between-group) effects has been a concern in behavioral sciences for more than half a cen-
tury. However, recent methodological development and extensive discussion (Cole, Martin,
& Steiger, 2005; Hamaker, 2012; Hamaker, Kuiper, & Grasman, 2015; Hoffman, 2014; Us-
ami, Murayama, & Hamaker, 2019) have rapidly increased interest in this topic. In the
psychometrics literature, structural equation modeling (SEM)-based approaches have be-
come a popular method for uncovering within-person relations. Among these approaches,
applications of a random-intercept cross-lagged panel model (RI-CLPM; Hamaker et al.,
2015), which include common factors called stable trait factors to control for stable indi-
vidual differences over time, have rapidly increased, reaching more than 600 citations on
Google as of June 2020. This model was originally proposed to uncover reciprocal relations
among variables that arise at the within-person level (i.e., simultaneous investigations for
the effects of a variable X on a variable Y , along with the effects of Y on X).
Despite its popularity and theoretical appeal, the concepts of within-person effects in the
RI-CLPM have not been fully characterized in the causal inference literature. This might
be partly because psychometricians have used the terms stable traits and within-person
relations in ambiguous ways for different models (Usami, Murayama, & Hamaker, 2019),
without providing clear mathematical definitions. For this reason, the RI-CLPM has not
been contrasted with other methodologies, such as MSMs and SNMs. One potential advan-
tage of the RI-CLPM as SEM is that it can easily include and estimate measurement errors
in models under parametric assumptions. However, the RI-CLPM has a serious drawback:
it requires correctly specified linear regressions to connect variables at the within-person
level. The linearity that is typically assumed in path modeling and SEM has often been
criticized in the causal inference literature (e.g., Hong, 2015).
In this paper, we propose a method of within-person variability score-based causal
inference for estimating joint effects of time-varying (continuous) treatments/predictors by
effectively controlling for stable traits (i.e., between-person differences) that can be viewed
as time-invariant unobserved confounders. The proposed method is a two-step analysis.
A within-person variability score for each person, which is disaggregated from the stable
trait factor score of that person, is first calculated using weights based on a best linear
correlation preserving predictor through SEM. Causal parameters are then estimated by
MSMs or SNMs, using calculated within-person variability scores. This approach is more
flexible than is RI-CLPM when modeling how observed confounders are connected with
outcomes and treatments/predictors. We particularly emphasize the utility of SNMs with
G-estimation because of its doubly robust property to model errors. The proposed method
can be considered as a semiparametric approach by synthesizing two traditions for factor
analysis methods and SEM in psychometrics and a potential outcome approach (MSMs or
SNMs) in epidemiology, and within-person variability scores can be applied to many other
problems involving causal inference such as reciprocal effects and mediation effects.
The remainder of this paper is organized as follows. In Section 2 we review RI-CLPM,
then conceptualize stable trait factors and within-person variability scores. After defin-
ing causal effects and identification conditions under within-person variability score-based
inference in Section 3, we introduce the proposed methodology in Section 4. Through simu-
lations described in Section 5 and an empirical application presented in Section 6, we show
that the proposed method can well recover causal parameters, and that causal estimates
might be severely biased if stable traits are not properly considered. The final section gives
some concluding remarks and discusses our future research agenda.
2 CONCEPTUALIZING STABLE TRAIT FACTORS
AND WITHIN-PERSON VARIABILITY SCORES
2.1 RI-CLPM
In psychology, traits were originally considered as personality characteristics that are stable
over time and in different situations. To express such latent constructs, common factors are
explicitly included in psychometric models. In the context of the RI-CLPM, such common
factors are called stable trait factors.
The original motivation for the RI-CLPM was to infer reciprocal (rather than unidi-
rectional) relations between two variables, and the model does not include observed con-
founders. For explanatory purposes, here we assume a longitudinal study that applies
RI-CLPM to investigate effects of continuous treatments A on outcome Y that occur at
the within-person level in the presence of observed (time-varying) confounders L.
Suppose that measurements are collected at fixed time points t0, t1, . . . ,tK . Let Aik
denote a continuous treatment/predictor at time tk (k = 0, . . . , K − 1) for person i, and
let Lik denote observed confounders measured at that time for person i. Further, Yik is
the outcome measured at time tk (k = 0, . . . , K) for person i, and is part of time-varying
confounders Lik. Suppose time-varying confounders has three characteristics: it is inde-
pendently associated with future outcomes Yik′ , it predicts subsequent levels of treatment
as well as future confounders, and it is affected by an earlier treatment and confounders
(Vansteelandt & Joffe, 2014). In this paper, we assume a single covariate, which is concur-
rently measured with the outcome at each time point and is measured before the assign-
ment/predictor level is determined for each person. Thus, we presume the variables are
ordered as L0, A0, L1, A1, . . . , LK−1, AK−1, LK .
In the RI-CLPM, observations are first modeled as
Yik = µ
(Y )
k + I
(Y )
i + Y
∗
ik, Aik = µ
(A)
k + I
(A)
i + A
∗
ik, Lik = µ
(L)
k + I
(L)
i + L
∗
ik, (1)
where µ
(Y )
k , µ
(A)
k , and µ
(L)
k are the temporal group means at time tk, and I
(Y )
i , I
(A)
i and I
(L)
i
are time-invariant stable trait factors that represent a person’s trait-like deviations from
the temporal group means. Stable trait factor means are fixed to 0 while their (co)variances
are estimated. By accounting for stable trait factors, Y ∗ik, A
∗
ik, and L
∗
ik represent temporal
deviations from the expected score for person i at time tk (i.e., µ
(Y )
k + I
(Y )
i , µ
(A)
k + I
(A)
i ,
and µ
(L)
k + I
(L)
i ). Means of these deviations are 0. Time series Y
∗
ik, A
∗
ik, and L
∗
ik express
within-person variations that are independent from stable trait factors (between-person
differences) during the study.
Considering the order of variable observations, the RI-CLPM might model temporal
deviations using first-order autoregression at k ≥ 1 as
Y ∗ik = α
(Y )
k Y
∗
i(k−1) + β
(Y )
k A
∗
i(k−1) + γ
(Y )
k L
∗
i(k−1) + d
(Y )
ik
A∗ik = α
(A)
k Y
∗
ik + β
(A)
k A
∗
i(k−1) + γ
(A)
k L
∗
ik + d
(A)
ik (2)
L∗ik = α
(L)
k Y
∗
i(k−1) + β
(L)
k A
∗
i(k−1) + γ
(L)
k L
∗
i(k−1) + d
(L)
ik ,
where β
(Y )
k indicates a cross-lagged parameter that is key to inferring within-person treat-
ment effects on the outcome. The initial deviations (Y ∗i0, A
∗
i0 and L
∗
i0) are modeled as
exogeneous variables, and their variances and covariances are estimated. Residual d is
usually assumed to follow a multivariate normal distribution. Parameters are typically
estimated via an SEM-based maximum likelihood (ML) method, which uses the model-
implied mean and covariance structures. Assuming sufficient sample size, correct model
specification, and no excess multivariate kurtosis, ML provides estimates and SEs that are
asymptotically unbiased, efficient, and consistent (Bollen, 1989).
Note that multilevel modeling (including lagged effects) is another popular approach to
disaggregating between- and within-person effects of treatments/predictors (e.g., Curran &
Bauer, 2011; Sampson et al., 2006; Wang & Maxwell, 2015). Variable centering, which is a
common and appropriate option for dissociating effects at different levels, is an important
issue in multilevel modeling (Asparouhov & Muthe´n, 2018; Enders & Tofighi, 2007). It can
be shown that including stable trait factors as in the RI-CLPM is equivalent to assuming
random intercepts in the multilevel model, because the combined form of Equations (1)
and (2) (say, for the outcome model) becomes
Yik − µ(Y )k = I(Y )i + α(Y )k Y ∗i(k−1) + β(Y )k A∗i(k−1) + γ(Y )k L∗i(k−1) + d(Y )ik . (3)
This equation can be viewed as a level-1 (unit-level) equation of a random intercept model
with lagged effects, indicating that stable trait factor I
(Y )
i can be interpreted as a random
intercept. This comparison suggests a similarity between the RI-CLPM and the multilevel
model. However, unlike RI-CLPM, predictor centering in a multilevel model is usually
conducted by observed person-specific means (e.g., Ai(k−1) − A¯i) rather than stable trait
factors (Ai(k−1) − I(A)i ) (for exceptions using latent mean centering, see Asparouhov &
Muthe´n, 2018). One drawback of using observed person-specific means is that they include
components of temporal deviations (within-person variations), and thus fail to perfectly
disaggregate true between- and within-person effects. This problem becomes critical when
K is small. In addition, subtracting observed person-specific means leads to a rank-deficient
matrix for each variable, causing the statistical analysis to become intractable if one is
interested in estimating the effects of all past treatments on the outcome at the last time
point (tK). This problem with the use of observed person-specific (or cluster-specific) means
to express cluster effects is also widely recognized in other applications of the multilevel
model (e.g., Asparouhov & Muthe´n, 2018; Lu¨dtke et al., 2008; Usami, 2017).
2.2 Definition of Stable Trait Factors and Within-person Vari-
ability Scores
Psychometricians have used the term (stable) traits and within-person relations in ambigu-
ous ways for various SEM-based longitudinal models, despite mathematical and interpreta-
tive differences existing (e.g., Hamaker, 2015; Usami, Murayama, & Hamaker, 2019). For
example, common factors included in autoregressive latent trajectory models (Bollen &
Curran, 2004) and individual-specific effects that are sometimes included in longitudinal
panel models of econometrics (e.g., the ARMA model) commonly have both direct and
indirect effects on observations, while the stable trait factors in the RI-CLPM have only
direct effects that are invariant over time (i.e., Equation 1).
Inspired by the formulation of the RI-CLPM, in this paper a stable trait factor as a
between-person difference for person i (say, for Y ) is defined as the difference between
expected values of observation (true score) of this person at time tk (µ
(Y )
ik ) and temporal
group mean at time tk (µ
(Y )
k ) that are invariant over time:
I
(Y )
i = µ
(Y )
ik − µ(Y )k , (4)
for k = 0, . . . , K, −∞ < µ(Y )ik < ∞, and −∞ < µ(Y )k < ∞. Note that E(I(Y )i ) = E(µ(Y )ik −
µ
(Y )
k ) = µ
(Y )
k − µ(Y )k = 0.
Next, within-person variability score Y ∗ik as the temporal deviation of person i at time
tk is defined as the difference between an observation and its expected value as
Y ∗ik = Yik − µ(Y )ik = Yik − (µ(Y )k + I(Y )i ), (5)
assuming that E(Y ∗ik)=0 and Cov(µ
(Y )
ik , Y
∗
ik) = 0 (i.e., expected values of observations and
within-person variability scores are uncorrelated). Note that stable trait factors and within-
person variability scores are uncorrelated, because
Cov(I
(Y )
i , Y
∗
ik) = E[(µ
(Y )
ik − µ(Y )k )Y ∗ik] = E(µ(Y )ik Y ∗ik)− µ(Y )k E(Y ∗ik) = 0. (6)
Thus, observation variances at time tk can be expressed as the sum of variances of stable
trait factor scores and within-person variability scores. This means the time series for Y ∗ik
has the following covariance structure:
Cov(Y ∗ik, Y
∗
ik′) = Cov(Yik, Yik′)− V ar(I(Y )i ). (7)
3 CAUSAL EFFECTS UNDER WITHIN-PERSON
VARIABILITY SCORE-BASED INFERENCE
Below, we use overbars Y¯k = {Y0, Y1, . . . , Yk} to denote the history of Y through tk and
underbars Y k = {Yk, . . . , YK} to denote the future of this variable. Let Y A¯i(k−1)ik denote the
outcome that would be seen at time tk for person i were this person to receive treatment
history A¯i(k−1) = {Ai0, . . . , Ai(k−1)} through time tk−1. This variable is a potential outcome,
which we connect to observations by the consistency assumption
Yik = Y
a¯i(k−1)
ik (8)
if A¯i(k−1) = a¯i(k−1). Otherwise, Y
a¯i(k−1)
ik is counterfactual. The standard assumption of no
unobserved confounders or sequential ignorability indicates that
Y
a¯i(k−2),0
ik ⊥⊥Ai(k−1) | L¯i(k−1) = l¯i(k−1), A¯i(k−2) = a¯i(k−2) (9)
for k = 1, . . . , K. Here, (a¯i(k−2), 0) is the counterfactual history, that is, the history that
agrees with a¯i(k−2) through time tk−2 and is 0 thereafter.
Under the assumption of the stable unit treatment value assumption (e.g., Hong, 2015),
the average causal effect when a continuous treatment/predictor increases one unit from
the reference value ari(k−1) at time tk−1 can be defined using differences in average potential
outcomes given information on confounders and treatment history as
E(Y
a¯i(k−2),ari(k−1)+1
ik )− E(Y
a¯i(k−2),ari(k−1)
ik )
=E(Yik|L¯i(k−1) = l¯i(k−1), A¯i(k−2) = a¯i(k−2), Ai(k−1) = ari(k−1) + 1)
− E(Yik|L¯i(k−1) = l¯i(k−1), A¯i(k−2) = a¯i(k−2), Ai(k−1) = ari(k−1)). (10)
Average joint effects of past treatments/predictors can be defined in the same manner.
In within-person variability score-based causal inference that explicitly controls for sta-
ble trait factors, the assumption of sequential ignorability can be modified as an argument
regarding within-person variability scores as
Y ∗ik
a¯∗
i(k−2),0⊥⊥A∗i(k−1)|L¯∗i(k−1) = l¯∗i(k−1), A¯∗i(k−2) = a¯∗i(k−2). (11)
Let Y ∗ik
a¯∗
i(k−1) denote the potential outcome based on the within-person variability score at
time tk for person i with treatments/predictors a¯
∗
i(k−1) = (a
∗
i0, . . . , a
∗
i(k−1)) through time
tk−1. a∗i = 0 now indicates the average amount of treatments for person i.
From Equations (5) and (6), the above assumption is mathematically equivalent to the
conditional independence regarding potential outcomes that are connected to the observa-
tions (Y ik
a¯∗
i(k−2),0), rather than within-person variability scores:
Y ik
a¯∗
i(k−2),0⊥⊥A∗i(k−1)|L¯∗i(k−1) = l¯∗i(k−1), A¯∗i(k−2) = a¯∗i(k−2). (12)
Thus, in within-person variability score-based causal inference, the average causal effect
when within-person variability scores of treatments/predictors increase one unit from the
reference value a∗rk−1 at time tk−1 can be defined using differences in average potential
outcomes E(Y
a¯∗
i(k−1)
ik ) as
E(Yik
a¯∗
i(k−2),a
∗r
i(k−1)+1)− E(Yika¯
∗
i(k−2),a
∗r
i(k−1))
=E(Yik|L¯∗i(k−1) = l¯∗i(k−1), A¯∗i(k−2) = a¯∗i(k−2), A∗i(k−1) = a∗ri(k−1) + 1)
− E(Yik|L¯∗i(k−1) = l¯∗i(k−1), A¯∗i(k−2) = a¯∗i(k−2), A∗i(k−1) = a∗ri(k−1)), (13)
or, equivalently, using the difference of average potential outcomes connected to within-
person variability scores E(Y ∗ik
a¯∗
i(k−1)).
Stable traits in outcomes (I(Y )) can be considered as a cause of Yk at time tk, and at the
same time they are associated with (stable traits of) treatments/predictors. Similarly, I(L)
and I(A) can be considered as a cause of observed confounders Lk and treatments/predictors
Ak, respectively, and they are associated with (stable traits of) treatments/predictors. In
that sense, stable trait factors can be viewed as time-invariant unobserved confounders
(Usami, Murayama, & Hamaker, 2019), and the difference between Equations (10) and (13)
can be viewed as the kind of confounders that are controlled for. This implies that within-
person variability score-based causal inference might be advantageous when estimating
causal parameters, because it poses less risk of violating the identifiability assumption of
sequential ignorability.
If potential outcomes at time tk depend on only the previous state of treatments/predictors
and observed confounders (with no interaction effects) at the within-person level, and if
treatments/predictors and confounders are linearly related to potential outcomes, β
(Y )
k in
the RI-CLPM (Equation 2) represents the causal effects of a treatment or predictor at time
tk−1 on an outcome at time tk, because Equation (13) becomes
[α
(Y )
k Y
∗
i(k−1) + β
(Y )
k (A
∗
i(k−1) + 1) + γ
(Y )
k L
∗
i(k−1)]− [α(Y )k Y ∗i(k−1) + β(Y )k A∗i(k−1) + γ(Y )k L∗i(k−1)] = β(Y )k .
(14)
However, the RI-CLPM as SEM requires a strong assumption of linear regression to connect
variables that are correctly specified (Equation 2), which has often been criticized in the
causal reference literature (e.g., Hong, 2015). Ensuring a correct specification is very
challenging in longitudinal designs.
4 PROPOSED METHODOLOGY
We are now ready to introduce a method of within-person variability score-based causal
inference for estimating joint effects of time-varying continuous treatments. The proposed
method consists of a two-step analysis. Within-person variability scores are first calculated
using weights through SEM. Causal parameters are then estimated by MSMs or SNMs,
using calculated within-person variability scores. This approach is more flexible than the
RI-CLPM when modeling how observed confounders are connected to outcomes and treat-
ments/predictors. Before explaining the proposed methodology, we briefly discuss the
motivation for adopting a two-step method, rather than simultaneously estimating stable
trait factors (or within-person scores) and causal parameters.
In general, partial misspecification in measurements and/or structural models is known
to cause large biases in estimates of model parameters. In the present context, when a
simultaneous estimation method like the RI-CLPM is used, misspecification in the struc-
tural models at the within-person level (i.e., Equation 2) may greatly affect parameter
estimates in the measurement model (i.e., Equation 1: (co)variances of stable factors and
within-person variability scores), and vice versa.
To avoid such confounding, in the SEM context Anderson and Gerbing (1988) proposed
a two-step procedure that first confirms the measurement model with a saturated model,
so that structural relations have no impact on the measurement model. Then, using an
appropriate measurement model, the substantive structural relations model of interest is
added (Hoshino & Bentler, 2013). Applications of similar multistep estimation procedures
can be seen for diverse classes of latent variable models (Bakk & Kuha, 2017; Croon, 2002;
Skrondal & Laake, 2001; Vermunt, 2010).
Another potential advantage of two-step estimation is its feasibility. Parameters in mea-
surement models can be estimated through various software packages for SEM, including
Amos, SAS PROC CALIS, R packages (sem, lavaan, OpenMx), LISREL, EQS, and Mplus.
MSMs and SNMs can be straightforwardly applied just by using calculated within-person
variability scores instead of observations.
Two-step estimation is also advantageous because it poses less risk of improper solu-
tions. This problem is often encountered when applying the RI-CLPM because of nega-
tive variance parameters and a singular approximate Hessian matrix for stable trait factor
variance–covariance (e.g., Usami, Todo, & Murayama, 2019), which is likely caused by mis-
specifications in linear regressions (i.e., the structural model). We will separately model
stable trait factors for each variable (Y , A, and L) without influence from specified struc-
tural models, thus minimizing the risk of improper solutions.
4.1 Step 1: Estimation of Stable Trait Factor Scores and Within-
Person Variability Scores
The first step of our method is divided into two sub-steps: (1) specification of the mea-
surement models and parameter estimation and (2) prediction of within-person variability
scores.
4.1.1 Specification of the measurement models and parameter estimation
Equation (1), which decomposes observations into a stable trait factor (between-person
difference) and deviations (within-person variability scores), can be viewed as a factor
analysis model that includes a single common factor I (whose factor loadings are all one)
and a unique factor as deviations. In vector notation, Equation (1) for outcome Y becomes
Yi = µ
(Y ) + I
(Y )
i 1K+1 + Y
∗
i , (15)
where µ(Y ) is a (K + 1) × 1 mean vector, E(I(Y )i ) = 0, V ar(I(Y )i ) = φ2(Y ), E(Y ∗i ) = 0, and
Cov(I
(Y )
i , Y
∗
i ) = 0. We denote as Ψ(Y ) a (K + 1)× (K + 1) variance–covariance matrix of
unique factors (within-person variability) scores. This implies that the variance–covariance
matrix of Y (denoted as Σ(Y )) is of the form Σ(Y ) = φ
2
(Y )1K+11
t
K+1 + Ψ(Y ).
Unlike the standard factor analysis model, Ψ(Y ) has a dependence structure and is not
diagonal, so some structure, such as compound symmetry, a Toeplitz structure, or a first-
order autoregressive (AR) structure, must be specified in Ψ(Y ) for model identification.
When the model is correctly specified, consistent estimators for µ(Y ), φ2(Y ), and Ψ(Y ) can
be obtained by MLE in SEM (Jo¨reskog & Lawley, 1968).
In SEM, missing values can be easily handled by full information maximum likelihood
(Enders & Bandalos, 2001) with the assumption of missing at random (MAR; Rubin, 1976).
If data are suspected to be missing not at random, then appropriate sensitivity analyses
and/or multiple imputation should be considered (Resseguier, Giorgi, & Paoletti, 2011).
Another advantage of SEM is that validity of the specified model can be diagnosed via
multiple model-fit indices, along with model comparisons using information criteria such
as AIC and BIC. In this paper, we use three current major indices (e.g., Hu & Bentler,
1999; Kline, 2016): the comparative fit index (CFI), (2) the root-mean square error of
approximation (RMSEA) and (3) the standardized root-mean square residual (SRMR).
Similarly, we also set measurement models for treatments/predictors A and observed
confounders L separately in this sub-step, then estimate parameters for mean vectors (µ(A)
and µ(L)), stable trait factor variances (φ2(A) and φ
2
(L)), and unique factors variances Ψ(A)
and Ψ(L).
4.1.2 Predicting within-person variability scores
Let Xi = (Yi, Ai, Li)
t and X∗i = (Y
∗
i , A
∗
i , L
∗
i )
t be vectors of observation and within-person
variability scores, respectively, and let µ = (µ(Y ), µ(A), µ(L))t be a mean vector. Also let Σ
and Ψ be covariance matrices for observations Xi and within-person variability scores X
∗
i .
We consider linear prediction of within-person variability scores Xˆ∗i under the condition
that Σ and Ψ are known. Consider a (3K + 1) by (3K + 1) weight matrix W that provides
within-person variability scores from observations as
Xˆ∗i = W
t(Xi − µ), (16)
satisfying the relation
E(Xˆ∗i Xˆ
∗t
i ) = W
tE[(Xi − µ)(Xi − µ)t]W = W tΣW = Ψ. (17)
Unlike standard applications of factor analysis, we are interested in predicting within-
person variability (unique factor) scores, rather than stable trait factor (common factor)
scores. However, the current problem of determining weights W shares the similar motiva-
tion of predicting factor scores. In the factor analysis literature, a predictor that preserves
the covariance structure of common factors has been developed as a linear correlation pre-
serving predictor (Anderson & Rubin, 1956; Green, 1969; ten Berge, Krijinen, Wansbeek,
& Shapiro, 1999).
With this point in mind, W that can provide the best linear predictor of Xˆ∗i minimizing
the risk function, defined as the trace of a residual covariance matrix (i.e., mean squared
error MSE(Xˆ∗i )=E[(Xˆ
∗
i −X∗i )t(Xˆ∗i −X∗i )]), which also satisfies the relation in Equation (17),
can be obtained by utilizing singular value decomposition as
W t = Ψ1/2(Ψ3/2Σ−1Ψ3/2)
−1/2
Ψ3/2Σ−1. (18)
Here, for a positive (semi)definite matrix C, we denote as C1/2 the positive (semi)definite
matrix such that its square equals C. Matrices C−1/2 and C3/2 are the inverse (if it exists)
and the third power of C1/2, respectively. A derivation of W is provided in the Online
Supplemental Material.
We use the sample means X¯ and covariance matrix S of X as estimators of µ and Σ.
As implied from the relation in Equation (7), we use estimated stable trait factor variances
to estimate Ψ as
Ψˆ = S − Φˆ+, (19)
where Φˆ+ consists of estimated stable trait factor (co)variances. In the simple case where
the initial observation of Y (Y0) is missing and the number of measurements equals K for
each variable, Φˆ+ becomes
Φˆ+ = Φˆ⊗ 1K1tK =

φˆ2(Y ) φˆ(Y,A) φˆ(Y,L)
φˆ(Y,A) φˆ
2
(A) φˆ(A,L)
φˆ(Y,L) φˆ(A,L) φˆ
2
(L)
⊗ 1K1tK , (20)
where Φˆ is an estimator of a 3× 3 stable trait factor covariance matrix Φ. Because stable
trait factor covariances are not estimated in the previous sub-step, we use covariances
between calculated linear correlation preserving predictors for variables. For example, this
predictor for Y can be expressed as
Iˆ
(Y )
i =
φˆ(Y )√
1tK+1Σˆ
−1
(Y )1K+1
1tK+1Σˆ
−1
(Y )(Yi − Y¯ ). (21)
Iˆ
(A)
i and Iˆ
(L)
i can be calculated in the same manner, whereby we obtain φˆ(Y,A) = Cov(Iˆ
(Y )
i , Iˆ
(A)
i ),
φˆ(Y,L) = Cov(Iˆ
(Y )
i , Iˆ
(L)
i ) and φˆ(A,L) = Cov(Iˆ
(A)
i , Iˆ
(L)
i ). Predictors Iˆi = (Iˆ
(Y )
i , Iˆ
(A)
i , Iˆ
(L)
i )
t sat-
isfy the relation E(IˆiIˆ
t
i ) = Φ if the model is correctly specified in the previous sub-step.
From Equations (16) and (18)–(20), we can thus obtain Xˆ∗i without specifying the struc-
tural models that connect within-person variability scores from different variables (Y , A,
and L), successfully maintaining independence from the next step.
4.2 Applying MSMs and SNMMs
The second step of the proposed method is straightforward, because we just need to apply
MSMs or SNMs using calculated within-person variability scores. The following briefly
describes how MSMs and SNMs are implemented. Though they are actually calculated in
the previous step, for simplicity of notation we omit the hat symbol to express within-person
variability scores as Y ∗ik, A
∗
ik, and L
∗
ik.
Robins and co-workers developed SNMs with G-estimation (Robins, 1989; Robins,
Blevins, Ritter, & Wulfsohn, 1992) and MSMs with an inverse probability weights (IPW)
estimator (Robins, 1999; Robins, Herna´n & Brumback, 2000). These methods have been
extended to treat clustered outcomes (e.g., Brumback, He, Prasad, Freeman, & Rhein-
gans, 2014; He, Stephens-Shields, & Joffe, 2015, 2019), though causal effects based on
within-person variability scores (or, latent mean centering of all variables) have not been
investigated in this area.
MSMs are advantageous in that they can be easily understood and fit with standard,
off-the-shelf software that allows for weights (e.g., He, Stephens-Shields, & Joffe, 2019;
Vansteelandt & Joffe, 2014). However, it is well-known that MSMs can be highly sensitive
to misspecification of the treatment assignment model, even when there is a moderate
number of time points (e.g., Hong, 2015; Lefebvre, Delaney, & Platt, 2008). Imai and
Ratkovic (2015) proposed a covariate balancing propensity score methodology for robust
IPW estimation.
Because of the doubly robust property of G-estimators, SNMs are a better approach for
handling violation of the usual assumptions of no unmeasured confounders or sequential ig-
norability (Vansteelandt & Joffe, 2014). In addition, SNMs can allow direct modeling of the
interactions and moderation effects of treatments/predictors A with observed confounders
L. Another advantage of SNMs is that the variance of locally efficient IPW estimators
in MSMs exceeds that of G-estimators in SNMs, unless A and L are independent. We
therefore emphasize the utility of SNMs in this paper. Because we are now interested in
evaluating the joint effects of treatments on the mean of an outcome, rather than those on
the entire distribution of the outcome, we apply structural nested mean models (SNMMs;
Robins, 1994).
Note that potential disadvantages of SNMs are their limited utility for G-estimation
when applying logistic SNMs and their limited availability of off-the-shelf software. Re-
garding the latter point, Wallace, Moodie, and Stephens (2017) recently developed an R
package for G-estimation of SNMMs. The Online Supplemental Materials provide the R
code that we used in the simulations.
4.2.1 MSMs using within-person variability scores
MSMs are typically applied to evaluate the sequence of treatment effects on the outcome,
which is measured only at the end of a fixed follow-up period (K). For generality of
discussion, however, here we assume that the outcome is measured each time and that the
primary interest is evaluation of the sequence of past treatment effects on outcomes at each
time point.
MSMs consider the marginal mean of potential outcomes E(Y
a¯i(k−1)
ik ) at time tk with
treatment history A¯i(k−1) = a¯i(k−1). In the current context, we consider potential outcomes
at the within-person level, namely, E(Y ∗ik
A¯∗
i(k−1)) with treatment history A¯∗i(k−1) = a¯
∗
i(k−1).
Thus, E(Y ∗ik
A¯∗
i(k−1)) might take the form
E(Y ∗ik
A¯∗
i(k−1)) = ι0 +
k∑
t=1
ιtA
∗
i(k−1). (22)
Parameters ι = (ι0, . . . , ιK)
t can be estimated by fitting a weighted conditional model
with an IPW estimator. In this example, the conditional model might take the form
E(Y ∗ik|A¯∗i(k−1) = a¯∗i(k−1)) = ι0 +
∑k
t=1 ιta
∗
i(k−1). One useful option for calculating weights is
to use stabilized weights wik for person i at time point tk (Herna´n, Brumback, & Robins,
2002) as
wik =
k−1∏
t=1
f(A∗it|A∗i(t−1))
f(A∗it|A∗i(t−1), L∗it)
, (23)
where f(A∗it|A∗i(t−1), L∗it) > 0 for all A∗it, if f(A∗i(t−1), L∗it) 6= 0 (the positivity assump-
tion). Parameters will be biased if f(A∗it|A∗i(t−1), L∗it) is misspecified, but misspecification
of f(A∗it|A∗i(t−1)) does not result in bias.
4.2.2 SNMMs using within-person variability scores
SNMMs simulate the sequential removal of an amount (blip) of treatment at tk−1 on sub-
sequent average outcomes, after having removed the effects of all subsequent treatments.
SNMMs then model the effect of a blip in treatment at tk−1 on the subsequent outcome
means while holding all future treatments fixed at a reference level 0 (Vansteelandt &
Joffe, 2014); in other words, the level that is equal to expected scores of a person in the
current context. SNMMs parameterize contrasts of Y ∗
a¯∗
i(k−1),0
ik and Y
∗a¯i(k−2),0
ik conditionally
on treatments/predictors and covariate histories through t(k−1) as
g[E(Y ∗
a¯∗
i(k−1),0
ik |L¯∗i(k−1) = l¯∗i(k−1), A¯∗i(k−1) = a¯∗i(k−1))]− g[E(Y ∗
a¯∗
i(k−2),0
ik |L¯∗i(k−1) = l¯∗i(k−1), A¯∗i(k−1) = a¯∗i(k−1))]
= hk(l¯
∗
i(k−1), a¯
∗
i(k−1); τ) (24)
for each k = 1, . . . , K, where g(·) is a known link function, and hk(l¯∗i(k−1), a¯∗i(k−1); τ) is a
known (K − k + 1)-dimensional function, smooth in finite-dimensional parameter τ .
In the following empirical applications using the data of K = 2, a linear SNMM using
the identity link g(x) = x is given by
E(Y ∗i2
ai0,ai1 − Y ∗i2ai0,0|L¯∗i1 = l¯∗i1, A¯∗i1 = a¯∗i1) = (τ0 + τ1l∗i1)a∗i1
E(Y ∗i2
ai0,0 − Y ∗i20,0|L∗i0 = l∗i0, A∗i0 = a∗i0) = (τ2 + τ3l∗i0)a∗i0
E(Y ∗i1
ai0,0 − Y ∗i10,0|L∗i0 = l∗i0, A∗i0 = a∗i0) = (τ4 + τ5l∗i0)a∗i0. (25)
Here, the first equation models the effect of A∗i1 on Y
∗
i2, the second models the effect of A
∗
i0
on Y ∗i2, and the third models the effect of A
∗
i0 on Y
∗
i1.
SNMMs consider a transformation U∗im(τ) of Y
∗
ik, the mean value of which is equal to
the mean that would be observed if treatment were stopped from time tk−1 onward, in the
sense that
E(U∗i(k−1)(τ)|L¯∗i(k−1), A¯∗i(k−2) = a¯∗i(k−2), A∗i(k−1)) = E(Y ∗
a¯∗
i(k−2),0
ik |L¯∗i(k−1), A¯∗i(k−2) = a¯∗i(k−2), A∗i(k−1))
(26)
for k = 1, . . . , K (Vansteelandt & Joffe, 2014). Here, U∗i(k−1)(τ) is a vector with components
Yim −
∑m−1
l=k−1 h
∗
l,m(L¯
∗
il, A¯
∗
il; τ) for m = k, . . . , K if g(·) is the identity link. For instance, in
the above example of K = 2,
U∗i1(τ) = Y
∗
i2 − (τ0 + τ1L∗i1)A∗i1
U∗i0(τ) = (Y
∗
i1 − (τ4 + τ5L∗i0)A∗i0, Y ∗2 − (τ0 + τ1L∗i1)A∗i1 − (τ2 + τ3L∗i0)A∗i0)t. (27)
The assumption of sequential ignorability (Equations 11 and 12) together with identity
(Equation 26) imply that
E(U∗i(k−1)(τ
∗)|L¯∗i(k−1), A¯∗i(k−1)) = E(U∗i(k−1)(τ ∗)|L¯∗i(k−1), A¯∗i(k−2)) (28)
for k = 1, . . . , K. The parameters τ can therefore be estimated by solving the estimating
equation
N∑
i=1
K∑
k=1
[dk−1(L¯∗i(k−1), A¯
∗
i(k−1))− E(dk−1(L¯∗ik−1, A¯∗ik−1)|L¯∗i(k−1), A¯∗i(k−2))]◦
V −1 ◦ [U∗i(k−1)(τ)− E(U∗i(k−1)(τ)|L¯∗i(k−1), A¯∗i(k−2))] = 0, (29)
where dk−1(L¯∗i(k−1), A¯
∗
i(k−1)) is an arbitrary p× (K−k+1)-dimensional function, with p the
dimension of τ , and V −1 = V ar(U∗i(k−1)(τ)− E(U∗i(k−1)(τ)|L¯∗i(k−1), A¯∗i(k−2)))−1.
This estimating equation essentially sets the sum across time points of the conditional
covariances between U∗i(k−1)(τ) and the given function dk−1(L¯
∗
i(k−1), A¯
∗
i(k−1)), given L¯
∗
i(k−1),
A¯∗i(k−2) to zero (Vansteelandt & Joffe, 2014). When there is homoscedasticity in V , then
local semiparametric efficiency under the SNMM is attained upon choosing
dk−1(L¯∗i(k−1), A¯
∗
i(k−1)) = E
[
∂U∗i(k−1)(τ
∗)
∂τ
|L¯∗i(k−1), A¯∗i(k−1)
]
. (30)
Solving the estimating equation (29) requires a parametric modelA for the treatment/predictor
A∗ik: f(A
∗
i(k−1)|L¯∗i(k−1), A¯∗i(k−2); η), at k = 1, . . . , K. It also requires a parametric model B for
the conditional mean of U∗i(k−1)(τ), namely, f(U
∗
i(k−1)(τ)|L¯∗i(k−1), A¯∗i(k−2);κ). When parame-
ters η and κ are variation-independent, G-estimators that solve Equation (29), obtained by
substituting η and κ with consistent estimators, are doubly robust (Robins & Rotnitzky,
2001), meaning they are consistent when either model A or model B is correctly specified.
Some alternatives that demand correct specification of model B have been proposed (see
Vansteelandt & Joffe, 2014).
5 SIMULATION STUDIES
5.1 Method
This section describes a Monte Carlo simulation for systematically investigating how effec-
tively the proposed method using calculated within-person variability scores can recover
causal parameters, and presents comparisons of estimation performance versus other po-
tential (centering) methods. For simplicity, we consider the case where causal effects are
homogeneous among persons and interactions or moderation effects with observed con-
founders are not present. Data are generated by a linear model with normal residuals, as
in the RI-CLPM.
First, initial within-person variability scores (Y ∗i0, A
∗
i0 and L
∗
i0) are generated from a
multivariate normal with variance 10 and covariance 3. Then, within-person variability
scores at succeeding times are sequentially generated via a first-order linear autoregressive
model with the stationarity assumption
Y ∗ik = 0.40Y
∗
i(k−1) + 0.40A
∗
i(k−1) + 0.10L
∗
i(k−1) + d
(Y )
ik ,
A∗ik = 0.20Y
∗
ik + 0.40A
∗
i(k−1) + 0.30L
∗
ik + d
(A)
ik ,
L∗ik = 0.20Y
∗
i(k−1) + 0.20A
∗
i(k−1) + 0.50L
∗
i(k−1) + d
(L)
ik , (31)
indicating that the average first-order causal effect from A∗i(k−1) is 0.40. The second-order
causal effect from A∗i(k−2) can be calculated using path tracing rules as 0.40× 0.40 + 0.10×
0.20 = 0.18. Therefore, in linear SNMMs, E(Y ∗ik
a¯∗
i(k−3),a
∗
i(k−2),a
∗
i(k−1) − Y ∗ika¯
∗
i(k−3),0,0|L¯∗i(k−1) =
l¯∗i(k−1), A¯
∗
i(k−1) = a¯
∗
i(k−1)) = 0.40a
∗
i(k−1) + 0.18a
∗
i(k−2), and in MSMs E(Y
∗
ik
a∗
i(k−2),a
∗
i(k−1)) =
Ea¯∗
i(k−3)(Y
∗
ik
a¯∗
i(k−3),a
∗
i(k−2),a
∗
i(k−1)) = 0.40a∗i(k−1) + 0.18a
∗
i(k−2). Because no moderation effects are
assumed, parameter values are equivalent between MSMs and SNMMs. We assume a goal
of estimating the joint effects of past treatments/predictors on the outcome at k = 1, . . . , 4.
Let bkk′ (k ≥ k′) be a k′-th order causal effect for the outcome at tk in the population.
Namely, b11 = 0.40, b21 = 0.40, and b22 = 0.18. Third- and fourth-order causal effects
can be calculated in a similar manner as 0.09 and 0.0486, respectively. Thus, b31 = 0.40,
b32 = 0.18, b33 = 0.09, b41 = 0.40, b42 = 0.18, b43 = 0.09, and b44 = 0.0486, resulting
in a total of 10 different causal parameters. Variance of normal residual d was set to 5
for each variable, making the variance of within-person variability scores for each variable
become almost 10 at each time point (the proportion of variance explained in Equation
(31) becomes almost 50%).
Three kinds of stable trait factors (I
(Y )
i , I
(A)
i , and I
(L)
i ) are generated by multivariate
normals with a correlation of 0.3. Observed values are then generated using the relation of
Equation (1),
Yik = I
(Y )
i + Y
∗
ik, Aik = I
(A)
i + A
∗
ik, Lik = I
(L)
i + L
∗
ik, (32)
where temporal group means are set to zero (µ
(Y )
k = µ
(A)
k = µ
(L)
k = 0).
In this simulation, we systematically changed the total number of personsN = 200, 600, 1000,
the number of time points K = 4, 8, and the size of stable trait factor variances φ2(Y ) =
φ2(A) = φ
2
(L) = 10/9, 30/7, 10. This setting of stable trait factor variances indicates that the
proportion of this variance to that of observations becomes around 10%, 30%, and 50% at
each time point.
By crossing these factors, we generated 200 simulation data for each combination of
factors. For comparison, each simulation dataset was analyzed by MSMs and SNMs using
four different scores: 1) True within-person variability scores (true factor score centering:
e.g., Y ∗ik = Yik − I(Y )i for Y ), 2) observed scores (no centering, e.g., Yˆ ∗ik = Yik), 3) scores
based on observed person-specific means (observed-mean centering, e.g., Yˆ ∗ik = Yik − Y¯i),
and 4) within-person variability scores predicted by the proposed method (Equation 16).
The no-centering method ignores the presence of stable traits as a potential time-invariant
unobserved confounder. As previously noted, multilevel models often include observed
mean-centered predictors A and confounders L. However, because these observed means
include the components of both stable traits (between-person differences) and within-person
variability, observed-mean centering fails to perfectly disentangle stable individual differ-
ences from within-person variability.
In the first step of the proposed method, a linear AR(1) structure that assumes time-
varying autoregressive parameters and residual variances is specified for each variable.
Although a true model (AR(K) structure) cannot be specified because of the identification
problem, we confirmed that the AR(1) structure generally provides acceptable model fits
under this parameter setting.
The results are discarded when improper solutions appear in the first step due to out-of-
range parameter estimates (e.g., negative variances parameters). In the current simulation,
less than 0.1% of all estimates produced such improper solutions. We also confirmed that
improper solutions were not found in the second step of applying MSMs and SMMs. When
applying MSMs, a first-order linear regression model is specified for treatment assignment
model, namely, f(At|At−1, Lt) (the correct specification). For SNMMs, models of both A
and B are correctly specified.
Under each simulation condition, we calculated bias and root mean squared error
(RMSE) of 10 kinds of causal effects estimates from MSMs and SNMMs: bˆ = (bˆ11, bˆ21, bˆ22, bˆ31,
bˆ32, bˆ33, bˆ41, bˆ42, bˆ43, bˆ44). Because of the stationarity assumption in Equation (31), this inves-
tigation is essentially equivalent to the one for bˆ∗ = (bˆ51, bˆ61, bˆ62, bˆ71, bˆ72, bˆ73, bˆ81, bˆ82, bˆ83, bˆ84)
in the K = 8 condition.
The simulation was conducted in R, using the lavaan package (Rosseel, 2012) to esti-
mate parameters by MLE in the first step and the ipw package for MSMs in the second
step. In SNMMs, we solve Equation (29) via the Newton–Raphson method. Simulation
code is available in the Online Supplemental Materials.
5.2 Results
Because of space limitations, Figure 1 shows only biases of causal effects estimates in MSMs
and SNMMs when φ2 = 10/9, 10. Because differences in the N value were minor in terms
of bias, here we only show the result when N = 1000. Results under other conditions are
provided in the Online Supplemental Materials (Figures S2 and S3).
Figure 1 shows that true score conditions produce almost no biases in both MSMs
and SNMMs. SNMMs show smaller RMSEs than MSMs on average (Figure S1). In the
proposed method, estimates show biases because of the biased estimates of stable trait
factor (co)variances triggered by a model misspecification in the first step. However, the
magnitude of biases is much smaller than in the observed-mean centering and no-centering
methods. SNMMs again show smaller RMSEs than do MSMs (Figure S1). The observed-
mean centering method shows negative biases, and its magnitude becomes larger when
K = 4. This result is caused by negatively biased covariances in variables resulting from
subtracting observed means from observations, and this effect increases as K decreases.
Another critical aspect of this method is that linear dependence prevents identification of
joint effects of all past treatments on YK (in this case, b41, b42, b43, b44). We therefore do
not recommend use of observed-mean centering. The no-centering method shows serious
negative biases when φ2 is not small, indicating that ignoring the presence of stable traits
is critical to estimating causal effects. Magnitudes of stable trait factor variances can vary
depending on the measured outcomes and study period, but many studies applying the
RI-CLPM have shown significant and moderate to large sizes of φˆ2 (e.g., the proportion of
stable trait factor variance to that of observations is above 30%). The following application
also demonstrates large stable trait factor variances estimates.
In supplemental analyses, we additionally explored the performance of the methods
under different parameter settings, as well as different model specifications in the first step.
From this, we find similar tendencies in the results (Figures S4–S7): (1) SNMMs show
smaller RMSEs than do MSMs, and (2) the proposed method shows adequate performance
in terms of biases and RMSEs, and it works better than the no-centering method (especially
when φ is larger) and the observed-mean centering method (especially when K is smaller).
We also investigated the performance of linear correlation preserving predictor (Iˆ
(Y )
i in
Equation 21) centering (e.g., Yˆ ∗ik = Yik− Iˆ(Y )i ), confirming that the proposed method could
work much better than this method on average (Figures S4–S7).

6 EMPIRICAL APPLICATION
This section describes an empirical application of the proposed method using data from
the Tokyo Teen Cohort (TTC) study (Ando et al., 2019). TTC was a multidisciplinary
longitudinal cohort study on the psychological and physical development of adolescents who
were 10 years old at enrollment and lived in municipalities in the Tokyo metropolitan area
(Setagaya, Mitaka, Chofu). Datasets were collected in three waves: from 2012 to 2015, from
2014 to 2017, and from 2017 to 2019 (i.e., K = 2). In total, 3,171 children participated in
the survey. See Ando et al. (2019) for more detailed information about measured variables,
participant recruitment, and demographic characteristics of participants in the TTC study.
In this example, we estimate the (joint) causal effects of time-varying sleep duration
(A) on later depressive symptoms (Y ) in adolescents. Several epidemiological studies have
suggested a relationship between sleep habits (sleep duration, bedtime, and bedtime reg-
ularity) and mental health status (depression and anxiety) in adolescents. For example,
Matamura et al. (2014) applied the CLPM to data from 314 monozygotic twins living
in Japan, and showed that sleep duration had significant associations with mental health
indices, controlling for genetic and shared environmental factors. However, to the authors
knowledge, no studies have investigated this relation under within-person variability score-
based inference that accounts for stable traits in sleep duration and symptoms.
The Short Mood and Feelings Questionnaire (SMFQ; Angold et al., 1995) was used to
measure depression in adolescents (Y ). The SMFQ consists of 13 items assessing depressive
symptoms rated on a 3-point scale (0: not true, 1: sometimes true, 2: true) regarding
feelings and actions over the preceding 2 weeks. Higher SMFQ scores suggest more severe
symptoms. These data were measured at home by self-report questionnaires. In this
example, sleep duration in hours (A) was measured by the question “How long do you
usually sleep on weekdays?” Confounders were body mass index (BMI; LB) and bedtime
(LA), which was measured by the question “When do you usually go to bed on weekdays?”
Because many adolescents reported no problems for all items on the SMFQ, the score
distribution was positively skewed. In the present example, we focus on the clinical group
comprising N = 416 adolescents (13.1%) with SMFQ scores of 6 or higher during the study.
Katon, Russo, Richardson, McCauley, and Lozano (2008) reported 80% sensitivity and
81% specificity at this cut-off for diagnosis of major depression based on the Computerized
Diagnostic Interview Schedule for Children (C-DISC). Missing data were primarily due to
dropout. Of the 416 samples, 113 adolescents provided all three responses in the study.
Descriptive statistics of sleep duration, SMFQ score, bedtime, and BMI are available in
the Online Supplemental Materials (Table S1).
In the first step, we use generalized least squares in the lavaan package to estimate
the model parameters for each variable. To model within-person variability scores in each
variable, we use an AR(1) structure that assumes time-varying autoregressive parameters
and residual variances. Let Pi be the total number of variables observed in adolescent i.
Pi×Pi weights Wi are calculated from estimated parameters under the assumption of MAR.
Within-person variability scores X∗i are then calculated using this weight and observations
Xi,obs for adolescent i as X
∗
i = W
t
iXi,obs.
Causal effects of sleep duration at 10 and 12 years old (A0 and A1) on later depressive
symptoms (SMFQ scores Y1 and Y2) are estimated using calculated within-person vari-
ability scores by linear SNMM. In linear SNMM, blip functions and U∗(τ) are set as in
Equations (25) and (27), except that the two confounders LA and LB are present in this
example. When applying SNMMs, models of both A and B are specified using first-order
linear regression models, as in the simulation. All calculated within-person variability
scores were used in the analysis under the assumption of MAR.
We confirmed that the first step did not find improper solutions, and that current AR(1)
models that assume time-varying parameters fit better than those that do not. Table S2
summarizes model fit indices and estimated parameters in this step. All stable trait factor
variance estimates are significant, indicating the necessity of controlling for stable traits.
Specifically, proportions of estimated stable trait factor variances to total variances (at
k = 0) are 24.5%, 54.5%, 48.2%, and 74.8% for Y , A, LA, and LB, respectively.
Table 1 provides the estimation results of causal effects, along with estimates from the
no-centering and observed-mean centering methods for comparison. As seen in Table 1,
the proposed method reveals that longer sleep duration at 12 years old (A1) has a positive
effect (τˆ = −2.704, 95%CI [-4.938,-0.470], p <.05) on later depressive symptom at 14
years old (Y2), but this estimate is not significant in the no-centering and observed mean
score-centering methods. Similar positive effects of sleep duration were found in previous
studies (Matamura et al., 2014), but the present analysis newly shows this causal effect
at the within-person level by controlling for stable traits of persons as a potential time-
invariant unobserved confounder. When the no-centering method is applied, the causal
effect estimate of A0 on Y1 is significant, showing that longer sleep duration at 10 years old
has a negative effect (τˆ = 1.693, 95% CI [0.405,2.981], p <.05) on later depressive symptoms
at 12 years old. However, because magnitudes of the estimated stable trait factor variances
were moderate or large for all variables, causal effect estimates in the no-centering method
are unreliable and might be seriously biased.
In supplemental analyses, we confirmed that major findings did not change even when
using complete data (N=114) and a different cutoff for SMFQ (Angold et al., 1995). Sta-
tistical significance as well as sign and magnitude in causal effect estimates might change
according to choice of calculation methods for within-person variability scores, and ignoring
the presence of stable trait variances might lead to wrong conclusions (Tables S2–S5).
Table 1: Causal effects estimates (SEs) of sleep duration on depression (SMFQ) (N=416).
Proposed method
Observed-mean
centering
Observed scores
(no centering)
Sleep1 → SMFQ2 -2.704 (1.140) 0.095 (0.869) -1.492 (1.080)
(Sleep1 ×Bedtime1)→ SMFQ2 -0.603 (1.416) 0.916 (1.857) 0.336 (1.057)
(Sleep1 ×BMI1)→ SMFQ2 -0.442 (0.638) -0.748 (1.169) -0.532 (0.399)
Sleep0 → SMFQ2 -0.293 (1.179) -0.309 (1.021) 0.185 (1.117)
(Sleep0 ×Bedtime0)→ SMFQ2 2.278 (1.918) -3.012 (1.784) 1.169 (1.792)
(Sleep0 ×BMI0)→ SMFQ2 -1.856 (0.780) -0.251 (0.986) 0.306 (0.287)
Sleep0 → SMFQ1 0.702 (0.686) 0.279 (0.572) 1.693 (0.657)
(Sleep0 ×Bedtime0)→ SMFQ1 0.315 (1.177) 1.037 (1.069) -0.918 (0.920)
(Sleep0 ×BMI0)→ SMFQ1 0.021 (0.473) 0.773 (0.572) -0.101 (0.212)
Note: Bold font indicates statistical significance.
7 CONCLUDING REMARKS
We proposed a two-step semiparametric estimation method for within-person variability
score-based causal inference to estimate joint effects of time-varying continuous treatments.
In the first step, a within-person variability score for each person, which is disaggregated
from the stable trait factor score, is calculated using weights based on the best linear
correlation preserving predictor through SEM. Causal parameters are then estimated by
MSMs or SNMs, using calculated within-person variability scores. By taking this within-
person variability score-based causal inference approach, in which stable trait factors as
potential time-invariant unobserved confounders are controlled for, causal effects of treat-
ments/predictors can be estimated with less risk of violating the identifiability assumption
of sequential ignorability. The proposed method can be considered as semiparametric ap-
proach that synthesizes the two traditions of factor analysis/SEM in psychometrics and the
potential outcome approach (MSMs/SNMs) in epidemiology. Our approach is more flexible
than the RI-CLPM in modeling how observed confounders are connected to outcomes and
treatments/predictors. We particularly emphasize the utility of SNMs with G-estimation,
because of its doubly robust property to model errors, along with flexibility in that it
allows investigation of moderation effects of treatments with observed confounders. One
caveat is that the proposed approach (as well as the RI-CLPM) demands longitudinal data
with three or more time points (K ≥ 2) for model identification in measurement models,
specified in the first step.
Through simulation and empirical application, we illustrated that ignoring the presence
of stable traits might lead to wrong conclusions in causal effects. We also confirmed that
the proposed approach is superior to observed- mean centering, which is often used in
applications of multilevel models. Especially when K is small, observed-mean centering
showed serious negative biases in causal effect estimates. Considering that most research
applying the RI-CLPM to uncover within-person relations use longitudinal data with two
or three time points (K = 1, 2; e.g., Usami, Todo, & Murayama, 2019), observed-mean
centering cannot be recommended.
We assumed continuous variables in this paper, but we can extend this methodology
to categorical variables. For binary and ordered categorical variables, one simple method
is to use estimated tetrachoric or polychoric correlations as input for factor analysis and
then to calculate within-person variability scores using estimated stable trait factor and
unique factor (within-person variability scores) variances. There are alternative methods
for conducting factor analysis for ordinal variables (e.g., Jo¨reskog & Moustaki, 2001), but
whatever method is used, rescaling stable trait factor and unique factor score variances
might be required to make calculated within-person variability scores interpretable. Using
variances of original (categorical) data should be one option for this purpose. However,
estimation performance for causal parameters and the influence of biased tetrachoric or
polychoric correlations caused by misspecified distributions need to be investigated in future
research.
Because we take an SEM approach in the first step, accounting for measurement errors in
observations, which is closely related to violation of the consistency assumption, is feasible
under the parametric assumption. Although we expect longitudinal data with large K are
required for precisely estimating measurement errors variances, we plan to investigate how
the proposed method works under measurement models that include measurement errors.
This paper opens a new avenue for exploration of various within-person variability-based
research questions. For example, use of within-person variability scores can be extended
to cases where one is interested in uncovering reciprocal effects (e.g., Usami, Murayama,
& Hamaker, 2019) and mediation effects (e.g., Goldsmith et al., 2018; Tchetgen Tchetgen
& Shpitser, 2012), as well as to hierarchical continuous time modeling (Driver & Voelkle,
2018). We hope the proposed method helps in exploring various questions of causality in
longitudinal design and guiding better decision-making for researchers.
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