Abstract
Introduction
Partially defined finite functions are studied by both mathematicians and engineers due to their many technical applications, particularly in designing switching circuitry. They model such diverse circuits as logical programmable arrays, or content addressable memory. The performance of such circuits (including wiring complexity, power dissipation, etc.) is heavily influenced by the number of arguments on which the function implemented by the circuit depends effectively.
The goal of this paper is to present an algorithm to generate various sets of input variables on which a partial function depends using the conditional entropy between sets of attributes.
This problem has been addressed in T. Sasao's seminal paper [Sas08] using an algebraic minimization algorithm that is applied to functions that depend on small number of variables. Our approach is distinct and involves techniques inspired by data mining. Additionally, it has the advantage of being independent of the values of the input or output radix of the partial function f .
In [SPV09] we developed an Apriori-like algorithm [AIS93, MT97, ZH05] that computes the entire collection of determining sets of a partially defined function by traversing the entire lattice of subsets of the set of variables, which is usually a rather large search space. The current approach applies techniques based on entropy of partitions and limits the search space by using a limiting factor. This improves considerably the running time. The algorithm presented in this paper is based on the partial order that is naturally defined on the set of partitions of a set and on the properties of conditional entropy of partitions of finite sets. Determining sets are computed by evaluating the conditional entropy of the output variable relative to subsets of the set of input variables of a partial function. Experimental results show the effectiveness of the algorithm.
The paper is organized as follows. In Section 2, the notion of determining set for a partial function is introduced and a few properties of these sets that play a role in our algorithm are examined. Section 3 introduces the conditional entropy of partitions that is used to find determining sets. The algorithm is presented in Section 4. Section 5 discusses experimental work related to the algorithm. Finally, Section 6 presents our conclusions.
Determining Sets for Partially Defined Functions
We denote the finite set {0, 1, . . . , n − 1} by n. The partial functions that we study have as domain a subset of the finite set r n and as range a subset of the finite set p for some positive natural numbers r and p, referred to as the input radix and the output radix of the function, respectively. The set of all such partial functions is denoted by PF(r n , p). If f ∈ PF(r n , p) we denote by Dom(f ) the set of all n-tuples (a 1 , . . . , a n ) in r n for which f (a 1 , . . . , a n ) is defined. 
A partial function f ∈ PF(r n , p) is specified as a table T f having columns labelled by the argument variables x 1 , . . . , x n and by the output variable y. The set of variables that occur in a table T f is denoted by Var f .
If f (a 1 , . . . , a n ) = b we have in the table T f the (n + 1)-tuple t = (a 1 , . . . , a n , b). For example, in Table 1 we show a partial function defined on all triplets in 3 3 that contain at least two non-zero elements, and ranging in the set 4: The number of rows of the table that represents a partial function defined on r n can range between 0 and r n . Usually, the number of rows of such a function is smaller than r n and, often this number is much smaller. Tuples (a 1 , . . . , a n ) that do not belong to the definition domain of f are considered as "don't care" tuples, that is, as input sequences that are unlikely to occur as inputs of the functions, or the output of the function for such inputs is indifferent to the designer.
For a tuple t in T f and a set of variables U ⊆ Var f we denote by t[U ] the projection of t on U , that is, the restriction of t to the set U . If U = {u 1 , u 2 , . . . , u m } is a set of variables we will use the alternative notation
In other words, V is a determining set for the partial function f if t = (a 0 , . . . , a n−1 , b) and
V is a minimal determining set for f if V is a determining set for f and there is no strict subset of V that is a determining set for f . The set of minimal determining sets of f is denoted by MDS(f ). Our main purpose is to present an algorithm that extracts the minimal determining sets for a partially specified function.
We introduce a partial order relation " " on the set PF(r n , p) by defining f g if Dom(f ) ⊆ Dom(g) and f (a 1 , . . . , a n ) = g(a 1 , . . . , a n ) for every (a 1 , . . . , a n ). In other words, we have f g if g is an extension of f .
The following simple statement is crucial to the proposed algorithm.
THEOREM 2.1. Let f and g be two partial functions in
Note that if f g and V ∈ MDS(g), then there exists
Entropies Associated with Partial Functions
Entropy is a probabilistic concept that lies at the foundation of information theory. The entropy of a partition takes advantage of the partial order that is naturally defined on the set of partitions of a set. In [SD08] a generalized notion of entropy for partitions, with Shannon entropy as a special case, is introduced.
A partition on a set S is a collection π of nonempty, pairwaise disjoint sets
The sets B i are referred to as the blocks of π. The set of partitions of S is denoted by PART(S). If π, ρ ∈ PART(S) we say that π ≤ ρ if every block of π is included in a block of ρ; equivalently, π ≤ ρ if every block of ρ is a union of blocks of π. For π, ρ ∈ PART(S) we say that ρ covers π if π ≤ ρ and there is no σ ∈ PART(S) distinct from π and ρ such that π ≤ σ ≤ ρ. This is denoted by π ≺ ρ. It can be shown that π ≺ ρ if the blocks of ρ coincide with the blocks of π, with the exception of one block of ρ which is the union of two blocks of π.
The partially ordered set (PART(S), ≤) is actually a lattice. If π, ρ ∈ PART(S), π = B 1 , ..., B m and ρ = (C 1 , . . . , C n ), the greatest lower bound of π and ρ is the partition π ∧ ρ given by
If C is a subset of S and π = {B 1 , . . . , B m } ∈ PART(S), the trace of π on C is the partition {C ∩ B 1 , . . . , C ∩ B m } ∈ PART(C). Unless stated otherwise, all logarithms are in base 2. 
The Shannon entropy can be used to evaluate the uniformity of the distribution of elements of S in the blocks π since the entropy value increases with the uniformity of the distribution of the elements of S.
In [SJ02] we have shown that the entropy of a partition is a dually monotonic function. In other words, if π ≤ ρ, we have H(ρ) ≤ H(π).
If π, ρ ∈ PART(S), π = B 1 , ..., B n and ρ = (C 1 , . . . , C n ), then the conditional entropy of π on ρ is the number
that is, the weighted average of the entropies of the traces of π on the blocks of ρ. An equivalent expression of the conditional entropy can be obtained after elementary transformations as
Our algorithm uses the conditional entropy of partitions of sets of variables defined as follows. If U, V are two sets of attributes, the entropy of U conditioned upon V is the difference
The monotonicity of H implies that the function H(·|·) : 
Note that if V and V are two sets of variables such that
, so the entropy is monotonic with respect to inclusion of attribute sets.
The role of the conditional entropy in detecting determining sets is highlighted by the next statement. 
The algorithm uses the conditional entropy H(y|X) described in the previous section to find determining sets. It starts evaluating H(y|X) for single element subsets X = x and increases the size of the subsets with each successive iteration. In this way, all possible subsets of variables with size α are evaluated before any subset of S with size β > α. The algorithm is not redundant because it does not evaluate H(y|X) for a subset of variables X more than once. For instance, if both subsets X 1 = {1} and X 2 = {2} are expanded in a subsequent iteration, then the subset s 3 = {1, 2} common to both expansions will be evaluated once.
The proposed algorithm takes as input a partially defined function f and a limiting factor in the range (0, 1] used to reduce the search space. The output is a collection of determining sets for f . The algorithm performs a search on the power-set of the set of variables V = x 1 x 2 · · · x n of f . The limiting factor defines the subsets of variables that are expanded among all subsets within a given size. Namely, corresponds to a fraction of subsets X with equal size and lowest H(y|X) value. When the limiting factor equals 1, all the possible subsets are evaluated until one or more solution sets with equal size are found. The search stops when H(y|X) = 0 for all the possible subsets X with a given size; these sets are referred to as determining sets for f . The minimum number found corresponds to the size of the first solution set since the search proceeds with increasing order of the subsets size and all the remaining subsets that have not been checked have a greater size.
Example. Table 2 When the limiting factor takes a value equal to 0.25, the algorithm only indicates x 1 x 3 as a determining set for the partially defined function presented in Table 2 . Note that x 1 x 4 is also a determining set for the given function and is part of the solution when the limiting factor takes a value that is at least 0.5.
Next, we discuss the algorithm Computing MDS(f, ) given in Figure 1 , where f is a partial function and is the limiting factor.
We We analyze the results in terms of running time and minimum number of variables of a determining set found as a function of the number of tuples in T f and the limiting factor .
A program that randomly generates comma separated text files representing partially defined functions with a prescribed number of variables was developed. These values were chosen based on the experiments made in the related work of T. Sasao [Sas08] and in [SPV09] .
One hundred files were randomly generated for each type of partially defined function (with 8 and 24 variables) using an input radix r = 3 and an output radix p = 5.
Note that a totally defined function with 8 variables and r = 3 has 3 8 = 6561 tuples. In our experiments, we randomly generated 1000 tuples for each of the partially defined functions with 8 variables. For functions that depend on 24 arguments we generated 5000 tuples because the number of tuples for completely defined functions with 24 variables is much higher.
In the experiments, we evaluate the performance of the algorithm with a varying number of tuples and limiting factor. By Theorem 2.1, if (f 1 , f 2 , . . . , f k ) is a sequence of functions such that
we have
In other words, when we start with a partial function f 1 with a small specification table T f k and we expend sequentially the specification of the functions, the number of determining sets will decrease. The experiments compare the results for files with 8 and 24 variables and they contain averages of the values corresponding to time and number of variables the function depends on as a function of the number of tuples and limiting factor. In our case, k ∈ {10, 20, 30, 50, 90, 100, 200}. The averages are evaluated over 100 functions within each group of generated functions (8 and 24 variables). As shown in Figures 3 and 4 , the running time increases with the number of tuples because in most cases, the larger the subset of variables X, the greater is the conditional entropy H(y|X). Likewise, the running time increases with the limiting factor since the search space increases as increases. Also, the time increases exponentially with the number of variables. It is clear that the number of subsets evaluated during the search depends on the original number of variables of a partial function f 1 .
Finally, Figures 5 and 6 show that the number of variables the function depends on is related to the number of tuples k. As k increases, the constraints imposed on the problem become more extensive, and the number of variables that determines the value of the function increases.
We observed that the limiting factor has a remarkable insignificant impact on the size of determing sets. Therefore, the algorithm provides solutions that are optimal or near optimal, even when takes an extremely low value. This is an important result since as previously mentioned, the running time for the algorithm to find a solution is highly affected by the limiting factor chosen.
Conclusions
We developed an algorithm that identifies the sets of variables that determine a partially defined function and operates within a reasonable time by using partition conditional entropy. The search and evaluation proceed in increasing order of subset size and involve a fraction of the total search space defined by a limiting factor. When this factor is 1, all sets of variables of the partially defined function are evaluated, until the determining sets with smallest size are found. In this case the algorithm determines the minimum number of variables on which a partially defined function depends on, as well as all sets of variables with minimum number of elements that define the function. A limiting factor that takes values between 0 and 1 generates a search that is not complete but significantly faster depending on the factor chosen. Nevertheless, the effect caused by the limiting factor on the optimality of the algorithm is remarkably small. We believe that the algorithm will be helpful for digital circuit design since it allows to determine the possible sets of variables on which a partial function depends starting from a tabular specification of the function.
