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Abstract
The aim of this paper is to prove global in time existence of weak solutions for a viscoelastic
phase separation. We consider the case with singular potentials and degenerate mobilities.
Our model couples the diffusive interface model with the Peterlin-Navier-Stokes equations
for viscoelastic fluids. To obtain the global in time existence of weak solutions we consider
appropriate approximations by solutions of the viscoelastic phase separation with a regular
potential and build on the corresponding energy and entropy estimates.
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1 Introduction
For Newtonian fluids the phase separation of binary fluids is a quite well-understood process. On
the macroscopic scale the so-called H model [8] is typically used, which consists of the conserva-
tion of mass and momentum coupled with a nonlinear convection-diffusion equation describing the
dynamics of a phase variable φ. The evolution of the phase variable is mainly driven by a gradient
flow for the free energy functional. In this context the conservation of the mixture is essential,
which means that there is no nucleation or phase transition between the components. In order to
avoid discontinuous interfaces a typical choice is the diffusive interface approach which consists of
penalizing the mixing energy by a gradient of the phase variable φ. A typical choice of the phase
variable φ is the volume fraction which yields φ ∈ [0, 1].
Taking viscoelastic effects of the material into account leads to a new challenging problem, since
we have to consider additionally multiphase viscoelastic effects. The term viscoelastic phase sepa-
ration has been introduced by Tanaka [16] who proposed a model that couples the H-model with
the evolution equation for the viscoelastic stress tensor and the equation for the bulk stress. Unfor-
tunately, the model of Tanaka is not thermodynamically consistent. This drawback has been cured
by Zhou, Zhang, and E who derived in [17] a thermodynamically consistent model for viscoelastic
phase separation. The latter allows the cross-diffusive structure between the phase variable and
the bulk stress. In our recent work [3] we have analysed the model of Zhou, Zhang, and E for
the regular Ginzburg-Landau potential, which is of polynomial type, and proved the existence of
global weak solutions.
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Due to the conservation of the mixture the convection-diffusion equation describing the evolution
of the volume fraction is of the Cahn-Hilliard-type. The latter contains a fourth order differential
operator and does not obey a maximum principle, i.e. in the case of regular potentials φ could
leave the interval [0, 1]. Therefore it is crucial to find a maximum-like principle to ensure that
the volume fraction remains in the physically reasonable interval [0, 1]. This leads to the case of
singular potentials, such as the Flory-Huggins potential with the logarithmic behaviour and the
degenerate mobilities. In other words, the viscoelastic phase separation model that is based on
the singular potentials and/or degenerate mobilities better reflects important physical properties.
The main goal of this paper is to extend and generalize our recent results on the viscoelastic phase
separation model with the regular potential [3] by considering a singular potential and degener-
ate mobilities. Our aim is to show existence of global weak solutions. We should note that the
model of Zhou et al. [17] has been already successfully used for numerical simulations of spinodal
decomposition, see, e.g. [9], [15] for both regular and singular potentials, however the mathemat-
ical analysis was still open. Thus, the aim of the present paper is to fill this gap and present a
rigorous analysis of the viscoelastic phase separation model in the case of a singular potential and
degenerate mobilities.
The paper is organized in the following way. In Section 2 we present the mathematical model
for viscoelastic phase separation. The weak solution to our viscoelastic phase separation model is
introduced in Section 3 and the main result on the existence of global weak solutions is formulated
in Section 4. Sections 5-8 are devoted to the proof of our main result. In Section 9 we study the
situation of two different degenerate mobilities. Section 10 presents results of three-dimensional
numerical simulations for the spinodal decomposition problem.
2 Mathematical Model
The viscoelastic phase separation can be described by a coupled system consisting of the Cahn-
Hilliard equation for phase field evolution, the Navier-Stokes equation for fluid flow and the time
evolution of the viscoelastic conformation tensor. The total energy of the polymer-solvent mixture
consists of the mixing energy between the polymer and the solvent, the bulk stress energy, the
elastic energy and the kinetic energy.
Etot(φ, q,C,u) = Emix(φ) + Ebulk(q) + Eel(C) + Ekin(u) (2.1)
=
∫
Ω
(c0
2
|∇φ|2 + F (φ)
)
+
∫
Ω
1
2
q2 +
∫
Ω
(
1
4
tr (T− 2 ln(C)− I)
)
+
∫
Ω
1
2
|u|2,
where φ denotes the volume fraction of polymer molecules, qI the bulk stress arising from polymeric
interactions, C the viscoelastic conformation tensor and u the volume averaged velocity consisting
of the solvent and polymer velocity. Furthermore, c0 is a positive constant proportional to the
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interface width. In the present work we will focus on the Flory-Huggins potential,
F (φ) =
1
np
φ ln(φ) +
1
ns
(1− φ) ln(1− φ) + χφ(1− φ), (2.2)
where np, ns stand for the molecular weights of the polymer and solvent, respectively. Here, χ
is the so-called Flory interaction parameter which describes the interaction between the mixture
components. In what follows we will study a class of more general potentials that includes (2.2).
A full derivation of the model can be found in [3].
∂φ
∂t
+ u · ∇φ = div(m(φ)∇µ)− div(n(φ)∇(A(φ)q))
∂q
∂t
+ u · ∇q = − 1
τ(φ)
q + A(φ)∆
(
A(φ)q
)− A(φ)div(n(φ)∇µ)+ ε1∆q
∂u
∂t
+ (u · ∇)u = 1
2
div
(
η(φ)
(∇u + (∇u)>))−∇p+ div T +∇φµ
∂C
∂t
+ (u · ∇)C = (∇u)C + C(∇u)> + tr(C) I− tr(C)2 C + ε2∆C
div (u) = 0 T = tr (C) C− I µ = −c0∆φ+ f(φ)
(2.3)
System (2.3) is formulated on (0, T )×Ω, where Ω ⊂ R2 has a convex Lipschitz-continuous boundary
or is at least C1,1. It is equipped with the following initial and boundary conditions
(φ, q,u,C)|t=0 = (φ0, q0,u0,C0), ∂nφ|∂Ω = ∂nµ|∂Ω = ∂nq|∂Ω = 0, u|∂Ω = 0, ∂nC|∂Ω = 0. (2.4)
We consider the relation between the conformation tensor and the viscoelastic stress tensor given
by
T = tr (C) C− I,
see, e.g. [10, 11]. We proceed by formulating some assumptions on system (2.3).
2.1 Assumptions
We assume that the coefficient functions τ, h, η are continuous, positive and bounded, i.e.
0 < τ1 ≤ τ(x) ≤ τ2, 0 < h1 ≤ h(x) ≤ h2, 0 < η1 ≤ η(x) ≤ η2 for all x ∈ R. (2.5)
The functions A,m, n are assumed to be continuous, non-negative and bounded,
0 ≤ A1 ≤ A(x) ≤ A2, 0 ≤ m1 ≤ m(x) ≤ m2, 0 ≤ n1 ≤ n(x) ≤ n2 for all x ∈ R. (2.6)
Further A(x) is a C1(R) function with ‖A′‖L∞ ≤ A′2. In order to differentiate between the reg-
ular case and the case with degenerate mobility functions m and n we introduce the following
assumptions.
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Assumptions 2.1 (Regular case).
• We assume m(x) = n(x) ∈ C(R) with 0 < m1 ≤ m(x) ≤ 1, for all x ∈ R.
• We assume F ∈ C2(R) with constants ci > 0, i = 1, . . . , 7 and c8 ≥ 0 such that:
|F (x)| ≤ c1|x|p + c2, |F ′(x)| ≤ c3|x|p−1 + c4, |F ′′(x)| ≤ c5|x|p−2 + c6 for p ≥ 2,
F (x) ≥ −c7, F ′′(x) ≥ −c8.
A typical example satisfying the above assumptions is the well-known Ginzburg-Landau potential
F (x) = x2(1 − x)2. For the single degenerate mobility case we introduce the following set of
assumptions.
Assumptions 2.2 (Single Degenerate case).
• We assume m ∈ C1([0, 1]) with m(x) = 0 if and only if x ∈ {0, 1}. The mobility function
m(x) is continuously extended by zero on R \ [0, 1].
• Further, we set n(x) = m(x) and m(x) ≤ 1, x ∈ [0, 1].
• The potential can be divided into F = F1 + F2 with a convex part F1 ∈ C2([0, 1]) and a
concave part F2 ∈ C2([0, 1]). F2 is continuously extended on R such that ‖F ′′2 ‖L∞(R) ≤ F0.
• The convex part F1 additionally satisfies mF ′′1 ∈ C([0, 1]).
• The boundary condition m(φ)∇µ · n|∂Ω = 0 holds.
The typical example satisfying the above assumptions m(x) = xm(1− x)m and the Flory-Huggins
potential (2.2) for suitable χ and m ≥ 1. The assumptions of the case with different mobilities
differ only in the choice of mobility and the function A.
Assumptions 2.3 (Double degenerate case).
• We assume n,m ∈ C1([0, 1]) with n(x) = m(x) = 0 if and only if x ∈ {0, 1}. The mobility
functions n(x),m(x) are continuously extended by zero on R \ [0, 1].
• We set n2(x) = m(x) with m(x) ≤ m2 for x ∈ [0, 1].
• The potential can be divided into F = F1 +F2 with a convex part F1 ∈ C2(0, 1) and a concave
part F2 ∈ C2([0, 1]). F2 is continuously extended on R such that ‖F ′′2 ‖L∞(R) ≤ F0.
• The convex part F1 additionally satisfies (mF ′′1 ) ∈ C([0, 1]).
• We assume
∥∥∥A(x)n(x)∥∥∥
L∞(0,1)
≤ c,
∥∥∥A′(x)n(x) ∥∥∥
L∞(0,1)
≤ c.
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• The boundary condition m(φ)∇µ · n|∂Ω = 0 holds.
Lemma 2.4 ([7]). Let φ ∈ L2(0, T ;H1(Ω)), ∂φ
∂t
∈ L2(0, T ;H−1(Ω)) and let G ∈ C2(R,R) be convex
with linear growth of its derivative G′. Then∫ r2
r1
〈
∂φ
∂t
,G′(φ)
〉
dt =
∫
Ω
G(φ(x, r2)) dx−
∫
Ω
G(φ(x, r1)) dx
for arbitrary r1, r2 ∈ [0, T ).
Now, let us introduce the following notation H := {v ∈ L2(Ω) : div (v) = 0} and V := H10 (Ω)∩H.
In order to prove our main result on the global existence of a weak solution for model (2.3) with
the degenerate mobilities and singular potential function we first recall our existence result for the
regular case. The following theorem can be proven analogously as in [3].
Theorem 2.5. Let Assumption 2.1 are fulfilled and the initial data
(φ0, q0,u0,C0) ∈ H1(Ω)× L2(Ω)×H × L2(Ω)2×2.
Then for a given T > 0 there exists a global weak solution (φ, q, µ,u,C) of (2.3) such that
φ ∈ L∞(0, T ;H1(Ω)) ∩ L2(0, T ;H2(Ω)), q,C ∈ L∞(0, T ;L2(Ω)) ∩ L2(0, T ;H1(Ω)),
u ∈ L∞(0, T ;L2(Ω)) ∩ L2(0, T ;V ), µ, A(φ)q ∈ L2(0, T ;H1(Ω)),
and
φ′ ≡ ∂φ
∂t
∈ L2(0, T ;H−1(Ω)), q′ ≡ ∂q
∂t
,C′ ≡ ∂C
∂t
∈ L4/3(0, T ;H−1(Ω)), u′ ≡ ∂u
∂t
∈ L2(0, T ;V ∗).
Further, for any test function (ψ, ζ, ξ,v,D) ∈ H1(Ω)3×V ×H1(Ω)2×2 and almost every t ∈ (0, T )
it holds∫
Ω
∂φ
∂t
ψ dx+
∫
Ω
(u · ∇φ)ψ dx+
∫
Ω
m(φ)∇µ · ∇ψ dx−
∫
Ω
m(φ)∇(A(φ)q) · ∇ψ dx = 0∫
Ω
∂q
∂t
ζ dx+
∫
Ω
(u · ∇q) ζ dx+
∫
Ω
qζ
τ(φ)
dx+
∫
Ω
∇(A(φ)q) · ∇(A(φ)ζ) dx+ ∫
Ω
ε1∇q · ∇ζ dx
=
∫
Ω
m(φ)∇µ · ∇(A(φ)ζ) dx∫
Ω
µξ dx− c0
∫
Ω
∇φ · ∇ξ dx−
∫
Ω
F ′(φ)ξ dx = 0 (2.7)∫
Ω
∂u
∂t
· v dx+
∫
Ω
(u · ∇)u · v dx−
∫
Ω
η(φ)∇u : ∇v dx+
∫
Ω
T : ∇v dx−
∫
Ω
µ∇φ · v dx = 0∫
Ω
∂C
∂t
: D dx+
∫
Ω
(u · ∇)C : D dx−
∫
Ω
[
(∇u)C + C(∇u)T
]
: D dx+ ε2
∫
Ω
∇C : ∇D dx
6
=∫
Ω
h(φ)tr(C)I : D dx−
∫
Ω
h(φ)tr (C)2 C : D dx
and the initial conditions (φ(0), q(0),u(0),C(0)) = (φ0, q0,u0,C0) are fulfilled.
Moreover, the weak solution satisfies the energy inequality(∫
Ω
c0
2
|∇φ(t)|2 + F (φ(t)) + 1
2
|q(t)|2 + 1
2
|u(t)|2 + 1
4
|C(t)|2 dx
)
(2.8)
≤ −
∫ t
0
∫
Ω
(∣∣∣√m(φ)∇µ∣∣∣− ∣∣∇(A(φ)q)∣∣)2 dx dt′ − ∫ t
0
∫
Ω
1
τ(φ)
q2 dx dt′ − ε1
∫ t
0
∫
Ω
|∇q|2 dx dt′
−
∫ t
0
∫
Ω
η(φ)|Du|2 dx dt′ − ε2
2
∫ t
0
∫
Ω
|∇C|2 dx dt′ − 1
2
∫ t
0
∫
Ω
h(φ)|tr(C)C|2 dx dt′
+
1
2
∫ t
0
∫
Ω
h(φ)|tr(C)|2 dx dt′ +
(∫
Ω
c0
2
|∇φ0|2 + F (φ0) + 1
2
|q0|2 + 1
2
|u0|2 + 1
4
|C0|2 dx
)
for almost every t ∈ (0, T ).
Sketch of the proof. We will shortly outline the main ideas to prove the above result. Applying
the energy method we obtain (2.8) and consequently
u ∈ L∞(0, T ;L2(Ω)) ∩ L2(0, T ;V ) q,C ∈ L∞(0, T ;L2(Ω)) ∩ L2(0, T ;H1(Ω))
φ ∈ L∞(0, T ;H1(Ω)),
∣∣∣√m(φ)∇µ∣∣∣− ∣∣∇(A(φ)q)∣∣ ∈ L2(0, T ;L2(Ω)). (2.9)
The key step is now to obtain m(φ) independent estimates. To this end we construct the so called
entropy function [2, 4] G via
G(1/2) = 0, G′(1/2) = 0 G′′(y) =
1
m(y)
, for all y ∈ R. (2.10)
Since m(y) > 0 for all y ∈ R, the function G(y) is convex and non-negative by construction. Using
G′(φ) as a test function in (2.7)1 and applying Lemma 2.4 yields
d
dt
∫
Ω
G(φ) dx+
∫
Ω
(u · ∇φ)G′(φ) dx = −
∫
Ω
m(φ)∇µ · ∇G′(φ) dx+
∫
Ω
n(φ)∇(A(φ)q) · ∇G′(φ) dx.
Recalling that div (u) = 0 and G′′(φ)m(φ) = 1 by (2.10) we deduce
d
dt
∫
Ω
G(φ) dx = −
∫
Ω
∇µ · ∇φ dx+
∫
Ω
n(φ)
m(φ)
· ∇(A(φ)q)∇φ dx.
Being in the regular case, i.e. n(φ)/m(φ) = 1 we can estimate the last integral as follows∫
Ω
∇(A(φ)q)∇(φ) dx ≤ c(c0, A,A′, σ)(‖q‖2L2‖∇φ‖2L2 + ‖∇φ‖2L2‖∇q‖2L2) + c0σ‖∆φ‖2L2 , (2.11)
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where σ < 1 and c ≈ σ−1 are constants from the Young inequality. Here we have used the notation
‖·‖L2 for the norm in L2(Ω). Integration by parts and inserting the definition of µ, cf. (2.7)3,
yields
d
dt
∫
Ω
G(φ) dx+ (1− σ)c0
∫
Ω
|∆φ|2 dx+
∫
Ω
F ′′(φ)|∇φ|2 dx ≤ c‖∇φ‖2L2(‖q‖2L2 + ‖∇q‖2L2). (2.12)
Due to (2.9) we know that the right hand side of (2.12) is bounded in L1(0, T ) and we can apply
the Gronwall inequality to find the a priori bounds∥∥∥∥∫
Ω
G(φ) dx
∥∥∥∥
L∞(0,T )
≤ c, ‖∆φ‖L2(L2) ≤ c, (2.13)
where ‖·‖Lp(Lq) is the norm in the space Lp(0, T ;Lq(Ω)), 1 ≤ p, q ≤ ∞. Next we calculate the
L2-norm of ∇(A(φ)q) as follows∫ T
0
∫
Ω
∣∣∇(A(φ)q)∣∣2 dx dt ≤ c ∫ T
0
∫
Ω
|A′(φ)∇φq|2 + |A∇q|2 dx dt
≤ cA22‖∇q‖2L2(L2) + c‖A′‖2L∞
∫ T
0
‖∇φ‖2L4‖q‖2L4 dt
≤ cA22‖∇q‖2L2(L2) + c‖A′‖2L∞
∫ T
0
‖∇φ‖2L2‖q‖4L4 + ‖∆φ‖2L2 dt
≤ c
(
‖∇q‖2L2(L2) + ‖∆φ‖2L2(L2) + ‖∇φ‖2L∞(L2)‖q‖4L4(L4)
)
≤ c. (2.14)
Combining estimate (2.9) with (2.13) we recover the bound on
√
m(φ)∇µ in L2(0, T ;L2(Ω)), which
implies ∇µ ∈ L2(0, T ;L2(Ω)). With this information one can follow [3] to obtain the existence
result.
3 Weak solution
In this section we will introduce the notion of a weak solution in the case of degenerate mobilities
and formulate the corresponding energy inequality.
Definition 3.1. Let the initial data
(φ0, q0,u0,C0) ∈ H1(Ω)× L2(Ω)×H × L2(Ω)2×2.
Then for every T > 0 the quadruple (φ, q,J,u,C) is called a weak solution of (2.3) if it satisfies
φ ∈ L∞(0, T ;H1(Ω)) ∩ L2(0, T ;H2(Ω)), q,C ∈ L∞(0, T ;L2(Ω)) ∩ L2(0, T ;H1(Ω)),
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u ∈ L∞(0, T ;H) ∩ L2(0, T ;V ), J ∈ L2(0, T ;L2(Ω))
with time derivatives
φ′ ≡ ∂φ
∂t
∈ L2(0, T ;H−1(Ω)), q′ ≡ ∂q
∂t
,C′ ≡ ∂C
∂t
∈ L4/3(0, T ;H−1(Ω)), u′ ≡ ∂u
∂t
∈ L2(0, T ;V ∗).
Further, for any test function (ψ, ζ, ξ,v,D) ∈ H1(Ω)2×H1(Ω)∩L∞(Ω)×V ×H1(Ω)2×2 and almost
every t ∈ (0, T ) it holds∫
Ω
∂φ
∂t
ψ dx+
∫
Ω
(u · ∇φ)ψ dx+
∫
Ω
J · ∇ψ dx−
∫
Ω
m(φ)∇(A(φ)q) · ∇ψ dx = 0∫
Ω
∂q
∂t
ζ dx+
∫
Ω
(u · ∇q) ζ dx+
∫
Ω
qζ
τ(φ)
dx+
∫
Ω
∇(A(φ)q) · ∇(A(φ)ζ) dx+ ∫
Ω
ε1∇q · ∇ζ dx
=
∫
Ω
J · ∇(A(φ)ζ) dx∫
Ω
J · ξ dx = c0
∫
Ω
∆φdiv (m(φ)ξ) dx+
∫
Ω
m(φ)F ′′(φ)∇φ · ξ dx (3.1)∫
Ω
∂u
∂t
· v dx+
∫
(u · ∇)u · v dx−
∫
Ω
η(φ)Du : Dv dx+
∫
Ω
T : ∇v dx+
∫
Ω
c0∆φ∇φ · v dx = 0∫
Ω
∂C
∂t
: D dx+
∫
(u · ∇)C : D dx−
∫
Ω
[
(∇u)C + C(∇u)T
]
: D dx+ ε2
∫
Ω
∇C : ∇D dx
= −
∫
Ω
h(φ)tr (C)2 C : D dx+
∫
Ω
h(φ)tr (C) I : D dx
and the initial data, i.e. (φ(0), q(0),u(0),C(0)) = (φ0, q0,u0,C0) are attained.
The above formulation for J is a weak version of J = m(φ)
( − c0∇∆φ + F ′′(φ)∇φ) thus for a
smooth solution we can identify J = m(φ)∇µ.
The system (2.3) has a Lyapunov functional which is independent of the positive/negative defi-
niteness of the conformation tensor C, see, e.g. [3, 14] for the free energy. Since this functional
will accompany the weak solution we will eliminate the appearance of µ from the equations. To
this end we introduce Jˆ such that J =
√
m(φ)Jˆ which can be seen as the Cahn-Hilliard flux.
Lemma 3.2. Each classical solution of (2.3) satisfies the following energy inequality
d
dt
(∫
Ω
c0
2
|∇φ|2 + F (φ) + 1
2
|q|2 + 1
2
|u|2 + 1
4
|C|2 dx
)
= −
∫
Ω
(∣∣∣Jˆ∣∣∣− ∣∣∇(A(φ)q)∣∣)2 dx− ∫
Ω
1
τ(φ)
q2 dx− ε1
∫
Ω
|∇q|2 dx−
∫
Ω
η(φ)|Du|2 dx
− ε2
2
∫
Ω
|∇C|2 dx− 1
2
∫
Ω
h(φ)|tr (C) C|2 dx+ 1
2
∫
Ω
h(φ)tr (C)2 dx (3.2)
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The integrated version reads(∫
Ω
c0
2
|∇φ(t)|2 + F (φ(t)) + 1
2
|q(t)|2 + 1
2
|u(t)|2 + 1
4
|C(t)|2 dx
)
≤ −
∫ t
0
∫
Ω
(∣∣∣Jˆ∣∣∣− ∣∣∇(A(φ)q)∣∣)2 dx dt′ − ∫ t
0
∫
Ω
1
τ(φ)
q2 dx dt′ − ε1
∫ t
0
∫
Ω
|∇q|2 dx dt′
−
∫ t
0
∫
Ω
η(φ)|Du|2 dx dt′ − ε2
2
∫ t
0
∫
Ω
|∇C|2 dx dt′ − 1
2
∫ t
0
∫
Ω
h(φ)|tr(C)C|2 dx dt′ (3.3)
+
1
2
∫ t
0
∫
Ω
h(φ)|tr(C)|2 dx dt′ +
(∫
Ω
c0
2
|∇φ0|2 + F (φ0) + 1
2
|q0|2 + 1
2
|u0|2 + 1
4
|C0|2 dx
)
.
4 Main Results
In this section we will formulate the main result on the existence of a global weak solution to the
viscoelastic phase separation system (2.3) in the degenerate case.
Theorem 4.1. Let Assumptions 2.2 or 2.3 hold. Further let φ0 : Ω→ [0, 1] and φ0 ∈ H1(Ω).
The potential function F and the entropy function G, cf. (2.10), fulfill∫
Ω
(
F (φ0) +G(φ0) dx
)
< +∞. (4.1)
Then for any given T <∞ there exists a global weak solution (φ, q,J,u,C) of the viscoelastic
phase separation model (2.3) in the sense of Definition 3.1. Moreover,
• the integrated energy inequality (3.3) or (9.6) holds, respectively.
• φ(x, t) ∈ [0, 1] for a.e. (x, t) ∈ Ω× (0, T ).
If the mobility function satisfies m′(0) = m′(1) = 0, then for a.e. t ∈ (0, T ) the set
{(x, t) ∈ Ω× (0, T ) | φ(x, t) = 0 or φ(x, t) = 1}
has zero measure.
Remark 4.2.
• For the Flory-Huggins potential (2.2) paired with the mobility m(x) = x(1−x) the condition
(4.1) is automatically fulfilled.
• The proof also applies for the polynomial potentials F from Assumptions 2.1.
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• The proof of Theorem 4.1 with Assumptions 2.2 will by realized in Sections 5-8 and in Section
9 we give the necessary adjustments for Assumptions 2.3.
The rest of the paper is organized in the following way. In Section 5 we introduce a regularized
problem that presents an approximation of (3.1). In order to pass to the limit with a regularized
parameter δ → 0 some suitable energy and entropy estimates will be derived in Section 6. The
question of the uniform bounds 0 ≤ φ ≤ 1 will be discussed in Section 7. The limiting process is
proven in Section 8 and Section 9 is devoted to a discussion of the case with different degenerate
mobilities. In order to illustrate properties of the viscoelastic phase separation model we conclude
the paper with a series of three-dimensional simulations.
5 Regularized Problem
We start by introducing a suitable regularized problem and approximate the degenerate mobility
m and the logarithmic potential F by a non-degenerate mobility mδ and a smooth potential Fδ
with a parameter δ ∈ (0, 1
2
)
mδ(x) =

m(δ), if x ≤ δ
m(x), if δ ≤ x ≤ 1− δ
m(1− δ), if x ≥ 1− δ.
(5.1)
Since F2 is already defined on R and bounded, cf. Assumptions 2.2, we set F2,δ = F2. Further
F1,δ(1/2) = F1(1/2) and F
′
1,δ(1/2) = F
′
1(1/2), (5.2)
F ′′1,δ(x) =

F ′′1 (δ), if x ≤ δ
F ′′1 (x), if δ ≤ x ≤ 1− δ
F ′′1 (1− δ), if x ≥ 1− δ.
(5.3)
We note that F1(x) = F1,δ(x) for x ∈ [δ, 1− δ]. Next, we define a regularized entropy function Gδ
in the following way
Gδ(1/2) = 0, G
′
δ(1/2) = 0, G
′′
δ(y) = mδ(y)
−1, for all y ∈ R. (5.4)
The system (2.3) with Fδ and mδ fulfills the assumptions of Theorem 2.5 for every δ ∈ (0, 12).
Consequently, we have a sequence of regularized weak solutions, denoted by (φδ, qδ, µδ,uδ,Cδ),
such that
φδ ∈ L∞(0, T ;H1(Ω)) ∩ L2(0, T ;H2(Ω)), qδ,Cδ ∈ L∞(0, T ;L2(Ω)) ∩ L2(0, T ;H1(Ω)),
uδ ∈ L∞(0, T ;L2(Ω)) ∩ L2(0, T ;V ), µδ, A(φδ)qδ ∈ L2(0, T ;H1(Ω)).
The family (φδ, qδ,uδ,Cδ) fulfills the weak formulation (2.7) for every δ > 0, which in the following
will be denoted by (2.7)δ.
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6 Energy and Entropy Estimates
In order to extract some information about the necessary convergence properties of the approximate
solutions we need to derive estimates independent of δ. Applying the energy inequality (2.8) we
obtain for every δ > 0
(∫
Ω
c0
2
|∇φδ(t)|2 + Fδ(φδ(t)) + 1
2
|qδ(t)|2 + 1
2
|uδ(t)|2 + 1
4
|Cδ(t)|2 dx
)
(6.1)
≤−
∫ t
0
∫
Ω
(∣∣∣√mδ(φδ)∇µδ∣∣∣− ∣∣∇(A(φδ)qδ)∣∣)2 dx dt′ − ∫ t
0
∫
Ω
1
τ(φδ)
q2δ dx dt
′
− ε1
∫ t
0
∫
Ω
|∇qδ|2 dx dt′ −
∫ t
0
∫
Ω
η(φδ)|Duδ|2 dx dt′ − ε1
2
∫ t
0
∫
Ω
|∇Cδ|2 dx dt′
− 1
2
∫ t
0
∫
Ω
h(φδ)|tr (Cδ) Cδ|2 dx dt′ + 1
2
∫ t
0
∫
Ω
h(φδ)|tr (Cδ)|2 dx dt′
+
(∫
Ω
c0
2
|∇φδ(0)|2 + Fδ(φδ(0)) + 1
2
|qδ(0))|2 + 1
2
|uδ(0)|2 + 1
4
|Cδ(0)|2 dx
)
.
Due to the definition of Fδ, cf. (5.2), we can bound the right hand side of (6.1) independently of
δ. The term
∫ t
0
∫
Ω
h(φδ)|tr (Cδ)|2 can be bounded applying the Hlder inequality and taking into
account that |tr (Cδ)|2 ≤ d|Cδ|2. Then the Gronwall lemma implies
‖φδ‖L∞(H1) + ‖qδ‖L∞(L2) + ‖uδ‖L∞(L2) + ‖Cδ‖L∞(L2) ≤ c,
‖qδ‖L2(H1) + ‖uδ‖L2(H1) + ‖Cδ‖L2(H1) ≤ c, (6.2)∥∥∥∣∣∣√mδ(φδ)∇µδ∣∣∣− ∣∣∇(A(φδ)qδ)∣∣∥∥∥
L2(L2)
≤ c.
Note thatG′′δ is bounded and convex and by constructionG
′
δ(φδ) grows like φδ. Applying Lemma 2.4
we obtain from (2.7)δ1 for ψ = G
′
δ(φδ)
d
dt
(∫
Ω
Gδ(φδ) dx
)
+
∫
Ω
(uδ · ∇φδ)G′δ(φδ) dx+
∫
Ω
mδ(φδ)G
′′
δ(φδ)∇µδ · ∇φδ dx
=
∫
Ω
mδ(φδ)G
′′
δ(φδ)∇
(
A(φδ)qδ
) · ∇φδ dx. (6.3)
Using div (uδ) = 0 and mδ(φδ)G
′′
δ(φδ) = 1 we find
d
dt
(∫
Ω
Gδ(φδ) dx
)
+
∫
Ω
∇µδ · ∇φδ dx =
∫
Ω
∇(A(φδ)qδ) · ∇φδ dx.
Including (2.7)δ3, integrating by parts and applying the Hlder and Young inequalities yield
d
dt
(∫
Ω
Gδ(φδ) dx
)
+ c0‖∆φδ‖2L2 +
∫
Ω
F ′′1,δ(φδ)|∇φδ(t)|2 dx
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≤ c(σ)‖F ′′2 ‖L∞‖∇φδ‖2L2 +
∫
Ω
∇(A(φδ)qδ) · ∇φδ dx, (6.4)
where σ < 1 and c(σ) ≈ σ−1. Applying (2.11) for the last term in (6.4) we obtain
d
dt
(∫
Ω
Gδ(φδ(t)) dx
)
+
c0
2
‖∆φδ‖2L2 +
∫
Ω
F ′′1,δ(φδ(t))|∇φδ(t)|2 dx
≤ c(c0, A,A′, σ)‖∇φ‖2L2(‖q‖2L2 + ‖∇q‖2L2) + c(σ)‖F ′′2 ‖L∞‖∇φδ‖2L2 . (6.5)
We can see that the right hand side (6.5) is bounded in L1(0, T ) due to a priori estimates (6.2).
Using the Gronwall lemma and analogous estimates as in (2.14) we obtain the following additional
estimates independently of δ
‖∆φδ‖L2(L2) +
∥∥∇(A(φδ)qδ)∥∥L2(L2) + ∥∥∥∥∫
Ω
Gδ(φδ) dx
∥∥∥∥
L∞(0,T )
≤ c, (6.6)
which implies
∥∥∥√mδ(φδ)∇µδ∥∥∥2
2
≤ c. (6.7)
Due the fact that mδ degenerates at x = 0 and x = 1 as δ → 0 we have no information on the
weak convergence of ∇µδ. Moreover, following the lines of [3] we can also find a priori estimates
for the time derivatives
‖φ′δ‖L2(H−1), ‖q′δ‖L4/3(H−1), ‖u′δ‖L2(V ′), ‖C′δ‖L4/3(H−1) ≤ c. (6.8)
Consequently we have, up to a subsequence, the following convergence results for δ → 0
φδ ⇀
? φ in L∞(0, T ;H1(Ω)) qδ ⇀? q in L∞(0, T ;L2(Ω)),
φδ ⇀ φ in L
2(0, T ;H2(Ω)) qδ ⇀ q in L
2(0, T ;H1(Ω)),
φ′δ ⇀ φ
′ in L2(0, T ;H−1(Ω)) q′δ ⇀ q
′ in L4/3(0, T ;H−1(Ω)),
φδ → φ in L2(0, T ;H1(Ω)) qδ → q in L2(0, T ;Lp(Ω)),
uδ ⇀
? u in L∞(0, T ;H) Cδ ⇀? C in L∞(0, T ;L2(Ω)),
uδ ⇀ u in L
2(0, T ;V ) Cδ ⇀ C in L
2(0, T ;H1(Ω)),
u′δ ⇀ u
′ in L2(0, T ;V ?) C′δ ⇀ C
′ in L4/3(0, T ;H−1(Ω)),
uδ → u in L2(0, T ;L4div(Ω)) Cδ → C in L2(0, T ;Lp(Ω)). (6.9)
Moreover, φδ,∇φδ converge a.e. in Ω×(0, T ). We set Jˆδ =
√
mδ(φδ)∇µδ. Due to a priori bound on√
mδ(φδ)∇µδ in L2(0, T ;L2(Ω)) we obtain the weak convergence to some limit z ∈ L2(0, T ;L2(Ω)).
Since
√
mδ(φδ) is absolutely bounded and converge a.e. to m(φ), see Assumption 2.2, we can easily
deduce
Jˆδ ⇀ Jˆ in L
2(0, T ;L2(Ω)), Jδ ⇀ J in L
2(0, T ;L2(Ω)). (6.10)
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7 L∞-estimate for the phase variable
The aim of this section is to derive uniform boundedness of φδ. Indeed, following [1, 2, 4] we can
show the following lemma.
Lemma 7.1. Let φδ be the solution of the regularized problem (2.7)
δ
1. Then it holds that φδ(x, t) ∈
[0, 1] for a.e. (x, t) in Ω× (0, T ), uniformly as δ → 0.
Proof. By the definition of G we have G(y) ≥ 0, G′(y) ≥ 0 if y ≥ 1/2 and G(y) ≥ 0, G′(y) ≤ 0 if
y ≤ 1/2, cf. (2.10). For y > 1 it holds
Gδ(y) = Gδ(1− δ) +G′δ(1− δ)
(
y − (1− δ)
)
+
1
2
G′′δ(1− δ)
(
y − (1− δ)
)2
= G(1− δ) +G′(1− δ)
(
y − (1− δ)
)
+
1
2
G′′(1− δ)
(
y − (1− δ)
)2
≥ 1
2
1
m(1− δ)(y − 1)
2.
Analogously, we have for y < 0
Gδ(y) = Gδ(δ) +G
′
δ(δ)
(
y − δ
)
+
1
2
G′′δ(δ)
(
y − δ
)2
= G(δ) +G′(δ)
(
y − δ
)
+
1
2
G′′(δ)
(
y − δ
)2
≥ 1
2
1
m(δ)
y2.
These estimates imply two inequalities∫
Ω∩{φδ>1}
(φδ(x, t)− 1)2 dx ≤ 2m(1− δ)
∫
Ω
Gδ(φδ(t)) dx→ 0,
∫
Ω∩{φδ<0}
φδ(x, t)
2 dx ≤ 2m(δ)
∫
Ω
Gδ(φδ(t)) dx→ 0. (7.1)
The limit in (7.1) follows from the Vitali Theorem [5] realizing that mδ(δ)→ 0 and mδ(1− δ)→ 0
for δ → 0. We have shown that∫
Ω∩{φ>1}
(φ(x, t)− 1)2 dx = 0,
∫
Ω∩{φ<0}
φ(x, t)2 dx = 0.
In other words, φ(x, t) ≤ 1 and φ(x, t) ≥ 0 for a.e. (x, t) ∈ Ω× (0, T ).
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8 Limiting process
The aim of this section is to pass to the limit δ → 0 in all relevant terms of the weak formulation
(2.7)δ. We will only consider the terms which are not covered in [3], i.e. the terms containing
mδ, Fδ or Jδ. First we recall a useful lemma from [3].
Lemma 8.1. Suppose that there are two sequences {un}∞n=1, {vn}∞n=1 and a bounded domain D
with the following properties
1. un → u a.e in D as n→∞ and ‖un‖∞ ≤ c <∞ for all n
2. vn ⇀ v in L
2(D) as n→∞.
Then the product unvn converges weakly to uv in L
2(D). If vn is strongly convergent then the
results imply strong convergence in L2(D).
8.1 Cahn-Hilliard equation
In the Cahn-Hilliard equation (2.7)δ1 we first consider the limiting process in the term
T1(δ) :=
∫ T
0
∫
Ω
(
Jδ(t)− J(t)
) · ∇ψϕ(t) dx dt.
Due to the weak convergence of Jδ in L
2(0, T ;L2(Ω)), cf. (6.10) we have T1(δ)→ 0 as δ → 0. Now
we estimate the coupling term with the bulk stress equation (3.1)2.
T2(δ) :=
∫ T
0
∫
Ω
mδ(φδ(t))∇
(
A(φδ(t))qδ(t)
)
· ∇ψϕ(t)−m(φ(t))∇
(
A(φ(t))q(t)
)
· ∇ψϕ(t) dx dt.
One can obtain weak convergence of ∇(A(φδ)qδ) in L2(0, T ;L2(Ω)) by virtue of (6.9), see [3] for a
proof. Further by Lemma 8.1 using the continuity and boundedness of mδ(φδ), see Assumption 2.2
and (5.1) we find that mδ(φδ)∇ψϕ converges strongly to m(φ)∇ψϕ in L2(0, T ;L2(Ω)). Therefore,
T2(δ)→ 0 as δ → 0.
8.2 Bulk stress equation
In the bulk stress equation (2.7)δ2 the only new term comes from the coupling to the Cahn-Hilliard
equation (2.7)δ1
T3(δ) :=
∫ T
0
∫
Ω
Jδ(t) · ∇
(
A(φδ(t))ζ
)
ϕ(t)− J(t)∇ ·
(
A(φ(t))ζ
)
ϕ(t) dx dt.
Due to the weak convergence of Jδ in L
2(0, T ;L2(Ω)), (6.10) and the strong convergence of
∇(A(φδ)ζ) in L2(0, T ;L2(Ω)), which is obtained by virtue of (6.9) and ζ ∈ H1(Ω), we deduce
that T3(δ)→ 0 as δ → 0.
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8.3 Cahn-Hilliard Flux
First, let us consider the flux terms in the weak formulation, (2.7)δ3 and (3.1)3. The left hand side
of (2.7)δ3 and (3.13) is given by
T4(δ) :=
∫ T
0
∫
Ω
(Jδ(t)− J) · ξϕ(t).
Due to the weak convergence of Jδ in L
2(0, T ;L2(Ω)), see (6.10), we deduce T4(δ) → 0 as δ → 0.
Next we continue with the the right hand side of (2.7)δ3 and (3.1)3
T5(δ) :=
∫ T
0
∫
Ω
∆φδ(t)div
(
mδ(φ(t))ξ
)
ϕ(t)−∆φ(t)div
(
m(φ(t))ξ
)
ϕ(t) dx dt
= T5,1(δ) + T5,2(δ).
Firstly,
T5,1(δ) :=
∫ T
0
∫
Ω
∆φδ(t)mδ(φ(t))div (ξ)ϕ(t)−∆φ(t)m(φ(t))div (ξ)ϕ(t) dx dt
goes to zero due to the weak convergence of ∆φδ in L
2(0, T ;L2(Ω)), cf. (6.9), and the strong
convergence of mδ(φδ)div (ξ)ϕ in L
2(0, T ;L2(Ω)), cf. Lemma (8.1) and ξ ∈ H1(Ω) ∩ L∞(Ω).
The second term T5,2(δ) can be treated as follows
T5,2(δ) :=
∫ T
0
∫
Ω
(
m′δ(φδ(t))∆φδ(t)∇φδ(t)−m′(φ(t))∆φ(t)∇φ(t)
)
· ξϕ(t) dx dt
=
∫ T
0
∫
Ω
(
∆φδ(t)−∆φ(t)
)
∇φδ(t)m′δ(φδ(t)) · ξϕ(t) dx dt
+
∫ T
0
∫
Ω
∆φ(t)
(
m′δ(φδ(t))∇φδ(t)−m′(φ(t))∇φ(t)
)
· ξϕ(t) dx dt.
We realize that due to the weak convergence of ∆φδ in L
2(0, T ;L2(Ω)), cf. (6.9), and ξϕ in
L∞(Ω × (0, T )) we have to study the strong convergence of m′δ(φδ)∇φδ in L2(0, T ;L2(Ω)). This
already imply the convergence of T5,2(δ)→ 0 as δ → 0. Let us consider the strong convergence of
m′δ(φδ)∇φδ and split the integral in the following way∫ T
0
∫
Ω
|m′δ(φδ(t))∇φδ(t)−m′(φ(t))∇φ(t)|2 dx dt
=
∫
Ω×(0,T )∩{φ={0,1}}
|m′δ(φδ(t))∇φδ(t)−m′(φ(t))∇φ(t)|2 dx dt (8.1)
+
∫
Ω×(0,T )∩{φ∈(0,1)}
|m′δ(φδ(t))∇φδ(t)−m′(φ(t))∇φ(t)|2 dx dt (8.2)
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For (8.1) we note that ∇φ = 0 a.e. on the set {φ = 0 or φ = 1}, see Lemma 7.7 in [6], and derive∫
Ω×(0,T )∩{φ={0,1}}
|m′δ(φδ(t))∇φδ(t)|2 dx dt ≤ ‖m′δ‖2∞
∫
ΩT∩{φ={0,1}}
|∇φδ(t)|2 dx dt
→ c
∫
Ω×(0,T )∩{φ={0,1}}
|∇φ(t)|2 dx dt = 0.
In the latter we have used the strong convergence of ∇φδ in L2(0, T ;L2(Ω)), cf. (6.9). For the
second integral (8.2) we can conclude the convergence m′δ(φδ) → m′(φ) on the set {0 < φ < 1}.
Since the mobility function mδ(φδ) converges a.e. on the set {0 < φ < 1} we obtain m′δ(φδ)∇φδ
converges to m′(φ)∇φ for a.e (x, t) ∈ Ω× (0, T ). This holds due to the strong convergence of ∇φδ
in L2(0, T ;L2(Ω)), cf. (6.9). Therefore, (8.2) goes to zero for δ → 0 by the generalized Lebesque
convergence theorem. Above calculations imply
m′δ(φδ)∇φδ → m′(φ)∇φ in L2(0, T ;L2(Ω)).
Hence, we conclude T5,2(δ)→ 0 as δ → 0.
Next we focus on the integral containing the potential in (2.7)δ3 and (3.1)3, which can be rewritten
as
T6(δ) :=
∫ T
0
∫
Ω
(
(mδF
′′
δ )(φδ(t))∇φδ(t)− (mF ′′)(φ(t))∇φ(t)
)
· ξϕ(t) dx dt
=
∫ T
0
∫
Ω
(
(mδF
′′
δ )(φδ(t))− (mF ′′)(φ(t))
)
∇φδ(t) · ξϕ(t) dx dt (8.3)
+
∫ T
0
∫
Ω
(mF ′′)(φ(t))
(
∇φδ(t)−∇φ(t)
)
· ξϕ(t) dx dt. (8.4)
The second term (8.4) tends to zero due to the bounds on (mF ′′)(φ), cf. Assumption 2.2, and the
strong convergence of ∇φδ in L2(0, T ;L2(Ω)), cf. (6.9).
For the first term (8.3) we have to show that (mδF
′′
δ )(φδ) converges to (mF
′′)(φ) a.e. in Ω× (0, T ).
This is clear for φ ∈ (0, 1) and δ small enough, because (mF ′′)(φδ) = (mδF ′′δ )(φδ), cf. Assump-
tion 2.2. Let us consider the case φ = 1, φ = 0 can be treated analogously. First, we can see that
for 1/2 ≤ φδ(t, x) ≤ 1− δ we have the equality
(mδF
′′
δ )(φδ(t, x)) = (mF
′′)(φδ(t, x)).
Second, we observe that for φδ > 1− δ we have
(mδF
′′
δ )(φδ(t, x)) = (mF
′′
1,δ)(1− δ) +m(1− δ)F ′′2 (φδ(t, x)).
Consequently, in both cases we have obtained that
(mδF
′′
δ (φδ)) −→ (mF ′′)(φ) a.e. in Ω× (0, T ).
.
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8.4 Navier-Stokes equation
We continue by discussing the stress term in the Navier-Stokes equation (2.7)δ4 and (3.1)4 arising
from the coupling to the Cahn-Hilliard equation
T7(δ) :=
∫ T
0
∫
Ω
(
∆φδ(t)∇φδ(t)−∆φ(t)∇φ(t)
)
· vϕ(t) dx dt = T7,1(δ) + T7,2(δ)
=
∫ T
0
∫
Ω
(
∆φδ(t)−∆φ(t)
)
∇φδ(t) · vϕ(t) dx dt+
∫ T
0
∫
Ω
∆φ(t)
(
∇φδ(t)−∇φ(t)
)
· vϕ(t) dx dt.
The first term T7,1(δ) → 0 for δ → 0, due to the weak convergence of ∆φδ in L2(0, T ;L2(Ω)),
cf. (6.9), if∇φδvϕ ∈ L2(0, T ;L2(Ω)). Indeed, due to the strong convergence of∇φδ in L2(0, T ;L3(Ω))
we obtain ∇φδvϕ ∈ L2(0, T ;L2(Ω)) taking ϕv ∈ L∞(0, T ;L6(Ω)). The second term T7,2(δ) can be
controlled in the following way
T7,2(δ) :=
∫ T
0
∫
Ω
∆φ(t)
(
∇φδ(t)−∇φ(t)
)
· vϕ(t) dx dt
≤ max
t∈[0,T ]
|ϕ(t)|‖v‖6
∫ T
0
‖∇φδ −∇φ‖3‖∆φ‖2 dt
≤ max
t∈[0,T ]
|ϕ(t)|‖v‖V ‖∆φ‖L2(L2)‖∇φδ −∇φ‖L2(L3) −→ 0,
due to the strong convergence of ∇φδ in L2(0, T ;L3(Ω)). This implies T7(δ)→ 0 as δ → 0.
8.5 Stronger degeneracy
The aim of this section is to show that under some assumptions on the mobility function m we
can prove the following result.
Lemma 8.2. Let φδ be the solution of the regularized problem (2.7)
δ
1. Further assume that the
mobility function satisfies m′(0) = m′(1) = 0. Then it holds that set
{(x, t) ∈ Ω× (0, T );φ(x, t) = 0 or φ(x, t) = 1}
has zero measure.
Proof. We suppose that the mobility is strongly degenerate, i.e. m′(1) = m′(0) = 0. We can see
that Gδ(y)→∞ for y → 0 or y → 1 as δ → 0. Since
∫
Ω
Gδ(φδ(t)) dx is bounded in L
∞(0, T ), see
(6.6), we apply the Lemma of Fatou to get∫
Ω
lim inf
δ→0
Gδ(φδ(t)) dx ≤ c a.e. t ∈ (0, T ).
We will now discuss three possible cases for φδ to prove Lemma 8.2.
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a) For φδ ∈ (0, 1) and δ small enough we have Gδ(φδ(x, t)) = G(φδ(x, t)) and by continuity
lim
δ→0
Gδ(φδ(x, t)) = G(φ(x, t)).
b) For φ(x, t) = 0 and any δ > 0 we have
min{G(δ), G(φδ(x, t))} ≤ Gδ(φδ(x, t))→∞
because G(y)→∞ for y → 0.
c) For φ(x, t) = 1 and any δ > 0 we have
min{G(1− δ), G(φδ(x, t))} ≤ Gδ(φδ(x, t))→∞
because G(y)→∞ for y → 1.
Combining the above points we have shown that the set {x ∈ Ω | φ(x, t) = 1 or φ(x, t) = 0} has
zero measure for a.a t ∈ (0, T ).
8.6 Limit in the energy inequality
In order to pass to the limit in the energy inequality (6.1) we recall that for δ > 0 we have
Eδ :=
(∫
Ω
c0
2
|∇φδ(t)|2 + Fδ(φδ(t)) + 1
2
|qδ(t)|2 + 1
2
|uδ(t)|2 + 1
4
|Cδ(t)|2 dx
)
(8.5)
≤−
∫ t
0
∫
Ω
(∣∣∣√mδ(φδ)∇µδ∣∣∣− ∣∣∇(A(φδ)qδ)∣∣)2 dx dt′ − ∫ t
0
∫
Ω
1
τ(φδ)
q2δ dx dt
′
− ε1
∫ t
0
∫
Ω
|∇qδ|2 dx dt′ −
∫ t
0
∫
Ω
η(φδ)|Duδ|2 dx dt′ − ε2
2
∫ t
0
∫
Ω
|∇Cδ|2 dx dt′
− 1
2
∫ t
0
∫
Ω
h(φδ)|tr (Cδ) Cδ|2 dx dt′ + 1
2
∫ t
0
∫
Ω
h(φδ)tr (Cδ)
2 dx dt′
+
(∫
Ω
c0
2
|∇φδ(0)|2 + Fδ(φδ(0)) + 1
2
|qδ(0))|2 + 1
2
|uδ(0)|2 + 1
4
|Cδ(0)|2 dx
)
.
Following [3] we can pass to the limit δ → 0 in Eδ, since we have the necessary strong convergences,
cf. (6.9). We apply the fact that for a weakly converging sequence {gδ}δ in L2(0, t;L2(Ω)) we have
‖g‖L2(0,t;L2) ≤ lim inf
δ→0
‖gδ‖L2(0,t;L2). (8.6)
Therefore we can pass to the limit in the following terms√
τ(φδ)−1qδ, ∇qδ,
√
η(φδ)Duδ, ∇Cδ,
√
h(φδ)tr (Cδ) Cδ.
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Further, relabeling Jˆδ :=
√
mδ(φδ)∇µδ we can apply the lower semi-continuity of the norm (8.6)
for Jˆδ. This is possible due to (6.10). The term h(φδ)tr (Cδ)
2 can be treated due to the strong
convergence of Cδ, cf. (6.9). Consequently, we obtain in the limit δ → 0(∫
Ω
c0
2
|∇φ(t)|2 + F (φ(t)) + 1
2
|q(t)|2 + 1
2
|u(t)|2 + 1
4
|C(t)|2 dx
)
(8.7)
≤−
∫ t
0
∫
Ω
(∣∣∣Jˆ∣∣∣− ∣∣∇(A(φ)q)∣∣)2 dx dt′ − ∫ t
0
∫
Ω
1
τ(φ)
q2 dx dt′
− ε1
∫ t
0
∫
Ω
|∇q|2 dx dt′ −
∫ t
0
∫
Ω
η(φ)|Du|2 dx dt′ − ε2
2
∫ t
0
∫
Ω
|∇C|2 dx dt′
− 1
2
∫ t
0
∫
Ω
h(φ)|tr (C) C|2 dx dt′ + 1
2
∫ t
0
∫
Ω
h(φ)tr (C)2 dx dt′
+
(∫
Ω
c0
2
|∇φ0|2 + F (φ0) + 1
2
|q0|2 + 1
2
|u0|2 + 1
4
|C0|2 dx
)
,
which concludes the proof.
9 Different degenerate mobilities
In this section we discuss the case of two different degenerate mobilities, i.e. m(φ) 6= n(φ). A quite
frequently used assumption is m(φ) = n(φ)2. Let us approximate A(φ) by Aδ(φδ) suitably which
we will specify later. Recall that for the entropy function Gδ we have , cf. (6.3)
d
dt
(∫
Ω
Gδ(φδ) dx
)
+
∫
Ω
(uδ · ∇φδ)G′δ(φδ) dx+
∫
Ω
mδ(φδ)G
′′
δ(φδ)∇µδ · ∇φδ dx
=
∫
Ω
nδ(φδ)G
′′
δ(φδ)∇
(
Aδ(φδ)qδ
) · ∇φδ dx.
By the construction the entropy function Gδ satisfies, cf. (5.4),
mδ(φδ)G
′′
δ(φδ) = 1, nδ(φδ)G
′′
δ(φδ) =
1
nδ(φδ)
.
Using these properties and the divergence freedom of uδ we observe
d
dt
(∫
Ω
Gδ(φδ) dx
)
+
∫
Ω
∇µδ · ∇φδ dx =
∫
Ω
1
nδ(φδ)
∇(Aδ(φδ)qδ) · ∇φδ dx. (9.1)
Considering the right hand side of (9.1) by expansion of the gradient we find∫
Ω
1
nδ(φδ)
∇(Aδ(φδ)qδ) · ∇φδ dx = ∫
Ω
Aδ(φδ)
nδ(φδ)
∇qδ · ∇φδ + A
′
δ(φδ)
nδ(φδ)
qδ|∇φδ|2 dx
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≤
∥∥∥∥Aδ(φδ)nδ(φδ)
∥∥∥∥
L∞
‖∇qδ‖L2‖∇φδ‖L2 +
∥∥∥∥A′δ(φδ)nδ(φδ)
∥∥∥∥
L∞
‖qδ‖L2‖∇φδ‖2L4 .
Now, applying the interpolation inequalities and analogous calculations as in Section 6 we obtain
d
dt
(∫
Ω
Gδ(φδ) dx
)
+ (c0 − σ)‖∆φδ‖2L2 +
∫
Ω
F ′′1,δ(φδ)|∇φδ|2 dx (9.2)
≤ c(σ)
(
‖F ′′2 ‖L∞ +
∥∥∥∥A′δ(φδ)nδ(φδ)
∥∥∥∥2
L∞
‖qδ‖2L2
)
‖∇φδ‖2L2 +
∥∥∥∥Aδ(φδ)nδ(φδ)
∥∥∥∥
L∞
‖∇qδ‖L2‖∇φδ‖L2 .
Assuming that ∥∥∥∥Aδ(φδ)nδ(φδ)
∥∥∥∥
L∞
≤ c and
∥∥∥∥A′δ(φδ)nδ(φδ)
∥∥∥∥
L∞
≤ c, (9.3)
independently of δ, we recover the estimates
‖∆φδ‖L2(L2) +
∥∥∇(A(φδ)qδ)∥∥L2(L2) + ∥∥∥∥∫
Ω
Gδ(φδ) dx
∥∥∥∥
L∞(0,T )
≤ c. (9.4)
Taking into account (9.4) the results of Sections 5-8 can be applied analogously to show the
existence of a weak solution for the case m(φ) = n(φ)2. Note that now we have approximated
A by Aδ suitably such that (9.3) holds. Indeed, without these additional assumptions on Aδ and
A the right hand side in (9.1) would be unbounded. The weak solution in the case of different
mobilities m(φ) 6= n(φ) can be defined in the following way.
Definition 9.1. Let the initial data be given
(φ0, q0,u0,C0) ∈ H1(Ω)× L2(Ω)×H × L2(Ω)2×2.
The quadruple (φ, q,J,u,C) is called a weak solution of (2.3) if
φ ∈ L∞(0, T ;H1(Ω)) ∩ L2(0, T ;H2(Ω)), q,C ∈ L∞(0, T ;L2(Ω)) ∩ L2(0, T ;H1(Ω)),
u ∈ L∞(0, T ;H) ∩ L2(0, T ;V ), J = n(φ)Jˆ, Jˆ ∈ L2(0, T ;L2(Ω))
and
φ′ ≡ ∂φ
∂t
∈ L2(0, T ;H−1(Ω)), q′ ≡ ∂q
∂t
,C′ ≡ ∂C
∂t
∈ L4/3(0, T ;H−1(Ω)), u′ ≡ ∂u
∂t
∈ L2(0, T ;V ∗).
Further, for any test function (ψ, ζ, ξ,v,D) ∈ H1(Ω)2×H1(Ω)∩L∞(Ω)×V ×H1(Ω)2×2 and almost
every t ∈ (0, T ) it holds∫
Ω
∂φ
∂t
ψ dx+
∫
Ω
(u · ∇φ)ψ dx+
∫
Ω
J · ∇ψ dx−
∫
Ω
n(φ)∇(A(φ)q) · ∇ψ dx = 0
21
∫
Ω
∂q
∂t
ζ dx+
∫
Ω
(u · ∇q) ζ dx+
∫
Ω
qζ
τ(φ)
dx+
∫
Ω
∇(A(φ)q) · ∇(A(φ)ζ) dx+ ∫
Ω
ε1∇q · ∇ζ dx
=
∫
Ω
Jˆ · ∇(A(φ)ζ) dx∫
Ω
J · ξ dx = c0
∫
Ω
∆φdiv (m(φ)ξ) dx+
∫
Ω
m(φ)F ′′(φ)∇φ · ξ dx (9.5)∫
Ω
∂u
∂t
· v dx+
∫
Ω
(u · ∇)u · v dx−
∫
Ω
η(φ)Du : Dv dx+
∫
Ω
T : ∇v dx+
∫
Ω
c0∆φ∇φ · v dx = 0∫
Ω
∂C
∂t
: D dx+
∫
Ω
(u · ∇)C : D dx−
∫
Ω
[
(∇u)C + C(∇u)T
]
: D dx+ ε2
∫
Ω
∇C : ∇D dx
= −
∫
Ω
h(φ)tr (C)2 C : D dx+
∫
Ω
h(φ)tr (C) I : D dx.
Furthermore, the initial data (φ(0), q(0),u(0),C(0)) = (φ0, q0,u0,C0) are attained.
Here the only difference is the appearance of J and Jˆ in the definition of a weak solution. In the
energy inequality we recover the full cross-diffusion difference with the term (Jˆ−∇(A(φ)q))2.(∫
Ω
c0
2
|∇φ(t)|2 + F (φ(t)) + 1
2
|q(t)|2 + 1
2
|u(t)|2 + 1
4
|C(t)|2 dx
)
≤ −
∫ t
0
∫
Ω
(
Jˆ−∇(A(φ)q))2 dx dt′ − ∫ t
0
∫
Ω
1
τ(φ)
q2 dx dt′ − ε1
∫ t
0
∫
Ω
|∇q|2 dx dt′
−
∫ t
0
∫
Ω
η(φ)|Du|2 dx dt′ − ε2
2
∫ t
0
∫
Ω
|∇C|2 dx dt′ − 1
2
∫ t
0
∫
Ω
h(φ)|tr(C)C|2 dx dt′ (9.6)
+
1
2
∫ t
0
∫
Ω
h(φ)|tr(C)|2 dx dt′ +
(∫
Ω
c0
2
|∇φ0|2 + F (φ0) + 1
2
|q0|2 + 1
2
|u0|2 + 1
4
|C0|2 dx
)
.
Remark 9.2. We want to discuss the consequence of the L∞ bounds in Assumption 2.3, cf. (9.3).
We write n(s) as n(s) = sβ(1− s)βN(s) for some β ≥ 1 and a bounded positive smooth function
N . Since n−1(s) is unbounded for s ∈ {0, 1} we need that A,A′ are vanishing at {0, 1} with some
rate α ≥ β. This implies that locally around {0, 1} we can set A(s) = sα(1 − s)αAb(s), for a
bounded positive smooth function Ab.
A(s)
n(s)
=
(
s(1− s)
)α−βAb(s)
N(s)
,
A′(s)
n(s)
= α
(
s(1− s)
)α−1−β
(1− 2s)Ab(s)
N(s)
+
(
s(1− s)
)α−βA′b(s)
N(s)
. (9.7)
This implies that c1s
β+1 ≤ A(s) ≤ c2sβ+1 as s→ 0 or s→ 1.
From the physical point of view there is no difference to consider the above modification of the
function A. If the volume fraction fulfills φ = 1, then we have in a mixture only pure polymer
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without any solvent. In this case the evolution of φ reduces to the transport along the streamlines.
Therefore after expanding the gradient term n(φ)∇(A(φ)q), this should go to zero for arbitrary
values of q. Numerical simulations confirm that the numerical results for a sufficiently small and
smooth cut-off of A(φ) coincide with the simulations for an original A.
10 Numerical Simulations
In this section we illustrate the behavior of our viscoelastic phase separation model to three-
dimensional flows. A numerical scheme is based on the Lagrange-Galerkin finite element method
from [12, 13], see also [3]. We decompose the computational domain Ω = [0, 24]3 into tetrahe-
drons. The numerical solution is based on the first order piecewise polynomial approximation. In
time we adopted the characteristic scheme to approximate the material derivative. The following
experiment is similar to Experiment 2 from [3] for the Flory-Huggins potential with a degenerate
mobility. The following functions and parameters will be used
m(φ) = φ2(1− φ)2, n(φ) = φ(1− φ), A(φ) = 1
2
tanh
(
103 · [cot(piφ∗)− cot(piφ)]) ,
τ(φ) = (5φ2)−1, h(φ) = (5φ2)−1, η(φ) = 2 + φ2, c0 = 1, ε = 0.1, φ∗ = 0.4,
np = ns = 1, χ = 28/11.
Experiment 1: In this test we set the initial data to φ0(x) = 0.4+ξ(x), q0 = 0,u0 = 0,C0 =
1√
3
I,
where ξ(x) is a random perturbation from [−10−3, 10−3].
Figures 1-6 present the time evolution of numerical solutions φ, q, p, µ and |u|2. Similarly as in [3]
we can recognize the frozen phase (t ≈ 20), the elastic regime with solvent-rich droplets (t ≈ 130),
the volume shrinking phase (t ≈ 200) and network pattern (t ≈ 500). The last regime requires
much longer simulations and is therefore not presented here.
We present isosurfaces of φ and |u|2. For the other variables we plot three chosen cuts. Comparing
them with the results of two-dimensional simulations presented in [3] we can see that they match
quite well in terms of structure. The speedup in the time evolution in comparison with two
dimensional simulations can be explained in the following way. First, we consider a much smaller
domain without rescaling c0, which is directly connected to the timescale. Second, we have rescaled
A(φ) to a more physically reasonable case A(φ) ∈ [0, 1] instead of A(φ) ∈ [1, 2], cf. [3]. Finally, we
can observe from Figure 6 that the scheme is practically energy-stable and mass conservative.
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Figure 1: Isosurface: Spinodal decomposition, time evolution of the volume fraction φ.
Figure 2: Isosurface: Spinodal decomposition, time evolution of the velocity norm |u|2 with the
vector field.
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Figure 3: Slice: Spinodal decomposition, time evolution of the volume fraction φ.
Figure 4: Slice: Spinodal decomposition, time evolution of the velocity norm |u|2.
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Figure 5: Slice: Spinodal decomposition, time evolution of the bulk stress q (top), pressure p
(middle) and chemical potential µ (bottom).
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Figure 6: Time evolution of the total energy Etot and the corresponding energy components.
The last picture demonstrates that the numerical scheme preserves mass 1|Ω|
∫
φ up to small error
1
|Ω|
∫
(φ(x, 0)− φ(x, t)) dx of the order 10−5.
11 Conclusion
In this paper we have proved the existence of a global in time weak solution to the viscoelastic
phase separation model 2.3, cf. Theorem 4.1. We have extended the approach of [1, 2, 4] for
the degenerate mobilities in the Cahn-Hilliard framework to a strongly coupled nonlinear cross-
diffusive Cahn-Hilliard system arising in our viscoelastic phase separation model. The crucial
difference between the models studied in literature and our model is an additional equation for
the bulk stress. Moreover, the coupling terms can degenerate. Using Assumptions 2.2 or 2.3 on
the nonlinear parameter function A(φ), cf. (9.3), we were able to extend the approach of [1, 2, 4]
to a more complex model with a cross-diffusion coupling. The behavior of the viscoelastic phase
separation model was illustrated in Section 10. As far as we know this is the first result in literature
where the viscoelastic phase separation with degenerate mobilities and a singular potential has been
analysed rigorously.
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