Abstract This paper analyses the accuracy of vertical deflection measurements carried out with the Digital Zenith Camera System TZK2-D, an astrogeodetic state-of-the-art instrumentation developed at the University of Hannover. During 107 nights over a period of 3.5 years, the system was used for repeated vertical deflection observations at a selected station in Hannover. The acquired data set consists of about 27300 single measurements and covers 276 hours of observation time, respectively. For the data collected at an earlier stage of development (2003 to 
minutes measurement time. In comparison to the analogue era of geodetic astronomy, the accuracy of vertical deflection observations is significantly improved by about one order of magnitude.
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Introduction
During the last years considerable advancements were made in geodetic astronomy with the development of Digital Zenith Camera Systems (DZCS) in Hannover and Zurich (Hirt and Bürki 2002; Bürki et al. 2004; Hirt 2004) . These transportable and completely automated instruments are employed at field stations in order to determine the direction of the plumb line and, by taking geodetic coordinates into account, the deflection of the vertical.
With respect to conventional visual and photographic instrumentation from the analogue era of geodetic astronomy, the performance of the DZCS is significantly improved due to using chargecoupled device (CCD) technology for star imaging and applying the new high-precision UCAC and Tycho-2 star catalogues as celestial reference. Observation and processing of the digital star images is completely automated, accelerating significantly the acquisition of vertical deflection data.
Several years ago the determination of vertical deflections often required ¾ ¿ hours or even more, using conventional astrogeodetic instrumentation such as analogue zenith cameras (e.g. Wissel 1982 , Bürki 1989 or astrolabes. Nowadays, the observation and processing of vertical deflection data at single stations takes a total of about 20 minutes. Depending on the season (duration of darkness) and the distance between the stations, the new DZCS allow to collect vertical deflection data at ½¼ ¾¼ stations per night. In recent time, this improvement in efficiency lead to an increasing application of DZCS in gravity field determination at local scales (Hirt 2004; Hirt and Flury 2007) and at regional scales Brockmann et al. 2004; Müller et al. 2006) .
Besides the enhanced efficiency, the new DZCS provide vertical deflection data more accurate than conventional astrogeodetic instruments which were mostly operated at the ¼ ¼¼ . ¿ ¼ ¼¼ . accuracy level (e.g. Wissel 1982; Bürki 1989) . First studies on the accuracy of the new DZCS showed that vertical deflections are determined accurate to ¼ ¼¼ . ½¼ ¼ ¼¼ . ½ (e.g. Hirt et al. 2004 , Hirt 2004 ). This accuracy range estimate was based on repeated observations at selected stations in Northern Germany (e.g. data collected during 14 nights at Hannover station), residuals analysed between double occupations of several stations in different nights and based on independent comparison data. Comparisons were made between the astrogeodetic observations and vertical deflections derived from the gravimetric geoid model EGG97, and from photographic zenith tube observations, however, without detecting significant differences. Furthermore, a site located in Switzerland (Geostation Zimmerwald) was observed both with the Zurich and Hannover DZCS over 5 and 7 nights, respectively, yielding an agreement at the 0 ¼¼ . 1 accuracy level .
Since the publication of the first studies on the DZCS accuracy, the observational precision of the Hannover DZCS could be further improved due to the development of a refined observation technique (cf. Sect. 2). Since 2005, the observation series at the Hannover station has been considerably extended with observations carried out over a total of 107 different nights. This new data set is the most comprehensive one acquired at a single station with a DZCS to date. The Hannover DZCS vertical deflection observations provide statistically well founded accuracy estimates, asover a total time span of 3.5 years -a wide spectrum of environmental conditions and resulting refraction is covered by the data. These aspects motivate a new analysis of the attainable accuracy of vertical deflections observed with a DZCS. This paper is organized as follows. Sect. 2 briefly introduces the DZCS instrumentation used for this study as well as the observation techniques applied. The vertical deflection observations used in this study are described in Sect. 3 and the data processing is briefly outlined in Sect. 4. An analysis of accuracy with focus on the error sources affecting the observations and on the relation between the number of observations and the attainable accuracy is presented in Sect. 5. Eventually, some concluding remarks are given in Sect. 6.
Instrumentation
The instrumentation used in this study is the Digital Zenith Camera System TZK2-D (Transportable Zenitkamera 2 -Digitalsystem), developed and operated at the Institut für Erdmessung of the University of Hannover. The DZCS consists of a zenith camera equipped with a CCD imaging sensor, which is used for the determination of astronomical latitude and longitude´¨ £µ. The second component is a GPS receiver which is used for time tagging of the exposure epochs as well as for determining geodetic latitude and longitude´³ µ of the camera. By combining both components vertical deflections
at the surface are obtained, which are also known as Helmert vertical deflections (e.g. Heiskanen and Moritz 1967, Torge 2001) . Vertical deflections´ µ are the measure for the slope of the equipotential surface with respect to the ellipsoid the geodetic coordinates´³ µ refer to. They play an important role in astrogeodetic gravity field determination (e.g. Heiskanen and Moritz 1967 , Marti 1997 , Torge 2001 , Hirt and Flury 2007 .
In sequence, a short description of the measurement concepts and recently realized improvements is given. Details on the technical realization of the Hannover DZCS TZK2-D with particular focus on the use of CCD technology for digital star imaging and the use of GPS for time tagging of the exposure epochs are given by Hirt and Bürki (2002) , Hirt (2004) and Hirt (2006) .
In order to refer the DZCS observations to the direction of the plumb line, tilt measurements are performed before and during star imaging. A pair of high-precision tilt meters, installed in perpendicular orientation onto the DZCS, permanently read the actual inclination of the camera with respect to the plumb line. Depending on the inclination values, motorized mechanics (three motor cylinders) and a computer control the levelling of the camera. The alignment of the camera to the plumb line is automatically accomplished to an accuracy of a few arc seconds. Along with the observation process, small but inevitably occurring deviations between the principal camera axis and the plumb line (e.g. due to sinking of the instrument) are monitored by the tilt meters and corrected for.
The DZCS is featured by a motorized bearing which enables the camera body to be rotated in two directions, differing by 180 AE in azimuth. Observing in both camera directions eliminates the influence of zero point errors of the tilt meters as well as of the CCD. As a refinement, observations are generally performed in a time-symmetric sequence (directions 1 -2 -2 -1), so that also linear variations of the zero point errors are cancelled out.
Another instrumental error source with systematic behaviour is the azimuth-dependent error of the DZCS, which may reach amplitudes of a few arc seconds and vary in the range from some ¼ ¼¼ . ¼½ to a few ¼ ¼¼ . ½. (for details refer to Hirt 2004) . In order to reduce this systematic effect, a calibration technique is applied where at each station the observation series in two directions are performed in three or four different azimuthal zenith camera system orientations. In early 2005, efforts were made to overcome the azimuth dependency of DZCS observations by applying a more sophisticated observation technique. Herein the complete camera body, including its tripod, is rotated between opposite directions by means of an additional motorized precision bearing.
The decided advantage of this approach over the calibration technique is a much more effective reduction of the azimuth error and its variations, leading to a significantly smaller instrumental noise level. For the analysis of vertical deflection data in the following sections, it is useful to introduce two different levels of performance of the Hannover DZCS.
Level of performance 1: Up to 2004, the instrumental set-up (levelling, focusing) of the DZCS as well as the rotation between both camera directions required human intervention whereas the data acquisition was already completely automated. At all stations, the calibration technique was applied in order to reduce the azimuth-dependent camera error.
Level of performance 2:
Since an extensive reworking of the instrumentation in early 2005, the instrumental set-up as well as the camera rotation are accomplished by means of the installed motor set. As a consequence, a completely automated observation of vertical deflections is achieved and any influences attributable to the operator are avoided. The above mentioned additional precision bearing is used for the rigorous elimination of the azimuth-dependent error.
Observations
After instrumental set-up, which usually takes a few minutes, single observations of vertical deflections are automatically performed. A single observation comprises two images of zenithal stars, hours and a total of 1.8 million stars were astrometrically processed.
Data processing
The vertical deflection observations were processed using the software system AURIGA (Automatic Real-Time Image Processing System for Geodetic Astronomy) which is described in detail in Hirt (2001); Hirt and Bürki (2002); Hirt (2004) . In brief, the AURIGA data processing chain is as follows. The imaged stars are extracted from the digital zenith images using image moment analysis or, alternatively, a least squares fit with point spread functions. Reference stars are pro-vided by the high density UCAC (United States Naval Observatory CCD Astrograph Catalog, Zacharias et al. 2004) After star identification and astrometric data reduction, the direction of the principal camera axis is interpolated into the star field, separately for both camera orientations. The mean of both interpolation results is corrected for instrumental tilt and the influence of Earth orientation (sidereal time and polar motion), yielding to the direction of the plumb line´¨ £µ. Considering the geodetic coordinates´³ µ of the camera (from GPS), vertical deflections´ µ are obtained (Eqs. 1 and 2). Depending on the amplitudes of scintillation, the interpolation accuracy may exceed ¼ ¼¼ . ¿ under unfavourable atmospheric conditions.
Results and accuracy analysis
Reference star positions taken from the current release of the UCAC catalogue are known to have small wave-like systematic errors with amplitudes of up to ¼ ¼¼ . ¼½ whereas the Tycho-2 catalogue is practically free of systematic errors (cf. Zacharias et al. 2000) . The differences between Tycho-2 and UCAC star positions were confirmed by the vertical deflection observations at Hannover station, which could be processed with both catalogues. Although the systematic UCAC catalogue error is of minor significance to the error budget of the vertical deflections, it may reach significance in high-precision astronomical levelling as shown in Hirt and Flury (2007) .
It is expected that the systematic position errors will be reduced in the forthcoming final UCAC release in 2007.
A GPS receiver is used for registration of the exposure epochs (Sect. 2). The electromechanical shutter of the CCD imaging device, needed for exposure control, is linked to the GPS receiver for time-tagging. Using the electromechanical shutter requires a thorough calibration of its motion characteristics as a function of the temperature. The accuracy of the epoch registration procedure, which is limited by the shutter calibration and not by the GPS timing capability, has been found to be 1 ms. The corresponding error in astronomical longitude £ is ¼ ¼¼ . ¼½ . As a consequence, homogenous accuracy values are attained both for astronomical latitude¨and longitude £, and the deflection components´ µ, respectively (cf. Sect. 5.2). This uniformity in accuracy is a main benefit of the modern DZCS technology, unlike traditional astrogeodetic techniques.
Tilt measurements formed one of the limiting parts of conventional astrogeodetic instruments (cf. Wissel 1982 , Bürki 1989 ). Significant advancements were made by using new high-resolution tilt meters for the Hannover DZCS. These sensors are provide tilt corrections accurate to ¼ ¼¼ . ¼ ¼ ¼¼ . ¼ . In order to access this low noise level, the scale factors of the levels are precisely calibrated, an affine model is applied for the computation of tilt corrections and the impact of the zero offsets is eliminated by measurement strategies, as described in Sect. 2.
The discussed random error sources are compiled in Table 5 . As a general conclusion, the error budget of single´ µ observations is dominated by the astrometric data processing, particularly by the direction measurements to reference stars.
Redundancy of observation
One of the most important questions related to the application of the new DZCS in field projects is the number of observations required for attaining a certain level of accuracy. This issue is directly related to the efficiency of the DZCS for vertical deflection measurements. The vertical deflection data set collected since 2005 consists of 150 or even more single observations which are available for most of the nights (cf. Fig. 2 ). Obviously, this redundancy of observation is much higher than normally needed for an accurate determination of vertical deflections. Therefore, the data is suited for a decomposition into several subsets, allowing to investigate the relation between the number of observations and the accuracy achieved.
In a first step, just one single observation per night is introduced as a nightly mean value. In a second step, the first and second single observation of each night are averaged and represent the nightly mean value. In a next step, the average of the first three single is considered to be the main cause for the difference.
For the range of 60 to 100 single observations, the observational noise slowly declines to the 0 ¼¼ . 05 accuracy level. Additional observations give slightly better precision numbers of up to 0 ¼¼ . 045, which corresponds to the accuracy of the nightly mean values already listed in Table 3 . It is seen that the noise reduction is quite similar for both vertical deflection components. It is reasonable to assume anomalous refraction to be the cause for the correlation of about +0.04 ... +0.05 between the single observations. Anomalous refraction most likely results from tilted atmospheric layers of equal density above the observation site (e.g. Ramsayer 1970 , Kovalevsky 1998 . This effect, which causes additional angular displacements of observed stars fields, is known to reach amplitudes at the order of ¼ ¼¼ . ¼ ¼ ¼¼ . ¾ at time scales of some hours (Hirt 2006 ).
Whereas anomalous refraction may behave like a systematic error source at shorter time scales, it becomes more random at longer time scales. With current knowledge, the effect of anomalous refraction cannot be rigorously eliminated from the data. It is concluded that anomalous refraction limits the attainable accuracy of vertical deflections observed over one night to the level of
A randomization and further reduction in anomalous reduction, however, seems possible by collecting and averaging vertical deflection data during several different nights. This is indicated 
