Wheat, Globalization and Economic History by Sharp, Paul Richard
u n i ve r s i t y  o f  co pe n h ag e n  
Københavns Universitet





Publisher's PDF, also known as Version of record
Citation for published version (APA):
Sharp, P. R. (2009). Wheat, Globalization and Economic History. Department of Economics, University of
Copenhagen. PhD Series, No. 136
































This  thesis  is  composed  of  four  in many ways  quite  separate  papers, which  nevertheless 
have  the  common  theme  that  they  concern  the  role  of  wheat  in  economic  history,  in 
particular with reference to historical market integration and the “globalization” of trade. 








previous accounts have  suggested. The annual  time  series of Ad Valorem Equivalents will 
allow for UK trade policy to play the  important role  it deserves  in econometric analyses of 
the nineteenth century. 
Chapter 2 represents the main thrust of my research: the causes and consequences of what 
became known as  the “grain  invasion” – a massive  increase of  in particular wheat exports 
from the US to Europe. The usual explanation  for the American grain  invasion of Britain  in 




of  frontier  farming  in  the  US, while  the  price  received  by  the  average  American  farmer 
remained  constant. What  this  process  did  allow,  however, was  a massive  increase  in US 
output,  which  was  then  available  to  supply  the  booming  demand  in  the  UK.  The  grain 






My  research  also  led me  to question when  this  importance of America’s  grain  supply  for 
Britain  started.  Chapter  3  provides  evidence  that  transatlantic  commodity  market 
integration  began  prior  to  the  “first  era  of  globalization”  at  the  end  of  the  nineteenth 
century. It does so by giving a  long term perspective to the story of the development of an 
Atlantic Economy in wheat between the United States and Britain. Both trade statistics and 
contemporary  comment  reveal  the  importance  of  this  trade  from  the  middle  to  late 
eighteenth century,  long before the so‐called grain  invasion of the  late nineteenth century. 
Using  price  data  for wheat  in  America  and  Britain,  evidence  is  found  that markets were 
integrated, but this process was continuously being interrupted by “exogenous” events, such 
as trade policy, war and politics. Transportation costs cannot be seen to be the driving force 
behind  periods  of  increased  trade, which  are more  attributable  to  the  absence  of  these 
exogenous events. Whether the observed market integration is evidence of “globalization”, 
however, is questioned. 
Chapter 4, co‐authored with  Jacob Weisdorf,  represents another area of  research  interest 
for  me:  the  question  of  whether  pre‐industrial  societies  functioned  as  the  eighteenth 
century economist T. Robert Malthus suggested they did. Although this might not obviously 
seem  to  relate  to wheat,  the Malthusian  “preventive  check” mechanism has  in  fact been 
well  documented  for  pre‐industrial  England  through  evidence  for  a  negative  correlation 
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British  Wheat  Protection  in  the 
Nineteenth Century1 
Abstract:  By  documenting  the  legislative  history  of  the  Corn  Laws  from  1670  and  using 
previously  unused  data  to  calculate  annual  Ad  Valorem  Equivalents  for most  years  from 
1814,  it  is  possible  to  establish  several  important  facts  about  British  wheat  protection. 
Statutory protection was only significant  for a  few years after 1815, the decline starting  in 
the 1820s and continuing beyond the famous “repeal” in 1846. The level of protection prior 
to  1846  was,  for many  years, much  lower  than  previous  accounts  have  suggested.  The 










                                                 
1 I would like to thank Karl Gunnar Persson, Giovanni Federico, Jeffrey Williamson, Kevin O’Rourke, Peter Solar, 





and  that  of  economic  historians:  see  for  example  the  articles  in  Harley  (1996)  and 
Schonhardt‐Bailey (1997). 
Recently,  there  has  been  renewed  interest  in  the  Corn  Laws.  The  late  twentieth  century 
phenomenon of “globalization” has led economic historians to demonstrate that this process 
actually occurred  in two phases. The beginning of globalization has been placed  in the  late 
nineteenth century, the process being interrupted and severely set back during the interwar 
years,  only  to  experience  a  second  wave  after  the  Second  World  War  (O’Rourke  & 
Williamson, 1999). The trade liberalization exemplified by the repeal of the Corn Laws was of 
course a necessary precursor for this. 
The  true  economic  significance  of  the  nineteenth  century  Corn  Laws  has  not  been 
satisfactorily  assessed,  however.  Two  strands  are  discernable  in  the  literature.  The  first 
presents the day to day functioning of the Corn Laws and/or the politics surrounding them; 
see  for example  Fay  (1932), Barnes  (1965)  and Vamplew  (1980).  The  second  attempts  to 
quantify the economic  impact of the Corn Laws, for example through estimates of their ad 
valorem  incidence. These, however, differ widely. For example, estimates  for the pre‐1842 
system have  ranged  from 5.6 per  cent  in McCloskey  (1980)  to  54 per  cent  in Williamson 
(1990). The  reason  for  these discrepancies  is  their  complexity:  the Corn  Laws were by no 
means a simple ad valorem  tariff and  it  is easy  to oversimplify when  interpreting  them as 
such. 
The workings of the Corn Laws are  in  fact recorded  in great detail  in British parliamentary 
papers.  This  information  can  be  used  to  lay  to  rest  some  of  the  conventional  historical 
wisdom about the Corn Laws. Traditionalist accounts even today2 suggest that 1846 was a 
dramatic break with  the past,  repealing age‐old  tariffs,  inspiring other European countries 
and paving the way for an age of free trade  in Europe and the first era of globalization, as 
exemplified by  the American “grain  invasion”. None of  this  is  true. British grain protection 
was significant for just a few years after 1815 and the movement to free trade was a gradual 





process, starting  in the 1820s, but only ending  in 1869. 1846 was  just one stage, albeit an 
important one, in this. 
The paper  is structured as  follows. Section 2 documents  the  legislative history of  the Corn 
Laws  from  the  seventeenth  century.  Section  3  first  gives  a  critical  summary  of  previous 
attempts  to  assess  the  incidence  of  the  Corn  Laws  in  the  nineteenth  century,  and  then 
utilizes previously unused data  from British parliamentary papers to provide an alternative 
account.  In  particular,  this  is  done  by  compiling  an  annual  time  series  of  Ad  Valorem 
Equivalents (AVEs) from 1828, which give an impression of the rise and fall of British wheat 
protection  after  this  date.  Section  4  tests  the  robustness  of  these  findings,  and  suggests 
some implications of them. Section 5 concludes. 
2. The Legislative History 
2.1 The Rise and Fall of British Protection 




little change  in the basic  format of the  laws governing  imports. Price bands were specified 
within which certain duties would be payable. A common feature after 1670 is a very small 
“nominal” duty payable when  the price of wheat was high  (normally  about 1  shilling per 
quarter),  and  a  “pivot  level” below which duties were  very high.  These bands  and duties 
were adjusted at various times, and extra levels, above and below the aforementioned were 
sometimes  in effect, but  in practice they had  little  impact on  imports which were very low, 
and  at  times  of  scarcity  they  were  suspended.  The  importance  of  the  duties  was  as  a 
counterpart to the system of export bounties3. Without the wheat duty, it would have been 
profitable to import in order to re‐export and collect the bounty. (Fay 1932, p. 15)  





Although  the  import  restrictions began  to have  a  larger practical  relevance  from  the  late 
1780s, when a combination of the effects of the industrial revolution and population growth 
led to England becoming a net  importer of wheat on a permanent basis  (Fay 1932, p. 28), 





under 82.5s./quarter and admitted wheat  free of duty above  this  level. This was a  radical 
departure  from previous Corn Laws. Fay has described the 1815 Law as “the one and only 
serious  breach  in  corn‐law  policy  from  beginning  to  end”  and  “defiantly  protective”  (Fay 
1932, p. 35) Barnes  (1965) has suggested  that  it  reflected a new antagonism between  the 
classes  after  the  French Revolution. With one notable exception  from November 1816  to 
November 1817, ports were almost permanently  closed  from  the passing of  the Act until 
18254. (Fay 1932, p. 79) 
However,  although  the  UK  turned  protectionist  in  1815,  this  was  immediately  met  by 
protests,  including a formal Protest  in the House of Lords, signed by eleven peers  including 
two  royal  dukes,  and  this  opposition  continued,  amongst  other  things  resulting  in  the 
famous “Petition of the London Merchants” in 1820 drafted by Tooke (McCord 1970). 
New  legislation  followed  the  protests.  Protection was  ostensibly  relaxed  by  a  new Act  in 
1822, but this was only to come into operation “as soon as wheat should be again admissible 










































The  price  determining  the  duty was  an  average  of wheat  prices  recorded  for  a  varying 
number of “inspected markets” (varying depending on the current Act governing the Laws). 
An average was taken of these prices: this is the famous “Gazette” price – so called because 
it was  (and  still  is)  recorded weekly  in  the Gazette  newspaper.  In  determining  the  price 






























1849 to 1 
June 
1869
73+ 1 1 4 1
72+ 2.67 2 4 1
71+ 6.67 3 4 1
70+ 10.67 4 4 1
69+ 13.67 5 4 1
68+ 16.67 6 4 1
67+ 18.67 7 4 1
66+ 20.67 8 4 1
65+ 21.67 9 4 1
64+ 22.67 10 4 1
63+ 23.67 11 4 1
62+ 24.67 12 4 1
61+ 25.67 13 4 1
60+ 26.67 14 4 1
59+ 27.67 15 4 1
58+ 28.67 16 4 1
57+ 29.67 17 4 1
56+ 30.67 18 4 1
55+ 31.67 19 4 1
54+ 32.67 20 4 1
53+ 33.67 20 4 1
52+ 34.67 20 5 1
51+ 35.67 20 6 1
50+ 36.67 20 7 1
49+ 37.67 20 8 1
48+ 38.67 20 9 1
















Table 1: The Corn Laws 1828-1869
All prices in shillings per imperial quarter










of  “warehousing”  by making  the  duty  payable  on  import.  (Prest  1996,  p.  474) With  the 
growing  realization,  documented  by  Prest,  that  the  registration  duty  amounted  to  a 




2.2 Some preliminary conclusions 
It  is  surprising how much  can be  learned  from a  simple account of  the  legislative process 
leading  to  repeal. The movement away  from  the protection of 1815 was gradual,  starting 
with  the  temporary  laws  from  1825‐7,  and  it  was  most  importantly  and  permanently 
reversed in 1828. There is a long running debate about whether or not Britain led the way to 
free  trade  (see  the  contributions  in  Dormois &  Lains  2006).  Although  this  paper  cannot 
attempt to resolve this, since this would require a far more general survey,  it does provide 
some interesting evidence as far as the important trade in wheat is concerned. Here Britain’s 
example  was  set  in  the  1820s,  not  the  1840s11.  In  the  context  of  previous  history,  the 
                                                 











“repeal”  in 1846 seems  less  important, and simply another step  in a progress towards free 
trade after the reversal of 1815.  Indeed, 1846 did not even mark the end of British wheat 
protection,  which  only  finally  gave  way  to  true  free  trade  in  1869.  The  “traditional” 
argument12 about Britain’s  leading role  in the movement to free trade and thus potentially 
serving  as  inspiration  for  other  countries might  therefore  have more  validity  than  recent 
accounts suggest. 





3. The incidence of the Corn Laws in the nineteenth century 
3.1 Ad Valorem Equivalents 
In order to compare the impact of the various Corn Law regimes, it can be helpful to convert 
the statutory tariffs to so‐called Ad Valorem Equivalents (AVEs). An ad valorem tariff  is one 
that  is a  fixed percentage of  the value of  the  imported commodity. So  1P t P  , where 
0t   is the tariff rate, P is the price payable by the domestic consumer and  P  is the value of 
the  imported  commodity.  The  Corn  Laws  were,  however,  a  specific,  rather  than  an  ad 
valorem tariff. 




12  I  call  this  the  traditional  argument  after  Irwin,  who  characterizes  it  as  such.  However, many  so‐called 







Corn  Laws  first  charged  per  unit  of  volume  (quarter)  and  from  1864  per  unit  of weight 
(hundredweight). Obviously  the  information  requirements  for  imposing a  specific duty are 































valorem  equivalent  of  the  Corn  Laws  can  be  seen  as ways  of  trying  to  get  around  this 
problem. 
One popular  solution  is  to calculate estimates based on  the price differential between UK 
wheat and a representative foreign exporting country (Prussia). This approach relies on the 
efficient operation of the Law of One Price and thus the strong assumption of perfect market 
integration. The  former  states  that  the price of a  traded good, adjusted  for  trading  costs, 
such  as  transportation  and  tariffs, will  be  equal  in  two markets  due  to  the  possibility  of 
arbitrage: 
   (1 ) *P t P    ,  (2) 
where P  is the price of the good in the home importing market, which is a mark‐up on the 
foreign price, P*, including the cost of the tariff (expressed as an AVE), t, and other non‐tariff 
barriers,   , such as transportation costs.   From this we can calculate the home price with 
free trade as 
  *FTP P     (3) 










     ,  (4) 
where  the  numerator  is  the  part  of  the  price  differential  due  to  the  tariff  and  the 
denominator is the free trade domestic price. The ad valorem tariff is simply the proportion 
of the price attributable to the tariff. However, although P is observable,  FTP  is not, because 
normally we do not  know how much of  the price differential  *P P   is due  to non‐tariff 
barriers. 






Gazette price of wheat and uses  the  sliding  scale  to  calculate what  the  tariff would have 
been at that price. That is 






where   t tD P   is  the  duty  payable  from  the  relevant  sliding  scale  at  time  t,  which  is  a 
function of the price at time t. 
He then reports the tariff as a percentage of the price for selected years from 1829 to 1848. 
Completing  his  time  series  gives  the  picture  in  figure  3.14  However,  although  Schlote’s 
method  seems  intuitively  correct,  it  tends  to  hide  the  true  variation  in  the  ad  valorem 
incidence of the Corn Laws between the years. This is due to the workings of the Corn Laws 
under  the sliding scale, as  touched on above. Vamplew  (1980) has shown  that wheat was 
only normally released from the bonded warehouses when tariffs were at their lowest level 










Thus  it  is that Schlote’s method yields unreliable estimates: very  little grain was subject to 
duty at the highest rates and any estimate using the average price for the year to determine 
the implied duty will upwardly bias the estimates of the ad valorem incidence. 













prices by measuring price differentials between British  and  foreign markets,  adjusting  for 
transport costs”. (p. 126)  
Williamson draws  inspiration  from Fairlie  (1969), who divides  the period 1815‐68  into  five 
periods:  1815‐27,  1828‐41,  1842‐8,  1849‐59  and  1860‐8.  She  has  a  time  series  with  an 
average yearly price of wheat in England and Wales and an average yearly price of wheat in 
Prussia. Both are taken from Fairlie (1965). She provides estimates of the “amount by which 
English prices would have been  lower had  there been  free  trade” by making seemingly ad 
hoc  assumptions  about  the  level  of  transport  costs  and  terms  of  trade  effects,  i.e.  she 
corrects for the fact that with free trade the Prussian price would have risen, thus offsetting 
some of the gains in England. This number can then be used (see Williamson 1990, p. 128) to 
give an estimate of  the ad  valorem  impact of  the  tariff  in each period. Williamson  (1990, 




61  on  the  Prussian  prices  given  in  Fairlie  (1965).  Dummies  are  introduced  for  the  three 
protectionist  regimes, 1815‐27, 1828‐41 and 1842‐45 and  finally a  trend  is  introduced “to 
reflect the possibility of changing transport costs or changing market efficiency”. (Williamson 
1990, p. 127) Since the dummy coefficients represent the mark‐up of English over Prussian 
prices  due  to  each  regime,  they  can  be  used  to  calculate  an  estimate  of  the  ad  valorem 
protection afforded by the various Corn Law regimes. 





Comparing  these  with  Fairlie’s  calculations  without  the  terms  of  trade  effect  (“Using 
Williamson’s assumption”), Williamson concludes that “[t]he preferred estimates… are quite 
close. They  imply  that  the ad valorem equivalent  tariff rate was about 71% between 1815 
and 1827, about 54% between 1828 and 1841, and about 22%16 between 1842 and 1845.” 
(Williamson 1990, p. 128) 
There are a number of problems with Williamson’s analysis;  for example,  there are  some 
minor  questions  about  the  data.17  More  importantly,  however,  interpreting  his  results 
presents difficulties. Williamson  finds the constant to be  insignificant. This means that  it  is 
difficult  to  accept  his  interpretation  as  any meaningful  “estimate  of  transport  costs  and 
expenses”. Moreover, the trend is also insignificant, which using Williamson’s interpretation 
suggests that “there is no evidence of significant combined changes in market efficiency and 
transport  costs over  time”, but  the  three dummies act much  like a  trend, and  it  is  surely 
difficult to separate the effects. 
However,  there  is no escaping  the main conclusion  from Williamson’s  regression:  that  the 
price  gap was narrowing over  time,  and  that  successive  tariff  reductions  almost  certainly 
played a large part in this. The main criticism has to be, however, that it fails to provide any 
information  on  the  swings  in  the  protection  from  year  to  year.  In  fact,  of  course,  the 
protection varied from week to week, so to state that the 1828 sliding scale was equivalent 
to  a  54  per  cent  ad  valorem  tariff  provides  about  as much  information  as  quoting  the 
                                                 
16 This is incorrectly cited as seven per cent in O’Rourke & Williamson (1999, p. 38). 
17 There  is an error  in  the Prussian  series. From 1816‐27  this  is  taken  from a  contemporary article, Rawson 
(1842). The price for 1816 appears to have been transcribed incorrectly by Fairlie (58s. instead of 48s.) and no 
source  is given  for 1815. However, even  correcting  for  this,  it has not been able  to  reproduce Williamson’s 
estimates  using  the  data  he  cites.  Using  the  regression  the  figures,  for  1815‐27,  1828‐41  and  1842‐45 
respectively, are 74.8%, 59% and 24.8%. Using “Williamson’s assumption”, the figures are 63%, 50% and 23%. 
Even  using Williamson’s  regression  coefficient  for  1815‐27,  the  estimate  is  74.8%  rather  than  72.8%.  This 
difference,  as well  as  the  reported  average  Prussian  price  of  34.47s.  in  his  footnote  2,  suggests  that  the 








only be possible  if markets  are perfectly  integrated  and  although Williamson’s  regression 
provides  evidence  that  this was  fulfilled  on  average  for  the  periods  he  looks  at,  there  is 
evidence that for some years the tariff was so high that this was not the case. 
O’Rourke (1994)18 makes the point that the Corn Laws could have influenced UK grain prices 
in  two ways.  Either  the  tariff was  so  high  that  imports were  excluded  and  prices were 
determined by domestic demand and supply, or grain entered Britain, and the Law of One 
Price held19. 
O’Rourke  determines which  scenario was  relevant  for  each  year  by  noting  that  both  the 
Prussian price plus transport costs and the British price minus the tariff should both be equal 
to  the  free  trade  price  of  wheat  in  the  UK  if  the  law  of  one  price  holds,  i.e. 
*FTP P P t    . He  finds  this not  to be  the case  from 1832  to 1837, and  this  in  itself 
presents difficulties  if the Law of One Price  is to be used as the basis for calculating annual 
AVEs. 
However,  there  are  a  couple  of  problems with  his method which  if  corrected  for would 
reinforce  this  conclusion.  The main  problem with  his  approach  is  that  he  uses  Schlote’s 




in transport costs are a well documented phenomenon  (see  for example North  (1958) and 
Persson  (2004)). Persson’s data show  that  the barrier  to  trade due  to  transportation costs 
could easily fluctuate by a factor of two or three from year to year. This could be the reason 









on  the Law of One Price must assume perfect market  integration,  i.e.  that all other costs, 




3.3 Annual estimates based on the revenue method 
The revenue method, i.e. ratios of tariff revenue to import values, has the advantage that it 
does not rely on an assumption of market integration or on trade with specific countries. It is 
also possible  to use  this method  to create annual estimates which more accurately reflect 
the proportion of the price paid in duty than Schlote’s method. 
The revenue method is a commonly used approach, for example by Imlah (1958) and more 
recently  by  Nye  (1991)  for  more  general  studies  of  this  period.  It  is  also  the  method 
recommended  by  Capie  (1983,  p.  7), who  states  that  “[d]uties  as  a  percentage  of  total 
imports overcome the serious problem of the conversion of specific duties… to ad valorem 
equivalents.  And…  since  this was  a  time when  prices  of many  commodities were  falling 




This  approach  has  been  extensively  criticised,  see  for  example  Irwin  (1993)  and 
Estevadeordal (1997) and a detailed criticism is given in Board of Trade (1904, pp. 287‐292). 
However,  this  is  mostly  directed  towards  its  applicability  as  a  comparative  measure  of 














of  taking  1841  as  representative  of  the  pre‐1842  incidence.  If  it were  possible  to  extend 
McCloskey’s analysis beyond her three data points, then a fuller picture would emerge. 









     (6) 
The duties  collected  in each year are available  in official publications.  “Value of  imports”, 
however, presents some special difficulties. 
Until  1849  “imports”  should  be  taken  to mean  foreign wheat  released  from  bond,  since 
colonial wheat was  subject  to  different  duties  and  the  duty was  only  payable when  the 
wheat was  released  from  the warehouse. From 1850,  imports can be  taken  to mean  total 




is  not  entirely  accurate.  From  1696  records  of  overseas  trade  began  to  be  systematically 
collected. Goods were valued using “official values” which were based on the average prices 
in 1694 – but  these are obviously of  little use here  since prices were undoubtedly  rather 






actual  current  prices22,  compiled  by  experts, were  used  each  year.  (For more  detail,  see 
Schlote 1952, section A). 
The best method  for valuing wheat released  from bond  in  the UK  is  the average domestic 











1849 and market  integration,  the Gazette price could be expected  to be equal  to  the c.i.f. 
price of imported wheat, which is presumably the basis for the official valuations. 
The  revenue method  is unfortunately not particularly helpful before 1828. The amount of 
duty received  for years prior to 1828  is only given on wheat and  flour combined  in official 
statistics,  and  is  entirely  absent  prior  to  1814,  since  the  records were  destroyed  in  the 
Custom House fire of 1814. The information that does survive, and the AVE for each year, is 
however given in table 2. 












thus  impossible to calculate AVEs  for these years. The AVEs  for 1825‐7 are only applicable 
for the few months covered by the temporary Acts. Finally, the dramatic impact of 1828 is all 











Quantity released from bond P
     ,    (7) 
where all values are for foreign wheat only. 
 













1814 74.33 623086 2315803 31140 1%
1815 65.58 116382 381636 9411 2%
1816 78.50 225260 884146 0 N/A
1817 96.92 1023862 4961465 0 N/A
1818 86.25 1550606 6686988 0 N/A
1819 74.50 115697 430971 0 N/A
1820 67.83 1056 3582 0 N/A
1821 56.08 0 0 0 N/A
1822 44.58 0 0 0 N/A
1823 53.33 51 136 0 N/A
1824 63.92 914 2921 0 N/A
1825 68.50 399297 1367592 197519 14%
1826 58.67 287338 842858 170017 20%
1827 56.67 519268 1471259 591821 40%
1828 60.42 821794 2482503 67925 3%
Source: BPP (1849)












   ,    (8) 
where all values are for both foreign and colonial wheat. 
As  admitted  in  the  aforementioned WTO  draft  guidelines,  “calculation  of  AVEs  is  not  an 
exact  science”  and  these  estimates  are  no  exception.  They  are,  however,  certainly  an 
improvement on previous attempts and must accurately capture the annual variation in the 
protection afforded. 
The  results  of  these  calculations  are  given  in  figure  1, where  they  are  compared  to  the 
Schlote  estimates.  The  periods  of  highest  tariffs  are  unsurprisingly  similar  in  both  series. 
However, my estimates are of course consistently lower (since Schlote does not allow for the 










4. What can be learned from the new estimates 
The discussion of the legislative history in section 2 has demonstrated the movement away 
from protection after 1828. The annual AVEs can also be used to illustrate this, but present a 












  Fairlie23  Williamson  Schlote  Sharp 
1828/9‐41  20%  54%  51%  28%24 
1842‐45  10%25  22%  36%  28% 
1846‐48  4%  N/A  9%  6% 
 













the domestic price of wheat meant  that 1842 actually  inaugurated a  short period of high 
protection,  compared  to  other  years  since  1838.  This  previously  undocumented  fact  has 














For the true value of the annual AVEs, however,  it  is necessary to  look beyond the regime 
averages. For the first time, the variation  in the protection afforded by the Corn Laws from 
year  to  year,  as  recognized  by  Vamplew,  has  been  documented.  It  turns  out  that  the 
statutory protection varied quite substantially from year to year, reinforcing the point that 
any  attempt  to  give  an  estimate  for  the  whole  period  of  a  tariff  regime  is  a  gross 
oversimplification.  For  the  same  reason,  a  case  could  be made  for  saying  that  estimates 
based  on  yearly  averages  are  also  unsatisfactory,  since  duties  varied  on  a weekly  basis. 
However, for economic variables which were less important to the nineteenth century state, 
i.e. those not involved in raising revenue, the data is at most available in annual aggregates. 
So  if  import duties are to play the  important role they deserve  in empirical analyses of the 
nineteenth century, then they must be reported on an annual basis. 
In addition, an annual series is perhaps the most frequent that has practical relevance when 
estimating the  impact on  imports. Traders might be able to respond to the weekly  level of 
the  tariff  (or at  least  the expected  level), but  they  could not necessarily  rely on a  supply: 
farmers need much  longer to  form supply decisions. The only real test of the relevance of 




the new estimates  fit  in remarkably well with  the data on  levels of  foreign  imports26 after 
1828. These are shown in figure 2. 

















average,  together  with  time‐lags  in  the  regulatory  process,  meant  that  the  duty  was 
predictable: “A knowledge of market trends, which those  involved  in the corn trade should 
have  had,  ought  to  have made  the  prediction  of  the  duty  a  fairly  straightforward  task. 
Holders and potential holders of foreign corn would thus be  in a position to take action,  if 





















































































necessary,  before  the  duty  actually  changed.”  (Vamplew  1980,  p.  384)  It would  thus  be 
possible to arrange shipments of wheat to the UK in anticipation of a period of low duties. 
The graph also  seems  to present a  solution  to  the  seeming puzzle as  to why O’Rourke & 
Williamson (2005, p. 14), when assessing the  importance of trade policy for the timing of a 








it meant  that  the  level of protection  stayed permanently  low, but  the  real break  came  in 
1838 and imports clearly responded to that. 
Emphasising  this  point  should  not,  however,  detract  from  the  larger  political  and  social 
significance  of  repeal, which went  far  beyond  the  actual  levels  of  protection.  This  event 
certainly had a lasting impact on the politics and Constitution of Britain. Moreover, without 
repeal  and  thus  a  continuation of  the  sliding  scale  in  some  form,  and even perhaps with 
adjustments to take account of deflation, the movement of English prices towards the lower 
levels enjoyed by continental Europe during the  late nineteenth century,  in particular with 




UK  and  export  markets.  As  discussed  above,  price  gaps  are  not  a  reliable  measure  of 
protectionism,  and  in  addition  price  gaps  can  disguise  many  factors,  such  as  quality 
differences, which might also change over time. Nevertheless,  figure 3 presents price gaps 








equals  4.4  cwt  and  the  exchange  rates  in  Schneider &  Schwarzer  (1990)  and  Schneider, 
Schwarzer & Zellfelder (1991). The usual estimate of 7.5 shillings has been subtracted from 
the  price  gaps  to  allow  for  transportation  costs,  and  the  price  gap  is  expressed  as  a 
percentage of the UK price in order to allow comparison with the AVE measure. 




































Figure 3: Transport cost adjusted price gap between 
Königsberg and the UK as a percentage of the UK 
price and AVEs





(1934, pp.  52‐53).  This might be expected  to be  a  good  indicator of Baltic  transportation 
costs, and does indeed spike in 1839 and 1847. 
As  is  to be expected,  the near prohibitive  tariffs of  the mid‐1830s are not  reflected  in  the 
price  gap.  At  this  time,  local  supply  and  demand would  have  determined  English  prices. 
Moreover,  of  the  small  amounts  of wheat  imported  at  this  time,  only  a  relatively  small 






The  famous  contention  that  the nineteenth  century political debate  about  the Corn  Laws 
was “much ado about nothing” (Kemp 1962, p. 189), a claim  largely based on the fact that 











trade before and after  that date. This  is mirrored by a  fascination with  the Anti‐Corn Law 
League, an organization which was  first  founded  in 1838 by which  time  the British market 
was  already  open!  We  should  not  forget  that,  amongst  the  peaceful  protestors 





demonstrating  for  parliamentary  reform  attacked  by  the  British  military  in  the  famous 
Peterloo Massacre of 1819, were some holding banners proclaiming “No Corn Laws”. At this 
time Cobden was just a boy of 15. 
Through  an  analysis  of  the  legislation  and  estimates  of  the  ad  valorem  incidence,  it  is 
possible to establish several facts about British wheat protection under the Corn Laws. First, 
prohibitive tariffs were a nineteenth century phenomenon, and statutory protection was  in 
fact  only  significant  for  about  twenty  years  after Waterloo.  Second,  the  incidence  of  the 
Corn  Laws after 1828 was,  for most  years, not  as high  as has previously been  suggested. 
However, some of the years of highest protection occurred after the passing of the reformed 
sliding  scale  in  1842,  a  point  that  has  not  previously  been  understood.  Third,  Britain’s 
legislative movement  towards  free  trade  in wheat  should be dated  from  the 1820s  rather 




parallel  to  later years,  she was  importing  substantial amounts of grain and  flour  from  the 
United States. Thus  it was  that Napoleon’s Continental System  failed  to starve Britain  into 
submission  (Galpin  1922  and  1925).  This  must  surely  have  been  a  death  blow  to  the 
traditional argument for European agricultural protection: that  it was necessary  in order to 
secure a home‐grown supply of  food  in case of war. Britain’s example should have been a 
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Appendix 1: Testing for cointegration and the long run 
effect of the AVEs on imports 
The  following  is  a  cointegration  analysis based on  an unrestricted ADL or  ECM  (dynamic) 
model. The following equation is estimated using PcGive28: 
 








1log( )timport    0.499**  0.462** 
2log( )timport    ‐0.018  ‐ 
tAVE   ‐3.674**  ‐3.691** 
1tAVE    0.168  ‐ 
2tAVE    1.360  1.413** 
t  0.026*  0.027** 
* ‐ significant at the 10% level; ** ‐ significant at the 5% level 









Solving  for  the  static  long‐run  solution  yields  the  following  equation  (t‐values  in 
parentheses): 
 
log( ) 14.033 4.235 0.049ECM imports AVE t    , 
        (29.4)  (‐4.82)                (2.29) 
 
Given  the  variables  are  cointegrated,  then  the  t‐ratios  constructed  from  the  estimated 
standard errors  follow normal distributions under  the null. The standard errors  thus  imply 
that  all  variables  are  significant  at  the  5%  level,  given  that  the  PcGive  test  for  no 
cointegration is rejected with a t‐value of ‐5.101, which should be compared to a 5% critical 
value of ‐3.69 (critical value from Davidson & MacKinnon 1993).29 













































1828 60.42 26.67 44% 748750 2261849 66269 3%
1829 66.25 20.67 31% 1260683 4176013 587645 14%
1830 64.25 22.67 35% 1494382 4800702 493146 10%
1831 66.33 20.67 31% 1088797 3611178 260498 7%
1832 58.67 28.67 49% 166128 487308 193249 40%
1833 52.92 34.67 66% 1144 3027 1124 37%
1834 46.17 40.67 88% 264 609 324 53%
1835 39.33 47.67 121% 48 94 81 86%
1836 48.50 38.67 80% 972 2356 969 41%
1837 55.83 31.67 57% 210254 586959 297545 51%
1838 64.58 22.67 35% 1728453 5581462 134924 2%
1839 70.67 10.67 15% 2521494 8909280 631697 7%
1840 66.33 20.67 31% 2020215 6700379 724106 11%
1841 64.33 22.67 35% 2236153 7192959 384294 5%
1842 57.25 15 26% 2625491 7515467 1107700 15%
1843 50.08 20 40% 843739 2112864 601173 28%
1844 51.25 19 37% 781036 2001405 671033 34%
1845 50.83 20 39% 87701 222908 78344 35%
1846 54.67 4 7% 1903853 5203866 398550 8%
1847 69.75 4 6% 2622086 9144525 2047 0%
1848 50.50 7 14% 1818912 4592752 406935 9%
1849 44.25 1 2% 4450043 9845719 221441 2%
1850 40.25 1 2% 3682273 7410574 187712 3%
1851 38.50 1 3% 3754318 7227063 190714 3%
1852 40.75 1 2% 3013864 6140747 153002 2%
1853 53.25 1 2% 4840909 12888920 247569 2%
1854 72.42 1 1% 3379318 12235948 173140 1%
1855 74.67 1 1% 2627273 9808485 134312 1%
1856 69.17 1 1% 4011136 13871847 205401 1%
1857 56.33 1 2% 3385909 9536977 173770 2%
1858 44.17 1 2% 4177500 9225313 212091 2%
1859 43.75 1 2% 3940227 8619247 199814 2%
1860 53.25 1 2% 5791818 15420716 294178 2%
1861 55.33 1 2% 6808182 18835970 344886 2%
1862 55.42 1 2% 9325909 25840540 472998 2%
1863 44.75 1 2% 5537273 12389648 280870 2%
1864 40.17 1 2% 5272045 10588025 274973 3%
1865 41.83 1 2% 4764318 9965366 262098 3%
1866 49.92 1 2% 5262727 13134890 289340 2%
1867 64.42 1 2% 7874091 25361134 433056 2%
1868 63.75 1 2% 7418182 23645455 407548 2%
1869 48.17 0 0% 8567273 20632848 133059 1%
1870-1901 0% 0%
1902 28.08 1 4% 18409545 25850070 789763 3%
1903 26.75 0 0% 20029773 26789821 456424 2%
1904-1931 0% 0%
Notes:
From 1850 all figures are based on total imports.
Table 3: Schlote and Sharp AVEs
For data sources see appendix.
1828 is from July 15.





Frontier  Farmers  and  the  Atlantic 
Economy:  Another  look  at  the  causes 
and  consequences  of  the  American 




the US and  the UK  to  fall, causing US prices  to  rise, UK prices  to  fall, and  thus causing US 
export supply and UK  import demand  to  increase. This paper documents  that  this story  is 
flawed.  Falling  per  mile  transportation  costs  simply  permitted  an  expansion  of  frontier 
farming  in  the  US,  while  the  price  received  by  the  average  American  farmer  remained 
constant. What this process did allow, however, was a massive increase in US output, which 




                                                 






The  dominant  explanation  for  the  growth  of  an  Atlantic  Economy  at  the  end  of  the 
nineteenth century, associated  in particular with C. Knick Harley and Jeffrey G. Williamson, 
has  stressed  the  importance  of  falling  transportation  costs,  both  across  the  Atlantic  and 
within the United States. Improvements in transportation technology – with the movement 
from  sail  to  steam and  the extension of  the  rail network – allowed wheat  in particular  to 
flood  into  Europe  from  grain  producers  in  America.  Prices  fell  in  Europe,  stimulating 
demand, and increased in America, stimulating supply. 






the  US.  This  process  thus  allowed  a  massive  increase  in  US  output  as  the  centre  of 
production moved west, which was then available to supply the booming demand in the UK. 
The grain  invasion was therefore not a response to  increasing prices by American  farmers, 
who  in  reality offered a perfectly elastic  supply at  the going price as practically unlimited 
supplies of  land  in  the west were populated by  immigrants, an argument  inspired by  that 
famously put forward by Lewis (1954). 
2. The grain invasion of Britain and the expansion of the 
American frontier 
In  common with much  of  the  literature  on  the  grain  invasion,  this  paper  focuses  on  the 







Before  attempting  to  explain  the  grain  invasion  as  an  historical  phenomenon,  it  is worth 
standing  back  for  a  moment  and  reflect  on  what  it  actually  entailed.  As  figure  1 
demonstrates,  this was  a  truly dramatic event. Although America had been  an  important 















































































were  finally  abolished  in  1869.  As  figure  2  demonstrates,  in  the  second  half  of  the 
nineteenth  century  the  UK  became  more  dependent  on  distant  sources  of  supply,  in 
particular  the US, although  from  the 1880s  the US  lost ground  to other countries, such as 
Russia, which had long been a main source of supply, as well as new producers in particular 






agriculture:  the westward movement  of  the  frontier. Over  the  course  of  the  nineteenth 
century  the  centre  of  wheat  production  moved  from  New  York  State,  Virginia  and 
Pennsylvania  to  the Midwest which dominated  around  the Civil War, with  states  such  as 
Illinois, Iowa, Michigan and Wisconsin. But by the end of the nineteenth century the major 
new  wheat  producing  states  were  Nebraska,  Kansas  and  North  and  South  Dakota.  This 

















































































The  movement  of  the  frontier  was,  of  course,  mirrored  by  a  dramatic  increase  in  the 
production of wheat  in the US, and as a response to the  invasion, UK production shrank.  I 
have  attempted  to  reconstruct wheat production data  for both  countries  for  the  century 
from  1829  to  1913  (see  appendix B).  Please  note,  however,  that  the US  production  data 






Figure  4  reports  the  production  series  for  the US  and  the UK,  and makes  for  fascinating 
reading in itself. The story of the American supply is one of increase throughout the period, 
rapidly overtaking  that of  the UK. Rothstein  (1965, pp. 62‐63) attributes  the expansion of 
American  agriculture  after  1850  to  technological  innovations  in  agriculture  and 






























































finding varieties of wheat  that could be grown  in new climates away  from  the East Coast. 
The last year when UK production exceeded that of the US is 1855. 
The data for UK production are no less interesting: British agriculture certainly does not give 
up  immediately. The  largest crop  is recorded  for 1845 with over 18 million quarters, but a 










































































Figure 5: UK production and imports of wheat, and population 
1829-1913





The  grain  invasion  and  the movement  of  the  frontier was made  possible  by  a  dramatic 























































































3. The Harley hypothesis 
Harley  (1986) provides some of  the original work on  the  reasons  for  the expansion of  the 
transatlantic grain trade. His hypothesis is simple and relies on two elements. First, a model 
of the world market, and second, a model of the movement of the frontier. 
3.1 Harley’s model of the world market for wheat 


















states  that,  in  the  absence  of  any  sort  of  barriers  to  trade,  then  p  should  equal  p*  in 
equilibrium. Any difference in prices would lead to short‐term arbitrage, which would return 
the economy  to  its equilibrium  state. However, with barriers  to  trade,  for example  tariffs 
and transportation costs, a wedge, t, is driven between export and import prices – the higher 
the barriers to trade, the larger the wedge. 
Harley’s hypothesis  can be understood by  imagining an  inward  shift of  the  transport  cost 
“wedge” in figure 7, i.e. a fall in t to t’. The old import price, p, now corresponds to a higher 
price (minus transport costs) for the exporting region. This implies that the quantity supplied 
by the exporting region will  increase. Ceteris paribus this will result  in excess supply  in the 
importing  region  leading  to a decline  in price. At  the  same  time,  the old price, p*,  in  the 
exporting region now corresponds to a  lower price  in the  importing region, thus  leading to 
excess demand and pushing up  the price  in  the exporting  region.  Import prices have  thus 
fallen,  and  export  prices  have  risen.  Supply  in  the  exporting  region  will  increase  and 
domestic supply in the importing region will decrease. 























whereby both UK  consumers  and US producers won,  in  terms of  lower  and higher prices 
respectively. This is difficult to reconcile with the fact that this was in fact a time of agrarian 
discontent in America. Why were farmers protesting, if their lot was improving? 
Second, and related to the  first, there are difficulties  in the  interpretation of the wedge  in 
figure 7.  It  is normally considered to be equivalent to the trading costs between two  fixed 
locations  (for  example Chicago  and  Liverpool).  This  ignores,  however,  an  important  point 
made by Olmstead and Rhode (2007, p. 118). Although per mile transportation costs within 
the  US  were  undoubtedly  falling,  the  distance  grain  was  being  transported  was  also 











(Chicago)  to  the  East  Coast  as  in  figure  6  might  then  hide  the  true  cost  of  domestic 
transportation  from  the main  production  areas, which were moving west  over  time.  It  is 
strange to  ignore the movement of the  frontier  in this story, at the same time as this was 
presumably what allowed the massive expansion of production in the US. 
4. A closer look at the role of transportation costs 
The relevant measure of the barrier to trade implied by domestic transportation costs is the 
cost of  transporting  a  unit of wheat  from  the  area of production  to  the UK.  There  are  a 
couple of problems associated with estimating  this. As noted  in  the previous  section,  the 
relevant  distance  is  changing  over  time.  Moreover,  there  is  no  data  available  on 
transportation costs west of Chicago. 
A way  of  getting  around  these  problems  is  by making  use  of  price  differentials  between 
American  states, and assuming  that, by  the  Law of One Price,  these differentials must be 










To  illustrate  the  relevant  price  for  the  average  farmer,  the  price  at  the  centre  of  gravity 
(COG) of production, ݌௧஼ைீ, is then defined as the weighted average of the farm gate price of 
wheat  using  the  prices,  ݌௧௜,  given  for  each  of  the  1  to  I  states  included  in  the  sample32, 
weighted by the production in each state, ݍ௧௜, i.e. 
݌௧஼ைீ ൌ ݌௧
ଵ כ ݍ௧ଵ ൅ ݌௧ଶ כ ݍ௧ଶ ൅ ݌௧ଷ כ ݍ௧ଷ ൅ ڮ൅ ݌௧ூ כ ݍ௧ூ
ݍ௧ଵ ൅ ݍ௧ଶ ൅ ݍ௧ଷ ൅ ڮ൅ ݍ௧ூ   (1)
This price  is also  illustrated  in figure 9. The movement of the frontier  is clearly discernable, 































































































Figure 9: Farmgate prices of wheat


















quality of wheat might  therefore be underestimated using  this method;  increasingly over 
time, as quality further west improved. This has the implication that the fall in US domestic 
transportation costs might be underestimated. 
It  is  then necessary  to construct estimates of  transatlantic  transportation costs. Although 
records  exist  for  the  cost  of  transporting wheat  from New  York  to  Liverpool  or  London, 




Total  trading  costs,  expressed  as  a  percentage  of  the  COG  price,  are  defined  as  ݖ௧  in 
equation (2): 
 
                                                 
33 Moreover,  it  is well  known  that  the hard wheat  grown  further west  enjoyed  a premium over  the  softer 









݌௧஼ைீ ቇ כ 100 ൎ ቆ
݌௧௎௄ െ ݌௧஼ைீ




York.  The  difference  between  these  should  be  the  transatlantic  trading  costs.  ݌௧ே௒  is  the 
average  farm  gate  price  of  wheat  in  New  York  state,  and  ݌௧஼ைீ   is  defined  above.  The 
difference  between  these  should  be  the  US  domestic  transportation  costs.  The  price 
differentials are deflated by the price of wheat at the COG.  If ݌௧௎ௌ and ݌௧ே௒were the same, 





The  two  components  are  illustrated  in  figure  10, where  the  total  height  is  the  price  gap 
between the COG and Liverpool as a percentage of the COG price. Clearly, there is a decline 













the price of wheat at  individual  locations  in  the US was  increasing  in  the  last years of  the 
nineteenth  century,  in  line with  the  simple  analysis of  the  effect of  falling  transportation 
costs  above: Harley’s model  implies  that  the  gains  from  falling  transportation  costs were 
shared between  the producing and  consuming  regions.  It  is  simple  to  verify  this with  the 
data used here. 
In  the UK,  the price of American wheat  fell by 2.35 per cent per year while US producers’ 














































































price  fell  faster  than  the  price  at  individual  locations.  The  gains  for American  producers 
calculated  above were  thus principally  accruing  to  eastern producers, whilst  the  frontier 
farmers got next  to nothing.  In  fact, at  the  centre of gravity of production, prices  fell by 
2.12% per year, i.e. at approximately the same level or possibly even greater than the fall in 








5. A re-examination of the Harley hypothesis 
As discussed  above,  the big  change during  the  course of  the nineteenth  century was  the 
massive expansion of US wheat supply, which then flooded into Europe. 
5.1 Model for the impact of falling transportation costs on the 








been  located  to  the  right  of  location  X  (where  the  real  price  of wheat  remained 
constant). Chicago was also  to  the west of  the COG  in 1870, but  to  the east of  the 
COG in 1900 (as indicated by the series for Illinois in figure 9) 
















Note  that,  in  this model,  there  are  both  short  run  and  long  run  effects  of  a  decrease  in 
transportation costs.  In  the  short  run,  the price at  the centre of gravity of production will 
increase.  In  the  long  run, however,  the  centre of  gravity will move west  and  at  this new 
location  the  price  will  again  be  ݌ҧ.  This  distinction  between  the  short  and  long  runs  is 
important, and forms the basis of the revised model for the world wheat market. 
5.2 Model for the world wheat market 
The model  in  this  section  is  inspired  by  that  described  by  Shepherd & Walton  (1972)  to 
understand the colonial economy. As in their model, a distinction is made between the short 
and the long run. This reinterpretation suggests a reason why prices for the average farmer 
remained constant: whenever prices  increased above their  long run  level, then  immigrants 
arrived,  extending  the  frontier,  increasing production, but  also  causing prices  to  fall back 
Distance 
from UK


























of extending  the  frontier,  and  the  fact  that  immigrants  took  time  to  arrive.  The  long  run 
supply curve, on the other hand, is horizontal, since in the long run immigrants would arrive 
and force prices at the centre of gravity of production back to ݌ҧ again. 
Consider a  fall  in  transportation  costs, or  the move  to  repeal  the Corn  Laws. This  initially 
causes the effects in figure 7: the price in the UK falls, and the price in the US increases. As 
















its  long  run  level,  and  farmers  are  receiving  ݌ҧ.  Importantly,  and  in  contrast  to  Harley’s 
original  analysis,  American  producers  would  then  not  on  average  gain  from  falling 
transportation costs in terms of higher real prices for their produce, unlike UK consumers, in 
line with the empirical evidence presented in section 4. 










i. The  increase  in  trade:  falling  transportation  costs  stimulated  supply  in  the US  and 
lessened UK production, leading to an expansion of US exports to the UK (figure 12); 
ii. The  increase  in US production:  falling US domestic  transportation costs allowed an 
extension  of  the  frontier  through  immigration  and  thus  a  greater  production  of 
wheat (figure 11); 
iii. The  decrease  in  UK  production:  falling  transportation  costs  from  the  COG  of 
production  in  the US  to  the UK  causes a  fall  in  the price of wheat  in  the UK,  thus 
leading to lower British production (figure 11). 
6.1 The variables 
Imports of wheat  from  the United States  to  the United Kingdom  is  the “trade” variable  in 
figure 12, and the variable(s) which explains this will explain the grain invasion. The volume 





6.2 The choice of econometric model 
The  analysis  here  uses  the  cointegrated  VAR model  and  the methodology  described  by 
Juselius (2006). To model the long‐run relationships the following model is estimated: 
∆ܺ௧ ൌ ߙߚᇱܺ௧ିଵ ൅ ΓΔܺ௧ିଵ ൅ ߤ ൅ ߙߚ଴ᇱݐ ൅ ߝ௧  (3)
where ܺ௧ ൌ ሺ݉௧, ݍ௧௎௄, ݍ௧௎ௌ, ݖ௧ሻԢ as described in the previous section, and t is the trend. At an 
early  stage  of  the  analysis  the  trend  was,  however,  found  to  be  insignificant,  and  was 
discarded. 
This  model  assumes  that  the  4p    variables  in  tX   are  related  through  r  equilibrium 
relationships  with  deviation  from  equilibrium  't tu Z ,  and     characterizes  the 
equilibrium correction. It holds that   and    are  p r  matrices and the rank of  '   is 
r p . The autoregressive parameter,  , models the short‐run dynamics, and throughout it 
is assumed that   ~ . 0,t piid N  . 
This approach enjoys many advantages.  In particular, all  the variables are  considered  in a 
very general model in which they are all initially treated as endogenous. This means that any 
potential relationship between the variables can be modelled, in contrast to other modelling 
techniques which usually assume a  theoretical model and attempt  to  fit  the data  into  this 
structure.  The  relationships  found  between  the  variables  can  thus  be  considered 










6.3 The expected results 
The  three predictions outlined above  imply  three  cointegrating  relationships,  i.e. negative 
cointegrating  relationships  of  the  form ݉௧ ൌ ݉௧ሺݖ௧ሻ  and  ݍ௧௎ௌ ൌ ݍ௧௎ௌሺݖ௧ሻ,  and  a  positive 
cointegrating relationship of the form ݍ௧௎௄ ൌ ݍ௧௎௄ሺݖ௧ሻ. This would imply reduced rank of the 
Π matrix, i.e. ݎ ൌ 3.  
6.4 The results 
The results presented here were obtained using CATS in RATS, version 2. The period used for 
estimation  is 1866  to 1900, which  is  the period during which  the grain  invasion  is usually 
considered  to have  taken place.  It  is  tempting  to extend  the analysis  to  the years prior  to 
1866, but reliable estimates for the US production of wheat are impossible to come by prior 
to 1866. 
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The model  is well  specified under  the assumption  that  the  residuals are  iid. and normally 
distributed. Checks for normality and no autocorrelation of the residuals do not reveal major 
problems with the model. 35 
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All beta coefficients are highly significant, and all relationships error correct significantly  in 
the variable which has been normalized on  (i.e.  significant alpha coefficients  for ݍ௎ௌ, ݍ௎௄ 
                                                                                                                                                        
35  The  Doornik  &  Hansen  (1994)  test  for  normality  is  accepted  with  a  p‐value  of  0.374.  Tests  for  no 
autocorrelation of different orders (Godfrey 1988) are likewise accepted with large p‐values. 
36  Although  the  LR  rank  test  suggests  ݎ ൌ 2 is  borderline  accepted,  the  short  sample  length  will  have  a 
tendency to bias the rank test towards too low a rank. Examination of the graphs of the cointegrating relations, 






and m respectively). ݍ௎௄  is also adjusting to the second and third relations  (i.e.  it has two 
extra significant alpha coefficients), but this is not surprising, since it is clearly also going to 
be  impacted on  in the  long run by both the  increase  in  imports and the  increase  in the US 
supply. As shown above, British wheat production did indeed drop in the wake of the grain 
invasion.  ݍ௎ௌ  is  also  adjusting  to  the  relationship  for  ݍ௎௄,  implying  again  that  there was 
some simultaneity in the determinacy of these variables. z is borderline (weakly) exogenous 
(the t‐value for the significant alpha coefficient is only ‐1.94), although it is weakly adjusting 
to  the  first  relation  –  perhaps  because  increasing  trade  also  increases  the  demand  for 
shipping, potentially pushing up transportation costs. 
Since all variables are  in  logarithms, and z  is expressed as a percentage, the coefficients  in 
the    matrix can be interpreted as elasticities. The first and second relations reveal that, in 









trade  associated with  the  grain  invasion was  the  result  of  transportation  cost  reductions 
which allowed the extension of the frontier without increasing the price for producers. This 









an extensive  literature on  the  reasons  for  the agricultural discontent  in America over  this 
period, which  until  now  have  been  difficult  to  understand  given  the  real  price  increases 
documented by amongst others Douglass North. This is explored briefly in Appendix D. 
The integration of commodity markets due to domestic transportation improvements were a 
factor  in permitting the westward expansion of agriculture and thus the  increase  in supply. 
Moreover, what  is quite clear  is that the enormous  increase  in production  in the US could 









Appendix A: Harley’s original model of the world market for 
wheat 
This  is  a model  for  trade  between  two  locations:  an  exporting  country  (the US),  and  an 
importing country  (Europe, or  the UK). The  intersection of demand and  supply  in  the  two 


































At  this  price  in  the  importing  region,  the  price  in  the  exporting  region  is  ܲݎ௔  minus 
transportation costs  (ܲݎ௫,௔) and  the quantity supplied  is ܳ௫,௔. The sum of  the quantities  is 
the world quantity supplied, ܳ௔ (illustrated in panel (c)). By choosing different import prices, 
it is possible to draw the world supply curve. In a similar way, the world demand curve can 
be  derived  by  choosing  prices  in  the  importing  region  and  summing  the  quantities 
demanded in that region at the various prices with the quantities demanded in the exporting 
regions at  the corresponding prices, which are  lower by  the amount of  the  transportation 




the exporting  region  (note  that  this  is  the crucial difference between  this model, and  that 
described in figure 12, where there is no price increase in the long run). This means that the 
quantity  supplied  at  that  price  in  the  exporting  region  will  increase  and  the  quantity 
demanded in the exporting region will fall. This leads to an excess supply of wheat, and the 
price will fall to ܲݎ௕. In the exporting region, the old equilibrium price corresponds to a lower 
price  in the  importing region, and thus  implies excess demand and a price  increase. Prices 










estimates  in “harvest years” e.g. 1852‐3 –  I have used the second of the pair  in each case. 
Contemporary estimates are not available for earlier years, but are given by Fairlee (1969, p. 
114) for 1829‐52. She does not give an estimate for 1842, since her estimates are based on 
multiplying  the  quantity  of wheat  sold  in  “inspected markets”  under  the Corn  Laws  by  a 
constant  fraction, which  changes  from  4  to  14/5  in  1842,  since  the  number  of  inspected 
markets  increased  from  150  to  290  on April  29,  1842.  It  is  not  too  hard  to  use  Fairlee’s 
method to get a rough estimate of wheat output in 1842. Using BPP (1842, p. 177) we find 
that  970  thousand  quarters  of  wheat  were  sold  in  inspected  markets  until  April  29. 
Multiplying  this  by  Fairlee’s  factor  of  four  gives  3,880  thousand  quarters.  After  April  29, 
8,739  thousand quarters were sold. Multiplying  this by Fairlee’s  factor of 14/5 gives 8,740 
thousand quarters. Adding the two together gives an estimate of 12,620 thousand quarters 
produced in 1842. 
Prior  to  1866  the  only  official  estimates  for  the  US  are  those  from  the  decennial 
census. These estimates from 1839 can be found in Carter et al (2006, series Da731). Other 
(sometimes  contradictory) estimates exist  from various  sources  for other years. The most 
complete of these is from Guetter & McKinley (1924, p. 29), which has data for some years 
back to 1790. (For background information and a discussion on the reliability of the early US 




such  as  “failure”,  “poor”,  “abundant”,  “record”  to  name  a  few. His  descriptions  seem  to 
follow the data from Guetter & McKinley very closely, e.g. his description of a “record” crop 
corresponds  to  historical  highs.  The  levels  for  these  years  have  been  based  on  these 




which had a production of 173 million bushels.  I have  thus chosen a  level of 173  for 1860 
and 1861. I have assumed production in 1830 was the same as that in 1829, and I have then 
assigned  levels  to  1831‐8  using  linear  interpolation  between  1830  and  1839. When  the 
description  is “failure”, “short” or “shortage”,  I have subtracted 15% from the  interpolated 











alpha(1) alpha(2) alpha(3) beta(1) beta(2) beta(3)
m ‐0.323 ‐0.043 ‐0.573 ‐0.235 ‐0.148 1.000
t‐value ‐1.574 ‐0.182 ‐4.016
quk ‐0.478 ‐0.585 ‐0.042 0.336 1.000 0.365
t‐value ‐3.352 ‐3.597 0.424
qus ‐0.408 ‐0.074 ‐0.145 1.000 0.728 ‐0.904
t‐value ‐3.749 ‐0.592 ‐1.909
z ‐61.018 31.448 ‐7.644 0.015 ‐0.008 ‐0.013
t‐value ‐5.474 2.472 ‐0.985
alpha(1) alpha(2) alpha(3) beta(1) beta(2) beta(3)
m 0.164 ‐0.360 ‐0.491 0.000 0.000 1.000
t‐value 0.555 ‐1.444 ‐3.177
quk ‐0.942 ‐0.730 0.241 0.000 1.000 0.000
t‐value ‐4.575 ‐4.211 2.243
qus ‐0.331 ‐0.264 ‐0.038 1.000 0.000 0.000
t‐value ‐2.104 ‐1.989 ‐0.463
z ‐31.209 8.162 2.003 0.030 ‐0.026 0.023







Appendix D: Some reflections on the implications of the 
new price series 
Long ago, Douglass North (1974) found that the last decades of the nineteenth century saw a 










However,  although  the  last  decades  of  the  nineteenth  century  are  perhaps  principally 
associated  with  agricultural  discontent  for  the  European  economic  historian,  somewhat 















in  another  hemisphere  and  reliance  upon markets  an  ocean  away’.  (Atack,  Bateman  & 
Parker 2000) 
However,  the  reasons  for  the discontent have  long been disputed  and putting  it  into  the 
context of the emergence of the United States as the leading agricultural exporter can only 
appear  to add  to  the  confusion.  Indeed,  the  reaction of American  farmers was  sharply at 
odds with  the  standard  interpretation  of  the Grain  Invasion  as  first  suggested  by Harley 
(1980, 1986). The Harley hypothesis  fitted well  into earlier  research by North  (1974), who 
argued that the real price of farm products increased and transport costs fell. However, this 
made  it  difficult  to  relate  the  agrarian  protest  movement  to  deteriorating  economic 
conditions. The consensus view was therefore that the economic plight of farmers seemed 
to have been exaggerated or misrepresented  in earlier research when  farmers were  taken 
on  their own word. As Frieden  (1997, p. 372) points out,  ‘there  is a puzzling weakness of 
evidence’ for a relationship between economic conditions and farm protest. 
Accepting this, other researchers have looked elsewhere. One line of argument suggests that 
income uncertainty  increased or was particularly high  in  regions with  strong  farm  reform 
movements. The logic here is that there are welfare losses associated with price volatility if 
farmers were risk averse.  (McGuire 1981) Another  line of argument  looks at the particular 
problems of  indebted  farmers  in a period of deflation. Since  the general price  level  fell by 
half  or more  in  the Grain  Invasion  period,  debt  as  a  proportion  of  current  income might 
increase when nominal prices fall because the nominal debt for a farmer remains unaffected 
by the fall  in prices. The risk of foreclosures  increased and fuelled unrest. (Stock 1983) The 
problem  with  this  interpretation  is  that  foreclosures  were  not  very  frequent,  but  Stock 




economic historians. As Mayhew  (1972, p. 466) points out much earlier,  it  is  ‘puzzling that 














for  the wrong  reasons.  Economists  usually  believe  that man  acts  fairly  rationally  on  the 
basis of  knowledge which  is accurate or at  least not  systematically misleading or biased. 
Indeed,  Cooley & DeCanio  (1977)  convincingly  argued  that American  farmers  responded 
rationally  to  price  signals  during  the  period  of  discontent.  However,  in  the  dominant 
explanation for the unrest farmers were simply wrong or seriously misinformed.39 
In  fact,  the  favoured  explanation  for  the  unrest  according  to Whaples’  survey  is  almost 
aggressively  non‐economic.  Mayhew  (1972)  argued  that  farmers  were  simply  upset  by 
‘commercialization’,  ‘the  increasing  importance  of  prices’  and  their  being  forced  into  an 
economic system in which money was all important. Although we will attempt to reveal an 
economic basis for the  farmers’ concerns, our explanation  is  in fact compatible  in a sense 
with Mayhew’s. From a study of the contemporary political debate there  is no doubt that 
farmers  themselves were clearly under  the  impression  that  their economic condition was 
deteriorating. And  there  is also no doubt  that  the objects of  their  frustration were  those 
identified by Mayhew: the owners of railroads, moneylenders, manufacturers, banks etc. All 
these were  perhaps  a  sign  of  the  increasing  commercialization  of  agriculture  but more 
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integration  and  the  wheat  trade 
between  North  America  and  Britain 
from the Eighteenth Century40 
Abstract:  This  paper  provides  evidence  that  transatlantic  commodity market  integration 
began prior to the “first era of globalization” at the end of the nineteenth century. It does so 
by giving a long term perspective to the story of the development of an Atlantic Economy in 
wheat  between  the  United  States  and  Britain.  Both  trade  statistics  and  contemporary 
comment  reveal  the  importance of  this  trade  from  the middle  to  late eighteenth century, 
long before the so‐called grain invasion of the late nineteenth century. Using price data for 
wheat  in  America  and  Britain,  evidence  is  found  that markets were  integrated,  but  this 
process was  continuously  being  interrupted  by  “exogenous”  events,  such  as  trade  policy, 
war and politics. Transportation costs cannot be seen to be the driving force behind periods 
of  increased trade, which are more attributable to the absence of these exogenous events. 
Whether  the  observed  market  integration  is  evidence  of  “globalization”,  however,  is 
questioned. 
                                                 












The  concept  and  consequences  of  globalization  have  recently  enjoyed  a  vast  amount  of 
scholarly  attention.  In  this  literature  economic  historians  have  played  a  key  role  in 
demonstrating that globalization  is not a new phenomenon, but rather something that has 
occurred  in  a  series  of waves,  the  first  of which was  in  the  nineteenth  century  (see  for 
example O’Rourke & Williamson, 1999). Moreover, this body of research has been at pains 
to  point  out  that  the  traditional  indicators,  such  as  volumes  of  trade  in  the  case  of 
commodity markets, are not sufficient when defining globalization. Trade volumes have for 





nineteenth  century, when  trade  volumes boomed, and has  concentrated primarily on  the 
trade  in wheat between  the US and  the UK. This  trade  took off  in  the  second half of  the 
nineteenth  century  after  a period of many decades of high protectionism. With  very  few 
exceptions, however, and despite this scholarly enthusiasm for the famous “Grain Invasion” 
of  the  late  nineteenth  century,  very  little  attention  has  been  paid  to  the  trade  in wheat 
between  America  and  Britain  going  back  even  further  to  a  time  when  volumes  were 
relatively  small:  the  eighteenth  century42,  despite  the  finding  long  ago  by  Shepherd  & 
Walton (1972) that wheat and flour exports were of one of the major export commodities of 






the  colonies,  only  exceeded  in  importance  by  tobacco  and  that  more  recent  work  has 
stressed  the  importance  of  the  eighteenth  century  for  the  transition  to  globalization 
(O’Rourke  &  Williamson  2005,  O’Rourke  2006,  Findlay  &  O’Rourke  2007).  It  is  in  fact 
necessary  to  go  back  to  the work  of W.  Freeman Galpin  (1922,  1925)  to  find  otherwise. 
Galpin painstakingly establishes the  importance of the American supply of grain for Britons 
at  home  and  to  British  forces  stationed  in  Spain  and  Portugal  during  the  French  and 
Napoleonic Wars. However, even he was under  the  impression  that  the  “importance… of 
American grain  in English history presented  itself  for  the  first  time during  the Napoleonic 
era”. He does not, however, back his assertion up with any evidence. 
Indeed, politicians and  farmers of  the mid‐  to  late nineteenth century seem  to have been 
under  the  impression  that  the  importance of grain  imports  from North America started  in 
their  time,  and  economic  historians  seem  to  have  been  content  to  accept  this  (see  for 
example O’Rourke & Williamson 1999). That trade volumes were modest, however, does not 
mean that there was no commodity market integration. In fact, for prices to move together 





These  correspond  to  those  identified  by  O’Rourke  (2006) who  notes  the  possibility  that 
globalization might have started earlier if it had not been for the impact of such shocks43. 
Even if prices move together, is it right to talk of globalization when levels of trade are small, 
however? And  if prices  take a  long  time  to  return  to  the  law of one price equilibrium, or 
there  are  substantial  price  gaps  even  in  equilibrium,  is  there  really  globalization?  Asking 
these questions helps us to identify what really changed during the first era of globalization, 
and by demonstrating  this and pushing  the  story of  the  transatlantic wheat  trade back  in 
                                                 





time,  it  is  possible  to  learn  a  great  deal  about  this  trade  and  its  importance  to 
contemporaries. 











the trading cost adjusted  law of one price  is valid)  is to test for cointegration between the 
series (see for example Ejrnæs, Persson & Rich, 2008). With the available statistical evidence 
we  cannot, however, hope  to  fulfil  the  stringent  conditions  for  testing market  integration 



































































the only price  information being  for  “wheat”  in  various markets. Nevertheless, when  the 
available  data  are  assembled,  it  does  in  fact  seem  possible  to  draw  some  meaningful 
conclusions. 
Cointegration  is  tested  for  using  an  unrestricted  Autoregressive  Distributed  Lag  (ADL)  or 
Dynamic Error Correction (ECM) model by estimating the following equation: 
0 1 1 2 2 3 4 1 5 2 6t t t t t t tpuk puk puk pus pus pus t                    (1) 
where puk and pus are the logarithms to the UK and US prices respectively, t is the trend and 
t   is  the  error  term,  which  is  assumed  to  be  iid  normally  distributed.  This  estimation 
technique has the advantage, compared to the usual static Engle‐Granger approach, that the 
model  is well‐specified  (since  it  includes  dynamic  effects)  so,  given  cointegration,  t‐ratios 
constructed from the standard errors follow standard normal distributions under the null. 



































ܧܥܯ ൌ logሺ݌ݑ݇ሻ െ 0.859 െ 0.921 logሺ݌ݑݏሻ ൅ 0.002ݐ 
                         (3.27)                (12.4)       (‐4.51) 
 






The Wald  test  for  joint  significance  of  the  variables  is  accepted with  a  p‐value  of  0.000. 
Moreover,  the  unit  root  t‐statistic,  which  gives  the  PcGive  test  for  the  null  of  no 
cointegration,  is ‐7.33, which should be compared with a 5% critical value of ‐3.69 – and  is 
thus  evidence  of  very  strongly  significant  cointegration  (critical  value  from  Davidson  & 
MacKinnon 1993). 
























ܧܥܯ ൌ logሺ݌ݑ݇ሻ െ 1.103 െ 0.697 logሺ݌ݑݏሻ ൅ 0.004ݐ 
                 (4.38)          (7.47)          (2.72) 
 
As  is  to be expected  the evidence  for market  integration  is  less  strong. Nevertheless,  the 
PcGive test for no cointegration unit root t‐statistic is ‐7.29. The long‐run coefficient to pus is 
now  lower, however, at 0.70. Based on a standard error of 0.093  this gives a  t‐statistic of 
3.258  for  the  hypothesis  that  the  parameter  is  equal  to  1,  and  thus  a  rejection  of  the 
transaction  cost adjusted  law of one price – not  surprising,  considering  that  this  included 
many  periods  during  which  trade  was  very  difficult  or  impossible.  Nevertheless,  the 




there  can  be  price  arbitrage.  Trade  is  done  by wholesalers who  have  inventories.  If  they 
learn  about  falling prices  in  foreign ports  they will be quick  to  sell,  and  thus press down 
prices. Likewise, if they see that price differences exceed transport costs from exporters they 
will  stop  buying  in  anticipation  of  falling  prices.  So  all  that  is  needed  for  prices  to move 
together is reasonably regular information. 





















is  illustrated  in  figure 2. Data  is actually available  from 1697, when  the office of  Inspector 
General of Imports and Exports was established, with the first imports of wheat from North 
America recorded in the 1720s, but before the 1750s levels are negligible. 


















































Figure 2: UK imports of wheat and wheat flour from North American 




these  imports  it  is useful to compare the  level of  imports  from America with total  imports 
and estimates of total consumption of wheat in Britain. 
Collins (1975) provides a number of estimates of annual wheat consumption per head in the 
nineteenth century, ranging  from 6  to nearly 9 bushels. He also shows, however,  that  this 
was changing over time, since in 1800 only 66 per cent of grain consumption was for wheat, 
as opposed to 88 per cent in 1850 and 97 per cent in 1900. This means that an assumption of 
0.9  quarters  (over  seven  bushels)  of  wheat  per  person  per  year  is  almost  certainly  an 
overestimate for the eighteenth century. Nevertheless, making this fairly heroic assumption 













































































Figure 3: Imports of wheat as a percentage of consumption 1750-1860




to  give  an  impression  of  the  relative  importance  of US  imports  compared  to  those  from 
other countries: for many years they were a large proportion of total imports. The rest of the 
imports are predominantly coming from Prussia/“Germany”, which for most years supplies 
in  excess  of  half  of  all  imports.  The  lesson  is  nevertheless  clear:  the  United  States’ 
importance  as  a  grain  exporting  country  dates  to  the  eighteenth  century.  There  are, 
however, large fluctuations. 
4. The volatility of early transatlantic wheat trade 
It turns out that these fluctuations are surprisingly easy to explain. They are all the result of 
exogenous shocks to the developing Atlantic Economy, which in some cases cause imports to 
dwindle to a trickle  for many years.  It  is convenient to divide this story  into three periods: 
one until the 1760s and  ‘70s, when Britain was a net exporter of wheat; the next from the 
industrial  revolution  and  the  accompanying  population  boom,  which  resulted  in  Britain 
becoming a net  importer up until  the end of  the French and Napoleonic Wars; and  finally 
from  the  introduction of extreme protectionism after 1815 until  the abolition of  the Corn 
Laws  sliding  scale  in 1849.  The period  after  the  repeal of  the Corn  Laws, when American 
grain assumes  its huge  importance, which  it maintains until the 1930s,  is covered by Sharp 
(2007). 
4.1 Imports as a response to harvest failure: The period until 1773 
It  turns out  that  the  sporadic  imports of wheat  in  the  first period are easily explained by 
harvest  failure  in  Britain.  This  can  be  seen  by  comparing  the  years  in which  imports  are 
present with  the  annual  evidence  on  English  harvests  collected  by  Jones  (1964).  So,  for 
example, Jones records that 1728 and 1729 (the first years for which he collects evidence) 
were marked by “great dearth”.  And indeed, we find that American imports are first present 













in America,  into  this Kingdom,  for a Time  to be  limited,  free of Duty” was passed  in 1766 
(BPP 1766, p. 29) and was continued the following year (BPP 1767, p. 429). 
Until  this  point we  have  learned  nothing  new:  imports were  largely  the  consequence  of 
scarcity at home, a point well known from previous studies. However, it might be noted that 
American farmers were clearly looked to as a source of supply after a bad harvest, and were 
also  obviously  able  to  react.  Every  year  there was  a  bad  harvest  the  American  colonies 
stepped in to help meet the deficit. 
During this period, however, America was mostly seen as competition for British producers, 
and  Britain  was  of  course  still  at  this  time  a  net‐exporter  of  grain.  As  early  as  1713  a 




grain  from  North  America,  which  met  with  condemnation  by  traders  in  the  colonies 
themselves,  as well  as merchants  involved  in  the  trade  in  London  (BPP 1740).  In  1742,  a 
petition was  sent  to Parliament “in Behalf… all  the Farmers  in Great‐Britain”  in which  the 
petitioners made clear  their  fear  that “great Quantities of Corn Land” were  to be brought 
into  production,  and  that wheat would  be  exported  into  Europe  “at  those  Places, which 
always have been the British Farmers Markets”, and requesting that Parliament “prohibit the 









of  Land… have been  tempted…  to  carry on  the Cultivation of Corn,  and have made  such 
Progress  in  its  Improvements,  that  they are become Masters of prodigious Crops of Grain, 
especially  the  finest  of Wheat,  by  enjoying,  perhaps,  one  of  the  best  Opportunities  the 
World  affords”  and  that  “they  have  the  richest  of  Land  both  dry  and wet,  a  very  potent 
Influence from the Sun’s Heat, their Acknowledgement or Rent, little or nothing, their Slaves 
labour  for  a  Trifle  Charge,  and  withal  the  great  Cheapness  and  Conveniency  of  Water 
Carriage  for  transporting  their Corn  into Europe,  to  the  infinite prejudice of Great‐Britain.” 





What  is clear, however,  is  that  the  importance of American wheat during  these years was 
only apparent during times of harvest failure and contemporary comment focussed for most 
years on the problems of competing with this supply for foreign markets. 






these  years  see  the  beginning  of  large‐scale  imports  from  America.  Although  imports 








1821, p. 15).  From 1791  the Corn  Laws became more protectionist, but  the onset of  the 
French and Napoleonic Wars drove prices so high that only nominal duties were payable on 




there was  the American War of  Independence  from 1775‐1783 which of course had some 
impact on wheat and flour production  in America. Hunter (2005) notes three phases of the 
impact of  the war:  the  first until 1777, which  saw an  increase  in demand. Then, with  the 
British  invasion  of  the  Philadelphia  region  in  1777,  there  was  difficulty  until  1779.  For 
example,  General  George Washington  ordered  the  removal  of millstones  to  prevent  the 
British from acquiring flour and the British targeted merchant mills. In addition, throughout 




Perhaps more  important, however, was  the  impact of  the Hessian  fly  invasion  from 1776 
which decimated wheat crops. Unfortunately,  I have been unable to  locate data for wheat 




“a  Calamity  of much more  extensive  and  fatal  Consequences  than  the  Admission  of  the 
Plague”, and how much was due to an antagonism towards the newly  independent United 








1789  of  a  pamphlet,  Proceedings  of  His  Majesty’s  Most  Honourable  Privy  Council,  and 
Information Received, Respecting an  Insect, Supposed to  Infest the Wheat of the Territories 
of the United States of America, which attempted to justify the ban to the world47. The ban 
was  poorly  timed,  however,  because  harvest  failures  in  1788  and  1789  made  Britain’s 
dependence on imports only too clear. The ban was reversed, and HMS Echo arrived in New 
York  in  February  1790 with  the  news  (Pauly  2002).  It  appears  likely  that  British  leaders 
decided  in 1789  that  the United States would  in  the  future be an  important  reserve  food 
supply, and  that  the  risk posed by French‐style  revolution was greater  than  that posed by 
the fly (Ritcheson 1969, cited by Pauly). 
Hunter  (2005) notes  that “wheat and  flour  together  served as a cornerstone of America’s 
newly  independent  transatlantic  commerce”  and  from  an  early  date,  wheat  enjoyed  a 
special status, Revolutionaries considering it to be the “ideal republican crop” in contrast to 
tobacco, with  its  association with  “royal  government,  debt,  slavery  and  poor  agricultural 
practices” (Matson 2006, p. 246). The Hessian Fly  itself might even have contributed to the 
long‐run  success  of  American  wheat  production,  since  it  helped  spur  agricultural 





continued  their  upwards  trend,  although  some  years  stand  out  for  having  no  imports  or 
particularly high  levels of  imports. Wheat exports  from America  to all destinations started 
dropping from 1792 when the Hessian fly arrived in Delaware and Maryland, at that time the 
centres  of  production.  From  1795  to  1799 America  virtually  ceased  exporting wheat,  the 
recovery only coming  in the first years of the nineteenth century (Matson 2006, p. 253). In 









1799, but  those of America were abundant and mostly  free of  the Hessian  fly. Parliament 
enacted measures for bounties on the import of American wheat (Galpin 1925, p. 136) and 
by 1801 very large imports of American wheat came in. Indeed, in this year “the Americans 




The  imposition  of  Napoleon’s  Continental  System  from  late  1806  presented  a  great 




seemingly  inexhaustible granary”  (Galpin 1925, p. 44). However,  in  the wake of  the Royal 
Navy’s impressment of American citizens on the high seas, the United States itself imposed a 
trade embargo from 1807, reflected  in testimony before a British parliamentary committee 
that  trade  in  London  declined  in  1808  after  the American  embargo  (Galpin  1922,  p.  24). 
However,  illegal wheat exports continued and Napoleon was quick to conclude that  it was 
impossible  to  starve  Britain,  at  least  in  part  due  to  the  availability  of  supplies  from  the 
United States. He thus soon,  in the wake of bumper harvests  in France, allowed exports of 
grain  to  resume  (Galpin 1925, p. 168). There  is no doubt, however,  that  the  years of  the 
embargo and the Non‐Intercourse Act of 1809 were an important dampener on the level of 
trade (Galpin 1925, p. 147). 
From  this point on  relations between  the US  and  the UK  gradually deteriorated and  this, 
combined  with  good  harvests  in  Europe,  contributed  to  the  low  level  of  imports  from 






between  the United States and  the United Kingdom. The war  lasted  from  the  summer of 
1812  to  the  beginning  of  1815  and witnessed  a  blockade  by  the  British  of  the American 
coastline (Galpin 1925, p. 149). 
Although  farmers  continued  to  voice  predictable  concerns49,  what  is  notable  about 
contemporary comment over  this period  is  rather  than  it changes  from being  focussed on 
the danger of American  competition  to a  focus on  the opportunities  the American  supply 
presented  for meeting  the demands of a growing population  in Britain. Donaldson  (1775), 
previously  of  the  Jamaican  government, wrote  in  a  letter  to  the  king  that  “The  lands  so 
liberally granted  in America  should be  cultivated… and  the mother  country  supplied  from 
their industry; what magazines of corn might we hope to see from such resources!” This idea 
became more  and more widely  accepted,  so  that  by  1790,  a  report  of  the  British  Privy 
Council  (BPP 1790) concluded  that “whenever  the crops  fail,  in any degree,  the deficiency 
can only be  supplied  from  the harvests of America”  (Glasgow Chamber of Commerce and 
Manufactures 1790). Although John Lord Sheffield argues vehemently against this conclusion 
in his Observations on the Commerce of the United States, other commentators were quick 
to back  it up  (Sheffield 17xx, Anon 17xx). A committee “on  the high price of corn”  looked 







of wheat  flour,  it  seems  that most  imports  during  these  years were  in  fact  of  flour,  in 
contrast  to  the  years before  the onset of  the French Wars, when  imports of wheat were 











very high quality owing  to a  sophisticated  system of  inspections and branding, and  that  it 
was easy to transport (BPP 1813, BPP 1814). 





imports become clearly related to swings  in  import duties, which varied considerably  from 
year  to year  (Sharp 2006), although  it might be noted  that during  the 1830s America was 
again suffering from attacks of the Hessian fly. 
In  general,  however,  these  years  see  a  gradual  decline  in  interest  in  the  supply  from 
America. Mentions  in Parliamentary reports are rare50 despite the huge volume of material 
published by Parliament during the debate in the run up to the repeal of the Corn Laws. So 
William  Jacob’s  famous  report  on  the  “Agriculture  and  Corn  of  some  of  the  Continental 
States of Europe” (BPP 1827) was just that, with no mention of America, and before a select 
committee in 1833 he dismissed the importance of the American supply (BPP 1833, p. 6). 
With  the  repeal of  the  sliding  scale  in 1849,  import duties become  insignificant and were 
eventually  abolished,  allowing  the  great  expansion  of  trade  with  America  which  was  to 
become known as the Grain Invasion. 







An  important  lesson  from  this  paper  is  thus  an  understanding  of  the  importance  of  the 











of  its  Inhabitants” and relied on  imports “chiefly from America” through the port of Bristol 
(BPP 1791b, p. 653). If American crops had not have been ruined by the Hessian fly, and war 
had not  intervened, might not  the Anti‐Corn Law League have emerged at  this  time? And 
then quite possibly we would now date the grain invasion – and possibly even the origins of 
globalization – to the late 1700s, rather than a century later.  
4.4 The role of transportation costs 
Until now no mention has been made of  the  role of  transportation costs, which are often 
cited as being the main reason for the grain invasion of the late nineteenth century. 
Recent  research on  the grain  invasion of  the  late nineteenth century has concentrated on 
the  role of  falling domestic  transportation costs, allowing grain  to be  shipped more easily 




                                                 





east of Wheeling,  (West) Virginia, with  cultivation  concentrated  in Ohio and upstate New 
York and relatively little grown as far west as Illinois (Olmstead & Rhode 2002, p. 936). 
The evidence on transatlantic rates  is sketchy, but  intriguingly,  it appears that freight rates 
were highest at the times when imports were greatest. For example, Douglass North’s British 
import freight rate index, available from 1790, is highest in the years 1799‐1801 and again in 
1807,  which  correspond  to  years  when  imports  from  America  were  greatest.  No 
“meaningful”  freight  index  is  available  from  1808‐1813, when  “freights  rose  to  very  high 
levels”, but even for these years historically significant levels of wheat imports were arriving 
from  the  United  States  for  most  years.  This  pattern  repeats  itself  in  the  figures  North 
collected  for the East Coast American  freight  factor  for wheat, available  from 1826. This  is 
again  highest  from  1829‐1831  and  from  1845‐47,  the  years  of  greatest  imports52  (North 
1958). Unless we are to believe that high transportation costs encouraged imports, then one 
possible  alternative  explanation  is  that  the  high  volumes  of  imports  were  pushing  up 
demand for shipping and increasing freight rates. 
Some evidence on  transatlantic costs of  transporting wheat  is available  for  the eighteenth 
century.  For example, A  Farmer  (1773, p. 102)  gives  a detailed breakdown of  the  cost of 
transporting  wheat  from  America,  although  some  of  his  assumptions  might  be  rather 
suspect53, since he is trying to show that British farmers have nothing to fear from imports. 
But by far the largest cost he records is for freight, which amounts to 8 shillings per quarter 
of  wheat.  By  1791,  information  received  by  the  Committee  of  Privy  Council  for  Trade 
suggested  that  it amounted  to 8s. 8d.  (BPP 1791a). Dividing  this by  the price of wheat  in 
Britain for each year gives freight factors of 15 and 17 per cent respectively, about the same 
as  for most  of  the  early  nineteenth  century  and  only marginally  below  that  of  the  late 
nineteenth  century, after  the  “transport  revolution”  (Sharp 2007). Perhaps  surprisingly,  in 
evidence  before  a  select  committee  in  1821,  one witness  describes  the  difficulty  of  Irish 
competing with American  flour due to the cheapness of  freight.  It was actually cheaper to 











5. Was this globalization? 
It has  thus been established  that  the  transatlantic market  for wheat was developing  from 
the  eighteenth  century,  and  that  this  caused  prices  to  fluctuate  together,  despite many 
setbacks  to  actual  trade.  It  seems,  however,  unreasonable  to  consider  this  an  era  of 
globalization,  since  although  there  is  evidence  of market  integration,  the  levels  of  actual 
trade were very low. To get a better understanding as to why this was the case, the price gap 
between the two markets is illustrated in figure 4. Given the finding earlier that, in the long 






































































Figure 4: Price gap between UK and US













half  this  level  in  line  with  the  fall  in  transatlantic  shipping  costs  (Persson  2004).  The 
disruption caused by the Napoleonic Wars and the Corn Laws (see Sharp 2006) is also clear. 
Looking more closely at  the data,  the  times when  trade  is possible do  indeed  seem  to be 
reflected in a narrowing of the price gap, most notably after the liberalization of trade in the 
1770s, but even  for  shorter periods,  such  as  around  the extraordinary  year of  imports  in 
1807 and  the short  lived period of  free  trade  immediately  following  the Napoleonic Wars. 
Thus,  when  trade  was  possible,  there  was  a  marked  tendency  of  prices  to  respond  in 
accordance with the law of one price. 
To  summarize,  using  one  traditional  measure  of  market  integration,  the  degree  of 
cointegration, markets were integrated. Looking closer at this through the price gaps shows 
the  importance of understanding exogenous events when  looking  at divergence  from  the 
law  of  one  price. However,  the  data  point  to  trade  being  quite  possible  throughout  the 
eighteenth century, if it hadn’t been for the various disruptions outlined in section 3. 
Ideally, it would be possible to examine the speed of adjustment back to the law of one price 
equilibrium. However,  the data are not  frequent enough  to allow  for  testing  in  the  sense 
described by Ejrnæs et al  (2008). Clearly, however, when  trade was  relatively  free, prices 






Some  degree  of  long  run market  integration was  already  present  in  the  trade  in wheat 
between the US and the UK from the eighteenth century. This trade was not insignificant, as 
the words and actions of  contemporaries  confirms. The  change  in  the nineteenth  century 





What  is  interesting, however,  is that trade could and did  increase during the periods when 
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from  Foreign  Countries;  and  also,  from  Ireland,  in  each  Year,  from  1792  to  1814,  both 
inclusive; distinguishing the Countries from which Imported, and the different kinds of Grain. 
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From  preventive  to  permissive  checks: 
the  changing  nature  of  the  Malthusian 
relationship between nuptiality and the 
price  of  provisions  in  the  nineteenth 
century54 
Abstract:  The Malthusian  “preventive  check” mechanism  has  been well  documented  for 
pre‐industrial  England  through  evidence  for  a  negative  correlation  between  the marriage 
rate and the price of wheat. Other literature, however, speculates that the correlation was in 
fact positive from the early nineteenth century. This paper uses the cointegrated VAR model 
and  recursive  estimation  techniques  to  document  the  changing  relationship  between 
nuptiality and the price of wheat from 1541 to 1965. The relationship is indeed positive from 
the early nineteenth century to the First World War. A simple theoretical model shows that 
this  result  is  not  in  fact  inconsistent with  a  stylised Malthusian mechanism,  and  can  be 
understood within the context of an  increasing dominance of shocks to aggregate demand 
rather than to aggregate supply. 








between  the  price  of wheat  and  the marriage  rate  in  England  changed  from  negative  to 
positive at some point around the time of the Industrial Revolution. 
Since  Malthus  (1798),  scholars  have  been  fascinated  by  the  evidence  for  a  negative 
correlation between marriage rates and what Malthus termed the “price of provisions”, for 
which  a  usual  proxy  is  considered  to  be  the  price  of wheat.  This  relationship  seemed  to 
provide evidence of a “preventive check” mechanism, at  least  in  the pre‐industrial period, 
whereby marriage  and  hence  childbirth was  postponed  in  the  expectation  of  hard  times 




starting  with  Ogle  (1890),  noted  that  there  was  now  a  positive  relationship  between 
marriage rates and wheat prices. This revelation, first reported by Ogle at a meeting of the 
Royal Statistical Society in London on March 18, 1890, and announced to the country by The 
Times on  the  following day  (The Times, March 19, 1890, p. 10)  seems  to have caught  the 




















However, despite becoming “conventional wisdom”  in  the  interwar years,  the  relationship 
proposed by Ogle seems to have been almost completely forgotten after the Second World 
War. Our aim in this paper is thus first to establish, using state‐of‐the‐art empirical methods, 




Section  2  presents  a  brief  overview  of  the  literature  on  the  relationship  between  the 
marriage  rate  and  the  price  of  wheat.  Section  3  uses  the  cointegrated  VAR model  and 
recursive estimation  techniques  to examine  the change  in  this  statistical  relationship over 
time.  We  deliberately  abstract  from  any  theoretical  discussions  here,  leaving  these  to 
section 4, which details a simple theoretical basis for the relationship and the change from a 
negative to a positive correspondence. Section 5 concludes. 





of distress,  the discouragements  to marriage, and  the difficulty of  rearing a  family are  so 




concluded  that  for  many  countries  “the  principal  check  which  at  present  keeps  the 
population down to the  level of the actual means of subsistence  is the prudential restraint 
on marriage.” (Quoted in Schofield 1983, p. 267) 
For many years, however,  it was  impossible  to  test  the validity of Malthus’  theory  for his 
own country, since the first English census was in 1801, and annual marriage statistics were 
not recorded on a nationwide basis until well  into the nineteenth century. Following  in the 





found  a  significant  negative  effect  of  prices  on  nuptiality,  although  in  the  last  period  he 




period.  In  1890  Ogle  presented  his  simple  statistical  analysis,  suggesting  a  positive 


















although  the Malthusian negative  relationship might be expected  to become  insignificant 





part  of  our  wheat  being  imported  from  abroad”.  So,  as  he  explains,  the  dominant 
relationship  is between  the marriage  rate and  the “briskness of  trade” and  thus  indirectly 
through transport costs with the price of wheat. 
Hooker  (1901)  tested  Ogle’s  theory  using  contemporary  state‐of‐the‐art  statistical 
methodology  (Pearson  correlation  coefficients)  to  show  that  the marriage  rate was more 





as 1931, Beveridge  (1931, p. 42)  included the marriage rate as one of his  indicators of the 
“pulse of the nation”, noting that “… [t]he tendency to matrimony … is undoubtedly related 
to the comparative prosperity or adversity of the times”.59 However, with, to our knowledge, 
                                                 
57 He charitably suggests that the confusion of other scholars must be due to their data being “derived from 
foreign sources”. (op.cit. p. 257) 
58  This  early  literature  is  summarized  by Westermarck  (1925,  pp.  390‐1)  in  his  famous  History  of  Human 
Marriage. 
59 Modern economists, so used to relying on GDP data to illustrate the health of the economy, might envy the 








3 From Malthus to Ogle: An empirical investigation of the 
change from a negative to a positive relationship 
Ogle (1890) accepted that his finding seemed to be “… so paradoxical… that  it  is necessary 















                                                 
60  Southall  &  Gilbert  (1996)  cite  the  aforementioned  literature  as  justification  for  using marriage  rates  as 
indicators of local economic distress. 
61  In  fact,  the  last discussion of  the  impact of prosperity on  the marriage rate  in modern  times was  in 1938, 









Of  course,  although  this  simple  analysis  is  useful  to  illustrate  the  point  that  the  simple 







  '1 1 0't t t t tX X X D t            ,    (2) 
 
                                                 
62 The results were obtained using CATS in RATS, version 2. 














where   , 't t tX lcmr lprice  and t is the trend.  
This  model  assumes  that  the  2p    variables  in  tX   are  related  through  r  equilibrium 
relationships  with  deviation  from  equilibrium  't tu Z ,  and     characterizes  the 
equilibrium correction. It holds that   and    are  p r  matrices and the rank of  '   is 
r p . The autoregressive parameter,  , models the short‐run dynamics, and throughout it 





the variables. Special events which have only  transitory effects,  from period  0T   to  xT  are 
modelled  by  dummies  of  the  form     01 1 xt t T t TDi    . A  dummy  of  the  form   01t t TDp   
allows  for  the  special  event  to have permanent  effects on  the  levels of  the  variables. By 
controlling  for  the  above  it  is  possible  to  uncover  the  underlying  long‐run  model  for 
“normal”  observations.  As  will  be  demonstrated  below,  it  turns  out  to  be  necessary  to 
control for a number of special events, which are almost exclusively wars.63 
Since  the  model  assumes  constant  parameters,  and  there  is  strong  evidence  of  the 
relationship changing around about the year 1800, the sample is split in two: 1541‐1799 and 
1800‐1965. This division  is also  consistent with work on  the  “end of  the Malthusian era”, 
which suggests a break at around 1800. (Schofield 1983, Clark 2007) 
All subsequent analysis relies on the choice of a lag‐length of 2 in the model in equation (2) 
being  correct. Using  information  criteria,  it  is  found  that  k=2  lags  are  in  fact  sufficient  to 
characterize  the  systematic  variation  in  the  model  in  both  periods  after  controlling  for 












variables  (the beta‐coefficients  in  the cointegrated VAR model). These are not affected by 
errors in the data, unless of course they are systematic, which there is no reason to believe 
they  are.  Moreover,  the  finding  of  cointegration  means  that  there  is  a  genuine  (non‐
spurious) relationship between the variables. 
3.1 Pre-industrial England, 1541-1799 
Although the negative relationship between the marriage rate and the price of wheat is well 
documented  for  the  pre‐industrial world, we  demonstrate  it  again  here  for  the  sake  of 
completeness. 
As explained, dummies are  introduced  to model events exogenous  to  the other variables. 
The  inclusion  of  and  choice  of  dummies  was motivated  by  the  guidelines  laid  down  in 
Juselius  (2006)  and  is  the  standard method when working with  the  CVAR model.  These 































After the assumption of  1r  , a number of tests are performed using recursive estimation64 
in  order  to  test  the  assumption  of  parameter  constancy.  The  important  test  for  beta 
















































constancy  is  accepted  for  all  sample  lengths. However,  the  test  for  constancy of  the  log‐
likelihood suggests a structural break from around about 1700. 
The  structural  break  is  clearly  associated  with  a  movement  towards  exogeneity  of  the 
marriage rate, as shown  in the graph  for the alpha  (adjustment) coefficients  in the second 





























The  coefficient beta, which  can be  interpreted  as  the elasticity of  the marriage  rate with 
respect  to  the price of wheat,  is  found  to be  ‐1.52 with a  t‐value of 8.94. This seems very 
high,  but  a more  representative  elasticity  of  around  ‐0.5  prevails  until  the  late  1600s,  at 





of marriages with  respect  to  the  real wage  (using weather  as  an  instrument)  is  strongly 
significant  from  1541‐1700 with  an  elasticity  of  1.4,  it  is  insignificant  for  the  years  1701‐
1800. (Kelly 2007, p. 11) The results here are thus clearly compatible with his. 
3.2 Modern England, 1800-1965 
For  this period,  the  trend  t was  found  to be  insignificant  and was  thus  excluded.  Special 
events were  controlled  for  in  a  similar  fashion  to  in  the  preceding  section.  A  temporary 
period of very high wheat prices from 1800‐2 associated with the Napoleonic wars is found 
to have a transitory effect as did the First World War, which caused a temporary increase in 
the marriage  rate  in 1915.65 The end of  the First World War, however,  is  found  to have a 
permanent and positive effect on the marriage rate; and the onset of the Second World War 
is found to usher  in a period of permanently high prices, controlled for using a permanent 
blip dummy  for 1940. Marriages are also affected,  such  that  the  level  is  temporarily high 
from 1939 to 1943 and permanently high from the end of the war in 1945. 
After introducing the dummies, the model appears to fulfil the iid‐normality assumption. The 




companion matrix  (0.91), and  the next highest  is  just 0.48 and stays at approximately  this 
level with one unit root imposed. It is therefore assumed that  1r  . 
A  number  of  tests  are  again  performed  using  recursive  estimation  in  order  to  test  the 
assumption of parameter constancy. The beta‐coefficient, which again can be interpreted as 
the elasticity of  the crude marriage  rate with  respect  to  the price of wheat, despite being 
constant at around 0.1 for the majority of the period, becomes significant in the first half of 
the nineteenth century, and can then be seen to be declining  in  importance and becoming 















becomes  increasingly  exogenous,  as  illustrated  by  the  third  panel  of  figure  3.4.  This  is 
consistent with a movement from the 1820s towards free trade and a price determined by 
the law of one price on world markets. 
4 A Simple Theoretical Framework: Towards an explanation 
for Ogle’s Paradox 
It  is tempting to  interpret the positive relationship between prices and marriages observed 
after  1800  as  evidence  for  the  collapse  of Malthus’  hypothesis  and  indeed  a  paradox  in 
terms of his model. However, the positive relationship would then remain to be explained, 
so  it would be far more satisfactory  if  it was possible to understand the change within the 
context of Malthus’ position. The following presents a simple model where this is the case. 
As previously explained, Ogle (1890) considered that an increase in the price of wheat might 
suggest  that  exports  are  on  the  rise, which Ogle  saw  as  evidence  of mounting  economic 
prosperity.  More  broadly  speaking,  what  Ogle  meant  was  that  the  English  economy 
experienced an economic boom. An economic boom would  imply not only that exports are 








analysis  would  consist  of  two  components.  The  first  component  would  concern  the 
aggregate  demand  for  marriages  (i.e.  the  marriage  rate)  and  its  relationship  with  the 
economy’s total output. Following Malthus (1798), marriage means children with whom the 
family’s  resources must  be  shared.  If  such  anticipated  sharing means  living  below  one’s 
expected life‐style, then marriage will be delayed until economic conditions improve. Under 





   t tM M Y ,          (3) 
 
where  it  is assumed  that   M    is continuous and monotonic, with Y measuring aggregate 
output in real terms. 
The second component of the framework would be a standard AS‐AD model, comprising the 
economy’s aggregate demand and  supply of goods. As usual,  the  supply  curve  is upward‐











From  the  initial  equilibrium  (points  marked  0  in  Figure  4),  two  types  of  shocks  are 
responsible for a price increase (panel a): an upward (rightward) shift in the AD‐curve (i.e. a 
positive demand shock) and an upward (leftward) shift in the AS‐curve (i.e. a negative supply 
shock).  It  follows  that  the  impact  on  the marriage  rate  depends  on  the  type  of  shock:  a 
negative supply shock reduces the marriage rate (the point marked A in panel a); a positive 
demand shock increases the marriage rate (the point marked B in panel a). Whereas the first 










Next,  two  types  of  shocks  are  responsible  for  a  price  reduction  (panel  b):  a  downward 




A  in panel b). Again, whereas  the  first observation  supports Malthus  conjectures  (a price 
reduction  causes  a  marriage  rate  increase),  the  second  observation  favours  of  Ogle’s 
speculations (a price decrease causes a marriage rate decrease). 












































rates,  as  Ogle  (1890) was  able  to  observe.  This  suggests  that  supply  shocks were more 
pronounced  when  Malthus  studied  the  economy,  whereas  demand  shocks  were  more 
prevalent a century  later when Ogle studied the economy, a prediction which can be made 
subject to testing. 




import  from  elsewhere.  Demand  shocks—which  in  any  case  had  probably  been  less 






The  analysis  performed  above  suggests  that  Malthus’  position—if  we  interpret  it  as  a 
positive  relationship  between  output  and  marriages—leaves  ample  room  for  a  positive 
relationship between prices and marriages. Conveniently,  then, as  the above analysis also 
established,  this  interpretation  of Malthus’  theory makes  Ogle’s  apparent  paradox—that 
prices  and marriages  are  positively  correlated—perfectly  compatible with  the Malthusian 
story. 
The timing of the end of the Malthusian era has been subject to much debate. A key part of 
Malthus’  story was  the  preventive  check mechanism.  If  this  is  identified with  a  negative 
relationship between prices and marriages, then the Malthusian era ended by the beginning 







In  any  case,  an  obvious  implication  of  this  current  work  is  that  marriage  rates  can  be 
understood  to  be  indicative  of  economic  distress  in  England  from  at  least  the  sixteenth 
century until  the early  twentieth century.  In addition,  the price of wheat  is  seen  to be an 
important determinant of a key demographic variable until very recent times. Although this 
latter at  least might  initially seem as unlikely as Malthus’  famous ostrich  theory,66 we  feel 
that the evidence is conclusive. 
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Data 
Crude Marriage Rates:   
1541‐1836  Wrigley & Schofield (1981, Table A3.3)  
1837‐1965  UK Office of National Statistics (www.statistics.gov.uk) 
 
Price of Wheat:   
From Mitchell (1962, pp. 486‐9) and (1971, p. 193): 
1541‐1593  “Exeter” series 
1594‐1629  “Eton College” series 
1630‐1770  “Winchester College” series 
1771‐1965  Gazette series 
