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Zusammenfassung
Gegenstand dieser Arbeit ist die Untersuchung von Finanzmarktmodellen, in
denen fu¨r den An- und Verkauf von Finanzgu¨tern Kosten anfallen, sogenann-
te Transaktionskosten.
Zentrales Thema ist dabei zuna¨chst ein Portfoliooptimierungsproblem in einem
verallgemeinerten Black-Scholes-Modell.
Im ersten Kapitel betrachten wir dabei einen allgemeinen Ansatz mit n Aktien
und einem festverzinslichen Wertpapier. Die behandelte Optimierungsaufgabe be-
steht darin, die asymptotische Portfoliorendite
R = lim inf
t→∞
1
t
E(logXt)
zu maximieren, wobei Xt den Portfoliowert zum Zeitpunkt t bezeichnet. Die zu-
grundegelegte Transaktionskostenstruktur setzt sich aus fixen (d.h. zum Portfo-
liowert proportionalen) und proportionalen (d.h. zum Transaktionsvolumen pro-
portionalen) Kosten zusammen. Wir leiten zuna¨chst eine Darstellung des Wert-
prozesses her, in der keine absoluten Gro¨ßen, sondern nur die relativen Anteile
der Werte der Besta¨nde in den einzelnen Aktien am Gesamtwert des Portfolios
auftreten. Dies geschieht in der Hoffnung, daß diese sogenannten Wertanteile sich
in gewisser Weise stationa¨r verhalten. Tatsa¨chlich gelingt es uns, fu¨r eine relativ
flexible und plausibel erscheinende Klasse von Strategien (Konstante-Grenzen-
Strategien) eine gewisse Art von Stationarita¨t nachzuweisen. Wir ko¨nnen die
asymptotische Rendite dann mit erneuerungstheoretischen Methoden auf das
Verhalten der Wertanteile in einer
”
typischen“ Periode zwischen zwei Handels-
zeitpunkten zuru¨ckfu¨hren.
Im zweiten Kapitel untersuchen wir dann speziell ein Modell mit nur 2 Aktien und
keinem Bond. Wir unterscheiden dabei hinsichtlich der Transaktionskostenstruk-
tur den Fall, daß die Transaktionskosten u¨ber das Konto einer (vorher ausgezeich-
neten) der Aktien abgebucht werden, und den Fall, daß die Transaktionskosten
u¨ber ein zusa¨tzliches Festgeldkonto abgebucht werden, welches bei jeder Trans-
aktion durch entsprechende (Netto-)Aktienverka¨ufe ausgeglichen werden muß. In
beiden Fa¨llen ko¨nnen wir durch Zuru¨ckfu¨hrung auf das bereits bekannte Ergeb-
nis fu¨r ein entsprechendes Modell mit einer Aktie und einem Bond die optimalen
Strategien bestimmen.
Zum Abschluß der Arbeit wenden wir uns schließlich der Frage zu, inwieweit
Transaktionskosten geeignet sind, um Arbitragemo¨glichkeiten aus Finanzma¨rk-
ten zu eliminieren (und somit mehr stochastische Prozesse als Preisprozesse ver-
wendbar zu machen). In Verallgemeinerung eines bereits bekannten Resultats
zeigen wir, daß fu¨r eine großen Klasse von Preisprozessen schon beliebig kleine
und rein proportionale Transaktionskosten genu¨gen, um die betrachteten Ma¨rkte
arbitragefrei zu machen.
Abstract
In this thesis we investigate models for financial markets, in which an investor
has to bear costs for buying or selling assets, so-called transaction costs.
At first, we focus on a portfolio optimization problem in a generalized Black-
Scholes model.
In the first chapter we consider a general approach with n stocks and one bond.
The treated problem is to maximize the asymptotic return
R = lim inf
t→∞
1
t
E(logXt)
of a portfolio, where Xt denotes the portfolio value at time t. The underlying
transaction cost structure is composed of fixed (i.e. proportional to the portfo-
lio value) and proportional (i.e. proportional to the transaction volume) costs.
At first, we derive a representation of the value process, which depends not on
absolute values, but only on the relative fractions of the total portfolio value,
that the investor holds in the different stocks. This derivation is motivated by
the hope, that these so-called risky fractions behave in some way stationarily. In-
deed, we can show a certain kind of stationarity for a quite flexible and plausible
class of strategies (Constant-Boundary strategies). Then, using renewal theoretic
methods, we are able to describe the asymptotic return by the behaviour of the
risky fractions in a “typical” period between two trading times.
In the second chapter we focus on a model with only 2 stocks and no bond.
Regarding the transaction cost structure, we distinguish the case, that the trans-
action costs are debited from one of the two stock accounts, and the case, that
the transaction costs are debited from an additional bank account, which has to
be equalized by corresponding (net-)sellings of stocks. In both cases we can de-
termine optimal strategies by reducing the problem to the already known result
for the corresponding model with one stock and one bond.
In the last chapter, we finally investigate, to which extent transaction costs are
qualified to eliminate arbitrage opportunities from financial markets (which could
qualify a larger class of stochastic processes to be used as price processes). In ge-
neralization of an already known result, we show that for a large class of price
processes arbitrarily small and pure proportional costs are sufficient to make the
corresponding markets arbitrage free.
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Einleitung
In den klassischen Finanzmarktmodellen sowohl zur Derivatbewertung als auch
zur Portfoliooptimierung wird in der Regel unterstellt, daß Investoren Finanzgu¨ter
stets beliebig oft und in beliebig hohem Ausmaß handeln ko¨nnen, ohne dafu¨r Ko-
sten tragen zu mu¨ssen. Nun ist wohlbekannt, daß diese Annahme nicht die Rea-
lita¨t widerspiegelt. In der Praxis treten die verschiedensten Arten von Kosten fu¨r
Transaktionen auf, z.B. Broker- bzw. Bo¨rsengebu¨hren, Telefonkosten, Kosten zur
Informationsbeschaffung, Opportunita¨tskosten fu¨r den investierten Zeitaufwand
etc. All diese Kosten fassen wir im folgenden unter dem Begriff Transaktionsko-
sten zusammen.
Natu¨rlicherweise stellt sich nun die Frage, ob die Vernachla¨ssigung von Transak-
tionskosten einen im Rahmen der beim U¨bergang von der Realita¨t zum mathema-
tischen Modell ohnehin erforderlichen Vereinfachung akzeptablen Abstraktions-
schritt darstellt, oder ob die hierdurch begangene Verzerrung zu vollkommen un-
praktikablen oder gar irrefu¨hrenden Vorhersagen bzw. Handlungsempfehlungen
fu¨hrt. Dabei wird die Antwort im allgemeinen natu¨rlich vom konkreten Modell
und vor allem von dessen Verwendungszweck abha¨ngen.
In dieser Arbeit bescha¨ftigen wir uns mit Finanzmarktmodellen, in denen Trans-
aktionskosten erfaßt und von herausgehobener Bedeutung fu¨r die Struktur der
jeweils untersuchten Fragestellungen sind.
Im den ersten beiden Kapiteln, die den Hauptteil der Arbeit bilden, bescha¨ftigen
wir uns dabei mit einem Portfoliooptimierungsproblem in einem verallgemeiner-
ten Black-Scholes-Modell. Im ersten Kapitel untersuchen wir ein Modell mit n
Aktien und einen Bond. Das betrachtete Problem ist die Maximierung der asymp-
totischen Rendite
R = lim inf
t→∞
1
t
E(logXt), (1)
wobei Xt den Portfoliowert zum Zeitpunkt t bezeichnet. Das entsprechende Pro-
blem ohne Transaktionskosten, das wir hier noch einmal kurz in Abschnitt 1.1
abhandeln, wurde bereits von Merton(1969) gelo¨st. Es stellt sich heraus, daß die
optimale Strategie darin besteht, die relativen Anteile der Werte der Besta¨nde
in den einzelnen Aktien am gesamten Portfoliowert (im folgenden Wertanteile
genannt) konstant gleich einem bestimmten Wert ηˆ ∈ Rn zu halten. Es ist unmit-
telbar ersichtlich, daß diese Strategie kontinuierlichen Handel erfordert, also un-
endlich viele Transaktionen in beliebig kleinen Zeitintervallen. Dies ist natu¨rlich
alleine schon technisch nicht in der Realita¨t umsetzbar; entscheidender ist aber,
daß auch eine na¨herungsweise Umsetzung in der Realita¨t kein zufriedenstellendes
Ergebnis liefert, da der vom Modell vorgeschlagene sehr hochfrequente Handel zu
sehr hohen Transaktionskosten fu¨hrt. Die Hoffnung, daß ein Modell, in welchem
Transaktionskosten vernachla¨ssigt werden, zu einem auch mit Transaktionskosten
plausiblen Ergebnis fu¨hrt, schla¨gt hier also fehl.
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Zur Gewinnung realistischerer Modelle wurden in der Literatur verschiedene Vor-
schla¨ge zur Einbeziehung von Transaktionskosten gemacht, als ga¨ngige Typen
seien hierbei
• konstante Kosten (jede Transaktion kostet einen festen Betrag),
• fixe Kosten (jede Transaktion kostet einen zum aktuellen Portfoliowert pro-
portionalen Betrag),
• proportionale Kosten (jede Transaktion kostet einen zum Transaktionsvo-
lumen proportionalen Betrag)
genannt. Dabei ha¨ngen sowohl die Berechenbarkeit als auch die Plausibilita¨t der
jeweiligen Lo¨sungen natu¨rlich neben der konkreten Modellspezifikation und der
zu maximierenden Gro¨ße auch vom unterstellten Transaktionskostentyp ab. Im
Spezialfall n = 1 wurde von Irle und Sass(2006) eine Lo¨sung fu¨r das oben be-
schriebene Problem unter fixen und proportionalen Kosten gefunden, und es
zeigte sich, daß diese eine plausible Struktur hat. Sie kann durch 4 Parameter
a∗ < α∗ < β∗ < b∗ beschrieben werden. Der Investor greift stets ein, sobald
der Wertanteil in der Aktie das Intervall (a∗, b∗) verla¨ßt, da die Abweichung vom
optimalen Wertanteil ηˆ dann gerade so groß ist, daß er zur Korrektur des Wertan-
teils erforderliche Kosten in Kauf nimmt. Da die Kosten eine fixe Komponente
enthalten, handelt der Investor nicht nur in infinitesimalem Umfang, da sie aber
auch eine proportionale Komponente enthalten, ha¨ngt der neu gewa¨hlte Wertan-
teil auch vom bestehenden Wertanteil ab: Ist dieser a∗, wa¨hlt der Investor α∗ als
neuen Wertanteil, ist dieser b∗, so wa¨hlt er β∗.
Motiviert durch dieses positive Ergebnis erscheint es sinnvoll, sich auch im n-
Aktien-Fall mit einer aus fixen und proportionalen Kosten bestehenden Transak-
tionskostenstruktur zu bescha¨ftigen. Die explizite Beschreibung einer optimalen
Strategie erscheint zum gegenwa¨rtigen Zeitpunkt jedoch utopisch.
Im ersten Kapitel werden wir immerhin ein Strukturresultat angeben, daß inner-
halb einer
”
vernu¨nftigen“ Klasse von Strategien die Zuru¨ckfu¨hrung der asymp-
totischen Rendite auf das Verhalten der Wertanteile in einer
”
typischen“ Peri-
ode zwischen zwei Handelszeitpunkten ermo¨glicht. Hierzu transformieren wir in
Abschnitt 1.2 zuna¨chst das Modell dahingehend, daß sowohl Handelsstrategien
als auch der zugeho¨rigen Wertprozeß nicht mehr von absoluten Gro¨ßen, sondern
nur noch von den Wertanteilen in den einzelnen Aktien abha¨ngen. In Abschnitt
1.3 betrachten wir dann sogenannte Konstante-Grenzen-Strategien, die fu¨r den
n-dimensionalen Fall die natu¨rliche Verallgemeinerung jener oben vorgestellten
Klasse von (durch 4 Parameter a < α < β < b beschreibbaren) Strategien bildet,
in der sich im 1-Aktien-Fall die optimale befand. Wir weisen zuna¨chst nach, daß
die Folge der Wertanteile zu den Handelszeitpunkten (piτk)k∈N0 eine Harris-Kette
ist, und nutzen dies zur Konstruktion eines (allerdings um eine Periode verzo¨ger-
ten) Regenerationsschemas fu¨r den aus den Wertanteilen und den Zeitspannen
zwischen den Handelszeitpunkten bestehenden Prozeß (piτk , τk − τk−1)k∈N0.
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Dies ermo¨glicht es uns schließlich, die oben angeku¨ndigte Darstellung der asymp-
totischen Rendite in der Form
R = r +
Eξ(h(piτ1))
Eξ(τ1)
, (2)
zu gewinnen, wobei r die zugrundegelegte Zinsrate ist, ξ die invariante Vertei-
lung der Harris-Kette (piτk)k∈N0 bezeichnet, und h eine (konkret bestimmbare)
Funktion ist. In einem Anhang zu Kapitel 1 werden schließlich einige erneue-
rungstheoretische Resultate fu¨r r-unabha¨ngige Zufallsgro¨ßen bewiesen, die in der
Literatur nicht exakt in der zur Herleitung von (2) beno¨tigten Form zu finden
waren.
Im zweiten Kapitel betrachten wir eine Variante des im ersten Kapitel behan-
delten Modells ohne Bond und mit genau n = 2 Aktien. Wir untersuchen dabei
zuna¨chst den Fall, daß die Transaktionskosten u¨ber das Konto einer (vorher aus-
gezeichneten) der beiden Aktien abgebucht werden, fu¨r diese Buchung jedoch
keine neuerlichen Transaktionskosten fa¨llig werden. Unter Verwendung eines Nu-
merairewechsels ko¨nnen wir dieses Modell auf die Situation mit einem Bond und
einer Aktie zuru¨ckfu¨hren und somit eine optimale Strategie angeben. Als zweiten
Ansatz betrachten wir dann den (etwas realistischeren) Fall, daß die Transak-
tionskosten u¨ber ein Festgeldkonto abgebucht werden, welches bei jeder Trans-
aktion durch entsprechende (Netto-)Aktienverka¨ufe wieder ausgeglichen werden
muß. Mit aufwendigeren U¨berlegungen als im ersten Fall ko¨nnen wir auch dieses
Modell wieder auf die Situation mit einem Bond und einer Aktie zuru¨ckfu¨hren.
Damit schließen wir die Behandlung des Portfoliooptimierungsproblems und des
zugeho¨rigen Modellrahmens ab, und wenden uns zum Abschluß der Arbeit noch
einmal einer anderen Fragestellung im Zusammenhang mit Transaktionskosten
zu.
Ein wohlbekanntes Problem in der Modellierung von Finanzma¨rkten ist, daß die
Verwendung bestimmter stochastische Prozesse (wie z.B. Fraktionaler Brown-
scher Bewegung), die aus empirischer Sicht sehr gut zur Modellierung der Preis-
entwicklung von Finanzgu¨tern geeignet erscheinen, in friktionslosen Ma¨rkten au-
tomatisch zu Arbitragemo¨glichkeiten fu¨hren. Wir bescha¨ftigen uns im dritten und
letzten Kapitel dieser Arbeit mit der Fragestellung, inwieweit Transaktionsko-
sten geeignet sind, um solche unerwu¨nschten Arbitragepha¨nomene zu beseitigen.
Guasoni(2006) zeigt, fu¨r eine große Klasse von stochastischen Prozessen bereits
beliebig kleine und rein proportionale Kosten hinreichend sind, um eine gewisse
Art von Arbitrage zu verhindern. Wir zeigen in dieser Arbeit, daß dieses Resul-
tat sogar unter Verwendung eines schwa¨cheren Arbitragebegriffs (na¨mlich ohne
Beru¨cksichtigung von Liquidationskosten) gu¨ltig bleibt.
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1 Portfoliooptimierung unter fixen und propor-
tionalen Transaktionskosten im n-Aktien-Fall
1.1 Portfoliooptimierung ohne Transaktionskosten
Als Einstieg und Referenzpunkt soll in diesem Abschnitt das in dieser Arbeit
behandelte Portfoliooptimierungsmodell zuna¨chst ohne Transaktionskosten be-
handelt werden. Wie wir sehen werden, la¨ßt sich ohne allzu große Mu¨he eine
explizite Lo¨sung finden. Dieses Problem wurde bereits in verschiedenen Arbeiten
behandelt, fu¨r eine explizite Darstellung siehe etwa Morton und Pliska(1995).
Wir betrachten ein Modell mit einem Bond S0 und n Aktien S1, . . . , Sn. Der
Preisprozeß (St)t∈[0,∞) = ((S
0
t , . . . , S
n
t )
T )t∈[0,∞) genu¨ge den stochastischen Diffe-
rentialgleichungen
dS0t = rS
0
t dt,
dSit = µiS
i
tdt+
n∑
j=1
σijS
i
tdW
j
t , i ∈ {1, . . . , n}, (3)
mit den Startwerten Si0 = 1 fu¨r alle i ∈ {0, . . . , n}.
Dabei seien r ≥ 0, µ1, . . . , µn ∈ R, σij ∈ R so, daß die Matrix σ = {σij}i,j∈{1,...,n}
positiv definit ist, und schließlich W = (W 1, . . . ,W n)T ein n-dimensionaler Wie-
nerprozeß mit Standardfiltration F = (Ft)t∈[0,∞). Außerdem sei im folgenden
µ := (µ1, . . . , µn)
T .
Es bezeichne ηit den Anteil des Gesamtwertes eines Portfolios, der im i-ten risi-
kobehafteten Finanzgut gehalten wird. Ein zula¨ssiger Anteilsprozeß sei in diesem
Abschnitt ein Rn-wertiger, zu F adaptierter, progressiv-meßbarer, beschra¨nkter
Prozeß. Zu einem zula¨ssigen Anteilsprozeß (ηt)t∈[0,∞) = ((η
1
t , . . . , η
n
t )
T )t∈[0,∞) sei
der Wertprozeß (Xηt )t∈[0,∞) bei Selbstfinanzierung gegeben durch die Lo¨sung der
SDE
dX
η
t =
(1−
∑n
i=1 η
i
t)X
η
t
S0t
dS0t +
n∑
i=1
ηitX
η
t
Sit
dSit
= (1−
n∑
i=1
ηit)X
η
t rdt+
n∑
i=1
ηitX
η
t (µidt+
n∑
j=1
σijdW
j
t ) (4)
mit dem festen Anfangswert Xη0 = X0 > 0.
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Die Ito-Formel liefert
d logXηt = (1−
n∑
i=1
ηit)rdt+
n∑
i=1
ηit(µidt+
n∑
j=1
σijdW
j
t )
−
1
2
n∑
j=1
(
n∑
i=1
ηitσij)
2dt
= ((1− ηTt 1¯)r + η
T
t µ−
1
2
ηTt σσ
Tηt)dt+ η
T
t σdWt, (5)
wobei hier und im folgenden
1¯ = (1, . . . , 1)T (6)
sei. Gesucht sind die optimale asymptotische Rendite
Rˆ := sup
η zula¨ssig
lim inf
t→∞
1
t
E(logXηt ) (7)
und ein zula¨ssiger Anteilsprozeß ηˆ mit
Rˆ = lim inf
t→∞
1
t
E(logX ηˆt ). (8)
Gema¨ß (5) gilt fu¨r jedes zula¨ssige η
E(logXηt ) = log x+ E(
∫ t
0
((1− ηTs 1¯)r + η
T
s µ−
1
2
ηTs σσ
Tηs)ds). (9)
Da der Integrand konkav in ηs ist, ergibt sich ηˆ schon durch Berechnung der
(eindeutig bestimmten) Nullstelle des zugeho¨rigen Gradienten. Somit gilt
ηˆ ≡ (σσT )−1(µ− r1¯). (10)
Die optimale asymptotische Wachstumsrate ist gegeben durch
Rˆ = (1− ηˆT 1¯)r + ηˆTµ−
1
2
ηˆTσσT ηˆ
= r +
1
2
(µ− r1¯)T (σσT )−1(µ− r1¯). (11)
1.2 Fixe und proportionale Transaktionskosten
Die im vorigen Abschnitt erhaltene Strategie zur Maximierung der asymptoti-
schen Rendite besteht darin, die Wertanteile in den Aktien permanent gleich der
erhaltenen Konstante ηˆ zu halten. Bezeichnet hit die Anzahl der Einheiten der
i-ten Aktie, die zum Zeitpunkt t gehalten werden, so ergibt sich also
hit = ηˆ
X
ηˆ
t
Sit
, (12)
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wobei die explizite Gestalt von X ηˆt aus (5) ablesbar ist. Hieraus la¨ßt sich leicht
ersehen, daß die gewu¨nschte Strategie permanenten kontinuierlichen Handel er-
fordert. Da in der Praxis fu¨r jede Transaktion Kosten anfallen, ist die erhaltene
Strategie also nicht einmal approximativ umsetzbar, da die Kosten in einem ge-
gebenen Zeitintervall mit zunehmender Anna¨herung an kontinuierlichen Handel
beliebig groß werden. Transaktionskosten stellen daher im Rahmen des betrachte-
ten Portfoliooptimierungsproblems einen Aspekt der Realita¨t dar, der nicht ver-
nachla¨ssigt werden sollte. In dieser Arbeit betrachten wir einen verha¨ltnisma¨ßig
allgemeinen Typ von Transaktionskosten, der sowohl fixe Kosten (d.h. zum ak-
tuellen Portfoliowert proportionale Kosten) als auch proportionale Kosten (d.h.
zum Umfang der jeweiligen Transaktion proportionale Kosten) beru¨cksichtigt.
In diesem Abschnitt werden wir zuna¨chst die oben beschriebene Transaktions-
kostenfunktion sowie die zur Beschreibung des Handels und der Portfolioentwick-
lung beno¨tigten Begriffe einfu¨hren. Hauptziel wird es dann sein, das Portfolio-
optimierungsproblem wie im Fall ohne Transaktionskosten so zu transformieren,
daß anstelle absoluter Gro¨ßen nur noch die Wertanteile in den einzelnen Aktien
betrachtet werden.
Wir gehen von einem Modell aus, in dem kein short selling zugelassen ist. Es
wird daher die Menge
M := {pi = (pi1, . . . , pin)T ∈ [0, 1]n :
n∑
i=1
pii ≤ 1} (13)
spa¨ter den zula¨ssigen Bereich fu¨r die Wertanteile in den Aktien darstellen.
Die Transaktionskostenfunktion sei im folgenden gegeben durch
c : (0,∞)× Rn 7→ (0,∞), (x,∆) 7→ δx+
n∑
i=1
γi|∆i|, (14)
wobei δ ∈ (0, 1), γ1, . . . , γn ∈ [0, 1− δ). Dabei bezeichnet δ den Anteil des Port-
foliowertes und γi den Anteil des Transaktionsvolumens in der i-ten Aktie, der
fu¨r jede Transaktion bezahlt werden muß.
Aus der Definition von c ergibt sich sofort
|c(x,∆)− c(x,∆′)| <
n∑
i=1
|∆i −∆
′
i| (15)
fu¨r alle x > 0,∆,∆′ ∈ Rn mit ∆ 6= ∆′ und
c(x,−pi1x, . . . ,−pinx) < x (16)
fu¨r alle x > 0, pi ∈M.
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Aus den Wertanteilen aller Aktien la¨ßt sich unmittelbar der Anteil des Wer-
tes der gehaltenen Bonds am Portfoliowert berechnen, da sich die Wertanteile zu
1 aufaddieren mu¨ssen. Es erweist sich deshalb die folgende Notation als nu¨tzlich:
Fu¨r jedes pi = (pi1, . . . , pin)T ∈ M sei im folgenden
pi0 := 1−
n∑
i=1
pii. (17)
Wir ko¨nnen nun die wichtigsten Gro¨ßen zur Formalisierung des Handels und der
Portfolioentwicklung in unserem Modell einfu¨hren.
1.2.1 Definition
(i) Eine Impulskontrollstrategie K˜ = (τk,∆k)k∈N0 ist gegeben durch Stopzeiten
0 = τ0 ≤ τ1 ≤ . . . ≤ ∞ mit P (τk → ∞) = 1 und durch Fτk -meßbare R
n-wertige
Zufallsvariablen (∆k)k∈N0.
(ii) Im folgenden sei ein festes Startvermo¨gen X0 = x > 0 gegeben. Eine Im-
pulskontrollstrategie heißt zula¨ssig, wenn zu jedem Startanteil pi0 = pi ∈ M
(0,∞)-wertige Prozesse
• (Xt)t∈[0,∞) (Wertprozeß),
• (Vk)k∈N0 (neuer Wertprozeß)
und M-wertige Prozesse
• (pit)t∈[0,∞) = ((pi
1
t , . . . , pi
n
t )
T )t∈[0,∞) (Anteilsprozeß),
• (ηk)k∈N0 = ((η
1
k, . . . , η
n
k )
T )k∈N0 (neuer Anteilsprozeß)
so existieren, daß fu¨r alle fu¨r k ∈ N0 auf {τk <∞} gilt
Vk = Xτk − c(Xτk ,∆k), (18)
ηik =
piiτkXτk +∆
i
k
Vk
, i ∈ {1, . . . , n}, (19)
Xt =
n∑
i=0
ηik
Sit
Siτk
Vk, t ∈ (τk, τk+1], (20)
piit =
ηikVkS
i
t
SiτkXt
, t ∈ (τk, τk+1], i ∈ {1, . . . , n}. (21)
Im folgenden sei
Ppi := P (·|pi0 = pi) (22)
fu¨r alle pi ∈M, und wir bezeichnen den bezu¨glich Ppi gebildeten Erwartungswert
mit Epi.
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Soll deutlich gemacht werden, auf welche Impulskontrollstrategie K˜ sich bestimm-
te Kenngro¨ßen beziehen, so geschieht dies als Superindex, etwa XK˜t .
(iii) Zu einer zula¨ssigen Impulskontrollstrategie K˜ ist die asymptotische Rendite
bei Startanteil pi ∈M gegeben durch
RK˜(pi) = lim inf
t→∞
1
t
Epi(logX
K˜
t ). (23)
Im Portfoliooptimierungsproblem ohne Transaktionskosten erwies es sich als nu¨tz-
lich, den Wertprozeß allein in Abha¨ngigkeit von der Entwicklung der Wertanteile
darzustellen. Unser Ziel ist nun, eine entsprechende Darstellung in der Situation
mit Transaktionskosten zu gewinnen. Zuna¨chst zeigen wir, daß eine Impulskon-
trollstrategie schon eindeutig durch die zugeho¨rigen neuen Wertanteile bestimmt
ist und daß umgekehrt jede zula¨ssige Belegung der neuen Wertanteile durch eine
geeignete Impulskontrollstrategie erreicht werden kann. Es la¨ßt sich dann recht-
fertigen, die Klasse der zula¨ssigen Handelsstrategien nicht mehr u¨ber die Trans-
aktionen selbst sondern u¨ber die neuen Wertanteile zu beschreiben.
1.2.2 Definition
Eine Neue-Wertanteile-Strategie (kurz NW-Strategie) (τk, ηk)k∈N0 ist gegeben durch
Stopzeiten 0 = τ0 ≤ τ1 ≤ . . . ≤ ∞ mit P (τk → ∞) = 1, und durch Fτk-meßbare
M-wertige Zufallsvariablen ηk.
1.2.3 Lemma
Seien x > 0 und pi ∈M.
(i) Es sei
D(x, pi) := {∆ ∈ Rn : piix+∆i ≥ 0 fu¨r alle i ∈ {1, . . . , n},
pi0x− c(x,∆)−
n∑
i=1
∆i ≥ 0}. (24)
Dann ist D(x, pi) 6= ∅, und fu¨r alle ∆ ∈ D(x, pi) gilt x− c(x,∆) > 0.
Eine Impulskontrollstrategie (τk,∆k)k∈N0 ist genau dann zula¨ssig, wenn fu¨r alle
k ∈ N0 gilt ∆k ∈ D(Xτk , piτk).
(ii) Es sei
fx,pi : D(x, pi) 7→ M, ∆ 7→ (
pi1x+∆1
x− c(x,∆)
, . . . ,
pinx+∆n
x− c(x,∆)
)T . (25)
Dann gilt ηK˜k = fXK˜τk ,pi
K˜
τk
(∆k) fu¨r jede zula¨ssige Impulskontrollstrategie K˜ und
jedes k ∈ N0, und die Abbildung fx,pi ist eine Bijektion.
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Beweis:
(i) Man beachte zuna¨chst, daß fu¨r alle ∆ ∈ Rn gilt
x− c(x,∆) =
n∑
i=1
(piix+∆i) + (pi0x− c(x,∆)−
n∑
i=1
∆i). (26)
Sei ∆ := (−pi1x, . . . ,−pinx)T . Gema¨ß (16) gilt x − c(x,∆) > 0 und somit folgt
aus (26) sofort ∆ ∈ D(x, pi), also D(x, pi) 6= ∅.
Sei nun ∆ ∈ D(x, pi). Dann zeigt (26) zuna¨chst x− c(x,∆) ≥ 0. Wa¨ren alle n+1
Summanden auf der rechten Seite 0, so folgte ∆ = ∆ und somit der Widerspruch
x− c(x,∆) = 0, also gilt x− c(x,∆) > 0.
Die letzte Aussage folgt nun sofort aus (18) und (19).
(ii) Die erste Aussage folgt wiederum sofort aus (18) und (19). Im folgenden
seien f1, . . . , fn die Koordinatenfunktionen von fx,pi.
Wir zeigen zuna¨chst, daß fx,pi injektiv ist.
Angenommen, es existierten ∆, ∆˜ ∈ D(x, pi) mit fx,pi(∆) = fx,pi(∆˜) und ∆ 6= ∆˜.
Wir ko¨nnen ohne Einschra¨nkung annehmen, daß ein i mit ∆i > ∆˜i existiert.
1. Fall: Es existiert ein j mit ∆j < ∆˜j.
Dann gilt
fi(∆)fj(∆˜) =
(piix+∆i)(pijx+ ∆˜j)
(x− c(x,∆))(x− c(x, ∆˜))
>
(piix+ ∆˜i)(pijx+∆j)
(x− c(x,∆))(x− c(x, ∆˜))
= fi(∆˜)fj(∆), (27)
ein Widerspruch.
2. Fall: Es gilt ∆j ≥ ∆˜j fu¨r alle j.
Dann gilt unter Beachtung von (15)
(
n∑
j=1
fj(∆))(1−
n∑
j=1
fj(∆˜)) =
(
∑n
j=1(pi
jx+∆j))(pi0x− c(x, ∆˜)−
∑n
j=1 ∆˜
j)
(x− c(x,∆))(x− c(x, ∆˜))
>
(
∑n
j=1(pi
jx+ ∆˜j))(pi0x− c(x,∆)−
∑n
j=1∆
j)
(x− c(x,∆))(x− c(x, ∆˜))
= (
n∑
j=1
fj(∆˜))(1−
n∑
j=1
fj(∆)), (28)
ein Widerspruch.
Also ist fx,pi injektiv.
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Wir zeigen nun, daß fx,pi surjektiv ist.
Sei b = (b1, . . . , bn)T ∈ M. Es ist fx,pi(∆) = 0, wir ko¨nnen also b 6= 0 und damit
ohne Einschra¨nkung b1 > 0 annehmen.
Fu¨r i ∈ {1, . . . , n} sei
β : [−pi1x,∞) 7→ Rn, y 7→ (y,
b2
b1
(y+ pi1x)− pi2x, . . . ,
bn
b1
(y+ pi1x)− pinx)T , (29)
und es seien β1, . . . , βn die Koordinatenfunktionen von β. Des weiteren sei
h : [−pi1x,∞) 7→ R, y 7→ pi
0x− c(x, β(y))−
n∑
i=1
βi(y). (30)
h ist stetig, streng monoton fallend (wg. (15)) und unter Beachtung von (16) gilt
h(−pi1x) > 0, lim
y→∞
h(y) = −∞. (31)
Also existiert gema¨ß Zwischenwertsatz genau ein m ∈ (−pi1x,∞) mit h(m) = 0,
und insgesamt ergibt sich
{y : h(y) ≥ 0} = [−pi1x,m]. (32)
Da alle Funktionen βi streng monoton steigend sind, folgt nun direkt aus (24),
daß
{y : β(y) ∈ D(x, pi)} = [−pi1x,m] (33)
gilt. Wegen
n∑
i=1
fi(β(−pi
1x)) = 0,
n∑
i=1
fi(β(m)) = 1 (34)
existiert (wiederum gema¨ß Zwischenwertsatz) ein y∗ ∈ [−pi1x,m] mit
n∑
i=1
fi(β(y
∗)) =
n∑
i=1
bi. (35)
Dann ist ∆∗ := β(y∗) ∈ D(x, pi), und es gilt
fi(∆
∗) =
bi
b1
f1(∆
∗) fu¨r alle i ∈ {1, ..., n}, (36)
n∑
i=1
fi(∆
∗) =
n∑
i=1
bi. (37)
Hieraus folgt sofort fi(∆
∗) = bi fu¨r alle i ∈ {1, . . . , n}, also fx,pi(∆∗) = b und
somit die Behauptung.
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1.2.4 Folgerung
Die Abbildung
f : {K˜ : K˜ zula¨ssige Impulskontrollstrategie} 7→ {K : K NW-Strategie},
K˜ 7→ ((τ K˜k )k∈N0, (η
K˜
k )k∈N0) (38)
ist eine Bijektion.
Beweis:
Sei K = (τKk , η
K
k )k∈N0 eine NW-Strategie. Wir definieren
∆K0 := f
−1
X0,pi0
(ηK0 ) (39)
und induktiv
∆Kk := f
−1
X
τK
k
,pi
τK
k
(ηKk ), (40)
wobeiXτK
k
, piτK
k
wie in (18)-(21) definiert seien und somit bereits durch ∆K0 , . . . ,∆
K
k−1
eindeutig festgelegt sind. Gema¨ß Lemma 1.2.3 (i),(ii) ist die Impulskontrollstra-
tegie
β(K) := (τKk ,∆
K
k )k∈N0 (41)
zula¨ssig, und aus Lemma 1.2.3 (ii) folgt, daß die hierdurch definierte Funktion β
Umkehrabbildung zu f ist.
Aus der obigen Folgerung ergibt sich sofort, daß ebenso eine Bijektion zwischen
solchen Impulskontrollstrategien mit Wertanteilen in bestimmten Teilmengen von
M und entsprechenden NW-Strategien besteht, fu¨r uns werden dabei spa¨ter die
Fa¨lle int(M) und
M′ = {pi ∈M : pii > 0 fu¨r alle i ∈ {1, . . . , n}} (42)
von Bedeutung sein.
1.2.5 Bemerkung
Sei f die Bijektion aus Folgerung 1.2.4 und N ⊆M. Es seien
S˜2 := {K˜ zul. Impulskontrollstrategie : η
K˜
k ∈ N fu¨r alle k ∈ N0},
S2 := {K NW-Strategie : η
K
k ∈ N fu¨r alle k ∈ N0}. (43)
Dann ist f | eS2 eine Bijektion zwischen S˜2 und S2.
Folgerung 1.2.4 rechtfertigt, daß wir im folgenden NW-Strategien zur Beschrei-
bung von Handelsstrategien heranziehen werden. Zuna¨chst dru¨cken wir nun die
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Wertentwicklung eines Portfolios in Abha¨ngigkeit von der Entwicklung der Wertan-
teile aus.
Im folgenden sei fu¨r t ∈ [0,∞)
Mt := sup{k ∈ N0 : τk < t}. (44)
1.2.6 Satz
Sei (τk,∆k)k∈N0 eine zula¨ssige Impulskontrollstrategie mit η
i
k > 0 fu¨r alle k ∈
N0, i ∈ {1, . . . , n}.
(i) Fu¨r alle k ∈ N0, i ∈ {1, . . . , n} ist
Aik := sign(∆
i
k) = sign(η
i
k(1− δ −
n∑
j=1
γj|
η
j
k
ηik
piiτk − pi
j
τk
|)− piiτk). (45)
(ii) Fu¨r alle k ∈ N0 ist
Vk =
1− δ +
∑n
i=1 γiA
i
kpi
i
τk
1 +
∑n
i=1 γiA
i
kη
i
k
Xτk . (46)
(iii) Gilt ηk ∈ int(M) fu¨r alle k ∈ N0 (und somit auch pit ∈ int(M) fu¨r alle
t ∈ (0,∞)), so ist fu¨r alle t ∈ (0,∞)
Xt = X0e
rt
η0Mt
pi0t
1− δ +
∑n
i=1 γiA
i
0pi
i
0
1 +
∑n
i=1 γiA
i
0η
i
0
Mt∏
k=1
η0k−1
pi0τk
1− δ +
∑n
i=1 γiA
i
kpi
i
τk
1 +
∑n
i=1 γiA
i
kη
i
k
. (47)
Beweis:
(i) Seien k ∈ N0, i ∈ {1, . . . , n}. Aus (18), (19) und (14) ergibt sich
∆ik = η
i
k(Xτk(1− δ)−
n∑
j=1
γj|∆
j
k|)− pi
i
τk
Xτk
= ηik(Xτk(1− δ)−
n∑
j=1
γj|
η
j
k
ηik
(piiτkXτk +∆
i
k)− pi
j
τk
Xτk |)− pi
i
τk
Xτk . (48)
Definiere nun allgemein fu¨r x > 0, η, pi ∈M mit ηi > 0
gx,pi,η : R 7→ R,
z 7→ ηi(x(1− δ)−
n∑
j=1
γj|
ηj
ηi
(piix+ z)− pijx|)− piix. (49)
Wie man sofort nachrechnet, gilt gx,pi,η(−pi
ix) > −piix, des weiteren ist gx,pi,η
stetig, konkav und fu¨r die rechtsseitige Ableitung gilt
lim
z→∞
g′x,pi,η(z) < 0. (50)
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Es folgt, daß gx,pi,η auf (−piix,∞) genau einen Fixpunkt z∗ besitzt und daß gilt
sign(z∗) = sign(gx,pi,η(0))
= sign(ηi(1− δ −
n∑
j=1
γj |
ηj
ηi
pii − pij |)− pii). (51)
Wegen ∆ik = gXτk ,piτk ,ηk(∆
i
k) folgt die Behauptung.
(ii) Aus (18), (19) und (14) ergibt sich
Vk = (1− δ)Xτk −
n∑
i=1
γiA
i
k(η
i
kVk − pi
i
τk
Xτk), (52)
auflo¨sen nach Vk liefert (46).
(iii) (20) und (21) liefern fu¨r alle k ∈ N und t ∈ (τk−1, τk]
Xt = (η
0
k−1e
r(t−τk−1) +
n∑
i=1
piitXt
Vk−1
)Vk−1 (53)
und somit
Xt =
η0k−1
pi0t
er(t−τk−1)Vk−1. (54)
Durch Einsetzen in (46) und Induktion ergibt sich
VMt = V0e
rτMt
Mt∏
k=1
(
η0k−1
pi0τk
1− δ +
∑n
i=1 γiA
i
kpi
i
τk
1 +
∑n
i=1 γiA
i
kη
i
k
). (55)
Die Behauptung folgt nun aus (46) und (54).
Wie bereits oben angeku¨ndigt, werden wir den Handel im folgenden nicht mehr
durch Impulskontrollstrategien sondern durch NW-Strategien beschreiben. Wir
fu¨hren zuna¨chst einige Bezeichnungen ein.
1.2.7 Definition
(i) Sei f die Bijektion aus Folgerung 1.2.4. Zu einer NW-Strategie K werden der
Wertanteilsprozeß (piKt )t∈[0,∞), der Wertprozeß (X
K
t )t∈[0,∞) und die asymptotische
Rendite RK (bzw. RK(x)) definiert durch die entsprechenden Gro¨ßen zu der zu-
geho¨rigen Impulskontrollstrategie K˜ = f−1(K).
(ii) Die Art des Handels wird fu¨r i ∈ {1, . . . , n} und pi, η ∈M mit ηi > 0 definiert
durch
Ai(pi, η) := sign(ηi(1− δ −
n∑
j=1
γj|
ηj
ηi
pii − pij |)− pii). (56)
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Zu einer gegebenen NW-Strategie K mit ηik > 0 fu¨r alle k ∈ N0, i ∈ {1, . . . , n}
setzen wir
(Aik)
K := Ai(piKτk , η
K
k ) (57)
fu¨r alle k ∈ N0 und i ∈ {1, . . . , n}; gema¨ß Bemerkung 1.2.5 und Satz 1.2.6 (i) gilt
also
(Aik)
K = sign((∆ik)
f−1(K)), (58)
wobei f wiederum die Bijektion aus Folgerung 1.2.4 ist.
(iii) Fu¨r alle pi, η ∈ int(M) sei
g(pi, η) = log(
η0
pi0
) + log(
1− δ +
∑n
i=1 γiA
i
k(pi, η)pi
i
1 +
∑n
i=1 γiA
i
k(pi, η)η
i
). (59)
Fu¨r den Rest dieses Abschnitts seit eine NW-Strategie mit ηk ∈ int(M) fu¨r alle
k ∈ N0 gegeben. Unter Benutzung von Satz 1.2.6 ko¨nnen wir die asymptotische
Rendite einer solchen Strategie auf recht einfache Weise mit der oben eingefu¨hr-
ten Funktion g beschreiben.
1.2.8 Bemerkung
Aus Satz 1.2.6 (iii) ergibt sich durch Logarithmieren und Indexverschiebung so-
fort
logXt = logX0 + rt+ log(
pi00
pi0t
) +
Mt∑
k=0
g(piτk , ηk). (60)
Gilt lim supt→∞
1
t
E(log pi0t ) = 0, so folgt also
RK = r + lim inf
t→∞
1
t
E(
Mt∑
k=0
g(piτk , ηk)). (61)
Die Darstellung (61) wird der wesentliche Ausgangspunkt unserer U¨berlegungen
in Abschnitt 1.3 sein. Wir brauchen außerdem noch einige technische Resultate
u¨ber die Entwicklung des Wertanteilsprozesses zwischen zwei Handelszeitpunk-
ten.
Hierzu erweist es sich als nu¨tzlich, den Wertprozeß ohne Handel (Xt)t∈[0,∞) und
den Anteilsprozeß ohne Handel (pit)t∈[0,∞) einzufu¨hren, welche definiert sind durch
X t :=
n∑
i=0
ηi0V0S
i
t , pi
i
t :=
ηi0V0S
i
t
Xt
. (62)
fu¨r alle t ∈ [0,∞) und i ∈ {1, . . . , n}.
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1.2.9 Satz
Der Prozeß (pit)t∈[0,∞) genu¨gt den stochastischen Differentialgleichungen
dpiit = (pi
i
t((ei − pit)
T (µ− r1− σσTpit)))dt+ (pi
i
t(ei − pit)
Tσ)dWt (63)
fu¨r alle i ∈ {1, . . . , n}, wobei ei den i-ten Einheitsvektor bezeichne.
Der infinitesimale Generator L von (pit)t∈[0,∞) ist folglich gegeben durch
Lu(x) =
n∑
i=1
xi(ei − x)
T (µ− r1− σσTx)
∂u(x)
∂xi
+
1
2
n∑
i=1
n∑
j=1
xixj(ei − x)
TσσT (ej − x)
∂2u(x)
∂xi∂xj
(64)
fu¨r alle u ∈ C2(int(M)).
Beweis:
Sei i ∈ {1, . . . , n}. Fu¨r l ∈ {1, . . . , n} sei
gl := η
l
0V0. (65)
Dann gilt fu¨r alle t ∈ [0,∞)
glS
l
t = pi
l
tX t. (66)
Es folgt
dXt =
n∑
l=0
gldS
l
t
= (rpi0t +
n∑
l=1
µlpi
l
t)X tdt+
n∑
j=1
n∑
l=1
piltX tσljdW
j
t , (67)
d[X]t =
n∑
j=1
(
n∑
l=1
piltXtσlj)
2dt, (68)
d[Si, X]t =
n∑
j=1
n∑
l=1
piltX tσljσijS
i
tdt. (69)
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Die Ito-Formel liefert nun
dpiit = d
giS
i
t
Xt
=
gi
Xt
dSit −
giS
i
t
X
2
t
dX t −
gi
X
2
t
d[Si, X]t +
giS
i
t
X
3
t
d[X]t
= piitµidt+
n∑
j=1
piitσijdW
j
t
−piit(rpi
0
t +
n∑
l=1
µlpi
l
t)dt− pi
i
t(
n∑
j=1
n∑
l=1
piltσlj)dW
j
t
−piit(
n∑
j=1
n∑
l=1
piltσljσij)dt+ pi
i
t(
n∑
j=1
(
n∑
l=1
piltσlj)
2)dt
= (piit((ei − pit)
T (µ− r1− σσTpit)))dt+ (pi
i
t(ei − pit)
Tσ)dWt. (70)
Eine in Abschnitt 1.3 entscheidend beno¨tigte Eigenschaft des Anteilsprozesses
ist, daß der infinitesimale Generator des zugeho¨rigen Prozesses ohne Handel
gleichma¨ßig elliptisch auf (in Rn) abgeschlossenen Teilmengen von int(M) ist.
Dies wird im folgenden Satz nachgewiesen.
1.2.10 Satz
Fu¨r alle x ∈ Rn sei
Σ(x) := (xixj(ei − x)
TσσT (ej − x))i,j∈{1,...,n}
= Diag(x)(En − 1x
T )σσT (En − 1x
T )TDiag(x), (71)
wobei En die n-dimensionale Einheitsmatrix und Diag(x) die Matrix mit den
Eintra¨gen von x auf der Diagonalen und 0 außerhalb der Diagonalen bezeichne.
Sei A ⊆ Rn mit A ⊆ int(M). Dann existieren λ,Λ mit 0 < λ < Λ so, daß fu¨r alle
x ∈ A und alle v ∈ Rn gilt
λvTv ≤ vTΣ(x)v ≤ ΛvTv. (72)
Beweis:
Sei x ∈ int(M). Offensichtlich sind Diag(x) und σ invertierbar. Durch elementare
Zeilenumformungen (Subtraktion der 1. Zeile von der i-ten Zeile fu¨r i = 2, . . . , n)
la¨ßt sich (En − 1xT ) in die Matrix
1− x1 −x2 −x3 . . . −xn
−1 1 0 . . . 0
−1 0 1 . . . 0
...
...
...
...
...
−1 0 0 . . . 1
 (73)
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transformieren, was die Invertierbarkeit von (En − 1xT ) zeigt. Somit ist Σ(x)
positiv definit. Wir setzen nun fu¨r alle x ∈ A
g1(x) := inf
vT v=1
vTΣ(x)v, g2(x) := sup
vT v=1
vTΣ(x)v. (74)
Fu¨r jedes x ∈ A ist die Abbildung v 7→ vTΣ(x)v stetig, also gilt
0 < g1(x) ≤ g2(x) <∞. (75)
Nun folgt (da g1 und g2 auch stetig sind)
0 < inf
x∈A
g1(x) ≤ sup
x∈A
g2(x) <∞, (76)
also leisten
λ := inf
x∈A
g1(x), Λ := sup
x∈A
g2(x) (77)
das Gewu¨nschte.
1.3 Konstante-Grenzen-Strategien
Der wesentliche Nutzen der Betrachtung von Wertanteilen statt absoluten Gro¨ßen
bestand im Portfoliooptimierungsproblem ohne Transaktionskosten darin, daß
sich das optimale Verhalten des Investors im Zeitablauf nicht mehr a¨nderte. Die
im vorigen Abschnitt gewonnene Darstellung (61) fu¨r die asymptotische Rendite
einer NW-Strategie legt nahe, daß auch im Problem mit Transaktionskosten eine
gewisse Art von Stationarita¨t vorliegt.
Es erscheint daher das folgende Vorgehen eines Investors sinnvoll. Zu Beginn des
betrachteten Zeitraums wa¨hlt er eine ihm gu¨nstig erscheinende Zusammenstel-
lung der Wertanteile, welche sich dann durch die zufa¨lligen Kursschwankungen
der Aktien a¨ndert und somit ungu¨nstiger werden kann. Um Transaktionskosten
zu vermeiden, akzeptiert der Investor diese Entwicklung bis zu einem gewissen
Ausmaß. Sobald der Wertanteilsprozeß jedoch ein bestimmtes vorher festgelegtes
Gebiet A verla¨ßt, sieht er sich gezwungen zu intervenieren und die Wertanteile
neu festzulegen, und zwar auf einen Punkt innerhalb des als gu¨nstig erachte-
ten Gebiets A. Da die Transaktionskosten auch eine proportionale Komponen-
te enthalten, wird die Wahl dieses neuen Wertanteils davon abha¨ngen, auf wel-
chem Randpunkt das Gebiet A verlassen wurde. Da das zuku¨nftige Verhalten des
Wertanteilsprozesses jedoch nicht von der insgesamt oder seit der letzten Trans-
aktion vergangenen Zeit abha¨ngt, werden diese Gro¨ßen keinen Einfluß auf die
Wahl des Investors haben; wir ko¨nnen jene daher als Funktion φ mit Definitions-
bereich ∂A darstellen. Nun wartet der Investor erneut, bis der Wertanteilsprozeß
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das Gebiet A verla¨ßt, und wa¨hlt wiederum neue Wertanteile, die durch die Funk-
tion φ bestimmt werden. Dieses Verhalten setzt er nun immer weiter fort.
Die in diesem Abschnitt erfolgende Untersuchung einer solchen Klasse von Stra-
tegien wird zusa¨tzlich dadurch motiviert, daß die optimale Lo¨sung fu¨r das von
uns betrachtete Problem im Spezialfall n = 1 tatsa¨chlich eine Strategie der be-
schriebenen Form ist, wie in der Arbeit von Irle und Sass(2006) gezeigt wird.
Das Hauptziel dieses Abschnitts ist, die asymptotische Rendite einer Strategie
der oben beschriebenen Form durch die Konstruktion eines Regenerationssche-
mas auf das Verhalten der Wertanteile in einer
”
typischen“ Periode zwischen zwei
Handelszeitpunkten zuru¨ckzufu¨hren.
Zuna¨chst geben wir eine formale Definition der untersuchten Klasse von Strate-
gien an.
1.3.1 Definition
Eine NW-Strategie (τk, ηk)k∈N0 heiße Konstante-Grenzen-Strategie (kurz KG-
Strategie), wenn eine offene, zusammenha¨ngende Menge A mit A¯ ⊆ int(M),
eine abgeschlossene Menge B ⊆ A und eine meßbare Funktion φ : M 7→ B
existieren mit
ηk = φ(piτk), τk+1 = inf{t ≥ τk|pit 6∈ A} (78)
fu¨r alle k ∈ N0.
Wir bezeichnen eine KG-Strategie mit (A,B, φ).
Des weiteren sei im folgenden
h :M 7→ R, x 7→ g(x, φ(x)). (79)
Fu¨r jedes Wahrscheinlichkeitsmaß µ auf (M,B(M)) sei im folgenden
Pµ :=
∫
Px(·)µ(dx), (80)
und wir bezeichnen den zugeho¨rigen Erwartungswert mit Eµ.
Fu¨r jede KG-Strategie K = (A,B, φ) gilt gema¨ß (61) also
RK(x) = r + lim inf
t→∞
1
t
Ex(
Mt∑
k=0
h(piτk)). (81)
Im folgenden sei eine KG-Strategie (A,B, φ) gegeben. Aus der starken Marko-
veigenschaft des Preisprozesses der Finanzgu¨ter folgt, daß (piτk)k∈N0 (bzgl. jedes
Maßes Px) eine zeit-homogene Markovkette mit Zustandsraum (M,B(M)) ist,
wobei hier und im folgenden B(T ) die Borelsche σ-Algebra auf einem topologi-
schen Raum T bezeichne. Es sei Q der U¨bergangskern zu (piτk)k∈N0. Man beachte,
daß fu¨r alle k ≥ 1 sogar piτk ∈ ∂A gilt, d.h. ∂A ist Zustandsraum der Markovkette
(piτk)k≥1.
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Der folgende Satz liefert die fu¨r die von uns beabsichtigte Konstruktion eines
Regenerationsschemas entscheidende technische Eigenschaft von Q (bzw. von
(piτk)k∈N0). Der Beweis ist an den Beweis von Theorem 7.4.3 in Pinsky(1995)
angelehnt.
1.3.2 Satz
Q ist ein streng aperiodischer Harris-Kern mit Regenerationsmenge M, d.h. es
existieren ein Wahrscheinlichkeitsmaß Ψ auf (M,B(M)) und ein α ∈ (0, 1) mit
Q(x, C) ≥ αΨ(C) (82)
fu¨r alle x ∈M, C ∈ B(M).
Beweis:
Sei D offen mit C2-Rand, B ⊆ D und D ⊆ A. Wir setzen
τD := inf{t > 0 : pit 6∈ D}. (83)
Nach Pinsky(1995, Theorem 3.6.5) existiert zu jedem r ∈ C2(D) ein ur ∈ C
2(D)
mit
Lur = 0 auf D, ur|∂D = r|∂D, (84)
wobei L der infinitesimale Generator des Anteilsprozesses ohne Handel gema¨ß
(64) sei.
Da die Prozesse (pit)t∈[0,∞) und (pit)t∈[0,∞) auf (0, τ1] und somit auch auf (0, τD]
u¨bereinstimmen, liefert die Feynman-Kac-Formel nun fu¨r alle x ∈ M (unter
Beachtung von Px(pi0 = φ(x)) = 1)
Exr(piτD) = Exur(piτD) = ur(φ(x)). (85)
Satz 1.2.10 zeigt, daß fu¨r L die Harnack-Ungleichung (siehe Pinsky(1995, Theo-
rem 4.0.1) gilt, d.h. es existiert ein α > 0 so, daß fu¨r alle r ∈ C2(D) und alle
x, y ∈M gilt
Eyr(piτD)
Exr(piτD)
=
ur(φ(x))
ur(φ(y))
≥ α. (86)
Wir zeigen nun, daß fu¨r alle x, y ∈M die Verteilungen P
piτD
x und P
piτD
y a¨quivalent
sind mit
dP
piτD
y
dP
piτD
x
≥ α. (87)
Angenommen, es existierte ein A ∈ B(M) mit
P
piτD
y (A)
P
piτD
x (A)
< α. (88)
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Wir ko¨nnen ohne Einschra¨nkung A ⊆ D annehmen, da P
piτD
x , P
piτD
y auf D kon-
zentriert sind. Da D (mit einer beliebigen Norm versehen) polnischer Raum ist,
existieren eine kompakte Menge A′ ⊆ A und eine offene Menge A′′ ⊇ A mit
P
piτD
y (A′′)
P
piτD
x (A′)
< α, (89)
siehe z.B. Bauer(1990, Lemma 26.2). Sei nun r eine C∞-Zerlegung der Eins, d.h.
es gelte r ∈ C∞(D) mit r|A′ ≡ 1, r|(A′′)c ≡ 0 und r(x) ∈ [0, 1] fu¨r alle x ∈ D. Fu¨r
dieses r gilt
Eyr(piτD)
Exr(piτD)
≤
P
piτD
y (A′′)
P
piτD
x (A′)
< α, (90)
was den gewu¨nschten Widerspruch liefert. Somit ist (87) nachgewiesen.
Wir fixieren nun ein (beliebiges) x∗ ∈M und setzen Ψ := Q(x∗, ·). Dann folgt fu¨r
alle y ∈M und alle C ∈ B(M) mit der starken Markoveigenschaft von (pit)t∈[0,∞)
Q(y, C) = P
piτ1
y (C)
=
∫
∂D
Py(piτ1 ∈ C|piτD = z)P
piτD
y (dz)
≥ α
∫
∂D
Py(piτ1 ∈ C|piτD = z)P
piτD
x∗ (dz)
= αP
piτ1
x∗ (C)
= αΨ(C). (91)
Die oben nachgewiesene Harris-Kern-Eigenschaft von Q ko¨nnte nun direkt zur
Konstruktion eines Regenerationsschemas fu¨r den Prozeß (piτk)k∈N0 herangezo-
gen werden. Da fu¨r die asymptotische Rendite jedoch zusa¨tzlich die Zeitspannen
τk − τk−1 zwischen zwei Handelszeitpunkten relevant sind, interessieren wir uns
fu¨r den Prozeß (piτk , τk − τk−1)k∈N0. Zu dessen Untersuchung fu¨hren wir zuna¨chst
einige Bezeichnungen ein.
Im folgenden seien α und Ψ wie in Satz 1.3.2 gewa¨hlt. Sei S :=M×[0,∞)×{0, 1}
und S := B(S). Fu¨r η ∈ {0, 1} sei
pη :=
{
α, falls η = 0,
1− α, falls η = 1.
(92)
Des weiteren sei fu¨r alle x ∈M, C ∈ B(M)
Qˆ(x, C) :=
Q(x, C)− αΨ(C)
1− α
. (93)
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Wir definieren einen U¨bergangskern Q∗ auf (S,S) durch
Q∗((x, t, 0), C ×D × {η}) = pηΨ(C)
∫
Px(τ1 ∈ D|piτ1 = y)Ψ(dy|C), (94)
Q∗((x, t, 1), C ×D × {η}) = pηQˆ(x, C)
∫
Px(τ1 ∈ D|piτ1 = y)Qˆ(x, dy|C),(95)
wobei die angegebenen Integrale 0 seien, wenn die verwendeten elementaren be-
dingten Wahrscheinlichkeitsmaße nicht existieren.
Sei (Ω′,A′, (P˜(x,t,η))(x,t,η)∈S, (Zk, tk, ηk)k∈N0) kanonisches Modell zu Q
∗. Wir setzen
P˜x := αP˜(x,0,0) + (1− α)P˜(x,0,1) (96)
und
P˜µ :=
∫
P˜x(·)µ(dx) (97)
fu¨r jedes Wahrscheinlichkeitsmaß µ auf (M,B(M)).
Wir schreiben im folgenden oft kurz P˜ fu¨r P˜(x,t,η), wenn die jeweilige Aussage fu¨r
alle P˜(x,t,η) gilt.
Des weiteren seien Ak := σ((Zj, tj)0≤j≤k) und Ck := σ((Zj, tj, ηj)0≤j≤k) fu¨r alle
k ∈ N0.
Schließlich definieren wir Zufallsgro¨ßen (Tk)k∈N durch
T0 := 0, Tj := inf{k > Tj−1 : ηk−1 = 0}. (98)
Das folgende Lemma zeigt, wie die Harris-Eigenschaft der Markov-Kette (piτk)k∈N0
benutzt werden kann, um ein
”
um eine Periode verzo¨gertes“ Regenerationssche-
ma fu¨r die Markov-Kette (piτk , τk − τk−1)k∈N0 zu konstruieren.
Insbesondere zeigt Teil (iv), daß das zuku¨nftige Verhalten des (mit (piτk)k∈N0 ver-
teilungsgleichen) Prozesses (Zk)k∈N0 ab einem der Zeitpunkte Tj (j ∈ N) weder
von j noch vom Verhalten des Prozesses bis zu diesem Zeitpunkt abha¨ngt. Die
Zeitpunkte (Tj)j∈N werden daher auch als Regenerationszeiten von (Zk)k∈N0 be-
zeichnet.
Im folgenden gelte stets die Konvention τ−1 = 0.
1.3.3 Lemma
(i) Fu¨r alle x ∈M und alle C ∈ B((M× [0,∞))N0) gilt
Px((piτk , τk − τk−1)k∈N0 ∈ C) = P˜x((Zk, tk)k∈N0 ∈ C). (99)
(ii) Fu¨r jedes j ∈ N ist Tj − 1 Stopzeit bzgl. (Ck)k∈N0 und fu¨r jedes j ∈ N0 ist Tj
randomisierte Stopzeit bzgl. (Ak)k∈N0 , d.h. fu¨r alle k ∈ N0 gilt
P˜ (Tj > k|Ak) = P˜ (Tj > k|A∞). (100)
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(iii) Fu¨r alle C ∈ B(SN0) und alle j ∈ N gilt
P˜ ((ZTj+k, tTj+k, ηTj+k)k≥1 ∈ C|CTj−1) = P˜Ψ((Zk, tk, ηk)k≥1 ∈ C). (101)
(iv) Fu¨r alle C ∈ B((M× {0, 1})N0) und alle j ∈ N gilt
P˜ ((ZTj+k, ηTj+k)k≥0 ∈ C|CTj−1) = P˜Ψ((Zk, ηk)k≥0 ∈ C). (102)
Beweis:
(i) Sei x ∈ M. Es genu¨gt zu zeigen, daß die Prozesse (piτk , τk − τk−1)k∈N0 und
((Zk, tk)k∈N0) (bzgl. Px bzw. P˜x) die gleiche Startverteilung und den gleichen
U¨bergangskern besitzen. Seien D ∈ B(M) und E ∈ B([0,∞)). Dann gilt
P˜x((Z0, t0) ∈ D ×E) = 1(x,0)∈D×E
= Px((pi0, τ0 − τ−1) ∈ D × E), (103)
was die Gleichheit der Startverteilungen zeigt. Seien nun m ∈ N0, z ∈ M und
t ∈ [0,∞). Da ηm von (Zm, tm) unabha¨ngig ist (wie man leicht aus der Definition
von Q∗ abliest), gilt
P˜x((Zm+1, tm+1) ∈ D × E|Zm = z, tm = t)
= αP˜x((Zm+1, tm+1) ∈ D ×E|Zm = z, tm = t, ηm = 0)
+(1− α)P˜x((Zm+1, tm+1) ∈ D ×E|Zm = z, tm = t, ηm = 1)
= αQ∗((z, t, 0), D × E × {0, 1}) + (1− α)Q∗((z, t, 1), D × E × {0, 1})
= αΨ(D)
∫
Pz(τ1 ∈ E|piτ1 = y)Ψ(dy|D)
+(1− α)Qˆ(z,D)
∫
Pz(τ1 ∈ E|piτ1 = y)Qˆ(z, dy|D)
= α
∫
Pz(τ1 ∈ E|piτ1 = y)Ψ(dy ∩D)
+(1− α)
∫
Pz(τ1 ∈ E|piτ1 = y)Qˆ(z, dy ∩D)
=
∫
Pz(τ1 ∈ E|piτ1 = y)Q(z, dy ∩D)
= Pz(τ1 ∈ E ∩ piτ1 ∈ D)
= Px((piτm+1 , τm+1 − τm) ∈ D ×E|piτm = z, τm − τm−1 = t). (104)
(ii) Seien j, k ∈ N. Es gilt
{Tj > k} = {|{m ≤ k − 1 : ηm = 0}| ≤ j − 1} ∈ Ck−1, (105)
also ist Tj − 1 Stopzeit bzgl. (Ck)k∈N0.
Die zweite Aussage ist fu¨r j = 0 oder k = 0 trivial, wir zeigen also fu¨r j, k ∈ N
P˜ (Tj > k|Ak) = P˜ (Tj > k|A∞). (106)
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Man beachte zuna¨chst, daß fu¨r alle C ∈ B(SN0) gilt
P˜ ((Zk+l, tk+l, ηk+l)l≥1 ∈ C|Ck−1,Ak)
= E˜(P˜ ((Zk+l, tk+l, ηk+l)l≥1 ∈ C|Ck)|Ck−1,Ak)
= E˜(P˜(Zk ,tk,ηk)((Yl, tl, ηl)l≥1 ∈ C)|Ck−1,Ak)
= αP˜(Zk,tk,0)((Yl, tl, ηl)l≥1 ∈ C) + (1− α)P˜(Zk,tk ,1)((Yl, tl, ηl)l≥1 ∈ C),
wobei fu¨r die letzte Gleichheit zu beachten ist, daß ηk unabha¨ngig von σ(Ck−1,Ak)
ist. Sei
Ck+1,∞ := σ((Zk+l, tk+l, ηk+l)l≥1). (107)
Die obige Rechnung zeigt (da der erhaltene Ausdruck Ak-meßbar ist), daß fu¨r
alle F ∈ Ck+1,∞ gilt
P˜ (F |Ck−1,Ak) = P˜ (F |Ak). (108)
Wir wollen nun folgern, daß fu¨r alle G ∈ Ck−1 gilt
P˜ (G|Ak, Ck+1,∞) = P˜ (G|Ak) (109)
und somit erst recht
P˜ (G|A∞) = P˜ (G|Ak), (110)
was mit G := {Tj > k} die Behauptung liefert.
Seien dazu F ∈ Ck+1,∞, G ∈ Ck−1 und H ∈ Ak. Dann gilt∫
F∩H
1GdP˜ =
∫
G∩H
1FdP˜
=
∫
G∩H
P˜ (F |Ck−1,Ak)dP˜
=
∫
G∩H
P˜ (F |Ak)dP˜
=
∫
G
P˜ (F ∩H|Ak)dP˜
=
∫
P˜ (G|Ak)P˜ (F ∩H|Ak)dP˜
=
∫
F∩H
P˜ (G|Ak)dP˜ . (111)
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(iii) Seien C ∈ B(SN0) und j ∈ N. Es gilt
P˜ ((ZTj+k, tTj+k, ηTj+k)k≥1 ∈ C|CTj−1)
= E˜(P˜ ((ZTj+k, tTj+k, ηTj+k)k≥1 ∈ C|CTj )CTj−1)
= E˜(P˜(ZTj ,0,ηTj )((Zk, tk, ηk)k≥1 ∈ C)|CTj−1)
= E˜(ZTj−1,0,0)(P˜(Z1,0,η1)((Zk, tk, ηk)k≥1 ∈ C))
= α
∫
P˜(x,0,0)((Zk, tk, ηk)k≥1 ∈ C)Ψ(dx)
+(1− α)
∫
P˜(x,0,1)((Zk, tk, ηk)k≥1 ∈ C)Ψ(dx)
= P˜Ψ((Zk, tk, ηk)k≥1 ∈ C). (112)
(iv) Die Aussage la¨ßt sich analog zu (iii) beweisen.
Per Definition ist T1 bezu¨glich P˜Ψ geometrisch verteilt mit Parameter α, also
gilt E˜Ψ(T1) =
1
α
<∞. Gema¨ß Alsmeyer (1991, 8.3.1) wird somit durch
ξ(C) := αE˜ψ(
T1−1∑
k=0
1{Zk∈A}) (113)
(fu¨r alle C ∈ B(M)) die eindeutig bestimmte invariante Verteilung von (Zk)k∈N0
definiert. Mit dem u¨blichen Erweiterungsschluß ergibt sich, daß fu¨r jede positive
oder beschra¨nkte meßbare Funktion f :M 7→ R gilt∫
f(x)ξ(dx) = αE˜Ψ(
T1−1∑
k=0
f(Zk)). (114)
Das vorstehende Lemma wird uns in Satz 1.3.5 die Zuru¨ckfu¨hrung der asympto-
tischen Rendite auf das Verhalten des Prozesses (Zk, tk)k∈N0 in einem Zyklus zwi-
schen zwei Regenerationzeiten ermo¨glichen. Das nun folgende Lemma ermo¨glicht
dann die Zuru¨ckfu¨hrung auf das Verhalten des Prozesses in einer
”
typischen“ Pe-
riode zwischen zwei Handelszeitpunkten.
1.3.4 Lemma
(i) Es gilt
sup
x∈M
E˜x(
T2−1∑
k=0
tk) <∞ (115)
und
E˜ξ(t1) = αE˜Ψ(
T2−1∑
k=T1
tk). (116)
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(ii) Es gilt fu¨r jedes beschra¨nkte, meßbare f
sup
x∈M
E˜x(
T1−1∑
k=0
|f(Zk)|) <∞ (117)
und
E˜ξ(f(Z1)) = αE˜Ψ(
T1−1∑
k=0
f(Zk)). (118)
Beweis:
(i) Wir zeigen zuna¨chst
sup
x∈M
Ex(τ1) <∞. (119)
Sei L der infinitesimale Generator von (pit)t∈[0,∞) (siehe (64)). Des weiteren sei
u : A 7→ R stetig und erfu¨lle die Gleichung Lu = 1 auf A (zur Existenz von u
siehe Pinsky(1995, Theorem 3.3.1)). Dann liefert die Feynman-Kac-Formel fu¨r
alle x ∈M und alle m ∈ N
Ex(u(piτ1∧m)) = u(φ(x)) + Ex(
τ1∧m∫
0
Lu(pis)ds) (120)
und somit
Ex(τ1 ∧m) ≤ 2 sup
y∈A
|u(y)|. (121)
Per Grenzu¨bergang m→∞ folgt mit dem Satz von der monotonen Konvergenz
die gewu¨nschte Aussage (119).
Im folgenden sei
M :=
sup
x∈M
Ex(τ1)
min{α, 1− α}
. (122)
Fu¨r alle x ∈M, t ∈ [0,∞) und D ∈ B([0,∞)) gilt
P˜(x,t,0)(t1 ∈ D) =
∫
Px(τ1 ∈ D|piτ1 = y)Ψ(dy)
≤
1
α
∫
Px(τ1 ∈ D|piτ1 = y)Q(x, dy)
=
1
α
Px(τ1 ∈ D) (123)
und somit
E˜(x,t,0)(t1) ≤M, (124)
entsprechend ergibt sich
P˜(x,t,1)(t1 ∈ D) ≤
1
1− α
Px(τ1 ∈ D) (125)
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und somit
E˜(x,t,1)(t1) ≤M, (126)
insgesamt also
E˜(x,t,η)(t1) ≤M (127)
fu¨r alle (x, t, η) ∈ S.
Nun ergibt sich fu¨r alle x ∈M
E˜x(
T2−1∑
k=0
tk) = E˜x(
∞∑
k=0
tk1{T2>k}) =
∞∑
k=0
E˜x(E˜x(tk1{T2>k}|Ck−1))
=
∞∑
k=0
E˜x(1{T2>k}E˜x(tk|Ck−1)) =
∞∑
k=0
E˜x(1{T2>k}E˜(Zk−1,tk−1,ηk−1)(tk))
≤ M
∞∑
k=0
P˜x(T2 > k) = ME˜x(T2) < ∞. (128)
Somit ist (115) gezeigt. Wir zeigen nun (116).
Es gilt (unter Beachtung der Tatsache, daß P (T1 > k|A∞) Ak-meßbar ist)
E˜ξ(t1) =
∫
E˜x(t1)ξ(dx) = αE˜Ψ(
T1−1∑
k=0
E˜Zk(t1))
= αE˜Ψ(
T1−1∑
k=0
E˜Ψ(tk+1|Ak)) = αE˜Ψ(
∞∑
k=0
E˜Ψ(tk+1|Ak)1{T1>k})
= α
∞∑
k=0
E˜Ψ(E˜Ψ(E˜Ψ(tk+1|Ak)1{T1>k}|A∞))
= α
∞∑
k=0
E˜Ψ(P˜Ψ(T1 > k|A∞)E˜Ψ(tk+1|Ak))
= α
∞∑
k=0
E˜Ψ(E˜Ψ(E˜Ψ(tk+11{T1>k}|A∞)|Ak))
= α
∞∑
k=0
E˜Ψ(tk+11{T1>k}) = αE˜Ψ(
T1−1∑
k=0
tk+1)
= α(E˜Ψ(tT1) + E˜Ψ(
T1−1∑
k=1
tk)) = α(E˜Ψ(tT1) + E˜Ψ(E˜Ψ(
T2−1∑
k=T1+1
tk|CT1−1)))
= αE˜Ψ(
T2−1∑
k=T1
tk), (129)
wobei die vorletzte Gleichheit aus Lemma 1.3.3 (iii) folgt.
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(ii) Unter Beachtung der Beschra¨nktheit von f la¨ßt sich (117) analog zu (115)
nachweisen. Des weiteren gilt
E˜ξ(f(Z1)) =
∫
E˜x(f(Z1))ξ(dx)
=
∫ ∫
f(y)Q(x, dy)ξ(dx)
=
∫
f(x)ξ(dx)
= αE˜Ψ(
T1−1∑
k=0
f(Zk)). (130)
Der folgende Satz ist das Hauptresultat dieses Kapitels und liefert die zu Beginn
des Abschnitts angeku¨ndigte Zuru¨ckfu¨hrung der asymptotischen Rendite auf das
Verhalten der Wertanteile in einer typischen Periode zwischen zwei Handelszeit-
punkten.
1.3.5 Satz
Fu¨r alle x ∈M gilt
RK(x) = r +
Eξ(h(piτ1))
Eξ(τ1)
. (131)
Beweis:
Sei x ∈M. Fu¨r alle t ∈ [0,∞) sei
M˜t := sup{k ∈ N0 :
k∑
l=0
tl ≤ t}. (132)
Es gilt mit Mt gema¨ß (44)
RK(x) = r + lim inf
t→∞
1
t
Ex(
Mt∑
k=0
h(piτk))
= r + lim inf
t→∞
1
t
E˜x(
M˜t+1∑
k=0
h(Zk)), (133)
wobei fu¨r letztere Gleichheit die Beschra¨nktheit von h zu beachten ist.
Fu¨r alle j ∈ N0 seien
Yj :=
Tj+1−1∑
k=Tj
h(Zk), dj :=
Tj+1−1∑
k=Tj
tk (134)
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und fu¨r alle t ∈ [0,∞) sei
N(t) := inf{m ∈ N :
m∑
j=0
dj > t}. (135)
Wir zeigen nun
RK(x) = r + lim inf
t→∞
1
t
E˜x(
N(t)∑
j=0
Yj). (136)
Hierzu beachte man zuna¨chst, daß M˜t + 1 wegen
{M˜t + 1 > k} = {
k∑
l=1
tl ≤ t} ∈ Ck (137)
Stopzeit bzgl. (Ck)k∈N0 ist. Sei nun K := supy∈M |h(y)|. Dann gilt
|E˜x(
N(t)∑
j=0
Yj)− Ex(
M˜t+1∑
k=0
h(Zk))|
≤ E˜x(
TN(t)+1−1∑
k=M˜t+2
|h(Zk)|)
≤ KE˜x((TN(t)+1 − 1)− (M˜t + 1))
= KE˜x(inf{k ≥ 0 : ηk+M˜t+1 = 0})
= KE˜x(E˜(Z
M˜t+1
,t
M˜t+1
,η
M˜t+1
)(inf{k ≥ 0 : ηk = 0}))
≤
K
α
, (138)
also gilt die gewu¨nschte Darstellung (136).
Im folgenden sei fu¨r alle m ∈ N0
Gm := σ((Yj, dj)0≤j≤m). (139)
Analog zu (137) la¨ßt sich zeigen, daß N(t) Stopzeit bzgl. (Gm)m∈N0 ist. Gema¨ß
Lemma 1.3.3 (iv) ist (Yj)j≥1 bzgl. P˜x Folge identisch verteilter Zufallsgro¨ßen; es
gilt P˜ Y1x = P˜
Y0
Ψ und fu¨r alle j ≥ 1 ist Yj unabha¨ngig von Gj−1. Des weiteren
ist gema¨ß Lemma 1.3.4 (ii) Yj fu¨r alle j ∈ N0 integrierbar. Somit liefert die
verallgemeinerte Waldsche Gleichung (Anhang zu Kapitel 1, Satz 1.4.1)
RK(x) = r + lim inf
t→∞
1
t
E˜x(
N(t)∑
j=0
Yj)
= r + lim inf
t→∞
1
t
(E˜x(Y0) + E˜x(N(t))E˜x(Y1))
= r + lim inf
t→∞
1
t
E˜x(N(t))E˜Ψ(Y0). (140)
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Es seien nun
Gm := Gm+1 fu¨r alle m ∈ N0, (141)
d0 := d0 + d1, (142)
dj := dj+1 fu¨r alle j ∈ N, (143)
Sm := d0 + d1 +
m+1∑
j=2
dj (144)
=
m∑
j=0
dj fu¨r alle m ∈ N0. (145)
Gema¨ß Lemma 1.3.3 (iii) ist (dj)j≥1 bzgl. P˜x Folge identisch verteilter Zufalls-
gro¨ßen und fu¨r alle j ∈ N≥2 ist dj unabha¨ngig von Gj−2. Gema¨ß Lemma 1.3.4 (i)
ist dj fu¨r alle j ∈ N0 P˜x-integrierbar.
Des weiteren gilt
N(t) + 1 = inf{m ∈ N0 : Sm > t}. (146)
Das verallgemeinerte elementare Erneuerungstheorem (Anhang zu Kapitel 1, Satz
1.4.2) und wiederum Lemma 1.3.3 (iii) liefern somit
lim
t→∞
1
t
E˜x(N(t) + 1) =
1
E˜x(d1)
=
1
E˜x(d2)
=
1
E˜Ψ(d1)
. (147)
Insgesamt ergibt sich nun unter Beachtung von Lemma 1.3.4
RK(x) = r + lim inf
t→∞
E˜Ψ(Y0)
E˜x(N(t))
t
= r +
E˜Ψ(Y0)
E˜Ψ(d1)
= r +
E˜ξ(h(Z1))
E˜ξ(t1)
= r +
Eξ(h(piτ1))
Eξ(τ1)
. (148)
1.4 Anhang: Erneuerungstheorie fu¨r r-unabha¨ngige Zu-
fallsgro¨ßen
In diesem Anhang zu Kapitel 1 sollen die beiden im Beweis von Satz 1.3.5 be-
nutzten erneuerungstheoretischen Sa¨tze (Waldsche Gleichung, elementares Er-
neuerungstheorem) in den dort beno¨tigten Versionen bewiesen werden. Alle in
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diesem Anhang angegebenen Aussagen sind geringfu¨gige Modifikationen entspre-
chender Darstellungen in Janson(1983).
Im folgenden sei (Xj)j∈N0 ein integrierbarer stochastischer Prozeß, der adaptiert
zu einer Filtration (Aj)j∈N0 ist. Fu¨r alle i, j ≥ 1 seien Xi und Xj identisch verteilt.
Des weiteren existiere ein r ∈ N0 so, daß (Xj+i)i≥r+1 fu¨r alle j ∈ N0 unabha¨ngig
von Aj ist, im folgenden sei r so gewa¨hlt. Schließlich sei
Sm :=
m∑
j=0
Xj (149)
fu¨r alle m ∈ N0.
1.4.1 Satz (Waldsche Gleichung)
Sei τ eine integrierbare Stopzeit (bzgl. (Aj)j∈N0). Dann gilt
E(Sτ+r) = E(X0) + E(τ + r)E(X1). (150)
Beweis:
Wir nehmen zuna¨chst an, daß Xj ≥ 0 fu¨r alle j ∈ N0 gilt. Dann ist
E(Sτ+r) = E(Sr) +
∞∑
j=1
E(Xj+r1{τ≥j})
= E(X0) + rE(X1) +
∞∑
j=1
E(1{τ≥j}E(Xj+r|Aj−1)︸ ︷︷ ︸
=E(X1)
)
= E(X0) + (r +
∞∑
j=1
P (τ ≥ j))E(X1)
= E(X0) + (E(τ) + r)E(X1). (151)
Durch Zerlegung in Positiv- und Negativteil ergibt sich nun die Behauptung in
voller Allgemeinheit.
1.4.2 Lemma
Sei (τn)n∈N Folge integrierbarer Stopzeiten mit E(τn) ∈ (0,∞) fu¨r alle n ∈ N und
limn→∞E(τn) =∞. Dann gilt
(i) lim
n→∞
E(|Xτn|)
E(τn)
= 0, (152)
(ii) lim
n→∞
E(Sτn)
E(τn)
= E(X1). (153)
Beweis:
(i) Wir zeigen, daß fu¨r alle ε > 0 gilt
lim sup
n→∞
E(|Xτn|)
E(τn)
< ε. (154)
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Sei ε > 0. Sei M > 0 so groß, daß gilt E(|X1|1{|X1|>M}) < ε . Nun gilt fu¨r alle
n ∈ N (unter Beachtung von Satz A1)
E(|Xτn|) = E(|Xτn|1{|Xτn |>M}) + E(|Xτn |1{|Xτn |≤M})
≤ E(
τn+r∑
j=0
|Xj|1{|Xj |>M}) +M
= E(|X0|1{|X0|>M}) + E(τn + r)E(|X1|1{|X1|>M}) +M
< εE(τn) + rε+M + E(|X0|), (155)
es folgt die Behauptung.
(ii) Fu¨r alle n ∈ N gilt (unter Beachtung von Satz A1)
E(Sτn)
E(τn)
=
E(Sτn+r)−
r∑
i=1
E(Xτn+i)
E(τn)
=
E(X0) + E(X1)E(τn + r)
E(τn)
−
r∑
i=1
E(Xτn+i)
E(τn)
= E(X1) +
r + E(X0)
E(τn)
−
r∑
i=1
E(Xτn+i)
E(τn)
. (156)
Da τn + i Stopzeit ist, folgt aber fu¨r alle i ∈ {1, . . . , r} aus (155)
lim
n→∞
E(|Xτn+i|)
E(τn)
= 0, (157)
womit die Behauptung bewiesen ist.
1.4.3 Lemma
Es gelte Xj ≥ 0 fu¨r alle j ∈ N0 und E(X1) > 0. Fu¨r alle t ∈ [0,∞) sei
N(t) := inf{m ∈ N : Sm > t}. (158)
Dann gilt
(i) lim
t→∞
E(N(t)) = ∞,
(ii) E(N(t)) < ∞ fu¨r alle t ∈ [0,∞). (159)
Beweis:
(i) Aus dem starken Gesetz der großen Zahlen fu¨r r-unabha¨ngige Zufallsgro¨ßen
folgt
P ( lim
t→∞
N(t) =∞) = 1 (160)
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und somit aus dem Lemma von Fatou die Behauptung.
(ii) Sei t ∈ [0,∞). Aus dem starken Gesetz der großen Zahlen fu¨r r-unabha¨ngige
Zufallsgro¨ßen folgt
P (N(t) <∞) = 1. (161)
Wegen
N(t) ≤ inf{m ∈ N :
m∑
j=0
(Xj ∧ 1) > t} (162)
ko¨nnen wir ohne Einschra¨nkung Xj ≤ 1 fu¨r alle j ∈ N0 annehmen. Es gilt dann
fu¨r alle M ∈ N einerseits
S(N(t)∧M)+r ≤ SN(t)+r ≤ t+ 1 + r, (163)
andererseits gema¨ß Satz A1
E(S(N(t)∧M)+r) = E((N(t) ∧M) + r)E(X1) + E(X0)
≥ E(N(t) ∧M)E(X1), (164)
insgesamt also
E(N(t) ∧M) ≤
t+ 1 + r
E(X1)
. (165)
Mit dem Satz von der monotonen Konvergenz folgt die gewu¨nschte Integrierbar-
keit von N(t).
1.4.4 Satz (elementares Erneuerungstheorem)
Unter den Voraussetzungen von Lemma A3 gilt
lim
t→∞
E(N(t))
t
=
1
E(X1)
. (166)
Beweis:
Sei (tn)n∈N Folge in [0,∞) mit limn→∞ tn =∞. Gema¨ß Lemma A3 ist N(tn) fu¨r
jedes n ∈ N integrierbar und es gilt limn→∞E(N(tn)) =∞. Wegen
0 < SN(tn) − t ≤ XN(tn) (167)
(fu¨r alle n ∈ N) folgt nun aus Lemma A2 (i)
lim
n→∞
SN(tn) − t
E(N(tn))
= 0 (168)
und somit unter Beachtung von Lemma A2 (ii)
lim
n→∞
t
E(N(tn))
= lim
n→∞
(
SN(tn)
E(N(tn))
+
t− SN(tn)
E(N(tn))
)
= E(X1), (169)
womit die Behauptung nachgewiesen ist.
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2 Optimale Portfolios im 2-Aktien-Fall ohne Bond
In diesem Kapitel soll das bisher behandelte Portfolio-Optimierungsproblem fu¨r
den Fall eines aus n = 2 Aktien und keinem Bond bestehenden Marktes un-
tersucht werden. Konkret unterscheiden wir dabei zwei Modelle hinsichtlich der
Transaktionskostenstruktur.
In Abschnitt 2.1 gehen wir davon aus, daß die fu¨r eine Transaktion anfallenden
Kosten vom Guthaben in einer der Aktien abgebucht werden, wobei fu¨r diese
Buchung keine weiteren Kosten anfallen. Dieser Ansatz ist nicht als Spezialfall
im in Kapitel 1 betrachteten Modell enthalten, ermo¨glicht jedoch die Charakteri-
sierung der optimale Strategie durch eine relativ einfache Zuru¨ckfu¨hrung auf die
Ergebnisse von Irle und Sass(2006).
In Abschnitt 2.2 gehen wir davon aus, daß zwar ein Festgeldkonto (bzw. ein Bond)
existiert, u¨ber das die Transaktionen abgebucht werden, der Investor jedoch nur
in die Aktien investieren mo¨chte, und somit den Wert im Festgeldkonto gleich 0
ha¨lt. Dieses Modell la¨ßt sich als Spezialfall des in Kapitel 1 betrachteten anse-
hen und unterscheidet sich von diesem lediglich in der betrachteten Klasse von
Strategien. Mit etwas mehr Aufwand als in Abschnitt 2.1 la¨ßt sich wiederum das
Vorgehen von Irle und Sass(2006) u¨bertragen, um die optimale Strategie charak-
terisieren zu ko¨nnen.
2.1 Abbuchung der Transaktionskosten u¨ber ein Aktien-
konto
Wie in Kapitel 1 seien die Aktienkurse S1, S2 gegeben durch
dS1t = µ1S
1
t dt+ σ11S
1
t dW
1
t + σ12S
1
t dW
2
t , (170)
dS2t = µ2S
2
t dt+ σ21S
2
t dW
1
t + σ22S
2
t dW
2
t , (171)
mit den Startwerten S10 = S
2
0 = 1 und Parametern µ1, µ2, σ11, σ12, σ21, σ22 ∈ R
so, daß die Matrix {σij}i,j=1,2 positiv definit ist, sowie einem zweidimensionalen
Wienerprozeß (W 1,W 2) mit zugeho¨riger Standardfiltration F .
Wir betrachten ein Modell, in dem bei jeder Transaktion der Wert der Ka¨ufe der
einen Aktie durch Verka¨ufe der anderen Aktie in gleicher Ho¨he refinanziert werden
muß. Die Kosten fu¨r eine solche Transaktion werden dann vom Guthaben in der
ersten Aktie abgebucht; fu¨r diese Buchung werden keine weiteren Kosten fa¨llig. Es
ist jede Transaktion also schon eindeutig bestimmt durch die Transaktion ∆ = ∆2
im 2. Finanzgut. Als Kostenfunktion betrachten wir in Analogie zu Kapitel 1 fu¨r
gegebene δ, γ1, γ2 die Funktion
c : (0,∞)× R 7→ (0,∞), (x,∆) 7→ δx+ γ1| −∆| + γ2|∆|
= δx+ γ|∆|, (172)
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wobei γ = γ1 + γ2 gesetzt wurde und wir im folgenden δ ∈ (0, 1), γ ∈ [0, 1 − δ)
annehmen.
Die betrachtete Klasse von Handelsstrategien und die Definition der relevanten
Kenngro¨ßen der Portfolioentwicklung u¨bertragen sich in natu¨rlicher Weise aus
Definition 1.2.1. Man beachte allerdings, daß der fu¨r die Wertanteile zugelassene
Bereich nicht M sondern int(M) entspricht.
2.1.1 Definition und Bemerkung
(i) Eine Impuls-Kontroll-Strategie K˜ = (τk,∆k)k∈N0 sei in diesem Abschnitt ge-
geben durch Stopzeiten 0 = τ0 ≤ τ1 ≤ . . . ≤ ∞ mit P (τk → ∞) = 1 und durch
(0, 1)-wertige Fτk -meßbare Zufallsgro¨ßen (∆k)k∈N0.
(ii) Im folgenden sei ein festes Startvermo¨gen X0 = x > 0 gegeben. Eine Im-
pulskontrollstrategie heißt zula¨ssig, wenn zu jedem Startanteil pi0 = pi ∈ (0, 1)
(0,∞)-wertige Prozesse
• (Xt)t∈[0,∞) (Wertprozeß),
• (Vk)k∈N0 (neuer Wertprozeß)
und (0, 1)-wertige Prozesse
• (pit)t∈[0,∞) (Anteilsprozeß),
• (ηk)k∈N0 (neuer Anteilsprozeß)
so existieren, daß fu¨r alle fu¨r k ∈ N auf {τk <∞} gilt
Vk = Xτk − c(Xτk ,∆k), (173)
ηk =
piτkXτk +∆k
Vk
, (174)
Xt =
(
(1− ηk)
S1t
S1τk
+ ηk
S2t
S2τk
)
Vk, t ∈ (τk, τk+1], (175)
pit =
ηkVkS
2
t
S2τkXt
, t ∈ (τk, τk+1]. (176)
Wie in Kapitel 1 sei
Ppi := P (·|pi0 = pi) (177)
fu¨r alle pi ∈ M, und wiederum bezeichnen wir den bezu¨glich Ppi gebildeten Er-
wartungswert mit Epi.
(iii) Zu einer Impuls-Kontroll-Strategie K˜ ist die asymptotische Rendite bei Start-
anteil pi ∈M gegeben durch
RK˜(pi) = lim inf
t→∞
1
t
Epi(logX
K˜
t ). (178)
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Wie in Kapitel 1 la¨ßt sich zeigen, daß die Portfolioentwicklung schon an der Ent-
wicklung des Wertanteils und des neuen Wertanteils ablesbar ist. Die Aussagen
in den Bemerkungen 2.1.2 und 2.1.3 lassen sich analog zu (bzw. als Spezialfa¨lle
von) Folgerung 1.2.4, Bemerkung 1.2.5 bzw. Satz 1.2.6 nachweisen.
2.1.2 Bemerkung
Sei (τk,∆k)k∈N0 eine zula¨ssige Impulskontrollstrategie.
(i) Fu¨r alle k ∈ N0, i ∈ {1, . . . , n} gilt
Ak = sign(∆k) = sign(ηk(1− δ)− pi
i
τk
). (179)
(ii) Fu¨r alle k ∈ N0 gilt
Vk =
1− δ + γAkpiτk
1 + γAkηk
. (180)
2.1.3 Definition und Bemerkung
Eine NW-Strategie (τk, ηk)k∈N0 sei in diesem Abschnitt gegeben durch Stopzeiten
0 = τ0 ≤ τ1 ≤ . . . ≤ ∞ mit P (τk → ∞) = 1, und durch (0,1)-wertige Fτk-
meßbare Zufallsgro¨ßen ηk. Es gilt:
Die Abbildung
f : {K˜ : K˜ zula¨ssige Impulskontrollstrategie} 7→ {K : K NW-Strategie},
K˜ 7→ ((τ K˜k )k∈N0, (η
K˜
k )k∈N0) (181)
ist eine Bijektion.
Wie in Definition 1.2.9 definieren wir Anteilsprozeß, Wertprozeß und asymptoti-
sche Rendite einer NW-Strategie durch die entsprechenden Gro¨ßen der zugeho¨ri-
gen Impulskontrollstrategie, und es sei
A(pi, η) = sign(η(1− δ)− pi) (182)
fu¨r alle pi, η ∈ (0, 1).
Eine NW-Strategie (τk, ηk)k∈N0 heiße KG-Strategie, falls 0 < a < α < β < 1
existieren mit η0 ∈ {α, β} und
τk = inf{t > τk−1 : pit ∈ (a, b)}, (183)
ηk =
{
α, falls piτk = a,
β, falls piτk = b
(184)
fu¨r alle k ∈ N0. Wir bezeichnen eine KG-Strategie im folgenden mit (a, α, β, b).
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Die Zuru¨ckfu¨hrung auf die Ergebnisse von Irle und Sass(2006) erfolgt durch einen
Numerairewechsel. Zu einer NW-Strategie K = (τk, ηk)k∈N0 seien im folgenden
Prozesse (S˜1t )t∈[0,∞), (S˜
2
t )t∈[0,∞) und (X˜t)t∈[0,∞) definiert durch
S˜1t =
S1t
S1t
= 1, S˜2t =
S2t
S1t
, X˜t =
Xt
S1t
, (185)
und es sei wiederum Mt = sup{k ∈ N0 : τk < t}.
2.1.4 Satz
Es seien
µ˜ = µ2 − µ1 + σ
2
11 + σ
2
12 − σ11σ21 − σ12σ22, (186)
σ˜ =
√
(σ21 − σ11)2 + (σ22 − σ12)2, (187)
W˜t =
1
σ˜
((σ21 − σ11)W
1
t + (σ22 − σ12)W
2
t ), (188)
Γ(pi, η) = log
1− δ + γA(pi, η)pi
1 + γA(pi, η)η
(189)
fu¨r alle pi, η ∈ [0, 1].
Dann ist (W˜t)t∈[0,∞) ein Wienerprozeß und es gilt
dS˜2t = µ˜S˜
2
t dt + σ˜S˜
2
t dW˜t, (190)
pit = pi0 +
∫
[0,t]
pis(1− pis)(µ˜− σ˜
2pis)ds
+
∫
[0,t]
pis(1− pis)σ˜dW˜s +
Mt∑
k=0
(ηk − piτk) (191)
logXt = log x+
∫
[0,t]
pis(µ˜−
1
2
σ˜2pis)ds (192)
+
∫
[0,t]
σ˜pisdW˜s +
Mt∑
k=0
Γ(piτk , ηk). (193)
Beweis:
Die Wienerprozeßeigenschaft von (W˜t)t∈[0,∞) ist offensichtlich. Des weiteren liefert
die Ito-Formel
dS˜2t = −
S2t
(S1t )
2
dS1t +
1
S1t
dS2t +
S2t
(S1t )
3
d[S1]t −
1
(S1t )
2
d[S1, S2]t
= −S˜2t (µ1dt+ σ11dW
1
t + σ12dW
2
t ) + S˜
2
t (µ2dt+ σ21dW
1
t + σ22dW
2
t )
+S˜2t (σ
2
11 + σ
2
12)dt− S˜
2
t (σ11σ21 + σ12σ22)dt
= µ˜S˜2t dt+ σ˜S˜
2
t dW˜t. (194)
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Wir setzen nun g1k =
(1− ηk)Vk
S1τk
und g2k =
ηkVk
S2τk
fu¨r k ∈ N0. Es sind g
1
k, g
2
k
Fτk-meßbar und auf jedem Intervall (τk, τk+1] gilt
pit =
g2kS
2
t
g1kS
1
t + g
2
kS
2
t
=
g2kS˜
2
t
g1k + g
2
kS˜
2
t
. (195)
Der Anteilsprozeß (pit)t∈[0,∞) stimmt folglich mit der entsprechenden Strategie im
Modell mit einem Bond bei Zinsrate r = 0 und nur einer Aktie mit Parametern
µ˜, σ˜ und Wienerprozeß (W˜t)t∈[0,∞) u¨berein. Die in der Behauptung angegebene
Darstellung von pit ergibt sich somit als Spezialfall von Satz 1.2.9.
Zum Nachweis der angegebenen Darstellung von log X˜t beachte man zuna¨chst,
daß auf jedem Intervall (τk, τk+1] gilt
X˜t =
(1− pit)X˜t
S˜1t
S˜1t +
pitX˜t
S˜2t
S˜2t
=
(1− ηk)Vk
S˜1τk
S˜1t +
ηkVk
S˜2τk
S˜2t . (196)
Unter Beachtung von dS˜1t = 0 ergibt sich nun (auf (τk, τk+1])
dX˜t =
ηkVk
S˜2τk
dS˜2t =
pitX˜t
S˜2t
dS˜2t = pitX˜t(µ˜dt+ σ˜dW˜t), (197)
und folglich mit der Ito-Formel
log X˜t = log Vk +
∫
[0,t]
µ˜pisds+
∫
[0,t]
σ˜pisdW˜s −
∫
[0,t]
1
2
σ˜2pi2sds. (198)
Gema¨ß Bemerkung 2.1.2 gilt
Vk =
1− δ + γA(piτk , ηk)piτk
1 + γA(piτk , ηk)ηk
, (199)
insgesamt erhalten wir somit die in der Behauptung angegebene Darstellung fu¨r
logXt.
2.1.5 Lemma
Sei K∗ eine NW-Strategie mit
lim inf
t→∞
1
t
E log X˜K
∗
t = sup
K NW-Strategie
lim inf
t→∞
1
t
E log X˜Kt . (200)
Dann gilt
RK
∗
= sup
K NW-Strategie
RK . (201)
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Beweis:
Es gilt fu¨r jede NW-Strategie K
E log X˜Kt = E logX
K
t − E log S
1
t = E logX
K
t − (µ1 −
1
2
(σ211 + σ
2
12))t (202)
und somit
lim inf
t→∞
E log X˜Kt = R
K − (µ1 −
1
2
(σ211 + σ
2
12)). (203)
Das vorstehende Lemma zeigt, daß bei der Suche nach einer optimalen Strate-
gie der Wertprozeß (Xt)t∈[0,∞) zu einer NW-Strategie durch (X˜t)t∈[0,∞) ersetzt
werden kann. Dieser Prozeß ist aber gerade mit dem Wertprozeß zur entspre-
chenden NW-Strategie in dem von Irle und Sass(2006) betrachteten Modell mit
einem Bond bei Zinsrate r = 0 und einer Aktie identisch mit Parametern µ˜, σ˜
und Wienerprozeß (W˜t)t∈[0,∞) identisch. Wir ko¨nnen somit ohne weiteren Beweis
das im genannten Artikel gewonnene Resultat zur Charakterisierung einer opti-
malen NW-Strategie u¨bertragen. Dieses besagt, daß die optimale Strategie eine
CB-Strategie (a, α, β, b) ist, wobei die auftretenden Parameter a, α, β, b durch
(numerische) Lo¨sung gewisser Gleichungen bestimmt werden ko¨nnen, siehe Satz
2.1.6 und Satz 2.1.7. Die Grundidee zur Herleitung der Gleichungen kann an ent-
sprechender Stelle in dem in Abschnitt 2.2 betrachteten Modell abgelesen werden,
wo eine ausfu¨hrlichere Argumentation zur Zuru¨ckfu¨hrung auf das Modell mit ei-
nem Bond und einer Aktie erforderlich sein wird.
2.1.6 Satz
Es gelte
ηˆ =
µ˜
σ˜2
∈ (0, 1), ηˆ 6=
1
2
. (204)
Fu¨r x, c ∈ (0, 1) und λ ∈ R sei
g(x; c, λ) =
(1−x
x
)2ηˆ−1
x(1− x)R1
((λ−R1x)(
x
1− x
)2ηˆ−1 − (λ− R1c)(
c
1− c
)2ηˆ−1). (205)
Dann existieren eindeutig bestimmte c∗ ∈ (0, 1), λ∗ ∈ R, 0 < a < α < β < b < 1
so, daß die folgenden Gleichungen erfu¨llt sind:
g(b; c∗, λ∗) = −
γ
1− δ − γb
, (206)
g(β; c∗, λ∗) = −
γ
1− γβ
, (207)
b∫
β
g(x; c∗, λ∗)dx = log
1− δ − γb
1− γβ
, (208)
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g(a; c∗, λ∗) =
γ
1− δ + γa
, (209)
g(α; c∗, λ∗) =
γ
1 + γα
, (210)
a∫
α
g(x; c∗, λ∗)dx = − log
1− δ + γa
1 + γα
. (211)
2.1.7 Satz
Seien a, α, β, b die Parameter aus Satz 2.1.6 und K∗ = (a, α, β, b). Gilt α ≥ a
1−δ
,
so ist K∗ Lo¨sung des Portfoliooptimierungsproblems, d.h.
RK
∗
= sup
K NW-Strategie
RK , (212)
und λ∗ ist die zugeho¨rige asymptotische Rendite.
2.1.8 Bemerkung
Fu¨r ηˆ = 1
2
ist in Satz 2.1.6 die Funktion
g(x; c, λ) =
1
x(1− x)
x∫
c
(
λ
σ2
−
1
2
y(1− y))
2
y(1− y)
dy (213)
zu verwenden, Satz 2.1.7 bleibt dann in ansonsten unvera¨nderter Form gu¨ltig.
2.2 Abbuchung der Transaktionskosten u¨ber ein Festgeld-
konto
Wie in Abschnitt 2.1 seien die Aktienkurse S1, S2 gegeben durch
dS1t = µ1S
1
t dt+ σ11S
1
t dW
1
t + σ12S
1
t dW
2
t , (214)
dS2t = µ2S
2
t dt+ σ21S
2
t dW
1
t + σ22S
2
t dW
2
t , (215)
mit den Startwerten S10 = S
2
0 = 1 und Parametern µ1, µ2, σ11, σ12, σ21, σ22 ∈ R so,
daß die Matrix {σij}i,j=1,2 positiv definit ist, sowie unabha¨ngigen Wienerprozessen
W 1,W 2.
Das nun betrachtete Modell unterscheidet sich vom in Abschnitt 2.1 betrachteten
dadurch, daß die Transaktionskosten nicht mehr u¨ber das Guthaben in einer Aktie
sondern u¨ber ein Festgeldkonto abgebucht werden; diese Buchung muß stets genau
durch entsprechende Aktienverka¨ufe ausgeglichen werden. Formal kann dieses
Modell als Spezialfall des in Kapitel 1 eingefu¨hrten Modells mit n = 2 Aktien
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gesehen werden, wobei der Startanteil im Bond durch pi00 = 0 gegeben ist und die
asymptotische Rendite nun u¨ber die Strategienmenge
S˜ = {K˜ zul. Impulskontrollstrategie : η0k = 0, η
1
k > 0, η
2
k > 0 fu¨r alle k ∈ N0}
(216)
zu maximieren ist. Im folgenden sei
S = {(τk, ηk)k∈N0 NW-Strategie : η
0
k = 0, η
1
k > 0, η
2
k > 0 fu¨r alle k ∈ N0}.
(217)
Gema¨ß Bemerkung 1.2.5 existiert eine Bijektion zwischen S˜ und S. Das Optimie-
rungsproblem kann also zuru¨ckgefu¨hrt werden auf die Bestimmung einer Strategie
K∗ ∈ S mit
RK
∗
= sup
K∈S
RK . (218)
Eine Strategie (τk, ηk)k∈N0 ∈ S heiße KG-Strategie, falls 0 < a < α < β < b < 1
existieren mit η0 ∈ {(1− α, α)
T , (1− β, β)T} und
τk = inf{t > τk−1 : pi
2
t 6∈ (a, b)}, (219)
ηk =
{
(1− α, α)T , falls pi2τk = a,
(1− β, β)T , falls pi2τk = b
(220)
fu¨r alle k ∈ N. Wir bezeichnen eine KG-Strategie im folgenden mit (a, α, β, b).
Wie in Abschnitt 2.1 wollen wir das Problem mit einem Numerairewechsel auf
die Situation mit einem Bond und einer Aktie zuru¨ckfu¨hren. Im folgenden sei
ein K = (τk, ηk)k∈N0 ∈ S mit zugeho¨rigem Anteilsprozeß (pit)t∈[0,∞), Wertprozeß
(Xt)t∈[0,∞) und neuem Wertprozeß (Vk)k∈N0 gegeben. Die Prozesse (S˜
1
t )t∈[0,∞),
(S˜2t )t∈[0,∞) und (X˜t)t∈[0,∞) seien wie in Abschnitt 2.1 definiert, und es sei wieder
Mt = sup{k : τk < t}.
Des weiteren setzen wir fu¨r i = 1, 2 und pi2, η2 ∈ (0, 1)
A˜i(pi2, η2) = Ai((1− pi2, pi2)T , (1− η2, η2)T ), (221)
wobei Ai die in Definition 1.2.9 eingefu¨hrte Art des Handels ist.
2.2.1 Satz
Es seien
µ˜ = µ2 − µ1 + σ
2
11 + σ
2
12 − σ11σ21 − σ12σ22, (222)
σ˜ =
√
(σ21 − σ11)2 + (σ22 − σ12)2, (223)
W˜t =
1
σ˜
((σ21 − σ11)W
1
t + (σ22 − σ12)W
2
t ), (224)
Γ(pi2, η2) = log
1− δ + γ1A˜1(pi2, η2)(1− pi2) + γ2A˜2(pi2, η2)pi2
1 + γ1A˜1(pi2, η2)(1− η2) + γ2A˜2(pi2, η2)η2
fu¨r alle pi2, η2 ∈ [0, 1]. (225)
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Dann ist (W˜t)t∈[0,∞) ein Wienerprozeß und es gilt
dS˜2t = µ˜S˜
2
t dt + σ˜S˜
2
t dW˜t, (226)
pi2t = pi
2
0 +
∫
[0,t]
pi2s(1− pi
2
s)(µ˜− σ˜
2pi2s)ds
+
∫
[0,t]
pi2s (1− pi
2
s )σ˜dW˜s +
Mt∑
k=0
(η2k − pi
2
τk
) (227)
log X˜t = log X˜0 +
∫
[0,t]
pi2s(µ˜−
1
2
σ˜2pi2s)dt (228)
+
∫
[0,t]
σ˜pi2sdW˜s +
Mt∑
k=0
Γ(pi2τk , η
2
k). (229)
Beweis:
Alle Aussagen bis auf die angegebene Darstellung von logXt ergeben sich exakt
wie in Satz 2.1.4. Ebenfalls wie in Satz 2.1.4 ergibt sich
log X˜t = log Vk +
∫
[0,t]
µ˜pi2sds+
∫
[0,t]
σ˜pi2sdW˜s −
∫
[0,t]
1
2
σ˜2(pi2s )
2ds. (230)
Gema¨ß Satz 1.2.6 (ii) gilt
Vk =
1− δ + γ1A1kpi
1
τk
+ γ2A
2
kpi
2
τk
1 + γ1A1kη
1
k + γ2A
2
kη
2
k
, (231)
wobei in der nun verwendeten Notation Aik = A˜
i(piτk , ηk) fu¨r i = 1, 2 gilt. Wegen
pi1τk = 1− pi
2
τk
und η1k = 1− η
2
k ergibt sich somit
Vk =
1− δ + γ1A˜1(pi2τk , η
2
k)(1− pi
2
τk
) + γ2A˜
2(pi2τk , η
2
k)pi
2
τk
1 + γ1A˜1(pi2τk , η
2
k)(1− η
2
k) + γ2A˜
2(pi2τk , η
2
k)η
2
k
, (232)
insgesamt erhalten wir somit die in der Behauptung angegebene Darstellung fu¨r
log X˜t.
Exakt wie in Lemma 2.1.5 kann gezeigt werden, daß bei der Suche nach einer op-
timalen Strategie der Wertprozeß (Xt)t∈[0,∞) durch den oben eingefu¨hrten trans-
formierten Wertprozeß (X˜t)t∈[0,∞) ersetzt werden kann. In Verbindung mit Satz
2.2.1 folgt, daß sich das zu lo¨sende Optimierungsproblem von dem von Irle und
Sass(2006) behandelten allein in der Gestalt der jeweils in der Darstellung des
Wertprozesses auftretenden Funktion Γ unterscheidet. Wir wollen nun zuna¨chst
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eine einfachere Darstellung von Γ angeben, und ko¨nnen dann in Analogie zum
genannten Artikel anstelle von Γ eine modifizierte Funktion Γ verwenden, mit
der sich das Problem schließlich lo¨sen la¨ßt.
Im folgenden seien
k1 =
1− γ1
1− δ − γ1
, k2 =
1− γ2
1− δ − γ2
. (233)
2.2.2 Lemma
(i) Fu¨r alle x, y ∈ [0, 1] gilt
A˜1(x, y) = sign((1− y)− k2(1− x)), (234)
A˜2(x, y) = sign(y − k1x) (235)
und somit
Γ(x, y) =

log 1−δ+γ1−(γ1+γ2)x
1+γ1−(γ1+γ2)y
, falls y ≤ k2x− (k2 − 1),
log 1−δ−γ1−(γ2−γ1)x
1−γ1−(γ2−γ1)y
, falls y ∈ (k2x− (k2 − 1), k1x),
log 1−δ−γ1+(γ1+γ2)x
1−γ1+(γ1+γ2)y
, falls y ≥ k1x.
(236)
Beweis:
(i) Seien x, y ∈ [0, 1]. Es gilt
A˜1(x, y) = sign((1− y)(1− δ − γ2|
y(1− x)
1− y
− x|)− (1− x))
= sign((1− y)(1− δ)− γ2|x− y| − (1− x)). (237)
Ist x > y, so ergibt sich
A˜1(x, y) = sign((1− y)(1− δ − γ2)− (1− x)(1− γ2))
= sign((1− y)− k2(1− x)). (238)
Ist x ≤ y, so gilt (unter Beachtung von k2 > 1)
A˜1(x, y) = sign((x− y)(1 + γ2)− (1− y)δ)
= −1
= sign((1− y)− k2(1− x)). (239)
Die in der Behauptung angegebene Darstellung fu¨r A˜2 ergibt sich analog.
Die angegebene Darstellung fu¨r Γ folgt nun durch Einsetzen in (225).
2.2.3 Lemma
Fu¨r x, y ∈ [0, 1] sei
Γ(x, y) =
{
log 1−δ+γ1−(γ1+γ2)x
1+γ1−(γ1+γ2)y
, falls y ≤ x,
log 1−δ−γ1+(γ1+γ2)x
1−γ1+(γ1+γ2)y
, falls y > x.
(240)
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Dann gilt
Γ(x, y) < Γ(x, y), falls y ∈ (k2x− (k2 − 1), k1x).
Γ(x, y) = Γ(x, y), falls y 6∈ (k2x− (k2 − 1), k1x).
(241)
Beweis:
Wir zeigen zuna¨chst Γ(x, y) < Γ(x, y) fu¨r alle x, y ∈ (0, 1) mit y ∈ (x, k1x). Sei
dazu x ∈ [0, 1] fest und
f : [0, 1] 7→ R, y 7→
1− γ1 − (γ2 − γ1)y
1− δ − γ1 − (γ2 − γ1)x
−
1− γ1 + (γ1 + γ2)y
1− δ − γ1 + (γ1 + γ2)x
. (242)
Dann gilt fu¨r alle y ∈ (0, 1)
f ′(y) =
γ1 − γ2
1− δ − γ1 + (γ1 − γ2)x
−
γ1 + γ2
1− δ − γ1 + (γ1 + γ2)x
< 0, (243)
da fu¨r konstantes c > 0 die Abbildung z 7→ z
c−z
monoton auf (−∞, c) ist.
Des weiteren ist f(k1x) = 0, also gilt f(y) > 0 und somit Γ(x, y) < Γ(x, y) fu¨r
alle y ∈ (x, k1x).
Fu¨r y ∈ (k2x − (k2 − 1), x] la¨ßt sich die Ungleichung Γ(x, y) < Γ(x, y) unter
Beachtung von 1 − y ∈ (1 − x, k2(1 − x)) analog nachweisen. Die Gleichheit
Γ(x, y) = Γ(x, y) fu¨r y 6∈ (k2x− (k2 − 1), k1x) gilt direkt nach Definition.
Im folgenden werden wir ein modifiziertes Problem betrachten, welches sich da-
durch ergibt, daß in der Darstellung des Wertprozesses in Satz 2.2.1 die Funktion
Γ durch Γ ersetzt wird. Dies la¨ßt sich folgendermaßen rechtfertigen. Zu einer
NW-Strategie K seien R(K) bzw. R(K) die asymptotischen Renditen aus dem
urspru¨nglichen bzw. aus dem modifizierten Portfoliooptimierungsproblem. Wir
werden spa¨ter zeigen, daß die optimale Strategie fu¨r das modifizierte Problem
eine KG-Strategie K∗ = (a, α, β, b) ist. Falls die Bedingungen
α ≥ k1a, 1− β ≥ k2(1− b) (⇔ β ≤ k2b− (k2 − 1)) (244)
erfu¨llt sind, so gilt gema¨ß Lemma 2.2.3 fu¨r jede NW-Strategie K
R(K) ≤ R(K) ≤ R(K∗) = R(K∗), (245)
also ist K∗ dann auch eine optimale Strategie fu¨r das urspru¨ngliche Problem.
Wir wollen nun das Vorgehen von Irle und Sass(2006) auf die vorliegende Si-
tuation u¨bertragen. Im folgenden sei L der infinitesimale Generator des Anteil-
sprozesses ohne Handel, d.h.
Lv(x) = x(1− x)(µ˜− σ˜2x)v′(x) +
1
2
σ˜2x2(1− x)2v′′(x). (246)
Mit einem Hamilton-Jacobi-Bellman-Ansatz ergeben sich die folgenden hinrei-
chenden Bedingungen fu¨r die Optimalita¨t einer KG-Strategie.
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2.2.4 Satz
Sei (a, α, β, b) eine KG-Strategie. Falls eine beschra¨nkt stetig differenzierbare,
stu¨ckweise zweimal stetig differenzierbare Funktion v : (0, 1) 7→ R und ein λ ∈ R
existieren mit
Lv(x) + h(x)− λ ≤ 0 fu¨r alle x ∈ (0, 1) (247)
v(y)− v(x) + Γ(x, y) ≤ 0 fu¨r alle x, y ∈ (0, 1) (248)
Lv(x) + h(x)− λ = 0, x ∈ (a, b) (249)
v(β)− v(b) + Γ(b, β) = 0, (250)
v(α)− v(a) + Γ(a, α) = 0, (251)
so ist (a, α, β, b) Lo¨sung des modifizierten Portfoliooptimierungsproblems. Gilt
α ≥ k1a und (1 − β) ≥ k2(1 − b), so ist diese Strategie also auch Lo¨sung des
urspru¨nglichen Portfoliooptimierungsproblems.
Beweis:
Die Behauptung ergibt sich exakt wie in Theorem 4.1 und Remark 4.2 in Irle und
Sass(2006).
Unser Ziel ist nun die Konstruktion solcher a, α, β, b, λ, v, die (247)-(251) erfu¨llen.
Wir unterstellen im folgenden zuna¨chst
ηˆ :=
µ˜
σ˜2
∈ (0, 1), ηˆ 6=
1
2
. (252)
Des weiteren sei wie in Abschnitt 2.1
R1 = µ˜−
1
2
σ˜2. (253)
Fu¨r jedes c ∈ (0, 1) wird (bis auf eine Konstante) eine Lo¨sung vc der Differential-
gleichung Lv(x) + h(x)− λ = 0 charakterisiert durch ihre Ableitung
v′c(x) =
(1−x
x
)2ηˆ−1
x(1− x)R1
((λ− R1x)(
x
1− x
)2ηˆ−1 − (λ− R1c)(
c
1− c
)2ηˆ−1). (254)
Wir geben fu¨r die gesuchte Funktion v folgende Struktur vor:
v(x) =

vc(α) + Γ(x, α), falls x ≤ a,
vc(x), falls x ∈ (a, b),
vc(β) + Γ(x, β), falls x ≥ b.
(255)
Es sollen nun zuna¨chst notwendige Bedingungen an die Parameter a, α, β, b, λ, c
hergeleitet werden.
Da v stetig differenzierbar sein soll, ergeben sich die Bedingungen
vc(b−) = v(b), v
′
c(b−) = v
′(b+), (256)
vc(a+) = v(a), v
′
c(a+) = v
′(a−). (257)
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Aus (248), (250) und (251) folgt außerdem, daß die Abbildungen
x 7→ v(x)− v(b) + Γ(b, x), x 7→ v(x)− v(a) + Γ(a, x)
in β bzw. α lokale Maxima haben, also gilt
v′c(β) = −
∂
∂y
Γ(b, y)|y=β, (258)
v′c(α) = −
∂
∂y
Γ(a, y)|y=α. (259)
Im folgenden setzen wir
g(x) = v′c(x) (260)
und schreiben g(x; c, λ), wenn daru¨ber hinaus die Abha¨ngigkeit von den Parame-
tern c, λ ausgedru¨ckt werden soll. Schließlich setzen wir
γs = γ1 + γ2. (261)
Die Bedingungen (256)-(259) lauten nun ausformuliert
g(b; c, λ) = −
γs
1− δ + γ1 − γsb
, (262)
g(β; c, λ) = −
γs
1 + γ1 − γsβ
, (263)
b∫
β
g(x; c, λ)dx = log
1− δ + γ1 − γsb
1 + γ1 − γsβ
, (264)
g(a; c, λ) =
γs
1− δ − γ1 + γsa
, (265)
g(α; c, λ) =
γs
1− γ1 + γsα
, (266)
a∫
α
g(x; c, λ)dx = − log
1− δ − γ1 + γsa
1− γ1 + γsα
. (267)
Die obigen Bedingungen unterscheiden sich von den entsprechenden von Irle und
Sass(2006) erhaltenen (in dieser Arbeit in (206)-(211) angegebenen) nur im je-
weiligen Auftreten eines zusa¨tzlichen Summanden γ1 bzw. −γ1 auf den rechten
Seiten der Gleichungen. Das Vorgehen aus dem genannten Artikel la¨ßt sich nun
ohne (inhaltliche) A¨nderungen u¨bertragen, es ist lediglich jeweils der zusa¨tzliche
Summand in den Rechnungen zu beru¨cksichtigen, was aber an keiner Stelle zu
Problemen fu¨hrt. Daher ko¨nnen wir nun in Analogie zu Satz 2.1.6 und Satz 2.1.7
auch fu¨r das in diesem Abschnitt betrachtete Modell die optimale Lo¨sung cha-
rakterisieren.
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2.2.5 Satz
Es existieren eindeutig bestimmte c∗ ∈ (0, 1), λ∗ ∈ R, 0 < a < α < β < b < 1 so,
daß die Gleichungen (262)-(267) erfu¨llt sind.
2.2.6 Satz
Seien a, α, β, b die Parameter aus Satz 2.2.5 und K∗ = (a, α, β, b). Gilt α ≥ k1a
und 1− β ≥ k2(1− b), so ist K∗ Lo¨sung des Portfoliooptimierungsproblems, d.h.
RK
∗
= sup
K NW-Strategie
RK , (268)
und λ∗ ist die zugeho¨rige asymptotische Rendite.
2.2.7 Bemerkung
Analog zu Bemerkung 2.1.8 kann Satz 2.2.6 auf den Fall ηˆ = 1
2
u¨bertragen wer-
den.
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3 Arbitragefreiheit unter proportionalen Trans-
aktionskosten
Die Notwendigkeit der Einbeziehung von Transaktionskosten in das in den er-
sten beiden Kapiteln verwendete Modell wurde vor allem damit begru¨ndet, daß
das Portfoliooptimierungsproblem im Fall ohne Transaktionskosten zu einer prak-
tisch nicht einmal von der Struktur her umsetzbaren Lo¨sung fu¨hrte. Ein weiteres
gewichtiges Argument zur Einbeziehung von Transaktionskosten in die Modellie-
rung von Finanzma¨rkten ko¨nnte darin bestehen, daß durch deren Beru¨cksichti-
gung gegebenenfalls Arbitragemo¨glichkeiten eliminiert werden ko¨nnten, wodurch
eine gro¨ßere Klasse von Preisprozessen zur Modellierung verwendet werden ko¨nn-
te. Dieser Frage wollen wir uns in diesem (sehr kurzen) abschließenden Kapitel
zuwenden. Da wohlbekannt ist, daß das in den ersten beiden Kapiteln verwende-
te Modell schon ohne Transaktionskosten arbitragefrei ist (siehe z.B. Irle(2003,
Kap.13)), verlassen wir nicht nur Problemstellung sondern auch den Modellrah-
men der ersten beiden Kapitel.
In den klassischen Finanzmarktmodellen werden u¨blicherweise Semimartingale
zur Modellierung von Aktienkursen verwendet. Die Verwendung anderer stocha-
stischer Prozesse fu¨hrt in friktionslosen Ma¨rkten zu Problemen, da sich zeigen
la¨ßt, daß alle Prozesse außer Semimartingalen dort zwingend zu unerwu¨nsch-
ten Arbitragepha¨nomenen fu¨hren, siehe etwa Delbaen und Schachermayer(1994,
Theorem 7.2). Jedoch sprechen viele in empirischen Daten auffindbare Effekte
fu¨r die Verwendung von Prozessen, die keine Semimartingale sind. So lassen sich
z.B. Langzeitabha¨ngigkeiten zwischen Aktienrenditen gut mit der Zugrundele-
gung einer Fraktionalen Brownsche Bewegung erfassen, welche im allgemeinen
(fu¨r Hurst-Parameter H 6= 1
2
) kein Semimartingal ist; in der Litetaratur wurde
bereits in diversen Arbeiten explizit fu¨r Fraktionale Brownsche Bewegung die
Existenz von Arbitragemo¨glichkeiten nachgewiesen, siehe z.B. Rogers(1997), Sa-
lopek(1998), Cheridito(2003).
Es stellt sich also die Frage, wie dieser scheinbare Widerspruch zwischen Theo-
rie und Praxis durch die Integration weiterer Aspekte des realen Handels in die
entsprechenden Modelle aufgelo¨st werden kann. Die Minderung des Profits ei-
nes Investors durch Einbeziehung von Transaktionskosten ist dabei ein sicherlich
sehr naheliegender Ansatz. Tatsa¨chlich zeigt Guasoni(2006), daß in einer großen
Klasse von Preisprozessen bereits unter proportionalen Transaktionskosten keine
Arbitragemo¨glichkeiten bestehen ko¨nnen.
Wir werden in diesem Kapitel zeigen, daß dieses Resultat sogar unter einem
schwa¨cheren Arbitragebegriff als dem von Guasoni verwendeten Gu¨ltigkeit beha¨lt.
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Wir betrachten ein Modell bestehend aus einem Bond und einer Aktie. Wir unter-
stellen der Einfachheit halber eine Zinsrate r = 0 und somit einen Bondpreis kon-
stant gleich 1, was sich rechtfertigen la¨ßt, indem man alle Preise als Forwardpreise
auffaßt. Der Aktienpreisprozeß (Xt)t∈[0,∞) sei ein strikt positiver, zu einer Filtra-
tion (Ft)t∈[0,∞) adaptierter stochastischer Prozeß, dessen sa¨mtliche Pfade cadlag
(d.h. rechtsseitig stetig mit existierenden linksseitigen Grenzwerten) sind. Des
weiteren fordern wir aus technischen Gru¨nden, daß (Xt)t∈[0,∞) quasi-linksstetig
ist, d.h. fu¨r jede previsible Stopzeit τ gelte Xτ = Xτ−.
Bevor wir die zur Beschreibung des Handels erforderlichen Begriffe formal defi-
nieren, geben wir zur Motivation einige heuristische Erla¨uterungen und Voru¨ber-
legungen an. Wir betrachten im folgenden ausschließlich selbstfinanzierende Han-
delsstrategien, diese ko¨nnen (bei gegebenem Startkapital) schon vollsta¨ndig durch
die Anzahl der zu jedem Zeitpunkt t gehaltenen Aktien (θt)t∈[0,∞) charakterisiert
werden. Jeder An- und Verkauf von Aktien fu¨hrt zu einer entsprechenden ge-
genla¨ufigen Buchung gleichen Wertes auf dem Bondkonto und außerdem zu ei-
ner Abbuchung eines festen proportionalen Anteils des Wertes der Transaktion,
kXt|∆θt| (k ∈ (0, 1)). Da Strategien (θt)t∈[0,∞) von unbeschra¨nkter Variation auf
einem Zeitintervall [0, t] zu unendlich hohen Kosten fu¨hrten, genu¨gt es, Strategien
von lokal beschra¨nkter Variation zu betrachten. Wir ko¨nnen dann den Wertprozeß
zu einer Handelsstrategie einfu¨hren als
Vt =
∫
[0,t]
θsdXs −
∫
[0,t]
kXsd|Dθ|s. (269)
Dabei bezeichne |Dθ|s (pfadweise) die Totalvariation von (θr)r∈[0,s], und das zwei-
te Integral sei als gewo¨hnliches Stieltjes-Integral definiert. Da wir die Klasse
der Semimartingale als Preisprozesse verlassen haben, ko¨nnen wir zur formalen
Definition des ersten Integrals nicht auf das gewo¨hnliche stochastische Integral
zuru¨ckgreifen. Da wir als Integranden jedoch nur Prozesse von lokal beschra¨nkter
Variation betrachten, ko¨nnen wir das erste Integral bereits unter den oben an
(Xt)t∈[0,∞) gestellten Bedingungen sinnvoll definieren, und zwar sogar pfadweise.
Es sei darauf hingewiesen, daß dieser nun eingefu¨hrte Integralbegriff mit dem
gewo¨hnlichen stochastischen Integral zusammenfa¨llt, wenn X ein Semimartingal
ist, siehe Dellacherie und Meyer(1982, Kapitel VIII)
3.1 Definition
Sei g : [0,∞) 7→ [0,∞) eine Cadlag-Funktion und h : [0,∞) 7→ R eine links-
seitig stetige Funktion von lokal beschra¨nkter Variation. Dann ist die Funktion
s 7→ h(s+) = limt↓s h(t) rechtsseitig stetig und von lokal beschra¨nkter Variation.
Wir definieren fu¨r −∞ < a < b <∞∫
[a,b]
h(s)dg(s) := h(b+)g(b)− h(a)g(a−)−
∫
[a,b]
g(s)dh(s+), (270)
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wobei das Integral auf der rechten Seite ein gewo¨hnliches Stieltjes-Integral sei.
Ist g von lokal beschra¨nkter Variation, so fa¨llt das in (270) definierte Integral mit
dem entsprechenden Stieltjes-Integral zusammen, siehe z.B. Hewitt und Strom-
berg(1965, Theorem 21.67). Wir mu¨ssen also in der Notation im folgenden nicht
zwischen diesen Integralbegriffen unterscheiden.
Der oben eingefu¨hrte Integralbegriff kann auch auf beliebiges h von lokal be-
schra¨nkter Variation ausgedehnt werden, jedoch zeigt Guasoni(2002, Proposition
2.5), daß fu¨r jeden previsiblen Prozeß (θt)t∈[0,∞), jeden Prozeß (Xt)t∈[0,∞), der
den oben genannten Bedingungen genu¨gt, und jedes t > 0 unter der Konvention
θ0− = 0 gilt ∫
[0,t]
θsdXs =
∫
[0,t]
θs−dXs. (271)
Wir ko¨nnen uns daher bei der nun erfolgenden Formalisierung des Handels auf
linksseitig stetige Handelsstrategien beschra¨nken und den Integralbegriff aus De-
finition 3.1 zugrundelegen.
3.2 Definition
Eine Handelsstrategie ist ein adaptierter, linksseitig stetiger Prozeß von lokal be-
schra¨nkter Variation. Sei k ∈ (0, 1) der Transaktionskostenfaktor. Der Wertprozeß
(Vt)t∈[0,∞) zu einer Handelsstrategie (θt)t∈[0,∞) ist gegeben durch
Vt =
∫
[0,t]
θsdXs −
∫
[0,t]
kXsd|Dθ|s. (272)
Eine Handelsstrategie heißt zula¨ssig, wenn ein M ∈ R mit Vt > M fu¨r alle t ≥ 0
existiert. Eine zula¨ssige Handelsstrategie heißt Arbitrage auf [0, T ], falls gilt
VT ≥ 0 P -f.s., P (VT > 0) > 0. (273)
Schließlich heißt ein Modell arbitragefrei auf [0, T ], wenn keine Arbitrage auf
[0, T ] existiert.
Es sei darauf hingewiesen, daß sich der hier eingefu¨hrte Wertprozeß von dem
von Guasoni(2006) verwendeten darin unterscheidet, daß in der genannten Arbeit
noch Liquidationskosten in Ho¨he von kXtθt einbezogen werden. Die Einbeziehung
von Liquidationskosten erscheint nicht zwingend, da zum Ende des betrachteten
Zeithorizonts T die Aktien nicht unbedingt wieder verkauft werden. Zum einen
ist denkbar, daß sie zur Erfu¨llung einer aus einer short position resultierenden
Verpflichtung verwendet werden, die vor Beginn des im Modell betrachteten Zeit-
raumes eingegangen wurde. Zum anderen ist es ebenso denkbar, daß ein gegebener
Aktienbestand aus spekulativen Gru¨nden auch nach dem Zeitpunkt T gehalten
werden soll.
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Durch die Nichtberu¨cksichtigung von Liquidationkosten erhalten wir insbesonde-
re einen schwa¨cheren Arbitragebegriff: Es sind nun auch solche Handelsstrategien
eine Arbitrage, bei der einem negativen Betrag auf dem Bondkonto ein ho¨herer
positiver Betrag auf dem Aktienkonto gegenu¨bersteht, der jedoch (aufgrund der
Transaktionskosten) nicht ausreicht, um durch einen Verkauf sa¨mtlicher Aktien
den Fehlbetrag auf dem Bondkonto auszugleichen.
Der folgende Satz zeigt, daß wir auch mit diesem schwa¨cheren Arbitragebegriff
unter einer großen Klasse von Preisprozessen Arbitragefreiheit erhalten.
3.3 Satz
Sei T > 0 und c := k
3
.
Es gelte
P ( sup
t∈[τ,T ]
|
Xτ
Xt
− 1| < c, τ < T ) > 0 (274)
fu¨r alle Stopzeiten τ mit P (τ < T ) > 0.
Dann ist das betrachtete Finanzmarktmodell arbitragefrei auf [0, T ].
Beweis:
Sei (θt)t∈[0,∞) eine Handelsstrategie mit VT ≥ 0. Wir setzen
τ := T ∧ inf{t : θt 6= 0}, (275)
εt := Xt −Xτ∧t fu¨r alle t ∈ [0, T ], (276)
Xmin := inf
t∈[τ,T ]
Xt, (277)
A := { sup
t∈[τ,T ]
|
Xτ
Xt
− 1| < c} ∩ {τ < T}. (278)
Gilt P (τ < T ) = 0, so folgt
θt = 0 fu¨r alle t ∈ [0, T ] P − f.s., (279)
also ist (θt)t∈[0,∞) dann keine Arbitrage auf [0,T].
Gelte nun P (τ < T ) > 0. Nach Voraussetzung ist dann auch P (A) > 0. Auf A
gilt |εt| < cXt fu¨r alle t ∈ [0, T ] und somit
VT =
∫
[τ,T ]
θsdXτ∧s +
∫
[τ,T ]
θsdεs −
∫
[τ,T ]
kXsd|Dθ|s
= θT εT −
∫
[τ,T ]
εsdDθs −
∫
[τ,T ]
kXsd|Dθ|s
< cXT |θT |+
∫
[τ,T ]
cXsd|Dθ|s −
∫
[τ,T ]
kXsd|Dθ|s
≤ cXT |Dθ|T + (c− k)Xmin|Dθ|T
=
1
3
k |Dθ|T (XT − 2Xmin)
< 0. (280)
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Fu¨r die letzte Ungleichung beachte man dabei, daß auf A gilt |Dθ|T > 0 sowie
(1− c)XT < Xτ < (1 + c)Xmin, was
XT
Xmin
<
1 + c
1− c
< 2 (281)
impliziert. Wegen P (A) > 0 folgt, daß (θt)t∈[0,∞) auch in diesem Fall keine Arbi-
trage auf [0, T ] ist.
Es sei darauf hingewiesen, daß Guasoni(2006) mit dem von ihm verwendeten
strengeren Arbitragebegriff (mit Einbeziehung von Liquidationskosten) ein dem
obigen Satz entsprechendes Resultat erha¨lt, wobei sich dort sogar die im allge-
meinen etwas schwa¨chere Bedingung
P ( sup
t∈[τ,T ]
|
Xτ
Xt
− 1| < k, τ < T ) > 0 (282)
als hinreichend fu¨r Arbitragefreiheit erweist. Er zeigt dann, daß diese Bedingung
fu¨r eine große Klasse von Prozessen erfu¨llt ist. Es la¨ßt sich jedoch mit unvera¨nder-
tem Beweis zeigen, daß diese Prozesse sogar die Bedingung (274) erfu¨llen. Zur
Beschreibung der angesprochenen Klasse von Prozessen fu¨hren wir zuna¨chst den
Begriff des klebrigen Prozesses ein.
3.4 Definition
Ein progressiv-meßbarer Prozeß (Yt)t∈[0,∞) heißt klebrig, wenn fu¨r alle ε, T > 0
und alle Stopzeiten τ mit P (τ < T ) > 0 gilt
P ( sup
t∈[τ,T ]
|Yτ − Yt| < ε, τ < T ) > 0. (283)
Im folgenden genu¨ge (Xt)t∈[0,∞) weiterhin den zu Beginn dieses Abschnitts ge-
nannten Bedingungen.
3.5 Satz
Ist (logXt)t∈[0,∞) klebrig, so ist Bedingung (274) fu¨r jedes k > 0 erfu¨llt; insbe-
sondere ist dann also das von uns betrachtete Finanzmarktmodell arbitragefrei
auf jedem Intervall [0, T ].
Beweis:
Siehe Guasoni(2006, Corollary 2.1), wobei die auftretende Konstante k durch k
3
zu ersetzen ist.
Das folgende aus der Arbeit von Guasoni(2006) u¨bernommene Resultat zeigt, daß
alle starken Markov-Prozesse, die einer technischen Zusatzbedingung genu¨gen,
und die Fraktionale Brownsche Bewegung klebrige Prozesse sind. Insbesondere
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fu¨hrt die Modellierung der logarithmierten Aktienkurse mit diesen Prozessen bei
proportionalen Transaktionskosten also auch unter unserem schwa¨cheren Arbi-
tragebegriff zu einem arbitragefreien Modell.
3.6 Satz
Sei Yt := logXt fu¨r alle t ∈ [0,∞).
(i) Ist (Yt)t∈[0,∞) ein starker Markov-Prozeß, und gilt fu¨r alle endlichen Stopzeiten
τ und alle y ∈ R
P (inf{t > 0 : Yτ+t = y} = 0|Yτ = y) = 1, (284)
so ist (Yt)t∈[0,∞) klebrig.
(ii) Sei f : [0,∞) 7→ R stetig, σ > 0, (BHt )t∈[0,∞) eine Fraktionale Brownsche
Bewegung mit Hurst-Parameter H ∈ (0, 1) und schließlich
Yt = f(t) + σB
H
t (285)
fu¨r alle t ∈ [0,∞). Dann ist (Yt)t∈[0,∞) klebrig.
Beweis:
Siehe Guasoni(2006, Proposition 3.1 und 5.1).
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