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Abstract
In this paper, we develop a method to efficiently estimate dynamic discrete choice models
with AR(n) type serial correlation of the errors. First, to approximate the expected value
function of the underlying dynamic problem, we use Gaussian quadrature, interpolation over
an adaptively refined grid, and solve a potentially large non-linear system of equations. Sec-
ond, to evaluate the likelihood function, we decompose the integral over the unobserved
state variables in the likelihood function into a series of lower dimensional integrals, and
successively approximate them using Gaussian quadrature rules. Finally, we solve the max-
imum likelihood problem using a nested fixed point algorithm. We then apply this method
to obtain point estimates of the parameters of the bus engine replacement model of Rust
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1 Introduction
This paper develops a new approach to efficiently estimate dynamic discrete choice models
with AR(n) type serial correlation in the errors: First, we show how to combine some well
known methods from the literature, such as Gaussian quadrature, adaptive grid refinement, and
methods for large sparse non-linear systems of equations, in order to efficiently approximate
the solution to the dynamic optimization problem of the agent. Second, we develop a method
to decompose and approximate the integral over the unobserved state variables that appears
in the likelihood function, which has previously been considered infeasible for approximation
by highly efficient deterministic integration schemes, such as Gaussian quadrature. Finally, we
apply the method to the well known bus engine replacement model of Rust (1987) to estimate its
parameters in the presence of serially correlated errors by maximum likelihood, using a nested
fixed point algorithm. We first apply the method to an artificial data set, in order to verify the
algorithm’s ability to recover the parameters of the model. Then, we estimate the model using
the original data set, and we find significant serial correlation for some of the subsamples of the
original dataset.
Dynamic discrete choice models (DDCM) have become a popular instrument for econometric
analysis of decision making: First, many (individual) economic decisions we actually can observe
are in fact discrete in nature, for example brand or treatment choice. Second, the underlying
utility maximization problem of the agents is often dynamic in nature: Not only do the decisions
influence their payoffs today, but rather are future decisions and payoffs a result of what choice
they make today. By capturing these key facts, DDCM have a wide range of uses; for recent
surveys see, for example, Aguirregabiria and Mira (2010) and Keane et al. (2011).
The majority of contributions to the literature on estimation of DDCM makes strong distri-
butional assumptions about the errors, or, used synonymously, the unobserved state variables.1
Probably the most prominent example is extreme value type I (EV1) iid distributed errors;
obviously implied by the EV1 iid assumption, but usually stated explicitly by a conditional
independence assumption (CI), the errors are assumed to be serially uncorrelated.
However, there exists a wide consensus that these assumptions are not made because of
much empirical evidence, but rather for numerical tractability: EV1 iid errors and CI often
induce closed form solutions to potentially high dimensional integrals, arising in the solution to
the dynamic optimization problem, the choice probabilities, and the likelihood function. These
closed form solutions go back to the work of McFadden (1974, 1981) and Rust (1987).
Several methods exist to estimate DDCM with different distributions of the errors, such as
the normal distribution (see Arcidiacono and Ellickson, 2011, in addition to the surveys cited
above), or to test the statistical significance of allowing for more general distributions compared
to EV1 (Larsen et al., 2012). On the other hand, fewer papers have developed integrated
methods to estimate models without the CI assumption, thus allowing for a general notion of
serially correlated unobserved state variables. Among them are the simulation and interpolation
method of Keane and Wolpin (1994), the Markov chain Monte Carlo approaches of Norets (2009,
2012), and the application of Gaussian quadrature and interpolation as discussed in Stinebrickner
(2000).2
While the approaches to DDCM estimation with serial correlation are diverse, they share a
common challenge:
1Throughout the paper, we restrict our attention to continuous unobserved state variables. For discrete
unobserved heterogeneity with serial correlation, see, for example, Arcidiacono and Miller (2011).
2Other methods estimate DDCM with continuous, serially correlated state variables, but still assume that
at least some component of the error is distributed EV1 iid: Hendel and Nevo (2006) approximate the solution
to the dynamic problem by policy iteration; similarly, Melnikov (2012) applies value function iteration, but the
parameters are estimated using a moment condition rather than maximum likelihood. Finally, Sullivan (2006)
develops a method based on Keane and Wolpin (1994) that approximates the solution to the dynamic problem
by regressing it on the solution under the EV1 iid assumption.
2
“the likelihood function for a DDCM can be thought of as an integral over latent vari-
ables (the unobserved state variables). If the unobservables are serially correlated,
computing this integral is very hard.” (Norets, 2009)
This conclusion follows from the fact that the integral over serially correlated errors really has
dimensionality proportional to the time horizon of the data, which itself can be arbitrarily large;
moreover, no closed form solution for this integral exists in general.
A popular numerical approach to high dimensional integration is Monte Carlo integration
(MC), because its approximation error is independent of the dimensionality of the integral.
However, the approximation error usually decreases only very slowly as the number of integration
nodes is increased: In order to reduce the estimated error by one order of magnitude, one
usually has to increase the number of nodes by two orders of magnitude.3 Consequently, MC
is a natural choice for high dimensional integrals, but only if the integral has no structure that
could potentially be exploited by more efficient methods. In contrast to MC, many quadrature
rules exist, that have much faster decaying errors, but usually inefficient (in the worst case
exponential) scaling in the dimensionality; a popular example is that of Gaussian quadrature
rules, extended for multiple dimensions by the product rule.
The approach followed in this paper is to identify and exploit structure that is present in
the integral over the unobserved state variables in the likelihood function: Given the serial
correlation of the errors is of AR(n) type, the time structure allows us to decompose the high
dimensional integral over the time horizon, and rewrite it as a sequence of low dimensional
integrals. Then, we can approximate this sequence to high accuracy, using some highly efficient
approximation schemes for low dimensional integrals, such as Gaussian quadrature.
In order to evaluate the likelihood function, we need to compute the solution to the dynamic
optimization problem of the agent, namely the expected value as a function of the state variables.
In the presence of serial correlation, approximating the solution to the dynamic problem involves
different numerical tasks: First, taking the expectation of the value function is an integration
over the unobserved state variables, for which, in contrast to the EV1 iid case, no closed form
solution exists. Consequently, we have to approximate these integrals numerically, and we discuss
how to apply Gaussian quadrature, which was first proposed and successfully implemented in the
context of DDCM by Stinebrickner (2000). Second, we have to approximate the expected value
function as a continuous function of the unobserved state variables; in the EV1 iid case, this step
was not necessary, because the unobserved state variables are integrated out in the closed form
solution. Different approaches to value function approximation have been proposed (see, for
example, Cai and Judd, 2013; Judd, 1998; Rust, 1996), and to stay flexible and generic, we use
interpolation over an adaptively refined grid, as proposed by Gru¨ne and Semmler (2004). Third,
since the expected value function is only defined implicitly by the fixed point of the dynamic
programming operator, we need to solve a non-linear system of equations in order to obtain an
approximation of the expected value. While also under the EV1 iid assumption, the expected
value is the solution to a fixed point problem, the system becomes much larger in the presence
of serial correlation, and thus we discuss suitable methods. Finally, we solve the maximum
likelihood problem using a nested fixed point (NFXP) algorithm, which is interconnected with
the grid refinement process of the expected value function approximation.
As an application, we estimate the bus engine replacement model of Rust (1987) with serially
correlated errors. One motivation for serial correlation in this model is a test for misspecification
from the original paper, that leads to the following conclusion:4
3Formally, the estimated error of the Monte Carlo estimate of some integral I is proportional to n−
1
2 , where
n is the number of integration nodes.
4One can also think of serial correlation as a feature in this context: In the context of optimal stopping
problems, such as the bus engine replacement model, the replacement decision is expected to happen rarely. If
the explanatory power of the model in terms of observed states is low, the probability of stopping is small for all
possible observed states. Thus, the observed decisions are mostly driven by tail events of the unobserved state
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“for groups 1, 2, and 3 and the combined groups 1-4 there is strong evidence that
(CI) does not hold. The reason for rejection in the latter cases may be due to the
presence of ‘fixed-effects’ heterogeneity which induces serial correlation in the error
terms.” (Rust, 1987)
Testing for statistical significance of serially correlated errors, we find that in some subsamples
of the original dataset, we can reject serially uncorrelated errors. Also, the parameter estimates
vary substantially, their relative sizes however are rather stable. For readability, the development
of the algorithm is closely related to the model under consideration; however, note that it is
generic with respect to DDCM with AR(n) type serially correlated errors, that have previously
been estimated using the EV1 iid assumption.
The remainder of this paper is organized as follows: Section 2 describes the bus engine re-
placement model of Rust (1987), and introduces the notion of serial correlation of the errors
used throughout the paper. Section 3 first develops a numerical procedure to solve the dynamic
programming problem of the agent, then introduces a method to decompose the likelihood func-
tion such that it can be computed using highly efficient quadrature rules, and finally describes
the likelihood maximization algorithm. Section 4 presents the estimation results. Section 5
concludes.
2 The Bus Engine Replacement Model
In the bus engine replacement model of Rust (1987), an agent repeatedly makes decisions about
the maintenance of a fleet of buses: Each period, he observes the state of each of the buses,
such as mileage, damages, sign of wear, etc. Based on that, he decides whether to do regular
maintenance work only, or a general overhaul; the latter is usually referred to as a replacement
of the engine. While the engine replacement causes a fixed cost of RC plus some random
component, the cost of regular maintenance is a function c(·) that is increasing in the current
mileage state, plus some random component.
Formally, the agent faces single period costs (or negative utility) for each individual bus
uθ(i, xt) + εt(i) , uθ(i, xt) =
{
−RC if i = 1
−c(xt, θ1) if i = 0
(1)
where i is the decision variable, with i = 1 indicating engine replacement, and i = 0 regular
maintenance; εt(i) is a random utility component, that is observed by the agent for all possible
choices, before making the actual decision. xt is the mileage of the individual bus at time t,
which is reset to 0 after an engine replacement. The replacement cost RC, as well as the cost
function parameter θ1 are both parameters to be estimated. The maintenance cost function
is assumed to be of the form c(xt, θ1) = 0.001 θ1 xt. From the econometrician’s point of view,
mileage at the time of decision, as well as the decision itself are observable for each bus and each
time period. The random utility component however is only observable to the agent, but not to
the econometrician; consequently, it is often referred to as unobserved state variable.
For the agent, the decision problem is how long to run a bus with regular maintenance only,
with increasing cost induced by increasing mileage, and when to replace its engine, and thus
facing the one-time replacement cost, but at the same time reducing the maintenance cost in
the future, because mileage is reset to 0. Assuming that the agent behaves dynamically optimal,
variables. However, this fact contradicts the assumption that decisions are modeled to be dynamic, because in
a model without serial correlation, these events are unforeseeable, single period shocks. With the introduction
of serial correlation, these shocks have persistent effects, which can be anticipated by the agent. For example, a
jump in maintenance cost still comes as a surprise to the agent, but once incurred, its effect on future periods
can influence decisions to a large extent.
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the Bellman equation defines the value per bus as a function of its mileage state and the random
utility components
Vθ(xt, εt) = max
i∈{0,1}
{uθ(i, xt) + εt(i) + βE[Vθ(xt+1, εt+1)|i, xt, εt]}. (2)
The conditional expectated continuation value in (2) is defined by
E[Vθ(xt+1, εt+1)|i, xt, εt] =
ˆ
(xt+1,εt+1)
Vθ(xt+1, εt+1)Pr(xt+1, εt+1 | i, xt, εt, θ) d(xt+1, εt+1) (3)
with subscript θ denoting the dependence of the value function on the parameter values RC and
θ1.
The original model makes the following conditional independence assumption about the joint
probability of the state variables:
Pr(xt+1, εt+1|i, xt, εt, θ) = Pr(εt+1 |xt+1)Pr(xt+1 | i, xt) (4)
Assumption (4) ensures that (i) the mileage state transition is – conditional on the decision i –
independent of the random utility component, and (ii) that the random utility components are
serially uncorrelated. If this assumption holds, and if moreover the random utility components
ε(i) are distributed extreme value type I (EV1) iid, the integral in (3) has a closed form solution.
However, in order to allow for serial correlation in ε, while keeping (i), we assume
Pr(xt+1, εt+1 | i, xt, εt, θ) = Pr(εt+1 | εt, xt+1, θ)Pr(xt+1 | i, xt). (5)
Note that assumption (5) allows the transition process of the mileage state, Pr(xt+1 | i, xt), to
be estimated independently from the other model parameters – as in the original model.5 We
use discretized mileage, and thus the integral over future mileage states in (3) becomes a sum:
E[Vθ(xt+1, εt+1)|i, xt, εt] =
∑
xt+1
ˆ
εt+1
Vθ(xt+1, εt+1)Pr(dεt+1 | εt, xt+1, θ)Pr(xt+1 | i, xt) (6)
A choice for serial correlation in the unobserved state variables that is frequently used in the
literature is the AR(1) process. More specifically, similar to Norets (2009), we define
εt(0) = ρεt−1(0) + ε˜t(0) , ε˜t(0) ∼ q(·) iid
εt(1) = ε˜t(1) , ε˜t(1) ∼ q(·) iid
(7)
where q(·) is a density function with zero mean, and ρ is the additional parameter of the
estimation.6 Thus, for the sake of the argument, we only assume the random utility component
of regular maintenance to be serially correlated.7 It is important to note that definition (7) nests
the original model for ρ = 0, and q(·) being the density of EV1.
Given that mileage state xt and decision it are observable for all buses, but random utility
components εt are not, the aim is to estimate this model’s parameter θ = {θ1, RC, ρ}, given the
data {xt, it}Tt=0, by maximum likelihood estimation.
5Since one can estimate the mileage transition process Pr(xt+1 | i, xt) – referred to as parameter θ3 in the
original model – independently from θ = {θ1, RC, ρ}, and moreover, since it is exactly the same as in Rust (1987)
(because it is not affected by the serial correlation in the unobserved state variables) we ignore this aspect of the
bus engine replacement model in the remainder of this paper.
6Furthermore, we assume that ε0 = 0; thus, ε1 is distributed with density q(·).
7While the assumption that serial correlation is only present for regular maintenance utility shocks provides
some computational simplification, one can also argue that it is easier to intrinsically motivate serial correlation
for this case, because the errors are bus specific by construction; for example, one might think of a bus having
some larger damage that persistently increases maintenance cost until the next general overhaul occurs.
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3 Computation and Estimation
The following subsections develop the necessary numerical methods to estimate the bus engine
replacement model of Rust (1987), with serially correlated unobserved state variables: First, we
show how to approximate the solution to the dynamic problem, using numerical quadrature,
interpolation over an adaptively refined grid, and solving a large non-linear system of equations.
Then, we develop a method to decompose and approximate the integral over the unobserved
state variables that appears in the likelihood function, and approximate it using highly efficient
Gaussian quadrature. Finally, we describe a nested fixed point algorithm to obtain maximum
likelihood estimates of the model parameters.
Note that this procedure is not specific to the model under consideration, but rather generic
with respect to DDC models with AR(n) type serial correlation.
3.1 The Expected Value Function
From (2) it is clear that in order to obtain the value function, we need to compute its conditional
expectation. In fact, the computation of the likelihood function actually requires the expected
value rather than the value itself (see Section 3.2). Thus, this section describes the necessary
steps to numerically approximate the expected value as a function of all possible states:
EVθ(x, ε) =
∑
x′
ˆ
ε′
max
i∈{0,1}
{
uθ(i, x
′) + ε′(i) + βEVθ(x′, ε′)
}
Pr(dε′ | ε, θ)Pr(x′ |x) ≡ T (EVθ)(x, ε)
(8)
Keeping the original time structure of the expectation (6) in mind, the expectation on the
leftmost side of (8) is – strictly speaking – taken at time t, while the one on the right hand side
(within the max operator) is taken at time t+1. But since the value function and its expectation
are time invariant, given state (x, ε), the same unknown function EVθ appears on both, the left
and the right side of the equation. Therefore, EVθ is the solution to the functional equation
EVθ(x, ε) = T (EVθ)(x, ε) (9)
and thus a fixed point of the non-linear operator T . Moreover, since T can be shown to have
the contraction mapping property (Rust, 1988), this fixed point is unique and attractive.
The numerical approximation of (8) involves three main computational tasks:8 First, we need
to approximate the integral in (8) by numerical quadrature. Second, we have to approximate
the continuous function EVθ by a finite number of parameters, for example by interpolation.
Finally, since EVθ is only defined implicitly as a fixed point of T – and we therefore cannot
evaluate it directly – we need to solve for the parameters of the function approximation by
solving a non-linear system (or fixed point iteration).
Numerical integration. In contrast to the case of extreme value type I iid distributed
unobserved state variables, no closed form solution to the integral (8) exists; thus, we have to
approximate it by numerical quadrature. A variety of methods for multi-dimensional integra-
tion exists; see, for example, chapter 7 of Judd (1998) for an overview, or chapter 4 of Press
et al. (2007) for an implementation oriented approach. Throughout the paper, we use Gaussian
quadrature, which is known to be very efficient for the integration of functions that can be well
approximated by a polynomial. While this condition is obviously violated for the value func-
tion (because of the kink potentially induced by the max-operator), one can still show Gaussian
schemes to be convergent for any Riemann integrable function, and, moreover, they are reported
to often outperform other widely used integration schemes, even in the presence of singularities;
8Generally, there is one more task, namely maximizing the utility and continuation value, in order to get
the current value as a function of the states. However, since the choice set is discrete and small, we do the
maximization by complete enumeration.
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see Judd (1998) and the literature cited therein. Also, Stinebrickner (2000) successfully applied
the Gaussian quadrature rules to expected value function approximation for DDCM with serial
correlation.
The n-node Gaussian quadrature rule approximates
ˆ b
a
f(y)w(y)dy ≈
n∑
i=1
ωif(yi) (10)
where w(y) is a non-negative weighting function with finite integral (including unity for |a|, |b| <
∞). The integration nodes yi are the roots of the degree n polynomial of the family of polynomi-
als that are mutually orthonormal with respect to weighting function w(y).9 The corresponding
weights ωi are chosen such that every polynomial of degree 2n− 1 is integrated exactly ; for the
corresponding formulas, see e.g. Kythe and Scha¨ferkotter (2005). Since both, nodes and weights
should be computed to high accuracy, they are often tabulated for some frequently used families
of orthonormal polynomials.
When taking expectations of functions of continuous random variables, the integration prob-
lem (10) arises naturally, with the density function being used as weighting function w(x). Ob-
viously, this approach requires the availability of polynomials that are orthonormal with respect
to the density function in use. For some distributions, these families are well known, such as the
Hermite polynomials for normally distributed random variables. For most other distributions
however, the necessary polynomials (and their roots) are unknown, and have to be computed
first.10 Alternatively, one can map the support of the corresponding density function to [−1, 1]
by a change of variable,11 and approximate the resulting integral using the Gaussian rule based
on Legendre polynomials, which are orthonormal with respect to the unity weighting function on
[−1, 1]. Using this procedure, we found that expectations of extreme value distributed random
variables can be approximated quite efficiently.
Directly approximating (8) by Gaussian quadrature has a potential caveat, since it would
require to find polynomials that are orthonormal with respect the conditional probabilities,
Pr(ε′ | ε), and thus different nodes and weights for each ε. Conseqently, we reformulate the
integral in (8) in terms of the unconditional probability q(ε˜′(i)),
ˆ
ε˜′(0)
ˆ
ε˜′(1)
max
{
u(0, x′) + ρε(0) + ε˜′(0) + βEVθ(x′, (ρε(0) + ε˜′(0), ε′(1)),
u(1, 1) + ε˜′(1) + βEVθ(1, (0, ε′(1)))
}
q(dε˜′(1))q(dε˜′(0))
(11)
and compute (or look up) one single set of nodes and weights for weighting function q(ε˜′(i)).12
Since the integration in (11) has dimension N = 2,13 but Gaussian rules are per se one-
dimensional, we use them extended to N dimensions by the product rule, which generalizes (10)
9A family of polynomials {ϕk(y)}∞k=0 with inner product 〈ϕk, ϕl〉 =
´ b
a
ϕk(y)ϕl(y)w(y)dy is orthonormal with
respect to weighting function w(y) on [a, b], if 〈ϕk, ϕl〉 = 0 ∀k, l : k 6= l, and 〈ϕk, ϕk〉 = 1 ∀k.
10One can for example use the Stieltjes’ procedure (see e. g. Press et al., 2007), but the method should be used
with caution, since it is prone to roundoff errors, and, moreover, contains difficult numerical integration problems
itself.
11For example, if the inverse of the cumulative distribution of a distribution with density w(y), W−1(y), exists,
one can apply the following change of variables:
´ +∞
−∞ f(y)w(y) =
´ 1
0
f(W−1(y)).
12Equation (11) silently assumes that after a replacement, the series of serially correlated unobserved states is
reset to its mean, 0. Thus, ε in the first period after an engine replacement is distributed according to density
q(·) again.
13The dimension of the integration over the unobserved state variable in DDCM is usually (N−1)-dimensional,
because the decisions of the agents in the model are driven by utility differences rather than levels. In this case
however, since we assume that serial correlation is only present in one dimension of the error, the reformulation
of the model in terms of the differences of errors does not reduce dimensionality. Thus, the integration must be
carried out over all the N dimensions.
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to N dimensions by
ˆ
[a,b]N
f(y1, . . . , yN )
N∏
i=1
wi(y
i)d(y1, . . . , yN ) ≈
N∑
i1=1
· · ·
N∑
iN=1
f(y1i1 , . . . , y
N
iN
)
N∏
j=1
ωjij (12)
where f : RN 7→ R, wi : R 7→ R is the weighting function for dimension i, and yij and ωij are the
nodes and weights of the corresponding one-dimensional Gaussian rule (indexed by j), applied
to dimension i.14
Function approximation. Generally, the expected value function is a continuous function
of ε, and we need to approximate it as such, but by a finite number of parameters only. Assume
for the moment that we can evaluate an unknown function f(y) at arbitrary points, and that f(y)
is deterministic.15 Then, we can choose a set of nodes yi ∈ [a, b], and construct an interpolating
function fˆ(y), such that f(yi) = fˆ(yi) ∀yi.16 Obviously, we want to choose fˆ(y) such that
|f(y) − fˆ(y)| is “small everywhere”, not just at the interpolation nodes yi. More formally, we
want to control the interpolation error supy∈[a,b] |f(y)−fˆ(y)|. However, the problem of finding an
interpolation scheme and nodes, that deliver good approximation quality, is problem specific.17
A general, but computationally expensive approach to node choice are adaptive procedures:
Given some interpolant fˆ (h)(y), we evaluate the quality of approximation, |f(y) − fˆ (h)(y)|,
at different values of the argument (different from yi), and we insert new nodes where the
approximation quality is poor; then, we construct a new interpolant fˆ (h+1)(y) on the set union
of old and new nodes. This procedure is iterated until some convergence criterion is met.
Adaptive methods are particularly well suited for functions with “difficult” shape properties,
for example functions with greatly varying curvature, kinks, or discontinuities, and to explicitly
control the approximation error. For the actual interpolation over such a grid, one can for
example use piecewise methods, such as splines.18
Since we want to have direct control over the error of the approximation of EVθ, we choose
an adaptive approximation method; in particular, we want to assure uniform approximation
quality for different values of θ, in order to compute the corresponding likelihood function
values to high accuracy. Therefore, we employ the method of Gru¨ne and Semmler (2004),
which repeatedly refines an interpolation grid, until a global approximation error criterion is
met. At this point, it is important to note that we cannot directly evaluate the true (but
unknown) expected value function EVθ, because it is only implicitly defined by (9). Fortunately,
to discuss this grid adaption method, it is sufficient to assume that the method is supplied with
an approximation ÊV
(h)
θ ( · ; a) from the previous iteration of the adaption process, which is now
explicitly parametrized by the finite-dimensional vector a ∈ RA. Let Γ(h)θ be the grid at the
14Note that in order to use the product rule (12) to compute expectations, the dimensions of the random
variable must be mutually independent. For more general multivariate distributions, see, for example, Ja¨ckel
(2005).
15A function is called deterministic, if it is not subject to noise, thus, if the variance of the function value at a
given argument is zero on its whole domain. For example, f : R 7→ R is deterministic if V ar(f(y)) = 0, ∀y ∈ R.
16Unlike interpolation, perturbation methods such as Taylor series approximation only require the evaluation
of the unknown function for one particular value. However, for Taylor series approximation to obtain accurate
results, it is often necessary (but not sufficient) to also evaluate higher order derivatives of the function. On the
other extreme, regression methods evaluate the function at much more points than interpolation methods usually
use, in order to “filter out” information that is not relevant for the approximation, such as noise. Obviously, the
interpolation property does not hold for functions obtained from regression.
17While the two main steps of choosing the nodes, as well as choosing and parametrizing the interpolation
function might seem independent, the performance of a particular interpolation scheme usually depends on a
reasonable combination of the two; a well known example is the approximation by Chebyshev polynomials, for
which one can show favorable convergence properties, if the nodes are chosen to be the roots of the corresponding
polynomials.
18For arbitrary choices of interpolation nodes, polynomial approximation schemes do not necessarily converge if
more interpolation nodes are added; this property is known as the Runge phenomenon, and makes it particularly
difficult to use polynomial approximation in conjunction with adaptive node choice.
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beginning of iteration h. For each cell19 cl of grid Γ
(h)
θ , we approximate the solution to the
following optimization problem20
ηl = max
ε∈cl
|ÊV (h)θ (x, ε; a)− T (ÊV
(h)
θ )(x, ε; a)| (13)
Then, Gru¨ne (1997) showed that the maximum error over all cells, η = maxl{ηl}, defines an
approximation error bound by
max
x∈X,ε∈RN
|EVθ(x, ε)− ÊV
(h)
θ (x, ε; a)| ≤ η
1
1− β (14)
where EVθ represents the true (but unknown) expected value function. The method of Gru¨ne
and Semmler (2004) inserts new nodes into those cells cl where the corresponding error ηl is
larger than some threshold. Finally, we construct new interpolant ÊV
(h+1)
θ ( · ; a) on the refined
grid Γ
(h+1)
θ . (In order to parametrize it, we need to solve for the fixed point (9), which we
discuss shortly.) This procedure is repeated, until the maximum (global) approximation error
η(1− β)−1 is smaller than the desired approximation error, η¯.
One particular advantage of the method of Gru¨ne and Semmler (2004) is that it not only
allows for refinement, but easily extends to grid coarsening, by identifying and removing nodes
that do not increase approximation accuracy. Combining coarsening and refinement, we can
construct a grid updating procedure, which can be integrated with a nested fixed point algorithm
(NFXP). In NFXP, the likelihood maximization (“outer loop”) repeatedly feeds different values
of θ into the expected value function approximation (“inner loop”); thus, rather than building
up from scratch an interpolant for each new value of θ(k+1), it can be obtained from updating
an interpolant that has previously been build for some other value θ(k) (see Section 3.3 below).
Note that due to the fact that serial correlation is only allowed in ε(0), EVθ(x, ε) is constant
in ε(1). Consequently, we only need to approximate it as a one-dimensional function of ε(0).
Therefore, we can use piecewise linear interpolation to construct ÊV θ.
21 However, the method-
ology generalizes to higher dimensions by replacing PLI with multidimensional interpolation.
Finally note that, since in this formulation of the model, mileage has been discretized, we
need to approximate EVθ as a separate continuous function of ε for each mileage state x ∈ X
simultaneously; thus, ÊV θ( · ; a) is really a set of interpolants. If, in contrast, mileage would
enter the model as a continuous variable, ÊV θ( · ; a) would rather be a single 2-dimensional
interpolant. However, discrete mileage is necessary to nest the original model without serial
correlation as a special case.
Non-linear system. The last few paragraphs discussed the choice of a function approxima-
tion scheme and interpolation grid creation, but left out how to actually evaluate the unknown
function EVθ, which is only implicitly defined as the fixed point of T . While this fixed point
is generally a continuous function, its substitution by an approximating interpolant ÊV θ( · ; a)
simplifies the problem to a non-linear system of D equations in A unknowns,
ÊV θ(x, ε; a) = T (ÊV θ)(x, ε; a) ∀(x, ε) ∈ Γθ, a ∈ RA (15)
where D is the number of elements in Γθ, and thus each (x, ε) ∈ Γθ defines one equation of
(15), and the parameters a of the interpolant are the variables. From the parameter vector a∗
19In this context, cell ci of a n-dimensional grid Γ is defined as the hypercube spanned by
{
yj ∈ Γ : yki ≤ ykj ≤
minl{ykl : yki < ykl }, k = 1, . . . , n
}
, where yk is the kth element (dimension) of the vector y.
20Note that since the model is already discretized in terms of mileage state x, finding the maximum error
within each each cell does not explicitly involve x; rather, one has to carry out the error estimation for all possible
mileage states independently.
21While piecewise linear interpolation usually takes more nodes to produce sufficiently smooth approximations
compared to higher order methods – if the function to be approximated is really smooth – PLI showed better
stability in the parametrization step of solving the non-linear system in our case. Also, the higher accuracy needs
we imposed, the more PLI and higher order methods became comparable in performance.
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that solves (15), we can directly construct the interpolant ÊV θ( · ; a∗). This procedure is known
as collocation, which is a particular variant of a projection method for the approximation of
functions that are defined by functional equations; see Judd (1998), chapter 11. Finally, we
compute the approximation error of ÊV θ( · ; a∗) as defined by (14); if it is sufficiently small
(smaller than η¯), we accept our approximation of EVθ, otherwise, we refine the interpolation
grid Γθ, and solve (15) for the new grid.
22
Since for piecewise linear interpolation, the parameters of the approximation correspond to
the function values and the slopes at the grid points (and the slopes can be derived from the
neighboring grid points), the system (15) is square, so D = A. Moreover, it is actually still a
fixed point problem in the parameter vector a, because a is identical to the function values on
the grid, and therefore identical to the left hand side of (15):
a = T ′(a;x, ε) ≡ T (ÊV θ)(x, ε; a) ∀(x, ε) ∈ Γθ, a ∈ RA (16)
Consequently, one could use fixed point iteration schemes to get “close” to the solution (16) quite
fast.23 However, using fixed point iteration to solve for the approximation of EVθ does not deliver
the accuracy needed to guarantee convergence in the outer loop of likelihood maximization in
our case (see Dube´ et al., 2012, for this issue).
Consequently, similar to Rust (1987), we use methods that directly solve the non-linear
system
ÊV θ(x, ε; a)− T (ÊV θ)(x, ε; a) = 0 ∀(x, ε) ∈ Γθ, a ∈ RA (17)
to high accuracy. Given the accuracy needs of our application, Newton methods are partic-
ularly interesting, because they show quadratic convergence close to the solution under some
conditions.24 However, these methods require the evaluation of the Jacobian matrix J of the
non-linear system (17), which is generally of size D2, and thus can be prohibitively expensive
to compute for large systems. In particular, given an adaptively refined grid, the size of J can
become an issue since the number of equations of (17) is defined by the number of nodes in Γθ,
and thus the system grows larger as the grid is refined. However, analogously to the original
model, if the Markov transition matrix of the discrete states is sparse, also J is sparse; thus,
using Newton (or quasi-Newton) methods can still be feasible, because the number of non-zero
elements in the Jacobian grows much slower in the number of grid nodes.25 Figure 1 illustrates
the sparseness pattern of our problem.
To numerically solve the fixed point problem (9), we use the “ipopt” package (Wa¨chter
and Biegler, 2005), in conjuction with the “pardiso” sparse linear solver (Schenk and Ga¨rtner,
2004).
Figure 2 plots an example of the expected value function, where each of the black lines
represents the expected value as a function of ε(0), for a particular value x. We want to
22Note that in contrast to interpolation of explicitly defined functions, the interpolation property with respect
to the true expected value function, ÊV θ(x, ε; a) = EVθ(x, ε), ∀(x, ε) ∈ Γθ, generally only holds as the approx-
imation error η(1 − β)−1 goes to zero, because for a positive approximation error, T (EVθ)(x, ε) = EVθ(x, ε) 6=
T (ÊV θ)(x, ε; a), (x, ε) ∈ Γθ.
23Note that in principle, one can apply the fixed point formulation (16) to every interpolation scheme that
uniquely maps the function values on the grid into the parameters, which is actually true for many interpolation
schemes. For example using a spline, one can implement the fixed point representation in a two step procedure,
which first does a Newton iteration on the function values, and then fits a new spline over the grid (as part of
operator T ′). However, numerically, it can be more stable to add the system of equations that determines the
parameters of the spline to (15), and solve the system in the parameters directly.
24Suppose for f : Rn 7→ Rn, a solution y∗ to the system f(y∗) = 0 exists, the Jacobian function J : Rn 7→ Rn×n
is Lipschitz continuous, and the Jacobian matrix at the solution, Jf (y
∗), is non-singular. Then, if y(0) is sufficiently
close to the solution y∗, the residual decays quadratically for each Newton iteration, thus ∃K > 0 : ‖y(k+1)−y∗‖ ≤
K‖y(k) − y∗‖2. Loosely speaking, close to the solution, the number of correct digits of the result roughly doubles
in every Newton step.
25The complexity of evaluating the Jacobian is still quadratic in the number of equations, but with a small
multiplicative constant c 1, which is decaying in the degree of sparseness. Thus, for sufficiently sparse transition
matrices, it is well feasible to evaluate the Jacobian, even more since one can evaluate its elements perfectly parallel.
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Figure 1: Sparseness pattern of the Jacobian of the non-linear system (17).
Figure 2: The expected value function EVθ(x, ε) for ρ = 0.6, RC = 14, θ1 = 2, ε˜(i) ∼ EV1 iid.
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emphasize again that the procedure to compute an approximation of EVθ(x, ε) as presented in
this section easily generalizes to other models, with arbitrary number of decisions N , and serial
correlation in all dimensions of the unobserved state variables, by choosing a multi-dimensional
interpolation scheme.
3.2 The Likelihood Function
In this section, we derive the likelihood function for the bus engine replacement model with
serially correlated unobserved state variables, and formulate it such that the dimensionality
of the numerical integration only depends on the number of choices N , but not on the time
horizon of the observation, T . In a second step, we provide a numerical procedure to solve this
formulation, using standard deterministic quadrature rules to high accuracy. It is important to
note that this reformulation is not specific to the Rust (1987) model, but generically applies to
DDCM with AR(n) type serial correlation, even one allows for serial correlation in the errors
for all choices.
The likelihood function of one individual bus derives as follows:
L( θ | {xt, it}Tt=0) =
ˆ
· · ·
ˆ
ε0,...,εT
Pr({xt, it, εt}Tt=0 | θ) dε0 . . . dεT (18)
The likelihood function of the full panel computes as the product of the likelihood functions of
the individual buses, since the state variables are assumed to be independently distributed across
buses. Incorporating the assumption that all state transitions are Markov, we can factorize the
probability of observing a particular time series as
Pr({xt, it, εt}Tt=0 | θ) =
T∏
t=1
Pr(xt, it, εt |xt−1, it−1, εt−1, θ). (19)
We can further decompose the joint transition probability in (19), using the fact that, given xt
and εt, it is independent of it−1, εt−1 and xt−1,26 as well as incorporating assumption (5):
Pr(xt, it, εt |xt−1, it−1, εt−1, θ) = Pr(it |xt, εt, θ)Pr(εt | it−1, εt−1, θ)Pr(xt |xt−1, it−1) (20)
For notational simplicity, define
mit ≡ uθ(i, xt) + βE[Vθ(xt+1, εt+1)|i, xt, εt]. (21)
While Pr(εt | it−1, εt−1, θ) is determined by (7) and Pr(xt |xt−1, it−1) is estimated independently
(and therefore omitted from now on)27, the conditional decision probability Pr(it |xt, εt, θ) is
given by
Pr(it = 1 |xt, εt(0), εt(1), θ) = 1(m1t + εt(1) > m0t + εt(0)) (22)
where 1(·) is the index function that is equal to one if its argument is true, and zero other-
wise; note that the conditional decision probabilities are actually degenerate, because, loosely
speaking, there is no randomness left, given εt.
Finally, exploiting the Markov structure for the integration, and dropping parameter depen-
dence for better readability, we can write the likelihood function (18) as
L( θ | {xt, it}Tt=0) =
ˆ
ε0
. . .
ˆ
εT−1
. . .
ˆ
εT
Pr(iT |xT , εT )Pr(εT | iT−1, εT−1) dε0 . . . dεT−1dεT . (23)
26This fact follows from the definition of the value function (2).
27Since one can estimate the mileage transition probabilities separately, they only add a multiplicative constant
to the likelihood function of θ = {θ1, RC, ρ}. Thus, we omit the corresponding term of the likelihood function
(and one should so in the actual maximization for scaling reasons).
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To numerically approximate (23), define the function
gt(ε) =
1 t > Tˆ
ε′
Pr(it+1 |xt+1, ε′)Pr(ε′ | it, ε)gt+1(ε′) dε′ otherwise
(24)
Now, given gt+1(ε), we can numerically approximate the function gt(ε) using both, numerical
integration and function approximation. Since gt(ε) is known to be unity for t > T , we can
use backward iteration starting from gT (ε), to solve for g0(ε), which is the approximation of
the likelihood function L( θ | ·). Note that this procedure is analogous to solving for the value
function of a finite horizon, discrete time dynamic programming problem by backward iteration.
Algorithm 1 gives a formal description of the procedure.28
Algorithm 1 Backward iterative computation of the likelihood function (23).
1: discretize support of ε → Γ ∈ RD
2: initialize interpolant gˆ(·) with nodes {gˆe}e∈Γ ∈ RD to unity
3: for t ∈ T, . . . , 1 do
4: for e ∈ Γ do
5: gˆe ← approximate
´
ε′ Pr(it+1 |xt+1, ε′)Pr(ε′ | it, ε)gˆ(ε′) dε′
6: end for
7: gˆ(·)← construct interpolant with nodes {gˆe}e∈Γ
8: end for
Note that each integral over εt is generally still N -dimensional. Thus, the procedure decom-
poses the T · N -dimensional integral of (18) to a N -dimensional integration that is repeated
D · T times, where D is the number of nodes used for function approximation of gt. Since
the computational complexity of deterministic numerical integration is generally exponential in
the number of dimensions, this reduction is highly desirable even for large D, because it enters
complexity of the overall algorithm linearly29
O(exp(T ·N)) O(D · T exp(N)) (25)
Given that serial correlation is only allowed in some dimensions, but not all, we can poten-
tially replace parts of integral in (24) by a closed form solution; this is particularly the case if the
cumulative distribution of those unobserved state variables that are not serially correlated does
have a closed form. Recall that the integration over εt really N -dimensional, thus 2-dimensional
in the model under consideration:ˆ
εt(0)
ˆ
εt(1)
Pr(εt(0) | it−1, εt−1(0)) Pr(εt(1)) Pr(it |xt, εt(0), εt(1)) dεt(1)dεt(0) (26)
Using (22), we can write the integral over εt(1) in terms of its cumulative distribution function
F ,
∞ˆ
−∞
1(εt(1) > m0t −m1t + εt(0)) Pr(εt(1)) dεt(1)
=
∞ˆ
m0t−m1t+εt(0)
Pr(εt(1)) dεt(1) = 1− F (m0t −m1t + εt(0))
(27)
28Algorithm 1 is generic with respect to both, the numerical integration scheme as well as the function ap-
proximation schemes, as long as the latter depends on function evaluations only.
29In the context of complexity analysis of algorithms, the O(f(y)) notation reads as follows: There exists a
constant K > 0 such that the number of iterations needed for an algorithm to complete a task of size y is bounded
by K · f(y).
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which no longer involves numerical quadrature if an analytical formula for F exists.
For the actual computations we use Gaussian quadrature as outlined in the previous section
(in the context of expected value function approximation). Note that while we write all integrals
in this section as integrals over ε for simplicity, we have to reformulate them in terms of ε˜
by a linear change of variables, in order to approximate them by Gaussian quadrature (see
Section 3.1). Also, for numerical reasons, we chose a slightly different change of variables to
map the integration domain from [−∞,∞] to [−1, 1], (see Judd, 1998, p. 204). Furthermore,
we use Akima splines (Akima, 1970) to approximate the integral over εt as a function of εt−1.
3.3 Likelihood Function Maximization
The maximum likelihood estimate of θ, given data {xt, it}Tt=0, is the solution to the following
optimization problem:
max
θ
L( θ | {xt, it}Tt=0)
s.t. EVθ(x, ε) = T (EVθ)(x, ε)
(28)
While there exist methods that directly solve the constrained problem (28), namely the mathe-
matical programming with equilibrium constraints (MPEC) approach, that Su and Judd (2012)
successfully applied to DDCM, and in particular to the bus engine replacement model of Rust
(1987), we use the well known nested fixed point (NFXP) approach by Rust (1988):30 Instead
of solving the constrained optimization problem (28), the likelihood maximization is performed
as a two step procedure. First, given a parameter guess θ(k), one computes the expected value
function EVθ(k) as a fixed point of operator T . Second, one evaluates the likelihood function
for θ(k), using the approximation of EVθ(k) just obtained before. The optimization algorithm
then constructs a new parameter guess θ(k+1). The procedure starts again by approximating
EVθ(k+1) , and is iterated until convergence of the maximization algorithm.
31 Thus, the con-
strained optimization problem (28) is actually transformed into an unconstrained problem.
Recall that the interpolation grid Γθ(k) , over which the corresponding approximating in-
terpolant ÊV θ(k)( · ; a) satisfies some error bound η¯, depends on θ(k). Thus, each step of the
maximization routine, from θ(k) to θ(k+1), requires to iteratively update Γθ(k) to Γθ(k+1) , until
the maximum approximation error of ÊV θ(k)( · ; a) is bounded by η¯ again; this procedure en-
sures that for each likelihood function evaluation, the approximation error of the corresponding
expected value function is controlled.32
Algorithm 2 summarizes the nested fixed point algorithm to solve (28).
For the model under consideration, the maximization of the likelihood function is an uncon-
strained non-linear optimization problem with three free parameters. We use a quasi-Newton
30The MPEC approach to DDCM estimation of Su and Judd (2012) “combines” the solution of the fixed
point and the maximization of the likelihood, by solving the original constraint formulation of the likelihood
maximization problem (28). This procedure is generally more efficient than the NFXP approach, because it does
not require to solve the fixed point equation (9) for each parameter guess, even if it is far away from the solution;
rather, it imposes the fixed point condition to hold only at the solution. However, directly integrating MPEC with
adaptive interpolation grids creates two potential problems: First, adding a grid node corresponds to adding a
constraint to the optimization problem, while the optimization algorithm runs. Second, adaptive methods usually
require the approximation of an iteration to be completed in order to compute the approximation quality for the
insertion decision, which in our case is not possible until (9) has been solved, which in turn contradicts the MPEC
idea.
31Since the fixed point of T is usually obtained using an iterative method, solving the dynamic problem is
often referred to as the “inner loop” in this context, while the maximization procedure is referred to as the “outer
loop”.
32Controlling the maximum approximation error does not imply that it is constant over the maximization
procedure. Rather, we choose η¯(k) to be decreasing in the iterations of the optimizer, in order to compute the
fixed point to lower accuracy far away from the solution, but to high accuracy close to it.
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Algorithm 2 Nested fixed point algorithm with adaptive grid updating.
1: initialize θ, Γθ, a
2: while ∇L(θ) 6= 0 do
3: while η(1− β)−1 > η¯ do
4: solve ÊV θ(x, ε; a) = T (ÊV θ)(x, ε; a) ∀(x, ε) ∈ Γθ, a ∈ RA
5: update Γθ (coarsening and refinement)
6: end while
7: evaluate L(θ),∇L(θ)
8: compute next θ
9: end while
trust-region method, provided by the R-package “trustOptim” (Braun, 2012); for a comprehen-
sive description of this method, see e.g. Nocedal and Wright (2006).33
4 Estimation Results
The original dataset of Rust (1987) consists of monthly odometer readings and engine replace-
ment decisions for a fleet of 162 buses, subdivided into 8 groups depending on their manufacturer
and model. Since buses are heterogeneous among groups, it is common to create different sub-
samples to estimate the parameters of model (1); we follow the literature by estimating three
subsamples separately, consisting of groups {1, 2, 3}, {1, 2, 3, 4}, and {4}. Table 1 shows the size
of the panel for each group under consideration.34
bus group
number of
buses
observation
horizon (months)
total number
of observations
number of
replacements
1 15 25 360 0
2 4 49 192 0
3 48 70 3312 27
4 37 117 4292 33
total 104 8156 60
Table 1: Number of buses, observation time horizon in months, total number of observations,
and number of observed engine replacements for each bus group.
As in Rust (1987), we discretize mileage in “bins” of 5,000 miles each.35 The highest possible
mileage state is 90 (which corresponds to 450,000 miles),36 formally x ∈ X = {1, . . . , 90}.
We assume the mileage transition to follow a Markov process (conditional on the replacement
decision), for which we estimate the parameters independently. We parametrize the discount
factor as in the original paper by β = 0.9999.
33Note that for the trust-region method to work efficiently, proper scaling must be applied to the objective
function and the parameters. Also, due to the potentially high computational noise in evaluating the likelihood
function, the step length of the finite difference approximations of the gradients should be chosen with care. For
a discussion of these issues, see e.g. Gill et al. (1981).
34The number of observations is equal to the time horizon in months, minus one (because there is no mileage
transition in the first observation of each bus), times the number of buses.
35By discretizing into bins of 5,000 miles we mean that the original mileage x˜ transforms into a mileage state
x = dx˜/5, 000e, with the ceiling function dy˜e = min{y ∈ N : y ≥ y˜}.
36If a bus ever reaches the maximum mileage state, we assume it to stay there until engine replacement.
Although no bus in any of our subsamples ever reaches the maximum mileage state, it still has relevance for the
solution of the dynamic problem of the agent, who takes this possibility into account when solving his infinite
horizon dynamic optimization problem.
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Before presenting the results of the estimation, we verify the estimation procedure presented
in Section 3: First, Table 2 presents a partial reproduction of Table IX of Rust (1987), with-
out serial correlation, but still numerically integrating both expected value and the likelihood
function. Second, Table 3 presents the results of the estimation using artificial datasets with
serial correlation. Since we know the parameters used for the simulation, we can directly test
the ability of the algorithm to recover the original parameters; we do this verification for the
density q(ε˜) being EV1, as well as normal. Observe that the procedure is able to recover the
true parameters to high accuracy.
Rust (1987) estimated
RC 9.7558 9.7557
θ1 2.6275 2.6274
ρ – –
L -6055.250 -6055.250
||∇L|| 1e-9
Table 2: Replication of Table IX of Rust (1987) for bus groups 1-4; L is the value of the log-
likelihood function at the solution; ||∇L|| is the order of magnitude of the norm of the gradient
of the log-likelihood function at the solution; β = .9999.
true estimated
EV 1 N(0, 1)
RC 14.0000 13.9959 14.0325
θ1 2.0000 2.0390 2.0464
ρ 0.6000 0.5997 0.5864
||∇L|| 1e-5 1e-5
Table 3: Estimation of artificially generated datasets, for densities q(ε˜) being EV 1 and standard
normal N(0, 1); ||∇L|| is the order of magnitude of the norm of the gradient of the log-likelihood
function at the solution; β = .9999.
Tables 4 and 5 finally present the estimation results with serial correlation, using the original
dataset of Rust (1987), again for both, EV 1 (Table 4) and normally distributed ε˜ (Table 5).
Note that in the EV 1 case, while the parameter estimates in the presence of serial correlation
are substantially different from the estimates without serial correlation, the ratio of engine
replacement cost to the regular maintenance cost parameter is relatively stable; thus, the trade-
off for the decision maker has not changed much quantitatively. Performing a likelihood ratio test
to compute the statistical significance of the quantitative changes induced by the introduction
of serial correlation, only on the largest subsample of the dataset (bus groups 1–4) we can reject
the hypothesis of no serial correlation at reasonable significance levels. In case of normally
distributed ε˜, both the parameter values and their ratios change substantially; however, we
cannot reject the hypothesis of no serial correlation at a reasonable significance level for this
dataset.37
37The failure to rejecting the no serial correlation hypotheses might well be due to a relatively small dataset; for
example, the biggest subsample of the dataset used in this context (bus groups 1–4) only contains 60 replacement
decisions.
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Bus Groups 1-3 Bus Groups 1-4 Bus Group 4
RC 11.8270 25.0000 9.7557 26.4972 10.0740 22.4464
θ1 4.6724 9.8347 2.6274 7.2392 2.2927 4.9162
RC/θ1 2.5313 2.5420 3.7130 3.6602 4.3793 4.5658
ρ – 0.6894 – 0.7366 – 0.7045
L -2708.335 -2707.765 -6055.250 -6053.341 -3304.158 -3303.914
||∇L|| 1e-7 1e-6 1e-9 1e-5 1e-5 1e-6
p (LR) 0.2854 0.0507 0.4848
Table 4: Estimation results for the original dataset, density q(ε˜) being EV 1. L is the value of
the log-likelihood function at the solution, ||∇L|| is the order of magnitude of the norm of the
gradient of the log-likelihood function at the solution; p (LR) is the p-value of the likelihood
ratio test with H0 : ρ = 0; β = .9999.
Bus Groups 1-3 Bus Groups 1-4 Bus Group 4
RC 7.0870 13.9130 6.0047 18.4240 6.0753 11.5717
θ1 2.4586 5.4257 1.4011 5.1150 1.1829 2.4626
RC/θ1 2.8826 2.5643 4.2857 3.6020 5.1359 4.6990
ρ – 0.5230 – 0.6623 – 0.5155
L -2707.877 -2707.820 -6054.084 -6053.685 -3303.919 -3303.901
||∇L|| 1e-5 1e-5 1e-6 1e-5 1e-6 1e-5
p (LR) 0.7354 0.3713 0.8503
Table 5: Estimation results for the original dataset, density q(ε˜) being N(0, 1). L is the value
of the log-likelihood function at the solution, ||∇L|| is the order of magnitude of the norm of
the gradient of the log-likelihood function at the solution; p (LR) is the p-value of the likelihood
ratio test with H0 : ρ = 0; β = .9999.
5 Conclusion
This paper developed a method to efficiently estimate dynamic discrete choice models in the pres-
ence of serial correlation in the unobserved state variables. First, to approximate the expected
value function of the underlying dynamic problem, we use Gaussian quadrature, interpolation
over an adaptively refined grid, and solve a potentially large non-linear system. Second, to eval-
uate the likelihood function, we decompose the integral over the unobserved state variables in
the likelihood function into a series of lower dimensional integrals, and successively approximate
them using Gaussian quadrature rules. Finally, we solve solve maximum likelihood problem
using a nested fixed point algorithm.
After verifying the algorithm’s ability to recover the parameters using an artificial data
set, we apply this method to the bus engine replacement model of Rust (1987), and we find
significant serial correlation for some of the subsamples. Also, the parameter estimates vary
substantially, compared to the case of serially uncorrelated errors. We want to emphasize again
that the method presented in this paper is not limited to the bus engine replacement model, but
is generic to DDCM models with AR(n) type serially correlated errors.
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