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We study optical bistable behavior of a Rydberg electromagnetically-induced transparency (EIT) atomic
medium in a unidirectional optical ring-cavity. Due to strong van del Waal (vdW) interactions between the
atoms, both optical nonlinear dispersion and nonlinear absorption coefficients are enhanced substantially. Un-
der the condition of two-photon on resonance, we show that probe one-photon detuning can change the phase
of the third order nonlinearity coefficient, which tunes the character of the optical bistability within different
ratios of dispersive and absorptive types. This enables the single-photon control over photonic devices for fur-
ther manipulation of light other than switches and transistors. More interestingly, we predict appearance of
a scaling phenomena for optical bistabilities with the factors of coupling Rabi frequency and atomic density.
Additionally, we also discuss the influence of the cavity detuning and the mirror transmission coefficient on the
optical bistable behavior. The strong bistable feature provides a good ingredient for realizing all-optical logic
gate devices in optical computing.
I. INTRODUCTION
Quantum coherence and interference play important roles
in atomic and optical systems. In the past decades, the
phenomenon of electromagnetically induced transparency
(EIT) [1], which arises due to quantum interference between
two or more transition paths with atom-field interactions, has
been investigated extensively. In the presence of quantum co-
herence, some optical properties can be modified, e.g. en-
hancement of Kerr nonlinearity [2, 3], large refraction in-
dex [4–6], and negative refraction index [7]. Consequently,
many applications based on coherent media, such as large
cross-phase modulation [8], photon switching [9], four-wave
mixing [10], laser without inversion [11], spectral narrowing
[12], slow light [13, 14] and light storage [15], are widely
studied.
Although coherent media possess the rich applications
mentioned above, the nonlinearity of the media is still too
weak so that it is difficult to observe significant nonlinear
optical effects at low-intensity illumination regime. We can
provide the follwoing comparison for the optical nonlineari-
ties, i.e. Kerr nonlinear coefficient χ(3), in different atomic
systems. In conventional three-level atomic system, nonlin-
ear coefficient assigns a small value χ(3) ∼ 10−15(m2V2). A
giant Kerr nonlinear coefficient can be efficiently obtained
based on EIT-scheme [2], which was demonstrated on the
atomic ensemble of sodium by L. V. Hau et al. [13]. The
measured Kerr coefficient is χ(3) ∼ 7× 10−8(m2V2), which
corresponds to an about 8 orders of magnitude enhancement.
Apart from the usual atomic systems, Rydberg atoms, which
has an excited state with a high principle quantum number,
provide huge polarizability [16, 17]. Strong interactions be-
tween the Rydberg atoms give an alternative mechanism for
increasing the nonlinear response [21]. When Rydberg atoms
are combined with the EIT effect, a Rydberg-EIT system, the
system has quantum interference effect with long-lived co-
herence as well as strong long-range atom-atom interactions
arise from dipole-dipole or van del Waals (vdW) interactions.
This shifts the Rydberg level and results in Rydberg block-
ade when the interaction-induced shift is much larger than the
EIT linewidth. Thus, in a Rydberg-EIT medium, one obtains
a strong optical Kerr nonlinearity χ(3) ∼ 5× 10−2(m2V2),
which is strong enough to enable quantum nonlinear optics
in single-photon level. In addition, such a strong nonlinearity
also provides a direct evidence for the existence of Rydberg
blockade sphere [18–21].
Besides the enhancement of nonllinearity, an accompany-
ing phenomenon, called optical bistability (OB) or optical
multistability (OM), has been studied in various systems, e.g.,
semiconductor quantum well structures [30–33], silicon ring
resonators [34, 35], and silicon waveguide-resonators [36].
OB is characterized by a hysteresis curve which depends
on the history, and exhibits rapid jumps between two stable
states, of lower and of higher outputs, for the same input. This
requires a nonlinear system with a feedback provided by the
cavity. Optical cavities containing OB and OM atomic sys-
tems have been investigated both experimentally [22–24] and
theoretically [25–29]. Depending on the type of the nonlinear
response of a medium, i.e. nonlinear absorption or nonlinear
dispersion, it is possible to classify different media, as absorp-
tive and dispersive bistability, respectively [37].
All-optical switch and transistor, in which the gate light
pulse can change the transmission of a target light pulse even
in single-photon level [38–40], have already been demon-
strated in Rydberg atomic systems via utilizing the Rydberg
blockade effect. In difference to these achievements, extin-
guishing the target light in the presence of the gate light pulse,
in this work we tune the nonlinearity feature of the OB at de-
sired rates of dispersion and absorption. Hence, we have dif-
ferent transmissions of the probe field in our system by modi-
fying the feature of the OB via using different incident probe
field intensities. The hysteresis, which depends on the his-
tory of the path, can be used in photonic logic gate devices,
playing an important role in the development of optical com-
puting. Single-photon control of the OB feature enables the
further manipulation of light in photonic devices.
In this paper, we study a Rydberg EIT medium in a unidi-
rectional ring cavity possessing optical bistabilities, via strong
vdW interactions between the Rydberg atoms, even for a weak
probe field input. We show that phase of the nonlinear co-
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2efficient can be manipulated by one-photon detuning of the
probe, which can change the bistable feature of the medium
dramatically. Coupling (Rabi) frequency and atomic density
are also two important factors which show scaling properties
on the bistable curves. We also discuss the influences of the
cavity detuning and the transmission coefficient of the mir-
ror. We observe that magnitude of the nonlinear coefficient is
directly proportional to the volume of the Rydberg blockage
sphere, which means that appearance of the optical bistable
response is supported by the Rydberg blockage nonlinearity
mechanism.
The paper is organized as follows. In Sec. II, we describe
the theoretical model for an optical bistable system. We de-
rive the equations of motion revealing the Rydberg EIT fea-
tures. By solving the intra-field equations of motion, we ob-
tain an analytical formula for the transmission of the probe
field, which shows a dispersive-type bistability. In Sec. III,
we demonstrate our results for different physical parameters,
discuss the underlying physics. Finally, we present our con-
clusions in Sec. IV.
II. SYSTEM AND THEORETICAL MODEL
In this section, we consider the system which is depicted in
Fig. 1. A Rydberg EIT medium is placed inside a unidirec-
tional ring cavity system, which consists of two mirrors with
reflection R and transmission T (R+ T = 1), and the other
two mirrors with 100% reflectivity, as shown in Fig. 1(a).
Rydberg EIT system is characterized by a cascade three-level
atomic configuration, in which the two fields, probe and cou-
pling field, are interacting with the atomic system with the
corresponding Rabi frequency Ωp and Ωc, respectively, as
shown in Fig. 1(b). ∆p = ωp−ω21 and ∆c = ωc−ω32 are
the one-photon detunings of probe and coupling fields, where
ωµν ≡ (Eµ −Eν)/h¯ is the frequency difference between state
|µ〉 and |ν〉. According to the atom-field interactions, we can
derive the equations of motion for the first order atomic oper-
ators under EIT condition, i.e. ΩpΩc.
∂
∂ t
σˆ12 =−(γ12− i∆p) σˆ12+ i2Ωp+
i
2
Ω∗c σˆ13, (1)
∂
∂ t
σˆ13 =−(γ13− i∆2) σˆ13+ i2Ωcσˆ12− iUˆ σˆ13, (2)
where σˆµν ≡ |µ〉〈ν | is the atomic flip operator. ∆2 ≡ ∆p+∆c
is the two-photon detuning. γ12 and γ13 are the relaxation
rates of σˆ12 and σˆ13, and the corresponding Langevin noise
terms are ignored at this stage. Here the total vdW induced
shift in Eq.(2) is defined as Uˆ ≡ ∫ d3r′V (r− r′)n(r′)σˆ33(r′),
in which n is atomic number density of Rydberg medium, and
V =C6/|ri− r j|6 is the frequency shift of a pair of atoms lo-
cated at ri and r j.
By solving Eq.(1) and (2) in steady-state regime and letting
two-photon on resonance ∆2 = 0, we can obtain the expecta-
tion value of σˆ12 defined as ρ21 ≡ 〈σˆ12〉, which is proportional
to the dipole transition of probe field.
ρ21 =
2iγ13
Ω2
Ωp− Ωp|Ωc|
4
Ω2|Ω|4 n
∫
d3r′
2V (r− r′)|Ωp(r′)|2
Ω2+2iΓV (r− r′) ,
(3)
FIG. 1: (a) an unidirectional ring cavity system in which a Ryd-
berg EIT medium is contained. (b) The cascade-type configuration
of Rydberg EIT atom.
in which Γ ≡ Γ2− 2i∆p, where Γ2 ≡ 2γ12 is the spontaneous
emission of state |2〉. Ω2 ≡ |Ωc|2 +2Γγ13. The detail deriva-
tions of Eq. (3) are given in Appendix A.
In Eq.(3), we have two parts which are linear part in first
term, and the nonlinear term in second term. Since γ13|Ωp| 
|Ωc|2 is satisfied in EIT condition, we can ignore the lin-
ear term safely, and only take the nonlinear term into ac-
count. With the dipole source term coming from Rydberg
EIT medium, we can obtain the propagation equation of probe
field as shown as follows.
∂Ωp
∂ z
= inµ2
k
ε h¯
ρ21 (4)
where µ is the dipole moment from |1〉 and |2〉. k and ε are
the wavevector and electric permittivity at the transition fre-
quency ω21, respectively. Together with Eq. (3, 4) and associ-
ating with standard field propagation equation, we have
∂Ep
∂ζ
= i
kL
2
χ(3)Γ22|Ep|2Ep = iη |Ep|2Ep, (5)
where Ep ≡ Ωp/Γ2 is a dimensionless field amplitude. ζ ≡
z/L is a dimensionless length, where L is the medium length.
To obtain Eq.(5), we have assumed that Ω2 ' |Ωc|2, and
|Ωp(r′)|2 ' |Ωp(r)|2 [21] so that we can move it outside from
the integral of Eq.(3). After calculating the integral, we can
obtain an analytical form of the dimensionless nonlinear co-
efficient η which is given as (please see the detail derivations
in Appendix A)
η ' piα
2
√
2
(
Γ2
|Ωc|
)2(4
3
piR3cn
)
(−1+ i)
(
1−2i∆p
Γ2
)−1/2
,
(6)
in which α = nσabsL is the optical density of Rydberg EIT
medium, where σabs = 3λ 2/2pi is the probe absorption cross
section. Rc ≡ (C6/δEIT)1/6 is the radius of Rydberg block-
ade sphere, and δEIT ≡ |Ωc|2/γ12 corresponds to the width
of EIT window. The physical meaning of blockade radius
Rc is defined by the distance at which the vdW induced fre-
quency shift is larger than δEIT. From Eq.(6), we can clearly
to see that the nonlinear term η |Ep|2 is proportional to the ra-
tio of |Ωp|2/|Ωc|2, but can be greatly enhanced by the value
of (4pi/3)R3cn [21], which is the atom numbers inside a Ryd-
berg blockade sphere. Besides, η is a complex, and the real
3and imaginary part correspond to the dispersion and absorp-
tion effect of probe field, which can be controlled by tuning
the probe one-photon detuning ∆p.
Next, we consider the feedback process via the ring-cavity
system. The input and transmitted probe field are represented
by EIp and E
T
p , respectively. The relation between input and
output and intracavity fields are known as boundary condi-
tions [28] given by
ETp =
√
TEp(ζ = 1), (7)
Ep(0) =
√
TEIp+Re
−iδEp(ζ = 1) (8)
where T is the transmission coefficient, and the reflection
coefficient is defined by R, which satisfy T + R = 1. δ =
(ωcav −ωp)Λ/c is the cavity detuning, and ωcav is the fre-
quency of cavity nearest to resonance, and Λ is the total op-
tical path of the cavity. We are interested in the relationship
between input and output fields. As a result, we can rewrite
Eq.(7) and (8) by
It ≡ |ETp |2 = T |Ep(1)|2, (9)
Ii ≡ |EIp|2 =
1
T
∣∣∣Ep(0)−Re−iδEp(1)∣∣∣2 (10)
In Eq.(9, 10), the input-output fields are determined by intra-
cavity field, which can be obtained by solving Eq.(5). The
nonlinear nature of Rydberg EIT medium with the feedback
from ring cavity system provide necessary conditions to form
optical bistability.
In order to study the nonlinear mechanism of optical bista-
bility, we solve Eq.(5) analytically. We give the detail deriva-
tions in Appendix B, in which the analytical solution can be
obtained as follows.
Ep(ζ ) = Ep(0)
(
1+2Im(η)|Ep(0)|2ζ
)iη/2Im(η)
(11)
In Eq.(11), it is clear to see that Im(η) provides a dissipation
effect. In general, one can rewrite this solution as Ep(1) =
Ep(0)exp(−Λ/2+ iϕ), where Λ ≡ ln
(
1+2b|Ep(0)|2
)
and
ϕ ≡ aΛ/2b represent the decay and phase terms, respectively.
We have used η ≡ a+ ib, in which a and b correspond to non-
linear dispersion and absorption.
Substituting Eq.(11) into Eq.(9, 10), we can calculate the
field transmission defined by T≡ It/Ii.
T=
T 2e−Λ(
1−R e−Λ/2)2+4R e−Λ/2 sin2 [(δ −ϕ)/2] (12)
When Λ = 0 (i.e. b = 0), Eq.(12) can reduce back to stan-
dard transmission of a ring cavity system or Fabry-Perot in-
terferometer [37]. It should be noted that the ϕ can be ex-
pressed as the function of transmitted field intensity, as shown
as ϕ =−(a/2b) ln(1−2bIt/T ), and ϕ = aIt/T in the absence
of b. Thus, from Eq.(12), one can realize that the system is a
dispersive bistable case, but with nonlinear absorption effect.
In the following section, we will show the results under dif-
ferent physical parameters.
III. RESULTS AND DISCUSSIONS
In this section, we present the numerical results for input-
output relation by solving Eq.(5, 9, 10) for different corre-
sponding parameters: Rabi frequency of coupling field Ωc,
probe detuning ∆p, cavity detuning δ , transmission T , and
optical density of the atomic medium α , which can be tuned
independently.
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FIG. 2: Optical multi-stabilities with different coupling Rabi fre-
quencies. (a) Blue solid line, red dotted line, green dashed line, and
thin magenta line correspond to Ωc = 2Γ2, Ωc = 3Γ2, Ωc = 4Γ2, and
Ωc = 5Γ2, respectively. Other parameters are given by ∆p = 5Γ2,
δ = 0, T = 0.5, and α = 70. (b) It shows the scaling results with the
factor of Ω−3c . By setting the reference curve ε = 1 (Ωc = 2Γ2), the
input and output fields of other curves are rescaled by the factor ε .
First of all, we study the optical bistable phenomenon with
the effect of the Rabi frequency of coupling field. As shown
in Fig. 2(a), we can see the optical bistable signatures between
input and output fields. The output field intensity is increas-
ing when Ωc is getting larger, which can be understood with
the width of EIT transparent window. From Eq.(6), the non-
linear coefficient η is proportional to |Ωc|−3. It means that η
decreases when Ωc increases, thus one need to have stronger
input intensity Ii to obtain the same transmission. As a reason,
we rescale the input and output field intensities by multiply-
ing a factor Ii,t→ ε−3Ii,t , where ε ≡Ωc/Ωc,0. HereΩc,0 is the
reference Rabi frequency, which is chosen Ωc,0 = 2Γ2 (blue
curve) in our case. In Fig. 2(b), we can find that the four
curves shown in Fig. 2(a) fall on the same curve. It should
be noted that the the input probe field intensity is not neces-
sary to be much smaller than that of coupling field. The low-
intensity approximation under EIT condition is only used for
intra-fields, thus we require Ωp = 0.2Ωc in our simulations to
guarantee the validity of EIT approximation.
Next, we discuss how the probe detuning affect the be-
haviour of optical multi- and bistability. In Fig. 3, we have
shown the relations between input and output probe field in-
tensity under various probe detunings. It is obvious to see that
probe detuning plays an important role in optical bistabilities.
For larger probe detuning, as one can see, the output intensity
increases and more bistabilities appear. When the probe de-
tuning decrease to ∆p = 1Γ2, the signature of bistability com-
pletely disappears. In order to interpret the physics behind
this result, we consider the nonlinear coefficient η . Accord-
ing to Eq.(6), one can see that the phase of η depends on ∆p,
which can affects the nonlinear degree. The total phase of
η is θ = 3pi/4+ φ/2, where φ ≡ arctan(2∆p/Γ2), ranging
from −pi/2 < φ < pi/2. It implies that pi/2 < θ < pi . As an
illustration in Fig. 4, the possible phase angle is on the sec-
ond octant, in which the first half (blue region) corresponds
to ∆p < 0, while the other half (green region) corresponds to
∆p > 0. The blue solid curve represents Im(η), which cor-
responds to nonlinear absorption, and the red dashed curve is
plotted for Re(η), corresponding to nonlinear dispersive term.
From Fig. 4, in the blue region, one can see that the absorption
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FIG. 3: Optical multi- and bistable curves with different probe detun-
ings. The input-output relations are shown by black dash-dotted line
(∆p = 1Γ2), Blue solid line (∆p = 2Γ2), red dotted line (∆p = 3Γ2),
green dashed line (∆p = 4Γ2), and thin magenta line (∆p = 5Γ2).
Other parameters are set by Ωc = 3Γ2, δ = 0, T = 0.5, and α = 70.
FIG. 4: Real and imaginary part of η verse the corresponding phase
angle θ . Red dashed curve and blue solid curve represent the real and
imaginary part of η , which correspond to dispersive and absorptive
term of system.
is getting larger while |∆p| is increasing, at the same time, the
dispersion part is decreasing. Thus, the nonlinear response is
inhibited so that we can’t have optical bistability for ∆p < 0.
In contrast, in green region, the absorption is decreasing while
∆p is increasing. Simultaneously, the dispersive part is getting
larger. As a result, we can explain the behaviours shown in
Fig. 3. The transmitted fields have larger intensity and more
bistabilities at larger ∆p due to stronger nonlinear dispersion
and lower absorptions.
The bistable curve is characterized the nonlinear response
of field, including absorption and dispersion. Although the
nonlinear absorption is quite large, the dispersion provides a
significant factor, resulting in optical bistable phenomenon.
As discussed in Sec. II, we will show that the system contain-
ing Rydberg EIT medium in cavity can be a dispersive optical
bistable device.
In Fig. 5(a), we have plotted the relation between transmis-
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FIG. 5: (a) Transmission v.s. output intensity. (b) input-output rela-
tion of optical bistability under the same parameters, which are set
by Ωc = 3Γ2, ∆p = 5Γ2, δ = 0, T = 0.5, and α = 70. In (a), line 1 to
line 5 correspond to the transmissions from lower to higher input in-
tensities. Points A to I are the solutions for the corresponding output
field intensities.
sion and output intensity according to Eq.(12). One can clear
to see that the magnitude of each transmission peak and the
period between two consecutive peaks are gradually decreas-
ing because of the presence of nonlinear absorption. Fig. 5(b)
shows the input-output relation for the corresponding situa-
tion. Im the following, we start to analyze the bistable be-
haviour. The straight lines in Fig. 5(a) represent the transmis-
sions with different input intensities. With increasing input
intensity, the slope of the line becomes smaller ( from line 1
to line 5). The first bistability occurs between line 1 and line
2, as one can see, when input intensity increases (line 1 →
line 2), the system response follows the path A→ B→C, and
after then it would follow the other path C → D→ A when
input intensity decreases (line 2→ line 1). Similarly, the sec-
ond bistability which occurs between line 3 and line 4 follows
the loop from E → F → G for increasing Ii (line 3→ line 4),
and G→ H → E for decreasing Ii (line 4 → line 3). More-
over, if we increase Ii, it will reach to point I, which belongs
to the next bistable region. From this picture, it is obviously
to realize that the bistable dynamical behaviours would be af-
fected by the dissipation, which is coming from nonlinear ab-
sorption. As a result of degradations of transmission peaks
and periods, the jump distance on It of each bistability de-
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FIG. 6: (a) Transmission v.s. output intensity under different cavity
detunings. (b) Input-output relation of bistable system with different
cavity detunings. Blue solid, red dotted, green dash-dotted, and ma-
genta dashed lines represent the cavity detunings δ = 0, pi/2, pi and
3pi/2, respectively.
creases, while the distance on Ii between two adjacent turn-
ing points increases. Accordingly, the larger absorption we
have, the faster decreasing of each transmission peak we get,
which limits the production of bistability at higher input in-
tensity. It’s in turn to give an explanation of the results shown
in Fig. 3.
Then, we consider the factor of cavity detuning δ . In
Eq. (12), we can see that the cavity detuning effect is just
making the shift of transmission peaks, for which the corre-
sponding values would be changed accordingly. As one can
see in Fig. 6(a), the shift of transmission peaks due to cavity
detuning is depicted, and the associated input-output relation
is shown in Fig. 6(b). The blue solid, red dotted, green dash-
dotted, and magenta dashed lines represent the cavity detun-
ings δ = 0, pi/2, pi and 3pi/2, respectively. With the nonlinear
absorption, it is evident to see the degradation of transmission
peaks with increasing output intensity.
Using the similar way, we can also study how the transmis-
sion coefficient T affect the bistable properties. As shown in
Fig. 7(a), we can see that the range of It is wider when T is
larger. Besides, the contrasts between transmission peaks and
background become small, which blurs the bistable curve, as
the magenta dashed lines shown in Fig. 7(b). In contrast, the
bistable curve is clear to see when T is small. Physically, the
reason for the fact that the transmission coefficient influences
bistable properties is the feedback of the system. According to
Eq.(10), the second term on right hand side is proportional to
R= 1−T , which provides the feedback to the system. When
T is getting large, the feedback contribution is decreasing such
that the bistable features gradually vanish.
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FIG. 7: (a) Transmission v.s. output intensity under different mirror
transmission coefficients. (b) Input-output relation of bistable sys-
tem with different mirror transmission coefficients. Blue solid, red
dotted, green dash-dotted, and magenta dashed lines represent the
transmission coefficient T = 0.3, 0.5, 0.7 and 0.9, respectively.
Finally, we discuss about the influence of optical density
of the Rydberg EIT medium. Since η is proportional to n2,
we can expect that the output intensity It would be greatly
decreased when the optical density α increases due to large
absorption. Nevertheless, the dispersive part is also enhanced
at the same time, which forms more bistabilities. In Fig. 8(a),
the relation of transmission versus output intensity is plotted
with various optical densities α . One can see that the trans-
mission peak shifts to higher It when α decreases, while we
have obtained more bistabilities in the corresponding input-
output relation shown in Fig. 8(b). The results reflect the fact
that the input intensity is smaller for the occurrence of opti-
cal bistability when the nonlinearity is larger. The results de-
scribed above quantitatively match our physical picture. Next,
we plot the scaling input-output relation in Fig. 8(c). Accord-
ing to the fact of η ∝ n2, we re-scale the input and output
intensity Ii,t → ε2Ii,t , in which ε ≡ n/n0. The four differ-
ent lines which are plotted with different α are falling on the
same curve. Essentially, this rescaling phenomenon shown in
Fig. 2(b) and Fig. 8(c) can be understood by considering that
the output field intensity It is scaled by the factor b, which is
proportional to n2 and Ω−3c .
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FIG. 8: (a) Transmission v.s. output intensity with different optical
density α , and the corresponding input-output relation is depicted
in (b). The scaling input-output relation is plotted in (c), in which
ε ≡ n/n0, and ρ0 = 2.4× 1017(1/m3). ε = 1, 0.75, 0.5, and 0.25
correspond to the four optical densities α = 70, 52.5, 35, and 17.5
in (a) and (b).
IV. CONCLUSION
In conclusion, we theoretically investigate the optical
bistable features of a Rydberg EIT atomic sample in a uni-
directional optical ring-cavity. In the presence of the van der
Walls interactions between the atoms, χ(3) nonlinear coeffi-
cient of the medium is greatly enhanced, which enables an
optical bistable response. A large magnitude of the nonlinear
coefficient η is not sufficient for a bistable response to appear.
This is because, its real and imaginary parts correspond to
different phenomena, nonlinear dispersion and absorption, re-
spectively. The nonlinear dispersion supports the bistability,
while nonlinear absorption can work against it. Fortunately,
6the ratio between the nonlinear absorption and dispersion can
be adjusted by probe-detuning ∆p, which changes the phase
of the nonlinear coefficient. That is, absorption can be re-
duced while dispersive term increases. Interestingly, we ob-
serve scaling of the bistable features by the factors of the cou-
pling Rabi frequencyΩc and the atomic optical density α . The
nonlinear coefficient also changes with the cavity parameters,
such as cavity detuning δ , and mirror transmission coefficient
T , which can be changed in the experiment. We provide an
understanding on the effects of the physical parameters on the
bistability features, which can be helpful for the design of op-
tical bistable devices employing Rydberg atomic media.
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appendix A
In appendix A, we will give the detail derivations of Eq. (3)
as well as Eq. (5) which is the main equation in this paper.
According to Eq.(1, 2), we can obtain the steady state by ig-
noring the time derivatives on left hand side. Thus we have
σˆ12 =
i
Γ
(Ωp+Ω∗c σˆ13) , (A.1)
σˆ13 =−ΩpΩc+2iΓUˆ σˆ13Ω2 (A.2)
where Γ ≡ 2γ12−2i∆p, and Ω2 ≡ 2Γγ13 + |Ωc|2. It is clearly
to see that Eq. (A.1) and Eq. (A.2) are coupled, and they are
not final solutions because we still have Uˆ which includes σˆ33
in Eq.(A.2). By considering the first order atomic operators,
we can express σˆ33 ' σˆ31σˆ13 = σˆ†13σˆ13.
With the operator approximation, we can substitute Uˆ into
Eq. (A.2), then we have
σˆ13 =−ΩpΩcΩ2 −
2iΓ
Ω2
[∫
d3r′V (r− r′)n(r′)σˆ†13(r′)σˆ13(r′)
]
σˆ13
(A.3)
In Eq. (A.3), we have σˆ13 on both right and left sides. We can
do the iteration by re-substituting σˆ13 on right hand side again
and again. For each time, we will encounter the integration as
following.∫
d3r′
∫
d3r′′V (r− r′)V (r− r′′)n(r′)n(r′′)
× σˆ†13(r′)σˆ13(r′)σˆ†13(r′′)σˆ13(r′′)
'
∫
d3r′
[
V (r′)
]2 [n(r′)]2(V
N
)
σˆ†13(r
′)σˆ13(r′)
(A.4)
where we have used
[
σˆ13(r′), σˆ†13(r
′′)
]
= (V/N)δ (r′− r′′).
After the many time iterations by the help of Eq.(A.4), we
can express σˆ13 as shown as
σˆ13 =−ΩpΩcΩ2 −
ΩpΩc
Ω2
N
V
×
∫
d3r′
∞
∑
m=1
[
−2iΓ
Ω2
V (r− r′)
]m
σˆ†13(r
′)σˆ13(r′)
=−ΩpΩc
Ω2
+2iΓ
ΩpΩc
Ω2
N
V
×
∫
d3r′
V (r− r′)
Ω2+2iΓV (r− r′) σˆ
†
13(r
′)σˆ13(r′)
(A.5)
From Eq. (A.4) to Eq. (A.5), we have assumed n(r) ' N/V .
Again, we have σˆ†13(r
′)σˆ13(r′) on right hand side, and we
try to truncate the iteration by using the lowest order ex-
pression of σˆ13 which is the first term on right hand side in
Eq. (A.5). By doing so, we can see that σˆ†13(r
′)σˆ13(r′) '
|Ωp(r′)|2|Ωc|2/|Ω|2. Re-substituting this expression back to
Eq. (A.5) and using Eq. (A.1), we can obtain the formula
shown in Eq. (3).
In our system, V (r− r′) =C6/|r− r′|6, which is vdW po-
tential. After substituting V into Eq. (3), we will encounter an
integral as shown as follows.∫
d3r′
V (r− r′)|Ωp(r′)|2
Ω2+2iΓV (r− r′)
'
∫
d3r′
C6
Ω2|r− r′|6+2iΓC6 · |Ωp(r)|
2
' 4pi|Ωp(r)|2
∫ ∞
0
dR
R2C6
Ω2R6+2iΓC6
=
pi2C6|C6|−1/2(1− i)
3
√
ΓΩ
|Ωp(r)|2 (A.6)
in which we have used the approximation Ωp(r′)'Ωp(r).
Together with Eq. (A.5, A.6) and Eq. (4, 5) and the com-
parison of field propagation equation given by
∂Ep
∂ζ
= i
(
kLΓ22
2
χ(3)
)
|Ep|2Ep, (A.7)
we can obtain the nonlinear coefficient η given by
η ' pi
2α
3
n
(
Γ2
|Ωc|
)3√C6
Γ2
(−1+ i)
(
1−2i∆p
Γ2
)−1/2
(A.8)
where α = nσabsL is the absorption cross section of probe
field. Using the relation ofC6/R6c = 2|Ωc|2/Γ2, one can easily
to obtain the form of Eq. (6).
appendix B
In Appendix B, we will give detail derivations of the ana-
lytical solution shown in Eq. (11). According to Eq. (5), we
have the field propagation equation with a complex nonlinear
coefficient which denotes as η = a+ ib. Thus Eq. (5) can be
rewritten as
∂Ep
∂ζ
= (−b+ ia)|Ep|2Ep (B.1)
7From Eq. (B.1), we can clearly to see that the damping term
is coming from the coefficient b, at the same time, the coeffi-
cient a arises phase shift. As a result, we can assume that the
solution is given by
Ep(ζ ) = Ep(0)exp
[
−Λ(ζ )
2
+ iϕ(ζ )
]
, (B.2)
in which Λ and ϕ correspond to the damping and phase shift
terms. Substituting Eq. (B.2) into Eq. (B.1), we can obtain the
following two equations by comparing with real and imagi-
nary parts.
1
2
∂Λ
∂ζ
= b|Ep(0)|2e−Λ (B.3)
∂ϕ
∂ζ
= a|Ep(0)|2e−Λ (B.4)
Solving Eq. (B.3) , we can easily obtain the solution given as
Λ(ζ ) = ln
(
1+2b|Ep(0)|2ζ
)
. (B.5)
Together with Eq. (B.5) and Eq. (B.4), we can solve ϕ as
shown as
ϕ(ζ ) =
a
2b
ln
(
1+2b|Ep(0)|2ζ
)
=
a
2b
Λ(ζ ). (B.6)
Substituting Eq. (B.5) and (B.6) back into Eq. (B.2), we can
obtain Eq. (11). It can be found that ϕ(1) = a|Ep(0)|2 = aIt/T
in the absent of nonlinear absorption i.e. b→ 0.
∗ Electronic address: yloptics@cts.nthu.edu.tw
[1] M. Fleischhauer, A. Imamoglu, and J.P. Marangos, Rev. Mod.
Phys. 77, 633 (2005).
[2] H. Schmidt and A. Imamog˘lu, Opt. Lett. 21, 1936 (1996).
[3] H. Kang and Y. Zhu, Phys. Rev. Lett. 91, 093601 (2003).
[4] Marlan O. Scully, Phys. Rev. Lett. 67, 1855 (1991).
[5] A. S. Zibrov, M. D. Lukin, L. Hollberg, D. E. Nikonov, M. O.
Scully, H. G. Robinson, and V. L. Velichansky Phys. Rev. Lett.
76, 3935 (1996).
[6] N. A. Proite, B. E. Unks, J. T. Green, and D. D. Yavuz, Phys.
Rev. Lett. 101, 147401 (2008).
[7] A.-P Fang, W. Ge, M. Wang, F.-l. Li, and M. S. Zubairy, Phys.
Rev. A 93, 023822 (2016).
[8] Z.-Y. Liu, Y.-H. Chen, Y.-C. Chen, H.-Y. Lo, P.-J. Tsai, I. A.
Yu, Y.-C. Chen, and Y.-F. Chen, Phys. Rev. Lett. 117, 203601
(2016).
[9] S. E. Harris and Y. Yamamoto, Phys. Rev. Lett. 81, 3611 (1998).
[10] C.-K. Chiu, Y.-H. Chen, Y.-C. Chen, I. A. Yu, Y.-C. Chen, and
Y.-F. Chen, Phys. Rev. A 89, 023839 (2014).
[11] M. O. Scully, M. Fleischhauer, Science 263, 337-338 (1994).
[12] M. D. Lukin, M. Fleischhauer, A. S. Zibrov, H. G. Robinson, V.
L. Velichansky, L. Hollberg, and M. O. Scully, Phys. Rev. Lett.
79, 2959 (1997).
[13] L. V. Hau, S. E. Harris, Z. Dutton, and C. H. Behroozi, Nature
397, 594 - 598 (1999).
[14] M.-J. Lee, J. Ruseckas, C.-Y. Lee, V. Kudriasˇov, K.-F. Chang,
H.-W. Cho, G. Juzelia¯nas, and I. A. Yu, Nat. Commun. 5, 5542
(2014).
[15] O. Katz and O. Firstenberg , Nat. Commun. 9, 2074 (2018).
[16] J. D. Pritchard, D. Maxwell, A. Gauguet, K. J. Weatherill, M.
P. A. Jones, and C. S. Adams, Phys. Rev. Lett. 105, 193603
(2010).
[17] D. Petrosyan, J. Otterbach, and M. Fleischhauer, Phys. Rev.
Lett. 107, 213601 (2011).
[18] C. Ates, S. Sevinc¸li, and T. Pohl Phys. Rev. A 83,
041802(R)(2011).
[19] M. Ga¨rttner, S. Whitlock, D. W. Scho¨nleber, and J. Evers, Phys.
Rev. A 89, 063407 (2014).
[20] J. Han, T. Vogt, and W. Li, Phys. Rev. A 94, 043806 (2016).
[21] S. Sevinc¸li, N. Henkel, C. Ates, and T. Pohl Phys. Rev. Lett.
107, 153001 (2011).
[22] H. Wang, D. J. Goorskey, and M. Xiao, Phys. Rev. A 65,
011801(R)(2001).
[23] A. Joshi and M. Xiao, Phys. Rev. Lett. 91, 143904 (2003).
[24] A. Joshi, A. Brown, H. Wang, and M. Xiao, Phys. Rev. A 67,
041801(R) (2003).
[25] W. Harshawardhan and G. S. Agarwal, Phys. Rev. A 53, 1812
(1996).
[26] J.-H. Li, X.-Y. Lu¨, J.-M. Luo, and Q.-J. Huang, Phys. Rev. A
74, 035801 (2006).
[27] J. Li, Physica D228, 148 (2007).
[28] Z. W., A.-X. Chen, Y. Bai, W.-X. Yang, and R.-K. Lee, J. Opt.
Soc. Am. B 29(10), 2891-2896 (2012).
[29] Z. Zhu, A.-X. Chen, W.-X. Yang, and R.-K. Lee, J. Opt. Soc.
Am. B 31(9) 2061-2067 (2014).
[30] A. Tredicucci, Y. Chen, V. Pellegrini, M. Borger, and F. Bassani,
Phys. Rev. A 54, 3493 (1996).
[31] J.-H. Li, Phys. Rev. B 75, 155329 (2007).
[32] J. Li, X. Hao, J. Liu, and X. Yang, Phys. Lett. A 372, 716720
(2008).
[33] J.-H. Li, Opt. Commun. 274, 366371 (2007).
[34] I. D. Rukhlenko, M. Premaratne, and G. P. Agrawal, Opt. Lett.
35(1) 55-57 (2010)
[35] Q. Xu and M. Lipson, Opt. Lett. 31(3) 341-343 (2006).
[36] I. D. Rukhlenko, M. Premaratne, and G. P. Agrawal, Opt. Ex-
press 17(24) 22124-22137 (2009).
[37] Partha P. Banerjee, Chapter 5 in Nonlinear Optics: Theory, Nu-
merical Modeling And Applications(Marcel Dekker, Inc).
[38] S. Baur, D. Tiarks, G. Rempe, and S. Du¨rr, Phys. Rev. Lett. 112,
073901 (2014).
[39] H. Gorniaczyk, C. Tresp, J. Schmidt, H. Fedder, and S. Hoffer-
berth, Phys. Rev. Lett. 113, 053601 (2014).
[40] D. Tiarks, S. Baur, K. Schneider, S. Du¨rr, and G. Rempe, Phys.
Rev. Lett. 113, 053602 (2014).
