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Abstract 
This study begins with providing an elaborate literature review and clarifying the definition of 
the economic structure. After an elaborate summary of previous research, we find that the 
impact of trade liberalization has not much been mentioned in the former analysis of 
structural change, and the origin of hump shaped pattern in the development of manufacturing 
also hasn‟t been clarified. Next, we illustrate the well-known process of structural change 
happened in developed countries in history. And then we give a statistical comparative study 
by Shift-Share Analysis (SSA) based on the productivity and employment data from 37 
countries‟ 9 sectors during 1950-2005 to exhibit different characters of structural change 
across different regions and country groups. In decomposing final consumption by an 
identical principle of Shift-Share Analysis, we provide proofs that the international trade has 
generated a growing influence on the economic structure.  
In order to generalize the contradictory theories of balanced growth and structural change, we 
present a comparative dynamic model combines the heterogeneities both in production and 
demand across agriculture, manufacturing and service. Our results show the hump-shaped 
pattern in manufacturing generates by two different forces: the first one is the combination of 
declination in labor requirement for subsistence agricultural need and the expand expenditure 
share on service. The second one is the adjustment of initial capital to break-even capital per 
effective labor. the initial capital level is highly probably lower than break-even capital per 
effective labor, which makes a large increase in labor requirement at beginning of 
industrialization. However, after the economy reached balanced growth path, the labor share 
of three sectors all gradually inclines to constant. 
After decomposed 37 countries‟ productivity growth into intra-sectoral effect, static-sectoral 
effect, and dynamic-sectoral effect by SSA, we firstly employ them as dependent variables 
and utilize a series of indicators reflecting macroeconomics status, institutional quality, trade 
openness, labor quality, and economic structure as independent variables to identify the 
determinants of productivity growth with differentiating structural change effect. The results 
support our assumptions that trade openness is significant for productivity growth, and 
structural change effects are negative related to development level. 
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Chapter 1.  Introduction 
„the rate of structural transformation of the economy is high. Major aspects of structural 
change include the shift away from agriculture to non-agriculture pursuits, and, recently, 
away from industry to services; a change of the scale of productive units, and the related shift 
from personal enterprise to impersonal organization of economic firms, with a corresponding 
change in the occupational status of labor.‟ (Kuznets, 1973)  
1.1. Backgrounds 
The styled facts of structural change are widespread in almost every developed country from 
the advent of industrialization in 19
th
 century until nowadays: the shift out from primary 
production, such as agriculture to manufacturing and service; the differentiated growth rate of 
productivity across various sectors, the natural-resource-based to more advanced, skill and 
technology intensive activities, and so on. 
Since 1945, developing economies have also gradually been involved in the process of 
industrialization, and structural change with a higher speed in the growth of manufacturing 
compares to mining and agriculture. But great differences can be observed in the process of 
structural change at regional or national level. 
Many Latin American economies have launched their industrialization and stimulated 
structural change by pursuing import substitution policies since 1930s. Lots of Latin 
American countries experienced a continuing economic growth before the economic crisis at 
the beginning of 1980s. Among Asian economies, Japan firstly accomplished the 
transformation of industrialization and become a developed country. From the 1960s, several 
newly industrialised economies (NIEs), such as Republic of Korea, Taiwan province of China, 
Hong Kong SAR and Singapore, have followed the path of rapidly changing the industrial 
structure, moving from low-skilled to more advanced production. In the last twenty years, 
China becomes one of the largest manufacturing producers in the world and represents the 
most striking phenomenon in the region. In contrast, most African countries still remain 
deeply on exporting natural resources and be restricted by undiversified economic structure. 
Despite the process of economic development should be inseparable from the rise of new 
economic powers and the decline of saturated sectors, „the topic of structural change is 
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frequently neglected in economic research‟ (Krüger, 2008). The diversity in the process of 
structural change among different countries and regions cannot be satisfying explained by 
neoclassical tradition and balanced growth. Therefore, it is imperative to pursuit a proper 
understanding of the historical process, origin, and determinants of structural change. 
1.2. Definition of structural change 
In economic research, despite with different meanings and interpretations, the terminology 
„structure‟ and „structural change‟ have become widely used. Kuznets (1959, p. 162) defined 
„structure‟ as „... A relatively coherent framework of interrelated parts, each with a distinctive 
role but harnessed to a set of common goals.' Syrquin (1988) argues the most conventional 
use of „structure‟ in development and economic history refers to „the relative importance of 
sectors in the economy in terms of production and factor use.' In Machlup's (1991) semantic 
study of „structure‟ and „structural change‟ he distinguishes them with different degree of 
clearness and provides an extensive list of their use. According to his categorization, the 
definition of structure and structural change at least can be interpreted in nine different 
meanings. „different arrangements of productive activity in the economy especially to 
different distributions of productive factors among different sectors of the economy, various 
occupations, geographic regions, types of product, etc.‟ (Machlup, 1991, p. 76) appears to be 
the most ordinary use of „economic structure‟ in development economics and growth theory. 
Meanwhile, structure is also used to delegate the fundamental invariant conditions, in another 
word, it  is a „composition that does not change easily‟ (Machlup, 1991, p. 78). Therefore, the 
term „structure‟ most commonly refers to the „hard to change‟ form.  
Vast scholars give the definition of „structural change‟ in their own way: Based on the 
preliminary work on the patterns of industrial growth, Chenery (1960) defines structural 
changes as „a broad process of accumulation, resource allocation, and demographic and 
distributional transition.' Ishikawa (1987, p. 523) defines „structural change‟ as „change in the 
relative weight of significant components of the aggregative indicators of the economy, such 
as national product and expenditure, exports and imports, and the population and labour 
force.' Syrquin (1988) concludes that the principals of structural change is „the shifts in the 
sectoral composition of economic activity (industrialization) focusing initially on the 
allocation of employment (Fisher, Clark) and later on production and factor use in general 
(Kuznets, Chenery); and changes in the location of economic activity (urbanization) and other 
concomitant aspects of industrialization (demographic transition, income distribution)‟.   
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According to Landesmann‟s (2000) definition, the structural change refers to in two ways: 
changes in compositional structures (of output, employment, exports, etc.); changes in 
behavior, such as output-employment relationships or FDI import/export dynamic, etc. 
Structural change is deﬁned as a modification of the sectoral composition of the economy by 
Montobbio & Rampa (2005). Paparozzi and Vincenzino (2007) describe structural change as 
„a profound, transforming change that occurs independently of the business cycle and other 
cyclical changes, which do not go away, rewrite the rules, and redefines the industry with 
profound new opportunities and threats.‟ Saviotti and Gaffard (2008, p. 115) define structural 
change in an unusually broad sense as a „change in the structure of the economic system, that 
is, in its components and their interactions. ‟ Bonatti and Felice (2008) define structural 
change as a shift of employment and expenditures towards the „stagnant‟ services sector with 
balanced (constant) aggregate growth. Ngai and Pissarides (2008) define structural change as 
„the state in which at least some of the labor shares are changing over time.' Chongvilaivan 
and Hur (2012) define structural change as „the productivity effects of labor reallocation 
across diverse industries.' „Structural economic transformation‟ is defined as „the evolution of 
an economy‟s structure from low productivity traditional activities (such as in traditional 
agriculture) to higher productivity modern activities (such as in manufacturing and services)‟ 
in UNIDO‟s report (2012)1. 
However, distinguishing with previous research, in this dissertation, we argue that the 
structural change should be a neutral conception. This is different from the terminology of 
„structural transformation,' the structural transformation is comparatively more positive and 
desirable not only „as a source of higher productivity growth and per capita income, but also 
to achieve greater diversity of the economic structure, which decreases a country‟s 
vulnerability to poverty and external shocks‟ (UNIDO, 2012). Nevertheless, we would like to 
disclose that if we define the „structural change‟ by the alteration in the share of sectors, 
productivity growth rate, types of products, etc.; there are notable quantities of negative 
evidences in many countries‟ structural change, especially in Latin American.  
To sum up, as we mentioned at the start, all the styled facts in economic development 
contradicting with balanced growth can be categorized into structural change. In this thesis, in 
order to balance the comprehensiveness and generality, we follow the pervasive general 
definition by Syrquin (1988), Landesmann (2000), Montobbio & Rampa (2005), Ngai and 
Pissarides (2008): structural change is the long-term changes in the composition of economic 
                                                 
1
 United Nations Industrial Development Organization(UNIDO),2012, Structural Change, Poverty Reduction and Industrial Policy in the BRICS, 
source: http://institute.unido.org/documents/M1_Home/BRICS_report.pdf 
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aggregates, this is attributable to the change in the labor share of sectors in the economy, to 
the change in the location of economic activity (urbanization), productivity growth rate, types 
of products, and other aspects of industrialization and long-term economic growth. More 
specifically, we select the changes in the sectoral composition as the representation and 
benchmark for structural change. 
1.3. Literature review of structural change 
The heterogeneity of studies in structural change is enormous. It  is not only because the 
terminology of „structure‟ and „structural change‟ is widely used and has multiple meanings, 
but also because it is inherently related to the complexity and without a unified approach at 
now.  To the best of our knowledge, there has been no attempt to provide an overall survey on 
answering the following questions in this field:  
What is structural change?   
Why does it appear?   
What are the determinants of it? 
This dissertation is intended to fill this gap, to provide a comprehensive survey of the 
economic literature on structural change from the aspect of its trends, origins and 
determinants. 
1.3.1. The styled facts of structural change 
The conceptual foundations for the analysis of ‟structural change‟ can be found as early as in 
the period of Classical Economists. Although, at that time, they did not use the exact 
terminology of „structure,' many scholars (e.g., Turgot, 1766; Smith, 1776) affirmed that the 
changes in the interaction between a few critical variables during the progress of wealth 
growing are the prototypes for the discussion of economic structure. For example, in Smith‟s 
An Inquiry into the Nature and Causes of the Wealth of Nations (1776), there is a clear 
illustration in the relationship between the sectoral composition of production and the stage of 
development accomplished. Moreover, in Smith‟s (1763, 1776) essays, he also contributed to 
identifying one of the major propellants for economic development is the labor specialization 
through the division of workforce and switch from one sector to another. After that, the 
heterogeneity in the micro and sectoral level development has first been observed by Fisher 
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(1939). In his pioneering research: Production, primary, secondary and tertiary, he divides 
the sectors in the economy according to a hierarchy of needs, starting with goods that satisfy 
basic needs in the primary sector (agriculture, fishing, forestry, mining), standardized 
products of combining investment goods and raw materials with labor in the secondary sector 
(manufacturing and construction), and services such as banking and insurance that are 
generated primarily by using labor or capital goods in the tertiary sector. He highlights that, 
during different time or stage in economic development, the dominant sector with respect to 
both the portion of people employed and the fraction of the total value added is varied. He 
postulates economic growth is initially leading by the primary, then shift to the secondary 
with the advent of industrialization, and then the tertiary sector achieves the dominant 
position at finally.  
Clark (1940) also documents the massive labor allocation from agriculture to manufacturing 
and service accompanying with the industrialization and economic growth. He provides an 
enumerative listing of industries based on their common characteristics: the agriculture, 
forestry and fishery belong to the primary sector; all goods producing and processing 
industries go to the secondary sector and the remaining industries categories to the tertiary 
sector. Wolfe (1955) collates industries with the related promoting factor in production. The 
industries rely mainly on natural factors, mechanical factors and human skills are assigned to 
the primary sector, the secondary sector, and the tertiary sector respectively. The increase in 
labor productivity in different sectors is affected by their particular promoting factors. 
Kuznets (1957, 1966) argues economic development is remarkably associated with a secular 
decline in the share of agriculture, increase share of manufacturing in the early stages of 
development accompanied with the achievement that the economy moves from the low-
income to the middle-income category; after that, a sustained increase share of the services 
sector at the expense of the decreasing share in manufacturing and continued shrinking of 
agriculture as the sign of a country moves into the category of developed economies. This is 
also well-known as the 'Kuznets Facts'. And he stated that „it is impossible to attain high rates 
of growth of per capita or per worker product without commensurate substantial shifts in the 
shares of various sectors (Kuznets, 1979, p. 130).' Another notable analyst is Rostow (1960), 
who provides a theory that the economic growth follows several stages: traditional, 
transitional, take-off, maturity, and mass consumption. Although his theory is mostly 
descriptive and has been seriously criticized later, he summarized the overview of the 
development process with an emphasis on the nature of structural change and had 
considerable influence on the views of development at that time.   
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Meanwhile, the dual-economy theory suggested by Lewis (1954) has also created a great 
influence even until now. He emphasizes the significance of considering the sectoral 
differences in the overall development of the economy. In Lewis‟s model, he stresses the 
phenomenon that the modern sectors of the economy gain in importance whereas the 
traditional ones lose ground. The shift of labour from stagnant traditional sector towards 
modern industry would sustain the growth of an economy at an aggregate level until the 
modern sector had exhausted all reserves of labor in the less productive sectors. This shift of 
labour, capital and other production factors from lower productivity branches towards higher 
productivity branches is latterly named as „the structural-bonus hypothesis‟ by Timmer & 
Szirmai (2000). 
Distinguishing from the previous scholars‟ optimistic attitude towards structural change, 
Baumol (1967) discloses the contradiction in transition of labor between technologically 
progressive sector and technologically stagnant sector. According to Baumol, the 
technologically progressive sector has greater speed of innovations, capital deepening, and 
productivity rise, whereas the technologically stagnant sector can enjoy „only sporadic 
increases in productivity‟ (Baumol, 1967, p. 416). The demands for the new enrollment of 
labor in technologically progressive sector is declining, however the wages increase, in the 
same way, in almost all sectors, this leads to a slowdown of aggregate productivity and the 
rise of relative costs in the non-progressive sector of the economy, which is known as the 
famous „cost-disease‟ effect. In the empirical evidence during the period 1947–1976, Baumol 
et al.(1985, 1989, Chapter 6) found regardless of the fact that the real output shares remained 
roughly constant, the employment, wages and prices in stagnant sector have increased more 
rapidly than in the progressive sector.  
Summarizing the experiences of structural change in developed countries, we can find that at 
the beginning of industrialization, the secondary sector begins to gain in importance at the 
expense of the primary sector while the tertiary sector stagnates, this is also defined as the 
„transitional‟ or „take-off‟ stage by Rostow (1961). At that period, the economy can enjoy „the 
structural-bonus‟ substantially by the process of shifting labor, capital and other factors within 
the manufacturing sector. This phenomenon is especially observable in the fast developing 
experiences of „Eastern Asian Miracle‟. However, after the transformation of the surplus labor 
from the primary sector to manufacturing starts slowing down and the labor share of 
manufacturing reaching its ceiling, the continuing increase in the share of service becomes to 
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dominate whereas increase the risk „cost-disease‟, because the growing prospective of 
productivity in service is lower than manufacturing in traditional assumption.  
In recent years, some scholars begin to notice the different performances and features of 
structural change happening in developing countries: After compared the process of structural 
change in different areas, Bah (2008) finds that only some countries from Asia are following a 
path that is the closest to that of developed countries. African countries have low agricultural 
output shares and high service output shares at very low GDP per capita. Despite the fact that 
the output shares of agriculture in Latin American countries are very similar to those of 
developed countries, but the industrial output shares started to decline at a relatively low stage, 
which leads to the long term stagnation of labour productivity growth in recent years. Ungor 
(2010) explores a comparative analysis for economic performance in terms of structural 
change and the sectoral productivity differences among East Asia and Latin America from 
1974 to 2004, and make a conclusion those differences in sectoral productivity growth rates 
account for the different structural transformation experiences of Latin America and East Asia. 
McMillan and Rodrik (2011) document labor productivity gaps between the traditional and 
modern parts of developing societies. Their empirical results show that the structural change 
has been a negative impact on economic growth in both Africa and Latin America since 1990. 
The differences in the pattern of structural change with labor moving from low to high 
productivity sectors in Asia, but in the opposite direction in Latin America and Africa should 
be accounted for the discrepancy in productivity performance between those countries.  
From those literatures, we can see that contrasting with the immense discussions and analyses 
on the homogenous styled facts shared among developed countries, the concern for the 
heterogeneities in developing and transition economies is far from explicit at the moment. 
1.3.2. The modeling of structural change 
The processes of modern economic growth and development do not merely involve a 
significant increase in aggregate productivity levels, but also entail changes in the 
redistribution of inputs and outputs across different sectors. The essence of modeling 
structural change is to capture the source and law of this sectoral redistribution. Numerous 
scholars have given their explanations for structural change in various ways. 
Fisher (1939) proposes a rudimentary framework for analyzing the alteration in the 
proposition of the three main sectors by dividing the private economy into primary, secondary 
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and tertiary sectors (also see Clark, 1940; Wolfe, 1955). Leontief (1941, 1991) provides a 
quantitative description of the economic system. In his model, the production process is 
represented by means of multiple causal relationships, the inter-sectoral flows affect the 
production of certain commodities and incorporate the time structure profoundly. Salter (1960) 
compiles the empirical evidence of 28 industries in United Kingdom during 1924-1950 to 
state „uneven rates of productivity growth are closely associated with the main features of 
inter-industry patterns of growth‟ (Salter, 1960, p. 124), „a large part of the changes in the 
inter-industry structure of prices, costs, output and employment [...] have been associated with 
unequal rates of productivity increase‟ (Salter, 1960, p. 127). He further develops a theory in 
which the differential impact of technological change across industries (and thus inter-
industry differences in productivity growth rates) changes relative prices and leads to 
differential rates of output growth. Baumol (1967) constructs a model with two sectors, one is 
technologically progressive sector and the other one is technologically stagnant sector, this 
approach makes an innovation by revoking the concern in the phenomenon of the 
unbalancedness in the transition phase and highlights some service sectors (for example the 
retail sale) as the apparent representations for stagnant sector. Based on Post-Keynesian and 
some classical elements, Pasinetti (1981, 1996) presents a theory of structural change by 
interpreting the changes in a process of production, patterns of consumption, population 
growth, consumer behavior and so on. The differential rates of productivity growth, non-
linear income elasticity and the impact of innovations on the consumption structure are the 
pillars in his theory. Gundlach (1994) introduces iso-elastic demand equations into his model 
and explains the stylized facts of structural change by the demand side because the services 
should be more income elastic than other products in productivity growth. 
In consistent with the prevailing general equilibrium framework of growth models from 
Ramsey (1928), Solow (1956), Cass (1965), and so on, many scholars make the efforts by 
explaining the structural change through the three-sector hypothesis. 
Echevarria (1997) creates a discrete time model in which the rates of technological 
development differ across the three sectors: agriculture, manufacturing and service. Her 
model casts an equilibrium growth path when the consumption quantities grow at different 
rates and labor input in the three sectors is constant. It reveals that the aggregate growth is 
affected by the economy‟s sectoral composition. The adjustment in the share among three 
sectors is not necessary consistent with the rate of exogenous technological progress in them. 
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Laitner (2000) supposes there are two sectors in an economy: agriculture and manufacturing. 
Land is an important factor in the production of the agricultural sector, just as capital for the 
manufacturing sector. With the advent of industrialization, the capital gains importance 
whereas land loses, technological progress raises citizens‟ income over time. Because of 
Engel‟s law, the demand shifts from agriculture products to the manufacturing good. 
Nonhomothetic preferences are the origin of structural change. 
In a continuous-time general equilibrium framework, Kongsamut et al. (2001) models the 
three-sector economy with nonhomothetic preferences and common exogenous technological 
progress rates. They balance the Kaldor facts
1
 and structural change from the constant interest 
rate and differential growth of sector shares. The labor share of agriculture, manufacturing, 
and services shrinks, stay constant, raises respectively. The respective output shares are 
coinciding with the employment shares. One defect of this model is a lack of a knife-edge 
condition for the generalized balanced growth path. 
Saviotti and Pyka (2004) introduce the evolutionary framework and release the restraint of 
fixed number for the industries in the analysis of structural change, they assume every sector 
can be saturated and economy is growing by the creation of new sectors; they interpret the 
structural change and economy growth as a process in which new activities keep emerging, 
old ones disappear, the weight and interaction of all economic activities continuing change. 
Acemoglu and Guerrieri (2006) give a supply-side explanation for the structural change. With 
a two-sector model of economic growth, they join the differences in factor proportions and 
capital deepening together. In their framework, the capital deepening raises the output with a 
larger capital share but brings a reallocation of labor and capital away from that sector too. 
Despite the fact that without the prevailing assumption of non-homothetic preferences, their 
result is consistent with US data in a calibration exercise.  
Ngai and Pissarides (2007) present a model in which explains sectoral shifts by purely 
technological way. Rather than non-homothetic preference, they stress the differences in 
technology improvement across sectors as a prevailing power in structural change. Foellmi 
and Zweimuller (2008) utilize an endogenous growth model to reflect the styled facts of 
structural change and emphasize more about the demand side. In the model the firms keep 
introducing new products, but depend on a duplicate labor requirements. The customers have 
                                                 
1
 Kaldor's facts are six statements about economic growth, proposed by Nicholas Kaldor in his article of 1957. In Kongsamut et al. (2001)„s paper, 
they mentioned four of them:  1. Per capitaoutputgrows at a ratethat is roughly constant; 2. Thecapital-outputratiois roughly constant; 3. The real 
rateofreturn to capitalis roughly constant; 4. The sharesoflabour andcapitalin nationalincome are roughly constant. 
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a hierarchy of needs which implies the distinct hierarchy of satisfying various needs makes 
the expansion and saturation across different goods also follow a sequence. Differential 
income elasticities among goods are the driven forces in structural change. 
Matsuyama (2009) presents a two-countries Ricardian model on structural change and use 
that model gives a static comparative study of the labor shift between manufacturing and 
service. In his model, the country possesses higher productivity in manufacturing seems to 
maintain higher employment share in manufacturing. Faster productivity gains in 
manufacturing do not necessarily imply faster declines in manufacturing due to international 
trade. He also criticizes about the common drawback of analyzing the cross-country evidence 
of structural change from a close economy model, and argues for a global perspective in 
modeling structural change. 
Following Kongsamut et al. (2001)‟s trichotomy in sectional division and the assumption of a 
reciprocal relationship between the comparative price and sectoral productivity, Duarte and 
Restuccia (2010) present a static close economy model to explain the process of structural 
change by investigating the secular reallocation of labor across sectors. They find the 
productivity gaps across countries have been dramatically reduced in agriculture and 
manufacturing but not nearly as much in services, and trade openness is strongly connected 
with productivity growth in the industry but not with services productivity. They suggest the 
impact of international trade on structural change should be an important issue for further 
research. 
Buera and Kaboski (2012) develop a model with multiple sectors, including home production 
and satiable wants on the consumption side to emphasize that scale technologies are the 
driving force in three patterns of structural change: (i) sectoral reallocations, (ii) rich 
movements of productive activities between home and market, and (iii) an increase in 
establishment size, especially in manufacturing. 
Besides modeling the structural change by neoclassical multi-sector growth models, there is a 
growing body of literature that connecting the structural change with historical major 
technological breakthroughs, and analyze it in terms of technological systems or technological 
paradigms(see Dosi (1982), Perez (1983, 1985),  Nelson and Wright (1992), Freeman et al. 
(1998), and so on). They give priority to the importance of the emergence of the new 
economy and the impact of information and communication technologies (ICTs). The „neo-
Schumpeterian‟ or „evolutionary‟ economics tools have been used in those papers are more or 
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less focusing on social capability (see Verspagen (1991), Amable (1993)), technological 
congruence (Los and Verspagen (2006)) and so on, which lacking a systematic treatment of 
quantitative analysis, are not detailed discussing here.  
1.3.3. The measurement of structural change 
The detection of analytical representation for the economic structure is the threshold for the 
quantitative comparison and analysis of structural change. The selection of a specified 
structural specification is dependent upon the focus of the investigation. To fulfill this target, 
this dissertation concentrates on the process of labor shift from agriculture to manufacturing at 
the preliminary stage of industrialization, and then the rise of service at the expense of 
shrinking manufacturing in the modern economy nowadays. The effects exerted by the 
reallocation among industries and firms on aggregate productivity growth are the principal 
indicators for quantifying structural change in this strand of literature.  
Most empirical studies on structural change choose the decomposition of aggregate 
productivity growth as one of promising interpretation for the difference in long-term 
economic performance among various countries, the decomposition analysis on productivity 
was pioneered by Fabricant (1942) who intends to assess the labor requirements per unit of 
output and later becomes to its reciprocal: labor productivity.  After that, Syrquin (1984), Paci 
and Pigliarub(1997), and Fagerberg (1999) ameliorates it and provides applications to assess 
the contribution of structural change (resource reallocation among sectors) to the growth of 
aggregate productivity, and named it as Shift-Share Analysis. Now this approach is applied to 
a sizable number of empirical studies, especially the entry, exit and growth dynamics at the 
different level of analysis: individual establishments, firms, industries or sectors, etc.  
Baily et al. (1996) calculate the share-weighted average productivity level in U.S. 
manufacturing sector in the 1980s from the Longitudinal Research Database (LRD).  They 
decompose the share-weighted average productivity level into three aspects: the within effect 
which is the change of the individual industries‟ productivity without share change, between 
the effect which is the change of the share without productivity improvement, and covariance 
which is the change of share times the change of productivity. Although differences exist in 
individual industries are striking, they share the common that productivity growth in the 
1980s overall is at the expense of employment declining. 
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Using a dataset of 24 industries among 39 countries over the period 1973 – 1990, Fagerberg 
(2000) finds that for most countries the improvement within the industry dominates aggregate 
labor productivity development, whereas the effect of factors‟ reallocation is not very 
significant in quantitative terms. He concludes that only the countries having an increasing 
share of the electronics industry enjoy an eminent inter-industrial effect, the rest of the 
sampling countries‟ experiences shows the structural change effect has not contributed much 
to aggregate productivity growth.  
Timmer and Szirmai (2000) examine the role of structural change in the growth of aggregate 
productivity in the manufacturing sector among four Asian countries during 1963 – 1993. 
Their results reject the structural-bonus hypothesis of the inputs movement from high 
productive to low productive in those four countries‟ industrial development. They argued 
that improvements in productivity levels depend on the distance between the domestic and the 
global technology frontiers. 
Disney et al. (2003) give a similar productivity decomposition for the establishments in UK 
manufacturing industries in 1980–1992 to identify the contribution between external 
restructuring (market share change, entry–exit) and internal restructuring (organizational and 
technological change among survivors). They find that in firm level of decomposition, the 
external restructuring accounts for 80%–90% of total factor productivity growth and 50% of 
labor productivity growth. 
Cantner and Kruger (2008) perform an empirical study by using the decomposition formula 
on the dataset of German manufacturing firms in 11 different industries at two-digit level
1
 of 
aggregation during 1981–1998. In their studies, total factor productivity is calculated by a 
nonparametric frontier function method. Their results show that the structural change in the 
firm level by entering and exiting contributes the aggregate productivity at a sizeable extent. 
Their findings are consistent with the results of the preceding studies in US and UK 
manufacturing establishments.  
Similarly with Baily et al. (1996), Maudos et al. (2008) decompose the labor productivity 
growth rate in the European Union (EU15) and the US in 1977–2004 into the intra-sectoral 
effect, the static sectoral effect, and the dynamic sectoral effect which shows the internal 
improvements of productivity in each sector without the change of the labor share; Their 
results show the superior performance of productivity growth in US than EU15 is due to the 
                                                 
1
Digit level is the letters and digits the The Standard Industrial Classification (SIC) used to represent the hierarchy and relation among categories 
of economic activity. 
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intra-sectoral effect. However, the impact of structural change is comparatively weaker in 
both economies, and it‟s strongly negative in US and EU15 in recent years. 
McMillan and Rodrik (2011) defines the productivity growth in two ways: first, productivity 
grows within economic sectors by technological change, capital accumulation, or reducing the 
misallocation. Second, labor reallocates from low-productivity sectors to high-productivity 
sectors. They make a decomposition of aggregate labor productivity into within effect and 
structural change effect, and make a first pass regression for the determinants of structural 
change effect.  
The summary for the definition of different aspects in decomposition is given below: 
Table 1-1  The definition of aspects in Shift-Share Analysis according to former scholars 
Author The Target Definition for different aspects 
Bailyet al.(1996) share-weighted average 
productivity level in the U.S. 
manufacturing sector in the 1980s 
Within effect,  
Between effect,  
Covariance effect 
Fagerberg (2000) productivity growth in 
manufacturing in 39 countries and 
24 industries between 1973 and 
1990 
Effect (I) : the allocation of labor between industries; 
Effect (II): changes in productivity and changes in the 
allocation of labor 
Effect (III): productivity growth within individual industries 
Timmer and Szirmai 
(2000) 
aggregate productivity growth in 
the manufacturing sector of four 
Asian countries over the period 
1963 – 1993 
Intra-branch productivity growth 
Static shift effect 
Dynamic shift effect 
Disney et al. (2003) The productivity growth in UK 
manufacturing 1980-92 
Internal restructuring: productivity grows within existing 
enterprises 
External restructuring: low productivity establishments exit 
and are replaced by higher productivity entrants while higher 
productivity incumbents gain market share 
Cantner and Kruger 
(2008) 
aggregate productivity growth of 
German manufacturing firms 
across 11 industries, 1981–1998 
The effect of Within; Between; Covariance; Entry; Exit 
Maudos et al. (2008) the labor productivity growth rate 
in the European Union (EU15) 
and the US in 1977–2004  
the intra-sectoral effect, the static sectoral effect, and the 
dynamic sectoral effect 
McMillan and Rodrik 
(2011) 
aggregate productivity growth in 
38 countries in 1950-2005 
„within‟ component of productivity growth 
„structural change‟ term. 
Note: This table‟s content has extracted from relavant papers respectively. 
 
Despite structural change cannot be separated from the related socio-economic processes 
including the changes in the location of economic activity (urbanization), demographic 
transition, income distribution, technological breakthroughs and so on; the economic core of 
the structural change is the accumulation in physical and human  capital and shifts in the 
composition of production, consumption, trade and employment (Chenery ,1986). In order to 
execute a comprehensive quantitative analysis and a large range comparative study, we decide 
to follow the definition and methodology of Maudos et al. (2008) specifically, decompose the 
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aggregate labor productivity among 37 countries during 1950-2005 into the intra sectoral 
effect, static sectoral effect, and dynamic sectoral effect, and use them as the measurement of 
structural change for further empirical research in Chapter 4. 
1.3.4. The determinants of productivity growth and structural change 
effect 
In recent years, economic growth and development theories highlight the significance of 
productivity growth as the engine of long-term per capita growth. Differences in the 
performance of productivity growth across countries have been elaborated and scrutinized in 
extensive empirical literatures. There are abundant factors have been tested in analyses of 
determinants in productivity growth, such as the role of macroeconomic and institutional, 
trade openness, tax, human capital and so on. However, the empirical research on the 
interaction between structural change and productivity growth is comparatively insufficient.  
Hall and Jones (1998), demonstrate that the high level of output per worker (labor 
productivity) can achieve in the long term economic development because of high investment 
rates in physical capital, human capital and high level of productivity (production function) in 
a cross-sectional ordinary least squares(OLS) estimation across 127 countries. They use social 
infrastructure to indicate government policies and economic environment. Their result shows 
that the economic variables are driven positively in countries where the social infrastructure is 
well developed.  
By dividing 93 countries into three different country groups: low-income countries, middle-
income countries, high-income countries, Ahmed and Miller (1999), employ Pooled OLS, 
random effects(RE) and fix effects(FE) estimations to regress the productivity growth rate on 
investment to GDP, population growth and parameters of the production function from 1976 
to 1984. Their main result is that the investment significantly contributes to growth in low 
income countries (especially mostly African countries), nevertheless, for middle-income 
countries, technological change is the most important. However, investment is not significant 
any more for high-income countries, technological change still maintains a profound 
influence. The population growth rate brings negative effects both in low and high-income 
countries, but does not significantly affect middle-income countries‟ productivity growth. 
They also discuss the significant impact of structural change on productivity and per-capita 
income growth. 
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Using a sample of 39 countries and 24 industries between 1973 and 1990, Fagerberg (2000) 
gives an analysis on the specialization and structural changes on productivity growth in 
manufacturing. His results show that during 1973- 1990, structural change has not been 
conducive to productivity growth on average, a new technology, (especially the Electronics 
Revolution), which enjoy a rapid productivity growth rate haven‟t displayed a similarly large 
increase in the share of employment. 
Peneder (2003) provide dynamic panel estimation for the impact of structural variables on 
aggregate income and per capita growth in 28 OECD countries from 1990 to 1998. The set of 
independent variables includes demography, employment rates, capital investment, average 
years of education, value added share of service, shares in the exports and imports of 
technology driven and high skill industries. The regression results confirm that the industrial 
structure has been an important determinant of macroeconomic development in OECD 
countries in the1990s.  
To explain the differential performances in productivity growth after adopting information 
technology (IT) in United States and other industrial countries, Gust and Marquez (2004) use 
panel data from 1992 to 1999 for 13 industrial countries by ordinary least squares (OLS) and 
generalized least squares (GLS). They find the productivity growth divergence is driven in 
differences in both the production and selection of information technologies. They make a 
conclusion that incumbent regulatory environments and, especially, the negative effect of 
overburden regulations in the labor market for impeding the adoption of information 
technologies and restraining productivity growth in some industrial countries cannot be 
ignored. 
Eichler and et al (2006) choose productivity growth as the dependent variable and select 
various indicators including the taxation, innovation, accessibility policy areas, regulation, 
industrial structure, geography, historical growth rates and so on to explain different growth 
patterns. Their data sample covers 120 European regions with an annual time series from 
1980 to 2004. The results show innovation resources and intercontinental accessibility lead to 
positive effect on productivity growth. Taxes generate negative influence on productivity 
growth, and income taxation of highly qualified employees plays the most crucial role in 
explaining productivity growth among differential regions. Interregional accessibility, the 
negative effect prevails over the positive effect although both are theoretically possible. 
Product market regulation hasn‟t exhibited the expected negative signs. 
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Loko and Diouf (2009) study the determinants of total factor productivity (TFP) growth in 
Maghreb countries 1970–2005 by principal component analysis and dynamic panel data 
model. Their results reveal that the economic reforms aim at attracting foreign direct 
investment, shifting resources from low-productivity sectors to higher ones, rationalizing 
government size, and encouraging women to join the work force, could accelerate TFP 
growth. Meanwhile, reforms targeting in strengthening human capital, increasing the volume 
of trade, and improving the business environment is also extremely crucial. 
Duverger, C., & Van Pottelsberghe de la Potterie, B. (2011) present estimates of the long-term 
impact of various sources of knowledge: business Research and Design (R&D), foreign R&D, 
R&D performed in public labs R&D performed in the higher education sector on the 
multifactor productivity growth by panel dynamic OLS (DOLS) methodology in 17 major 
OECD countries from 1988 to 2006. The results approve that business R&D and the R&D 
performed by the higher education sector are the most important determinants of productivity 
growth. What else, the extent to triadic patents, and the degree of patent friendliness 
(enforcement mechanism and number of restrictions) also affects the impact of R&D on 
productivity growth substantially. 
Despite the fact that there are numerous preceding empirical studies focusing on screening 
determinants of productivity growth, they all seem to consider the improvement or growth 
rate of productivity as an integrated parameter, without distinguishing impacts of sectoral 
resources allocation on aggregate productivity growth. Because accompanying with the 
process of technology innovation and productivity growth, the labor requirement in the same 
plant or procedure of production is more intended to incline rather than rise. Therefore, it‟s 
natural to assume that the determinants in productivity growth with structural change effect 
and without structural change effect shouldn‟t be unanimous, which will be verified in 
Chapter 4. 
1.4. Research Methodology  
1.4.1. Objectives and Hypothesis 
The complexity of clarifying the extensive meaning of economic structure and delegating the 
concrete analyzing unit restraints the research vision of structural change. The impact of trade 
liberalization and global competition on structural change has been neglected even until now. 
The main objective of this research is analyzing the structural change under the backgrounds 
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of globalization, which is the influence of international trade on the structural change among 
different groups of countries in the current time.  
There are two related hypothesis to be verified for this purpose: 
(1) The current state of structural change in developing countries does not match the historical 
experiences of developed countries. Different developing countries from different areas 
also exhibit different characters. 
(2) The influence of structural change could be either positive or negative. The positive 
influences of structural change on productivity growth, which is well-known as the 
„structural-bonus‟ hypothesis is more anticipated being found at the beginning of 
industrialization and the transitional countries. On the contrary, the negative impact of 
structural change, which is well-known as „cost-disease‟ hypothesis, could be found in a 
wider range of countries, especially in the middle income and high income countries.  
(3) International trade affects the process of structural change in depth in the contemporary 
world, which also might be the cause of heterogeneity in structural change between the 
current status in developing countries and historical experiences in developed countries. 
1.4.2. Methodology 
Diverse methodologies will be utilized to achieve those objectives.  
In order to test the hypothesis (1) and prove the current state of structural change in 
developing countries is different from the historical experiences of developed countries, we 
intend to perform a comparative analysis between the countries over different region and 
development levels as much as possible. We will divide every country‟s data into several 
sectors as the representation of economic structure and select the employment, value added 
and labor productivity as the indicators of change, to establish the statistical basement for 
quantitative research on structural change. 
To test the hypothesis (2), we will follow Maudos et al. (2008)‟s definition about effects of 
structural change and use the shift-share analysis to detect the depend variables for structural 
change. We will decompose every country‟s data of aggregate labor productivity into three 
aspects, which are intra sectoral effect, the static sectoral effect, and the dynamic sectoral 
effect. To find the determinants in structural change, we will use regression model and 
abundant parameters in macro-economy as independent variables to test the concealing 
reasons of structural change. 
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We will utilize two methods to verify the hypothesis (3). Firstly, we propose to extend the 
application of Shift-Share Analysis to the consumption side. By dividing the change in final 
consumption into three aspects: change in net import, productivity improvement, labor shift, 
we can readily exhibit the significance of international trade on the structure of consumption. 
Secondly, we will testify the impact of variables from trade openness to structural change by 
empirical research, to demonstrate the influence of international trade on productivity growth 
and structural change. 
1.5. Significance of the research 
As one of the six main features of modern economic growth listed by Kuznets (1971)
1
, 
structural change has attracted the worldwide attention in decreasing the poverty and raising 
the personal income in developing world by diversifying the economic activities away from 
agriculture and other traditional products. However, in the recent years, there is an increasing 
number of literatures found that the labor is shifting from the high productive sectors into low 
productive sectors (see Baumol (1967), Timmer and Szirmai (2000), McMillan and Rodrik 
(2011) and so on), which causes the „costs disease‟ and drags down the aggregate labor 
productivity in developed countries. This appears to contradict with the principle of 
„allocating scarce resources‟ in an economy and stimulate the argument on efficiency of 
sectoral reallocation and revoke the calls for government intervention.  
On the other hand, the key word „structure‟ and „structural change‟ are widely used under 
very diverse meanings make the research on this field is hard to identify and categorize. The 
vagueness on the definition and complexity on clarifying analysis units for structural change 
impedes the further research. Therefore, we select the labor productivity as the analysis unit 
for the effect of structural change; choose the sectoral share as the representation of 
„economic structure‟ and define the process of structural change as the consistent declining in 
agriculture, the hump-shaped pattern in manufacturing and late acceleration of services in 
short, which is a necessary clarification for the range of this research and a worthy start point 
at beginning. 
The attempt of distinguishing the current facts of structural change in developing countries 
with the historical experiences in developed countries is not only to disclose the 
heterogeneities in the process of structural change among different countries‟ but also to 
                                                 
1
 Kuznets' six characteristics of modern economic growth are: 1) High rates of growth of per capita incomes. 2) High rates of growth of total factor 
productivity. 3) High rates of structural transformation of the economy. 3) High rates of social and ideological transformation. 4) Growth of trade, 
specifically import of raw materials and export of manufactures. 6) Limited spread of development to only a third of the world population 
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present a promising explanation for the different performances on economic development in 
those countries. It‟s hoping to decipher the mechanism of structural change and identifying 
the engine of economic growth by understanding the distinct characters and functions of 9 
sectors rather than the simple division of agriculture, manufacturing and service as the 
previous research usually has done.  
What‟s more, lacking consideration of trade liberalization on the impact of structural change 
also an essential gap we intend to fix. Comprehending whether expending trend of 
international trade on the unbalanced growth of different sectors in the economy may be a key 
for interpreting the inefficiency of labor shift in structural change at nowadays, because 
accompanying with the continuing promotion of globalization, the decreasing transportation 
cost and increasing international competition makes the tradability as a decisive factor for the 
sectoral discrepancy in development. This unproved hypothesis will be verified in our 
multiple sectors growth model as well. 
1.6. Organisation 
This dissertation is split into 5 chapters. Chapter one is the introduction. In Chapter two we 
firstly use the Shift-Share Analysis to decompose the labor productivity by 9 sectors in 37 
countries, covering the period up to 2005. Then, we categorize them by region and characters, 
and detect the differences between them. As the third part of chapter two, we investigate the 
statistics of import and export in the same 9 sectors in 11 OECD countries to assess the 
influence of trade in recent years. Chapter three is our theoretical analysis, we present a a 
comparative dynamic model combines the heterogeneities both in production and demand 
across agriculture, manufacturing and service to reveal the origin of structural change and 
hump shaped pattern in manufacturing. In Chapter 4, we employment the data of intra sectoral 
effect, static sectoral effect, and dynamic sectoral effect decomposed by SSA in Chapter 2 as 
dependent variables, and select various indicators as independent variable, utilize Pooled-OLS 
model, cross country panel regression model with fixed and random effects to identify the 
determinants of productivity growth with differentiating structural change effect. The last 
chapter is our conclusion. Thus, we present a comprehensive study on structural change by 
statistical comparative study, theoretical analysis and empirical research. 
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Chapter 2. The Trend of Structural Change in world 
economy 
Having raised the question of measuring structural change in different countries, we need to 
identify the quantitative indicators for most countries and most of the time at first. According 
to Herrendorfet al. (2013), the three most common measures for economic activities at the 
sectoral level are value added shares; employment shares; and final consumption expenditure 
shares. Measuring the alteration of employment shares and value added shares have been 
extensively performed by many scholars (see Baily et al., 1996; Fagerberg, 2000; Timmer & 
Szirmai, 2000; Cantner & Kruger, 2008; Maudos et al., 2008; McMillan & Rodrik, 2011; etc). 
However, the employment shares and value added shares only relate to the production side of 
structural change, behaviors in consumption may highly properly be deviated from the final 
output of an economy.  
Therefore, in this chapter, firstly, we illustrate the well-known process of structural change 
happened in developed countries in history. Secondly, we use skyline diagram, radar diagram, 
and scatter diagram to show sectoral contributions to productivity growth by country groups. 
Thirdly, we present a statistical comparative study by Shift-Share Analysiss (SSA) based on 
the productivity and employment data from 37 countries and 9 sectors during 1950-2005 to 
exhibit different characters of structural change across different regions and country groups. 
At last, in decomposing final consumption by an identical principle of Shift-Share Analysis, 
we provide evidences that the international trade has generated a growing influence on the 
economic structure. 
2.1. The process and data for structural change 
2.1.1. The process of structural change 
More than three decades ago, a number of empirical literatures concentrated in analyzing the 
effect of structural change in advanced economies. Kuznets (1971) and Maddison (1980) 
distinguished structural change into two phases: At the beginning of the industrialization and 
modernization, an economy allocates most of its resources from agriculture into 
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manufacturing and services. After the value added share and employment share of 
manufacturing reaches its peak, resources and labors are reallocated from both agriculture and 
industry into services. The first phase is also figured vividly by Harberger (1998) as a 
„mushroom-process‟, where continuous factors shifts from lower productive sectors into 
higher productive sectors and drives aggregate productivity improving and the economy 
growing  rapidly.  
Although in the second phase of structural change the resources are clearly transferred from 
manufacturing and agriculture into service, the stagnant performance of productivity growth 
in the service sectors has suffered a long period criticized. The most famous interpretation of 
this phenomenon may probably be suggested by Baumol (1967)'s „cost disease of services‟: 
the productivity growth in services was much lower than other sectors, whereas the prices in 
service output increase comparatively faster. This situation is getting to ameliorate after the 
revolution of information technology (IT) in 1990s, many scholars find the advent and 
utilization of Information and Communication Technologies stimulate the productivity growth 
in traditional stagnant service sectors such as Wholesale and Retail Trade, Hotels and 
Restaurants, personal services and so on vastly (see Jorgenson and Timmer, 2010; Buera and 
Kaboski, 2012; Eichengreen and Gupta 2012, etc). 
Therefore, it‟s natural to assume that the overall effectives of structural change especially in 
the transformation of labor across different sectors should be positive at the beginning of 
industrialization and modernization (just as the transitional, take-off stage described by 
Rostow, 1971) and possibly negative after reach the stage of  maturity or mass consumption . 
In this chapter, we intend to check whether the phenomenon of „structural change effect is 
positive at first and negative in later‟ exists or not. 
2.1.2. Data for sectoral productivity and employment 
There are lots of previous literatures on structural change starting by manifesting the changing 
sectoral share of labor, value added with time or GDP per capita among agriculture, 
manufacturing and service, such as Pasinetti (1993), Echevarria (1997), Krüger (2008), 
Foellmi and Zweimüller (2008), Duarte and Restuccia (2010), Buera and Kaboski (2012), and 
so on.  
Despite the major shift among almost all the countries can be concluded more or less in the 
similar historical phenomenon of the consistent declining in agriculture, the hump-shaped 
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pattern in manufacturing and late acceleration of services, we believe that the heterogeneities 
of structural change among different groups
1
 of countries can be discovered at lower levels of 
aggregation.Therefore, we start to collect our data set by Groningen Growth and Development 
Center (GGDC)
2
 10-Sector Database, they provide annual series of real valued added and 
employment for 27 countries disaggregated into 10 sectors , most of their time period is 1950-
2005. In some countries the data for other market services and government services is 
combined, thus we sum them together for the rest of countries to standardize the subdivision 
into 9 sectors. This subdivision is compatible with the ISIC
3
 Rev.2.The name and 
abbreviation for each sector are given as below: Agriculture (AGR); Mining and Quarry 
(MIN); Manufacturing (MAN); Construction (CON); Public Utilities (PU); Wholesale and 
Retail Trade, Hotels and Restaurants (WRT); Transport, Storage, and Communication (TSC); 
Finance, Insurance, and Real Estate (FIRE); Community, Social, Personal Services and 
Government Service and other market services (CSPSGS).  
By utilizing GGDC database we can calculate and compare the sectoral productivity 
performance in Asia, Europe, Latin America and US conveniently. In order to manifest the 
rudimentary stage of structural change and promote the comprehensiveness of comparative 
analysis, we supplement the dataset with 9 countries in Africa and add the data of China and 
Turkey.  Employment shares here are calculated by number of persons employed in each 
sector. Value added shares can be expressed in current prices —nominal shares, or constant 
prices—real shares4. Using 2000 PPP exchange rates, we converted value added in local 
currency at 2000 prices to dollars for purposes of comparability. Labor productivity was 
calculated by dividing each sector‟s value added by the corresponding data of sectoral 
employment.  
According to Jorgenson and Timmer (2010), „specialisation may generate differences in 
country patterns as relatively small countries trade widely‟.Following the discussion of 
patterns or paths in structural change by Bah(2008), McMillan and Rodrik (2011), to locate 
the heterogeneities between developing countries and developed countries and illustrate the 
commons in the feature of structural change in the same area or pattern, we categorize our 
                                                 
1
 Here we don‟t use „pattern‟ to categorize the path of structural change among different countries as Bah(2008), McMillan and Rodrik (2011) did, 
because we think it needs a more elaborate discussion on the typology. Therefore, we name them simply by „group‟ rather than „pattern‟, based on the 
area and income level. 
2
 Groningen Growth and Development Center (GGDC) 10-Sector Database: http://www.rug.nl/research/ggdc/data/10-sector-database 
3
 ISIC: International Standard Industrial Classification of all Economic Activities is defined by the United Nations Statistics Division and is a standard 
classification of economic activities (including both merchandise and services) arranged so that entities can be classified according to the activity they 
carry out. See the differences between each version of ISIC on: http://www.investmentmap.org/industry_classification.aspx 
4
 See the discussion of their differences in Herrendorf et al. (2013) 
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sample countries into 4 groups, the specific categorization and time period can be checked in 
table 1: 
Table 2-1  The Categorization of Countries 
Group Country  
Africa Countries (AFR) Ethiopia(ETH, 1995-2005), Ghana (GHA, 1991-2005), Kenya (KEN, 1991-2006), 
Mauritius (MUS, 1991-2008), Nigeria(NGA, 1984-2007), Senegal (SEN,1991-2005), 
South Africa (ZAF, 1991-2009), Zambia (ZMB, 1991-2005), Malawi (MWI, 1987-2005)  
ASIA Countries (ASIA) China (CHN, 1991-2007), India (IND, 1972-2005), Indonesia (IDN, 1961-2005), 
Malaysia (MYS, 1976-2005), Philippines (PHL, 1972-2005), Thailand (THA, 1961-
2005), Turkey (TUR, 1989-2009)1 
High Income Countries 
(HI) 
Denmark (DNK, 1949-2005), Spain (ESP, 1957-2005), France (FRA, 1955-2005), Italy 
(ITA, 1952-2005), Netherlands (NLD, 1961-2005), Sweden (SWE, 1961-2005), United 
Kingdom (UKM, 1949-2004), United States (USA, 1951-2005), Hong Kong(HKG, 1975-
-2005), Japan(JPN, 1954-2005), Singapore (SGP, 1971-2005), Korea (KOR, 1964-2005) 
Latin American Countries 
(LAC) 
Argentina (ARG, 1951-2005), Bolivia (BOL, 1951-2005), Brazil (BRA, 1951-2005), 
Chile (CHL, 1951-2005), Colombia (COL, 1951-2005), Costa Rica (CRI, 1951-2005), 
Mexico (MEX, 1951-2005), Peru (PER, 1961-2005), Venezuela (VEN, 1951-2005) 
 
2.2. Sectoral contributions to growth by country groups 
2.2.1. The labor shift and sectoral labor productivity growth  
Here we sum the data of value added and people worked in the same country group and 
calculate the sectoral labor productivity in each country group. It can be regarded as the 
weighted average value of sectoral labor productivity in each country group. And then we use 
the skyline diagram
2
 to show the change of the labor share and productivity between the 
beginning and the end of our time series. Suppose Y represents the sum of the production 
from all the sectors. P is the aggregate labor productivity and L is the sum of employee. jP  
and jL is the labor productivity and the number of people employed in sector j respectively. 
 
Therefore, The Skyline diagram shows the share of jL , namely 
jL
L
 horizontally, and the 
value of labor productivity jP vertically. We also depict the aggregate labor productivity by 
dashed line in the diagram to match the discrepancy between aggregate labor productivity and 
sectoral labor productivity intuitively.   
                                                 
1
 Turkey is a transcontinental Eurasian country. Asian Turkey (made up largely of Anatolia), which includes 97% of the country, European Turkey 
(eastern Thrace or Rumelia in the Balkan peninsula) comprises 3% of the country (Immerfall and Therborn, 2010). Here we consider Turkey as an 
Asia country, because it shares the commons on structural change with other Asian countries and hasn‟t reached the requirements of high income 
countries already. 
2
 See Yoshikawa and Miyakawa (2011) for detailed introduction on skyline diagram. 
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2.2.1.1. The sectoral difference in Africa in 1990 and 2005 
 
 
 
 
 
 
 
 
 
 
 
Figure 2-1  Sectoral Labor Share and Productivity in Africa 
The skyline diagram indicates the different level of productivity and labor share across the 
sectors. Those different heights of sectoral productivity actually can be comprehended as the 
productivity gaps among those sectors. As is shown in Figure 1 and Figure 2, every sector 
except agriculture has higher productivity than the aggregate one in the sampling African 
countries, indicating no matter what direction is, the labor shifting out agriculture can bring 
positive improvement on the aggregate level, which can be regarded as one of the instances 
for Timmer & Szirmai‟s (2000) „structural bonus hypothesis‟. However, there is only 3.83%  
percent of labor shifting out agriculture during 1990-2005 with an annual growth rate 2.7% in 
agriculture‟s productivity. The dominant sector in the African countries is Mining and Quarry 
without doubts, the labor productivity in Mining and Quarry is 43.5 times larger than 
agriculture in 1990, but 60.3 times larger in 2005. A single large in Mining and Quarry and 
comparatively stagnant other sectors in productivity growth make the productivity gap in 
Africa keep increasing and the disequilibrium in sectoral development even more seriously. 
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2.2.1.2. The sectoral difference in Asia in 1975 and 2005 
 
 
 
 
 
 
 
 
 
 
 
Figure 2-2 Sectoral Labor Share and Productivity in Asia 
During 1975-2005, the labor share of agriculture in the sampling Asian countries has 
decreased from 69.24% to 48.81%, despite the productivity in agriculture only grows by 0.4% 
annually. Fortunately, besides Agriculture, Mining and Quarry; Construction, the other 
sectors all enjoyed good performance on productivity growth, especially the manufacturing, 
public utility and Finance, Insurance, and Real Estate. Unlike the African countries, the 
multiple prosperity in manufacturing and service sectors is indispensable for reducing Asian 
country‟s vulnerability to external shocks and poverty by fostering economic diversity as well 
as retaining the sustainability in growth.  
Both of Africa and Asia‟s case shows that at their level of development, the productivity in 
agriculture is so low despite the labor share is so high, as well as the labor shift out the 
agriculture, it can bring positive effects on the aggregate labor productivity no matter which 
other sectors it‟s heading for, which fits Timmer & Szirmai‟s (2000) „structural bonus 
hypothesis‟ in statistically and away from „Baumol‟s cost disease‟ for the reason of 
immaturity. 
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2.2.1.3. The sectoral difference in High Income countries in 1950 and 2005 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2-3 Sectoral Labor Share and Productivity in High Income Countries 
Equilibrium of sectoral productivity development is much better in the high income countries. 
In 2005, besides the extremely high productivity level in public utility, the discrepancy of 
productivity across other sectors is relatively small compares with developing countries. The 
most striking change is the rapid shrinking of agriculture, the labor share of agriculture is 
declining from 24.05% to 3.30%. Meanwhile, the labor share of manufacturing is also 
shrinking from 23.16% to 13.60%. However, there are three labor absorbing service sectors‟s 
productivity growth rate lower than 1%, which is Construction; Finance, Insurance, and Real 
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Estate; Community, Social, Personal Services and Government Services and other market 
services, their annual labor productivity grow rate is 0.77%, 0.86%, 0.44% respectively, 
whereas their labor share increases 1.29%, 10.38%, 14.39% respectively. A typical statistical 
illustration for „Baumol‟s cost disease‟. 
2.2.1.4. The sectoral difference in Latin American countries in 1950 and 2005 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2-4   Sectoral Labor Share and Productivity in Latin American Countries 
The case in Latin American countries combines the characters both in African countries and 
High income countries. In 1950, every sector‟s labor productivity was higher than agriculture, 
which suits Timmer & Szirmais‟s (2000) „structural bonus hypothesis‟. Similarly with Africa, 
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Mining and Quarry also is the leading sector in productivity growth in Latin American 
Countries both in 1950 and 2005. However, the labor share of manufacturing actually 
decreases from 14.04% to 13.36% during 1950 to 2005
1
. Both Timmer & Szirmai‟s (2000) 
„structural bonus hypothesis‟ and „Baumol‟s (1967) cost disease‟ appears in Latin American 
Countries‟ sectoral development experience, despite comparing the personal income, the 
advent level of „Baumol‟s cost disease‟ in Latin American Countries is much lower than High 
Income Countries. 
2.2.2. The sectoral labor productivity growth in various countries 
We use Radar diagram to show the different sectoral growth rate across the sample countries. 
All the data presenting here are each country‟s average annual growth rate and calculated 
from the beginning until the end of the time series (see Table 1) we have collected.  
  
 
 
 
 
 
 
 
 
 
  
 
 
                                                 
1
 Here we just provide the Cross-sectional data for 1950 and 2005, this not means the labor share of manufacturing in Latin American Countries hasn‟t 
grown between 1950-2005. There is actually a relatively small hump in the employment of manufacturing in Latin American Countries (see Bah, 2008) 
Figure 2-5  The sectoral productivity growth rate 
Note: The annual average sectoral labor productivity growth rate is calculated from the beginning until the end of the time series. The 
vertical axis is the percentage points. 
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As is shown in figures above, each spoke representing one sector‟s productivity growth rate in 
a country. The greater value in the length of a spoke indicates a better performance on that 
sector‟s productivity growth. We draw a line of each spoke to connect the data of different 
sectors‟productivity growth rate in the same country, so the rounder shape indicates more 
balanced development across different sectors in the country.  
Therefore, we can find that most of the Asian countries manifest a better performance both in 
growth rate and sectoral equilibrium. The productivity growth rate in Mining and Quarry 
(MIN) and Public Utilities (PU) is extremely high despite the discrepancies of other sectors 
are gaint, which indicates the development in African countries is very unbalanced.  the 
general performance is very disequilibrium. Many high income countries have a nice 
performance in Manufacturing (MAN), Public Utilities (PU), Transport, Storage, and 
Communication (TSC), but the labor productivity growth rate of Finance, Insurance, and Real 
Estate (FIRE); Community, Social, Personal Services and Government Service and other 
market services (CSPSGS) is considerably low. Latin American countries‟ sectoral 
productivity growth is much lower than other country groups. Although the inconsistency in 
the length of time series challenges the comparability on the achievements of sectoral labor 
productivity growth in the sample countries, we still can integrate the trend of the labor 
movement in the last section and make some unanimous judgments on the sectoral 
development: 
1.  The labor share of agriculture is continuing declining in the worldwide. Despite the speed 
is differential from country to country. The fast development cannot be separated from the 
rapid shift out of the employment in agriculture. 
Table 2-2  Average annual change in the employment share in agriculture 
Country All years 1800–1839 1840–1879 1880–1919 1920–1959 1960– Years Covered 
Belgium -0.31  -0.33 -0.45 -0.32 -0.15 1846–2005 
Canada -0.37   -0.39 -0.57 -0.18 1881–2006 
Finland -0.55   -0.06 -0.83 -0.75 1880–2000 
France -0.32  -0.24 -0.12 -0.5 -0.41 1856–2005 
Germany -0.37  -0.23 -0.38 -0.51 -0.34 1849–1990 
Japan -0.61 
  
-0.72 -0.51 -0.67 1872–2000 
Netherlands -0.2 -0.07 -0.08 -0.36 -0.33 -0.16 1800–2005 
South Korea -0.86  
  
-0.09 -1.43 1918–2005 
Spain -0.45  0.02 -0.33 -0.54 -0.69 1860–2001 
Sweden -0.51  -0.32 -0.56 -0.75 -0.31 1860–2000 
UK -0.17 -0.28 -0.28 -0.2 -0.07 -0.06 1801–2005 
USA -0.35 -0.15 -0.48 -0.52 -0.48 -0.15 1800–1999 
Average -0.42 -0.16 -0.24 -0.37 -0.46 -0.44 
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Notes: All the data is shown in percentage points. Computed using five-year moving averages where observations are more frequent. The average is 
unweighted across countries. 
Source: Alvarez-Cuadrado and Poschke (2011) http://www.aeaweb.org/articles.php?doi=10.1257/mac.3.3.127 
 
Table 2 introduces the descriptive statistics for average annual change of the labor share in 
agriculture by country. It is obvious that the variation on the shift out of agriculture across 
countries is substantial. USA takes nearly 135 years to reduce the agricultural employment 
share from 70% to 10%, the same process Japan takes 75 years, and Korea only takes 63 years. 
The late starters have the opportunity to experience faster rates on structural change. 
 2. The fastest growing sector in productivity cannot absorb too many workers.  
The leading productivity growing sector in more than half of our sample countries is Public 
Utility
1
. However, for the most of our sample countries, the labor share of public utility is less 
than 3% (the short exception in history is South Africa and Venezuela).  The same conflict 
can be also included the Mining and Quarry sector in African and Latin American countries. 
Both of them exhibit the obvious tall narrow shape in Figure 1 to 4, indicates the feature of 
high productivity and small labor share. Most of facilities or enterprises in Public Utility or 
Mining and Quarry are state-owned or private-owned with large capital costs requirement and 
without substantial competing systems. Given the technology of production and distribution, 
they are seen as natural monopolies. The unbalanced growth in those sectors can merely 
contribute in reducing the poverty in African and Latin American countries, but highly 
probably widen the gaps in the income distribution. 
2.2.3. The divergence of sectoral labor productivity gap 
The difference in productivity and productivity growth rate among various sectors is a 
prerequisite condition for the unbalanced sectoral growth and will lead to structural change 
eventually. Before we decompose the aggregate productivity, it‟s naturally to ask: 
How large the discrepancy in the performs of different sectors‟ labor productivity is? 
Whether sectoral productivity gap is getting greater with the process of economic 
development or not?  
In order to answer there questions, we calculated the weighted standard deviation of Sectoral 
Productivity among 9 sectors in 37 countries respectively and combine these data with real 
                                                 
1
 Public utility is the organization or enterprise that provides certain classes of services to the public, including common-carrier transportation (buses, 
airlines, railroads); telephone and telegraph services; power, heat and light; and community facilities for water and sanitation. Source: 
http://www.merriam-webster.com/dictionary/public%20utility  
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(1993 is the base year) income per capita estimates from Maddison (2006)
1
 for the years 
1950-2005. 
 
 
Figure 2-6  Weighted Standard Deviation of Sectoral Productivity across 37 countries 
Figure 2-6 displays the relationship between the ratio of sectoral productivity‟s weighted 
standard deviation to weighted mean and real income per capita. The higher value in the 
vertical axis means a higher ratio of standard deviation to weighted mean and implies greater 
heterogeneities in sectoral productivity growth. The overall trend of this figure is leaning to 
the lower right, which indicates that setoral productivity gaps become smaller with the 
personal income growth in most of our sampling countries. We can find that different country 
groups exhibit different characters. In African countries, many countries show signs of low 
income per capita despite high value in the ratio of standard deviation to the weighted mean. 
Those countries exhibit the extreme case of asymmetry in sectoral productivity development.  
The general trend in High income countries is the most obvious: the ratio of sectoral 
productivity‟s weighted standard deviation to weighted mean and real income per capita 
declines while the real income per capita gets larger, which means the discrepancy in 
productivity level across different sectors become smaller with the personal income growth. 
Without several extreme cases, Latin countries‟s data is also showing similar pattern with 
High income countries in general. The dispersive shape in Latin American countries implies 
that different countries in Latin American countries manifest different performances in the 
                                                 
1
 Data resource: Maddison Project Database, http://www.ggdc.net/maddison/maddison-project/home.htm 
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balance of sectoral productivity development. The general trend in Asian countries is greatly 
deviating from other three country groups: the ratio of sectoral productivity‟s weighted 
standard deviation to weighted mean and real income per capita declines with the personal 
income growth.This indicates that in some Asian countries growth in real income per capita 
may deeply rely on one or two sectors‟ productivity growth despite other sectors‟ productivity 
level remains stagnant. 
Besides, with the same level of real income per capita in different countries group, the data of 
the ratio of sectoral productivity‟s weighted standard deviation to weighted mean and real 
income per capita is larger in developing countries rather than developed countries in general. 
This can be construed as the growth of labor productivity is much more unbalanced in 
developing countries than in developed countries. 
2.3. Measures of Structural Change 
2.3.1. Shift-Share Analysis 
Most studies equalize the structural change with the shift of low productivity traditional 
activities (such as in traditional agriculture) to higher productivity modern activities (such as 
in manufacturing and services) and have little to say the opposite movement (such as the 
shrinking employment of manufacturing and de-industrialization). 
To analyze the differences in the pattern of specialization and productivity growth, we would 
like to use the Shift-Share Analysis (SSA). This method was devised by Fabricant to examine 
the labour requirements per unit of output (Fabricant, 1942). The recent applications of this 
method essentially concentrate on decomposing the labor productivity or total factor 
productivity (Fagerberg, 2000; Timmer and Szirmai, 2000; Maudos et al., 2008). Here, we 
follow Maudos et al., (2008)‟s definition, and decompose the productivity annual growth 
quantity into three aspects: intra-sectoral effect, intra-sectoral effect and dynamic-sectoral 
effect. The mathematical methodology of SSA used in this paper to disaggregate the effects of 
structural change on labor productivity growth is defined as follows: 
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Where 0
0
T
T
YY
L L
 is the labor productivity growth between years 0 and T (here we select 1), j is 
the sector, and jT  the share of employment in sector j in year T. The intra-sectoral effect 
shows if there is no labor shift during the analyzing time period, the growth of labor 
productivity within the sectors. The static sectoral effect captures the change of labor input 
share and multiplies with the initial productivity levels. When the sum of this part is positive, 
it means the labor is shifting from the lower productive sectors into higher productive sectors 
in general, on the contrary, the labor is shifting from the higher productive sectors into lower 
productive sectors. The dynamic sectoral effect shows the interaction between the changes in 
the labor share across different sectors and changes in productivity growth within industries. 
In this part, a positive value in some sector means that sector‟s labor share is increasing while 
the productivity also is growing or the labor share is declining and the labor productivity is 
declining. However, the negative value in this part means that sector‟s labor share is declining 
together with productivity improvement, or the labor share is gaining higher while the 
productivity is declining. 
2.3.2. Disaggregating results 
In this section, we use Shift-Share Analysis to disaggregate the annual productivity growth 
into 3 aspects: the intra-sectoral effect, the static-sectoral effect, and the dynamic-sectoral 
effect. The results of decomposition are showed in the figures below: 
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Consistent with many previous literatures (Timmer and Szirmai, 2000; Maudos et al., 2008, 
McMillan and Rodrik, 2011), the intra-sectoral effect is occupying the dominant position and 
positive in the majority. Because of the competition in economic development, all the 
enterprises, institutions and individuals have to be more effective for the purpose of surviving. 
This process makes productivity keep on improving consistently.  
Compares to the other two effects, the dynamic-structural effect is comparatively small and 
frequently negative as the figures shown. This implies in the short run (here is one year), the 
interaction between the sectoral growth in productivity and labor share tends to be negative, 
which equals to that the productivity improving sectors are losing labor share or productivity 
declining sectors are gaining the labor share. 
Therefore, the decisive strength of structural change comes to the intra-sectoral effect: 
whether the labor is shifting from low productive sectors to high productive sectors or not. 
From the pictures, although the trend overall is not very clear because of the fluctuations. It‟s 
not hard to assume that it should be mainly positive in African and Asian countries at the 
current stage because of the absence of „cost‟s disease‟ and the predominance of „structural 
bonus‟ and it should be positive at beginning and negative at later for the High income 
countries and Latin American countries. We will verify this hypothesis in Chapter 4. 
Figure 2-7  The decomposition of aggregate labor productivity 
Note: The annual labor productivity growth has been divided into 3 aspects: Intra-Sectoral Effect; Static-Sectoral Effect; Dynamic-Sectoral Effect, 
from left to the right respectively. The vertical axis is the discomposed quantity of productivity growth in constant US$ 2000. 
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2.4. The impact of international trade in Structural change 
The continuing expanding in international trade and the process of trade liberalization in 
worldwide has been characterized as one of the most striking phenomena in the economic 
development in the postwar period. As Krugman (1995) states, „there is no question that the 
general profile of world protectionism since the early twentieth century has been the inverse 
of that of world trade‟ (p. 338). The impact of international trade should also not be neglected 
in the analysis of structural change.  
2.4.1. Share of trade in GDP 
We use the share of international trade in GDP to show the escalating importance of 
international trade in economic development. 
 43 
Table 2-3  International trade in goods and services 
As a percentage of GDP 
Sources: OECD (2012), National Accounts of OECD Countries, OECD Publishing, http://www.oecd-ilibrary.org/sites/factbook-2013-
en/04/01/01/index.html?contentType=&itemId=/content/chapter/factbook-2013-30-
en&containerItemId=/content/serial/18147364&accessItemIds=&mimeType=text/html 
 
Although the turmoil of the financial crisis that began in late 2007 and the meltdown in 
September 2008 has seriously struck the world economy and triggered an unprecedented 
  
Imports Exports 
2006 2007 2008 2009 2010 2011 2006 2007 2008 2009 2010 2011 
Australia 21.1 22.0 22.1 20.0 19.7  .. 20.0 19.9 22.7 19.6 21.2  .. 
Austria 51.3 53.2 53.5 45.6 49.9 54.0 56.4 58.9 59.3 50.1 54.1 57.3 
Belgium 77.0 78.7 84.1 70.1 77.6 83.1 80.8 82.5 84.9 72.8 79.9 84.3 
Canada 33.6 33.0 33.6 30.4 31.3  .. 36.1 35.0 35.1 28.7 29.4  .. 
Chile 29.6 31.9 39.5 29.5 31.9 34.7 43.9 45.2 41.5 37.0 38.1 38.1 
Czech 
Republic 
64.0 65.6 62.1 55.7 64.7 70.7 67.0 68.2 64.4 59.7 67.9 74.9 
Denmark 48.9 49.9 51.6 43.8 45.1 48.4 52.1 52.2 54.7 47.6 50.3 53.8 
Estonia 82.9 76.3 75.1 58.9 72.5 87.8 72.7 67.1 70.8 64.7 79.4 92.7 
Finland 40.8 40.7 43.1 35.7 39.0 41.4 45.5 45.8 46.8 37.3 40.3 40.7 
France 28.1 28.4 29.1 25.2 27.7 29.8 27.0 26.9 26.9 23.4 25.6 27.0 
Germany 39.9 40.2 41.9 37.5 41.4 45.1 45.5 47.2 48.2 42.4 47.0 50.2 
Greece 33.7 37.0 38.6 30.5 30.4 31.5 22.9 23.5 24.1 19.2 21.5 24.0 
Hungary 78.7 80.4 81.2 72.7 80.0 85.1 77.7 81.3 81.7 77.6 86.5 92.5 
Iceland 50.5 45.3 47.1 44.3 46.1 50.2 32.2 34.6 44.4 52.7 56.1 58.4 
Ireland 69.3 71.3 74.4 75.4 82.0  .. 78.9 80.2 83.4 90.9 101.1  .. 
Israel 42.5 43.9 41.6 32.3 34.9  .. 42.7 42.4 40.3 34.7 36.9  .. 
Italy 28.4 29.1 29.3 24.3 28.5 30.2 27.6 28.9 28.5 23.7 26.6 28.8 
Japan 14.9 16.1 17.5 12.3 14.0  .. 16.2 17.7 17.7 12.7 15.2  .. 
Korea 38.3 40.4 54.2 46.0 49.7 54.1 39.7 41.9 53.0 49.7 52.3 56.2 
Luxembourg 139.1 143.6 142.6 129.8 133.8 135.2 169.9 175.9 174.7 161.0 165.0 164.7 
Mexico 29.3 29.6 30.4 29.2 31.6  .. 28.1 28.0 28.1 27.7 30.4  .. 
Netherlands 65.1 66.0 68.0 61.6 70.1 74.1 72.8 74.2 76.3 68.6 78.2 83.0 
New Zealand 30.0 29.2 32.1 26.5 26.8  .. 28.6 28.3 30.8 27.9 28.3  .. 
Norway 28.2 30.5 29.5 28.0 28.8 28.3 45.4 44.1 46.8 39.4 41.1 42.1 
Poland 42.2 43.6 43.9 39.4 43.5 45.9 40.4 40.8 39.9 39.4 42.2 44.8 
Portugal 39.6 40.2 42.5 35.4 38.2 39.3 30.9 32.2 32.4 28.0 31.0 35.5 
Slovak 
Republic 
88.5 88.0 85.9 71.7 82.6 86.5 84.5 86.9 83.5 70.9 81.2 89.1 
Slovenia 67.1 71.3 70.4 57.0 64.9 71.3 66.5 69.6 67.1 58.4 65.4 72.3 
Spain 32.7 33.6 32.3 25.8 29.4 31.1 26.3 26.9 26.5 23.9 27.2 30.3 
Sweden 43.0 44.4 46.8 41.5 43.5 43.9 51.1 51.9 53.5 48.0 49.7 50.1 
Switzerland 42.8 44.4 43.2 39.3 40.5  .. 50.8 54.4 54.3 50.4 51.7  .. 
Turkey 27.6 27.5 28.3 24.4 26.8 32.7 22.7 22.3 23.9 23.3 21.2 23.8 
United 
Kingdom 
31.7 29.6 32.1 30.3 32.7 34.1 29.1 26.9 29.8 28.8 30.5 32.5 
United States 16.8 17.0 18.0 14.2 16.3  .. 11.0 11.9 13.0 11.4 12.7  .. 
Euro area 39.2 40.1 41.1 35.4 39.6 42.4 40.4 41.5 42.0 36.7 40.9 43.8 
EU 27 39.1 39.5 41.1 35.8 39.8 42.4 39.5 40.1 41.3 36.8 40.6 43.5 
OECD 27.5 28.0 29.6 25.2 27.9  .. 25.9 26.8 28.0 24.9 27.2  .. 
Brazil  ..  ..  ..  ..  ..  ..  ..  ..  ..  ..  ..  .. 
China 31.4 29.6 27.3 22.3 25.6 26.0 39.1 38.4 35.0 26.7 29.4 28.6 
India  ..  ..  ..  ..  ..  ..  ..  ..  ..  ..  ..  .. 
Indonesia 25.6 25.4 28.8 21.4 23.0  .. 31.0 29.4 29.8 24.2 24.6  .. 
Russian 
Federation 
21.0 21.5 22.1 20.5 21.7 22.3 33.7 30.2 31.3 27.9 30.0 31.1 
South Africa 32.5 34.2 38.6 28.3 27.5  .. 30.0 31.5 35.6 27.4 27.3  .. 
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regression in the trade share of GDP among lots of countries, the remarkable institutional 
harmonization and economic integration among nations in last twenty years still cannot be 
denied and should require most concern for the purpose of strengthening the fragile recovery. 
To show the long-term trend of trade liberalization, we present the change in trade-to-GDP 
ratios between 2006 and 1993. The rates shown in this figure correspond to the average of 
imports and exports (of both goods and services) at current prices as a percentage of GDP.  
 
 
 
 
 
 
 
 
 
Figure 2-8  The Difference in Trade to GDP ratios
1
 
The figure 10 shows during 1993 to 2006, the trade to GDP ratio is increased 9.4% in the 
weighted average in OECD countries. International trade seems more important in small 
countries (in terms of geographic size) that surrounded by open trade neighboring countries 
than for large, relatively self-sufficient countries or geographically isolated countries.  
According to OECD‟s report2, other factors should also be considered in explaining the 
differences in trade-to-GDP ratios across countries, such as trade policy,history, culture re-
exports and the presence of multinational firms, which leads to much intra-firm trade, and the 
structure of the economy (especially the weight of non-tradable services in GDP). 
2.4.2. Different Sectoral performances in international trade 
Just as the OECD‟s report states, the structure of the economy could be one of the crucial 
factors affect the trade quantity in an economy, conversely, whether the consistently 
                                                 
1
 The data is the difference of trade to GDP ratios between 2006 and 1993 ratios in percentage points 
2
 OECD Factbook 2011, Economic, Environmental and Social Statistics: http://www.oecd-ilibrary.org/economics/oecd-factbook_18147364 
48.0 59.6 
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increasing international trade affects the economic structure or not is the main hypothesis we 
are dedicating to verify in this research. 
A noticeable size of literatures emphasize the significance of tradable service products in 
modern economic growth (see Jorgenson and Timmer, 2011; Eichengreen and Gupta, 2012). 
To clarify the tradability and non-tradability across the sectors we selected, we use the 
sectoral trade data from the OECD STAN database
1
 for Industrial Analysis, which provide the 
export and import data divided into 10 sectors and being consistent with ISIC Rev.2. However, 
there are only 10 countries both in OECD STAN database and our samples above, we use 
them as an illustration of the importance of trade across sectors in final consumption.  Here, 
we use the import data to subtract with export data and convert all the data from the current 
price in local currency into US dollar in 2000 constant. 6 sectors have the import and export 
data: Agriculture, Forestry, and Fishing; Mining and Quarrying; Manufacturing; Public 
Utilities; Finance, Insurance, and Real Estate Community, Social, Personal Services and 
Government Service. 
   
 
 
 
 
 
 
 
 
 
                                                 
1
 First estimates of exports and imports at current prices in STAN are derived from detailed trade from OECD's International Trade in Commodities 
Statistics (ITCS) database. A standard conversion from the product-based classification Harmonised System Rev.1 (HS1) to ISIC Rev. 3 is used 
(details of the conversion key used can be found in the variable notes for exports and imports in the electronic product).  This conversion regime 
provides estimates by industry from 1988. For earlier years, old STAN ISIC Rev. 2 estimates (converted from SITC Rev.2) are linked after being 
approximately mapped to ISIC Rev. 3. 
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The trends in the sectoral share of net import in final consumption across 10 countries are 
represented in the Figure 12. Despite the proportion of net import in Finance, Insurance, and 
Real Estate Community, Social, Personal Servicnetes and Government Service is sheerly 
trivial, the general trend in Agriculture; Ming and Manufacturing‟s is polarizing, either the 
import or exporting getting larger.  
Following De Gregorio et al. (1994)‟s definition, a sector is classified as tradable when this 
ratio exceeds 10 per cent at least for two years of the sample period. In some countries at 
some years, the net import of Public Utility (Electricity, Gas, Water Supply and so on) is more 
than 5% or lower than -5%, but there is no single sample reach 10% or -10% in our time 
period. Therefore, we suggest the tradable sector in here is only Agriculture; Ming and 
Figure 2-9  The share of sectoral net import in final consumption 
NOTE: Net trade is caculated by import subtract export, the final consumption is calculated by domestic production plus net import. The 
vetical axis is the ratio of net import to final consumption.  
Data source: Groningen Growth and Development Center (GGDC) 10-Sector Database; OECD STAN database for Industrial Analysis. 
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Manufacturing. The variation between production and consumption in domestic land is 
increasing in those sectors because of ongoing trade liberalization while other sectors are 
staying even and unchanged. 
2.4.3. Consumption measures of structural change 
Almost all the previous studies on measuring the structural change are concentrating on 
discomposing the productivity from the production side (see Baily et al., 1996; Timmer and 
Szirmai, 2000; Disney et al., 2003; Cantner and Kruger, 2008; Maudos et al., 2008; McMillan 
and Rodrik, 2011). Final consumption may be vastly deviating from production because of the 
irreversible deepening globalization and unremittingly rising international trade.  As we 
showed in the last subsection, the differences between production and consumption do not 
matter much for those service sectors, but can have crucial implications for Agriculture; Ming 
and Manufacturing. 
To demonstrate and inspect the differential impacts of international trade, productivity 
improvement and labor shift on the final consumption, we apply the approach of Shift-Share 
Analysis and decompose the change in consumption by years into 3 aspects as following: 
 
 
 
Where ,j tc  is the consumption of  j sector created in t time, ,j tNI denotes the net import—the 
data of import subtracts export in j sector in t time, ,j tA is the labor productivity in j sector in t 
time, ,j tL is the labor share in j sector in t time. We assume the new sectoral consumption is 
either producing in domestic or exporting from overseas. The methodology is given in 
Appendix A. The change in consumption is divided into 3 categories: firstly, the import 
substitution evaluates the consumption comes from net import, the positive value of import 
substitution signifies the final consumption is greater than domestic production, people 
intends to purchase more products of this sector from other countries; the negative value of 
this parts illustrates that this country has a comparative advantage in this sector and can 
produce more than they need to consume, the exceeded production can export to other 
countries for sale.  
, , 1 , , 1 , , 1 , 1 , , , 1( ) ( ) ( ) (2.2)j t j t j t j t j t j t j t j t j t j t
Import Substitution Productivity Improvement Labor Swift
Domestic production change
c c NI NI A A L A L L          
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Secondly, the part of productivity improvement shows the difference in labor productivity 
times the former labor share. Without the economic crisis or other emergency, it should be 
positive because of competition and technology innovation. 
Thirdly, the last part shows the effect of structural change, which is the contribution of labor 
share‟s change times the sectoral labor productivity to the final consumption. It‟s actually the 
sum of intra-sectoral effect and dynamic-structural effect in Shift-Share Analysis before. And 
productivity improvement equals to the intra-sectoral effect either. Here we make a table to 
show the result of consumption‟s discomposition in 10 countries in the sector: Agriculture; 
Ming and Quarry; Manufacturing respectively. 
Table 2-4  The Consumption Measures of Structural Change on Agriculture 
Consumption Growth  
(annually) 
Percentage of Consumption growth explained by: 
Import  
Substitution 
Productivity  
Improvement 
Labor  
Swift 
Total 
Denmark 
1988-1994 7.41% 2.86 286.59 -147.24 100 
1994-2000 2.74% -13.09 384.74 -229.43 100 
2000-2005 -1.76% -90.12 182.97 -192.85 -100 
1988-2005 3.00% -23.33 380.98 -257.65 100 
Spain 
1988-1994 0.79% -15.07 1073.69 -958.61 100 
1994-2000 1.03% -83.68 327.48 -143.8 100 
2000-2005 -1.97% 15.60 -78.95 -36.65 -100 
1988-2005 0.05% -496.41 7564.24 -6967.84 100 
France 
1988-1994 2.50% 42.30 290.64 -232.95 100 
1994-2000 1.93% -35.44 261.44 -126.00 100 
2000-2005 -0.06% 600.53 2040.49 -2741.02 -100 
1988-2005 1.54% 13.75 358.75 -272.50 100 
Italy 
1988-1994 1.46% -24.23 494.95 -370.72 100 
1994-2000 2.13% 22.86 252.76 -175.62 100 
2000-2005 -0.36% 39.04 326.56 -465.6 -100 
1988-2005 1.16% 9.41 501.03 -410.43 100 
Japan 
1988-1994 -1.75% -32.54 104.3 -171.76 -100 
1994-2000 -3.00% -20.46 -14.59 -64.95 -100 
2000-2005 -1.04% 7.63 55.09 -162.73 -100 
1988-2005 -1.99% -20.96 37.4 -116.44 -100 
Korea 
1994-2000 2.45% 133.7 226.26 -139.64 100 
2000-2005 1.61% 76.04 275.88 -251.91 100 
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1994-2000 2.06% 37.23 267.99 -205.22 100 
Netherlands 
1988-1994 1.62% -215.57 350.22 -34.65 100 
1994-2000 0.58% -236.36 453.69 -117.33 100 
2000-2005 -6.37% -120.8 41.04 -20.24 -100 
1988-2005 -1.07% -406.23 397.96 -91.73 -100 
Sweden 
1988-1994 1.51% 73.59 195.5 -169.09 100 
1994-2000 0.46% 104.35 511.41 -515.76 100 
2000-2005 4.93% 74.4 112.75 -87.16 100 
1988-2005 2.13% 76.36 198.62 -174.98 100 
United Kingdom 
1988-1994 -0.25% -408.54 769.03 -460.49 -100 
1994-2000 1.96% 90.14 91.74 -81.88 100 
2000-2005 1.45% 85.28 166.55 -151.83 100 
1988-2005 1.03% 62.71 215.58 -178.28 100 
USA 
1991-1995 -2.07% -57.71 -126.4 84.11 -100 
1995-2000 6.65% 16.62 119.45 -36.08 100 
2000-2005 4.08% -4.84 144.87 -40.03 100 
1991-2005 3.55% 4.83 122.85 -27.68 100 
Note: Decomposition of consumption change into part due to net import institution,  productivity improvement (intra-sectoral effect) and shift of 
labour (structural change effects) using Eq. (2). Percentages may not add to 100 due to rounding, the negative 100 means the declination in 
consumption during the period.  
Data Source: Groningen Growth and Development Center (GGDC) 10-Sector Database; OECD STAN database for Industrial Analysis. 
 
Table 2-5  The Consumption Measures of Structural Change on Mining and Quarrying 
Consumption Growth  Percentage of Consumption growth explained by: 
(annually) Import  Productivity  Labor  
Total 
  Substitution Improvement Swift 
Denmark           
1988-1994 1.11% -353.7 639.32 -185.62 100 
1994-2000 -0.86% -1510.88 1813.61 -402.73 -100 
2000-2005 -3.49% -143.07 140.39 -97.32 -100 
1988-2005 -0.95% -862.11 1250.05 -487.93 -100 
Spain           
1988-1994 1.65% 142.99 64.51 -107.5 100 
1994-2000 12.17% 102.75 1.31 -4.06 100 
2000-2005 4.70% 93.96 0.37 5.67 100 
1988-2005 6.17% 102.28 5.18 -7.46 100 
France           
1988-1994 1.45% 51.3 177.57 -128.87 100 
1994-2000 6.81% 132.76 -24.47 -8.29 -100 
2000-2005 4.57% 103.17 3.87 -7.04 100 
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1988-2005 4.23% 113.87 0.93 -14.8 100 
Italy           
1988-1994 1.53% 78.42 127.91 -106.34 100 
1994-2000 10.80% 94.03 9.52 -3.55 100 
2000-2005 4.16% 109.15 -8.57 -0.57 100 
1988-2005 5.50% 97.69 12.24 -9.94 100 
Japan           
1988-1994 -4.54% 87.33 1.8 10.87 -100 
1994-2000 12.01% 99.42 3.21 -2.63 100 
2000-2005 15.74% 100.9 0.37 -1.27 100 
1988-2005 6.89% 101.95 1.6 -3.55 100 
Korea           
1994-2000 16.63% 101.78 8.36 -10.14 100 
2000-2005 5.74% 100.55 -0.55 0 100 
1994-2005 11.55% 101.35 4.99 -6.35 100 
Netherlands           
1988-1994 0.68% -163.73 283.65 -19.92 100 
1994-2000 4.63% 120.73 2.84 -23.57 100 
2000-2005 1.70% -88.42 436.95 -248.54 100 
1988-2005 1.93% 80.16 56.26 -36.42 100 
Sweden           
1988-1994 5.48% 96.27 30.79 -27.06 100 
1994-2000 14.70% 99.51 3.78 -3.29 100 
2000-2005 -9.72% -98.88 -2.71 1.59 -100 
1988-2005 3.79% 99.03 17.14 -16.17 100 
United Kingdom           
1988-1994 2.38% 3.48 1312.3 -1215.77 100 
1994-2000 -1.37% -215.07 204.92 -89.85 -100 
2000-2005 -1.02% 714.21 -655.35 -158.86 -100 
1988-2005 0.04% 24.97 204.78 -228.75 100 
USA           
1991-1995 4.18% 59.60 114.18 -73.78 100 
1995-2000 2.88% 149.20 4.79 -53.98 100 
2000-2005 -0.48% -26.30 -121.64 47.94 -100 
1991-2005 0.98% 142.63 14.53 -57.16 100 
Note: Decomposition of consumption change into part due to net import institution,  productivity improvement (intra-sectoral effect) and shift of 
labour (structural change effects) using Eq. (2). Percentages may not add to 100 due to rounding, the negative 100 means the declination in 
consumption during the period.  
Data Source: Groningen Growth and Development Center (GGDC) 10-Sector Database; OECD STAN database for Industrial Analysis. 
 
Table 2-6  The Consumption Measures of Structural Change on Manufacturing 
Consumption Growth  Percentage of Consumption growth explained by: 
(annually) Import  Productivity  Labor  
Total 
  Substitution Improvement Swift 
Denmark           
1988-1994 -2.28% -112.72 88.46 -75.74 -100 
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1994-2000 3.44% 42.41 80.31 -22.72 100 
2000-2005 -0.50% 198.79 330.81 -629.6 -100 
1988-2005 0.23% -26 973.15 -847.15 100 
Spain           
1988-1994 0.02% -2258.88 5823.11 -3464.22 100 
1994-2000 5.98% 45.37 4.02 50.61 100 
2000-2005 3.31% 80.68 -2.44 21.76 100 
1988-2005 3.06% 53.52 14.67 31.81 100 
France           
1988-1994 -0.87% -250.05 411.46 -261.42 -100 
1994-2000 4.14% 7.42 99.57 -6.99 100 
2000-2005 2.35% 64.02 117.98 -82.01 100 
1988-2005 1.82% -3.71 196.7 -92.99 100 
Italy           
1988-1994 -1.51% -213.88 208.38 -94.49 -100 
1994-2000 2.15% 24.48 92.42 -16.9 100 
2000-2005 -2.16% 5.49 -91.85 -13.64 -100 
1988-2005 -0.43% -214.47 282.09 -167.62 -100 
Japan           
1988-1994 1.82% -21.35 130.27 -8.93 100 
1994-2000 2.38% -20.23 253.78 -133.55 100 
2000-2005 1.31% -116.75 522.2 -305.45 100 
1988-2005 1.87% -43.2 298.26 -155.06 100 
Korea           
1994-2000 2.98% -273.51 467.04 -93.53 -100 
2000-2005 2.58% -251.95 372.66 -20.71 100 
1994-2005 2.80% -263.66 440.61 -76.96 100 
Netherlands           
1988-1994 0.40% -610.64 851.04 -140.39 100 
1994-2000 2.54% -70.7 162.81 7.9 100 
2000-2005 -14.20% -105.46 39.71 -34.26 -100 
1988-2005 -2.89% -223.83 182.75 -58.93 -100 
Sweden           
1988-1994 2.16% -156.03 363.94 307.92 -100 
1994-2000 3.16% -257.44 292.49 64.95 100 
2000-2005 3.44% -121.23 342.09 -120.86 100 
1988-2005 1.33% -353.94 780.63 -326.69 100 
United Kingdom           
1988-1994 -1.25% -139.77 278.37 -238.60 -100 
1994-2000 2.65% 67.08 39.47 -6.55 100 
2000-2005 2.22% 120.52 154.74 -175.27 100 
1988-2005 1.13% 73.93 244.92 -218.85 100 
USA           
1991-1995 2.47% 31.23 67.56 1.21 100 
1995-2000 1.05% 37.82 55.96 6.22 100 
2000-2005 2.95% 71.24 133.43 -104.67 100 
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1991-2005 1.82% 45.95 80.35 -26.30 100 
Note: Decomposition of consumption change into part due to net import institution,  productivity improvement (intra-sectoral effect) and shift of 
labour (structural change effects) using Eq. (2). Percentages may not add to 100 due to rounding, the negative 100 means the declination in 
consumption during the period.  
Data Source: Groningen Growth and Development Center (GGDC) 10-Sector Database; OECD STAN database for Industrial Analysis. 
 
For most of the countries, the data shows during 1990 to 2005 the share of net import in 
consumption is keep growing, especially in Mining and Quarry, the net import in Mining and 
Quarry almost reach 100% for the growth between 1990 to 2005 in Spain, France, Italy, Japan, 
Korea, Mexico, Sweden, USA. Meanwhile, the labor shift effect in Mining and Quarry in 
those countries also negative and noticeable. 
Despite the difference in the quantity of import institution is different from country to country, 
there is no doubt that the disparity between production and consumption in Agriculture; Ming 
and Quarry; Manufacturing is continually expanding. Because services are less tradable than 
manufacturing products, there is a tendency for services to be less subject to competitive 
pressure‟ (Duarte and Restuccia, 2010), which may explain why labor is shifting from high 
productive sectors into low productive sectors and slow down the aggregate labor productivity 
growth. The impact of international trade really needs to be considered for the cause of „cost 
disease‟ and structural change in nowadays. 
2.5. Concluding remarks 
In this chapter, firstly, we summarize the styled facts of structural change in history of 
developed countries. Two famous theories can be used to describe two stages in the process of 
structural change: „structural bonus hypothesis‟ (Timmer & Szirmai, 2000) and „cost disease‟ 
(Baumol, 1967). Second, we establish a database and present a comparative study about 
sectoral employment and productivity in 9 sectors across 37 countries from 1950 to 2005. 
Third,we decompose final consumption by an identical principle of Shift-Share Analysis, and 
illustrate the growing influence of international trade on the economic structure.  
The trend of structural change in worldwide in nowadays can be summarized as: 
1. The labor share of agriculture is continuing declining in the most of the world, the speed of 
shrinking in agricultural labor share is intended to be faster in the country which is small and 
late involved in industrialization;  
2. The fastest growing sector in productivity cannot absorb too many workers, the leading 
productivity growing sector in more than half of our sample countries is Public Utility;  
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3. Setoral productivity gaps becomes smaller with the personal income growth in most of our 
sampling countries; The growth of labor productivity is much more unbalanced in developing 
countries than in developed countries; 
4. The process and results of structural change happening in developing countries become 
more various. Many countries haven‟t followed developed countries‟ pattern, especially the 
early regression in Latin American countries‟ manufacturing sectors.  
5. The international trade shows increasing impact on final consumption, which is an 
unignorable evidence for the influence of trade on structural change.  
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Chapter 3. The Origin of Structural Change and 
Hump Shaped Pattern in Manufacturing 
Comparing with monotonous trends of declining in agriculture and increasing in service, the 
origin of hump shaped employment share in manufacturing is much more difficult to explain 
and haven‟t reached a consensus for the moment. In this chapter, at first, we present a specific 
literature review on previous research of modeling structural change and compare their 
studies on hump shaped pattern of manufacturing. Second, we establish our dynamic model 
by aggregating different sectoral economic growth to parallel with manufacturing through 
identical marginal return on capital and labor. Third, we solve our model and illustrate the 
origin of hump shaped pattern in manufacturing development. At last, we verify our model 
and compare our study with former scholars. 
3.1. Theoretical framework 
Formal theories of economic growth and development have been typically established with 
little reference to the changing structure in an economy. Therefore, there are comparatively 
rare theoretical consensuses in this field. Different scholars give their theoretical 
interpretation on structural change from various ways. However, „traditional theories have 
lacked a strong quantitative explanation for the hump shape developmental pattern of 
manufacturing’ (Buera & Kaboski, 2012). With consideration of relevance and curiosity in 
this confusion, we intend to focus on analyzing the stylized facts of structural change 
documented by Kaldor(1967), Kuznets(1971) and Maddison(1980), and analyze the structure 
of the economy by classical trichotomy among agriculture, manufacturing, and services in this 
dissertation. The following summary on previous research is also selected in this field: 
Table 3-1 Selected studies on theoretical models of structural change for hump-shaped patternd in manufacturing 
Name Method Technology Production Consumption Explanation for hump-shaped patternd 
in manufacturing 
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Echevarria 
(1997) 
dynamic  
comparative 
equilibrium 
/ 
Solow 
model 
different 
exogenous  
rate of  
technological  
change 
1. production 
factors: labor & 
capital 
2.different 
factor  
intensities 
1.non-
homothetic  
preference 
2. Cobb-
Dougla utility 
function 
The  inverse  correlation  between  the  
share  of  primary goods and GNP, and  
the positive  correlation  between  the 
share  of services  and  GNP result  in  
the correlation  between  the share  of 
industry  and  GNP  being  hump-
shaped 
Kongsamut 
et al. 
(2001)  
dynamic   
comparative 
equilibrium 
identical 
sectoral rates 
of technical 
progress 
1. production 
factors: labor & 
capital 
1.non-
homothetic  
preference 
2. Stone-
Geary  utility 
function 
Their analysis based on U.S data in 
1940-2000, and they assume the labor 
share and consumption share of 
manufacturing keep stable in their 
model. 
Ngai & 
Pissarides 
(2007) 
dynamic  
comparative 
equilibrium 
/ 
Multi-sector 
Ramsey 
economy 
1.Hicks-
neutral 
technology 
2.labor-
augmenting  
technological 
progress 
3. different  
rates  of  
sectoral  TFP 
growth 
1. production 
factors: labor, 
capital 
intermediate 
input 
2. CES 
production  
function 
1.homothetic  
preference 
2.logarithmic 
intertemporal  
utility 
function 
When demand is price inelastic, the 
sectors with the low productivity 
growth rate attract a bigger share of 
labor. 
When the elasticity of substitution 
between two goods exceeds unity, 
labor would move from the sector with 
low TFP growth to the one with high 
TFP growth. 
Foellmi &  
Zweimüller 
(2008) 
multi-sector 
dynamic 
model with 
multiple 
equilibria 
1.identical 
exogenous 
technological 
progress rate 
2. each firm 
produces with 
the same 
capital labor 
ratio 
1. production 
factors: labor & 
capital 
2.identical  
production  
functions 
1. hierarchic 
preferences. 
2. non-linear 
Engel-curves  
Their model predicts a hump shape in 
the evolution of the manufacturing 
share by demand side.  
Goods are sequentially introduced 
starting out as a luxury with high 
income elasticity and ending up as a 
necessity with low income elasticity. 
Acemoglu 
& Guerrieri 
(2008) 
a two-sector 
dynamic 
growth 
model 
1.constant 
returns to 
scale 
2. different  
rates  of  
sectoral  
productivity 
growth 
1. different rates 
of technical 
progress  
2. different 
capital 
intensities 
1. composite 
goods 
2. constant 
relative risk 
aversion 
(CRRA) 
preferences 
This paper hasn‟t discussed hump-
shaped pattern in manufacturing. 
Matsuyama 
(2009) 
a static 
Ricardian 
Model of 
the World 
Economy 
1. different  
rates  of  
sectoral  
productivity 
growth 
1. labor is the 
only production 
factors. 
2. Ricardian 
linear 
production 
function 
 
1.non-
homothetic  
preference 
2. Stone-
Geary  utility 
function 
Income-elasticity and productivity 
growth differentials across 
manufacturing and service. 
The combination of relative supply 
effect and trade effect from home 
productivity growth in manufacturing 
on home manufacturing employment is 
ambiguous. 
Duarte & 
Restuccia 
(2010) 
a static 
general 
equilibrium 
model in a 
close 
economy 
1.constant 
returns to 
scale 
2. different  
rates  of  
sectoral  
productivity 
growth 
1. labor is the 
only production 
factors. 
2. Ricardian 
linear 
production 
function 
 
1.non-
homothetic  
preference 
2. Stone-
Geary  utility 
function 
Income-elasticity and productivity 
growth differentials across 
manufacturing and service. 
The model can deliver a hump-shaped 
pattern for labor in manufacturing for 
less developed economies 
Buera & 
Kaboski, 
(2012) 
a 
competitive 
static 
equilibrium 
three 
alternative 
technologies 
for producing 
services 
1.home produce 
or procure from 
market 
1. production 
factors: labor,  
intermediate 
manufactured 
goods for 
modern 
technology 
1. hierarchical 
preferences 
2. all final 
consumption 
takes the form 
of services 
Scale technologies are higher in 
manufacturing than service. 
A spread of manufactured goods into 
the home results in the de-
marketization of services and growth 
in manufacturing relative to services. 
Moreover, technological change 
leading to growth in the scale of 
services can lead to marketization and 
relative growth of the service sector. 
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Uy et 
al.(2013) 
a static 
three-sector, 
two-country 
competitive 
equilibrium 
model 
1. Fréchet 
distribution of 
productivities 
2. Gamma 
function on 
access to 
global 
production 
technologies 
1. production 
factors: labor, 
capita 
intermediate 
input 
2. CES 
production  
function 
1.non-
homothetic  
preference 
2. Stone-
Geary  utility 
function 
Openness plays an indispensable role 
in Korea's structural change. Non-
unitary income and substitution 
elasticities, differential needs in 
intermediate goods, sector-biased time-
varying productivity and trade cost 
shocks are all relative with the hump-
shaped pattern. 
Betts et al. 
(2013) 
a static 
competitive 
equilibrium 
of two-
country 
world 
economy 
1.constant 
returns to 
scale 
2. different  
rates  of  
sectoral  
productivity 
growth 
1. labor is the 
only production 
factors. 
2. Ricardian 
linear 
production 
function 
1.non-
homothetic  
preference 
2. Stone-
Geary  utility 
function 
3. a composite 
final 
consumption 
bundle 
Closed economy model fails to 
reproduce the downward portion of the 
“hump-shaped” in industry‟s share of 
employment witnessed in South Korea. 
They argue that the international trade 
affects structural transformation 
through changes in relative 
international per capita income, 
changes in relative international labor 
productivities across sectors, changes 
in relative international tariff and 
subsidy rates across sectors. 
Note: This table‟s content has extracted from  relavant  papers respectively. Few of them  have discussed and presented the orgin of hump-shaped 
developmental pattern in manufacturing extensively. The implied opinions and possible explanations toward hump-shaped developmental pattern of 
manufacturing in those papers are organised by us. We sincerely appologize for the possible improper conprehension.  
 
From this survey, we can see that although lots of scholars have mentioned the hump shaped 
pattern in manufacturing, only few of them provide specific theoretical explanation. Most of 
them analyze this pattern by giving static model at first, and presenting empirical simulation 
at second (see Matsuyama, 2009; Duarte & Restuccia, 2010; Uy et al., 2010; Buera & 
Kaboski, 2012; Betts et al.2013). Although those models can generate hump-shaped 
manufacturing labor share by giving different value of labor productivity, most of them based 
on Ricardian production function and omitted the influence of capital, which is a great 
deviation from the mainstream of growth theory that regarding capital-accumulation as one of 
the key growth drivers. Besides, the labor productivity among different sectors is exogenously 
simulated from a country‟s annual data one by one, the different characters of productivity 
growth across sectors are hard to observe, specific conclusion on the origin of hump-shaped 
pattern in manufacturing development can hardly achieve precisely. 
On the other hand, Kongsamut et al. (2001), Ngai and Pissarides (2007), Foellmi and 
Zweimüller (2008), Acemoglu and Guerrieri (2008) have contributed their study on structural 
change by dynamic equilibrium model through different assumptions. Kongsamut et al. 
(2001), Ngai and Pissarides (2007) exert their effort on integrating structural change into the 
concept of balanced growth. With balanced aggregate growth rate, the structural change 
happened in Kongsamut et al. (2001)‟s model because of non-homothetic preference. On the 
contrary, Ngai and Pissarides (2007) model structural change by labor-augmenting  
technological progress, different  rates  of  sectoral TFP growth, despite of homothetic 
preference. However, none of their models can generate hump-shaped pattern in 
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manufacturing in classical trichotomy in sectional division. Describing structural change in 
general balanced growth model isn‟t a simple task, Acemoglu and Guerrieri (2008) implies 
that „the notable feature of the constant growth path will be that despite the constant growth 
rate of aggregate consumption, growth will be nonbalanced because output, capital, and 
employment in the two sectors will grow at different rates.‟ Foellmi and Zweimüller (2008) 
select a quite different framework in comparison to the previously authors. They use an 
identical production functions across different but a particular utility function to generate 
hierarchical preference, and then the hump-shaped pattern in manufacturing appeared because 
it has reached its the saturation level. They also argue that the feature of manufacturing‟s 
development „is hard to generate in supply-based approaches‟.  
Therefore, the current explanations on the origin of structural change and manufacturing‟s 
hump-shaped pattern are far from enough. In the following section, we develop a theoretical 
model which can generate and illustrate the hump-shaped pattern in manufacturing labor 
share across time mainly depends on non-homothetic preference, differential sectoral 
productivity growth rate and a further releasing on the neoclassical balanced growth path. 
3.2. The environment  
As suggested by Blanchard & Fischer (1989), „it is often much simpler to solve the central 
planning problem directly rather than to solve for the equilibrium of the decentralized 
economy.‟ Therefore, we choose the central planner problem as a benchmark to study how to 
maximize the utility of the representative agent subject to feasibility. The description for the 
environment is given as below: 
3.2.1. Preferences 
There are three sectors of activity in our model: agriculture, manufacturing and services. The 
representative agent experiences utility according to: 
 
0
ln (A ) ( )t t t t
t
U e A M S S dt   



       (3.1) 
where U denotes the life-time utility of the representative household. , , ,     are all strictly 
positive and 1     .  is the discount rate for utility. , ,t t tA M S is the consumption for 
agriculture, manufacturing, and service products at period t, respectively. A is the level of 
subsistence consumption,  and S is the home production of services just as Kongsamut et al. 
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(2001), we suppose 0, 0A S  for the benefit of discussion. The preferences imply that the 
income elasticity of demand for agricultural, manufacturing, and service goods is less than 
one, equal to one and greater than one respectively. 
3.2.2. Technologies 
We assume the production of agriculture, manufacturing and service all can be expressed as 
Cobb-Douglas production function with only two production factors: labor and capital.  Each 
sector uses neoclassical technology with the standard Inada conditions,  production is subject 
to constant returns-to-scale and diminishing marginal rates of substitution.  
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  (3.2) 
We assume that the output of agriculture ( tA ) and service ( tS ) only use to consume at period t, 
but the output of manufacturing can be used to consume as tM  or invest as tK  and 
supplement the depreciation tK at t. According to Kongsamut et al. (2001) „The assumption 
that only manufacturing output can be invested is consistent with the U.S. input-output tables. 
The manufacturing and construction sectors produced between 90% and 93% of investment 
during the period 1958 to 1987.‟ Since we want to model TFP-growth, we assume Hicks-
neutral technological progress. Distinguishing with Kongsamut et al. (2001), Foellmi & 
Zweimueller (2008), we release the assumption of identical sectoral production functions by 
differential TFP-growth rate , , ,i i a m s  . 
3.2.3. Endowment 
The representative agentis endowment is given as below: 
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  (3.3) 
Kt denotes the sum capital existing in period t.  , , ,i tK i a m s , denotes the sectoral capital 
input in agriculture, manufacturing and service in period t. We numerate the flow of sum 
labor in each period as one for simplification.  , , ,i tN i a m s , denote the sectoral labor share 
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in agriculture, manufacturing and service in period t, respectively. We assume perfect 
competition in all markets, both of two inputs are freely transferable from one sector without 
cost.  
3.3. Central Planner’s Problem 
Our study is based on the Ramsey infinite horizon optimizing model. Individuals are assumed 
to have an infinite horizon (or live forever). This assumption together with the assumptions of 
competitive markets, constant returns to scale in production, and homogeneous agents, 
implies that the allocation of resources achieved by a decentralized economy will be the same 
as that chosen by a central planner who maximizes the utility of the representative economic 
agent in the model. To maximize the utility function over time, we need to write the above 
model as the following Hamiltonian equation: 
 
  
  
  
 
 
1
, , ,
1
, , ,
1
, , ,
, , ,
, , ,
ln ( ) ( )
1
a
m
s
t
t t t t
t t
a t a t a t t
tt
m t m t m t t t
t t
s t s t s t t
t
t a t m t s t t
t
t a t m t s t
H e A A M S S
e K e N A
e K e N M K
e K e N S
e R K K K K
e W N N N
   

 
 
 



 










    
 
  
 
   
   
  (3.4) 
Transversality condition is ,lim 0
t
t m t
t
K e  
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 . From a series of first order conditions, we can 
find the solution for optimality. With respect to outputs: 
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  (3.5) 
With respect to capital inputs: 
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With respect to labor inputs: 
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With respect to capital: 
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3.4. The static equilibrium 
We first illustrate although TFP-growth rates are different across different sectors, the capital 
to labor ratio is homogeneous because of homogeneous marginal cost of capital and labor.  
Lemma 1: common factor proportion. 
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Proof: Because we assume all markets (including factor markets) are perfect competitive, and 
both capital and labor are freely transferable across sectors without cost, so the marginal 
products of labor and capital should be homogeneous in different sectors. Joining (3.6) and 
(3.7) respectively, we can get: 
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Dividing (3.12) by (3.11) yields: 
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The marginal products of labor and capital, which is also known as wage (Wt) and rental rate 
of capital (Rt) therefore should maintain a relationship in above. 
Lemma 2: Output shadow prices, Factor shadow wages in terms of Pm;t and Kt 
Proof: The output shadow price of manufacturing is critical in our model. Here, we would like 
to show the relationship of output shadow price of manufacturing with other variables. 
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Inserting (3.13) into (3.11) and (3.12) yields: 
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With several transformations, we can get the results in (3.14) and (3.15). 
Lemma 3: labor share and factor full employment in terms of outputs and Kt 
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Proof: Because (3.10), (3.2) changes to: 
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That implies 
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Lemma 4: The optimal labor share for three sectors 
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Proof: In a static equilibrium, the maximization problem of instantaneous utility with resource 
restraint can help us to find the optimal labor share for three sectors. From(3.5), we can get: 
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By inserting (3.23) into (3.19) we can get the optimal consumption for manufacturing: 
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Substitute At, Mt, St in (3.21) with (3.23) and(3.24), we can get(3.22). 
3.5. The optimal dynamic 
Because manufacturing is the only sector which produces capital in our model, we focus our 
analysis mainly in this sector to solve the condition of optimal dynamic. we set tk and tm  as 
capital per effective labor and consumption in manufacturing per effective labor respectively: 
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Lemma 5: Euler dynamics in mt and kt 
Euler paths must satisfy the following conditions: 
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Proof: Substituting Kt and Mt with (3.25) in (3.24), it generates: 
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Devide both sides of above equation with m te

, we can rewrite (3.29) as (3.26). 
Following the same principal, substitute Mt with (3.25) in (3.5):  
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Using Log function on both sides and taking derivative by time, we can get: 
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Because first order condition with respect to capital demands (3.8) equals to (3.9), join them 
and devide te  on both sides: 
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Meanwhile, use (3.14) leading to:  
 
, 1
,
m t
t
m t
k

  

     (3.33) 
Therefore, insert (3.33) into (3.31), we can have (3.27). Transversality condition in (3.28) is a 
simple transformation of ,lim 0
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Lemma 6: The system has a steady state when t goes to infinity: 
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That satisfies the transversality condition: 
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Proof: the law of motion function in our model is including subsistent agricultural need A and 
home production of service S . However, their impact is exponentially close to zero when time 
goes to infinity because of  the cumulative technology. We set ˆtk as the capital per effective 
labor when t goes to infinity, therefore the law of motion for ˆtk is: 
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In this circumstance, the new consumption per effective labor in manufacturing should be: 
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In the steady state, new consumption per effective labor in manufacturing becomes to zero, 
which requires: 
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Thus, an economy can only reach the balanced growth path after a long term of economic 
development and the accumulated productivity is so large that makes the the impact of 
subsistent agricultural need and home production of service reducible in the long term. 
Lemma 7: Three sectors’ labor share in steady state: 
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Proof: Substituting capital per effective labor (3.25) into optimal labor share for three sectors 
(3.22) yields optimal labor share for three sectors in effective labor: 
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 (3.39) 
All of three sectors‟ labor shares are actually consisted by three parts: The first part is the 
parameter of preference. It‟s constant and deciding final steady state across three sectors‟ 
sectoral labor share. The second part is the requirement for capital of each sector. The last part 
of each equation is a delegator of different impacts from productivity growth discrepancy, 
subsistence agricultural need and home production of service. When t goes to infinity, the 
influence of subsistent agricultural need A and home production of service S on sectoral labor 
share also goes to zero and 0tk  when the economy reach the balanced growth path. 
Therefore, we can insert (3.34) to generate three sectors‟ labor share in steady state (3.38). 
3.6. The origin of structural change and hump shaped pattern in 
manufacturing 
As discussed by Kongsamut et al. (2001) and Acemoglu & Guerrieri (2008), the Kuznets facts 
(the consistent declining in agriculture, the hump-shaped pattern in manufacturing and late  of 
services, strong factor reallocations across sectors) seems contradict with Kaldor facts („the 
growth rate of output, the capital-output ratio, the real interest rate, and the labor income 
share are all all roughly constant over time‟, Kongsamut et al., 2001). This has named as 
„Kuznets-Kaldor-puzzle‟ by Stijepic (2011). Most of previous research on structural change 
have chosen an unbalanced growth framework (e.g. Foellmi & Zweimueller, 2008), which 
makes the Kaldor facts absent from those model. Our model is capable of producing hump 
shaped pattern in manufacturing in a standard neoclassical balanced growth framework. To 
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manifest and analyze this phenomenon, it‟s important for us to identify different impacts from 
different parts of sectoral labor share in (3.39) 
As we introduced in the former section, all of three sectors‟ labor shares are affected by three 
impacts. The preference parameter is constant and indicating the final destination or steady 
state for the adjustment of structural change. In the second part, because manufacturing is the 
only sector producing capital in our model, when capital per effective labor is increasing, only 
this part in manufacturing generates a positive impact.  
However, distinguished with other two sectors, the impact of the last part in manufacturing 
isn‟t monotonous as agriculture (monotonously declining in the third part) or service 
(monotonously increasing in the third part). The accumulated productivity growth makes the 
labor requirement in subsistent agriculture need and home production of service become 
smaller and smaller during time grows. However, its impact on the labor share of 
manufacturing is uncertain. The influential mechanism of the second part and the third part is 
heterogeneous. Therefore, it‟s important and necessary for us to discuss this part alone at first, 
and then discuss sum impact of three parts in the labor share of manufacturing at later. 
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Lemma 8: Define 
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uniquely solves 
 ( ) 0, ( ) 0g t g t     (3.45) 
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Proof: If capital per effective labor is constant, the problem of modeling hump shaped pattern 
in manufacturing labor share becomes designing the proper parameterization for existence of 
global (or absolute) maximum point in g(t), which is finding the solution for (3.45). 
Because, 
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By solving it yields (3.44). 
Take derivative with t in (3.46) yields, 
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Substituting tˆ  from (3.44) in above equation generates: 
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Therefore, ( ) 0g t   implies a s   in (3.43). 
Optimal dynamics of kt, mt can be very complex. We cannot draw a standard phase diagram 
because g(t) is time dependent and hence the system of differential equations is not 
autonomous. However, we can utilize a phase diagram with moving isoclines to describe the 
dynamics in different circumstances. Let us pretend for a moment that: 
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And phase diagram of representative trajectories is shown as below: 
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Figure 3-1 Phase Diagram of Representative Trajectories 
In Figure 3-1, the vertical line represents the break-even investment per effective labor of *k  
when 0tm  , three reverse u shaped curves are the trajectories of tm  when 0tk  . The 
trajectory in the middle is the long-term trajectory when t goes to infinity and g(t) equals to 
zero. The top trajectory is depicting the curve of 0tk   before g(t) reaches the maximum and 
g(t) generates a negative impact on the labor share of manufacturing. The bottom trajectory is 
depicting the curve of 0tk   after g(t) reaches the maximum and generates a positive impact 
on the labor share of manufacturing. The sum impact from the second part and the third part 
in (3.39) produces complex influence on the dynamic of the labor share in manufacturing.  
Whereas, analyzing g(t) and capital requirement in sequence in the labor share of 
manufacturing in (3.39) still can bring us useful enlightenments for comprehending the origin 
of hump shaped pattern in manufacturing and structural change. The mechanism of g(t) in the 
labor share of manufacturing can be interpreted that at beginning of economic development, t 
starts from zero, the impact of the last part for three sectors is dominant. Labor share in 
agriculture can be very large, affecting by subsistence agricultural need and home production 
of service, which means people should satisfy their survival need for food at first and they are 
more intended to accomplish service work by themselves when their income level is very low. 
However, accompanying with the economic development,  the labor requirement for 
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subsistence agricultural need becomes secondary because of the accumulated productivity 
improvement in agriculture. On the other hand, the expenditure share on service keeps 
increasing by the influence of higher income elasticity. The labor share in service also gets 
larger because of homogeneous capital to labor ratio across sectors. Home production of 
service makes this sector be subjected to other two sectors at the beginning of 
industrialization, nevertheless, this situation turns to reverse along with the development of 
economy and the increase of income.  
Besides, if an economy‟s initial capital per effective labor k0 is smaller than the break-even 
investment *k , which implies that the initial labor share of manufacturing would smaller than 
our example in section 3.6. This economy may have an urgent need in expending new 
investment before reached the steady state.  If we plus the assumption that this economy 
reaches the steady state after the regression in manufacturing. The declination in new 
investment after the economy reaches the balanced growth path is consistent with this trend. 
The labor share of manufacturing would probably exhibit a lower value at beginning and a 
higher value at the maximum in this case. All of these procedures will make the hump shaped 
pattern in manufacturing become more obvious in historical shape than the situation of 
starting on break-even investment per effective labor. To illustrate the labor reallocation and 
structural change in this case, we present an example at here. The parameter setting is given in 
Appendix B. 
 
Figure 3-2 Trajectories of Capital and Consumption in Manufacturing 
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Figure 3-3 Trajectories of Three Sectors' Labor Share 
 
Figure 3-4 Manufacturing Labor Share and G(t) 
Figure 3-2 shows the trajectories of capital per effective labor and consumption in 
manufacturing per effective labor. In our example Figure 3-3 shows the alteration of labor 
share in three sectors across time. The change in the slope of manufacturing‟s labor share is 
comparatively flatter than other two sectors. But the hump shaped pattern of manufacturing‟s 
labor share is clearly manifested. Figure 3-4 shows the relationship of manufacturing‟s labor 
share and the impact of g(t) in (3.41). We can see the maximum of manufacturing‟s labor 
share and g(t) appears almost at the same time, because kt reaches the steady state and stay in 
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equilibrium before t* (when g„(t*)=0 and the labor share of manufacturing reaches maximum), 
which means 0tk  and the fluctuation of manufacturing labor share depends on g(t) alone 
after kt reached the steady state. 
Therefore, the pervasive phenomenon of hump shaped pattern in manufacturing can be 
comprehended from two different forces: the first one is the combination of declination in 
labor requirement for subsistence agricultural need and the expand expenditure share on 
service. At beginning of industrialization, the larger value in TFP growth rate in agriculture 
than service could make the speed of shrinking in agricultural employment faster than the 
increase in service‟s, then the labor share of manufacturing can increase gradually during this 
stage. However, after employment in agriculture narrow down to some particular extent, the 
greater income elasticity in service becomes dominant and induces labor transfer to service. 
The second one is the adjustment of initial capital to break-even capital per effective labor. 
the initial capital level is highly probably lower than break-even capital per effective labor, 
which makes a large increase in labor requirement at beginning of industrialization. However, 
after the economy reached balanced growth path, the labor share of three sectors all gradually 
inclines to constant. Thus, the labor share and value added share of manufacturing could 
manifest hump shaped pattern in a long time. Nevertheless, when time goes to infinite, the last 
part of equation (3.39)will eventually become zero, which means each sector‟s employment 
share will eventually stay in a steady value that the employment share of three sectors will be 
decided by preference and capital relevant parameters alone. 
3.7.  Concluding remarks 
Our model is built on synthesizing former scholars‟ work for modeling the structural change 
by combinating the heterogeneities both from the production side and demand side. We 
summarize in that if only subsistence agricultural need or home production of service exists, 
the economy could observe the labor reallocation and structural change on break-even 
investment   ( just as Kongsamut et al., 2001‟s case) . Being different from many previous 
research, we assume structural change happens at the beginning of industrialization and 
economic development, and when time goes to infinity, the impact of subsistent agricultural 
needs and home production of service will gradually fade out because of time cumulative 
productivity growth. Then we can find the solution of break-even investment *k  for balanced 
growth path. 
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Generally speaking, firstly, if only subsistence agricultural need or home production of 
service exists, the economy could observe the labor reallocation and structural change, 
secondly, the hump-shaped pattern in manufacturing generate by greater technological 
progress rate in agriculture and larger income elasticity in service. Accompanying by growth 
of the entire economy, the sector which has greater income elasticity and lower productivity 
progress rate attacking a higher labor share, which is consistent with Baumol‟s „cost disease‟. 
Besides, the adjustment of insufficient initial capital per effective labor to break-even capital 
per effective labor also contribute to generate hump shaped patten in manufacturing labor 
share. 
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Chapter 4. The Determinants of Productivity Growth 
with Differentiating Structural Change Effect 
After decomposing productivity growth into three aspects: intra-sectoral effect, static-sectoral 
effect and dynamic-sectoral effect by Shift-Share Analysiss (SSA) in Chapter 2, we can find 
extensive heterogeneities in the value of different aspects of productivity growth across 
differential across countries and income level. Whether the positive or negative impact of 
structural change effect is connected with stages of development? Are there any differences in 
determinants of three aspects of productivity growth? We will attempt to interpret those 
mechanisms in this chapter.  
Because we firstly select three aspects of productivity growth as depended variables, it‟s 
necessary for us to learn and identify the potential determinants from previous research. 
Therefore, in this chapter, we present a specific literature review for previous empirical 
studies on the determinants of productivity growth at first. Second, we implement empirical 
research on the determinants of productivity growth by the „state-of-the-art‟ framework, 
which is proposed by Eichler (2006). At last, we submit our result of empirical research and 
give our analysis. 
4.1. Previous empirical studies on the determinants of 
productivity growth 
Plenty of studies assay the determinants of productivity growth empirically. Most of those 
researches establish on country data, either in a panel data setting or on cross-country level. 
Although their regional sample isn‟t exactly same, they usually adopt similar methods and 
relevant index framework, which offer benchmarks for the determinant analysis on 
productivity growth in differentiating structural change effect. The following table presents an 
overview of those literature and their results. 
Table 4-1 Selected empirical studies on productivity growth 
Name 
Method 
Dependent 
variable 
Independent variables Note econo
metric 
sample time 
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Hall & 
Jones, 
(1998) 
OLS 
127 
countries  
1988 
productivity 
level 
output, labor input, 
average educational attainment, 
and physical capital  
Output per worker is driven 
by societal infrastructure. 
Ahmed & 
Miller 
(1999) 
OLS, 
FE, 
RE 
93 
countries 
1976-
84 
productivity 
growth 
investment share of GDP, real 
GDP per capita, population, 
sectoral shares 
Productivity growth differs 
from the identification of 
high-, middle-, and low 
income country groups 
Fagerberg 
(2000) 
2SLS, 
OLS 
39 
countries 
and 24 
industries 
1973 -
90 
productivity 
growth  
/ the 
employment 
share of the 
electrical 
machine 
industry 
Price growth / initial 
productivity level, enrollment in 
education, the share of 
investment in GDP, size of 
population and continent-
dummies 
Structural change has not 
been conducive to 
productivity growth on 
average 
Peneder 
(2003) 
OLS, 
FE, 
GMM 
28 OECD 
countries 
1990-
98 
GDP per 
capita 
total population, total 
population at working age, the 
employment rate, investment in 
physical capital, average 
number of years in training or 
education, share of service, 
shares in total export, shares in 
total import, technology driven 
industries; high skill industries 
Structural change generates 
positive as well as negative 
contributions to aggregate 
productivity growth; on 
average appears to have 
only a weak impact; 
specific industries might 
still be conducive to 
aggregate growth 
Alcalá & 
Ciccone 
(2004) 
2SLS 
138 
countries 
1985 
GDP per 
worker 
GDP per capita, population, 
openness, the price level, 
institutional quality, average 
levels of human capital,  
They have concluded that 
the causal effect of trade on 
productivity across 
countries is statistically 
and. Productivity growth is 
also affected by the size of 
countries once international 
trade is taken into account. 
Eichler, 
Grass, 
Blöchlige
r, Ott 
(2006). 
OLS, 
FE, 
RE 
220 
regions 
out of 14 
countries 
in 
Western 
Europe 
and the 
USA 
1980-
2003 
real 
productivity 
growth per 
man hour 
Average Wetsern European 
productivity growth, 
Productivity growth due to 
industry mix in the beginning of 
each period, 
 Taxation of companies, 
Taxation of highly qual. 
employees, 
  Labour market regulation, 
Product market regulation, 
Share of employees with 
secondary education, Share of 
employees with tertiary 
education, Ratio R&D 
expenditures, Intercontinental 
accessibility, Country cluster 
Higher taxes reduce 
productivity growth, more 
innovation resources 
increase productivity 
growth, and better 
intercontinental 
accessibility leads to higher 
productivity growth. 
Income taxation of highly 
qualified employees plays 
the most important role in 
explaining productivity 
growth differentials 
between the regions 
Boileau, 
& Mame 
(2009) 
GMM 
62 
countries 
1970-
2005 
productivity 
growth 
 the initial income per capita; 
the average inflation; the trade 
openness indicators; the level of 
education; an indicator of 
government size; the indicators 
of institutional quality; 
structural factors including the 
share of value added in 
agriculture to total output and 
female labor participation; the 
ratio of FDI to GDP; a country-
specific effect; a time-specific 
effect 
Reforms targeted at 
attracting foreign direct 
investment and 
rationalizing government 
size, shifting resources 
from low-productivity 
sectors to higher ones, and 
encouraging women to 
enter the work force, could 
accelerate TFP gains. 
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Duverger,
&  
Pottelsber 
(2011) 
DOLS 
17 major 
OECD 
countries 
1988-
2006 
multi-factor  
productivity 
growth 
domestic business R&D capital 
stock, the higher education 
R&D capital stock index, the 
government R&D capital stock, 
the foreign R&D capital stock 
The extent to which 
countries rely on triadic 
patents, as well as their 
degree of patent 
friendliness (enforcement 
mechanism and number of 
restrictions) affects 
significantly the extent to 
which R&D contributes to 
growth. 
McMillan
& Rodrik 
(2011) 
OLS 
38 
countries 
1990-
2005 
structural-
change term 
in labor 
productivity 
growth
*
 
agricultural share in 
employment, raw materials 
share in exports, undervaluation 
index, employment rigidity 
index, 
Comparative advantage and 
the initial agricultural share 
can jointly fully explain the 
large differences in average 
performance on structural-
change term in labor 
productivity growth across 
regions. 
Note: This table‟s content has extracted from relavant papers respectively. Most of those papers include more than one regressions, the region samples 
and time periods aren‟t always the same, we select the closest one to introduce in here. 
* 
McMillan& Rodrik (2011) also adopts SSA to detect the different performances of structural-change across countries. The structural-change term in 
their paper can be comprehended as a combination of static sectoral effect and dynamic sectoral effect in our paper. 
 
As shown in Table 4-1, most of the previous research on the determinants of productivity 
growth focus on the aggregate productivity, although McMillan& Rodrik (2011) give the first 
trial on regressing structural-change term of productivity growth, They view „these 
regressions as a first pass through the data, rather than a full-blown causal analysis.‟ Thus, 
in order to analyze the differences in the contribution of structural change for productivity 
growth and verify periodic characters in structural change, it‟s necessary for us to establish a 
systematic scrutinization on the determinants of productivity growth in different aspects of 
structural change. 
4.2. Research design and data 
4.2.1. The potential determinants 
The existing theoretical and empirical literature stresses various potential determinants of 
productivity growth, such as investment, trade openness, education, institutional regulation 
and so on. Distinguished with prior research, we want to analyze productivity growth in 
differentiating structural change effect. Hence, factors related to economic structure and labor 
movement should not be neglected in this research. By referring to the existing research and 
coping with indicators of economic structure and labor movements, we present our potential 
determinants index for productivity growth in differentiating structural change effect below: 
1. The share of investment and Gross capital formation 
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Many empirical studies demonstrate that the investment in low-income countries is an 
important propellant for GDP per capita growth (see Dewan & Hussein, 2001; Barro, 1996). 
Ahmed & Miller (1999)‟s work has fully discussed the relationship between the investment 
and productivity growth in a different stage of development.  
2. Public expenditures 
Numerous studies find that government spending has a positive effect on productivity growth 
stemming from several factors, for example, the development of public infrastructures, the 
development of legal and administrative institutions, and multiple interventions in correcting 
market failures (Ghali, 1998). However, some studies point out the relationship between the 
size of government and productivity growth is ambiguous (Boileau, & Mame, 2009). We will 
check the impact of public expenditures to GDP‟s ratio on different terms of productivity 
growth to response to this debate.  
3. Institutional quality 
Recent empirical studies spotlight the significance of efficient institutions to promote 
productivity and long-term growth (Acemoglu etal., 2004). Competent institutions can 
enhance market efficiency and stimulate investment. According to Kaufmann et al. (1999, 
2009), the institutional quality can reflect by six separate indices: Voice and Accountability, 
Political Stability and Absence of Violence/Terrorism, Government Effectiveness, Regulatory 
Quality, Rule of Law, Control of Corruption. Kuncic (2012) describes and compares more 
than thirty established institutional indicators, clusters them into three homogenous groups of 
formal institutions: legal, political and economic and then propose a World Institutional 
Quality Ranking. We will use Absolute Legal Institutional Quality, Absolute Political 
Institutional Quality, Absolute Economic Institutional Quality, calculated and provided by 
Kuncic (2012) for the following empirical research. 
4. Taxation 
Eichler et.al (2006)‟s work shows that taxation also generates significant impact on aggregate 
productivity growth. Higher taxes reduce productivity growth. Differential taxation policy 
plays the most important role in explaining different performances of productivity growth 
between the regions. We also will include this parameter in our determinants analysis. 
5. Trade openness 
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Grossman & Helpman (1991), Barro & Sala-i-Martin (1995), and Edwards (1997) have 
argued that countries possess a higher level of openness in trade has a better performance in 
absorbing new technology and boosting productivity growth. Alcalá & Ciccone (2004) find 
that trade is an important and robust determinant of aggregate productivity. Dollar and Kraay 
(2004) also finds evidence that greater openness to trade can achieve economies of scale and 
productivity gains. We will utilize real openness indicator, suggested by Alcalá & Ciccone 
(2004). They argue that real openness indicator is preferable on theoretical grounds to the 
nominal measure conventionally. Besides, we also will use FDI, tariff level to represent trade 
openness across different countries. 
6. Labor quality 
Labor quality is a key factor for economic growth (Barro, 2001). Hall and Jones (1998) show 
education does improve the productivity level in a cross-section approach with 127 countries. 
We will use two indicators to represent labor quality, the first one is research and 
development expenditure (% of GDP), the second one is Index of human capital per person 
from Feenstra et al.(2013), based on years of schooling (Barro/Lee, 2012) and returns to 
education (Psacharopoulos, 1994). 
7. Agricultural share in employment 
The decline in agricultural employment is the foundation for the transition from an 
agriculture-based country with a diversified industrial country (Foster & Rosenzweig, 2007). 
We choose this indicator as a proxy for the stage of structural change. 
8. The share of high-technology exports in manufactured exports 
High-technology exports are products with high R&D intensity, such as in aerospace, 
computers, pharmaceuticals, scientific instruments, and electrical machinery. Montobbio & 
Rampa (2005) argue that increasing higher degree of innovativeness and technological 
intensity of trade in developing countries such as China, Malaysia, and Thailand improves 
their overall importance in world export. 
9. Value added share of service 
Peneder (2003) implements a set of structural variables, including the share of services in total 
value added, because „tertiarisation was one of the most impressive processes of structural 
change throughout the 20th century.‟ 
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10. GDP per unit of energy use 
GDP per unit of energy use is the PPP GDP per kilogram of oil equivalent of energy use. The 
greater value means better performance in energy efficiency. 
4.2.2. The model and data 
In order to figure out the differences in the contribution of structural change for productivity 
growth across various countries, we decide to utilize three aspects of productivity growth after 
decomposition by SSA in chapter 2 as dependent variables respectively and select as much as 
possible independent variables to elucidate the determinants for productivity growth and 
structural change, and provide empirical evidences for policy decision. 
For the selection of the appropriate model, we use „state-of-the-art‟ framework, which is 
proposed by Eichler (2006). This framework starts with variable selection. To deal with 
problems like the optimal lag structure and reciprocal causality, all potential determinants are 
tested on their relationship with 3 aspects of productivity growth by Granger Causality Tests. 
And then we launch the Panel Unit Root tests to analyze the stationarity of remaining causal 
variables, because the time series‟ stationarity is the prerequisite for its underlying 
characteristics remaining constant across time. Once we confirm the stationarity of the 
variables, we can set up the appropriate econometric model for our determinants analysis on 
productivity growth. The flow diagram is shown as below: 
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Figure 4-1 Model selection 
In this framework, the first question is whether a pooled OLS estimation leads to unbiased 
estimators or not. If yes, the Pooled OLS is qualified. If not, we will use a Hausman test to 
decide between the Fixed- and the Random Effects model. 
4.3. Econometric Estimation 
4.3.1. Statistic description 
As we discussed before, we find the dataset for potential determinants of productivity growth 
in last section. Basic descriptive statistics for the data are presented in Table 4-2: 
Table 4-2 Variables‟s Definition and Descriptive Statistics  
Variables Definition Mean Median Maximum Minimum Std. Dev. Source 
ISE Intra-Sectoral effect 361.5152 232.0331 11527.32 -3029.77 910.8909 
AC* with 
GGDC 
SSE Static-Sectoral effect 110.4072 67.17303 2650.893 -1436.58 288.6817 
AC with 
GGDC 
DSE Dynamic-Sectoral effect -66.8183 -17.0055 57.33975 -13292.7 490.5592 
AC with 
GGDC 
invsr Share of gross capital formation in GDP 0.207322 0.205544 0.666996 0.020265 0.096229 
world 
penn 8.0 
govsr Share of government consumption in GDP 0.165083 0.154401 0.594448 0.020088 0.07143 WDI 
lgliq Absolute legal institutional quality 0.622222 0.590918 1 0.259259 0.172353 
Kuncic 
(2012) 
pltiq Absolute political institutional quality 0.586146 0.576187 0.928105 0.170833 0.171926 
Kuncic 
(2012) 
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econiq Absolute economic institutional quality 0.583683 0.597556 0.937314 0.1 0.173922 
Kuncic 
(2012) 
txsr Taxes on income, profits and capital gains (% of 
revenue) 
15.49418 14.7522 32.60966 0.116678 6.17162 WDI 
ropen Real openness indicator 0.515581 0.325434 4.690629 0.035132 0.649547 
AC with 
world 
penn 8.0 
FDIsr Foreign direct investment, net inflows (% of 
GDP) 
2.149291 1.192878 23.42486 -3.59753 2.899715 WDI 
hmncp Index of human capital per person 2.361974 2.333576 3.574813 1.366396 0.468768 
world 
penn 8.0 
rsexp Research and development expenditure (% of 
GDP) 
1.191515 0.87378 4.13 0.00614 0.964419 WDI 
htcex High-technology exports (% of manufactured 
exports) 
16.23717 9.443596 74.99461 0.0181 15.86763 WDI 
agems Employment in agriculture (% of total 
employment) 
18.36853 10.6 89.3 0.1 19.01437 WDI 
vassr Services, etc., value added (% of GDP) 53.96428 54.98329 91.25623 19.73632 13.05775 WDI 
gpueu GDP per unit of energy use (constant 2005 PPP 
$ per kg of oil equivalent) 
6.137947 6.012809 19.60486 1.027681 3.053073 WDI 
Note: *AC is short for author‟s calculations; world penn 8.0: http://www.rug.nl/research/ggdc/data/penn-world-table; Kuncic (2012): 
http://sites.google.com/site/aljazkuncic/. All the data‟s time period is from 1980 to 2005. 
 
As showed in the table above, the mean of intra-sectoral effect is biggest in productivity 
growth; static-sectoral effect also takes a significant part. However, dynamic-sectoral effect‟ 
median shows negative. Their mean are proportional to 89.2%, 27.2%, -16.4%, respectively. 
This implies productivity growth mostly depends on productivity improvement inside each 
sector and the labor movement from lower productivity sectors to higher productivity sectors. 
But mostly, the product of sector‟s labor share and productivity improvement is negative. 
4.3.2. Stationarity 
Before regression analysis, it is necessary to confirm each variable‟s stationarity. Because all 
the data‟s underlying characteristics (mean, variance, covariance etc.) remaining constant 
across the sample period is crucial for an accurate estimate of coefficients. Here, we adopt 
two different Panel Unit Root tests to check the variables‟ stationarity, namely the 
Levin/Lin/Chutest (LLS) and the Im/Pesaran/Shin-test (IPS). 
Table 4-3 Panel Unit Root Tests 
 Panel Unit Root Test with constant and trend Panel Unit Root Test with constant Panel Unit Root Test 
 Im Pesaran Shin Levin Lin Im Pesaran Shin Levin Lin Levin Lin 
ISE ** ** ** ** ** 
SSE ** ** ** ** ** 
DSE ** ** ** ** ** 
invsr ** ** ** *  
govsr      
Δgovsh ** ** ** ** ** 
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lgliq ** ** ** **  
pltiq ** ** ** **  
econiq ** ** ** **  
txsr **  ** ** N/A 
ropen      
Δropen ** ** ** ** ** 
FDIsr ** ** ** ** N/A 
hmncp ** **  **  
rsexp  **  ** N/A 
ages  **  ** N/A 
htcex  *  ** N/A 
vassr  **    
Δvassr ** ** ** ** ** 
gpueu      
Δgpueu ** ** ** ** ** 
Note:  * refers to significance at the 10% level, ** refers to significance at the 5% level, *** refers to significance at the 1% level.   
N/A means lacking sufficient sample in some countries. Δis the first difference operator 
 
Table 4-3 shows the result of the Panel Unit Root tests. Many variables in our empirical 
analysis are not stationary. But nearly all of the variables turned out to be stationary at the 
1%-significance level within a test specification without trend and intercept after taking a first 
order difference. 
4.3.3. Pooled-OLS model 
Pooled-OLS model is the simplest estimation method with panel data. Although it ignores the 
panel structure of the data, it can be rather efficient if two assumptions are satisfied: First, all 
individual, observations are serial uncorrelated (no autocorrelation); Second, the errors are 
homoscedastic across individuals and time. Thus, firstly, we will present the Pooled OLS with 
three aspects in productivity growth; secondly, we will test whether The Pooled OLS is 
appropriate or not on autocorrelation (Breusch-Godfrey Serial Correlation LM Test) and 
heteroscedasticity (Breusch-Pagan-Godfrey heteroscedasticity test): 
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Table 4-4 Pool OLS Regressions of Three Effects in Productivity Growth 
Variables Intra-Sectoral effect Static-Sectoral effect Dynamic-Sectoral effect 
invsr 1455.483 
(1170.397) 
830.3274** 
(355.3855) 
44.15173 
(185.0732) 
Δgovsr -17762.00** 
(7111.443) 
-777.1916 
(2159.356) 
-1425.454 
(1124.522) 
lgliq 1793.585 
(1498.527) 
-20.92291 
(455.0205) 
-281.6056 
(236.9599) 
pltiq -2149.151 
(1218.432) 
119.1010 
(369.9710) 
279.6680 
(192.6688) 
econiq 821.1479 
(1007.316) 
-324.0603 
(305.8667) 
236.7842 
(159.2854) 
txsr -6.374272 
(15.01342) 
3.117192 
(4.558754) 
-2.758294 
(2.374051) 
Δropen 1210.013** 
(471.1586) 
347.4034** 
(143.0651) 
206.3258*** 
(74.50363) 
FDIsr -9.248974 
(19.40276) 
11.77842** 
(5.891556) 
-3.531457 
(3.068130) 
hmncp 472.8773 
(363.9038) 
-286.1816** 
(110.4977) 
-1.749651 
(57.54359) 
rsexp 234.4555* 
(137.2846) 
28.74527 
(41.68582) 
26.26749 
(21.70862) 
htcex 8.858497* 
(4.900839) 
-2.031479 
(1.488117) 
-0.787903 
(0.774963) 
agems 3.144507 
(7.075490) 
-3.657171* 
(2.148439) 
2.288722** 
(1.118837) 
Δvassr -117.5337** 
(54.64963) 
6.222292 
(16.59410) 
4.759799 
(8.641669) 
Δgpueu 70.15765 
(158.1994) 
41.86979 
(48.03650) 
24.60061 
(25.01584) 
Constant -1894.080* 
(1100.123) 
703.4418** 
(334.0473) 
-189.5752 
(173.9609) 
Observations 151 151 151 
R-squared 0.287056 0.192930 0.143186 
Adjusted R-squared 0.213665 0.109850 0.054985 
F-statistic 3.911307 2.322204 1.623398 
Note: * refers to significance at the 10% level, ** refers to significance at the 5% level, *** refers to significance at the 1% level.   
Standard errors in parentheses.Δis the first difference operator 
 
Different aspect of productivity growth has been influenced by different variables. Significant 
variables for intra-sectoral effect are: first order difference of the share of government 
consumption in GDP (-); first order difference of real openness indicator (+); the share of 
research and development expenditure in GDP (+); share of high-technology exports in 
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manufactured exports (+); first order difference of value added share of services in GDP (-), 
this is an empirical evidence for Baumol‟s „cost disease‟(1967), increasing value added share 
of service could bring negative impact for productivity growth. 
Significant variables for static-sectoral effect are: Share of gross capital formation in GDP (+); 
first order difference of real openness indicator (+); foreign direct investment, net inflows (% 
of GDP) (+); index of human capital per person (-); employment in agriculture (% of total 
employment) (-). 
Significant variables for dynamic-sectoral effect are: first order difference of real openness 
indicator (+); employment in agriculture (% of total employment) (+). 
In order to verify the result of pooled OLS estimator‟s authenticity, we need to test whether 
autocorrelation and heteroscedasticity can be excluded or not: 
Table 4-5 Breusch-Godfrey Serial Correlation LM test 
Test for Autocorrerlation 
Ho: no first order autocorrelation 
 Intra-Sectoral effect Static-Sectoral effect Dynamic-Sectoral effect 
F-statistic 6.936100 4.880326 1.623398 
Prob. F 0.0014 0.0289 0.0289 
Conclusion second order autocorrelation first order autocorrelation first order autocorrelation 
 
Table 4-6 Breusch-Pagan-Godfrey heteroscedasticity test 
Test for heteroscedasticity 
Ho: no heteroscedasticity 
 Intra-Sectoral effect Static-Sectoral effect Dynamic-Sectoral effect 
F-statistic 5.678395 2.867748 0.749394 
Prob. F 0.0000 0.0008 0.7213 
Conclusion individual effects individual effects no individual effects 
 
The Table 4-5 shows that all three effects of productivity growth are invalid in no 
autocorrelation; intra-sectoral effect and static-sectoral effect has individual effects, dynamic 
sectoral effect hasn‟t. This may indicate the estimated parameters are inconsistent, these 
results suggest that the Pool OLS estimates suffer from a misspecification due perhaps to 
unobserved regional heterogeneity. This problem can be addressed by either adding more 
explanatory variables or by allowing for additional individual effects in the specification, 
which is fixed or random effects model in the next section. 
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4.3.4. Fixed and Random Effects Model 
Fixed and random effects model are two basic extensions for simple pooled-OLS model. 
While the fixed-effects model defines an individual intercept, in the random effects model the 
individual effect it is implemented as a part of the disturbance term. Essentially, the fixed 
effect model relies on the assumption that the individual effect is correlated with the other 
exogenous variables, whereas the random-effects model is based on the assumption that the 
individual effect is uncorrelated with the exogenous variables. The results of fixed and 
random effects model are given as below: 
Table 4-7 Fixed & Random Effects Regressions of Three Effects in Productivity Growth 
 Intra-Sectoral effect Static-Sectoral effect Dynamic-Sectoral effect 
Variables Fixed Effects 
Random 
Effects Fixed Effects 
Random 
Effects Fixed Effects 
Random 
Effects 
invsr 2217.070 
(2577.556) 
2418.318* 
(1367.818) 
1654.646** 
(797.8150) 
835.3303** 
(423.7732) 
253.9446 
(400.5871) 
117.2860 
(206.7851) 
Δgovsr -27916.27*** 
(8248.821) 
-20592.44*** 
(6925.981) 
-372.4247 
(2553.207) 
-953.5724 
(2144.243) 
295.0367 
(1281.979) 
-894.0702 
(1069.358) 
lgliq 1024.151 
(2296.069) 
1660.686 
(1558.734) 
118.6955 
(710.6882) 
91.28525 
(482.7102) 
-187.7006 
(356.8403) 
-257.5826 
(238.7164) 
pltiq 1343.445 
(2013.180) 
-896.0929 
(1327.418) 
17.54365 
(623.1272) 
132.3964 
(411.1589) 
-248.5550 
(312.8755) 
179.2145 
(202.1011) 
econiq -137.4527 
(2588.214) 
847.6812 
(1196.304) 
-2772.328*** 
(801.1139) 
-504.7922 
(370.6992) 
-187.0340 
(402.2436) 
155.5275 
(180.0244) 
txsr -42.11167 
(62.80161) 
-16.68884 
(19.35774) 
3.936036 
(19.43860) 
2.901177 
(6.000605) 
17.30683* 
(9.760223) 
-0.879247 
(2.882179) 
Δropen 1656.586*** 
(486.2687) 
1311.384*** 
(442.0234) 
271.9583* 
(150.5118) 
348.1302** 
(136.8270) 
118.0248 
(75.57275) 
193.2317*** 
(68.55078) 
FDIsr -21.63563 
(24.15875) 
-9.789539 
(20.09708) 
11.47047 
(7.477710) 
12.30901** 
(6.223082) 
-1.624617 
(3.754598) 
-2.773717 
(3.085698) 
hmncp 1258.497 
(1655.511) 
522.1265 
(464.9014) 
132.3117 
(512.4200) 
-228.0817 
(144.1241) 
438.3210* 
(257.2888) 
21.65668 
(69.09015) 
rsexp -1668.157*** 
(588.1163) 
108.2131 
(175.5229) 
368.0715** 
(182.0360) 
20.79833 
(54.40783) 
187.7698** 
(91.40125) 
26.16160 
(26.15680) 
htcex 36.47357 
(29.70034) 
4.556284 
(6.192177) 
-11.20460 
(9.192965) 
-1.590189 
(1.919488) 
-12.06469** 
(4.615836) 
-0.855960 
(0.922294) 
agems -6.851436 
(23.39316) 
5.664490 
(8.390546) 
-2.369468 
(7.240742) 
-3.575055 
(2.600038) 
-0.927727 
(3.635615) 
1.579601 
(1.262213) 
Δvassr -102.7121 
(62.05482) 
-102.2617* 
(53.60792) 
-10.72604 
(19.20745) 
4.061674 
(16.59734) 
3.455679 
(9.644161) 
4.504081 
(8.267558) 
Δgpueu -14.23525 
(177.1533) 
54.07117 
(150.5226) 
5.975994 
(54.83317) 
40.08467 
(46.59750) 
7.551027 
(27.53203) 
24.04800 
(23.29228) 
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Constant -2478.861 
(4640.089) 
-2559.957* 
(1370.445) 
684.9164 
(1436.218) 
584.0059 
(424.7913) 
-1163.949 
(721.1329) 
-193.6558 
(204.4883) 
Observations 151 151 151 151 151 151 
R-squared 0.499209 0.223712 0.410930 0.133043 0.418640 0.090351 
Adjusted R-
squared 
0.329298 0.143800 0.211066 0.043797 0.221393 -0.003290 
F-statistic 2.938058 2.799473 2.056055 1.490748 2.122418 0.964868 
Prob(F-
statistic) 
 
0.000006 0.001075 0.001918 0.122320 
 
0.001254 
 
0.492438 
Note: * refers to significance at the 10% level, ** refers to significance at the 5% level, *** refers to significance at the 1% level.   
Standard errors in parentheses.Δis the first difference operator 
 
Table 4-8 Correlated Random Effects - Hausman Test 
 Intra-Sectoral effect 
Chi-Sq. Statistic 18.613034 
Prob. 0.1803 
Conclusion random effects estimator is better 
Note: Estimated with Eviews 7.0.   
 
F-statistic and Prob (F-statistic) come as a pair and are used to test the hypothesis that none 
of the explanatory variables actually explain anything (Startz, 2009). The Prob (F-statistic) in 
our random effects regression for static-sectoral effect and dynamic-sectoral effect are greater 
than 0.05 actually means the random effects regression for static-sectoral effect and dynamic-
sectoral effect cannot reject the hypothesis that all the coefficients, except the intercept, equal 
zero in 5% significance level. Both fixed & random effects regressions for intra-sectoral 
effect pass the F-statistic text. Hausman Test shows random effects estimator is better.  
Therefore, we choose random effects estimator for intra-sectoral effect and fixed effects 
regression estimator for static-sectoral effect and dynamic-sectoral effect. 
Significant variables for intra-sectoral effect are: Share of gross capital formation in GDP (+); 
first order difference of the share of government consumption in GDP (-); first order 
difference of real openness indicator (+); first order difference of value added share of 
services in GDP (-). 
Significant variables for static-sectoral effect are: Share of gross capital formation in GDP (+); 
absolute economic institutional quality (-); first order difference of real openness indicator (+); 
employment in agriculture (% of total employment) (-).  
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Significant variables for dynamic-sectoral effect are: Taxes on income, profits and capital 
gains (% of revenue) (+); index of human capital per person (+); research and development 
expenditure (% of GDP) (+); high-technology exports (% of manufactured exports) (-). 
4.4. Empirical findings on the determinants of Structural Change 
As the results showed in Table 4-7, Gross capital formation/GDP ratio is positive related with 
intra-sectoral effect and static-sectoral effect. Gross capital formation (formerly gross 
domestic investment) consists of outlays on additions to the fixed assets of the economy plus 
net changes in the level of inventories. This result is consistent with Barro (1996), Ahmed & 
Miller (1999) Dewan & Hussein, (2001).  
First order difference of the share of government consumption in GDP is strongly negative 
related with intra-sectoral effect. Both Barro (1998) and Eichler (2006) have announced that 
the growth rate of real per capita GDP is better enhanced by smaller government consumption, 
which is compatible with our result. 
Absolute economic institutional quality is calculated and provided by Kuncic (2012), it 
reﬂects solely internal institutional changes (how the country is doing in time in relation to 
itself, not others). Thus, we can take the index of absolute economic institutional quality as a 
proxy of its economic development degree alone. The negative relationship between static-
sectoral effect and absolute economic institutional quality can be comprehend as an empirical 
evidence for Baumol‟s „cost disease‟ (1967) that static-sectoral effect is positive at the 
beginning of industrialization and then becoming negative after the economy reached a high 
level of development in economic institutional quality. 
Taxes on income, profits and capital gains (% of revenue) generate a positive impact on 
dynamic-sectoral effect. This deviates from many former scholars‟ results that higher taxes 
reduce productivity growth (see Bassanini & Scarpetta, 2001; Bleaney, Gemmell, Kneller, 
2001; Eichler, 2006). Eichler (2006) has clarified that „income taxation of highly qualified 
employees plays the most important role in explaining productivity growth differentials 
between the regions‟. The influential mechanism of tax on dynamic-sectoral effect needs 
further investigation and evaluation.  
Suggested by Alcalá & Ciccone (2004), we calculate the real openness indicator by imports 
plus exports relative to purchasing power parity GDP. The regression estimator shows that the 
addition in this indicator is strongly positive related with intra-sectoral effect and static-
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sectoral effect which indicates that the improvement in trade openness can potently stimulate 
productivity growth. 
Index of human capital per person shows strong positive impact on dynamic-sectoral effect. 
The change of research expenditure/GDP ratio is positive to static-sectoral effect and 
dynamic-sectoral effect. Growing human capital and research expenditure are indispensable 
propellants for productivity growth. This is also consistent with many former scholars‟ work, 
(see Eichler, et al. 2006; Boileau & Mame, 2009; Duverger & Pottelsber, 2011). 
First order difference of the value added share of services in GDP is negative to intra-sectoral 
effect, which can be viewed as a significant empirical evidence for Baumol‟s „cost disease‟ 
(1967) theory. 
4.5. Concluding remarks 
In this chapter, firstly, we scrutinize the previous research for empirical studies on 
productivity growth to identify the potential determinants for different aspects of productivity 
growth. Secondly, we perform our empirical research by Pooled-OLS model, Fixed effective 
model and Random effective model, our results reject the Pool OLS because of unobserved 
regional heterogeneity. From Hausman Test, we adopt Random effective model estimate for 
final analysis. At last, we summarize our empirical findings on the determinants of structural 
change. Our results show that:  
1. The largest part in labor productivity growth is intra-sectoral effect (productivity change 
times initial labor share); the second is static-sectoral effect (labor share change times initial 
labor productivity). Dynamic-sectoral effect (labor share change times productivity change) 
are frequently negative. Their mean are proportional to 89.2%, 27.2%, -16.4%, respectively. 
2. Static-sectoral effect is negatively related with absolute economic institutional quality, 
which can be interpreted as a negative relationship between static-sectoral effect and 
development extent. This is coincident with hump shaped pattern in manufacturing; the first 
order difference of the labor share in manufacturing is also negative related with development 
extent. 
3. Trade openness and international competition shows prominent positive impact on intra-
sectoral effect and static-sectoral effect of productivity growth, although it has been long 
neglected in analysis of structural change.  
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4. The increasing value added share of services in GDP  is negative for intra-sectoral effect, 
which is an significant empirical evidence for Baumol‟s „cost disease‟ (1967) theory.  
5. First order difference of share of government consumption in GDP is strongly negative 
related with intra-sectoral effect. Expanding government consumption requires the growth in 
tax or public debt, which can generates crowding out effect on productivity growth as many 
previous research proved. 
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Conclusion 
During the last few decades, there has been a rising interest in structural change analysis. The 
number of papers published with a headline of „structural change‟ is counted as 1247 in 
journals indexed in Econlit between 1969 and 2005(Silva and Teixeira, 2008). More and more 
scholars have noticed that structural change is an important source of growth and an 
indispensable propellant for socio-economic development. Despite the significance of 
structural change has already attracted numerous scholars to contribute their efforts, we found 
there is still having some blanks that we explore in this study: 
Firstly, through a systematic and comprehensive literature review, we give a specific 
definition for economic structure and structural change. We clarify the differences between 
the terminology of „structural change‟ and „structural transformation‟, and break the 
traditional positive image toward structural change and attack the public‟s attention to its 
possible negative impact on aggregate productivity growth. This negative influence, usually 
exhibiting as labor moving from high productivity sectors to low productivity sectors, needs 
us more concern especially in developing countries.  
Secondly, we establish a large database about sectoral employment and productivity in 9 
sectors across 37 countries from 1950 to 2005, we provide a statistical comparative study and 
summarize the trend of structural change and productivity growth in nowadays: The labor 
share of agriculture is continuing declining in the most of the world. The fastest growing 
sector in productivity cannot absorb too much workers. Setoral productivity gaps becomes 
smaller with the personal income growth in most of our sampling countries; The growth of 
labor productivity is much more unbalanced in developing countries than in developed 
countries. The process and results of structural change happening in developing countries 
become more various. Many countries haven‟t followed developed countries‟ pattern, 
especially the early regression in Latin American countries‟ manufacturing sectors.  
Thirdly, we present a model combining heterogeneities both in production and demand across 
agriculture, manufacturing and service, which makes it qualified to provide the analytic 
solution for the existence of hump shaped pattern in the development of manufacturing. 
Accompanying by the growth of entire economy, the sector which has greater income 
elasticity and lower productivity progress rate attacking a higher labor share, which is 
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consistent with Baumol‟s „cost disease‟. The hump-shaped pattern in manufacturing generate 
by greater technological progress rate in agriculture and larger income elasticity in service. 
Based on separating aggregate productivity growth into intra-sectoral effect, static-sectoral 
effect, and dynamic-sectoral effect by SSA, our forth finding is that we firstly empirically 
analyze the productivity growth with different aspects of structural change. We find that the 
mean of intra-sectoral effect (productivity change times initial labor share) is biggest in 
productivity growth; static-sectoral effect (labor share change times initial labor productivity) 
also take a significant part. However, dynamic-sectoral effect‟ (labor share change times 
productivity change) mean shows negative,their mean are proportional to 89.2%, 27.2%, -
16.4%, respectively. In empirical study of productivity determinants, we find that static-
sectoral effect is negative related with absolute economic institutional quality, we 
comprehend this as a proof for the negative relationship between structural effects and 
development extent. 
At last, we demonstrate the significant impact of international trade for structural change not 
only by statistical study but also empirical research. We present a decomposition of final 
consumption across 9 sectors in 10 countries,  our result shows in the impact of import 
institution is keeping expanding in Agriculture, Ming and Quarry, and Manufacturing. Trade 
liberalization really generate increasing influence on economic structure in those countries. 
The unequal status in tradability across sectors also should be consider for the future research 
in structural change. In our empirical research, the trade openness is strongly positive related 
with intra-sectoral effect which indicate that the improvement in trade openness can potently 
stimulate intra-sectoral productivity growth.  
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Appendix A 
The right hand side of shift-share analysis equation (2.1) is: 
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This is exactly the same as left hand side of equation (2.1) 
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The right hand side of equation (2.2) is: 
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In above equation, the first part is the change in net import in j sector, the second part is the 
change in production in j sector. Therefore, the sum of them is the change in final 
consumption in j sector, which proves the equation (2.2): 
 
 
 
, , 1 , , 1 , , 1 , 1 , , , 1( ) ( ) ( ) (2.2)j t j t j t j t j t j t j t j t j t j t
Change in net import Change in domestic production
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Appendix B 
List of symbols and the parameter values in the example of section 3.6 are given as below: 
Parameter Value Explanation 
   0.3 Standard capital share 
   0.01 Preference parameter for agricultural products  
   0.2 Preference parameter for manufacturing products  
   0.79 Preference parameter for service products  
   0.05 Time-preference rate 
   0.02 Depreciation rate 
a  0.05 Productivity growth rate in agriculture 
m  0.03 Productivity growth rate in manufacturing 
s  0.01 Productivity growth rate in service 
A  1 Subsistence agricultural need 
S  0.65 Home production of service 
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