Abstract Given a large directed graph, rapidly answering reachability queries between source and target nodes is an important problem. Existing methods for reachability tradeoff indexing time and space versus query time performance. However, the biggest limitation of existing methods is that they do not scale to very large real-world graphs. We present a simple yet scalable reachability index, called GRAIL, that is based on the idea of randomized interval labeling and that can effectively handle very large graphs. Based on an extensive set of experiments, we show that while more sophisticated methods work better on small graphs, GRAIL is the only index that can scale to millions of nodes and edges. GRAIL has linear indexing time and space, and the query time ranges from constant time to being linear in the graph order and size. Our reference C++ implementations are open source and available for download at
Introduction
Let G = (V, E) be a directed graph, where V is the set of vertices, and E is the set of directed edges, with |V | = n and |E| = m. A reachability query asks whether there exists a path p from a source node u to a target node v in the directed graph G. If such as path exists, we say that u can reach v (or v is reachable from u) and denote it as u v. If u cannot reach v, we denote it as u v. The reachability query itself is denoted as
Answering graph reachability queries quickly has been the focus of research for over 20 years. Traditional applications include reasoning about inheritance in class hierarchies and testing concept subsumption in knowledge representation systems. However, interest in the reachability problem has revived in recent years with the advent of new applications that have very large graph-structured data that are queried for reachability repeatedly. The emerging area of Semantic Web is composed of RDF/OWL data that are indeed graphs with rich content, and there exist RDF data with millions of nodes and billions of edges. Reachability queries are often necessitated on these data to infer the relationships among the objects. In network biology, reachability plays a role in querying protein-protein interaction networks, metabolic pathways and gene regulatory networks. As specific examples of graph reachability consider the following applications.
Semantic query engines:
The vision of the Semantic Web is to allow machines to understand the meaning of the information on the World Wide Web [19] . The data stores and interchange formats used include RDF and XML. XML documents are typically trees, but with the use of ID/IDREF links it is possible to represent graphs. On the other hand, RDF documents represent relationships and are naturally graph structured. XQuery and SPARQL are the query languages for XML and RDF, respectively. SPARQL lets the user define and search for graph patterns using SQL-like syntax, over RDF stores. With SPARQL 1.1, it is possible to search for patterns that include paths of arbitrary length via property paths [29] . For example, the following SPARQL query asks for all researchers named Joe Example who might be influenced by the paper titled Some Paper in a citation database (Fig. 1) .
One strategy to answer this query is to use a reachability index to check if any paper of Joe Example can reach Some Paper by citations links (cites+). With SPARQL 1.1, the necessity for reachability indexes in RDF stores will become more apparent.
Concept subsumption in ontologies:
In knowledge representation systems, ontologies define a set of concepts as well as their properties and interrelationships. Ontologies are typically used to describe a domain or to reason about the entities within a domain. In Semantic Web, inference engines generate all the possible conclusions and store the resulting triples in the data store as well. For instance, if a class A is a subclass of B which is a subclass of C, it can be inferred that A is a subclass of C, and this fact is stored in the database. For instance, the Gene Ontology [16] , which consists of a directed acyclic graph of terms describing genes, also includes the inferred relationships to speedup querying [17] . This is equivalent to keeping the transitive closure of the graph in the database, which is not scalable for very large graphs. An alternate strategy is to avoid inference computation at least for transitive rules such as rdfs:subPropertyOf and rdfs:subClassOf [33] . In this case, the inference engine should infer these relations on demand using a reachability labeling mechanism. One of the test cases in our experimental evaluation in Sect. 6 is composed of the terms of the Gene Ontology and the gene products from the Uniprot [31] annotations database. The overall data have more than 7 million nodes and 56 million connections.
Biological networks: With the advance of high-throughput data acquisition technologies, biologists have amassed a large amount of heterogeneous graph data such as metabolic pathway databases, gene regulatory networks, signal transduction networks, etc. In these data sets, nodes represent entities such as proteins, genes, compounds and edges represent how they interact. A query whether a gene A regulates gene B directly or indirectly in a gene regulatory network maps to a reachability query. Similarly, one can ask the question of whether a specific amino acid A is broken down to a specific chemical compound B in a metabolic pathway graph, which is also a reachability query.
In general, given the ubiquity of large graphs in the form of ontologies, social networks, biological networks and so on, there is a crucial need for highly scalable indexing schemes for reachability queries.
Reachability index
It is worth noting at the outset that the problem of reachability on directed graphs can be reduced to reachability on directed acyclic graphs (DAGs). Given a directed graph G, we can obtain an equivalent DAG, G (called the condensation graph of G), in which each node corresponds to a strongly connected component of the original graph, and an edge exists between two components if any node in one component can reach a node in the other component. To answer whether node u can reach v in G, we simply lookup their corresponding strongly connected components, S u and S v , respectively, which are the nodes in G . If S u = S v , then by definition u and reach v (and vice-versa). If S u = S v , then we pose the question whether S u can reach S v in G . Thus, all reachability queries on the original graph can be answered on the DAG. Figure 2 shows an example directed graph and the corresponding DAG obtained by coalescing the strongly connected components that are marked in dashed circles. In that graph N ? P is true since they are in the same component. The query of G ? P in the original graph is equivalent to the query of 2 ? 8 in the corresponding DAG. Henceforth, we assume that all input graphs have been transformed into their corresponding DAGs, unless otherwise stated. There are two basic approaches to answer the reachability queries which lie at the two extremes of the index design space, as illustrated in Fig. 3 . Given a DAG G, with n vertices and m edges, one extreme (shown on left) is to precompute and store the full transitive closure; this allows one to answer reachability queries in constant time by a single lookup, but it unfortunately requires a quadratic space index, making it practically unfeasible for large graphs. On the other extreme (shown on right), one can use a depth-first (DFS) or breadth-first (BFS) traversal of the graph starting from node u, until either the target, v, is reached or it is determined that no such path exists. This approach requires no index, but requires O(n+m) time for each query, which is unacceptable for large graphs. Existing approaches to graph reachability indexing lie in-between these two extremes.
While there is no single best indexing scheme for DAGs, the reachability problem on trees can be solved effectively by interval labeling [15] , which takes linear time and space for constructing the index and provides constant time querying. Given a tree/forest T = (V, E) that has |V | = n edges and |E| = m edges, interval labeling assigns each node u a label L u = [s u , e u ] that represents an interval starting at s u and ending at e u . A desired labeling has to satisfy the condition that Consider the min-post-labeling method for trees, which assign L u = [s u , e u ] to each node u where e u = post (u) is the post-order value of the node u, defined as the rank of the node u in a post-order traversal of the tree. The starting value of the interval is defined as s u = min{s x |x ∈ children(u)} if u is not a leaf, and s u = e u if u is a leaf. It is easy to see that s u is equivalent to min{e x |x ∈ descendants(u)}, that is, s u is the lowest post-order rank for any node x in the subtree rooted at u (i.e., including u). Figure 4a shows the min-postlabeling for an example tree. It is easy to see that reachability queries in trees can be answered by interval containment. For example, 1 9, since
Interval labeling can be generalized to DAGs. Existing methods [1, 5, 15, 22, 30] use either min-post-labeling or pre-post-labeling (see Sect. 2) on a subtree of the DAG, as shown in Fig. 4b (the dashed edges are the non-tree edges). The labeling obtained is the same as in Fig. 4a , because the same tree is used in both approaches, and dashed edges are never followed. However, we can easily see that for DAGs, the labeling is not sufficient to answer reachability queries, since the labeling fails to cover some of the reachable pairs. For example, 2 7 but
Existing methods thus have to supplement the index by auxiliary indexes or some other approaches to correctly answer the queries.
Our contributions
In this paper, we present a novel and scalable graph indexing approach for very large graphs called GRAIL, 1 that stands for Graph Reachability Indexing via RAndomized Interval Labeling. GRAIL applies min-post-labeling directly on the DAG, as opposed to a subtree of the DAG, as in other interval labeling variants. Figure 4c shows the GRAIL labeling on the example DAG. This labeling captures all reachable pairs at the cost of falsely categorizing some pairs as reachable. For instance, compared to Fig. 4b , the label of node 6 is enlarged to [1, 7] since node 8 is a descendant of node 6 and its label is [1, 1]. With this new labeling, 2 7 can be answered using label containment (i.e.,
, whereas it cannot be answered using the labeling only on the DAG subtree as in Fig. 4b . However, the new labeling introduces false positives, also called as exceptions. For example,
4. GRAIL uses different strategies to handle such exceptions, as detailed in Sect. 3.
In this paper, we make the following original contributions:
• To our knowledge, GRAIL is the first direct DAG interval labeling approach. The key idea is to do very fast elimination for those pairs of query nodes for which nonreachability can be determined via the intervals. In other words, if L v ⊆ L u , we immediately return u v.
• Instead of using a single interval per node, the basic approach GRAIL uses multiple intervals obtained via randomized DAG traversals, a technique we call randomized multiple interval labeling. This approach drastically reduces the number of exceptions. We also empirically compare alternative multiple interval labeling methods designed to minimize the number of exceptions. • To guarantee correctness, GRAIL uses "smart" graph search methods with recursive label-based pruning. We study the impact of DFS/BFS search and also explore the use of bidirectional BFS. Independently, these search methods also form optimized baseline methods for comparison against GRAIL. In addition, we propose an alternative method to directly maintain exception lists per node, which can eliminate false positives completely. This can offer benefit for indexing smaller graphs, with pruning-based search as the scalable alternative for massive graphs.
• We propose several enhancements to the basic GRAIL approach, which can dramatically improve the querying time. The topological level filter is a simple yet effective strategy to prune non-reachable pairs of nodes. The positive cut filter uses the subtree labelings induced by each one of the GRAIL's multiple DAG labelings to guarantee reachability for a subset of all the reachable pairs. For these guaranteed reachable pairs u and
• Via an extensive set of experiments, we show that GRAIL outperforms existing methods on very large real and synthetic graphs, sometimes by over an order of magnitude. Whereas previous methods studied graphs mainly under 50 K nodes and 70 K edges when transformed into DAGs, we use large real and synthetic graphs with millions of nodes and edges (see Tables 5, 6 ). In many cases, GRAIL is the only method that can even run on such large graphs.
GRAIL is a highly effective and light-weight index to answer reachability queries in massive graphs with millions of nodes and edges. It maintains d interval labels per node, and thus, its index size is O(dn). The index construction time for GRAIL is O(d(n + m)), since d random graph traversals are made to obtain those labels. For reachability queries, it takes only O(d) time if the query node pairs are not reachable. Likewise, if the node pairs are part of the guaranteed reachable pairs, then again it takes only O(d) time. In other cases, GRAIL resorts to pruning-based recursive graph search, which can take O(n + m) in the worst case. GRAIL thus retains the best properties on both ends of indexing extremes shown in Fig. 3 . Since d is typically a small constant (usually capped at d = 5 even for the largest graphs), GRAIL requires index construction time and space linear in the graph size and order. It is worth noting that since most large real-world graphs are very sparse, most (random) query node pairs are non-reachable, and these queries can be answered by GRAIL in constant time. Further, due to the positive cut filter, a significant portion of reachable pairs can also be answered in constant time. When either of these fail, GRAIL can take time linear in the graph to answer the query. However, here too the time increases gracefully, since interval-based pruning is applied recursively during the search.
Related work
Existing approaches for graph reachability combine aspects of indexing and pure search, trading off index space for querying time. Major approaches can be classified into two main groups, namely interval labeling [1, 7, 22, 30, 32] and 2HOP labeling [8, 11, 18, 27, 28, 35] . These methods are discussed later and summarized in Table 1 .
The interval labeling approaches use either the min-postlabeling [1] (illustrated in Fig. 4b ), or pre-post-labeling [15, 30, 5, 22] (illustrated in Fig. 5 ), on a spanning subtree of the DAG. Pre-post-labeling assigns L u = [s u , e u ] to each node u where s u and e u are the pre-order and post-order 
n number of vertices, m number of edges, t = O(m − n) number of non-tree edges, k number of paths/chains, d number of intervals ranks of node u in a DFS traversal of the DAG, starting from the root(s), with the rank being incremented each time we enter a node or back-track from a node, as shown in Fig. 5 . In contrast, as noted previously, in a min-post-labeling, e u is the post-order rank of u, and s u is the minimum rank of any node under u, as illustrated in Fig. 4 . The interval-based indexing is not self-contained since the labeling can fail to cover some of the reachable pairs. For example, in Fig. 5 ,
Thus, for completeness, the existing methods supplement the label index with auxiliary indexes. Different interval-based graph indexing methods differ from each other in terms of how the subtree of the DAG is selected, and what kind of auxiliary index is used.
Optimal Tree Cover [1] is the first known variant of interval labeling for DAGs. The approach first creates interval labels for a spanning tree of the DAG. This is not enough to correctly answer the reachability queries, as mentioned previously. To guarantee correctness, the method processes nodes in reverse topological order for each non-tree edge (i.e., an edge that is not part of the spanning tree) between u and v, with u inheriting all the intervals associated with node v.
Furthermore, node u inherits the intervals of its other children whose intervals are updated. Thus, u is guaranteed to contain all of its children's intervals. Testing reachability is equivalent to deciding whether the interval list of the source node subsumes the first interval of the target node. The construction complexity of this method is the same as a full transitive closure because selecting the tree that provides optimal labeling requires the pre-computation of the transitive closure.
GRIPP [30] is an another variant of interval labeling. Instead of inflating the index size for the non-tree edges as in [1], reachability testing is done via multiple containment queries. Given nodes u and v, if L v is not contained in L u , the non-tree edges (x, y), such that x is a descendant of u, are fetched, and recursively a new query (y, v) is issued for every y, until either v is reachable from a y node or if all non-tree edges are exhausted. If one of the y nodes can reach v, then u can reach v. Since there are m − n non-tree edges, the query time complexity is O(m − n).
Dual labeling [32] also uses interval labeling, but it processes non-tree edges in a different way. Their main observation is that if there exists a single non-tree edge (x, y) in the path from u to v, it must be true that L u contains x and L y contains v. Based on this, a non-tree edge e = (x, y) is connected to another non-tree edge e = (x , y ) if and only if L y contains L x . After labeling the selected tree, dual labeling computes the transitive closure of non-tree edges so that the entry for the edge pair (e = (x, y), e = (x , y )) being 1 implies that all nodes u, whose interval contains x, can reach all nodes v whose interval is contained by L y . Therefore, for each query, they scan relevant edge pairs to find out the reachability. With further optimizations, they reduce the query time to O(1); however, their index size is O(n + t 2 ), and construction time is O(n + m + t 3 ) where t = O(m − n) denotes the number of non-tree edges. GRIPP and dual labeling thus lie on the opposite sides of the trade-off illustrated in Fig. 3 .
A chain decomposition approach was proposed in [20] to compress the transitive closure. The graph is split into nodedisjoint chains. A node u can reach to node v if they exist in the same chain, and u precedes v. Each node also keeps the highest node that it can reach in every other chain. Thus, the space requirement is O(kn) where k is the number of chains. Such a chain decomposition is computed in O(n 3 ) time. This bound was improved in [7] , where they proposed a decomposition which can be computed in O(n 2 + kn √ k) time. Recently, [6] further improved this scheme by using general spanning trees in which each edge corresponds to a path in the original graph. [3] solves a variant of the reachability problem where the input is assumed to be a collection of non-disjoint paths instead of a graph.
PathTree [22] is the generalization of the tree cover approach. It extracts the disjoint paths of a DAG and then creates a tree of paths on which a variant of interval labeling is applied. That labeling captures most of the transitive information, and the rest of the closure is computed in an efficient way. PathTree has very fast querying and construction times, but its index size might get very large on dense graphs (k in Table 1 denotes the number of paths in the decomposition). In a recent paper by the same authors, they proposed 3HOP [21] which addresses the issue of large index size. Although 3HOP has a reduced index size, the construction and query times degrade significantly.
The other major class of graph reachability indexing methods is based on 2HOP Indexing [8, 11, 18, 27, 28, 35] , where each node determines a set of intermediate nodes it can reach, and a set of intermediate nodes which can reach it. The query between u and v returns success if the intersection of the successor set of u and predecessor set of v is not empty. 2HOP was first proposed in [11] , where they also showed that computing the minimum 2HOP cover is NPHard and gave an O(log m)-approximation algorithm based on a greedy algorithm for the set-cover problem. Its O(n 4 ) construction time was improved in [35] by using a geometric approach that produces slightly larger 2HOP cover than obtained in [11] . A divide-and-conquer strategy to 2HOP indexing was proposed in [27, 28] . HOPI [28] partitions the graph into k subgraphs, computes the 2HOP indexing within each subgraph and finally merges their 2HOP covers by processing the cross-edges between subgraphs [27] , by the same authors, improved the merge phase by changing the way in which cross-edges between subgraphs are processed. Cheng [8] partition the graph in a top-down hierarchical manner, instead of a flat partitioning into k subgraphs. The graph is partitioned into two subgraphs repeatedly, and then their 2HOP covers are merged more efficiently than in [27] . Their approach outperforms existing 2HOP approaches in large and dense data sets.
The HLSS [18] method is a hybrid of 2HOP and interval labeling. It first labels a spanning tree of the graph with interval labeling, and then extracts a remainder graph whose transitive closure is yet to be computed. The transitive closure of the remainder graph is computed and compressed by a variant of 2HOP labeling. The overall time complexity for constructing HLSS is O(m 3 ), but it produces more compressed labelings.
Although there has been much interest in static transitive closure, not much attention has been paid to practical algorithms for the dynamic case, though several theoretical studies exist [13, 23, 26] . Practical works on dynamic transitive closure [14, 24] and dynamic 2HOP indexing [4] have only recently been proposed.
A preliminary version of the GRAIL appeared in [34] . GRAIL is also utilizes interval labeling to construct the index. However, it is diametrically opposite to the other interval labeling approaches mentioned previously. Previous methods provide an incomplete coverage of the reachable set, i.e., they use spanning trees, chain covers, path decompositions and so on, to index the reachability for nodes only in a subtree (or a set of chains/paths) of the input DAG. If u v, these methods do not guarantee that L v ⊆ L u ; this is true only for the paths over tree edges. They thus have to use auxiliary indexes to ensure completeness. In contrast, GRAIL uses min-post-traversals directly on the DAG, and it fully covers all reachable pairs, as well as some non-reachable pairs-the false positives. GRAIL guarantees that if
By contraposition, if the interval label of v is not contained in that for u, GRAIL can immediately return u v. However, due to the false positives, GRAIL uses graph search, and other optimizations to answer reachability. The GRAIL approach is more favorable in large, sparse graphs, since it is more likely that a random pair of nodes is not reachable, and for these GRAIL can immediately prune the search. GRAIL can also handle higher-density large graphs; since in these cases, the subtree/path-based interval labeling of previous approaches covers an even smaller fraction of the reachable pairs. A detailed description of the basic GRAIL approach and other novel optimizations, and an extensive set of supporting experiments appears in the sections below.
GRAIL: Scalable reachability index for large graphs
In this section, we present our novel and scalable GRAIL approach for indexing very large graphs. As opposed to other interval labeling variants, GRAIL uses min-post-labeling directly on the directed acyclic graph. Furthermore, instead of using a single interval, GRAIL employs multiple minpost-intervals that are obtained via random graph traversals (or other strategies). We use the symbol d to denote the number of intervals per node, which also corresponds to the number of graph traversals used to obtain the node label. For example, Fig. 6c shows a DAG labeling using d = 2 intervals (the first interval assumes a left-to-right ordering of the children, whereas the second interval assumes a right-to-left ordering).
Basic GRAIL approach
Our approach to reachability indexing is motivated by the observation that existing interval labeling variants identify a subgraph of the DAG (i.e., trees in [1, 30, 32] and path-tree in [22] ) in the first stage, and incorporate the remaining (uncovered) portion of the DAG, in the second phase of indexing or during the query time. However, most of the reachability information is captured in the first stage. The motivating idea in GRAIL is to use interval labeling multiple times to reduce the workload of the second phase of indexing or the querying. The multiple intervals yield a hyper-rectangle instead of single interval per node, and the containment check is over these hyper-rectangles. In GRAIL, for a given node u, the new label is given
where L i u is the interval label obtained from the i-th (random) traversal of the DAG, and
Assume that u v, and let x and y be the lowest ranked nodes under u and v, respectively, in the postorder traversal. In this case,
, where r n denotes the rank of node n. But, u v implies that r u > r v in post-order, and further that r x ≤ r y , which in turn implies that
But, this is a contradiction to our assumption that u v. We conclude that u v.
On the other hand, if L v ⊆ L u , it is possible that this is a false positive, i.e., it can still happen that u v. We call such a false positive containment an exception. For example, in Fig. 6b , there are 15 exceptions in total, as listed in Table 2 . For instance, for node 2, node 1 is an exception, since
1. The basic intuition in GRAIL is that using multiple random labels makes it more likely that such false containments, i.e., exceptions, are minimized. For example, when one considers the 2-dimensional intervals given in Fig. 6c , for the very same graph, 12 out of the 15 exceptions get eliminated! For instance, we see that 1 is no longer an exception for 2, since 7] . We can thus conclude that 2 1. However, note that 3 is still an exception for 4 since Node
For 4, nodes 7 and 9 also remain as exceptions. In general, using multiple intervals drastically cuts down on the exception list, but is not guaranteed to completely eliminate exceptions. There are two main issues in GRAIL: (i) how to compute the d random interval labels while indexing, and (ii) how to deal with exceptions, while querying. We will discuss these in detail later.
Index construction
The index construction step in GRAIL is very straightforward; we generate the desired number of post-order interval labels by simply changing the visitation order of the children randomly during each depth-first traversal. Algorithm 1 shows an implementation of this strategy; an interval L i u is denoted as
The number of possible labelings is exponential, but most graphs can be indexed very compactly with a small number of dimensions depending on the edge density of the graph. Furthermore, since it is not guaranteed that all exceptions will be eliminated, the best strategy is to cease labeling after a small number of dimensions (such as 5), with reduced exceptions, rather than trying to totally eliminate all exceptions, which might require a very large number of dimensions.
Algorithm 1: GRAIL indexing: randomized intervals

RandomizedLabeling(G, d):
In terms of the traversal strategies, we aim to generate labelings that are as different from each other as possible. We experimented with the following traversal strategies.
Randomized: This is the strategy shown in Algorithm 1, with a random traversal order for each dimension.
Randomized pairs: In this approach, we first randomize the order of the roots and children, and fix it. We then generate pairs of labeling, using left-to-right (L-R) and right-to-left (R-L) traversals over each node's children. The intuition is to make the intervals as different as possible; a node that is visited first in L-R order is visited last in R-L order. An example of such a pair is shown in Fig. 6c .
Heuristic (guided) traversals:
It is also possible to use deterministic approaches with the hope of eliminating exceptions as much as possible. Intuitively, during the ith traversal, the idea would be to choose the node with the most number of exceptions in the first i − 1 dimensions. However, computing the number of exceptions after each traversal is expensive; instead, we experiment with the following heuristic approaches. For each of the approaches, during the ith traversal, from any node in the graph, we choose the child that maximizes the given objective:
• Maximum volume: The volume of a node is defined as the volume of its hyper-rectangle in the first i − 1 traversals, given as
Choosing u's child in decreasing order of volume is based on the intuition that a larger volume may contain more exceptions than a smaller volume.
• Maximum of minimum interval: The volume of node u can be large even if in one of the first i − 1 traversals it has a tight interval. Therefore, another approach is to sort the children of u in decreasing order of their minimum interval ranges in the first i − 1 traversals. The objective is given as:
• Maximum adjusted volume: The nodes which have bigger reachable sets (the number of nodes they can reach) are expected to have larger intervals and thus larger volumes. Therefore, a larger volume does not directly imply larger number of exceptions. In the ideal case, each node should have intervals whose lengths are equal to the size of its reachable set. Thus, we adjust our computations to eliminate the effect of reachable set sizes by subtracting them from the actual values. The adjusted volume of a node is given as
where tcs(u) is the size of the reachable set of u. Since computing the exact tcs values is not practical, we use a linear-time estimation approach [9, 10] to approximate the tcs values.
• Maximum of adjusted minimum interval: This is similar to the minimum interval, but using the maximum of the adjusted intervals. That is, we sort the children of each node u in decreasing order of
With randomized or randomized pair traversal, the index construction time for GRAIL is O(d(n + m)), corresponding to the d traversals for the graph G. For the other traversal strategies, since we have to sort the children of each node, the construction complexity is
where o is the maximum out-degree in the graph. Computing adjusted interval (in terms of tcs) does not increase the complexity as we used linear-time reachability set estimation [9] . The space complexity of the GRAIL index is exactly 2dn = O(dn), since d intervals are kept per node.
Reachability queries
To answer reachability queries between two nodes, u and v, GRAIL adopts a two-pronged approach. GRAIL first checks whether L v ⊆ L u . If so, we can immediately conclude that u v, by Lemma 1. On the other hand, if L v ⊆ L u , nothing can be concluded immediately since we know that the index can have false positives, i.e., exceptions.
There are basically two ways of tackling exceptions. One approach is to explicitly maintain an exception list per node. Given node x, we denote by E x , the list of exceptions involving node x, given as:
For example, for the DAG in Fig. 6b , we noted that there were 15 exceptions in total, as shown in Table 2 . From the Unfortunately, keeping explicit exception lists per node adds significant overhead in terms of time and space and further does not scale to very large graphs. Thus, the default approach in GRAIL is to not maintain exceptions at all. Rather, GRAIL uses a "smart" DFS with recursive containment check-based pruning to answer queries. This strategy does not require the computation of exception lists so its construction time and index size are linear in the graph. (|E u |) ). The default option is to perform DFS, but note that it is possible we may terminate early due to the containment-based pruning. Thus, the worst-case complexity is O(n + m) for the DFS, but in practice, it can be much faster, depending on the topological level of u and depending on the effectiveness of pruning. Thus, the query time ranges from O(d) to O(n + m).
Algorithm 2: GRAIL query: reachability testing
Reachable(u, v, G): if L v ⊆ L
Exception lists
A naive approach for computing the exception lists is to precompute the transitive closure of each node and then to check whether each pair of nodes is an exception or not. Its overall complexity is O(nm + n 2 d). O(nm) is for computing transitive closure, and O(n 2 d) is the time spent for checking each pair. It also requires quadratic space. This is clearly not acceptable for large graphs. Instead, we suggest another approach (see Algorithm 3) that has a better computational complexity and is faster in practice.
We categorize exceptions into two classes: (i) If L u contains v, 2 but none of the children of u contain v, then we call the exception between u and v a direct exception. (ii) If at least one child of u contains v as an exception, then we call the exception between u and v an indirect exception. For example, in Fig. 6b, 3 is a direct exception for 4, but 1 is an indirect exception for 2, since 5 is a child of 2, and 1 is also an exception for 5. Table 2 shows the list of direct (denoted E d ) and indirect (denoted E i ) exceptions for the DAG in Fig. 6b .
The algorithm first computes the direct exceptions considering only the first dimension (or traversal). Then, indirect exceptions from the first traversal are inferred via the method ExtractIndirectExceptions. After each node, u has two lists, E d u and E i u , namely the direct and indirect exception lists, and these lists are updated after each additional traversal, via the method ShrinkExceptionLists.
Algorithm 3: GRAIL: exception list extraction
Initiate an empty IntervalTree I T Add the interval [s 1 
Direct exceptions: Let us assume that d = 1, that is, each node has only one interval. GRAIL uses an interval tree [12] which keeps a list of intervals. Querying the interval tree for intervals intersecting a given range or interval of interest can be done in O(log n + K ) time, where n is the number of intervals, and K is the number of results returned. Given the interval labeling, GRAIL constructs the exception lists for all nodes in the graph as described later. We illustrate how the algorithm works on the example in Fig. 7 , where we want to determine the exceptions for node u. c i denote the children's intervals, whereas x i denote the exceptions to be found. The nodes are processed in increasing interval size order so that when a node u is being processed, all the intervals that are contained in L u are in the interval tree (line 7). To find the direct exceptions of u, we look for the intervals that are not covered by any of the children of u using the interval tree. We first sort the children by increasing s 1 c values, and if there is a tie on these values, they are ordered by decreasing e 1 c values (line 9). It is clear that if an exception is contained completely within any one of the children intervals, it cannot be a direct exception. There are two cases where a direct exception can occur: (i) The regions not covered by the union of the child intervals. We can see that these regions are qr 1 = [6, 8] and qr 3 = [13, 15] in our example. These regions are queried in the interval tree, and we find the nodes x 1 and x 3 as the direct exceptions of u. (ii) Some exceptions might fall into the region of the union of two consecutive children as in the case of c 3 and c 4 in our example. x 2 is not covered by both of them, but it is an exception for u so it should be a direct exception. To find such nodes, we query a very tiny interval at the end of the first child. In our case, we query the region [11, 11 + δ] , where δ is a constant less than 1. Note that we can skip the end regions of the children that are contained by other children such as in the case of c 1 and c 2 . For example, if we had queried the region [5, 5 + δ], it would return x 4 that is indeed covered by c 1 so it is not a direct exception. Thus, scanning the intervals in that particular order is sufficient to find out such query regions (line 10). Next, we query each region in the interval tree and add the resulting intervals to the direct exception list of the node being processed (lines 11-13). Finally, that node is added to the interval tree so that it can be found if it is an exception for other nodes. The complexity of this method is O(no(log n + p)), where o is the maximum out-degree, and p is maximum number of exceptions returned by a query. This is because at each node, we can query at most o times, each of which runs in O(log n + p). 
. This reachability check is easy since by that time we know the exception list of c (i.e., E c ) A child c k reaches to x if L 1 x ⊆ L 1 c and x ∈ E c . On the other hand, if there is no such children, then x must be an indirect exception for u, and we add it to E u (line 24). We also keep a counter for each exception x of the node u, C x u , which records the number of children of u that have x as exception. These counters are utilized while incorporating the other traversals. For example, consider node 2 in Fig. 6b . Table 2 . The complexity of this step is O(neo 2 ), where o is the maximum out-degree, and e is maximum number of exceptions a child node has. This is because every exception of a child node c i of a node u has to be checked in the exception list of every other child c j .
Multiple intervals:
To find the exceptions when d > 1, GRAIL first computes the direct and indirect exceptions from the first traversal, as described previously. We maintain the counters C x u to keep track of the number of children of u which has x in their exception list. It is worth noting that an exception can be removed only when C x u becomes zero. For computing the remaining exceptions after the ith traversal, GRAIL processes the nodes in a bottom-up order. For every direct exception x ∈ E d u , remove x from the direct exception list if x is not an exception for u for the ith dimension (line 24) and further decrement the counter for x in the indirect exceptions list E i p for each parent p of u (line 25). Also, if after decrementing, the counter for any indirect exception x becomes zero, then move x to the direct exception list E d p of the parent p, providing L x ⊆ L p (lines [26] [27] . In this way, all exceptions can be found out for the i-th dimension or traversal. The complexity of this step is O(nφe) as every direct exception is checked in constant time, and the counters for the parent nodes are decremented if needed in O(φ) time, where φ is the maximum in-degree.
Therefore, the overall complexity of exception list maintenance is O(neo(log n + e + o)) with the reasonable assumption of maximum in-degree is in the order of maximum out-degree. It is expected to be better than O(nm) as long as e is not close to n. In practice, the bottleneck of this algorithm is the second step as there are many exceptions just after the first traversals. However, the number of exceptions reduces drastically with the addition of second traversal; therefore, the shrinking exception lists step runs very fast although it is called multiple times. It is possible to speedup the algorithm if direct exceptions can be found by considering the first two traversals; we plan to explore this idea in the future.
GRAIL optimizations
In this section, we discuss several optimizations over the basic GRAIL approach. The proposed methods can be very effective in speeding up the query times.
Topological level filter
Once the graph is transformed into a directed acyclic graph, the nodes can be divided into levels so that the leaf nodes are placed into the first level, and the interior nodes are placed in a higher level than all of their children. Therefore, the level of u is
There is no possibility for a node u at level l u to reach another node v at level l v if l v ≤ l u . Thus, the topological level filter can be utilized during GRAIL's recursive DFS to prune unreachable node pairs. Even though this filter is very simple, our experimental results show that it is very effective in improving query times.
Different search strategies
We perform a depth-first search from the source node to the target node in Algorithm 2 for reachability testing. However, it is not always the best strategy. Breadth-first search (BFS) guarantees to find the shortest path with the cost of using more memory, though this is not a limitation in our case because the memory usage is limited by the graph size. In average, BFS is expected to be faster considering the cases where the target node is close to the source node that has a large reachability set. However, this difference might not be apparent in sparse graphs where DFS is also very fast. In negative queries, they both have to exhaust the whole reachable set to conclude non-reachability, so they are expected to have similar performance.
Besides the standard graph search strategies of DFS and BFS, we also consider bidirectional breadth-first search (BBFS) that has a few advantages over BFS. In bidirectional search, two BFS are started simultaneously utilizing separate queues for the query u ? v. The first adds all the children c i ∈ children(u) to a BFS queue Q C of children, whereas the second adds all the parents p i inparents(v) to another BFS queue Q P of parents. Then, BBFS alternatingly extracts one node from Q C pushing its children back to Q C and extracts one node from Q P pushing its parents back to Q P . BBFS stops positively if any newly added node c i is already in Q P , or any newly added node p j is already in Q C , and BBFS returns u v the moment either of the queues becomes empty. Furthermore, BBFS prunes the branch of c i
The first advantage of bidirectional search is that it can answer positive queries faster when the average degree of the graph is high. In negative queries, the worst-case scenario is that bidirectional search takes twice as much time as a BFS would take; however, there are substantial amount of cases where bidirectional search is much faster than BFS. For instance, consider the case in which the source node has a large reachable set and the target has a small number of ancestors. In this scenario, bidirectional search terminates after visiting the ancestors of the target node that is significantly smaller than the search space of a standard BFS that has to exhaust the large reachable set of the source node.
Our experiments show that BBFS can be a very effective strategy, especially in combination with the level filter. In fact, we use the three different search strategies DFS, BFS and BBFS (with and without the level filter) as the baseline methods to compare against GRAIL as well as other indexing methods.
Positive cut filter
Recall that GRAIL use direct DAG interval labeling to guar-
However, it can have false positives, i.e., for a pair of nodes with L v ⊆ L u , it may be that case that u v. Recall also that other interval labeling methods try to label only a subtree (or a set of paths), and for paths restricted to the tree edges (which typically constitute only a small fraction of the DAG), reachability can be guaranteed. It is possible for GRAIL to also make use of the subtree edges, via a new pruning method we call positive cut filter.
Notice that from each of the d traversals in GRAIL, we can easily keep track of additional interval labels restricted to only a (spanning) subtree of the input DAG. For example, in Fig. 8a , a min-post-labeling that is produced by a traversal of GRAIL is shown. We call these set of labels the exterior labels, denoted as E L u for node u. Figure 8b is the min-post-labeling of the corresponding spanning tree, which is composed of the solid edges (the dashed edges are the non-tree edges). We call this set of labels the interior labels, denoted as I L u for node u. The figure shows only one label, but for d traversals, there are a set of d exterior and interior labels.
Given a query u ? v, we can first check whether
If yes, then we are guaranteed that u v, and we can immediately return a positive answer. On the other hand, if the interior check fails, then we default to the basic GRAIL strategy of first checking the exterior set and then recursive search. That is, we next check if E L v ⊆ E L u . If yes, then we immediately return a negative answer u v. If no, then we do a recursive DFS (or BBFS, etc.). This positive cut filter strategy allows GRAIL to substantially speedup the positive queries. In effect, GRAIL captures the core benefits of interval labels in both directions, allowing it to cut-off the search for guaranteed positive pairs (over the tree edges, the interior labels), and also allowing it to prune the non-reachable pairs (using the exterior labels). The solid red line (inner rounded rectangle) denotes the transitive closure, i.e., the set of all reachable pairs of nodes. Each GRAIL traversal is associated with two label sets. The exterior set defined by the min-post-labeling of the graph is a superset of the reachable set (denoted by the outer blue and green hatched regions). The interior set defined by the minpost-labeling of the tree is a subset of the reachable set (inner solid blue and green regions). The intersection of the exterior sets (the crosshatched region) defines the ordered pairs for whom GRAIL is not sure whether they are reachable or not. The union of the interior sets defines the set of ordered pairs which GRAIL guarantees to be reachable. If the two checks over the interior or exterior labels fail, then GRAIL must perform a recursive search to determine reachability; this corresponds to the visible crosshatched region, which excludes the interior regions. The recursive search continues as long as it is in the crosshatched region. GRAIL prunes a branch whenever it exits the region and it halts with a positive result whenever it reaches a pair inside the union of interior sets.
Experimental results in Sect. 6 show that in many cases using positive cut filter substantially improves the GRAIL query performance. It is especially very effective on positive queries. Note that it does not deteriorate the construction time as the exterior and interior labelings can be created simultaneously. Furthermore, instead of doubling the index size, the increase is only a factor of 1.5. This is because, the two intervals (interior and exterior) per node can be stored by three integers. The interval label for node u for the i th dimension/traversal is given as
, where Algorithm 4 shows the GRAIL querying method using the positive cut filter. For clarity, the method is shown using separate E L u and I L u labels, but in reality, only L u is maintained. [30] and Dual Labeling (Dual) [32] , based on path decomposition: PathTree (PT) [22] , and variants of 2HOP indexing: HLSS [18] and 3HOP [21] . The code for these methods was obtained from the authors, though in some cases, the original code had been reimplemented by later researchers. We implemented GRIPP in-house. We evaluate all methods in terms of the query time, index size and index construction time. All query times reported below are aggregate times for 100 K queries. We generate 100 K random query pairs and issue the same set of queries to all methods. In the tables later, we use the notation -(t), and -(m), to note that the given method exceeds the allocated time (10 M milliseconds (ms) for small sparse, and 20 M ms-about 5.5 h-for all other graphs; M ≡ million) or memory limits (32 GB RAM; i.e., the method aborts with a bad-alloc error). All times reported are averages over three runs.
Algorithm 4: GRAIL + query: reachability testing
Reachable(u, v, G): if I L v ⊆ I L u then 1 return True //u v 2 else if E L v ⊆ E L
Data sets
We used a variety of real graph data sets, both small and large, as well as large synthetic ones, as described below. We present these graphs in 4 tables each of which lists the following properties: node size, edge size, average degree, average clustering coefficient (CC) and effective diameter (ED). As we are dealing with directed graphs, the average degree of a graph is equal to the ratio of the number of edges-to-the number of nodes. We used SNAP [25] software to compute the values of clustering coefficient and effective diameter.
Small sparse: These are small, real graphs, with average degree less than 1.2, taken from [22] , and listed in Table 3 . xmark and nasa are XML documents, and amaze and kegg are metabolic networks, first used in [30] . Others were collected from BioCyc (http://www.biocyc.org), a collection of pathway and genome databases. amaze and kegg have a different structure, in that they have a central node that has a very large in-degree and out-degree. Therefore, these two graphs have smaller effective diameter although the number of reachable pairs is very high compared to other graphs. Small dense: These are small, dense real-world graphs taken from [21] (see Table 4 ). arxiv, 3 citeceer, 4 and pubmed 5 are all citation graph data sets. GO is a subset of the Gene Ontology 6 graph, and yago is a subset of the semantic knowledge database YAGO. 7 Among these graphs, go is significantly different from others with its low average degree and clustering coefficient and high diameter. Since it is a graph representing a taxonomy, triangles in it implies the existence of redundant edges (e.g., if node a has b and c as neighbors and b has c, the edge between a and c is redundant in a taxonomy due transitivity). Therefore, it is natural to have low clustering coefficient.
Large real:
To evaluate the scalability of GRAIL on real data sets, we collected 7 new data sets which have previously not been used by existing methods (see Table 5 ). UniProt annotations file has around 7 million gene products annotated by 56 million annotations. The remaining uniprot data sets are obtained from the RDF graph of UniProt. uniprot22m is the subset of the complete RDF graph that has 22 million triples, and similarly, uniprot100m and uniprot150m are obtained from 100 million and 150 million triples, respectively. These are some of the largest directed acyclic graphs ever considered for reachability testing. The reasons why these graphs have zero clustering coefficient vary. uniprot graphs have distinctive topology of having many roots that are connected to a single sink node via short paths. It is kind of a tree whose edges are reversed. Therefore, there exists no triangles. For go-uniprot, the reason is its being a taxonomy, and for citeseer, it is data incompleteness.
Large synthetic: To test the scalability with different density setting, we generated random DAGs, with 10 and 100 M nodes and with average degrees of 2, 5 and 10 (see Table 6 ). We first randomly select an ordering of the nodes which corresponds to the topological order of the final dag. Then, for the specified number of edges, we randomly pick two nodes and connect them with an edge from the lower to higher ranked node. Since we randomly select the neighbors of the nodes, it is very unlikely to choose two nodes that are already connected among millions of nodes. Therefore, clustering coefficient is zero in these graphs. SPAN was not able to scale to 50 million nodes for computing effective diameter, so we show them with question mark.
Performance comparison with graph indexes
Before studying the sensitivity of GRAIL to various parameters and before evaluating the effectiveness of the various search strategies and optimizations, we compare GRAIL's performance with existing state-of-the-art graph reachability indexes, as well as the baseline search methods. Based on our experiments (outlined later), the default strategy for GRAIL is to use randomized pairs traversal to construct the labeling (with d = 2 for small sparse graphs, d = 3 for small dense graphs and d = 5 for large graphs). Furthermore, GRAIL uses the topological level and positive cut filters and does not maintain exception lists. It uses DFS with recursive pruning as the default search strategy. We denote by GRAIL* the basic approach, i.e., randomized traversals, with no level or positive cut filters, and without exceptions lists (using DFS for recursive search). Tables 7, 8 and 9 show the index construction time, query time and index size for the small, sparse, real data sets. Tables 10,  11 and 12 give the corresponding values for the small, dense, real data sets. The last column in Tables 9 and 12 shows the number of reachable query node pairs, called positive queries, out of the 100K test queries; the query node pairs are sampled randomly from the graphs, and the small counts are reflective of the sparsity of the graphs. The best results are shown in bold.
Small real data sets: sparse and dense
Small sparse graphs:
On the sparse data sets (see Table 7 ), GRIPP has the smallest construction time among all indexing methods, though GRAIL (with d = 2 traversals) is a close second. PathTree is typically an order of magnitude slower than GRAIL, and the other methods are even more expensive (several orders of magnitude slower). 3HOP could not run on human, since it exhausted the memory (denoted -(m)). INT and GRIPP have the smallest index size (see Table 8 ). The other methods have comparable index sizes, though GRAIL has the largest number of entries (about 3 times larger than INT). In terms of query times on the small sparse graphs (see Table 9 ), PathTree is the best, with GRAIL in the second place, typically being 2-4 times slower. On these small sparse data sets, it is worth noting that, with few exceptions, DFS-L (DFS with level filter) is faster than all indexing methods other than PathTree and GRAIL. The exceptions are amaze, kegg and xmark, where DFS-L is not as effective; on these graphs, BBFS-L is able to improve the query times by a factor of 2-4. The reason why DFS-L suffers in these graphs is the graph topology. These graphs have a central node which has a very high in-degree and out-degree; therefore, in most of the cases, a DFS has to scan the children of that central node to arrive the target. Whereas BBFS can terminate the search without scanning the children of the central node. Given the fact that the baseline graph search methods have no construction time or indexing size overhead, they are quite attractive for these small data sets. A more detailed comparison among DFS, BFS and BBFS (with and without the level filter) appears in Tables 18, 19 and 20.
Small dense graphs:
On the small dense data sets, GRAIL (with d = 3) has the smallest index construction times (see Table 10 ), being up to 6 times faster than the closest rival GRIPP. Other methods are orders of magnitude slower, and HLSS could not run on arxiv. The index size (see Table 11 ) is comparable for all methods except DUAL. 3HOP has the smallest index. On these small dense graphs, PathTree is still the fastest indexing method, with GRAIL in the second place, being typically 2-3 times slower than PathTree (see Table 12 ). Once again, DFS-L is comparable to the other indexing methods. On arXiv, BBFS-L is able to remedy the shortcomings of DFS-L. It is also worth noting that GRIPP's query performance acutely deteriorates as the average degree increases. One can conclude that for the small dense graphs, while pure search-based methods are quite acceptable, indexing does deliver significant benefits in terms of query time performance.
Large data sets: real and synthetic
Large real graphs: Table 13 shows the construction time and index size on the large real graphs. On these graphs, with the exception of GRAIL and GRIPP, none of the other indexing methods were able to run. PathTree aborted with a memory limit error (-(m)) on cit-patents and citeseerx, and it exceeded the 20 M ms time limit (-(t)) for the other data sets. It was able to run only on citeseer data (130,406 ms for construction, and the index size was 2,360,732 entries). While GRIPP's index size is smaller than GRAIL's, its construction time can be up to 40 times slower than GRAIL. The main index construction of GRIPP is linear on the number of edges; however, by default, it also extracts a list of special nodes (i.e., stop nodes) to speedup the querying. Therefore, in some cases such as in citeseer, its construction time does not reflect its linear computational complexity.
From the query times (see Table 14 ), we can observe that GRAIL can easily scale to large data sets (the only limitation being that it does not yet process disk-resident graphs). We can see that GRAIL outperforms GRIPP by orders of magnitude, and it is faster than BFS-L (the best among the search-based methods) by 3-40 times on the denser graphs: go-uniprot, cit-patents and citeseerx. On the other data sets, which are very sparse, GRAIL is still the winner, while pure DFS is the close second. On these graphs, we use d = 2 traversals for GRAIL. It is worth noting that PathTree took 47.4 ms for querying on the sparser citeseer data, which is still 2 times slower than GRAIL. It is also interesting that GRIPP is still 10 times slower than GRAIL; however, it uses one-third of index size. If memory is an issue, one should definitely choose with DFS with a simple topological filter on such sparse graphs.
Large synthetic graphs:
We also tested the scalability of GRAIL on the large synthetic graphs, which have 10M and 50M nodes, with different average degrees: 2, 5 and 10. We used 2 traversals for GRAIL when the average degree is 2, and 5 traversals otherwise. Table 15 shows the construction time and index sizes. Once again, none of the indexing methods other than GRAIL and GRIPP could handle these large graphs. PathTree too aborted on all data sets, except for rand10m2x with avg. degree 2; it took 526,004.7ms for construction, and its index size was 69,378,979 entries). The table also includes the performance of GRAIL*, the basic approach without any optimizations. We see that GRIPP construction time and index size are smaller for dense graphs. Because its construction time is linear on the number of edges and GRIPPs index size is equal to twice the number of edges. However, GRIPPs construction is again an order of magnitude slower for sparser graphs. (the reason is discussed above) Looking at the query times (Table 16) , GRAIL is orders of magnitude faster than GRIPP. In fact, when querying on rand10m10x, GRIPP exceeded the 20 M ms time limit. Note that DFS also exceeded the time limit in that data set. We can see that for these data sets GRAIL can be orders of magnitude faster than search-based methods. However, for very dense graphs such as rand10m10x, BBFS gets closer to GRAIL. PathTree ran only on rand10m2x, with query time 211.7 ms, where GRAIL took 174.8 ms. It is interesting to note that for these large, and sparse synthetic graphs, the positive cut and level filters can slightly slowdown the query times for GRAIL, since the basic GRAIL* approach can be about 5-7% faster. Once again, we conclude that GRAIL is the most scalable reachability index for large graphs, especially with increasing density. The fastest index PathTree does not scale to large graphs, and the scalable index GRIPP cannot provide fast querying with increasing density. Indeed, even pure search methods with level filters are preferable to them.
Synthetic scale-free graphs: Additionally, we generated some random scale-free graphs using Albert-Barabasi preferential attachment network growth model [2] to examine the behavior of the leading methods on graphs that have power-law degree distribution. We generated 3 graphs of 10,000 nodes with average degrees of 2, 5 and 15, and 2 graphs of 100,000 nodes with average degrees of 2 and 5. This particular set of experiments were performed on a system that has four 2.5 Ghz processors with 4 GB memory. Table 17 shows the comparison between GRAIL, GRIPP and PathTree. GRIPP is still fast at indexing, but even for average degree 2, it provides the worst query time. It gets drastically worse as the density increases. PathTree provides the fastest querying once it manages to construct the index; however, it is not scalable since it suffers memory problems as the density increases (e.g., for 100,000 node graph with average degree 5). GRAIL is still fast at indexing and querying in all cases. These results generally conform to the results in the previous experiments. We saw previously that pure graph search methods like DFS, BFS and bidirectional BFS can be very effective in answering reachability queries, especially for the smaller graphs. In this section, we conduct a detailed evaluation of these strategies-the baseline methods-with and without the level filter. We show results on three sets of queries. As one set we use the same 100K random query pairs used in all of the results above. However, since the graphs are very sparse, the vast majority of these pairs are not reachable. As an alternative, we generated 100 K reachable pairs by simulating a random walk (start from a randomly selected source node, choose a random child with 99% probability and proceed, or stop and report the node as target with 1% probability). Finally, we generated an additional set of 100K deep positive queries, where by deep we mean longer path lengths between the source and destination nodes in the query. The frequency distribution for the number of hops between source and target nodes for the positive queries and deep positive queries is plotted in Fig. 9 . We can see the random positive queries have hop lengths from 1 to 18, but the deep positive pairs start and end at longer hop lengths. For example, for cit-patents, the hop length ranges from 1 to 12, but for the deep positive queries, the hop length ranges from 10 to 15.
We compare the query time performance of depth-first, breadth-first and bidirectional breadth-first approaches both with and without the topological level filter in Tables 18, 19 and 20. We use DFS, BFS and BBFS for the three search strategies without the level filter, and DFS-L, BFS-L and BBFS-L with the level filter.
Comparing the query times on the random query pairs (Table 18 ), we can observe that the simple topological level filter is extremely effective in pruning. It improves the performance of all the search methods. On the small graphs, the improvement is typically 2-4 times, whereas on the large graphs the improvement can be up to a factor of 10. One can also observe that DFS-L is invariably the preferred method for the sparse graphs. However, there are a few exceptions, such as amaze, kegg, xmark and arxiv, where BBFS-L can be an order of magnitude faster. The distinction of these graphs is their smaller effective diameter. On the large graphs, BFS-L seems to be the preferred method, since it is either the fastest method (by a factor of 2 or higher) or is not very far from the best method. BBFS-L is a close second.
On the positive and deep positive queries (Tables 19,  20 ), the effectiveness of the level filter is not very much. This is because of the fact that these are all reachable pairs of nodes and cannot be filtered out. Thus, the overhead of applying the level check consistently slows down the query times for all the three search methods, with some exceptions. On these (deep) positive queries, BBFS is the best overall method, being 2-100 times faster than alternative methods. The only exception is go-uniprot, where DFS/BFS does much better. This graph has around seven million roots that are connected to the remaining 30 K nodes. Bidirectional search is slow in this graph because the reverse search that starts from the target node has to explore many irrelevant roots before finding a solution.
We can conclude that for small graphs, DFS-L is the best overall method, whereas for the large graphs BFS-L is the best. However, BBFS is the clear winner if one expects more positive queries. It is for this reason that BBFS-L is the fastest on data sets like kegg, amaze and xmark on the 100 K random queries, since there are a relatively larger number of positive pairs in those query sets.
GRAIL: effect of parameters and optimizations
In this section, we study the behavior of GRAIL under optimizations like the level and positive cut filter, as well as the choice of the graph search strategy (DFS/BFS/BBFS). We also evaluate the effectiveness of maintaining exceptions lists and of the various traversal strategies to construct the interval labels.
Effect of optimizations
We first consider the effect of the filters in combination with the recursive graph search strategy on the random, positive and deep positive query pairs. We compared eight variations of GRAIL, which are shown in Tables 21, 22 and 23. Here, GRAIL is the version which uses positive cut filter, whereas GRAIL* is the version without this filter. The suffix of LF is used when level filter is used, and BI is used when a bidirectional search is performed instead of DFS. Thus, GRAIL is the approach that uses positive cut and the level filter, whereas GRAIL-LF is with level filter removed, GRAIL+BI uses bidirectional BFS instead of DFS, and GRAIL+BILF uses both BBFS and level filter. Similar extensions for GRAIL* show the variants of the basic approach, which uses no optimizations, and GRAIL*+LF uses the level filter. The column d represents how many traversals are used to index that graph.
It is clear that the positive cut filter is extremely effective, since GRAIL variants are invariably superior to the GRAIL* counterparts, by up to 100 times in some cases. The positive cut filter is very helpful for positive queries since if at any point of the search a node contains the guaranteed interval, it is sufficient to terminate the query with positive answer. However, it is also helpful in sparse graphs because most of the reachable pairs can be covered with the interior label set. In some exceptional cases, GRAIL* is better than GRAIL, when the distance from the source to target nodes is high as for cit-patents and rand10m5x in Table 23 . Due to the density of these data sets, positive cut filter only works after some level until which the search compares interior intervals in vain. For instance, for rand10m5x, the deep positive query lengths range from 10 to 16, whereas the search utilizes the positive cuts only after depth 5 on average, and thus up to depth 5, the search makes twice the number of comparisons. Even in these cases, it is worth noting that the performance difference between GRAIL and GRAIL* + LF is not high. We also observe that bidirectional search is not effective when used with GRAIL variants because the overhead of maintaining two queues and comparing twice the number of intervals at every step adds extra cost, which is not offset by additional pruning. We conclude that GRAIL (with positive cut and level filters, and DFS search) is the preferred method. Table 24 shows the effect of using exception lists. Here, GRAIL is the default GRAIL strategy with reversed pairs traversals, level and positive cut filters, and without exception lists, GRAIL* is the basic approach without any optimizations, and GRAIL* + E is the basic approach with exception lists. Results are shown only for small, real, sparse and dense graphs, since computing the exception lists on the large graphs is too expensive. We used d = 2 for sparse and d = 3 for dense graphs.
Exception lists
On both the sparse and dense graphs, the construction time for exception lists blows up; GRAIL* + E is 2-3 orders of magnitude slower than GRAIL/GRAIL*. It is interesting to note that for the spare graphs, the number of exceptions is not very large. In fact, the total index size for GRAIL* + E (which is equal to the index size of GRAIL* plus the number of exceptions) can be smaller than the index size for GRAIL (which has to keep additional information for the positive cut and level filters). However, computing the exception lists is very expensive. On the dense graphs, the number of exceptions blows up by over a factor of 100, and thus, the construction time for GRAIL* + E increases even more rapidly. In terms of query time, for the sparse graphs, it is interesting to note that GRAIL is faster than GRAIL* + E by a factor of 2. However, GRAIL* + E is faster than the basic GRAIL* method (sometimes by a factor of 40). This means that using the positive cut and level filters is much more effective than using exception lists, though exception lists can deliver better performance than DFS search. On the other hand, on the dense graphs, the exception lists lead to faster query times, even when compared to positive cut and level filters. For example, on arXiv, GRAIL* + E is faster than GRAIL by a factor of 6. However, this comes at the cost of 3 orders of magnitude slowdown in construction times. We can conclude that whereas using exceptions does help in some cases, the 
Label traversal strategies
We implemented different traversal strategies for interval labeling, as explained in Sect. 3.2. Random is the default randomized strategy, whereas ReversePairs denotes the randomized pairs strategy. MaxVol, MaxInt, MaxAdjVol and MaxAdjInt denote the deterministic methods that prioritize the nodes that have larger volume, minimum interval, adjusted volume and minimum adjusted interval, respectively. For the adjusted methods, we implemented the transitive closure size estimation algorithm in [9] to get the approximate size of the reachable set for each node. In these experiments, we used GRAIL*. As seen in Table 25 , random labeling has the worst performance. Though the differences among the methods are not substantial, they are more pronounced for the large graphs. On the small sparse data sets, deterministic methods provide up to 20% improvement over the randomized labeling. MaxVol gives best results most of the time, closely followed by ReversePairs. We use ReversePairs as the default strategy for GRAIL, since it is usually better for large graphs and does not need the estimation of the transitive closure.
In Table 26 , we take a closer look at the impact of traversal strategy by comparing the number of exceptions remaining after performing the traversals. It is interesting to note that Random labeling produces significantly more exceptions compared to other labelings whereas the difference is not that apparent in query time comparison. It also suggests that the query time does not necessarily have to be directly correlated with the number of exceptions remained. For instance, in Table 26 , ReversePairs have about 20% more exceptions than MaxAdjInt for arxiv graph; however, its query time is still 20% faster than MaxAdjInts as seen in Table 25 .
Number of traversals/intervals (d)
In Fig. 10 , we plot the effect of increasing the dimensionality of the index, i.e., increasing the number of traversals d, on three small sparse (agrocyc, amaze, ecoo), two small dense (arxiv, pubmed), two large real (citpatents, citeseerx) and two large synthetic (rand 10m2x, rand10m5x) graphs. In each plot, we show the query times of GRAIL and GRAIL*. Since GRAIL is usually much faster than GRAIL*, we had to use two different y-axis for some of the results. The y-axis on the left hand side shows the query time of GRAIL, while the one on the right side displays the query time for GRAIL*. Note that the plots for GRAIL and GRAIL* appear similar in most of the graphs even though their query times are in different scales. For instance, in amaze GRAIL rises to 26 ms from 19 ms, whereas GRAIL* rises to 940 ms from 840 ms in a very similar manner. It is clear that increasing the number of intervals increases the construction time and index size, while decreasing the query time. However, increasing d does not progressively decrease query times, since at some point, the overhead of checking a larger number of intervals negates the potential reduction in exceptions. In small sparse graphs, the minimum query time is obtained at some point between 2 and 4. However, we decided to use d = 2 traversals for these graphs since adding each dimension increases the index size significantly, while the gain in query time is comparatively very small. As the graphs get denser, the optimum number of traversals increases. For example, for arxiv, we get the minimum query times between 12 and 16, and adding more traversals degrades query performance. Considering this graph has an average degree of 11.12, using 10 traversals seems acceptable. That makes the index size close to the order of the graph size and the query time close to the minimum. However, we used much smaller d in our experiments to be able to compete with other algorithms in terms of index size as well. Therefore, one can choose the value d according to the needs by balancing the index size and query time. On very large sparse graphs such as citeseerx and rand10m2x, the query times approach to the minimum level after 4 traversals. However, for the denser large graphs, we see that the query times continue to decrease up to 25 traversals. It is also interesting to see that for these graphs, positive cut filter does not improve query performance and GRAIL has almost the same timing with GRAIL*. For cit-Patents, we obtained 1,369 ms with 5 traversals and this plot suggests that it can be improved to 650 ms by increasing its index size by 4 times. Therefore, even in these cases, it may not worth to keep adding traversals unless the memory is not a constraint or the query performance is critical. Consequently, estimating the number of traversals that minimize the query time, or that optimize the index size/query time trade-off, is not straightforward. However, for any practical benefit, it is imperative to keep the index size smaller than the graph size. This loose constraint restricts d to be less than the average degree. In our experiments, we found out that the best query time is obtained when d = 5 or smaller (when the average degree is smaller).
Conclusion
We proposed GRAIL, a relatively simple indexing scheme, for fast and scalable reachability testing in very large graphs, based on randomized multiple interval labeling. GRAIL has linear construction time and index size, and its query time ranges from constant to linear time per query. Based on an extensive set of experiments, we conclude that for the class of smaller graphs (both dense and sparse), while more sophisticated methods give a better query time performance, a DFS/BFS search is often good enough, with the added advantage of having no construction time or index size overhead. On the other hand, GRAIL outperforms all existing methods, as well as pure search-based methods on large real graphs; in fact, for these large graphs existing indexing methods are simply not able to scale. Although GRIPP is scalable in indexing, it is not able to compete even with pure search methods in denser graphs.
As a future work, we plan to address reachability labeling in dynamic graphs. GRAIL seems promising for the problem of dynamic reachability since its labeling has relaxed invariants. The updates on the graph such as edge addition and deletion could be reflected on the labeling via local modifications to the labels. The reachability problem in labeled graphs is also an interesting direction.
