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CHAPTER I 
INTRODUCTION 
The purpose of the present research is to investigate the proper­
ties of loops which belong to a class of loops which we shall call 
generalized Moufang loops. In 193'4 Ruth Moufang [6] investigated the 
properties of the multiplicative systems of alternative division rings. 
By deleting the zero element from such a system, one obtains a loop, and 
Moufang showed that the identity 
(1.1) gx*yg = (g'xy)g 
holds for any three elements g, x, and y belonging to such a loop „ Any 
loop in which (1.1) holds is called a Moufang loop. In 1959 J. Marshall 
Osborn [7], while studying a certain class of weak inverse property 
loops, discovered that in any loop G of the type he was considering, the 
identity 
(1.2) gx*(y6 ?g) - (g*xy)g 
held where g, x ? and y are in G and where 0 is an automorphism of G 
depending only on g. We shall call any loop satisfying (i 2) a general­
ized Moufang loop. 
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In the first chapter we shall consider the origin of generalized 
Moufang loops from the study of weak inverse property loops; the material 
is expository in nature and 9 except where i t is otherwise specified, 
appears in a paper by Osborn [7]. In the second chapter, we shall dis­
cuss some of the basic properties common to any generalized Moufang 
loop; give an example to show that the class of generalized Moufang 
loops is strictly larger than the class of loops previously considered 
by Osborn; and investigate the properties of generalized Moufang loops 
which also have the weak inverse property. In the third chapter we shall 
further investigate the properties of the loops which Osborn had con­
sidered previously, and in the fourth chapter we shall consider some of 
the theory of holomorphs of generalized Moufang loops. 
We shall write all loops which appear in this paper multiplica-
tively, and unless specified otherwise, we shall use 1 to denote the 
identity of a loop. The symbol p will be used to denote the mapping 
which takes an element x of a loop onto its right inverse, and we shall 
denote the image of x under the mapping p by x P . The symbol A will 
denote the inverse of the mapping p, and the image of x under A will be 
A A 
denoted by x ; that is, x is the left inverse of x, To each element y 
in a loop we shall use R(y), L(y) to denote the permutations defined by 
the equations: 
(1.3) xR(y) = xy and 
(1.4) xL(y) = yx 
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The inverses of R(y) and L(y) will be denoted by R (y) and L (y), 
respectively. 
We now consider the definition of a weak inverse property loop , 
Theorem 1.1. Let G be a loop. Then the following four statements are 
equivalent„ 
(1.5) If x, y, and z are any three elements in G and if x y z - 1, then 
we have x-yz = 1. 
(1.6) For any two elements x and y in G, we have y(xy) P - x P , 
(1.7) For any two elements x and y in G, we have (xy)^x = y \ 
(1 08) If x, y, and z are any three elements in G and if x yz - 1 , then 
we have x y z = 1. 
Proof: Assume that (1,5) holds. Let x and y be any two elements of G. 
By definition we have x y ( x y ) P ~ 1. Hence we obtain x»y(xy) P ~- 1 by 
(1.5). Hence we have x»y(xy) p = xx P, and it follows that y(xy) P - x P 
since a loop is cancellative. Thus we have established (1*6,), 
Now assume that (1.6) holds. Replacing y by x and x by (xy)^ in 
(1.6), we may write that x((xy)^x) P = xy. Hence we see that ((xy)^x) p = 
A A 
y; that is, (xy) x =y , and (1.7) is established. 
Now assume that (1.7) holds. Let x, y, and z be in G such that 
x°yz = 1. Then we have x = (yz) . Now we also have (yz) y = z \ Hence 
we see that (yz)^yz = 1; that is, x y z = 1, and we have proved (1,8). 
We have now proven that (1.5) implies (1,8). In like manner one 
can show that (1.8) implies (1.7), that (1.7) implies (1.6). and that 
(1.6) implies (1.5). Hence, we have proven the equivalence of all of 
the statements. Q 
Definition 1.1. A loop is called a weak inverse property loop if and 
only if it satisfies any, and hence all, of the conditions of Theorem 
1.1. 
Special cases of weak inverse property loops are inverse property 
loops and cross inverse property loops. Inverse property loops are loops 
in which corresponding to each element x there is an element x ^ such 
-1 -1 -1 -1 
that x x = xxs ~ 1 9 and, for any y, x (xy) ~ (yx)x - y. R. H, Bruck 
[2] has shown that in such loops (xy) -y x , and hence y(xy) 
-1 -1 -1 
y(y x ) = x which shows that such loops have the weak inverse 
property. Cross inverse property loops are loops in which correspond­
ing to each element x there is an element x P such that xx*3 = 1, and 
x y x P = 1 for all y in the loop. In such loops we have the identity 
y(xy) P = (xyyL \ x y ) ) ( x y ) P = yL \ x y ) . Thus we see that x y y ( x y ) P - y, 
but we also have that x y x P = y, and hence y(xy) P = x p which implies that 
these loops are weak inverse property loops. Bruck [2] has shown that 
Moufang loops are inverse property loops; hence Moufang loops are also 
weak inverse property loops. We shall show later in this chapter 
(Example 1.1) that the class of all weak inverse property loops is 
strictly larger than the class consisting of all inverse property loops 
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and cross inverse property loops. 
Theorem 1.2. Let y be an element of a weak inverse property loop G, 
Then we have the following representations for R ^(y) and L ^"(y): 
(1.9) 
(1.10) 
R - 1 ( y ) pL(y)A 
L (y) = AR(y)p 
Proof; Let y be in G. Then, for any xinG„we have the identity y(xy) = 
x P by (1.6). This implies that p = R(y)pL(y)„ Hence we have R 1(y) = 
pL(y)A, and we have established (1.9). Taking the inverse of both sides 
of (1.9), we obtain the identity R(y) - pL "*"(y)A. Hence we have L '^ "(y) 
AR(y)p, and we have established (1„10). Q 
2 
Bruck [2] has shown that the mapping p is an automorphism of 
2 
inverse property loops, and R. Artzy [1] has shown that p is an auto­
morphism of cross inverse property loops; we now show that this result 
holds in weak inverse property loops . 
2 
Theorem 1.3. In a weak inverse property loop, the mapping p and its 
inverse A^ are automorphisms. 
Proof: Let G be any weak inverse property loop and suppose that x and 
y are in G. By (1.6) we have the identity y(xy) P = x P , and hence 
The following theorem provides a useful representation for R (y) 
and L "^ "(y) in any weak inverse property loop. 
- 1 
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/ / \ P \ P P r r , - i / \ P P / \ P / / \ P \ P P -i 
(y(xy) ) = x . Thus (xy) «x » (xy) •(y(xy) ) = y , where we have 
P 2 P P ^ P 
used (1.6) again at the last step, It follows that y = ((xy) x ) , 
2 2 2 2 2 0 0 0 ' 0 0 0 
from which we obtain that x *y = x ((xy) x ) = (xy) by (1.6) 
again. Hence p 2 is an automorphism of G, and its inverse A 2 is also 
an automorphism of G. | 
In any loop G the set N = {aeG: a»xy = ax*y, for all x and y in 
A 
A 
G} is a subloop of G called the left nucleus of G, Similarly, it can 
be shown that the sets = {aeG: xa»y = x iay for all x,yeG} and 
= {aeG: x y a = x»ya for all x,yeG} form sub loops of G called the 
* 
middle nucleus and the vight nucleus^ respectively. The intersection 
D N 0 N is also a subloop called the nucleus. Since these sets are 
A y p 
subloops in G, it is immediately evident from their definitions that 
they are groups. 
In general the left, middle., and right nuclei are distinct from 
one another; Bruck [2] has given examples of loops in which they are 
distinct. However, Bruck [2] and Artzy [1] have shown that these three 
nuclei do coincide with each other in inverse property and cross inverse 
property loops. We shall show that the nuclei coincide in weak inverse 
property loops, but to do so we need the concept of autotopism, Asso­
ciated with any loop G is a group called the autotopism group of G. This 
group consists of all ordered triples of permutations on the elements of 
G which have the property that for any such triple (U,V,W), the identity 
xU*yV = (xy)W holds for all x and y in G. It is easily verified that 
See Bruck [2]. In that paper he uses the term associatov for 
the term nucleus . 
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this set forms a group under the operation given by (U,V,W)(U '
 3V ' ,W') = 
( U U',VV',WW ) , where UU' denotes the ordinary composition of U with U ' 
and likewise for V V and W W . We now prove the following. 
Lemma 1.1. Let ( U 9 V , W ) be an autotopism of a weak inverse property loop 
G . Then the triples (V , A W p , A U p ) and ( p W A , U , p V A ) are autotopisms of G . 
Proof: From (1.5) of Theorem 1.1, we have the identity yV-[xU«yV] p ~ 
[xU] P for all x and y in G. But since xt>yV = (xy)W, we have yV»[(xy)W] P = 
r x U ] P . Since this holds for all x and y in G, it holds when x = (yz)V, 
Thus we have yV-[((yz) Ay)W] p = [ ( y z ) A U ] P . But by (1.7) of Theorem 1.1, 
we see that (yz)^y = z \ Hence we have yV'[z^W] P = [ ( y z ) ^ U ] P . It fol­
lows that (V 9 A W p , A U p ) is an autotopism of G . 
Now by (1.7) of Theorem 1.1 we have the identity (xU'yV)^xU -
(yV)^ for all x, y in G . Again this implies that ((xy)W)^xU = ( y V ) A . 
Letting y = (zx)
 9 we obtain the identity ((x(zx) P)W) «xU = ((zx) pV) , 
which implies that (z PW)^*xU = ((zx) PV)^. Hence ( p W A , U , p V A ) is an auto­
topism of G . | 
We are now ready to prove that the left, middle, and right nuclei 
of a weak inverse property loop coincide. 
Theorem 1.M-. In a weak inverse property loop G , the left, middle, and 
right nuclei coincide with each other and with the nucleus. 
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Proof. Let a be in the left nucleus of G. Then we have the identity 
ax«y = a»xy for all x and y in G. But this implies that the triple 
(L(a),I 9L(a)) is an autotopism of G, where we have used I to denote the 
identity permutation. Conversely, if the triple (L(a) ,I,L(a)) is an 
autotopism of G, then a is in the left nucleus of G. We can also prove 
that a is in the right nucleus N^ of* G if and only if the triple 
(I,R(a),R(a)) is an autotopism of G. 
Thus suppose a is in „ Then (I,R(a),R(a)) is an autotopism of 
G, and by Lemma 1.1 (pR(a)A,I,pR(a)A) is an autotopism of G. Since p 2 
is an automorphism of G, ( A 2 , A 2 , A 2 ) and ( p 2 , p 2 , p 2 ) are autotopisms of G, 
and it follows that (A 2,A 2,A 2)(pR(a)A,I,pR(a)A) _ 1(p 2 sp 2,p 2) = 
(AR "'"(a)p,I9AR ^(a)p) is an autotopism of G. But by Theorem 1.2 we have 
AR 1(a)p = L(a), hence it is true that (AR J"(a)p sI,AR 1(a)p) = 
(L(a),I,L(a)) which shows that a is in N . A similar argument shows that 
A 
if a is in N., then a is in N . Hence we have N, = N „ 
A p A p 
Now suppose that a is in N^. Then (I,R(a),R(a)) is an autotopism 
of 6, and we obtain that (R(a),L ~^(a),I) is an autotopism of G by apply­
ing Lemma 1.1 and Theorem 1.2 in succession. Hence we have xa*zL "'"(a) = 
xz for all x and z in G. Letting z = ay, we obtain that xa*y = x uay for 
all x and y in G: that is, a is in N . A similar argument shows that if 
u 
a is in N , then a is in N . It follows from all of the above that the 
V P 
four nuclei of G coincide„ 1 
The above theorem allows us to give another characterization of 
weak inverse property loops. 
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Theorem 1.5. A loop G is a weak inverse property loop if and only if 
x y z = x«yz whenever x y z is in any one of the four nuclei of G, 
Proof: Since 1 belongs to the nucleus of any loop, the hypotheses 
immediately imply that G is a weak inverse property loop by (1.5). Thus, 
let G be a weak inverse property loop, in which case the nuclei coincide. 
Suppose that x, y, and z are in G and that x y z is in the nucleus. Let 
a = x y z . Then it follows that (xyz)a = 1 , and by two applications of 
(1.5) we obtain that x*y(za "*") - 1. Now a is in the nucleus since the 
-1 -1 
nucleus is a group. Hence we have 1 - x*y(za ) - x((yz)a ). By (lo8) 
we see that (x #yz)a - x«(yz)a = 1. Hence we have ( x y z ) = a = 
( x - y z ) o I 
The class of weak inverse property loops which Osborn studied and 
which satisfy (1.2) is the class of loops all of whose loop isotopes have 
the weak inverse property. Two algebraic systems are said to be isotopic 
if and only if there is a triple (U,V,W) of one-to-one mappings having 
domain S and range S' such that for any x and y in S, xU*yV = (xy)W. 
The triple (U,V,W) is called an isotopism. If G is a loop and if f and g 
in G, then we may define another binary operation ° on G by the equation 
xoy = xR ^~(g)*yL ^(f). It can be shown that the new system G is a loop 
O 
with identity fg which is isotopic to the original loop; it is called a 
principal isotope of G. It can also be shown that if G is a loop, then 
s'c 
any loop isotopic to G is isomorphic to a principal isotope of G. 
See Bruck [2]. For readers interested in the origin of the con­
cept of isotopic loops, the paper "What is a loop?" by Bruck [M-] has an 
introductory account. 
1 0 
We now turn our attention to the question of whether or not a 
particular loop isotope of a given weak inverse property loop also is a 
weak inverse property loop. 
Theorem 1.6. Let f and g be any two elements of a weak inverse property 
loop G. Then the principal isotope G of G given by xcy - xR ^(g)'yL "^(f) 
o 
has the weak inverse property if and only if the triple of mappings 
(1.12) (L([fg] X)R~ i(f) 9 L(f)R"' i(g), R _ i(g)L([fg] A)) 
is an autotopism of G. 
Proof: First, we calculate the mapping p , the right inverse mapping in 
G Q. From the relation x o x P o = fg, we obtain that xR" 1(g)•x P°L~ i(f)= fg„ 
Now by (1.7) we have 
(xR" 1(g)«(x P o)L~ 1(f)) A.xR" 1(g) [ x P o L " ' 1 ( f ) ] \ 
Hence, (fg ) A-xR^tg) = [ x p 0 L ~ 1 ( f ) ] A , or 
x P o = xR~ 1(g)L([fg] A)pL(f) for all x in G. 
It follows that 
(1.13) P o = R 1(g)L([fg] A)pL(f). 
II 
Notice that we have derived (1.13) without assuming that G 0 is a weak 
inverse property loop, 
Now assume that G D Is a weak Inverse property loop. Then by 
(lo6), for any x,y in G, we have yo(xoy) P° = x P ° , or y R _ 1 ( g) • [xR" """(g) • 
yL ^(f)] P°L ^"(f) = x P ° . By letting x - ug and y = fv, we see that this 
identity implies that (fv)R~ 1(g)•(uv) P°L^ 1(f) = (ug) P° for all u,veG. 
Since G is a weak inverse property loop, by (1,7), (ug) P°^•(fv)R '"'"(g) = 
C(uv) p°L ^(f)l^ for all u and v in G, But this implies that the triple 
-1 -1 
of permutations (R(g)p QA, L(f)R (g), p Q L (f)A) is an autotopism of G. 
Using (1.13), we obtain that (L([fg] A)pL(f)A, L(f)R~ 1(g), R~ 1(g)L([fg] A)) 
is an autotopism of G. But pL(f)A ~ R (f) by Theorem 1.2. Hence (1 12) 
is an autotopism of G. A similar argument shows that if G is a weak 
inverse property loop and if f and g are in G such that (1.12) is an 
autotopism of G, then the principal isotope G D of G given by xoy = 
xR "^"(g),yL "^(f) is a weak inverse property loop. 1 
Definition 1.2. A weak inverse property loop G is said to be an Osborn 
loop if and only if every loop isotope of G has the weak inverse property. 
Bruck [2] has shown that all of the loop isotopes of Moufang 
loops are Moufang loops. Since any Moufang loop Is also a weak inverse 
property loop, we obtain that all Moufang loops are Osborn loops. We 
shall show tht all Osborn loops are generalized Moufang loops, and we 
shall also give an example of an Osborn loop which Is not a Moufang 
loop. 
12 
Lemma 1.2. Let G be a weak inverse property loop and suppose that the 
principal isotope G Q of G given by xoy = x»yL \ f ) is a weak inverse 
property loop for any fixed f in G. Then we have 
(1.14) L(f)R(f) = R _ 1 ( f p ) L ( f ) ; 
the triple of permutations 
(1.15) (L(f), R _ 1 ( f p ) , L(f)R(f)) 
is an autotopism; and 
(1.16) L(fx) = R(f P)L(x)L(f)R(f) = R(f p)L(x)R - 1(f P)L(f), 
for all x in G. 
Proof: From (1.12), the triple (L(f X)R _ 1(f), L(f), L(f X)) is an auto­
topism of G from which we obtain that the triple (L(f), AL(f X)p, 
AL(f X)R ^"(f)p) is an autotopism of G by Lemma 1.1. Now, for any x in G 
and for any automorphism a of G, it is clear that L(x)a = aL(xa), R(x)a 
aR(xa), L "*"(x)a = aL ~*"(xa), and R ~*"(x)a = aR ~*"(xa). Hence we have 
AL(f X)p = AL(f X)p 2A = pL(f P)A = R _ 1 ( f p ) by Theorem 1.2 and Theorem 1.3. 
Similarly, we have AL(f X)R _ 1(f)p = AL(f X)pAR - 1(f)p = R _ 1 ( f p ) L ( f ) . Thus 
the triple (L(f), AL(f X)p, AL(f X)R - 1(f)p) = (L(f), R _ 1 ( f P ) , R _ 1(f P)L(f)) 
is an autotopism of G. It follows that fx'lR - 1(f P) = xR _ 1(f P)L(f) for 
allxin G. But, since lR~ 1(f p)»f p = 1, we have 1 R - I ( f p ) = f. Hence we 
13 
see that fx-f = xR _ 1(f p)L(f) forallx in G, and it follows that L(f)R(f) = 
R - 1 ( f p ) L ( f ) . Thus we have established (1.14), and using (1.14) in the 
autotopism (L(f), R " 1 ( f p ) , R" 1(f p)L(f)), we have proved that (1.15) is 
an autotopism of G. Using the autotopism (1.15), we have the identity 
f x « y R - 1 ( f p ) = (xy)L(f)R(f) for all x and y in G. Hence yR _ 1(f P)L(fx) = 
yL(x)L(f)R(f) for all y in G. It follows that R _ 1(f P)L(fx) = L(x)L(f)R(f), 
or L(fx) = R(f P)L(x)L(f)R(f) which, together with (1.14), establishes 
(1.16). Q 
Theorem 1.7. Let G be an Osborn loop. Then, corresponding to each ele­
ment g in G, the permutation L(g)L(g A), which we denote by 6^, is an 
automorphism of G. Furthermore, 
(1.17) 6 = L(g)L(g A) = R' 1(g p)R" 1(g) = L(g)R(g)L" 1(g)R" 1(g), 
and, for any two elements x,z in G. 
(1.18) gx»(z9 g'g) = (g-xz)g. 
Proof: We set f = 1 in (1.12) and take the inverse of the result to 
obtain that (L ^*(g A), R(g)» L ^"(g^)R(g)) is an autotopism of G. Hence 
we see that 1L - 1(g A)«xR(g) = xL - 1(g A)R(g)for any x in G. It follows that 
g-xR(g) = xL" 1(g A)R(g). Hence we have R(g)L(g) = L" 1(g A)R(g). Thus the 
autotopism (L ^( g ^ ) , R ( g ) 9 L ^(g A)R(g)) can be written in the form 
( L - 1 ( g X ) , R(g), R(g)L(g)). By (1.15), (L(g), R _ 1 ( g P ) , L(g)R(g)) is an 
14 
autotopism of G 9 where we have substituted f for g. Hence, the triple 
(L(g), R " 1 ( g P ) , L(g)R(g))(L"" 1(g X), R(g), R(g)L(g))" 1 - (L(g)L(g A), 
R " 1 ( g p ) R " 1 ( g ) , L(g)R(g)L~ 1(g)R" 1(g)) is an autotopism of G. But 
lL(g)L(g A) = g A-g = 1; lR" 1(g p)R" 1(g) = gR ^ C g ) = 1, and 
lL(g)R(g)L" 1(g)R" 1(g) = (gg)L~ 1(g)R~ 1(g) = 1. Now if (U,V,W) is any 
autotopism of G such that 1U = IV = 1W - 1, then xU»l = xW for any x in G, 
which implies that U = W. Similarly, we can prove that V = W = U. 
Applying this to the specific case at hand, we have L(g)L(g A) = 
R" 1(g p)R" 1(g) = L(g)R(g)L" 1(g)R~ 1(g), and we have established (1.17). 
Letting 0 denote this mapping, we have proved that (9 ,0 ,0 ) is an 
§ § § § 
autotopism of G. Hence x0 -«y6 = (xy)0 for any x,yin G. It follows 
that 0 is an automorphism of G. From (1.17) we obtain that R ^(g P) = 
0 R(g). Hence we may write the autotopism (1.15) as (L(g), 0 R(g), 
L(g)R(g)) 9 where we have replaced f by g. But this says that, for any 
x and z in G. 
gx«(z6 »g) = (g-xz)g 
O 
and we have established (1„18). I 
It follows immediately from Theorem 1.7 that Osborn loops are 
generalized Moufang loops. 
Corollary 1.1. If G is an Osborn loop which is also an inverse property, 
cross inverse property, or commutative loop, then G is a Moufang loop. 
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Proof: If G has the inverse property, then xG = g (gx) = x for all x, 
g in G. Hence 0 is the identity mapping for all g in G; this implies that 
the loop G is Moufang by (1.18). If G is commutative, then we have 
L(g) = R(g). Hence we see that 0 = L(g)R(g)L _ 1(g)R" 1(g) = 
R(g)R(g)R 1(g)R 1 ( g ) = 1, and again G is Moufang. If G has the cross 
inverse property, then we have xL(g A)R(g) = (g Ax)g = x. Thus we obtain 
that L(g A) = R _ 1 ( g ) . Hence we have L(g)L(g A) = L(g)R" 1(g) = 
L(g)R(g)L" 1(g)R" 1(g) by (1.17). It follows that R(g) = L(g); that is, G 
is commutative, and hence G is Moufang. fl 
We now concern ourselves with a structure result for Osborn loops. 
Associated with any loop G, there is a permutation group which is gener­
ated by all permutations of G of the form R(x) or L(x), where x is in G. 
An inner mapping U of G is an element of the permutation group for which 
1U = 1. Inner mappings are the loop theory analog of inner automor­
phisms in group theory. A subgroup N of a group G is said to be normal 
in G if and only if, for every inner automorphism a of G, it is true that 
Na <^N. A subloop N of a loop G is said to be normal in G if and only 
if it is true that NU ^ N for every inner mapping U of G. Bruck [2] has 
shown that the elementary theory of normal subgroups, factor groups, and 
homomorphisms carries over entirely to the loop theory case with the 
exception of Lagrange's theorem. We now show that the nucleus N of an 
Osborn loop is normal. 
Lemma 1.3. Let G be a loop in which the four nuclei coincide and in 
which, corresponding to each element x in G,there are autotopisms (U,V,W) 
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and ( U , , V ' , W ) such that U = L(x), U' = R(x). Then the nucleus N of G 
is normal in G. 
Proof: We show first that to every inner mapping U of G, there corre­
sponds a u in G such that (xy)U #u = xll'CyU'u) for all x,y in G. 
Now U has the form U = u 1 u 2 " * U n ' w h e r e U i = L^ x)» L _ 1 ( x ) , R(x), or 
R \ x ) since U is an inner mapping. By the hypotheses and by the fact 
that the autotopisms of a loop G form a group, we know that, for each 
i = 1,2,* " , n , there exists mappings V. and W. such that (U..V.-W.) is 
1 l i i i 
an autotopism of G. Let V = V..V ---V and W = W,W •--W . Then (U,V,W) 
r
 1 2 n 1 2 n 
is an autotopism of G. Applying this autotopism to the pair (l,y), we 
have lU«yV = yW, or yV = yW for all y in G. Now set u = IV. Then 
xU«u = xW for all x in G. It follows that xU«(yU«u) = xU-(yW) = 
xU«yV = (xy)W = (xy)U-u. 
Now suppose that n belongs to N and that U is an inner mapping of 
G. Then V = U ^ is an inner mapping of G. Let a = nU and let v be the 
element in G associated with V such that xV«(yV«v) = (xy)V*v for all x,y 
in G. Then we see that (ax)V«v = aV«(xV«v) = n(xV*v) = (n #xV)v, or 
(ax)V = n #xV for every x in G. Hence we have (ax*y)V«v = (ax)V»(yV*v) = 
(n #xV)(yV«v) = n(xV«(yV»v)) = n((xy)V«v) = (n»(xy)V)v = (a*xy)V'v, or 
ax»y = a #xy for all x and y in G. Hence a is in N. It follows that N 
is normal in G. 1 
Bruck [3] gives essentially the same proof as above; however, his 
theorems are stated for Moufang loops. 
Theorem 1.8. Let G be an Osborn loop. Let N be the nucleus of G. Then 
N is a normal subloop of G, and the factor loop G/N is a Moufang loop. 
Proof: To show that N is normal, it is sufficient to show that for each 
f in G, the permutations L(f) and R(f') occur as the first permutations of 
some autotopism of G. By (1.15), L(f) occurs as the first permutation of 
some autotopism of G. In (1.12) we let g = f P obtaining that (R \ f ) , 
L(f)R~ 1(f P), R _ 1 ( f P ) ) is an autotopism of G, and hence (R(f), R(f P )L~,:I(f), 
R(f P)) is an autotopism of G. It now follows that N is normal in G by 
the preceding lemma. 
Now let a and b denote the autotopisms of G obtained from (1.12) 
by substituting g = 1 and f = 1, respectively. Let c denote the auto­
topism (1.12). Then abc" 1 = (L(f A)R~ X(f), L(f), L(f A))(L(g A), R _ 1 ( g ) , 
R" 1(g)L(g X))(R(f)L~ 1([fg] A), R(g)L~ 1(f), L" 1([fg] A)R(g)) -
(L(f A)R~ 1(f)L(g A)R(f)L~ 1([fg] A), I, L(f A)R" 1(g)L(g A)L" 1([fg] A)R(g)) is 
an autotopism of G. Applying abc ^ to the pair (x,g) 9 we have 
xL(f A)R~ 1(f)L(g A)R(f)L" 1([fg] A)R(g) - xR(g)L(f A')R" 1(g)L(g A)L" 1([fg] A)R(g), 
or xL(f A)R~ 1(f)L(g A)R(f) = xR(g)L(f A)R~ 1(g)L(g A); hence we have 
L(f A)R~ X(f)L(g A)R(f) = R(g)L(f A)R" 1(g)L(g A) 0 But from (1.16), with f,x 
replaced by g A , f A ? respectively, we have L ( g A f A ) = R(g)L(f A)R 1(g)L(g A)„ 
Hence the autotopism abc takes the form 
( L ( g A f A ) L _ 1 ( [ f g ] A ) , I, L(f A)R" 1(g)L(g A)L~ 1([fg] A)R(g)). 
For the moment, let this autotopism be denoted by (U,I,W). Then we see 
that xU*y = (xy)W for all x,y in G. Hence we have xU*l = xW for all 
1 8 
x in G, which implies that U = W. Thus we see that xU'y = (xy)U for all 
x s y in G, and it follows that lU*y = yll. Letting u = 1U, we have 
U = L ( u ) o Hence (L(u) 9 I, L(u)) is an autotopism of G; that is, for all 
x 9yeG, we have ux»y = u-xy. Thus we see that u is in N. Now let cf> be the 
natural homomorphism from G onto G/N. Recalling that U = 
L ( g A f A ) L _ 1 ( [ f g ] A ) and that u = 1U, we have [fg] A u ^ g A f \ Hence 
[f(f)-gc()]A"U(() = (g<|))A(f<J>)A. But u<|> is the identity of G/N since u belongs 
to N. Thus we have (xy) A = y A x A for all x,y in G/N„ It is clear that 
G/N is an Osborn loop; hence we have [xy] Ax - y A since an Osborn loop 
is a weak inverse property loop. It follows that (y Ax A)x = y \ Simi­
larly, it can be shown that x A - x P and x A ( x y A ) = y A . But this implies 
that G/N is an inverse property loop; hence G/N is Moufang by Corollary 
1.1. I 
In Chapter III we shall strengthen the above theorem. We now 
turn our attention to the automorphism 0^, which was introduced in 
Theorem 1.7, and we construct an example of an Osborn loop which is not 
a Moufang loop. 
Theorem 1.9. Let G be an Osborn loop. Let x be in G and let b be in 
the nucleus of G. Let a be such that x0 =: xa. Then we have the fcl-
x 
lowing identities: 
(1.19) = I 
(1.20) (bx)' x Ab \, and (bx) P x b 
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(1.21) 8, = 6 , and 9 , = 9 
bx x xb x 
(1.22) 0 = 0 X 1 = 9 P1 for all i > 0 
X X x 
i i+2 i i-2 
(1.23) x 9 = x , and x p 0 = x p for all i > 0 
x ' x 
(1.24) (xx) X = (xx) P = x X - x P 
,i . 1 + 2 . 1 , 1 - 2 i i-2 l i+2 
/ -j
 n c s X X X X P P P P (1.25) x a = x ; ax = x ; x a = x ; ax = x 
for all i > 0. 
Furthermore, a is in the nucleus of G. 
Proof: Suppose b is in the nucleus N and suppose that x is in G. Then 
we have x0^ = b ^(bx) = x. Hence (1.19) holds. Furthermore, we have 
x^b X , b x = x X , b H>x = x^x = 1 . It follows that x^b ^ = (bx) X for all 
x in G. Similarly, we may prove that x Pb ^ = (bx) p for all x in G. Thus 
we have established (1.20). Now if y is in G, then y0, = (bx)\bx*y) = 
DX 
x
X
*b (b«xy) = x A , b ^(b #xy) = x X #(xy)0^ = x X , x y = Y®x' Since the nucleus 
is normal in G, there is some c in the nucleus such that xb = ex. Thus 
we have 0 , = 0 = 0 . Hence (1.21) holds. Furthermore, we see that 
xb cx x ' 
y0^*x = xx P«(y0 x*x) = (x*x Py)x for all x and y in G by the generalized 
Moufang identity. Hence we have y0 = yL(x P)L(x) = y0 for all x and y 
x P 
X
 X 
in G. It follows that 0 = 0 for all x in G. Replacing x by x , we 
X
 x P 
have 0 , = 6 for all x in G. It follows by induction that 0 = 9 -v i = 
X x J x x A x 
I for all i > 0. Thus (1.22) holds. In particular we see that 
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x
x i e - x ^ e - ^ = x A i + 1 ^i+2 ^ I+2 . • 
x"
 x a
1 + 1
 (x x »x x )= x x for all i> 0. A similar argument 
pi pi-^ 
shows that x 6^ = x . Hence (1.23) holds. Now it is also true that 
X X^ X X ^ X X X 
x «xx = x9 = x . Hence we have (x *xx) = x , and (xx) = (x »xx) x = 
x 
2 
x
 a , _ v A p
 ( X° A. , , .p o • 
x «x , by (1.7), or x 'x = ( x » x ) = (xx) = (xx) since p^ is an 
2 
automorphism of G. A similar argument shows that x p = x6 = xx*x p and 
3 3 
hence that ( x x * x p ) p = x P . Thus we have x p , x p = (xx) p by (1.6). There-
A ^ A 2 A 2 A 
fore we see that x *x p = ( x p , x p ) = (xx) p = (xx) . Thus we have 
(xx) A = x A x P = ( x x ) P , and we have established (1.24). Now from 
xa = x0 = x9 = x(x Px) we obtain that a = x px. Let <t> be the natural 
x p 
x 
homomorphism from G onto G/N. Then we have acj) - x ^ ' x c f i = (xc(>) P • (xcf>) . 
But since G/N is a Moufang loop, we have (x<f>)P-(x(f>) = (xcj>) - (xcj>) = J_4». 
A 2 A A 
Hence a is in N. Now 1 = x *x = xa*x = x*ax implies ax = x P . It 
2 
follows by (1.24) that x x = (x x ) p = x p x p = x P , a x = x Pa*x , and 
2 
hence x P a = x . Thus we have x Pa = x = (x ) = (x9 ) p = x P0 = x P0 
x x p 
A 1 A 1 A 1 A 1 A i + 2 X 
Now if i is even, we have x a = x a = (xa) = x . Similarly, 
A 1 A i + 1 A i + 1 A A i + 1 A i + 2 
if i is odd, we have x a = (x P) a = (x Pa) = (x ) = x 
A 1 A i + 2 
Thus we have x a = x for all i > 0. A similar proof shows that 
i i-2 
x p a = x P for all i > 0. 
Now we have 1 = x Ax = x Pa*x = x P , a x , since a is in N. Thus we 
2 i i i+2 
see that ax = x P . If i is even, then we have ax P = (ax) P = x P 
i i+1 i+1 i+1 
If i is odd, then we have ax p = a(x ) P = (ax ) p = ( x p ) p = 
i+2 i i+2 
x P . Hence we obtain that ax P = x P for all i > 0. A similar 
A 1 A 1 ' 2 
argument shows that ax = x , and we have established (1.25). | 
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Our next goal is to exhibit an Osborn loop. The loop we give is 
the one which Osborn [7] constructs. We shall establish properties for 
this loop which he establishes, but we shall use a different method. We 
shall use a result of Eric Wilson [8], a result which establishes a suf­
ficient condition for a weak inverse property loop to be isomorphic to 
all of its loop isotopes. 
Lemma 1.5. Let G be any loop and let f,g be in G. Then G is isomorphic 
to the principal isotope G 0 given by xoy = xR 1(g)«yL 1 ( f ) if and only 
if there exists an autotopism ( U,V,W) of G such that 1U = f and 
IV = g. 
Proof: Suppose that there exists an autotopism ( U,V,W) of G such that 
1U = f and IV = g. Then if x belongs to G, we have 1U*xV = xW; that is, 
f*xV = xW. Hence we have xW = xVL(f) for all x in G. It follows that 
W = VL(f). Similarly, it can be shown that W = UR(g). Hence the auto­
topism (U,V,W) takes the form (WR"" 1(g), W L - 1 ( f ) , W ) . It follows that 
xWoyW = xWR "*"(g)'yWL "*"(f) = xt>yV = (xy)W. Hence W is an isomorphism 
from G onto G Q . 
Now assume that G is isomorphic to G Q. Then there is a one-to-
one mapping W from G onto itself such that xWoyW = (xy)W. Hence we have 
xWR" 1(g)*yWL" 1(f) = (xy)W. It follows that (WR"" 1(g), W L _ 1 ( f ) , W) is an 
autotopism of G. Furthermore, we see that 1WR "*"(g) = (fg)R "*~(g) = f 9 
and lWL _ 1(f) = (fg)L _ 1(f) = g. | 
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Theorem 1.10 (Wilson's Condition). Let G be a loop in which the identity 
(1.26) c(cx) p - (cy)[c-xy] p 
holds for all c,x, and y in G . Then G is a weak inverse property loop 
which is isomorphic to all of its loop isotopes. 
Proof: With c = 1 the identity (1.26) reads x P - y(xy) PforaH x,y in G ; 
that is, G is a weak inverse property loop. Now, in (1 826) we replace x 
by ( y z ) A and obtain that c[c(yz) A] P - (cy)[c #(yz) Ay] P. Applying (1.7), 
we obtain c[c(yz) A] P = (cy)[cz A] P for all c,y,z in G . Hence the triple 
(L(c), AL(c)p, AL(c)pL(c)) is an autotopism of G for all c in G . By Lemma 
1.1 the triple (L(c)pL(c) A, L(c), L(c)) is also an autotopism of G for 
all c in Go By Theorem 1.2 we have pL(c)A - R" 1(c), and (L(c)R _ 1(c), 
L(c), L(c)) is an autotopism of G . Thus we have shown that A(c) -
(L(c), AL(c)p, AL(c)pL(c)) and B(c) = (L(c)R _ 1(c), L(c), L(c))) are 
autotopisms of G for each c in G . Now consider the autotopism 
B(g AL(f) ~*"p)A(f) for each f,g in G . Denoting the first and second 
permutations of this autotopism by U and V, respectively, we have 
U = L(g AL~ 1(f)p)R" 1(g AL" 1(f)p)L(f), and 
V = L(g AL~ 1(f)p)AL(f)p, 
and it follows that 1U = (g AL" 1(f)p)R _ 1(g AL~ 1(f)p)L(f) = f and 
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IV = g L (f)pAL(f)p = g. It follows that G is isomorphic to all of its 
isotopes by Lemma 1.5, since f and g were chosen arbitrarily m G~ 
We now give Osborn's [7] loop H. 
Example 1.1. Let H be the set of all ordered pairs of integers. We 
introduce a binary operation on H defined by the following equations: 
(1.27) [2i,k][2j,m] - [2i+2j 9k+m] 
«» 
[2i+l,k][2j 9m] = [2i+2j+1,k+m+j] 
[2i,k][2j+l,m] =*[2i+2j+l,m-k] 
[2i+l,k][2j+l,m] = [2i+2j+2 9m-k~j]. 
By routine checking, one can verify that H is a loop. We first 
identify the nucleus of this loop. 
Lemma 1.6. Given any u, v, and w in H, we have u»vw - u v w if and only 
if at least one of these elements is "even"; that is, the first integer 
of the ordered pair is an even integer. Otherwise, we have (u*vw) -
(uvw)a, where a = [0,1]. 
Proof: Let u = [2i+l,k], v - [2j+l,m], and w = [2r+l,p]. Then we see 
that u«vw = [2i+l,k][2j+2r+2,p-m-r] = [2i+2j+2r+3,p-m+k+j+l] 3 and 
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u v w = [2(i+j+r+l)+l ap'-m+k+j]. Hence, If all of u, v and w are "odd," 
then we have (uv°w)a - u»vw, and no odd elements are in the nucleus. 
By direct checking one may verify that, if any of u,v w are even, then 
it is true that u v w - u'vw. 1 
Corollary 1.2. The nucleus of H consists of precisely the even elements 
In particular, a = [0,1] is in the nucleus, 
Corollary 1.3. The loop H is a weak inverse property loop. 
Proof: Suppose that x y z = [0,0]. Then at least one of the elements 
x, y, or z must be even. Hence we see that x*yz = [0,0]. 
We now show, using Wilson's condition, that H is Isomorphic to 
all of its loop isotopes; this will imply that ail of its loop Isotopes 
are weak inverse property loops; that is-, H is an Osborn loop, 
Theorem 1.11. The loop H is isomorphic to all of its loop isotopes. 
Proof: We show that H satisfies Wilson's condition. Thus let c,x, and 
y be in H. 
Case I. Let c be even. Then c is in the nucleus, and it follows that 
(cy)[c*xy] P = (cy)[(xy) Pc 1 ] - c[y(xy) Pc 1 ] = cx Pc 1 - c(cx) P by 
Theorem 1.9. Hence (1.26) Is satisfied in this case D 
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Case II, Let y be even. Then we have c y t c x y ] r cy[cx*y] -
cY*[y ^(cx) P] = c(cx) P, and (1.26) Is verified in this case. 
Case III. Let c and y be odd and let x be even. Then c y [ c * x y ] P = 
(cy)[cx»y] P. Now the product cx*y is even. Hence (cy)[cx'y] P = 
c*y[cx-y] p = c(cx) P by (1.6 )„ It follows that (1„26) is true In this 
case. 
Case IV. Let c, y, and x be odd. Then [c»xy] P is odd, and we have 
(cy)»[c ,xy] P = c'y[(cx #y)a] Pa 1 = c*y[a 1 ( c x , y ) P ] a 1 - c y [ ( c x j y ) P ] by 
Lemma 1.6 and the fact that a = za for any odd element z in H, Now 
we have c ,y[(cx*y) P] = c(cx) P by (1.6). Hence we have (cy)[c*xy] P = 
c(c x ) p . 
We have shown that Wilson's condition holds in all cases. It 
follows that H is isomorphic to all of its loop isotopes and that H is 
an Osborn loop. | 
By direct checking, one can verify that, if x is odd, then 
x A i- x P . Hence H cannot be a Moufang loop. Now since H is an Osborn 
loop, this implies that H cannot be an inverse property or a cross 
inverse property loop by Corollary 1.1; hence H is also an example of a 
weak inverse property loop which is not an inverse property or cross 
inverse property loop. 
In group theory one says that the group G is generated by the set 
S if the intersection of every subgroup of G which contains the set S is 
G itself. If the set S is finite, one says that the group is finitely 
generated. If n is the greatest lower bound on the cardinality of 
26 
all generating sets for G, one says that G has n generators. These ideas 
carry over to loop theory. We shall show that the loop H, constructed 
above, has one generator and that, if H1' is an Osborn loop with one 
generator 9 then H' is a homomorphic image of H* that is, H is the free 
Osborn loop on one generator. It is possible to give a direct proof of 
this by using induction. However, such a proof is quite tedious. We 
shall instead appeal to the theory of universal algebras to show the 
existence of such a loop and prove that the loop H constructed above is 
A 
isomorphic to the free Osborn loop on one generator. 
Theorem 1.12. The loop H, which was constructed above, is the free 
Osborn loop on one generator. 
Proof: Let K be the free Osborn loop on one generator and suppose that 
K is generated by the element x. Now it is easy to see that 
[1,0] P[0,1] = [~1,-1][1,0] - [0,1] and that [1,0] generates H. It fol­
lows that there is a homomorphism $ from K onto H such that xcf) = [ 1 9 0 ] . 
Now x A , x x = xa for some a in K. Hence we have (xcf>) • (aty) = (xa)<J) = 
(xA»xx)(f> = [1,0][0,1] = x<f>*[0,l], which implies that a<p - [0,1]. Now a 
is in the nucleus N of K by Theorem 1„9. Let A be the subloop of K 
generated by a. Then A is a group since a is in N. We shall show that 
. 2 
A is normal in K. By Theorem 1.9 we have ax°a - a»xa = ax A ~ x. Hence 
we see that ax = xa ^ and xa - a "Sc. It follows immediately that xA = Ax. 
Now let S = {ye:K: yA = Ay} 0 If r and s are in S, then we have 
it 
See Cohn [5] for an account of the theory of Universal Algebras. 
27 
(rs)A = vsh = r»As = rA*s = Ar»s = A»rs. Hence rs is in S. A similar 
argument shows that, if p and q are such that rp = s and qr = s, then 
we have pA = Ap and qA = Aq. It follows that S is a loop. But x belongs 
to S. Hence we see that S = K since K is generated by x. Thus we have 
KA = AK. Bruck [2] has shown that the inner mapping group of a loop G 
is generated by the mappings R(x)R(y)R "^(xy) and R(y)L(x)R "^(xy) and 
their inverses for all x and y in G. Now, if b is in A, then we have 
(bx*y)R" 1(xy) = (b»xy)R~ 1(xy) = b and (x'by)R _ 1(xy) = (xb»y)R' 1(xy) = 
(cx»y)R \ x y ) = (c*xy)R ''"(xy) = c for some c in A since S = K. Simi­
larly, one can show the same results for R(xy)R 1(y)R "^(x) and 
R(xy)L ^(x)R ^(y). It follows that if I is the inner mapping group of 
K, then A J ^ A. Hence A is normal in K. 
We have shown that a<j> = [0,1]. Hence 4>(A) is the group generated 
by [0,1] in H. It is clear that <j>(A)h = h<j>(A) for all h in H; hence 
<J>(A) is normal in H since <j>(A) is contained in the nucleus of H. Now 
<j>(a) is the infinite cyclic group; hence the restriction of <j> to A, 
denoted by $J^» is an isomorphism from A onto <j>(A). 
Now consider K/A. We shall show that K/A is a group. Let 
x 2 
S = {pA: (pA) = pA for p in K}. Then, if p, q are in K, we have 
(pAqA) = (pA) (qA) = pAqA. Hence, pAqA is in S. Furthermore, 
(pA)L ''"(qA) and (pA)R ''"(qA) are in S by similar arguments. It follows 
that S is a loop. Now xA is in S since (xA) P(xA) = (x Px)A = aA = A, or 
(xA) p = (x A ) A . He nee we have S = K/A since xA generates K/A. It follows 
2 
that X is the identity automorphism in K/A. Since the automorphism 8 ^ 
2 
agrees with X on the generating set {xA}, we have proved that 0 ^ is 
the identity automorphism in K/A. 
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Now let yA be In K/A. We have yA(xA-yA)" 1 ™ (xA)" 1 by (1.6); 
hence we see that (yA)B^ = (yA)9 x A, or yA - ( Y A ) e x A e x A y A • B Y u s i n S 
(1.7), one can show that xA = (xA)9 . .0 Now we have 0 . .6 
' xAyA yA xAyA yA 
L(xAyA)L([xAyA]" 1)9 y A = 0 y AL([xAyA]6 )L(([xAyA]e ) " L ) since 0 y A Is an 
automorphism. Hence we have 0 0 = 0 0 .. . . But we see that 
yAyA yA yA ( .xAyAj0y A 
(xAyA)e , = (xAyA)L(yA)L([yA]" 1) = ((xy )L(y )L(y A) )A -- [(xy)0 JA. Let n 
y^ y 
be the natural mapping from K onto K/N, where N is the nucleus of K. 
Then we have ((xy)0 y)n = ((xy )L(y )L(y A ) )n ^ ((xy )n )L(yn )L( ( y n ) " l ) ~~ (xy)n 
since K/N is an inverse property loop. It follows that (xy)9 y = x y q 
where q is in N. Hence we have (yAyA)0 y A = (xAyA)qA where qA is in the 
nucleus of K/A. By Theorem 1.9 we have 9 x A y A = ^(xAyA)qA = fl(xAyA)B . 
Thus we see that xA = (xA)6 0 . Hence we also have xAyA = 
yA xAyA 
( ( x A ) 0 y A . ( y A ) 0 x A ) 0 x A y A , or ( x A y A ) e ^ = (xA)9 y A.(yA)0 x A. But since 
-1 D 2 (xAyA )e = (xAyA) = xAyA by Theorem 1.9 and the fact that inverses 
xAyA 
are unique in K/A, we have xAyA = (xA)0 *yA since 9 . is the identity 
yA xA 
mapping in K/A u It follows that (xA)0 y A - xA. Furthermore, since 9 y A 
is an automorphism and since 0 y A coincides with the identity mapping on 
the generating set {xA}, 0 is the identity mapping. It follows that 
y.A 
K/A is a Moufang loop since yA was chosen arbitrarily In K/A. Bruck [3] 
has shown that Moufang loops are diassociative; that is, that every sub-
loop of a Moufang loop which is generated by one or two elements Is a 
group. Since K/A has one generator, K/A is a group. 
Now let £ be the natural homomorphism from H onto H/<|>(A). Then 
<f>n maps K onto an -infinite cyclic group, and A is contained in the kernel 
of cf>n. Now, for each zA in K/A, define (zA)(j) = z $ • <j>(A). Note that $ 
is a well-defined mapping since, if yA = zA, then z = ya^, for some 
2 9 
integer j. Hence we have zc|>'(J>(A) - y«K<a<f)) #<j)(A) - y<f>#<f>(A)„ Now, for 
any yA and zA in K/A, we have (yAzA)<f> - (yz)A(j) - (yz'jcf^ cJjA = 
(ycJ>»(f)A)(z(f),4)(A)) = (yA)<J> (zA)<}). Hence <j> is a homomorphism from K/A into 
H/(f)(A). It is clear that <J> is onto. But K/A is a cyclic group, and 
H/<f>(A) is the infinite cyclic group. Hence <j> is an isomorphism. Now 
let z<J> = [ 0 , 0 ] . Then we have (zA)<f> = z$»$(A) - 0 , but, since $ is an 
isomorphism, this implies that zA is the identity in K/A. Hence we see 
that z is in A. Now cf> is an isomorphism when restricted to A; hence z 
must be the identity of K. It follows that <j> is an Isomorphism of K 
onto H u | 
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CHAPTER II 
GENERALIZED MOUFANG LOOPS 
In this chapter we concern ourselves with the basic properties 
of generalized Moufang loops and their relationship to weak inverse 
property loops. We shall show that, although they have many properties 
in common with Osborn loops, they form a strictly larger class of loops„ 
We now define formally the concept of generalized Moufang loop which 
was defined informally in Chapter I. 
Definition 2.1. Let G be a loop,, We say that G is a generalized 
Moufang loop or M-loop if and only if, corresponding to each element x 
in G, there is an automorphism 8^ of G such that, for any y and z in G, 
(2.1) xz (y9 -x) = (x-zy)x. 
By Theorem 1.7 we see Immediately that Osborn loops are generalized 
Moufang loops. Since Moufang loops a r e special cases of Osborn loops, we 
see that Moufang loops are also special cases of M-loops. We begin Dur 
investigation of M-loops by deriving some of the properties of the auto­
morphisms 8^. 
Lemma 2.1. Let G be an M-loop. Then, for every x in G, we have the fol­
lowing identities: 
(2.2) x y x = x»(y6 x'x) for all y in G 
(2.3) 0 x = L(x)L(x A) = R~ X(x P)R X ( x ) = L(x)R(x)L - 1(x)R(x) 
(2.4) 
(2.5) 
x x 
x6 - x 
X 
Proof: If y is in G, then (2.2) is just a special case of (2.1) with 
z = 1. Now by (2.2) we have yL(x)R(x) - y6 R(x)L(x), Since y is any 
element in G, we have 0^ = L(x)R(x)L '^(x)R "^(x), and we have established 
part of (2.3). Note that yQ^'x - xx p«(y6 «x) - (x«x py)x by (2,i). 
Hence we have y0^ = x»x Py = yL(x P)L(x). It follows that 0^ - L ( x P ) L a x ) 
for all x In G. Replacing x by x \ we see that 0 ^ - L ( x ) L ( x A ) for ail 
x in G, Now consider y0 .. 0 = (x A*xy)0 ^ - (x A)0 ^"«(xy)0 \ We 
X X X X 
have x A 0 ~ 1 = x AR(x)L(x)R _ 1(x)L ^ 1 ( x) = [x(x Ax )]R _ 1 ( x)L~ 1(x) = 
X 
1L ~^(x) = x P , and we also have (xy)0^ ^ (xy)L ^"(x)L ~^(xP) -• yL Hx 1",). 
Hence we have y0 ^0 ^ - x A0 ^»(xy)0 ^ •- x P «yL "^(xP) = y» I t follows 
that 6 J - 1 = I, or 8 - 0 = L ( x ) L ( x A ) . 
X X X
 A - 1 
We have now shown that 0 ~ L(x)lAx ) = L(x)R(x)L (x)R (x) and 
x 
that 0 , = 0 . From 0 . - 0 for all x in G, It immediately follows, 
X A x X A x 
replacing x by x P 3 that 0 - 0 for all x in G, and we have established 
x p 
x
 1 
(2.4). To establish (2.3) we have only to show that 0 - R* ( x P ) R " x ( x ) , 
J
 x 
-1 -1 
Now we have xz«yx = (x*z(y0 ))x - x((z»y0 )0 *x) = x*((z0 my)'Xj 
X X X X 
for all y and z in G, where we have used (2.1), (2.2) and the fact that 
0 is an automorphism. In this identity choose y x A . Then we have 
X 
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xz = x((z9 )x X»x) for z = (z9 )x X*x. Since z is arbitrary in G, we have 
9 _ 1 = R(x X)R(x) 5 or 9 = R " 1 ( x ) R ~ 1 ( x X ) . Hence we have 9 
x 9 x p 
X 
R" 1(x P)R~ 1(x) for all x in G. But we also have 9 = 9 = R " 1 ( x P ) R _ 1 ( x ) , 
X
 V P 
A A 2 
and we have verified (2.3). Finally, we have x9 ^ = xL(x )L(x ) = 
A 2 X 
x = x9^ 5 and we have verified (2.5). B 
The above lemma raises the question of the existence of a loop G 
with the properties that, corresponding to each element x in G, there is 
an automorphism 9^ of G, given by (2.3), and that G is not an M-loop. 
We now show that there do exist such loops. 
Example 2.1. Let G^ be the free group on two generators; that is, G^ is 
a group with two generators and every group with two generators is a 
homomorphic image of G^ • Let A be a cyclic group of order 2. Let K be 
the cartesian product G^ x A. We introduce a binary operation on K as 
follows. If e generates A, we define 
(2.6) [ x . e ^ C y . e ^ = [ x y , e 1 + j + 1 ] , 
if the set {x,y} generates G^. Otherwise, we define 
(2.7) C x . e ^ C y . e 3 ' ] = [ x y , e i + j ] . 
The existence of G 2 is shown in any book on universal algebras. 
For example, see [5]. 
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It is clear that the binary operation is well defined and that 
[l,e^] is an identity for the system. In Lemmas 2.2, 2,3, and Theorem 
2.1 9 K refers to the above example. 
Lemma 2.2. The system K is an inverse property loop. 
Proof: We have already shown that K has an identity, Suppose that 
[a,e ] and [b,e J] are in K 0 
Case I, The set {a,bl generates G . Then the set {a,a ^bj- generates 
since the group generated by the set {a,a ^b) obviously must contain 
the set {a,a(a "4?)} - {a,b}„ Similarly, the set {a,ba "*"} generates G^ 
It follows that [a 9e 1][a ^bje"' 1 = [b,e ] and that [ba \ e ^ 1 IjL=I,e1J -
[bje"*]. Furthermore, if [x,e^] is such that [a,e^][x,e^] ~ [bje-'], then 
•-1 . -1 
ax = b, Hence we have x = a b. Then, since ia 9a b} generates G^, we 
must have e 1*^^" - e . Hence we have i + k + 1 - J (mod 2 ) . It follows 
that k = J - 1 - i (mod 2 ) . Hence we have [xje^] = [a ^b,e-' 1 ^ + ^ n ] , 
where n is an arbitrary integer. But, since A has order 2, we have 
J-i-l+2n r; . .
 T, c , , ^u . r "-k J-i-l+2n n e - e for any integer n< It follows that La b,e J 
actually represents a unique element in K. Hence the solution 
""1 "1 1 ~" 1 1 r\ "1 
[a b,e ] to the equation [a,e ][x se ] = [b,e ] is unique. Simi­
larly, it is clear that the solution [ba \e'1"-' 1 ^] to the equation 
k - i i [x,e ][a,e ] - [b,e ] is unique. 
Case II. The set {a,b} does not generate G^. The argument for this 
case parallels the one above and Is omitted. 
We have shown that K is a loop. Now suppose that [a,e ] is in K0 
Then we have [a,e 1][a \ e 1 ] - [l,e^] and [a \ e 1][a,e ij - [l,e^]. 
Hence we see that x A - x P for all x in K, Now, if {a,b} does not 
generate , then neither do the sets la "'"sab} and {ba,a "*"} generate G^ 
Hence we have [a 1,e 1]([a,e 1][b,e- 1]) - [ b ^ ] - ([b I C a ^ 1 ] )[a i , e ^ 1 J . 
If {a,b} does generate G^, then the sets {a \ a b } and ta \ b a } also 
generate G^ since the respective groups generated by these sets contain 
the set {a,bl. It follows that [a \ e 1 ] ( [ a,e 1][b,e^ ' J ) -
[ a " i 9 e " 1 ] [ a b , e j + 1 ] = [ b , e j + 2 ] - [b,e j] and that ( [ b . e ^ C a ^ J J Q a " 1 ^ " 1 ] -
[ b a 9 e 1 + ][a "*",e 1 ] - [b,e~' + 2 ] = [bje-']. Hence K is an Inverse property 
loop. 1 
Lemma 2.3. Corresponding to each x = [ X j e 1 ] in K, there exists an auto­
morphism 8- given by 6- - L ( x)L(x A) = R \ x P ) R "^(x) -
L(x)R(x)L \ x ) R ^ (x ) = I, where I is the identity mapping. 
Proof: Since K is an inverse property loop, we have yL(x)L ( x A ) ~ 
x (xy) = x (xy) = y, for every y = [y,e Hence we have L(x)L(x ) - I, 
and L ( x)L ( x A ) is an automorphism of K. Similarly, it is clear that 
R ^(x P)R "^ "(x) = I is an automorphism. 
Now suppose that the set (x,y} generates G^. Then we have 
~" " / r i-ir j-i \ r in r i + j + i i r i-i r 21+2J + 2-, 
x y x = ( [ x , e ][y,e J ] ) [ x , e J = [xy ,e J J[x , e J = [xyx,e J J , s ince 
the set {x,yxl generates G^ if the set lx,y} does. But we also have 
x
a yx = [ x , e 1]([yje ^ l E x j e 1 ] ) = [ x , e 1 ] [ y x , e 1 4 = [ x y x , e 2 l + : ) + 2 ] - x y x , 
A similar calculation shows that, if the set {x,y> does not 
generate G_, then we still have x»yx - x y x . It follows that x»yx -
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x y x , for any x and y in K. Hence we have L(x)R(x) = R(x)L(x), or 
L(x)R(x)L* 1(x)R" 1(x) = I = L(x)L(x A) - R~ L(x P)R" 1(x). 1 
Theorem 2.1. The loop K is not an M-loop, 
Proof: We show first that K has two generators. Suppose the set lx,yj 
3 
generates G^o We shall prove that neither of the sets {x ,y> and 
2 
{x ,xy} generates G^• 
3 
Suppose that the set {x ,y} generates G . Consider the direct 
product A of the cyclic group of order three with the integers. This 
group is a homomorphic Image of Q . Let n denote this homomorphisrru 
3 
We show that the set {(xn) ,yn) generates A If the above assumption 
holds. Suppose that a is in A and that A' is a subgroup of A such that 
{(xn) 3,yn} C A ' . Then we have (x 3,y}e: n~ 1(A'). But n ^ U 1 ) is a sub­
group of G>^> Hence we have n X(A') - G^ since we are assuming that the 
3 - 1 - 1 
set {x ,y} generates G^ • Thus we see that n (a) C n (A*).- Hence we 
have a in A' since the mapping n is single valued 0 Since a was arbi­
trarily chosen in A, it follows that A r = A. Thus we have shown that any 
3 -
subgroup A' of A containing the set {(xn) ,yn} must be all of A. Hence 
3 - 3 {(xn) »yn) generates A. This is clearly false. Hence {x ,y} does not 
I 2 T 
generate G^. A similar argument shows that the set {x
 3y> does not 
generate G^. Since the set {x,xy} generates G^, we know now that the 
2 
set {x ,xy} does not generate G . 
Now let x = [x,e^] and y = [y»e^], where the set {x,y} generates 
G 2„ Then we have (x 3y) 1 ( x 2 » x y ) - ([x 3,e°][y,e°]) 1 = ([x 2,e°][xy,eJ) -
-1 -3 0 3 
[y x ,e ][x y,e] = [l,e]„ Since [l,e] is not the identity of K, this 
36 
calculation shows that the loop K is not a group and that the subloop 
of K generated by {x,y,e}, where e = [l,e],is the same as the one 
generated by the set {x,y}. 
We now show that the set {x,y,e} generates K; hence it will fol­
low that the set {x,y} generates K. Let E be the subloop of K generated 
by the element e. It is clear from (2.6) and (2.7) that E is contained 
in the nucleus of K and that EK = KE. If we define a mapping <j> from K 
onto G 2 by setting [z.e^]^ = z, it is immediately evident that cf> is a 
homomorphism and that E is the kernel of <j>. Bruck [2] has shown that the 
kernel of a homomorphism is normal in any loop G and that any loop 
homomorphic image G ! is isomorphic to the factor loop of G over the 
kernel of the homomorphism. Hence the factor loop K/E is isomorphic to 
G 2 > and it follows that the set {xE,yE} generates K/E. Now suppose z 
is in K. Let K 1 be the subloop of K generated by the set {x,y}. Suppose 
z is not in K'. Then there exists an element z*in K T such that zE = 
z'E since the image of K' in K/E is K/E because the image of K' in K/E 
contains the set {xE,yE} which generates K/E. It follows that z = z'e^, 
for some integer j, and that z is in the subloop generated by {x,y,e}. 
Since z was arbitrarily chosen in K, we have proved that the set {x,y,e} 
generates K. But this then implies that the set {x,y} generates K. 
Thus K is generated by a set consisting of two elements. 
Now suppose that K is an M-loop. Since the automorphisms associ­
ated with each x in K all coincide with the identity mapping, the iden­
tity (2.1) reduces to (1.1), and K would be a Moufang loop. Moufang [6] 
and Bruck [3] have shown that any Moufang loop which is generated by a 
set consisting of two generators is a group. The system K is not a 
group; hence K cannot be an M-loop. 1 
Despite the above example, it is still possible to give a simple 
characterization of M-loops by using autotopisms; we now proceed to do 
this. 
Theorem 2.2. Let G be a loop. Then the following statements are equiva­
lent : 
(i) The loop G is an M- loop . 
(ii) For every f in G, the triple 
(2.8) (L(f), R ~ 1 ( f P ) , L(f)R(f)) 
is an autotopism of G. 
(iii) For every f In G, the triple 
(2.9) (L(f), R " 1 ( f P ) , R _ 1(f P)L(f)) 
is an autotopism of G. 
Proof: Suppose that G is an M-loop. Then we have fx,(y9^.«f) - (f'xy)r 
for every f, x, and y in G. 
It follows that the triple (L(f), 9 R ( f ) 9 L(f)R(f)) is an auto­
topism of G. By Lemma 2.1 we have 6 fR(f) = R _ 1(f p)R~ 1(f)R(f) - R * 1 ( f p ) . 
Hence the triple (2.8) is an autotopism of G. 
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Now suppose that G is a loop in which the triple (2.8) is an 
autotopism of G for every f in G. Applying this autotopism to the pair 
(l,x), we obtain that f « x R _ 1 ( f p ) = xL(f)R(f); that is, xR~ 1(f P)L(f) -
L(f)R(f) for all x in G. Hence we have L(f)R(f) = R _ 1 ( f P ) L ( f ) , and we 
have proved that the triple (2.9) is an autotopism of G for every f in 
G. In like manner, if the triple (2.9) is an autotopism of G for every 
f in G, then we may show that (2.8) is an autotopism of G for every f 
in G by applying the autotopism (2.9) to the pair (x,l). 
Now suppose that G is a loop in which (2.9), and hence (2.8), Is 
an autotopism of G for every f in G. Taking the inverse of (2.9) and 
substituting f A for f, we obtain that ( L _ 1 ( f A ) , R(f), L _ 1(f A)R(f)) is an 
autotopism of G. Now applying this autotopism to the pair (l,x), we 
obtain lL~ 1(f A)«xf = xL~ 1(f )R(f); that is, f-xf = xL~ 1(f A)R(f) since 
-1 A 
1L (f ) = f. Since x was chosen arbitrarily in G, we have proved that 
R(f)L(f) = L~ 1(f A)R(f). It follows that the triple ( L _ 1 ( f A ) , R(f), 
R(f)L(f)) is an autotopism of G. Thus the triple a = (L(f), R _ 1 ( f P ) 9 
L(f)R(f))[(L" 1(f A),R(f),R(f)L(f))" 1] = (L(f)L(f A),R" 1(f A)R" 1(f), 
L(f )R(f )L _ 1(f)R'" 1(f)) is an autotopism of G. Now we have lL(f)L(f A) = 
f Af = 1, l R _ 1 ( f P ) R ~ 1 ( f ) = fR" a(f) = 1, and 1L(f)R(f)L" 1(f)R~ 1(f) = 
ffL ^"(f)R "*"(f) = 1. Hence each of the permutations in the autotopism 
a leaves the identity element of G fixed. Applying the autotopism a to 
the pair (x,l), we obtain that xL(f)L(f A)•1R _ 1(f A)R - 1(f) = 
xL(f)R(f)L" 1(f)R" 1(f); that is, L(f)L(f P) = L(f)R(f)L _ 1(f)R^ 1(f). 
Similarly, it can be shown that R _ 1 ( f P ) R _ 1 ( f ) = 
L(f)R(f)L~1(f)R"1(f). Thus, letting 0 = L(f)L(f A), we obtain that 
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( 9 ^ . , e _ p , e ^ ) is an autotopism of G, hence 0 ^ is an automorphism of G. Now 
(2.8) can be written (L(f), 0 R(f), L(f)R(f)). Thus 
fx-(y6 «f) = (f'xy)f, 
for every f,x,y in G, and we have shown that G is an M-loop. 1 
Corollary 2.1. Let G be an M-loop, Then, for any f in G, we have 
(2.10) L(f)R(f) = R" 1(f P)L(f); 
the triple 
(2.11) ( L _ 1 ( f A ) , R(f), R(f)L(f)) 
is an autotopism of G; 
(2.12) R(f)L(f) = L~ 1(f A)R(f). 
These facts are contained in the proof of Theorem 2.2, and a 
separate proof here is not needed. 
Corollary 2.2. Let G be a loop. Then the following statements are 
equivalent: 
(i) The loop G is an M-loop. 
(ii) The triple 
(2.13) (L(f A), R ^ C f ) , L 1(f)R i(f)) 
is an autotopism of G, for every f in G. 
Proof: If G is an M-loop, then the inverse of (2ol3) is an autotopism 
by (2.11), and hence (2.13) itself must be an autotopism of Go 
Now suppose that (2.13) is an autotopism of G for every f in G, 
-1 A 
Then (L (f ), R(f), R(f)L(f)) is an autotopism of G for every f in G. 
Applying this autotopism to the pair (x,l), we obtain that 
xL"" 1(f A)-lR(f) = xR(f)L(f), or xL~ 1(f A)R(f) = xR(f)L(f). Since x is 
-1 A 
arbitrary in G, we have proved that L (f )R(f) = R(f)L(f). It follows 
that the triple ( L ~ 1 ( f A ) , R(f), L~ 1(f A)R(f)) is an autotopism of G. 
Taking the inverse of this autotopism and replacing f by f P, we obtain 
(2.9). Hence, G is an M-loop by Theorem 2.2. I 
Corollary 2.3. Let G be a loop. Then the following statements are 
equivalent: 
(i) If f,x are in G, then 
(2.14) L(fx) = R(f P)L(x)L(f)R(f), 
(ii) The loop G is an M-loop 0 
(iii) If f,x are in G, then 
(2.15) L(fx) = R(f P)L(x)R X ( f P ) L ( f ) . 
4.1 
Proof: Suppose that (2.14) holds for every f and x in G. Then we have 
fx*y = (f (x ayf P )) »f for every y in G. Substituting yR ^(f p) for y In 
this identity, we have fx»yR ^(f P) (f #xy)*f. This identity holds fox 
all y and x in G. Hence the triple (L(f),R - i(f P),L(f )R(f) ) is an auto­
topism of G. It follows that G is an M-loop by Theorem 2-2. 
Now suppose that G is an M-loop. Then by Theorem 2.2 the triple 
(L(f),R" 1(f P),R~ 1(f P)L(f)) is an autotopism of G for every f in G, 
Hence we have fx«yR~ 1(f P) = (xy)R _ 1(f P)L(f) for all x and y in G, 
Replacing y by yf P in this identity, we obtain that fx»y :~ 
(x»yf P)R~ 1(f P)L(f) for all y in G. Hence we have L(fx) = 
R(f P)L(x)R _ 1(f P)L(f), and we have established (2.15), 
Now suppose that (2.15) holds for all f and x in G. Then we 
have the identity fx-y = (x-yf* )R _ 1(f P)L(f) for all y in G, Replacing 
y by yR ^(f P) in this identity, we have the identity fx»yR ~*~(fp) 
(xy)R" 1(f P)L(f) for all x and y In G„ It follows that the triple 
(L(f) ,R~'1(fP ) ,R" 1(f P )L(f)) is an autotopism of G for each f in G. Hence 
by Theorem 2.2 G is an M-loop. Then by Corollary 2..1 we obtain that 
(2.15) holding for all f,x in G implies that (2.14) holds for all f,x 
in G. 1 
Corollary 2.4. Let G be an M-loop and let G' be a loop homomorphic Image 
of G. Then G f is an M-loop. 
Proof: Let <j> be a homomorphism from G onto G' and let f' ,x' , and y' 
be elements in G 1. Since the range of is all of G' , we may find 
elements f,x, and y in G so that f<£ - f1', x<f> = x', and y<£ - y'. 
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Now since G is an M-loop, we have fx ey = (f(x-yf ))'f by (2.14). Hence 
we have f'x'^y' = (f T(x" ny' (f' ) P ) )»fv since 4> is a homomorphism. Since 
y f may be any element in G' 3 it follows that L(f'x') = 
R ( f f p )L(x» )L(f T )R(f 1) for all f» and x f in G1' „ Thus G f is an M-loop by 
Corollary 2„2, | 
It can be seen from the above results that M-loops have many 
properties in common with Osborn loops, Another property which they 
have in common is one that they share with any weak inverse property 
loop; namelyj the four nuclei of an M-loop coincide. Before proving 
this, however, we prove the following. 
Lemma 2„4„ Let G be an M-loop and suppose that a is in the left, 
middle, or right nucleus of G„ Then we have a6 = a and x6 = x for 
to
 x a 
any x in G. 
Proof: We use Lemma 2„1 frequently in what follows. Suppose that a 
is in the left nucleus of Go Then a0 = ax-x P - a axx P = a for all x 
x 
in G 0 Hence we have a0 = a. We have x0 - x0_,.,i - a*a "*"x = aa "'""x -: x 
x a 3-
If a is in the middle nucleus of G, then a0 = 
x 
(xa ex)L ^"(x)R "'"(x) = (x°ax)L \ x ) R "'"(x) = a. Furthermore, we have x0 
a 
-1 -1 
a ax = a a*x = x„ 
Now suppose that a is in the right nucleus of G„ Then we have 
a0 = x^ 4xa = x Ax»a = a„ Furthermore, we have x0 - (ax aa)L "*"(a)R ^(a) 
x a 
(a»xa)L~ 1(a)R~ 1(a) = x. I 
We are now ready to prove the coincidence of the four nuclei„ 
Theorem 2„3„ The four nuclei of an M-loop G coincide. 
Proof: Let N. , N , and N denote the left, middle, and right nuclei of 
— — — A' y p ' & 
G, respectively. Suppose a is in N.„ Let x,y be in Go Then we have 
A 
-1 „1 -1 
x»ya = (a*xL (a))*(ya) = (a BxL (a))(y6 *a) = (a(xL (a) i ,y))a -
a 
-1 
((a»xL (a))y)a = x y a . It follows that a belongs to N^ and that 
N. C N . 
A - p 
Now suppose that a is in N . Let x 9y be in G. Then we have 
x»ay = ( y x L 1(y))*ay = ( y x L 1(y))(a6 y'y) =• (y-(xL 1(y) ea))y = 
-1 
((y*xL (y))*a)y = xa i ,y 0 It follows that a is In N^ and that 
N C N C N o 
A - p - y 
Now suppose that a is in N . Let x,y be in Go Then we have 
-1 -1 
y(a*xy) = ya*xy = (y°(a ax6 y ) )y - y[(a-x6 y )6y*y] = y[(aG y«x)y] = 
y(ax'-y), where we have made one application of (2.2). It follows that 
a*xy = ax»y for all x,y in G and that N, CT N N N.. , or N . ~ N = 
J J
 A - p - y ~ A' A p 
N . Hence we have N = N.O N O N = N = N = N „ 1 
y A p y A p y 
Yet another property shared in common by loops and Osborn loops 
is the following. 
Theorem 2.4 a If an M-loop G is an inverse property, cross Inverse 
property, or commutative loop, the G is a Moufang loop. 
The proof of this theorem is identical to the proof of Corollary 
1.1 and is omitted. 
4'4 
Despite the common properties which Osborn loops share with M-
loops, there is one property which all Osborn loops have but which M-
loops need not have1, it is the weak Inverse property. We shall give an 
example of an M-loop which Is not a weak inverse property loop > but we 
shall need the following lemma. 
Lemma 2 05. If G is a weak inverse property M-loop and if x is in G, 
then we have (xx) A = (xx)* 3; that is,, squares have unique inverses in G 
A X 2 
Proof; By (2.3) and (2-5) of Lemma 2„1., we have x (xx) - x0^ - x . 
Hence we have 1 = x A -x A = x \ x x ) " x \ and,, since G is a weak inverse 
a A 
property loop, we also have x (xx)x - 1. But by (2.2) of Lemma 2 1 . 
we have 1 = x \ x x ) u x ^ - x A-((xx)0 - x S . It follows that x A"(xx)x^ -
x 
1 = x A((xx)0 » x A K or (xx) = (xx)6 . Hence we have xx = (xx)0 
X X X 
x0 »x0 - x A x A = (xx) A since A 2 is an automorphism of G by Theorem 
X X 
1.3. Hence we have (xx) A =: ( x x ) P . | 
Example 3.2. Let M be the cross product of the even integers with the 
integers. We introduce a binary operation on M by defining [2i j,m][2j ,nj = 
[2(i+j),(m+n)-ij(2j~l)]. 
Theorem 2.5. The system M is an M-loop which is not a weak inverse 
property loop. 
Proof: We show first that the system M is a loop u It is clear that 
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[0,0][2i,m] - [2i 9m][0 P0] = [2i,mJ; hence [0,0] is an identity for M, 
Now let [21,m] and [2j.,n] be given. Then we have 
[2i,m][2j-2i9n-m+i(j»i)(2(j-i)-l)'j - [2j 9n], and 
[2j-2i,n~m+i(j-i)(2(j-i)-l)] Is in M. It is also clear that if [x sy] 
is in M and if [2i 9m][x,y] = [2j,n] 9 then we have x = 2j - 2i, and 
y = n-m+i(j-i)(2(j-i)-l)» It follows that M is a loop. 
By Corollary 2.3, we need only show that, in M,L(fx) -
R(f P)L(x)L(f)R(f), for every f and x in M, in order to show that M is 
an M-loop. Thus let f = [2i,k] s x - [2j sq], and y - [2r 9p] ( Then we 
have fx = [2i+2j
 9(k+q)-ij (2j-l)] 9 and yL(fx) » fx-y = [2(i+j+r) 9 
. 2 . o 2 . 2 p (k+q+p)~2ij +ij~2ir -2jr +ir+jr]. Furthermore, we have f -
[2(-i),2i 3+i 2-k], and yR(f p)L(x)L(f)R(f) = [2(i+j+r) 9 
3 2 2 2 2 2 2 3 2 2 
p+k+q+2i +i -2i r-ir-2jr +4ijr-2i j+rj-ij-2ij -2ir -2i -4ijr+4l j+4i r+ 
2 2 2 2 2 2 
ij+ir-i -21 j-21 r+ij+ir] = [2(i+j+r)
 9p+q+r-2ij +ij-2ir -2jr +jrl-irj -
fx-y. It follows that L(fx) = R(f P)L(x)L(f)R(f). Hence M is an M-loop. 
Now let x = [2(1),0]. Then we have xx = [2(2) 9-l] 9 and 
[2(2),-l][2(-2),21] = [0 920+4(-4-l)] = [0,0]; hence we see that (xx) P = 
[2(-2),21], But we also have [2(-2) ,-ll][2(2) ,-1] [0 9-12+U(3)] = 
[0,0]; hence we have (xx) A = [2(-2),-ll] / [2(-2)921'J = ( x x ) P . Hence 
squares do not have unique inverses in M, and in view of Lemma 2.5, M 
is not a weak inverse property loop. I 
Theorem 2.6. The nucleus N of the M-loop M of Example 2.3 consists of 
all elements of the form [0,m], where m is an integer. Furthermore, N 
is normal in M, and the factor loop M/N is the Infinite cyclic group s 
M-6 
Proof; Let [2i ak], [2j 9qJ 9 and [2r 9pJ be any elements in M such that 
([2i,k][2j,q])[2r 9p] = [2i,k]([2j,q][2r,p])„ Then we have 
[2i+2j + 2r,k+q+p-ij(2j-1)-r(i+j)(2r-l) J = [2(i+j+r) ?ktq+p-rj(2r-1)-
2 2 2 
i(r+j )(2(r+j . This implies that -2ij +ij-2ir tir~2jr +jr -
2 2 2 
~2]r +jr-2ir -4ijr~2i;] +ir+i]« It follows that 4i]r = 0, and hence 
we have either i = 0, j = 0 or r - 0. Hence if [x,yj is in N s then 
x = 0, that is, N C {[0,m]: m is an integer}. Conversely, for any i,j, 
k,q, and m 9 we have [0,m]([2i,k][2j,q]) - [0 sm][2i+2j sk+q-ij(2j-l)] = 
[2i+2j 9k+q+m-ij(2j-l)] = [2i,k+m][2j,qj = ([0,m_l[2i,k])[2j,qj. Hence 
[0,m] is in the nucleus of M. It follows that N - {[0,m]: m is an 
integer}. Now 9 for each [x,y] in M, define [x,y]<}> = x. Then <J) is a 
well-defined mapping from M onto the set of even integers. It is clear 
that ([x,y][u,v] )<j> - [ X j y l ^ - C u j v j c j ) . Hence cj> is a homomorphism from M 
onto the set of even integers with kernel N. It follows that N is 
normal in M and that the factor loop M/N is an infinite cyclic group 
since M/N is isomorphic to the even integers. I 
The above theorem shows that M-loops can have a structure that 
is quite close to the structure of Osborn loops .even though they may 
not be Osborn loops. 
We now show that if an M~loop also has the weak inverse property, 
then it must be an Osborn loop. The proof is broken down into a 
sequence of six lemmas and a theorem. 
Lemma 2.6. Let G be an M-loop which is also a weak inverse property 
loop. Let x be any element of G. Then the following triples are auto-
topisms of G: 
4/ 
(2.16) (L(x X)R"' 1(x), L(x), L(x A)) 
(2.17) (R(x), L(x A)R(x p)„ R(xP.)) 
(2.18) (R(x), R(x p)L' 1(x), R(x P)) 
(2.19) ( R ^ C x ) , R(x)L(x) v R" X(x A)) 
(2.20) (R" 1(x), L" 1(x A)R(x), R" 1(x A)) 
Proof: Since G is an M-loop, the triple (L(x),R 'VxP).JR ^ ( x P)L ( x ) ) is 
an autotopism of G by Theorem 2.2, Hence the triple 
(2.21) (pR " 1 ( x P)L ( x)A 9 L ( x h pR" i(x p)A) 
is an autotopism of G by Lemma 1.1. 
Since A 2 is an automorphism of G, we have pR (x P)A = pR(x P)A 2p -
p A 2 R ( [ x P ] A 2 ) p = AR ( x A)p. Hence we see that pR X ( x p )A = XR~ 1(x^)p. We 
-1 A A 
have also AR ( x ) p = L ( x ) b y Theorem 1.2. It follows that 
pR~ 1 ( x P)L ( x)A = pR" 1(x p)ApL(x)A = AR _ 1(x X)ppL(x)A = L ( x X ) R _ 1 ( x ) , where 
again we have used Theorem 1.2. Hence the autotopism (2.21) zan be 
written in the form (L (x A)R X ( x ) , L ( x ) s L ( x A ) ) 9 and we have established 
that (2.16) is an autotopism of G. 
Now we apply Lemma 1.1 to the autotopism (2.8) to obtain that 
the triple 
4 8 
(2.22) ( R ~ 1 ( x P ) , AL(x)R(x)p, A L ( x ) p ) 
is an autotopism of G. 
Since p 2 is an automorphism of G, it follows that A L ( x ) p 
2 2 2 
AL(x ) p 2 A = A p 2 L ( x P )A = p L ( x p )A ^ R " X ( x P )> where we have used 
Theorem 1.2 at the last step. Hence we see that A L ( x ) R ( x ) p -
p 2 - l p 2 - l 
AL(x)pAR (x )p = pL ( x )AAR ( x )p = R ( x )L ( x ) , where we have again 
2 2 
used Theorem 1„2. Thus ( R ~ i ( x P ) 5 R ~ , : L ( x P )L" 1(x ) , R ^ 1(x P ) is an auto-
? 2 0 0 0 
topism of G; hence (R ( x ) , L ( x ) R ( x ) 5 R ( x )) Is an autotopism of G 
for any x in Go Substituting x A for x , we obtain that ( R ( x ) j L ( x A ) R ( x P ) , 
R ( x P ) ) is an autotopism of G for all x in G, and we have established 
that (2.17) is an autotopism of G. Applying (2.17) to the pair (l.y), 
we obtain that x » y L ( x A ) R ( x P ) = y R ( x P ) . Hence we have y L ( x A ) R ( x P ) L ( x ) -
y R ( x P ) for all y in G„ Thus we have L ( x A ) R ( x P ) L ( x ) - R ( x P ) , or 
L ( x A ) R ( x P ) = R ( x P ) L ~ 1 ( x ) o It follows that the autotopism (2.17) can 
be written as ( R ( x ) s R ( x P ) L ~*"(x) 3 R ( x P )), and we have established (2.18). 
Now we take the inverse of (2.9) and substitute x A for x to 
obtain that (L ~*"(x A) ,R ( x ) ,L " * " ( x A)R ( x ) ) is an autotopism of G. Since 
(2.16) is an autotopism of G, it follows that (L ^ ~ ( x A ) 9 R ( x ) , 
L ~ 1 ( x A ) R ( x ) ) ( L ( x A ) R ~ I ( x ) , L ( x ) s L ( x A ) ) = (R~ 1 ( x ),R(x)L(x) 9L _ 1(x A)R(x)L(x A)) 
is an autotopism of G. By Corollary 2.1., with f replaced by x A in 
(2.10) 9 we have R " X ( x ) L ( x A ) = L ( x A ) R ( x A ) . Hence we have L " 1 ( x A ) R ( x ) = 
[ R ~ 1 ( x ) L ( x A ) ] " 1 = R ~ 1 ( x A ) L " ' 1 ( x A ) . It follows that L " 1 ( x A ) R ( x ) L ( x A ) = 
R ™ 1 ( x A ) L " 1 ( x A ) L ( x A ) = R _ 1 ( x A ) and that ( R ' ^ x ) ,R ( x)L ( x ) , R ~ X ( x A ) ) is an 
autotopism of G; hence we have established that (2.19) is an autotopism 
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of G. Now by (2.12) of Corollary 2 nl, we have R(x)L(x) = L^ 1(x A)R(x) 
Hence (R ^(x),L \ x A )R(x) ,R "*"(xA)) Is an autotopism of G, and we have 
established that (2.20) is an autotopism of G. 1 
Lemma 2.7 a Let G be a weak Inverse property loop. Then G is an M-loop 
if and only If, for every f and x in G, 
(2.23) L(fx) = L(x)R~ 1(x P)L(f)R(x P)„ 
Proof: Suppose that G is an M-loop„ Then by (2.18), (R(x),R(x P)L^ i ( x ) , 
R(x P)) is an autotopism of G for every x in G. It follows that we have 
the identity fx-yR(x P)L (x) = (fy)R(x P) for every f and y in G<. Sub­
stituting yL(x)R ~*~(xP) for y in the above identity, we obtain that 
fx-y = (f»yL(x)R~ 1(x P))x P, or yL(fx) = yL(x)R" 1(x P)L(f)R(x P)„ Since y 
is any element in G, we have (2.23). 
Now suppose that (2.23) holds for every f and x in G. Then we 
have fx^y = (f°(xy)R ^(x P))x P for every y in G 0 Substituting 
yR(x P)L ~*~(x) for y in the above identity, we obtain the identity 
fx-yR(x P)L~ 1(f) = (fy)x P. It follows that (R(x) aR(x P)L~ X(x) 5R(x P)) 
is an autotopism of G for every x in G. Hence (R(x P),R(x P )L ( x P ) , 
P 2 
R(x )) is an autotopism of G for every x in G. By Lemma l.l d 
2 2 
( p R " 1 ( x P )X 9R~ 1(x P),pL(x P)R~ 1(x P )A) is an autotopism of G. Since A 2 
2 2 
is an automorphism of G, we have p R ( x P )A = p R ( x P )A 2 p = 
2. 2. 
p A 2 R ( [ x P ] )p = AR(x)p = L (x), where we have used Theorem 1.2, 
Hence the autotopism above can be written (L(x),R "*"(xP),R ^ ( x P ) L ( x ) ) . 
It follows that G is an M-loop by Theorem 2.2. I 
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Lemma 2.8. Let G be any loop and suppose that (U,I,W) is an autotopism 
of G, where I is the identity mapping. Then the element u - 1U is In 
the left nucleus of G. 
Proof: Applying the autotopism (U,I 9W) to the pair ( x 9 l ) , we obtain 
that x U d = xW 3 or U = W. Now applying the autotopism (U,1,U) to the 
pair ( l 9 x ) , we obtain that u"x = xU, or L(u) - U. Hence (L(u) 9I 9L(u)) 
is an autotopism of G, It follows that for any x and y in G, ux-y ~ 
u #xy. Hence the element u is in the left nucleus of G. 1 
Lemma 2.9. Let G be a weak inverse property M-loop. Then we have 
x6^L "^(x) = x P x 9 and x P x is in the nucleus N of G for every x in G. 
- „ P , 
Proof: Let x be in G. Then we have x6 _L (x) = x9„pL (x) -
x(x x)L (x) = x x by Lemma 2 d . We now show that x x is in N , By 
Lemma 2.6 the triples (L(x A ) R " 1 ( x ) ,L(x) ,L(x A )) and ( R ( x ) ,L(x A ) R U M ) , 
R(x P)) are autotopisms of G. By Theorem 2.2, ( L ( x ) 9 R _ 1 ( x P ) 9 R " i ( x p )L(x)) 
is an autotopism of G, Furthermore, (6 \ 0 ~*",0 "J is an autotopism of 
X X X 
G since 0 is an automorphism of G. Thus the product ( L ( x A ) R \ x ) , 
X 
L ( x ) 9 L ( x A ) ) ( R ( x ) , L ( x A ) R ( x P ) , R ( x p ) ) ( L ( x ) 9 R " 1 ( x P ) , R " 1 ( x P ) L ( x ) ) ( 0 " 1 , 0 ^ I , E " 1 ) : 
X X X 
(L(x A)L(x)0~ 1 9L(x)L(x A)0 x 1,L(x A)L(x)0~ 1) = (L(x A)L(x)E ^ 1 , I, 
L(x A)L(x)0 "J is an autotopism of G. Now let u = lL(x A)L(x)0 , Then 
x x 
by Lemma 2.1 we see that u = (xx )0 = x P x P . By Lemma 2„8, x P x P is 
in the left nucleus of G. In view of Theorem 2.3 we may conclude that 
x P x is in the nucleus of G for every x in G. | 
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Lemma 2.10 o Let G be a weak inverse property M-loop and let x be in G 
m , -i . . . p A 2 X p p A p 2 
Then, letting a = x x, we have xa = x , ax = x , x a = x , ax ~ x , 
-1 -1 A A -1 p p 
xa - a x , a x = x a, a x = x a. 
Proof: We have xa = x(x Px) = xL(x P)L(x) = x0 = x9 = x A by Lemma 2.1. 
« x p x 
A A A 
Now we also have 1 = x J x = xa*x , and, since G is a weak inverse 
property loop, we see that X ' a x A = 1. Thus we have ax A ~ x P , since 
xx P = 1 = x°ax\ Since squares of elements in G have unique Inverses by 
A A A A p 2 
Lemma 2.5 and since p 2 is an automorphism of G, we have x x - (x x ) :: 
x P x P = x
P
» a x \ By Lemma 2.9, a is in the nucleus of Go Hence x^x^ -
x P , a x A = x Pa*x\. It follows that x P a = x A . Now we have 1 - x^x -
2 
x Pa*x = x P , a x , which implies that ax =• x'P . Furthermore, we have 
x P , x a ^ = x Px*a ^ - a*a ^ - 1, which implies that xa ^ - x P = ax. From 
^ _ P V a . • j - l . * ^ P ^ U v ^ -1 A 
ax = x , we obtain that ax a = x a = x . Hence we have x a = a x 
and x a = ax . From x a = x , it follows that ax a = ax = x . Hence 
U P P 1 -i p -1 P • * 
we have ax = x a and x a - a x . |" 
Lemma 2.11. Let G be a weak Inverse property M-loop and let N be the 
nucleus of G. Then N is normal in G, and the factor loop G/N is a Mou­
fang loop. 
Proof: If x is in G, then by Theorem 2,2 and Lemma 2„6, (L ( x ) ? R "VxP ) , 
L ( x)R ( x ) ) and (R ( x ) , L ( x A ) R ( x P ) , R ( x P ) ) are autotopisms o f G . It follows 
The proof of this lemma appears In Osborn vs [7] paper; however, 
there he assumes that G is an Osborn loop. 
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that N is normal in G by Lemma 1.3. 
We now show that for any x and y in G, the element e = y6 L ~*"(y) 
is in N. In (2.16) of Lemma 2.6, we replace x by x P to obtain that 
(L(x)R ^ ( x P ) , L ( x p ) , L(x)) is an autotopism which we will denote by a. 
In (2.9) of Theorem 2.2, we replace f by y A to obtain that (L(y A), 
R "''(y), R "'"(y)L(yA)) is an autotopism of G whose inverse we will denote 
by B. From (2.20) of Lemma (2.6) we obtain that ( R _ 1 ( x ) , L~ 1(x A)R(x), 
R "^(x^)) is an autotopism which we will denote by y . Finally, we let 6 
denote the autotopism (L([yx] A, R 1 ( y x ) , L([yx] A)R([yx] A)) which is 
obtained from (2.8) by substituting [yx] A for f. Then <5a6y = 
(L([yx] A)L(x)R" 1(x P)L' 1(y A)R" 1(x), R _ 1(yx)L(x P)R(y)L _ 1( X A)R(x), 
L([yx] A)R([yx] A)L(x)L _ 1(y A )R(y )R _ 1(x A)) is an autotopism of G. Now con­
sider the second permutation of SaBy, which we shall call V. From 
Theorem 1.2 we have R "*"(yx) = pL(yx)A. Hence by Lemma 2.7, we have 
R _ 1 ( y x ) = pL(yx)A = pL(x)R~ 1(x p)L(y)R(x p)A = 
(pL(x)A)(pR "*"(xP )A )(pL(y )A) (pR(x P)A). Since A 2 is an automorphism of G, 
we have pR(x P)A = pR(x P )A 2p = pA 2R([x P] A 2)p = AR(x A)p. Hence we have 
p R ~ 1 U P ) X = AR _ 1(x A)p and (pL(x)A )(pR _ 1(x p )A )(pL(y )A )(pR(x p )A) = 
( PL(x)A)(AR" 1(x A)p)(pL(y)A)(AR(x A)p) = R _ 1(x)L(x A )R _ 1(y ) L _ 1 ( x A ) by 
Theorem 1.2. It follows that V = 
R~ 1(x)L(x A)R" 1(y)L" 1(x A)L(x p)R(y)L" 1(x A)R(x). 
Now if a = x Px, then by the preceding lemma we have ax A = x P , 
and a is in N. Hence we have zL(x P) = zL(ax A) = a x A , z = a»x Az = 
zL(x A)L(a) for any z in G. Thus we see that L(x P) = L(ax A) = 
L(x A)L(a). Furthermore, we have zL(a)R(y) = az»y = a*zy = zR(y)L(a) 
for all y and z in G; hence we have L(a)R(y) = R(y)L(a) for all y in G. 
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It follows that V = R'" 1(x)L(x A)R" 1(y )L~ 1Cx A)L(x A)L(a)R(y)L" i(x A )R(x) = 
R" 1(x)L(x X)R~ 1(y)L(a)R(y)L~ i(x A)R(x) = 
R~ 1(x)L(x A)R™ 1(y)R(y)L(a)L" 1(x X)R(x) = R" 1(x)L(x A)L(a)L"" 1(x A)R(x) -
R (x)L( x P )L"'1 (x )R( x ) . But since x - x a by the preceding lemma, we 
have zL(x A) = zL(x Pa) = x Pa*z = x P u a z = zL(a)L(x P) for any z In G. 
Hence we may write L "*"(xA) = L ^(x Pa) = (L(a)L(x P)) ^ - L ^(x P)L 1 ( a ) . 
It follows that V = R~ 1(x)L(x p)L" 1(x p)L" 1(a)RCx) = R~ 1(x)L" 1(a)R(x) ^ 
(L(a)R(x))~ 1R(x) = (R(x)L(a))'"1R(x) =• L" 1(a)R"' i(x)RU) - L~\a). 
It follows that 6a3y = (L([yx] X)LCxJR"' 1(x p)L~ 1(y X)R~ 1(x), L _ 1 ( a ) , 
L([yx] A)R([yx] X)L(x)L' 1(y A)R(y)R^ 1(x A)). Since a is in N, we obtain 
that (L(a), I, L(a)) is an autotopism of G. Since G is a weak inverse 
-1 
property loop, (pL(a)X, L(a), pIX) - (R (a), L(a), I) is an autotopism 
of G by Lemma 1.1 and Theorem 1.2. Denoting this autotopism by e^ we 
have 6aS7£ = (L([yx] A)L(x)R" 1(x p)L" 1(y A)R~ i(x)R~ 1(a) 9 I 9 
L([yx] X)R([yx] X)L(x)L~ 1(y A)R(y)R" 1(x X)) is an autotopism of G. 
It follows that the element u = 
lL([yx] X)L(x)R~ 1(x p)L~ 1(y X)R~ L(x)R~ 1(a) is in N by Lemma 2.8 and Theorem 
2.3. Thus ua = 1L([yx] A)L(x)R - 1(x P)L" 1(y X)R* 1(x) is in N since both u 
and a are in N. It follows that x[yx] A - ty A(ua«x))«x P - ( y A u a x ) x P -
(y Xua)6 \ Now we have C y x ] X = [yx] Pb, for some b in N by the preceding 
lemma. Hence we see that y Pb = x(yx) Pb = x(yx) A - (y Xua)8 \ Thus we 
have (y Pb)8 = y X * u a 9 or (y8 )P-b = (y8 ) p*b8 = (y Pb)8 - y A u a 9 or 
X X X X X 
(y8^) P = y Auab \ Now we have y X - y P c for some c in N; hence we have 
y ^ e = y P*cuab \ Since y may be any element in G, we have y8 = ye 
X X. 
for some e in N. 
54 
We now show that the factor loop G/N is a Moufang loop. By-
Corollary 2.4, G/N is an M-loop. Now suppose xN Is in G/N and consider 
6 ^ , an automorphism of G/N. For any yN in G/N, we have (yN)9 jj ~ 
(yN)L(xN)L([xN] A) = (xN) A[(xN)(yN)] = (x A-xy)N - (y9 )N =• 
(y*y^ xL "*"(y))N - yN»(y9 xL ^~(y))N„ But we have just shown that y© xL "^(y) 
is in No Hence we have (yN)9 „ - yN„ It follows that 0 „ is the 
J
 xN J xN 
identity mapping in G/N for all xN In G/N. Thus it is obvious that G/N 
is a Moufang Loop. 1 
Theorem 2 U7. A weak inverse property M-loop G is an Osborn loop. 
Proof: We shall show first that the triple (L(g Af A)L~ 1([fg];, I , 
L(g Af A)L "'"([fg]A)) is an autotopism of G for all f and g in G. Let N 
be the nucleus of G. Let u = lL(g Af A)L ^([fg] A) u Then we have [fg] A ,u 
A A 
g f o Suppose tj) is the natural homomorphism of G onto G/N; then 
(gtf))A» (f tf))A = [f tJ)«gtJ)]A•ucj). By the preceding lemma, G/N Is a Moufang 
loop. Hence G/N is an inverse property loop, which implies that 
(g<}>)A.(fcj))A - (gt}))"1'(ft}))"1 = If^-g^T1 = [fcf>-gcf>]A. It follows that 
u<J> is the identity element In G/N u Thus we see that u is in N. Hence 
(L(u), I, L(u)) is an autotopism of G. Let x be any element In G. 
Then we have xL(g Af A)L™ 1([fg] A) = (g Af A•x)L" 1([fg] A) -
([fg] Au-x)L" 1([fg] A) - ([fg] A.ux)L~' 1([fg] A) = ux - xL(u)„ It follows 
that L(u) = L(g Af A)L~ 1([fg] A) and that 
(2 024) (L(g Af A)L" 1([fg] A), I, L(g Af A)L" 1([fg] A)) 
5 5 
is an autotopism of G for every f and g in G, 
By Corollary 2.3 we have L ( g A f A ) - R(g)L(f A)L(g A)R(g A). Hence 
the autotopism (2„24) may be written in the form 
(2.25) (R(g)L(f A)L(g A)R(g A)L~ 1([fg] A) 9 I, 
R(g)L(f A)L(g A')R(g A)L" 1([fg] A)). 
Applying this autotopism to the pair (x,g) s we obtain that 
xR(g)L(f A)L(g A)R(g A)L" i([fg] A)-g = (xg)R(g)L(f A)L(g A)R(g A)L~ 1(Lfg'J A) 
or that xR(g)L(f A)L(g A)R(g A)L" 1([fgJ A)R(g) = 
xR 2(g)L(f A)L(g A)R(g A)L ^([fg] A). Since x may be any element in G, we 
have R(g)L(f A)L(g A)R(g A)L~ 1([fg] A)R(g) - R 2(g)L(f A)L(g A)R(g A)L* X([fg]*) 9 
or L(f A)L(g A)R(g A)L" 1(Cfg] A)R(g) - R(g)L(fA )Hg A )R(g A)L" 1([fg] A) „ 
It follows that (2 U25) may be written in the form 
(2o26) (R(g)L(f A)L(g A)R(g A)L" 1([fg] X), I, 
L(f A)L(g A)R(g A)L" r l([fg] A)R(g))« 
By Corollary 2.3 and Lemma 2.7, we have R(g)L(f A)L(g A)R(g A) -
L ( g A f A ) = L(f A)R ^(f)L(g A)R(f)- Using this identity on the first permu­
tation of (2„26) and using on the last permutation of (2.26) the fact 
that L(f A)R(g A) = R~ 1(g)L(f A), which we obtain from (2„10) of Corollary 
2„1, we obtain that 
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(2.27) (L(f A)R" 1(f)L(g A)R(f)L" L([fg] A), I , 
L(f A)R" 1(g)L(g A)L" 1([fg] A)R(g)). 
Let the Inverse of (2.27) be denoted by 6. Let y be the auto­
topism (L(g A), R ~ 1 ( g ) , R~' 1(g)L(g A)) which is obtained from (2.9) by 
substituting g A for f. Let 8 be the autotopism (L(f )R "*"(f)9 L ( f ) y 
L(f A)) which may be derived from (2.16) by substituting f for x u Then 
the autotopism 68'Y is (L([fg] A)R~ 1(f )L~ 1(g A )R(f )L~ 1(f A )L(f A)R" 1(f )L(g\)
 9 
L(f)R~ 1(g) s R" 1(g)L([fg] A)L" 1(g A)R(g)L'' i(f A)L(f A)R' 1(g)L(g A)) * 
(L([fg] A)R" 1(f), L(f)R" 1(g), R",:L(g)L(Cfg]A)). This autotopism is 
(1.12); hence G is an Osborn loop. | 
We conclude this chapter with a few remarks concerning the 
normality of the nucleus of M-loops. All known examples of M-loops have 
normal nuclei; but it is not known whether this must be the case. We 
have seen that for any Osborn loop G, L(fx) = L(x)R "*"(xP )L(f )R(x p ) for 
any f and x in G. This identity does not hold in Example 2.2; however, 
we have the following theorem,, 
Theorem 2.8. Let G be an M-loop and suppose that L(fx) -
L(x)R \ x P )L(f )R(x P ) for every f and x in G. Then the nucleus N is 
normal in G„ 
Proof: Let f,x, and y be in G. Then we have the identity fx-y -
(fi*(xy)R ~^"(xP)) x P by hypothesis. Substituting yR(x P)L ^"(x) for y in 
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this identity, we obtain the identity fx«yR(x )L (x) - (fy)°x for ail 
f,y in G, Hence (R(x), R(x P)L ^(x), R(x P)) is an autotopism of G, 
Since (L(x), R "'"(x'3), L(x)R(x)) is also an autotopism of G by Theorem 
2,2; we have that N is normal in G by Lemma 1„3. 1 
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CHAPTER III 
THE STRUCTURE OF OSBORN LOOPS 
The main purpose of this chapter is to strengthen the result of 
Theorem 1.8. If we consider Osborn 1s loop H (Example 1.1), we see that 
it contains a normal subloop A, generated by the element a = [0,1], such 
that the quotient loop H/A is Moufang. This subloop is a proper subloop 
of the nucleus. In this chapter we show that the nucleus of any Osborn 
loop G contains two subloops, one contained within the other, such that 
both subloops are normal in G, the quotient loop of G over the larger 
subloop is Moufang; and the quotient loop over the smaller loop is an 
Osborn loop in which the left inverse of any element x is equal to thai 
element's right inverse. We shall also show that these subloops are 
minimal in the sense that they are the smallest normal subloops which 
yield quotient loops having the properties mentioned above. We then 
investigate structure of these two subloops and present some results con­
cerning their relationship to one another. 
Definition 3.1. Let G be a loop and let A be the subloop of G generated 
by the set (x px: xeG}. Then A is said to be the inner canonical subloop 
of G. 
Definition 3.2. Let G be a loop and let E be the subloop of G generated 
— 1 X 
by the set {y6 L (y): x 9yeG and 0^ = L(x)L(x )}. Then E is said to be 
the outer canonical subloop of G. 
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Note that x6^ pL (x) = x x is in E for every x in G„ Hence A is 
a subloop of E. 
Lemma 3.1. Let G be an Osborn loop. Then the outer canonical subloop 
E of G is contained in the center of the nucleus of G. 
Proof: Let N be the nucleus of G and consider the factor loop G/N. Let 
<j> be the natural homomorphism from G onto G/N and let x,y be in G. Then 
we have [ y O ^ ' ^ y )]cj> = [yL(x)L(xA)L~1(y)]<|> - C(xX-xy)L"1(y)]((» -
[(x(|>)X*(x(|))(ycf>)]L ~*"(y(f>). Now G/N is a Moufang loop by Theorem 1.8. It 
follows that [(xcj>)A° (x(j))(ycj))]L"1(y(j)) = (y<|>)L~1(ycj)) = 1, the Identity of 
G/N. Hence y@ L "*"(y) is in N; that is, E is contained in the nucleus N 
of G since the generators of E are in N. 
Now let b be in N and let e be a generator of E of the type 
specified in Definition 3.2. Then we have e = y ^ L ~^(y) for some x and 
y in G, The mapping L(y)R ~*"(y) has the property that lL(y)R X ( y ) = 1. 
Hence L(y)R ~*"(y) is an inner mapping of G, and the element f - bL(y)R ^(y) 
is in the nucleus of G since N is normal in G. It follows that y e b = 
ye«b = y6 »b = y6 «b6 = (yb)6 = (fy)6 = f6 *y0 = f»ye = f y e -
X X X X X X X 
yb*e = y ebe, where we have made use of Theorem 1.9 in asserting that 
b6 = b and that f6 = f. It follows that be = eb. Thus the generators 
x x to 
of E commute with every element in N. Now suppose S = {geE: gb = bg for 
all beN}. Then we have gh«b = g"hb = g b h - gb*h = bg°f = b^gh for all 
-1 • 
g 9h m S and all b m N. Hence we see that gh is m S a Clearly e is 
in S if e is in S. Hence S is a group. Since S contains a set which 
generates E 3 we have S = E. | 
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Lemma 3.2. Let G be a loop and let M be a subloop of the nucleus of G. 
Suppose that S is a generating set for M such that Sg C. gM and gS ^-Mg 
for all g in G. Then M is normal in G. 
Proof: We show first that Mg = gM for all g in G. Let Q be the set 
{aeM: (ay)L~ 1(y)eM for all yeG}. Note that S is contained in Q. Sup­
pose that b,c are in Q. Then, for any y in G, we have (bc*y)L "^(y) = 
(b-cy)L" 1(y) = (b-[y(cy)L" 1(y)])L" 1(y) = [ b y ((cy)L" 1(y ))]L _ 1(y) = 
[(y((by)L" 1(y)))-((cy)L" 1(y))]L" 1(y) = 
[y((by)L" 1(y))((cy)L" 1(y))]L" 1(y) = [(by)L" 1(y)][(cy)L _ 1(y)] and 
C(byL 1(y)][(cy)L _ 1(y)] is in M since (by)L - 1(y) and (cy)L - 1(y) are in 
M and M is a subloop of the nucleus. It follows that be is in Q. Now 
consider b ^ for any b in Q. We have (b ^"y) = y ( b ^y)L "^ "(y) for any 
y in G. Hence we see that y = b»b "*"y = b*(y(b "*"y)L \ y ) ) = 
by.(b" 1y)L" 1(y) = ( y (by )L" 1(y ) ). (b" 1y)L" 1(y) = y[ (by )L _ 1(y) • (b _ 1y )L_1(y)] 
since (by)L ~*"(y) is in the nucleus of G. Hence we have (b "*"y)L ^(y) = 
[(by)L 1(y)] 1 and (b 1y)L 1 ( y ) is in M. It follows that Q is a subgroup 
of M. But we have S ^  Q since Sg _ gM for all g in G. Thus Q equals M 
since S generates M, and we see that Mg _- gM for all g in G. In like 
manner, one can show that gM _ Mg for all g in G; thus we have gM = Mg 
for all g in G. 
Bruck [2] has shown that the inner mapping group I of G is 
generated by all of the permutations of the form R(x,y) = R(x)R(y)R "^(xy), 
T(x,y) = R(y)L(x)R 1 ( x y ) , where x,y are in G. Thus to show that M is 
normal, we need only show that M is mapped into itself by all such permu­
tations and their inverses. Thus let a be in M. If x,y are in G, then 
6 1 
we have aR(x,y) = (ax»y)R (xy) = (a*xy)R (xy) = a, or aR(x,y) = a 0 
Thus we have aR 1 ( x 3 y ) = a. It follows that (M)R(x,y)C-M and 
-1 -1 (M)R (x,y)C M. Furthermore
 3 we have aT(x,y) = aR(y)L(x)R (xy) = 
-1 -1 -1 -1 (x°ay)R (xy) = (xa*y)R (xy) = (((xa)R (x)*x)y)R (xy). Now we have 
shown that Mx = xM for all x in G; hence we have (xa)R X(x) In M. It 
-1 
follows that (xa)R (x) is in the nucleus and that aT(x,y) -
(((xy)R~ 1(x)*x)y)R~ 1(xy) = ((xa)R~ 1(x)-xy)R™ 1(xy) = (xa)R" 1(x) and 
(xa)R""1(x) is in M. Thus we see that MT(x,y)C-M. 
Now we also have aT X ( x 9 y ) = (a*xy)L X(x)R ^(y) = 
(ax-y)L" 1(x)R" 1(y) = ((x-(ax)L _ 1(x))y)L" 1(x)R _ 1(y) = 
(x»((ax)L"" 1(x)»y))L"" 1(x)R~ 1(y) = (ax)L~ 1(x) since (ax)L~ 1(x) is in M 
and the nucleus. It follows that MT ~*"(x,y) c. M. Hence M is normal in 
G. | 
The proof of the above lemma is contained implicitly in the proof 
of Theorem 1.12. We are now ready to prove that the subloops E and A 
are normal in G. 
Theorem 3.1. Let G be an Osborn loop and let A be its inner canonical 
subloop of Go If a is in A and r is in G, then we have 
(3.1) a(rr) = (rr)a. 
Furthermore, A is normal in G, and the factor loop G/A is an Osborn loop 
in which inverses are unique; that is, the left inverse of any element 
equals that element's right inverse. 
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Proof: Suppose that a is a generator of A of the type described in 
Definition 3.1 and that r is in G. Then by Lemma 2.10 and Theorem 1.9, 
we have sa = s6 for some s in G. Now we see that (s*rr)8 = 
s s #rr 
X 2 X 2 
(s»rr) = s #rr = sa»rr = s #a(rr), where we have used Theorem 1.9, 
and the fact that squares have unique inverses in the Osborn loop G. 
By definition of A we have (s #rr)6 = (s #rr)d for some d in A. 
s»rr 
^2 
Using Theorem 1.9, we obtain that (s #rr) = d(s*rr) = d #(s #rr)d. 
Hence we have d ^(s #rr) = (s #rr)d. It follows that sa'rr = (s»rr)6 = 
s *rr 
(s»rr)d = d ''"(s^rr) = d ^s»rr. Hence we have d ~^s = sa. But we also 
X 2 -1 
have asa = as = s by Theorem 1.9. Hence we see that a s = sa. It 
follows that d "'"s'rr = sa»rr = a ^"s#rr, or d = a. Hence we have 
s«a(rr) = sa»rr = a ^"s-rr = d ^(s*rr) = (s*rr)d = s*(rr)a, or a(rr) = 
(rr)a. 
Now let S = {geA: g(rr) = (rr)g for all r in G}. We have 
shown that a generating set for A is S. If a,b are in S, then we have 
ab»rr = a»b(rr) = a #(rr)b = a(rr)*b = (rr)a»b = (rr)-ab, or ab is in S. 
Similarly, we have a ^ in S if a is in S. 
It follows that S is a' group and that S = A, since S contains a 
set which generates A. We have now established that (3.1) holds. 
We can now prove that A is normal in G. Again let a be a 
generator of A of the type described in Definition 3.1; then we have 
a - x Px for some x in G. Let y be in G and set b = y P y and c = (xy) P(xy). 
X 2 X 2 X 2 
Then we have ( x y ) c = ( x y ) 6 = (xy) = x y = xa«yb = x«ayb since X 2 
x y 
is an automorphism of G. It follows that ay = ycb Since a(yy) = 
(yy)a, we have a y y = y y a or ycb ^»y = y y a . Thus we see that 
cb y = ya» Now we have shown that if a is a generator of A of the type 
described above and if y is in G, then ay = yy and ya - yy, where y is 
in A„ It follows that the set S = {x Px: xeG} has the property that 
SgC. gA and gS Ag for all g in G. Thus A is normal in G by Lemma 3,2, 
A 2 A 2 
Now consider the factor loop G/A. We have (xA) = x A = (x0 )A = 
(x0 )A = x(x Px)A = xA for any xA in G/A. Hence we have (xA) A •= 
x^ 
( x A ) P . I 
We now show that A is minimal, in a certain sense. 
Theorem 3.2. Let G be an Osborn loop with inner canonical subloop A. 
Let R be any normal subloop of G such that G/R is an Osborn loop in 
which inverses are unique. Then A is a subloop of R. 
Proof: Let x be in G. We have (x Px)R = (xR) P(xR) = (xR)" 1(xR) = i, 
the identity in G/R. Hence x Px is in R. It follows that a generating 
set for A is contained in R; hence A is a subloop of R. 1 
We now proceed to show that E is normal in G. 
Theorem 3.3. Let G be an Osborn loop. Then the outer canonical subloop 
E of G is normal in G s and the factor loop G/E is a Moufang loop. 
Proof: Suppose that e is a generator of E of the type described in 
Definition 3.2. Then we have ye - y9^ for some x and y in G, Now let 
z be such that zy = x. Then we have (zy)8 = (zy)9 = zy-a for some a 
J
 x zy 
in A, the inner canonical subloop of G. Hence we have (zy)a = (zy)0^ -
z0 *ye. Let f = z0 L X ( z ) . Then f is in E and zf #ye = z y a , or 
6 4 
fye = ya. By Theorem 3.1, A is normal in G; hence the element 
g = aL(y)R 1 ( y ) is in A since L(y)R ^"(y) is an inner mapping of G. It 
follows that fye = gy. Hence we have ye = f ^gy, where f ~*"g is in E. 
Now let h be such that (yy)Q^ = ye»ye = y y h . Then h is in E 
and we see that ey = yhe "*". 
Now let r be any element in G. Let w be such that r = wy. Then 
we have re = w y e = w y 8 ^ = (™®x^'y^®x = h»(w8 ^ » y ) 9 and h is in E by 
the preceding part of the proof. Furthermore, w8^ can be written as kw 
for some k in E. Hence we have w = k*w8 \ or kw ^ = w6 \ It follows 
x x 
that re = h(w6 ^ y ) = h(k V y ) = hk "'"•wy = hk "'"•r. We have shown that 
re = hk "'"•r, where hk ^ is in E. Now consider (yr)Q^ = yvi for some 
I in E. Then we have y6 •rB = yr»£, or ye»nm = yr*£, where nm = r6 . 
X X X 
Thus we see that m is in E and enm = rH, or er = r£m "*" and to is in E. 
It follows that eg is in gE and ge is in Eg for all g in G. Thus we see 
that E is normal in G by Lemma 3.2. 
Now consider the factor loop G/E. Let xE and yE be any two 
elements in G/E. Then we have (xE) A[(xE)(yE)] = (x A*xy)E = (ye)E for 
some e in E. But this implies that (xE) A[(xE)(yE)] = (ye)E = yE. It 
follows that the automorphisms 8^ of the factor loop G/E are identity 
mappings and that G/E is a Moufang loop. | 
Theorem 3.4. Let G be an Osborn loop and let R be a normal subloop of 
G such that G/R is a Moufang loop. Then R contains the subloop E. 
6 o 
Proof: Let e = y e ^ L ( y ) for some x,y in G„ Then we have eR -
(y6 L" 1(y))R = ([x X«xy]L" 1(y) )R = [(xR) X-(xR)(yR)]L~ i(yR) = 1R since G/R 
is a Moufang loop. It follows that e Is in R. Since these e''s generate 
E, we have E C R . | 
We now turn our attention to the relationship of these two sub-
loops to one another. 
Lemma 303„ Let G be an Osborn loop. Then the following identities hold 
for any x
 9y in G. 
(3.2) e e = e e 
x y y x 
(3.3) y e " " 1 = y e ^ e 
xy y x 
(3.4) x e " 1 = x e " 1 e 
x y x y 
(3.5) xy - x0 »y6 
y x 
(3.6) y9 = y 
J
 xx J 
(3.7) (yy)6x - yy 
Proof: For any z in G, we have z9 6 - zL(x)L(x X)8 - (x X .xz)6 -
— — x y y y 
A A (x6 ) u(x6 • z0 ) = (xf)' »(xf*z6 ) for some f in E, the outer canonical 
y y y y 
subloop of G. Thus we have z6 6 - z0 fi
 r . But, since f is in the r
 x y y xf 
nucleus 9 we have 0 _ = 0 by Theorem 1,9. Hence we see that z8 6 = s
 xf x J x y 
z6 0 for all z in G; that is, 6 6 = 0 0 and we have verified (3.2). 
y x x y y x 
Now by Theorem 1.1 9 we have y(xy) P = x P since G is a weak Inverse 
2 2 2 2 D 0 D 0 D 0 0 
property loop. Thus we have y(xy) "(xy) =• x (xy) - x (x y ) since 
o . -1 "1 
D is an automorphism of G. It follows that y 0 = y8 = 
2 2 2 2 i ( xy) 
0 0 P O P D ~jl 
y(xy) »(xy) = x (x y ) = y 0 2 = y^ 9 s where we have used 
x p y x 
Theorem 1.7 and Theorem 1.9. Thus we have established (3.3). 
A A 
Now we may also use Theorem 1.1 to conclude that (xy) x ™ y . 
Hence we have (xy) A »(xy) Ay = (xy) A y A = x A y A °y A. It follows that 
A 2 A A 2 A 2 A -1 -1 
x 0 ~ x0/ s A - (xy) *(xy) x = x y *y = x0 0 = x 0 0 , where we 
xy ( x y ) A J J J J x o x y ' 
y 
have again used Theorem 1.7 and Theorem 1.9. Using (3.2), we obtain 
that x = x8 0 ~*"8 = x8 "^0 0 \ or x 0 = x0 "*"0 . Hence we have 
x y xy xy x y xy x y 
established ( 3 . 4 ) . 
Using all of the above identities, Theorem 1.9, and the fact that 
p 2 is an automorphism, we obtain that (xy) P = (xy)0 = x0 ~*"#y0 ^ ~ 
2. 2. 2. y y y 
X 0 " 1 © 'y©" 1© = x P 0 *y P 0 = ( x 0 «y0 ) P . It follows that xy = x 0 «y0 
x y y x y x y x y x 
and we have established (3.5). 
In order to calculate y 0 , we first calculate y 0 . If N is 
J
 xx J xx*y 
the nucleus of G, then in G/N we have (xx*y)N = (xNxN) jyN = xN-(xNyN) -
(x*xy)N since the factor loop G/N is a Moufang loop. Thus, if n is such 
that (xx«y) = (x #xy)n, then we have (x pxy)NnN = (x*xy)nN = (xx*y)N = 
(x r ixy)N. It follows that n is in N. Hence we see that 8 = 0 . , 
J
 xx*y (x*xy)n 
0 by Theorem 1.9. Thus we have y 0 - y 0 e " 1 © -
x*xy xx-y x x xx #y 
[x A(xx)]0 ^0 = [x A(xy)]0 "^ 0 = [x A(xy)]0 0 where we have 
x xx°y x x*xy J x*xy x 
also used (3.2) and Theorem 1.7. Now consider [x A(xy)]0 = 
J
 x»xy 
x A 0 «(xy)0 = ( x 0 ) A*(xy)8 . By (3.3) and (3.4) we have 
x*xy J x-xy x°xy x*xy 
67 
x6 1 = x6 ^ 6 and (xy)6 1 = (xy)6 ^9 . Using these identities and 
x»xy x xy x»xy J xy x ° 
the identity (3.2). we obtain that x0 = x9 9 - 1 and (xy)9 = 
J
 ' x»xy x xy J x»xy 
(xy)9 e" 1 . Hence we have [x X(xy)]9 = (x9 ) X»(xy)9 = 
J
 xy x x»xy x«xy J x*xy 
(x6 9" 1) A-(xy)9 9" 1 = (x9 _ 19 ) X-(xy)9 9 _ 1 = (x9 _ 19 9 ) X-(xy)9 e" 1 = 
x xy J xy x xy x J xy x x y x ^ xy x 
(x6 ) X ,(xy)9 6 1 , where we have again made use of (3.2) and (3.4). It 
y J xy x to 
follows that [x X(xy)]9 9 _ 1 = C(x9 ) X'(xy)9 e" 1]9" 1. Now let c, a, 
J
 x*xy x y ^ xy x x 
and b be such that xa = xe^, yb = Y 9y? a n c^ X V C - ^x^^QXy' T n e n a » b» 
and c are in the nucleus by Theorem 1.9, and we have y9 = 
'
 J
 xx'y 
[x X(xy)]9 9 _ 1 = [(x9 ) X-(xy)9 9" 1]9" 1 = C(x9 ) X-((xy)c ) e" 1]9~ 1. 
J
 x'xy x y xy x x y J x x 
-1 -1 -1 -1 
Also by Theorem 1.9, we have ((xy)c)9 = (xy)9 »c6 = (xy)e *c since 
X X X X 
c is in the nucleus. Thus we see that y6 = [(x6 ) X»((xy)c)9 ^~~\Q 1 = 
J
 xx »y y x x 
[ (xe ) x-((xy ) e" 1-c ) ] e " 1 = [ { (xe ) x.(xy ) e' 1}c ] e " 1 = 
y x x y x x 
[ (xe ) X-(xy ) e " 1 ] e " 1 « c e ' " 1 = [(xe ) X - ( x y ) e ~ 1 ] e ~ 1 - c . Now by (3.5) we have 
y ^ x x x y • ' x x 
X —1 -1 
that xy = x6 » y e . Hence we see that y6 = [(x6 ) «(xy)e ]8 *c = J
 y y x J xx *y y - ^ x x 
[ (xe ) x - ( x e . y e ) e " 1 ] e" 1-c = [ (xe ) x - ( x e e" 1-y ) ]e" 1-c = 
y y J x x x y y x J x 
[(x6 ) X»(x6 ^e *y)]6 »c, where we have again made use of (3.2). Now 
y x y J x 
from xa = x6 , we obtain that x6 "^a = x, or x6 1 = xa 1 . Furthermore, 
x' X X 
X 2 X 2 X 2 
by Theorem 1.9 we have x y c = ( x y ) 0 = ( x y ) = x y = x6x«ye = 
xy y 
xa«yb, from which we obtain that ayb = yc, or a ^y = ybc \ It follows 
that 
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YE = [(x6 ) A ' (XE" 1 E .Y)]E 1«c 
XX»Y Y X Y X 
[(x0 ) A-(xa' 1)0 -y]0 1-c = [(x0 ) A-((x0 -a 1)y)]0"" 1-c 
y y J x y y J x 
[(x0 ) A-(x0 -(a 1 Y ) ) ] 6 1 - c = C(x0 ) A-(x0 -ybc" 1)]0 _ 1-c 
y y x y y x 
[(x0 y) A-((x0 y-y)bc" 1)]0 x 1.c = [((x0 y) A-(x0 y-y))bc~ 1]0 x 1'C 
([(x6 ) A-(x0 •y)]0" 1-(bc" 1)0" 1)c = ([(x0 ) A-(x0 •y)]0" 1-bc 1 ) c 
y y x x y y x 
[(x0 ) A-(x0 • Y W ^ B , 
y y x 
where we have made use of Theorem 1.9 again. Now we have x0 = xe for 
y 
some e in the outer canonical subloop of G. Hence e is in the nucleus, 
and we see that 0 0 = 0 = 0 by Theorem 1.9. It follows that 
x y xe x J 
y0 = [(x0 ) A«(x0 -y) ] © " 1 ^ = y0 . 0 _ 1«b = y0 0" 1 «b = yb. By (3.3) 
;
 xx«y y y - ' x x 0 x J x x J J 
-1 -1 - l y -1 
we have y0 = y0 0 , or y = y0 0 0 = y0 0 0 , where we 
J
 xx #y J y xx J J y xx xx #y J xx #y y xx 
have used (3.2). It follows that y0 = y0 0 _ 1 = (yb)0 _ 1 = 
xx »y y xx xx 
y©"" 1^©" 1 = y 0 _ 1 ' b by Theorem 1.9 and (3.2). Thus we see that y 0 - 1 ' b = 
J
 XX XX J XX XX 
y0 = yb, or y = y0 Thus we have y0 = y, and we have established 
J
 xx *y J J J xx J xx 
(3.6). 
By (3.5) we have (yy)0 *x0 = y y x . But by (3.6) we also have 
x yy 
x 0 y y = x, where we have interchanged x and y. Thus we have y y x = 
(yy)0 #x0 = (yy)0 *x. It follows that (yy)0 = yy, and we have estab-
lished (3.7). I 
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Corollary 3.1. Let G be an Osborn loop. Then the subloop of G generated 
2 
by the set S = {x : xeG} is a Moufang loop. 
Proof; Let S' - {yeG: y9^ ~ y for any x in G}„ If r and s are in S', 
then we have (rs)9 = r0 »s9 - rs for all x in G; that is, rs is in 
X X X 
S'. Now let u and v be in G such that ru - s and vr - s. Then we have 
r su9 =(ru)9 = s 9 = s: that is, u0 = u. Similarly, we have v6 ~ v. 
X X X X J X 
Hence u and v are in S'. It follows that S' is a subloop of G. By 
2 2 r~ 
(3.7) we have y 6^ - y for every y in G, It follows that S ^ S ' . Hence 
S' contains the loop generated by S. Thus by Theorem 1.7 we see that 
xz*yx = (xz)»(y0 °x) = (xzy)x for any x, y, and z in the loop generated 
X 
by S; that is, the set S generates a Moufang loop. I 
Theorem 3.5. Let G be an Osborn loop. Let x,y be in G and let a,b,c, 
and e be in G such that xa = x0 , yb - y8 , (xy)c - (xy)6 , and 
x x xy 
ye = y9^. Then we have the following identities: 
(3.8) eye = y 
(3.9) xe = x9 
y 
(3.10) e 2 = abc 1 
Furthermore, the square of any element in the outer canonical 
subloop E is in the Inner canonical subloop A. 
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Proof; Observe that e is in E, and hence e is in the nucleus of G. 
From (3.7) we have yy = (yy)9 = ye "ye = y e y e , which implies that 
eye = y. Thus we have established (3.8). 
Now let f be such that xf - x0 . Then by (3.5) we see that 
y 
xy = x6 »y8 = xf»ye = x*fye, or y = fye. Since we have shown that 
y x 
y = eye 3 we have f = e, and we have established (3.9). 
Now we have (xy)0 = xa*ye = x*aye. Since x*ayb = xa uyb ~ 
A 2 A 2 A 2 
x y = (xy) =(xy)0 = x y c = x*yc, we see that ayb - yc, or 
xy 
ay = ycb . Hence we have (xy)0^ = x*aye = x y c b ~*"e0 By (3,8) we 
have cb ^"e(xy)cb "'"e = xy 9 where we have read xy for y and cb "'"e for e. 
It follows that (xy)e "'"be ^ = cb "'"e(xy). By Lemma 2.10 and the fact 
that the outer canonical subloop E is an Abelian group, we obtain that 
(xy)e "4dc "*" = cb ^e(xy) = b "*"ec(xy) = b "'"e(xy)c "*", or (xy)e "'"b -
b ~*"e(xy). By (3.9) we are permitted to read x for y In (3.8). Hence 
we have exe = x, or xe = e "*"x. We also have e "*"y = ye by (3 Q8). Thus 
we see that b ~*"e(xy) = (xy)e "4d = e ~*"(xy)b = e "*"xb ^y, where we have 
again used Lemma 2.10. It follows that b ~*"ex = e "*"xb "*", or e 2b "*"x ~ 
— 1 —1 —1 A 2 A 2 A 2 
xb . Now from a xb y = xa»yb = x0 *y8 = x y = (xy) = (xy)0 -
J J J y J J J ^ 
(xy)c = c (xy) = c x uy V J we obtain a xb = c x, or xb = c ax, 
2 -1 -1 -1 2 -1 
Thus we have e b x = xb = ac x. It follows that e - abc , and we 
have established (3.10). 
Result (3.10) shows that the square of any generating element of 
E of the type described in Definition 3.2 is in A. Since E is an 
Abelian group, it follows that the square of any element in E is in A„ | 
7 1 
Theorem 3.6„ Let G be an Osborn loop which is generated by a set con­
sisting of two elements. Then the inner canonical subloop A is generated 
by a set containing no more than three elements, and the outer canonical 
subloop E is generated by a set containing no more than four elements, 
three of which are in the inner canonical subloop A, 
Proof: Let the set {x^y} generate G and let a,b, and c be such that 
xa = x ® x 9 yh = ySyj a n d x y c = (xy)6 . We shall show that the subloop 
S generated by the set {a,b sc} is normal in G, and we shall make free 
use of Lemma 2. 10 and Theorem 1.9 in the calculations that follow,, From 
A 2 A 2 A 2 
(xy)c = (xy)6 = (xy) = x y ~ xa^yb = x°ayb, we obtain that 
x y 
a y = ych "*"•> By Theorem 3.1, we have a #yy - y y a „ Hence we see that 
y.ya = y y a = a»yy = a y y = ycb 1 - y s or ya - cb j ly. 
From c 9xy = xy°c = (xy)0 = xa #yb - a xb °y, we see that 
x y 
c "'"ax - xb \ or xb - ca "^x, From Theorem 3.1, we obtain that bx*x = 
b"xx - xx*b = x*xb = X"ca "*"x - xca ^*x. Hence we have bx = xca \ 
From ay = ycb 1 we obtain that yc = ayb = ab "*"y, and from 
-1 . -1 bx = xca we obtain that ba x = xc. Similarly we may prove that 
cx = xa "4) and cy = yb "^a. 
Now let Q = {dsSs dxsxS and xdcSx}. We have shown that a,b, 
and c are in Q. Now let r and s be in Q and let r v and s 1 be in S such 
that rx = xr 8 and sx = zx'o Then we have rs*x = r*sx = r*xs v ~ 
rx«s' = xr'-s' - x«r 1s'. We have just shown that (rs rx)L ^(x) Is in So 
- 1 
Similarlyj we can show that (x»rs)R (x) is in S. Hence we see that rs 
is in Qo Similarly, we may show that r 1 is in Q, It follows that Q 
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is a loop and that Q = S. We have shown xS = Sx. We may also show 
that yS = Sy. 
Now let Q f be the set {zeG: zS = Sz}. Let r and s be in Q, Let 
d be any element in S. Then d*rs = dr*s - r d f , s - r'd's = r*sd" -
rs*d", where d f and d" are in S such that dr - rd' and d's = sd". Thus 
we see that d 9rs is in (rs)S. Since d was chosen arbitrarily in S, we 
have ( r s ) S ^ S(rs). We may also show that (rs)S - S(rs). Hence we have 
rs in Q 1. Now let v be in G such that rv = s. Let d be in S, Then 
we have r*vd = r v d = sd - d's = d f T V = d'r*v = rd"*v = r*d"v, where 
d 1 and d" are in S such that d's = sd and d'r = rd". Thus we see that 
vd = d"v and that vS C- Sv since d was arbitrarily chosen in S, We may 
also show that Sv C- vS. Hence we see that Sv = vS and that v is in Q'o 
In like manner we may show that, if v' is such that v'r = s, then v is 
in a ?. It follows that Q' is a loop. Since we have shown above that 
x and y are in Q', we have Q' - G. Now by Lemma 3.2, S is normal In G 
since we have shown that zS = Sz for every z in G. 
Now consider the factor loop G/S. It is generated by set 
A 2 A 2 
{xS,yS } o Now we have (xS) - x S - x6^S = xa 9S = xS. Similarly, we 
A 2 
see that (yS) = yS. Since A 2 is an automorphism, it follows that A 2 
is the identity mapping in G/S. Hence G/S is a loop in which Inverses 
are unique. Now by Theorem 3.2, we have S 3 A. But it is clear 
that A^> S. Thus we see that S = A. 
If z is any element in G, we denote zS by z. Thus x and y 
generate G/S since x and y generate G. We shall show that the outer 
canonical subloop of G/S is generated by the element e - y8-L "'"(y). 
By Theorem 3.5, we have e 2 = 1, ey = ye, and ex = xe. Since e is in 
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the nucleus of G/S and since the set {x,y} generates G/S, we see that 
the subloop E generated by e is normal in G/S by Lemma 3.2 since the 
equations ey = ye and ex = xe together with the fact that e is in the 
nucleus of G/S imply that e G/S G/Se and that G/S e J e G/S. Now let 
Q = {zeG/S: zQ-L ^~(z)eE}. Clearly, we have y is in Q, and since 
x y = xe by (3.9), we have x in Q. If r,s are in Q, then we have 
(rs)8- = rf»sg = r'fsg, where f and g are in E. But since E is normal in 
in G/S, we have fs = sg', where g' is in E. Thus (rs)0- = 
y 
rs»gg f and gg' is in E. Hence we see that rs is in Q. Now let z be 
such that rz = s. Then we have r0- z0- = s0-. Let f 1 and h be such 
y y y 
that f'r = r0- and zh = z0-. Now we have f'r = rf for some f in G/S. 
y y 
But, since r is in S,we have f is in E. Hence we see that f 1 is in 
since E is normal in G/S. Now we have rz»b = f' "'"•sg since both h and f' 
are in the nucleus. Since f' 1 is in E and since E is normal in G/S, we 
have f T "*"s = sk, where k is in E. It follows that rz*b = s'ky, or 
h = kg and h is in E. Hence we have z is in Q. In a similar manner one 
can show that if qr = s, then q is in Q. It follows that Q is a loop. 
Since Q contains x and y, we have Q = G/S. Similarly, we may also show 
that the set {zeG/S: z0-L - 1(z )eE) = G/S. 
Now let q be in G/S and let T- = {zeG/S: z e-L~ 1(z)ce}. From 
q q 
yq = y8-*q0-, we obtain that yq = y0 *q fq, where q'q = q0-. Now we have 
q y § y 
q'q = qq" for some q" in E. Since E is normal in G/S, we have q 1 in E. 
It follows that y is in T-. Similarly, we can show that x is in T-. By 
J
 q J q 
applying an argument to T- which is parallel to the one applied to Q 
q 
above, we obtain that T- = G/S. Thus we have established that if z and 
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y are in G/S, then z6->L "'"(z) is in E\ that is E contains a set which 
q 
generates E. Hence we have E E, but it is clear that E C~ E. Thus we 
see that E - E. 
Now let e be in G such that eS = e. If f is an element of the 
outer canonical subloop E of G, then f - fS is in E, Hence we have 
f = e 1 for some integer i. It follows that fe 1 is In the inner 
canonical subloop A or S. Hence f is in the subloop generated by 
{e,a 3b,c}; that is, the outer canonical subloop E of G is generated by 
the set {e,a,b,c}. | 
The above theorem is not true, in general, for M-loops, a fact 
which we now show. 
Example 3.1. Let M be the triple product of the integers with them­
selves. We introduce a binary operation on M by the following equations„ 
(3.11) [2i, k, m][2j, p, q] = [2i+2j , k+p-ij(2j-1)
 9 q+m-ij(2j-I)] 
[2i+l, k, m][2j, p, q] = [2i+2j+l, k+p-ij (2j-l)--j2+j , 
2 
n+m-ij(2j-l)-j ] 
[2i 9 k, m][2j+l, p, q] = [2i+2j+l, m+p -ij(2j+1), 
q+k-ij(2j+l)] 
[2i+l, k, m][2j+l, p, q] = [2I+2J+2, m+p-ij(2j+l)~j 2-j, 
q+k~ij(2j+l)-j 2] 
/B 
By direct computation it can be shown that M has an identity 
[0,0,0] and that M is an M-loop. 
Theorem 3.7. The inner canonical subloop of M consists of all elements 
of the form [0,n,m], where n and m are integers. 
Proof: Let x be in M and suppose that x is of the form [2i,k,m]. Then 
we have x P = [2(™i), -k+2i 3+i 2, -m+2i 3+i 2]. Hence we have x Px = 
[ 0 , 4 i 3 5 4 i 3 ] o 
Now suppose that x is of the form [2i+l, k, m ] . Then we have 
x P = [2(-i-l)+l, -m+2i 3+4i 2+2i, -k+2i 3+4i 2+3i+l] and x px = 
[2(-i-l)+l, -m+2i 3+4i 2+2i, ~k+2i 3+4i 2+3i+l][2i+l, k, m] = 
[0, 4i 3+6i 2+3i+l, 4i 3+6i 2+3i]. 
It follows that the inner canonical subloop A is a subset of the 
set of elements of the form [0,n,m]. If x = [1,0,0], we have x Px = 
[0,1,0], and, if x = [-1,0,0], we have x P x = [0,0,-1]. Since the set 
{[0,1,0], [0,0,-1]} generates the set of elements of the form [0,n,m] 
and is contained in A, we have A = {[0,n,m]: n,m are integers}. 1 
It is clear that the element [1,0,0] is a generator of M, but the 
inner canonical subloop of M is generated by no set consisting of less 
than two elements. One may verify by direct calculation that the direct 
product M © M is an M-loop which has a generating set of two elements 
and whose inner canonical subloop has no generating set of less than 
four elements. We now show that Osborn's loop H is a homomorphic image 
of M. 
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Theorem 3.8. Osborn's loop H (Example 1.1) is a homomorphic image of 
M. 
Proof: For any [i,j,k] in M define [i9j9k]<f> = [i,j-k]. Now let x and 
y be in M. 
Case I. The elements x and y are of the form x = [2i,k,m], y = [2j 9Jo sn] 
Then we have x<f> = [2i, k-m], ytf) = [2j, £-n], and (xy)(j> = C21+2j , 
k+£-(m+n)]. Furthermore, in Osborn's loop H, x<\>my$ = [2i 9 k-m] 
[2j, £-n] = [2i+2j, k-m+£-n] = (xy)cf>. 
Case II. The elements x and y are of the form x = [21+1, k, m] and 
y = [2j, n]„ Then we have xcj) = [2i+l, k-m], ycj> - [2j , &-n], and 
(XY)c|> = [2j + 2j + l, k+A-m-n+j] = [2i+l, k-m][2j 9 &-n] = xcf)*y(f). 
Case III. The elements x and y are of the form [2i 3k,m] and 
[2j+l, £, n ] , respectively. Then we have (xy)(() - ([2I+2J+1, 
£+m-n-k]) = [21, k-m][2j+l, J6-n] = xty'yty. 
Case IV. The elements x and y are of the form [2i+l, k, m] and 
[2j+l, it, n ] , respectively. Then we have (xy)(J> = [2i+2j+2, £+m-n~kj] 
[2i+l, k-m][2j+l, il-n] = X<T>»Y<J>. 
It follows that <f> is a homomorphism from M onto H. 1 
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We consider now the question of the coincidence of the inner and 
outer canonical subloops of an Osborn loop 0 It is not known whether or 
not the inner and outer canonical subloops must coincide, but one suffi­
cient condition is known. Suppose that G is an Osborn loop in which 
2 A d 
x = 1 for all x in G. Then we have x = x = x for all x in G, and 
hence inverses are unique in G. Furthermore 9 we have x(yx) - x(yx) ^ -
y ^ - (xy) "*"x = (xy)x for all x and y in G. Hence we have y = 
yL(x)R(x)L~ 1(x)R~ 1(x) for all x and y in G. By Theorem 1.7 it follows 
that 8 is the identity mapping on G and hence that G is Moufang. 
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CHAPTER IV 
HOLOMORPHY THEORY 
In this chapter we shall investigate the structure of some 
holomorphs of the loops we have been considering. The concept of a 
holomorph is familiar from group theory; we redefine it here for loops 
Definition 4.1. Let G be a loop and let A be any group of automor­
phisms of G. Then the holomorph A(G) of G by A,j or the A-holomorph of 
G 9 is the set A x G with a binary operation defined by 
(a, x)(8, y) = (a8, x6«y) 
for all a 9$ in A and all x,y in G. 
Bruck [2] has shown that the holomorph of a loop is also a loop, 
We first investigate the holomorph of an M-loop. 
Theorem 4.1. Let G be an M-loop and let A be a group of automorphisms 
of G. Then the following statements are equivalent: 
(i) The triple 
(4.1) (L(f), R" 1(fa P), L(f)R(fa)) 
Is an autotopism of G for every f in G and every a in A. 
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(ii) If f,x are in G and a is in k a then we have 
(4.2) L(fx) = R(faP)L(x)L(f )R(fa). 
(iii) The holomorph ^l(G) is an M-loop. 
Proof: Suppose that (i) is true. Let f be any element in G and let a 
be any automorphism of G which is in A . Then we have the identity 
fx»yR 1(fa P) = (f(xy))(fa) for all x and y in G„ Substituting y(faP) for 
y, we obtain that fx*y = (f (x»y(faP)) )(fa)
 9 or yL(fx) -
yR(fa P)L(x)L(f)R(fa) for every y in G. The identity (4.2) now follows 
since y is any element in G. 
Now suppose that (ii) is true., Let f = (y 9f), x =• ( a 9 x ) ? and 
y = (6 9y) be in the holomorph A ( G ) . We shall show that yL(fx) -
yR(f P )L(x)L(f )R(f )„ Now we have fx = (y,f)(a 9x) = (yet, fa«x) and 
fx»y = (ya39 (fa3*x$)y). We also have f P = (y \ f Py "*") and 
yR(f p)L(x)L(f)R(f) = f(x-yf p)-f = ( Y a 3 9 (fa3-(x3*yfP ))f) -
(ya39 yR(f p)L(x3)L(fa3)R(f)) = (ya39 yL(fa3-x3)) = (ya3, ( f a 3 - x 3 ) y ) = 
fx #y = yL(fx), where we have used (4.2) with f replaced by fa3, x 
replaced by x3, and a replaced by (a3) It follows that L(ifx) = 
R(f P)L(x)L(f)R(f) and that A ( G ) is an M-loop by Corollary 2.3 Q 
Now assume that (iii) is true. Then by Theorem 2„2 we have that 
the triple (L(f), R ~ 1 ( f p ) , L('f)R(f)) is an autotopism of .4(G) for every 
f = (y 9f) in A ( G ) . Let x = (a,x) and y = (3 9y) be in A ( G ) 0 Then we 
have fx*yR "*"(fP) = (f»xy)f. We now calculate yR "*"(fP). Suppose 
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yR (f*3) = z = (6,z) for some z in G and some 6 in A. Then we have 
y = zf P, or (3,y) = (Sy" 1, Z Y " 1 , f P y " 1 ) . It follows that 6 = 3Y and 
that z = yR"" 1(f PY" 1)Y. Hence we have y R _ 1 ( f p ) = (3Y, y R " 1 ( f P Y _ 1 ) Y ) • 
Thus from f x « y R _ 1 ( f P ) = (f»xy)f we obtain that 
(YOt, fa»x)(6Y, yR" 1(f PY" 1)Y) = (Ya3Y9 (fa3Y*x3Y) •yR~ 1(f PY)Y) = 
( Y « 3Y » (fa3Y*(x3Y'YY))f)• It follows that (fa3Y*x3Y)*yR 1(f PY)Y = 
(fa3Y•(x3Y , YY))f) for every f, x, and y in G and every a, 3 9 and y 
in G. Since y is an autotopism of G, we have (fa3 ,x3) ,yR ^"(f^Y ^) -
(f a 3 • (x3*y))'fY 1 for all f, x, and y in G and all a, 3» and y in ^4. 
Substituting x3 1 for x and f3 "^ot 1 for f, we obtain that 
(fx)«yR 1 ( f P 3 o^t \ 1 ) = (f*xy)»f3 "'"a \ 1 for all f, x, and y in G 
and all a, 3 9 and y in A. Replacing 3 \ 1 by a, we obtain that 
fx*yR ^(f Pa) = (f»xy)*fa for every f, x, and y in G and every a in i4. 
Hence (i) is true. I 
We turn now to the problem of a holomorph of an Osborn loop. 
Lemma M-. 1. Let G be a weak inverse property loop and let A be an auto­
morphism group of G. Then the holomorph A(G) is a weak inverse property 
loop. 
Proof: Let (a,x) and (3»y) be any two elements in A(G). Then we have 
(a,x)(a \ x Pa ^) = (i, xa 1 » x p a "*") = (i,l), where we have used i to 
denote the identity automorphism in A. It follows that (a,x) P = 
(a" 1, x p a " 1 ) . Hence we have (3,y)C(a 9x)(3,y)] P = (3 9y)(a3 9 x3*y) P = 
(3,y)(3~ 1a~ 1, (xa 1 ,y3~ 1a 1 ) P ) . But we have y3 1 a 1»(xa 1 ,y3 1 ) P = 
(xa ) = x a since G is a weak inverse property loop„ Hence we see 
that (3,y)[(a,x)(3,y)2 P = ( a " 1 , y S ' V 1 - ( x a ' ^ y S ^ V V ) -
(a ''"JX^a " J = ( a 9 x ) P 0 It follows that A(G) is a weak inverse property 
loop. I 
Bruck [22 has shown that any holomorph of an inverse property 
loop Is also an inverse property loop. 
Theorem 4.2. Let G be an Osborn loop and let A be any group of auto­
morphisms of Go Then the holomorph A(G) in an Osborn loop if and only 
if A(G) is an M-loop. 
Proof: Suppose that the holomorph A(G) is an M-loop. Since G is an 
Osborn loop 3 it must be a weak inverse property loop, and hence A{G) is 
a weak inverse property loop by Lemma 4.1. Since A(G) is an M loop by 
assumption 9 it must also be an Osborn loop by Theorem 2 . 7 . 
Conversely, if A(G) is an Osborn loop, it is obvious that A(G) 
is also an M-loop. I 
Bruck [2] has proved that the inner mapping group I of a commu­
tative Moufang loop G is an automorphism group of G. Furthermore a Brae 
[2] establishes the existence of a commutative Moufang loop G whose 
J-holomorph J(G) is not Moufang. Since G is a Moufang loop s it must be 
an inverse property loop. It follows that J(G) cannot be an M-loop 
since all inverse property M-loops are Moufang loops by Theorem 2.H-. 
Thus there are examples of M-loops with holomorphs which are not M-loop 
We now exhibit an Osborn loop with the property that any holo­
morph of it is an Osborn loop. This loop is the same loop which Osborn 
[7] constructed and which we gave in the introduction as Example I.i. 
The proof of following theorem uses Theorem 1.10» 
Theorem 4.3. Let H be the free Osborn loop on one generator. Let A 
be any automorphism group of H. Then the /l-holomorph of H is iso­
morphic to all of its loop isotopeso 
Proofs Let ( y 5 c ) 3 ( a 2 x ) 9 and (39y) he In .4(H). We shall show that 
(Y,c) [ ( Y 9 c ) ( a 9 x ) ] p = [(y 9c)(3,y)][(Y 9c)((a sx)(3 9y)): P. Now we have 
( Y ? c ) [ ( Y 9 c ) ( a 9 x ) ] P = (ya \ 1 9 (c*(ca*x) P)a 1 y 1 ) and 
[ ( Y 9c)(3 9y ) ] [ ( Y 9c)((a 9x)(3,y))] P = ( Y c f V 1 , I c ^ ^ C c a . ( x ^ ' ^ r f V V 
Hence we need only show that if x
 3 y 9 and c are in H and If a is in A j 
we have the identity 
c(ca»x) p = (cuy3 1)[ca*(x-y3 1 ) ] P « 
But this identity holds for all x 9 y„ and c in H and ail a,3 in A if 
and only if the identity 
(4.3) c(ca«x) P - (cy)[ccr('xy)]P 
holds for all x, y, and c in H and all a in ^ . We shall show that 
(4.3) actually does hold in H. 
Note that the nucleus of any loop Is invariant under automor­
phisms. Since the nucleus of H coincides with the set of even elements 
we have that if z is any element of H and if 6 Is any automorphism of H 
8 3 
r h e n z 6 I s e v e n i f z i s e v e n 3 a n d z<$ i s o d d i f z i s o d d . 
C a s e __I. L e t c b e e v e n . T h e n we h a v e ( c y ) [ - . . a * i x y ) ¥ * = 
icy)[(xy) p"c'" 1aj ~ [ ( c y ) • ( x y ^ ]"C^a ~ [c°y ( x y ) p > c ~ 1 a := c x p - c ^ 1 a 
c ( x i > c a ) c a t•x)^ w h e r e we h a v e u s e d T h e o r e m 1 . 1 a n d T h e o r e m 1 . 9 . 
T h u s we h a v e e s t a b l i s h e d (4 .3* i n t h i s c a s e , 
C a s e _ n . L e t y b e e v e n . T h e n we h a v e ( c y ) [ c a * (xy)T-
( c y ) [ ( c o t ° x ) y j P » c * y [ ( , c a , x ) y ] P ~ c ( c a " x ) P , a n d we h a v e e s t a b l i s h e d (4.3) 
i n t h i s c a s e . 
C a s e _ _ I I I . L e t c a n d y b e o d d a n d l e t x b e e v e n . T h e n we h a v e 
(cy ) [co t°(xy)j p " ( c y ) [ ( c a - x ) y ] P c - y [ ( c a s x ) y j p ~ c(ca«x) p s i n c e 
( c a - ^ x j i y i s e v e n . H e n c e we h a v e v e r i f i e d (4„3) i n t h i s c a s e . 
C^ase I V . L e t c s x , a n d y b e o d d . L e t a - [ 0 . 1 ] . T h e n we h a v e 
( c y ) [ e a * ( x y ) ] P - ( c y ) u [ (cot * x ) y a ] P - ( c y ) * [ a i ( ( c a # x ) y ) P ] b y Lemma 1.6 
a n d T h e o r e m 1.9. Now s i n c e ( ( c a ' x ) y ) p i s a n o d d e l e m e n t 9 we h a v e 
a " ( ( c c f x ) y ) - ( ( c a « x ) y ) a . I t f o l l o w s t h a t ( c y ) [ c o r ( x y ) ] = 
( c y ) ° [ a 1 ( i c a - x ) y ) p ] - ( c y ) " [ U c a - x ) y ) p a ] = c ^ y [ ( c a « x ) y ] P =• c ( c a * x ) p s 
w h e r e we h a v e u s e d Lemma 1 . 6 a g a i n a n d a l s o t h e f a c t t h a t J 4 ( H ) i s a 
w e a k I n v e r s e p r o p e r t y l o o p . T h u s we s e e t h a t ( 4 . 3 ) h o l d s i n t h i s c a s e . 
I t f o l l o w s t h a t J 4 ( H ) I s i s o m o r p h i c t o a l l o f i t s l o o p I s o t o p e s a n d h e n c e 
t h a t a l l o f i t s l o o p I s o t o p e s a r e w e a k I n v e r s e p r o p e r t y l o o p s . H e n c e 
J 4 ( H ) i s a n O s b o r n l o o p . 1 
A 
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The proof of the above theorem parallels closely that of Theorem 
1.11. The theorem itself Is not as strong as it seems, for., as we now 
show,, the group of all automorphisms cf H is an infinite cyclic group. 
Theorem 4 . 4 . The automorphism group of H is an infinite cyclic group. 
Proof? Recall that, x - [1,0] generates H . Consider the loop generated 
X , \ 
by x „ This loop must contain x., and hence the loop generated by x 
Is H. This implies the existence of an automorphism a of H which maps 
x onto x \ We now show that this automorphism generates the automor­
phism group of H. 
Let 3 be any automorphism of H and consider the factor loop 
H /Ac, where A is the normal subiocp generated by the element a = [0.1]. 
It is clear from the definition of H that H/A is a cyclic group. Now 
A 2 A 2 
from the relation x ~ x6^ - xa 3 we obtain that (x3) - x3L,a3, or 
A 2 k2 A 2 
[(x3)A] - (x3) A - x3A^a3A. But we also have [(x3)A] - x3A since 
H/A is a group,, It follows that (x3)A = [(x3MT = x3A-a3A, that is, 
a3 is in A. Thus we see that A3 ^ A. 
Now we define (yA;$ = (y3 )A for any yA in H/A. Let y and z be 
such that yA = zA. Let q be In (y3)A„ Then q = y3°r for some r in A. 
•=1 -1 -1 . 
Hence we have q3 - yi,r3 . It follows that q3 is m yA zA since 
A3 A. Thus we see that q3 q us for some s in A, or q = z3 cs3, 
which is in (z3)A. Thus $ is a well-defined function from H/A into 
-1 
H/A. If zA is any element in H/A, then (z3 )A$ - zA; that i s b $ maps 
H/A onto H/A. Now we have (yA'zA)$ = ((yz)A)$ ~ ((yz)3)A -
(y3"z3)A - (y3)A"(z3)A - (yA)$-{zA)$. Hence $ Is an endomorphism. 
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Since H/A Is an infinite cyclic group, this implies that $ is either 
the .Identity mapping or else $ Is the automorphism which takes every 
element onto its own inverse, 
Suppose that $ is the identity mapping. Then we have 
xA - (xA)$ - (x8)A; that is, xS - xa 1 for some integer i„ It follows 
A 2 i 
that x3 - x - xa^ 1. Since x generates H s we have proved that 
3 " a 2 x 0 If $ Is not the identity mapping, then we have x^A = (xA) 1 -
(xA)$ =• (x3)A, that is, x A - x3"a 1 for some integer i. Hence we see 
A I A2"1" a 2i 2 i 
that xa - x - x3°a - (x3) - (x )3 = xa 3; that is, a = a 3 
since x generates H/A. Hence we have 3 ~ of «, It follows that the 
automorphism group of H is generated by a, 1 
We now consider some of the general properties of the holomorphs 
of M~loops. 
Theorem 4„5» Let G be any loop and suppose that A Is any automorphism 
group of G. Then the Inner and outer canonical subloops of A { G ) are 
isomorphic respectively to the inner and outer canonical subloops of G> 
Proofs Let E be the outer canonical subloop of G and let E be the outer 
canonical subloop of A ( G ) „ If e Is in E, we define e<J> = (i,e), where i 
is the identity of A . It is clear that <J> is a one-to-one mapping from 
E onto a subset of A ( G ) » 
If e Is a generator of E of the type described in Definition 3„2 B 
then we have re - r6 for some r,s in Gu Furthermore» we have 
s 9 ' 
(i,r)6 . = (i,s) A((i,s)(i,r)) = (i,s A)(i,sr) = (i,re) - (i 9r)(i,e)„ 
v <• i S ) 
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Hence (
 3e) is a generator of E of the type described in Definition 3,2, 
Now suppose that (y..g) is such a generator of E. Then for some 
^af,x) and (B,y) we have (a,x)A( (ct,x)(B„y)) ~ (3 9yHy 9g), or 
(3.. 1x3) A *(x3- y) j - (3YV yvg)= But this implies that y - ' and that g 
is a generator of E of the type described in Definition 3.2. Hence <f> is 
a one-to-one mapping from a set which generates E onto a generating set • 
of E„ Now if e and g are any elements in R s we have ecf>Lg4) - l„,e)l . ,tgj 
( ,eg) ~ (eg)<J>., which implies that <p is an isomorphism from E into L 
But , since E<J> contains a generating set for E, 0 must be an isomorphism 
from E onto E e A similar argument shows that the same conclusion is 
valid for inner canonical subloops, | 
The above theorem shows that we cannot expect to construct 
examples cf Osborn loops which have distinct Inner and outer canonical 
subloops by taking holomorphs of Osborn loops whose inner and outer 
canonical subloops coincide„ We conclude this chapter with a result 
which tells us something about the mappings 6 =• L(x)L(xA) in holomorphs 
x 
of M-loops. 
'Theorem M-.6, Let G be an M-loop and let A be an automorphism group of 
Gu Then the mappings L(x)L(x*) and R "L(xp)R ^ (x) are automorphisms of 
the holomorph A{G) for every x in i4(G) if and only if 6^ - 8^ for every 
x in G and every 3 m A. In this case we have L(x)L(xA) = R ^"(xf3)R \x) 
for every x In A{G>)u 
P R O O F : L E T X - ( A , X ) 9 Y - ( 3 5 Y J , A N D Z - L Y , Z ) B E E L E M E N T S I N M G ; A N D 
L E T 9~ D E N O T E T H E M A P P I N G S L ( X ) L ( ' X ) F O R A L L X I N M G ) . T H E N WE H A V E 
y9- = X \ X » Y ) - ( A 1 , X A A " 1 ) ( ( A , X ) ( 3 , Y ) ) 
( 3 , ( X & ) ' V X S « Y ) ) ( 3 , Y E X G ) . 
T H E A B O V E C A L C U L A T I O N H O L D S F O R A L L Y I N / 1 ( G ) ; H E N C E WE S E E T H A T 
z9 - Cy., z9 j A N D (yzj9- = (8Y» (yyz)8
 FT ) . I T F O L L O W S T H A T 
X XY X XpY 
( Y Z ) 9 x -- y0--20- I F A N D O N L Y I F ( 3 Y , (^'2)6^) - ( 3 , Y E ^ K Y , z8 ) -
C3'Y* vy8 „ z9 ) , W H E R E WE H A V E U S E D T H E F A C T T H A T 9 Y - v6 F O R A I L 
J
 x3Y XY ' S ! S Y 
v I N A A N D A L L S I N G , H E N C E 9- I S A N A U T O M O R P H I S M O F A{G) If A N D : N > V 
X 
I F T H E I D E N T I T Y 
H O L D S FOR A I L X , Y , A N D Z I N G A N D A L L A , 3 , A N D y I N A\ T H A T I S , 6 - I S 
X 
A N A U T O M O R P H I S M O F M G ) I F A N D O N L Y I F 8
 n - 8 F O R A L L X I N G A N D A I X 
J
 X 3 Y XY 
- 1 - 1 - 1 
3 - , y I N Ac NOW 9
 0 ~ 9 I F A N D ONLY I F Y 9 ny - Y 6 Y , W H E R E WE A G A I N 
X3'V XY J X 3 X 
U S E T H E F A C T T H A T 9 Y ~- v0 F O R A L L X I N G A N D A I L Y I N A. H E N C E WE 
X XY 1 
H A V E 6
 0 ~ 9 F O R A L L X I N G A N D A L L 3 ,Y I N A I F A N D O N L Y I F 9 r • 6 
X 3 Y XY J X 3 X 
F O R A I L X I N G A N D A L L 8 I N A. 
A S I M I L A R A R G U M E N T S H O W S T H A T T H E M A P P I N G S R ( X ) R " " " ( X ) A R E A U T O ­
M O R P H I S M S F O R A L L X I N M G ) I F A N D O N L Y I F 9 ^ - 9^ F O R A L L X I N G A N D 
A L L 3 I N A„ NOW S U P P O S E T H A T T H E S E M A P P I N G S A R E A U T O M O R P H I S M S „ L E T 
8 8 
x ~ (a,x) and y ~ (3^y) be any elements 
that yL(x)L(x ; r (3, Y 0 ^ ) = ( 3 , y 6 x ) . 
that yR " 1 ( x P)R ' " ' 1 ( x ) ^ ( 3 , y e x c r l > = ( 3 , 
L ( x)L ( x A ) = R" i('x P)R" 1('x) 0 I 
in A(G). We calculated above 
In like manner we may calculate 
y0 ). Hence we see that 
J
 x 
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