Based on the SO(2)-invariant slave-boson scheme, the static charge, orbital, and excitonic susceptibilities in the extended Falicov-Kimball model are calculated. Analyzing the phase without long-range order we find instabilities towards charge order, orbital order, and the excitonic insulator (EI) phase. The instability towards the EI is in agreement with the saddle-point phase diagram. We also evaluate the dynamic excitonic susceptibility, which allows the investigation of uncondensed excitons. We find qualitatively different features of the exciton dispersion at the semimetal-EI and at the semiconductor-EI transition supporting a crossover scenario between a BCS-type electron-hole condensation and a Bose-Einstein condensation of preformed bound electron-hole pairs.
I. INTRODUCTION
At low temperatures electronic correlations can cause anomalies at the semimetal-semiconductor (SM-SC) transition.
1 Half a century ago, Mott 2 argued that in a SM with a very low carrier density the Coulomb attraction between electrons and holes should lead to the spontaneous formation of electron-hole bound states (excitons), and the system would become insulating. Shortly afterwards, Knox 3 noticed that a SC is unstable against the spontaneous formation of excitons if the exciton binding energy overcomes the gap energy separating valence and conduction band. Both arguments suggest a new distorted phase, an exciton condensate known as the excitonic insulator (EI), to be the crystal ground state. The SM-EI transition is mathematically similar to the BCS theory of superconductivity, while the SC-EI transition can be treated as a Bose-Einstein condensation (BEC) of preformed excitons. Hence, the EI is discussed in view of a BCS-BEC crossover scenario in a solid.
4-7
Whilst theoretically predicted a long time ago, 8 (for recent reviews see Ref. 9 ) no conclusive experimental proof of the existence of the EI has been achieved yet. However, there are a few promising candidates. In the mixed valence compound TmSe 0.45 Te 0.55 detailed studies of the pressure-induced SC-SM transition suggest that excitons are created in a large number and condense below 20 K. 10 More recently, several transition-metal dichalcogenides were reported to exhibit an EI phase. Angleresolved photo emission spectra (ARPES) measurements of Ta 2 NiSe 5 traced back the extreme valence band top flattening at low temperature to an EI ground state.
11
ARPES data of 1T -TiSe 2 indicate that the EI is the driving force for the charge-density-wave (CDW) transition in this material.
12
From a theoretical point of view, the description of the EI with a Falicov-Kimball-type model seems promising. The original Falicov-Kimball (FKM) model 13 contains itinerant c-electrons (with bandcenter E c and hopping amplitude t c ) that interact via a local Coulomb repulsion U with localized f -electrons (with energy level E f ), where the spin is neglected. Since the local f -electron number is strictly conserved in the FKM, f -c-coherence cannot be established.
14 One way to overcome this shortcoming is to include an f -c hybridization. 15 As shown in Refs. 16, 17 , the extension by a finite f -bandwidth also induces f -c coherence. The model with a direct f -f hopping (with hopping amplitude t f ) is called the extended Falicov-Kimball model (EFKM) and has previously been used to describe different properties of the EI phase. 6, 7, 18, 19 The ground-state phase diagram of the EFKM was determined with a constraint path Monte Carlo (CPMC) technique for one and two dimensions (1D and 2D) in the strong 16 and intermediate coupling regime 17 as well as in the Hartree-Fock (HF) approximation for 2D, 20 3D, 20 and infinite dimensions. 21 All approaches yield a qualitatively similar phase diagram. Figure 1 displays the HF ground-state phase diagram for U = 2 in 2D, depicting the generic situation. It was shown previously that Fig. 1 agrees with the CPMC data even quantitatively. 20 Besides full c-and full f -band insulator (BI) regions, the EFKM ground-state phase diagram exhibits three symmetry broken phases: the EI, a CDW, and a staggered orbital order (SOO). The EI is characterized by a nonvanishing average c † f . The CDW is described by a periodic modulation in the total electron density comprising both f -and c-electrons. The SOO is characterized by a periodic modulation in the difference between the f -electron and the c-electron density, which may be accompanied by a CDW. The SOO (CDW) establishes the ground state for the symmetric case (E f = E c ) for all ratios of −t f /t c (for the CDW the point |t f | = |t c | has to be excluded, see below). These phases are rapidly suppressed in favor of the EI if E f = E c . Between the uniform EI phase and the CDW or SOO phase there is a first-order phase transition. The EI-BI transition is of second order. For t f = 0 the FKM is recovered, and the EI phase cannot be realized.
For the investigation of electron correlation effects the Gutzwiller approximation
22 is an established technique. Kotliar and Ruckenstein introduced a scalar slave-boson (SB) scheme which reproduces the Gutzwiller solution of the Hubbard model as a saddle-point. 23 A manifestly spin-rotation invariant form of the SB representation has been worked out for the Hubbard model 24 and for multiband Hubbard models. 25 We have developed an SO(2)-invariant SB approach for the EFKM (Ref. 19 ) that reproduces the HF result for the EI phase boundary at T = 0, but leads to a substantial reduction of the critical temperature. It is the aim of this work to include Gaussian fluctuations around the saddle-point [26] [27] [28] in the SO(2)-invariant SB scheme at zero and finite temperature. This offers an opportunity to calculate susceptibilities for investigating instabilities against long-range ordered phases and the formation of excitons.
The paper is organized as follows. In Sec. II the model Hamiltonian and the SB scheme are introduced. Moreover the saddle-point approximation is given and the calculation of response functions within the SB scheme is explained. In Sec. III we present numerical results for the instabilities toward the CDW, the SOO, and the EI phase. Finally we investigate the formation of excitons in the phase without long-range order. Section IV summarizes our results.
i−ρ ′ −ρ , which guarantees the correct free-fermion result on the mean-field level. The Hubbard interaction term is bosonized via
The resulting coupled fermion-boson system is evaluated within a functional integral representation. Then, the bosons become complex fields and the fermions are given by complex Grassmann fields. The Lagrange multipliers λ
iy , and λ (2) iz are introduced to enforce the constraints (6) and (7) . Exploiting the gauge symmetry of the action and transforming the Lagrange multipliers into real time-dependent Bose fields we can remove the phases of p i0 , p iz , and e i . Using the Grassmann integration formula, we obtain the grand canonical partition function given by a functional integral over Bose fields only,
with the effective bosonic action
where
iz ). The inverse Green propagator is given by
where t = t ↑ 0 0 t ↓ . The trace in Eq. (14) extends over time, space, and spin variables. For the half-filled band case Eqs. (14) and (15) are an exact representation of the partition function of the EFKM. One obtains z i = z i τ 0 .
C. Saddle-point approximation
To proceed we approximate all bosonic fields by their time-averaged values (static approximation), i.e., the bosonic fields are taken to be real. Moreover, we look for uniform solutions, that is, the Bose fields are taken to be independent of the lattice site.
We restrict ourselves to the phase without long-range order, which we denote as paraphase. The saddle-point equations for the paraphase (p x = p y = λ
The quasiparticle gap E g indicates the splitting of the ↑-and ↓-band (in the paraphase), which is caused by the correlation-induced quasiparticle bandshift λ (2) z . For a D-dimensional hypercubic lattice, E g is given by
For a SM, E g ≤ 0 and for a SC, E g > 0.
We obtain the EI phase boundary by solving the SB gap equation,
resulting from Eqs. (63) and (65) 
D. Gaussian fluctuations
In order to study response functions, we take into account Gaussian fluctuations around the saddle point for the paraphase, that is, Φ ia =Φ a + δΦ ia , where
iz }. Then, the action is given by
where the bar denotes the saddle-point value.
In order to achieve comparability with the saddle-point results, we start the fluctuation calculation from the same level of approximation as for the saddle-point calculation, i.e., we first perform the static approximation and consider only the fluctuations of the 11 real-valued fields Φ ia .
The fluctuation matrix can be calculated according to
Here, we use the shorthand notation R i = (R i , τ ) and q = (q, ω m ), where τ is the imaginary time, ω m = 2πm/β denote the bosonic Matsubara frequencies, R i is the position vector, and q is the wave vector. The response functions can be expressed in terms of the SB field fluctuations using the local constraints (6) and (7). The charge susceptibility reads
The orbital susceptibility is given by
Considering the creation operator of an onsite electronhole pair
the electron-hole susceptibility, hereafter denoted as excitonic susceptibility, is given by
The correlation functions may be expressed as functional integrals over Bose fields:
(35) Hence, the correlation functions are related to the inverse fluctuation matrix by
It turns out that for the paraphase the 11 × 11 fluctuation matrix decomposes into a 7 × 7 matrix containing the charge fluctuations (δe, δp 0 , δd, δλ (1) , δλ
0 ) and the orbital fluctuations (δp z , δλ The description of the CDW and SOO requires the inclusion of inhomogeneous solutions with a periodic modulation in the densities, n iσ = n σ + δ σ cos(QR i ), where the order vector in 3D is given by Q = (π, π, π). The CDW and SOO order parameters are
29 If |δ ↑ | = |δ ↓ |, the CDW and SOO describe the same symmetry broken state. We can investigate the formation of both phases without generalizing the SB formalism to a bipartite lattice by calculating the static (ω = 0) charge and orbital susceptibility with order vector q = Q, given by
The inversion of the 7 × 7 matrix is performed numerically.
After analytic continuation (iω m → ω + i0 + ) the excitonic susceptibility (34) yields
with
and
For the BI at T = 0 the random phase approximation result 6 is recovered, −
It is easy to see that the condition for the divergence of χ X (0, 0) equates to the gap equation (28) . The poles of Re χ
give the continuum of electron-hole excitations, i.e., ω k (q) = E k+q↓ − E k↑ . Excitonic pairing of electrons and holes is described by the pole of Re χ X (q, ω) [Eq. (39)] outside the electronhole continuum, 6 i.e., by
where ω C (q) = ω k (q)| min . The exciton binding energy is given by
We want to emphasize that ω X , ω C and E B X are explicitly q-dependent in contrast to Ref. 6 , where only excitons with q = 0 are considered, and Ref. 5 , where the exciton binding energy is assumed to be independent of q.
III. NUMERICAL RESULTS

A. Instabilities against CDW and SOO
To obtain results for the 3D EFKM we transform the k-summation into an energy integral using the tightbinding density of states (DOS) for a simple cubic lattice.
From the charge and orbital susceptibility we derive information about the CDW and SOO formation, respectively. For asymmetric bands (|t ↑ | = |t ↓ |) the charge and orbital susceptibility diverge at the same critical E ↑ , as shown in Fig. 2 , implying |δ ↑ | = |δ ↓ |. The analogy between CDW and SOO vanishes if the bandwidths are equal, as can be seen for t ↑ = −1.0 in Fig. 2 . In this case, the orbital susceptibility diverges contrary to the charge susceptibility, thus, a CDW will not develop and δ ↑ = −δ ↓ . We conclude that the density inhomogeneity δ σ is largely affected by the bandwidth. Figure 3 shows χ o and χ c for t ↑ = −0.8. The susceptibilities diverge at the same critical E ↑ . With increasing strength of the Coulomb interaction the critical |E ↑ | for CDW (SOO) formation increases, because for a larger interaction the charge (orbital) order becomes more favorable. Figure 3 clearly shows that the CDW and SOO region is confined close to the symmetric case E ↑ = 0.
For small band splitting either the CDW (SOO) or the EI, separated by a first-order phase transition, can be realized, and one has to compare the free energies to identify the true ground state. Hence, to determine the SB ground-state phase diagram (analogous to the HF case shown in Fig. 1 ) the generalization of the saddlepoint equations to a bipartite lattice is inevitable, which is beyond the scope of this work. To investigate the EI in the following, we choose the band-structure parameters E ↑ = −2.4 and t ↑ = −0.8, where a CDW (SOO) is not realized (see Fig 3) . Figure 4 shows that the EI phase boundary in the weak-coupling as well as in the strong-coupling regime is reproduced by poles of the uniform static excitonic susceptibility, as demonstrated analytically in Sec. II D. To determine the region where free excitons can exist, we evaluate the condition for exciton formation (43) subjected to the constraint (44). The exciton binding energy has to be positive. For numerical reasons we set the threshold to min(E B X ) = 10 −6 . For the 3D case we restrict ourselves to excitons with a center-of-mass mo- mentum q = 0. In Fig. 4 the critical Coulomb interaction strength for the exciton formation U X (T ) is shown by blue circles, where zero-momentum excitonic states exist for U ≥ U X . For low temperatures U X (T ) coincides with the EI phase boundary in the strong-coupling regime. This suggests that in this regime the EI is developed by a BEC of preformed excitons. Within our analysis, for high temperatures U X (T ) deviates slightly from the critical U g (T ), determined from Eq. (27) , which separates the SM (U ≤ U g ) and the SC (U > U g ), except for the point where U g (T ) coincides with the EI phase boundary. This deviation turns out to be a result of the required finite binding energy of the excitons. In a SM excitons with q = 0 cannot exist. Here, the EI develops due to a BCS-type pairing of electrons and holes. We suggest that the BCS-BEC crossover region is estimated by extrapolating U g (T ) into the EI phase. To consider excitons with an arbitrary center-of-mass momentum, the q-resolved excitonic susceptibility is calculated for the 2D EFKM, in order to keep the numerical effort manageable. Again we choose the band-structure parameters E ↑ = −2.4 and t ↑ = −0.8, for which the EI phase is stable in 2D, 17, 20 see Fig. 1 . To evaluate the SB parameters, the k-summation is transformed into an energy integral using the tight-binding DOS for a square lattice. For the computation of the excitonic susceptibility the k-summation is explicitly performed. Fig. 8 , and the exciton dispersion for e and f is shown in Fig. 9 .
B. Instability against EI
The phase diagram is shown in Fig 5. Qualitatively there is no difference between the phase diagram of the 2D and 3D EFKM. Hence, the following results for 2D should hold qualitatively for 3D, too. Figure 6 shows the static excitonic susceptibility for zero temperature. The formation of the EI phase is indicated by the divergence of χ X (q, 0) at q = 0 for the critical value U EI = 5.71. For U > U EI the static excitonic susceptibility remains finite for all q.
C. Excitonic bound states
Next we want to characterize the paraphase in the vicinity of the EI phase with a view to the formation of uncondensed excitons. Figure 7 shows the real part of the dynamic excitonic susceptibility outside the continuum for several values of ω. The divergences of Re χ X (q, ω) point out that the system is unstable against the formation of free excitons. With increasing excitation en- ergy ω the exciton momentum q for the exciton formation increases due to the direct band gap situation. The divergence of Re χ X (q, ω) (lower panel) is not plotted in Fig. 7 , the given ω is larger than ω C (q). Hence, these q values are irrelevant for the exciton formation for the considered excitation energy ω.
Having confirmed the existence of excitonic states, we now turn to the properties of these states. We denote the energy-momentum relation derived from Eq. (43) as the dispersion of the exciton band. The smallest pole of Re χ (0) X (q, ω) defines the q-resolved lower boundary of the electron-hole excitation continuum, which we denote in the following as the continuum band. In Fig. 8 the exciton band ω X (q) and the continuum band ω C (q) are shown for characteristic points in the phase diagram (see Fig. 5 ). In general, the continuum band is more sensitive to the temperature and Coulomb strength than the exciton band. Hence, the binding energy of the excitons is mainly affected by the continuum band when T or U is varied. Figure 8 suggests that the exciton dispersion has a cosine-like form, determined by the underlying lattice.
In Fig. 8(a) , for any momentum a finite energy is needed to transfer one electron from the valence band to the conduction band, ω C (q) > 0, which is characteristic for the underlying SC band structure. Likewise the creation of an exciton requires energy, ω X (q) > 0 for all q. The comparison of Fig. 8(b) with Fig. 8(a) unveils the influence of the Coulomb interaction strength. In Fig. 8(b) , the exciton band is shifted to lower energies because the point (b) in the phase diagram (see Fig. 5 ) is closer to the EI phase than (a). For the continuum bands ω 
C (q) and, therefore, the binding energy of the excitons in Fig. 8(b) is smaller than in Fig. 8(a) , since U (b) < U (a) , i.e., the Coulomb attraction between electrons and holes in Fig. 8(b) is smaller than in Fig. 8(a) as well, and the electrons and holes are more loosely bound.
The exciton and continuum dispersion at the SC-SM transition are shown in Fig. 8(c) . The continuum band reaches ω = 0 for q = 0, due to the direct band gap situation. The excitonic band disappears for small, finite center-of-mass momenta, not only for q = 0. The reason is the required finite binding energy of the excitons, i.e., ω X (q) should be separated from ω C (q).
In Fig. 8(d) the SM band structure is characterized by the vanishing of positive ω C (q) at some finite value of q. In a SM band structure excitonic states exist only with finite center-of-mass momenta, in contrast to Figs. 8(a) and 8(b) . The existence of excitonic bound states in a SM is confirmed by a very recent EFKM study with the projector-based renormalization method. 30 The comparison of Figs. 8(b), 8(c) , and 8(d) demonstrates that the energetic position of the continuum band decreases with increasing temperature and, as a result, the exciton binding energy is lowered.
The qualitatively different feature of the exciton and the continuum band in the SC and in the SM phase suggests that the condensation process at the SC-EI transition differs from the one at the SM-EI transition. Figure 9(a) shows the exciton and the continuum dispersion at the SC-EI transition. As already stated, ω C (q) > 0 ∀q reflects the underlying SC band structure. The minimum of the exciton band (at q = 0) reaches ω = 0, so that the creation of a zero-momentum exciton does not require energy. Physically, comparing only the energies the exciton band touches the valence band top. In our analysis, this is the point where the BEC of excitons sets in.
On the contrary, the exciton dispersion at the SM-EI transition, shown in Fig. 9(b) , gives no hint for a condensation process. In fact, it is a characteristic plot for a SM band structure: there are excitonic bound states, but only with a finite center-of-mass momentum, c.f. Fig. 8(d) . In the SM regime there is a large and welldefined Fermi surface and the electron-hole condensation at the SM-EI transition can be imagined as a BCS-type process.
IV. SUMMARY
In this paper we studied the extended Falicov-Kimball model within a SO(2)-invariant slave-boson treatment taking Gaussian fluctuations into account. We computed the static charge and orbital susceptibility in order to investigate the formation of a charge density wave and staggered orbital order. Analyzing the static excitonic susceptibility, the instability towards an excitonic insulator (EI) phase agrees with the saddle-point phase diagram. By calculating the dynamic excitonic susceptibility, we analyzed the formation of excitons in the phase without long-range order. We found that finite-momentum excitons form in the vicinity of the EI phase, not only at the semiconducting (SC) side but also at the semimetal (SM) side. At the transition to the EI phase we observed qualitatively different features at the SC and the SM side. At the SC-EI transition the excitation energy of the excitonic state with zero center-of-mass momentum vanishes, leading to a Bose-Einstein condensation of these preformed excitons. At the SM side there are no excitonic bound states with q = 0. Here, the EI forms due to a BCS-type pairing of electrons and holes, and the occurring excitonic states of finite momentum are not of importance for the phase transition.
