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ABSTRACT
The Acquisition and Generalization of Matching
September 1981
Michael Anderson Crowley, B.A.
,
Dickinson College
M.A.
,
University of Massachusetts
Ph.D., University of Massachusetts
Directed by: John W. Donahoe
A discriminated concurrent procedure was defined as the
concurrent presentation of various pairs of stimuli, each of which
control different responding due to its correlated schedule of
reinforcement. For three pigeons, three wavelength stimuli were
correlated with three VI schedules of reinforcement (VI 30, 90, and
270 sec in 538, 555, and 576 nm)
. Each stimulus was presented singly
on the left or right key, and exclusive preference was found for the
stimulus with the higher frequency of reinforcement when all pairwise
combinations of the three stimuli were presented as concurrent probes.
Next, concurrent schedules with equal stimulus pairs were used in
training, and proportional choice (matching) was found during probe
testing with all nine combinations of stimuli. The comparison of
relative responding, frequency of changeovers, and interchangeover
time distributions during the discriminated concurrent probes obtained
during these training conditions showed that the response of switch-
ing between keys required training in order that time (and therefore
responses) be allocated to each key according to the matching law.
iv
Matching required experience with concurrent VI VI schedules, but
training with all combinations of concurrent stimuli was not required
for matching.
Concurrent training with all pairwise comparisons of the three
stimuli yielded excellent matching relations. These relations were
obtained in very short periods of time, demonstrating the advantage
of this procedure for the study of the effects of other variables
(e.g., drugs, reinforcer magnitude) on choice. All 25 pairwise com-
binations as probes of the three stimuli and two intermediate stimuli
produced orderly matching relations demonstrating the generalization
of matching.
Different microstructures of responding were found at different
absolute frequencies of reinforcement of the same relative frequencies
of reinforcement, even though the relative responding was the same.
Subjects remained on a low-reinforcement key for less time than on a
high-reinforcement key, and remained on a given key longer when the
-°_
ther keY had a lower reinforcement stimulus. In addition, the stim-
uli on both keys jointly affected the IRT distributions and local
rates of response on a particular stimulus. Higher local rates were
produced when either key signalled a higher reinforcement frequency.
These effects on the microstructures of responding occurred in probes
even when there had been training experience only with pairs of
equal stimuli.
v
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CHAPTER I
INTRODUCTION
The concept of preference has long been central to the study
of behavior, from the rat selecting an alley in a maze to a
person selecting an item in a store. The term preference has
been used as an hypothetical construct which relates to, or
is related to, the choice of one alternative over another. In this
sense, if item A is preferred to item B, we would expect item A to
be chosen more often than item B. If item B were occasionally
chosen, we might speak of the degree or proportion of preference.
Preference then becomes identical with the overall proportion of
chosing A over B. Alternatively, preference might be assumed to
result in the preferred item always being chosen, if it were
available. In this case, occasions on which item B is chosen
require us to say that something momentarily altered the preference.
Again, the study of preference becomes identical with the study of
choice. Choice often refers to a behavioral outcome and preference
often refers to our prediction of the behavioral outcome.
The term preference may be used to refer to an overall
or global state in which the organism chooses item A, for example,
75% of the time. When it is used to refer to a single instance
of choice, we might predict item A would be chosen and we would be
correct 75% of the time. For those occasions on which our prediction
1
2was incorrect, we might ask why the preference had changed at
that time, and we might explore the factors that preceded the
choice to determine how our prediction might have been improved.
Closely related to the term preference is the term value-an
organism will select, or prefer, the higher-valued of available
alternatives (Baum S Rachlin, 1969; Rachlin, 1971; Shimp, 1969b).
As with preference, we might speak of the overall value of an
alternative in relation to another alternative. If the lower-valued
alternative (overall) were chosen on a particular occasion, we
might assume that that alternative had taken on a higher value
at that moment. For example, Shimp (1969b) has postulated that
choices are made at each moment, and that the alternative that is
selected has the highest momentary probability of reinforcement.
Value has not always been described in this fashion.
Baum (1973) differentiated between the value an organism placed
on a situation and the situation that was actually selected.
At any moment, the organism might be engaged in an activity of
any value, although, overall, it would most often be engaged in
the higher-valued activity. For Baum, value was a global
concept which explained overall behavior, but had little to do
with the moment-to-moment activity of the organism (Baum, 1973,
p. 150).
Baum took a molar view of behavior. Overall choice could be
understood. However, since preference or value was seen as having
little to do with the momentary activity of the organism, other
3random or unknown factors must also be influencing behavior.
The molar theorist would not expect to discern order in the
study of momentary occasions of choice; a molecular theorist
would expect order in the moment-to-moment activity of an organism.
This microstructure of the behavior of an organism would be
predictable and would reflect momentary preferences and momentary
changes in preference. In addition, overall choice could be
derived from the momentary preferences (Shimp, 1969a, 1969b;
Silberberg, Hamilton, Ziriax, & Casey, 1978).
A Measure of Preference
Although molar and molecular theorists differ with regard
to the importance placed upon the microstructure of behavior,
both agree that momentary patterns of behavior and choice
should be studied and related to the resulting overall performance
(cf. Heyman, 1979; Nevin, 1969; Shimp, 1966; Silberberg et al.,
1978). In order to study choice either at the molar or the molecular
level, it was necessary to have an experimental procedure to measure
choice behavior. The efficient measure of behavior in choice
situations has developed from the study of animals exposed to
controlled environments in which responding has systematic
consequences (Skinner, 1938)
.
In 1950, Skinner described an experimental situation in
which performance could be measured. A pigeon was placed in an
experimental chamber. Two small disks, or response keys, were
4mounted on one wall of the chamber. A peck on these keys could
be electrically monitored. Food could also be delivered to
the pigeon through an opening in the same wall of the chamber.
Skinner arranged food to be delivered by keypecks according to
two variable-interval schedules of reinforcement. One key
produced food according to one variable-interval schedule and
the other key produced food according to a second, concurrently
operating but independent variable-interval schedule (a concurrent
VI VI schedule of reinforcement)
.
(On an interval schedule of reinforcement, responses have no
effect on bringing the animal closer to the time when a response
produces a reinforcer. Once an interval of time has elapsed, the
first response will produce a reinforcer. On a variable-interval,
or VI, schedule, the intervals differ and the schedule is
designated by the average interval, such as a VI 60-sec schedule
of reinforcement. The variable interval schedule produces a moderate,
steady rate of response with relatively little pausing after
reinforcement. The VI schedule has been widely used to generate
a rate of responding on which the effects of other variables might
be assessed. This is due to the steadiness of the rates of
response produced by the VI and the latitude of rates possible under
a given VI value with respect to obtained reinforcement. The
latitude of rates is important since a particular experimental
manipulation may greatly affect the rate of response without
substantially changing the frequency of reinforcement. A tremendous
5range of rates can serve to obtain the total number of the programmed
reinforcers with only a small percentage increase in session time
between the high rates and the low rates of response. The
resistance to extinction is another factor which accounts for the
popularity of the VI schedule as a baseline schedule. The
non-occurrence of a reinforcer is not a discriminable event and the
VI schedule maintains behavior much longer in the absence of
reinforcement than would be the case if reinforcers had been
scheduled to occur on a more regular basis.)
Skinner (1950) suggested that preference could be measured
by the relative rates of responding on two keys with independent
VI schedules. An overall relation of three responses on the left
key to one response on the right key was established by selecting
different VI schedule values. Then all reinforcement was
discontinued, i.e., an extinction procedure was implemented on
both keys. As responding gradually decreased on both keys, it
was found that the 3 to 1 relation was not affected. The relative
preference remained the same, even when few responses were being
emitted
.
Herrnstein ' s Matching Relation
In 1961, Herrnstein elaborated Skinner's concurrent VI VI
procedure. He related the performance produced by the concurrent
VI VI schedule to the relative reinforcement obtained from those
schedules during steady-state training conditions. Pigeons were
6exposed to a variety of concurrent VI VI values. A particular pair
of VI schedules remained in operation for many sessions so that
responding would stabilize.
The separate VI schedules not only occasioned responding on
each key, but also produced rapid switching from one key to another.
Herrnstein suggested that the response of switching from one key
to another was being accidentally reinforced (see also Catania, 1966).
The first peck after a switch was often reinforced since that VI
schedule had "set up" a reinforcer while the bird was responding on
the other key. If there was reinforcement of switching, the VI
schedules would not functionally be operating independently, and
any measure of preference would be difficult to interpret
(Herrnstein, 1961, 1970).
The solution was to ensure that the first responses on a
key after changing over from the other key would not be reinforced.
This was accomplished by introducing a changeover delay (COD).
The first peck on one key after pecking the other key began the
COD. Until the end of the COD (1.5 sec), responding would not
produce a reinforcer.
The effect of instituting the COD was two-fold. As might
be expected if switching had been maintained by accidental
reinforcement, the number of changeovers decreased (Newby, 1980).
Second, rates of response on the two alternatives became closely
related to the rates of reinforcement. The relative responding on
one alternative was equal to, or matched, the relative reinforcement
7for responding on that alternative. This may be expressed
mathematically:
R.
R
l
+R
2
r
l
+r
2
( 1 )
where is the rate of response on an alternative and r. is the
rate of reinforcement on the alternative. (The rates are based
on the total session time, although eating time usually is not
included.) This equation has been termed Herrnstein' s matching
relation or the matching law (Herrnstein, 1961, 1970).
As Equation 1 suggested, data were presented as the percentage
or proportion of responses on one alternative as a function of the
percentage or proportion of reinforcers obtained on that alternative
(Herrnstein, 1961) . Since a wide range of rates may obtain
virtually all the reinforcers that are programmed to be obtained on
a concurrent VI VI schedule, the difference between obtained and
programmed reinforcers was generally not a serious practical
problem (however, see Myers & Myers, 1977, p. 211). Deviations
from the matching relation were often found and these deviations
presented difficulty both for a theory of preference and for the
method of data display.
A Generalized Matching Relation for Responses
Staddon (1968) and Baum and Rachlin (1969) presented preference
data as the ratio of the measures of performance on the two
alternatives to the ratio of reinforcement:
8( 2 )
which is algebraically derived from Equation 1. The data were
plotted on logarithmic scales. Linear functions derived from
such data conform to the equation:
log (R
1
/R
2
> = a log (r
1
/r
2
) + log k
where a is the slope of the line and log k the Y intercept.
This equation represents the more familiar power law:
R
2
(4)
(Baum, 1974b). When a and k equal one, Equation 4 is Equation 2,
which would conform to Herrnstein's original equation (1).
Baum suggested that two sources of deviation from matching
could occur. One was due to a change in k from unity and the
other due to a change in the exponent a. A change in k from
unity would result in the linear function, based on the logarithmic
transformation (Equation 3), being displaced upward or downward,
since lo| k becomes the Y-intercept. A positive displacement
of the function would indicate that alternative 1 was chosen
more frequently at all reinforcement ratios than ordinarily would
be expected. Baum labeled this preference change bias. Deviations
due to bias with proportional matching (Equation 1) would cause
a bowing upward or downward of the function (see Baum, 1974b,
Figure 2). Bias might be introduced through some constant
difference between the alternatives, such as differences in effort
9of the responses or differences in the amount of food the animal
consumed after responding on each alternative. Unaccounted
deviations due to bias would reflect problems in the experimental
procedure or apparatus—not a problem for the theoretical
evaluation of the matching relation.
Deviations from matching due to changes in a from unity have
more serious implications for the efficacy of the matching relation
in the form of proportional matching (Equation 1) or simple
ratio matching (Equation 2). If a became greater than one, then
ratios of responding on the alternatives would tend to be more
ext reme than would be expected from simple matching (where a
equalled one). Baum termed such deviations undermatching.
Deviations from matching have usually been found, and these
deviations generally have been in the direction of undermatching
(Baum, 1979; de Villiers, 1977; Myers & Myers, 1977). Some
authors have taken undermatching as a deviation from an ideal
function with a_ equal to one and have tried to account for the
deviation (e.g., Allen, 1981; Baum, 1974a, 1974b; de Villiers, 1977;
Herrnstein, 1961, 1970; Wearden, 1980). Myers and Myers (1977)
have argued that the ideal of ratio matching (Equation 2) does
not exist and that the experimental conditions that alter the
exponent a_ should be explored (e.g., Davison & Hunter, 1979).
In any case, the generalized matching relation expressed in its
logarithmic form (Equation 3) has generally been found to account
for most of the variance of data from the concurrent VI VI
10
schedules of reinforcement (see Baum, 1979, Table 1 and Figure 2).
The Allocation of Time to Alternatives
The measure o f preference has thus far been presented as the
proportion or ratio of responding on available alternatives.
However, the best measure of performance might not be the number
of responses, but time (Baum & Rachlin, 1969; Brownstein &
Pliskoff, 1968; Catania, 1966).
Although time does not constitute a behavior, responses
require time to emit. Different responses may be measured along
the same dimension—
—the amount of time spent in the activity
(Baum & Rachlin, 1969; Premack, 1959, 1965), and preference may be
defined according to some measure of the amount of time allocated
to all other behaviors (Donahoe, 1977). Baum and Rachlin (1969;
Baum, 1974b) replaced R_^ in Equations 1 through 4 with the linear
measure of time, T.:
and
T l+T 2
r
1
+r
2
(5)
The advantage of the temporally-based measure of performance
over a strict response-based measure becomes obvious when response
patterns differ, as when the contingencies of reinforcement require
the specific spacing of responses. Consider a modification of the
11
concurrent VI VI schedule of reinforcement where a response for
the left key could only be reinforced if it had been preceded by
a response by no more than 0.5 sec; the response for the right
key could be reinforced only if it had been preceded by a response
by more than 4 and less than 6 sec.
Pigeons readily adjust the temporal pattern of responding
to such contingencies of reinforcement, and would accordingly
produce a high rate of response when responding on the right key,
regardless of the values of the VI schedules. According to the
amount of responding, there would be a shift in preference to
the key which required the high rate of response. It would be
unlikely that this measure of preference would compare favorably
with a test of preference in which the animal could select the
alternative on which to respond. The selection test would more
closely approximate our use of the word preference in everyday
speech
.
The measure of performance based on time, in fact, is such
a selection test in a free-operant environment. At any moment,
the subject is free to choose (i.e., there are no explicit
constraints on that choice response) either alternative, and the
amount of time spent on an alternative is the measure of the outcome
of that selection.
Local rates of response . The allocation of responses to an
alternative will be identical with the allocation of time to an
alternative, if there is no difference in the pattern of response
12
generated on the two alternatives. This may be seen from the
algebraically equivalent relations:
where R^l^ is the rate of response based only on the time for
which the organism has selected alternative i.. This is termed the
local rate of response (see Baum, 1979).
If the local rates of responses on alternatives remained
constant, both response and time matching would occur. If the
local rate of response did change, then the functions relating
time and response matching would differ.
A change in the local rate of response may be reflected by
a change in the pattern of responding. Responses may occur with
more or less time separating most of the responses. Alternatively,
responses may generally occur with about the same time separating
them, but occasional long pauses may become more frequent or of
longer duration. These changes in the patterns of responding
would produce changes in the local rates of response, and these
different patterns of response could be seen as changes in the
frequency distributions of the times separating successive
responses (interresponse time, or IRT, distributions). In
general, changes in the VI schedule of reinforcement produce little
change in IRT distributions. The majority of IRTs fall between
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0.5 and 2.0 sec (Blough, 1963; Marcucella & MacDonall, 1977;
Menlove, 1975; Smith, 1974). However, changes in the VI
schedules do produce small, but systematic changes in IRT
distributions that may produce substantial changes in the local
rate of response. Lowering the rate of reinforcement on a VI
schedule often lengthens slightly the majority of the IRTs,
producing a shift in the area of the distribution in the vicinity
of the mode (e.g., Kuch & Platt, 1976). In addition, the lowered
rate of reinforcement increases the frequency of the longer IRTs
(IRTs greater than 2 or 3 sec) that have large effects on response
rate (e.g., Blough, 1963; Kuch & Platt, 1976; Menlove, 1975;
Spealman & Gollub, 1974). With the exception of Menlove's study,
these studies used single—alternative reinforcement schedules,
not concurrent VI VI schedules. There are few data that describe
how changes in a VI schedule might affect changes in response
patterns when there is another alternative available.
A study by Killeen (1972b) implicated time allocation as
fundamental for producing matching of responses. Killeen yoked
two experimental chambers together. By pecking one key, the bird
in the lead chamber could change the stimulus, and access to the
schedule of reinforcement signalled by that stimulus that was
present on a second key. This is a variation in the concurrent
procedure used by Findley (1958). The yoked bird did not have
such control. The stimulus on the "food key" changed with the
selections of the lead bird. A reinforcer obtained by the lead
14
bird "set up" a reinforcer to be collected by the yoked bird.
Therefore, the lead bird allocated its time as well as the
time of the yoked bird. The lead bird matched relative time for
both subjects and both birds matched relative responses, thereby
showing the importance of time allocation for the generation of
response matching. Regardless of whether time was allocated to
an alternative due to a "free choice" or due to the assignment of
that time by a second animal, once the time was appropriately
allocated, response matching was produced.
Although the allocation of time was sufficient to produce
response matching, the behavior of the lead and yoked animals
differed. Local response rates were about equal for each bird
between stimulus conditions, but the birds that had control over
the schedule of reinforcement had much higher local rates than
did the yoked birds. Thus from the analysis of behavior according
to the matching relation, the two procedures yielded similar results,
but at another level of analysis, there were distinct behavioral
differences
.
Baum (1979) reviewed studies on choice and found that both
time and response matching produced undermatching (exponent a
less than one) . However, time matching, in general, produced
exponents closer to unity than did response matching. A given
slope for the response function generally was paired with a
larger exponent for the time function. A response exponent less than
a time exponent suggested that the local rate of response for the
15
alternative with fewer reinforcers was higher than the local
rate in the other alternative. These findings would not be
consistent with the change in local patterns of responding that
has been found when VI schedules were changed in single-alternative
situations, in which lowering the frequency of reinforcement
lowered the rate of response. Such an inconsistency would point
to an interaction between the allocation of time and responding
that is absent in the single-alternative situation (see Killeen,
1972b; Rachlin, 1973).
When relative local response rates have been related to
relative reinforcement frequency, little change in rate as a function
of reinforcement has been found. For example, Stubbs and Pliskoff
(1969) found the relative local response rate was unaffected by
the relative reinforcement frequency. Pliskoff, Cicerone, and
Nelson (1978) found that relative local rates slightly increased
with increases in relative reinforcement, which might have been
partly responsible for the slight overmatching they obtained.
Changes in local rates of response that were independent of the
amount of time allocated to an alternative would suggest that
time was the better measure of preference; however, it is uncertain
whether local rate changes were independent from differential
time allocation.
The utility of time allocation as a common measure of
preference has been well documented (e.g., Baum, 1979; de Villiers,
1977). Like the allocation of responses, the allocation of time
16
to alternatives is an overall measure of preference. Nevertheless,
there remains an issue of whether time or responding is the better
measure (e.g., Baum, 1976). Even if one or the other were
definitively shown to be a better measure of preference, the study
of the microstructure of responding during the time allocated
to an alternative would be of interest to the experimental analysis
of behavior (cf. Menlove, 1975).
The Changeover from One to the Other Alternative
If the temporal pattern of responding on an alternative is
relatively invariant among conditions of reinforcement, the time
spent on an alternative may be treated as a single "bout" of
behavior, and one need only be concerned with the time allocated
to those bouts. The interest in time allocation has led
researchers to explore not just the oveall time allocated to an
alternative, but to the response that marks the beginning and
end of a period of time allocation—the changeover response.
In the free-operant concurrent schedule, the changeover response
marks the selection of one alternative over the other. Thus a
knowledge of factors that affect the frequency of changeovers and
their temporal pattern of occurrence would further our understanding
of the processes involved in choice.
Three studies have been published that presented detailed
descriptions of the patterns of switching from one alternative to
another in concurrent VI VI schedules (Heyman, 1979; Menlove, 1975;
17
Silberberg e C a!., ,978). The basic pattern of switching fonnd
by Meniove was replicated in both of the other studies. With
unequal VI schedules presented concurrently, more time was allocated
to the key with the higher relative reinforcement frequency, as
would be expected fromthe matching relation. The pattern of
switching was displayed using frequency distributions of times
between switch responses (interchangeover time, or ICT, distributions).
When the pigeon selected the less-preferred alternative (the one
with less reinforcement), it remained on that key for only a
brief interval before returning to the other key. The time
spent on the more-preferred key was usually longer and the times
were more variable.
Meniove (1975) used a 1-sec COD. The mode of the distribution
of times spent on the less-preferred key was usually 3 sec,
virtually no changeovers occurred before 1 sec had been spent on
the key, and most ICTs were within 4 sec of the mode. The ICT
distributions for the more-preferred key were more variable, but
there was usually a discrete mode that was always longer than the
mode for the distribution of the less—preferred key.
The studies by Heyman (1979) and Silberberg et al. (1978)
used no COD and displayed the changeover distributions in
accordance with their respective theoretical positions. Both
used conditional changeover probability distributions—Heyman* s was
conditional upon the number of responses on the alternative and
those of Silberberg et al. were based on the time since changing
18
to the alternative.
A conditional probability distribution enables one to decide
if the probability of an event is independent with respect to
the number of intervals of time or number of other events which
preceded it. For example, with a time distribution, as was used
by Silberberg et al. (see also Anger, 1956), the frequency of ICTs
in a class interval is divided by the total frequency of ICTs
in that and larger class intervals. Smaller class intervals do
not enter into the calculation since those times have passed and
the organism could only have the opportunity to emit a response
m the current class interval or larger intervals. Heyman's
distributions were based on the number of key responses since the
previous changeover rather than time intervals.
If the switch response were independent of the time or
number of responses on a key since the previous switch, conditional
probability distributions would be flat— the probability of a switch
would be constant. Heyman (1979) found that the probability of a
switch was independent from the number of responses on a key that
had elapsed since switching to that key. Consistent with Menlove's
data, the probability of switching from the key was higher when the
pigeon was on the less-preferred key, but that probability did
not change after the first response. (There was usually a low
probability of switching after only one response on an alternative.)
Heyman's results supported a molar view of choice which
stipulated that overall preference was fundamental, while
19
moment-to-moment activity was generated by a random process.
These results were not supported by those of Silberberg et al.
(1978). Silberberg et al. found that soon after a changeover, a
second switch was unlikely for at least 1 sec. The probability
of a switch rose over time to a peak and then decreased over
a 10-sec period. Again consistent with Menlove (1975), the
peak probability of a changeover was shorter for the less-preferred
key.
The data of Silberberg et al. suggested that the simple molar
view could not account for choice behavior. "Choice is controlled
not by value or strength, but by prior choices and local reinforcement
probabilities" (Silberberg et al., 1978, p. 396). Thus there
exists a discrepancy between these studies with considerable
theoretical import with regard to the dynamics of choice. Further
descriptive data are necessary.
The Goals of the Present Study
Research using concurrent operant procedures for the study of
choice has proliferated and diverged in intent. Some researchers
have assumed the matching relation was a behavioral law and have
thus used it, or its near cousin and predecessor. Luce's (1959)
choice axiom, to scale the reinforcement value of different
reinforcers (e.g., Cliffe & Parry, 1980; Miller, 1976) or stimuli
correlated with different reinforcers (Honig, 1962; Peterson &
Premack, 1971) . Other researchers have believed that the matching
20
relation derives from more fundamental processes (e.g., Donahoe,
1977; Myerson S Miezin, 1980; Shimp, 1969a, 1969b). Recently
ideas developed in economics have been introduced into the study
of preference in animals, and matching has been viewed not only as
derivable from economic concepts, but also as a special case of
choice between similar reinforcers (e.g., Houston S McNamara,
1981; Hursh, 1980; Rachlin, Kagel, & Battalio, 1980; Staddon,
Hinson, & Kram, 1981)
.
Unfortunately, too little is known about the basic operant
tool—the concurrent VI VI schedule of reinforcement. This
schedule is very complex and it is not known what conditions are
necessary for the development of choice performance by an organism
confronted with this schedule. How does the microstructure
of responding develop on this schedule and how does that
microstructure compare with stable choice performance (see Menlove,
1975)? Stimulus control aspects of choice have rarely been explored
(see Cliffe & Parry, 1980; Miller & Saunders, 1980). Detailed
analyses of the transfer, or generalization, of choice have been
lacking (cf. Eckerman, McGourty, & Shonfeld, 1972; Herrnstein &
Loveland, 1976; Honig, 1962; Peterson & Premack, 1971). The
present study was designed to shed light on these issues.
The experimental procedure
.
In the traditional matching study, organisms are exposed to
concurrently presented pairs of VI schedules until responding
stabilizes. This is time consuming. Often stability requires
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more than three weeks of sessions. Then another pair of VI
schedules Is used. Data are generally summed across the final
sessions of a condition (usually three to five). Effects of
the order of presentation may cloud the experiment (Davison S
Hunter, 1979; de Villiers, 1977). Behavior may change for
unknown reasons during the time that separates the collection of
data from different experimental conditions. A procedure that
would alleviate these problems evolved when the behavior of
organisms under a traditional concurrent VI VI schedule of
reinforcement was viewed as being under stimulus control.
In the traditional experimental procedure used in studies
of choice, the left and right keys in the experimental chamber
each produce reinforcement according to separate VI schedules.
Thus the discriminative stimulus for differential responding is
the location of the key in the experimental chamber. Alternatively,
a stimulus projected onto the key could serve as a discriminative
stimulus for responding. If a wavelength of light, A, were
projected onto the left key and another wavelength, B, were
projected onto the right, and if wavelength A were correlated with
one VI schedule of reinforcement and B with another VI schedule,
then it would be the case that either location or wavelength
could control differential responding. To ensure control solely
by wavelength, the wavelengths projected on the keys could be
changed from time to time. Sometimes the keys would be illuminated
AB (wavelength A on the left key, wavelength B on the right) and
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at other times they could be illuminated BA.
A shortcoming of presenting only the pairs AB and BA would
be that differential responding might be controlled by the
wavelength on only one or the other of the keys, since, if A were
on the left, it would mean that B was necessarily on the right, and
vice versa
. Attending only to the wavelength on, for example, the
left key, would be sufficient for appropriate responding. To
prevent this from occurring, pairs AA and BB could also be presented
at times. In this situation, there would be four possible pairs of
stimuli: AA, AB, BA, and BB. The presence of A on the left key
would convey no information about the stimulus on the other key if
AA and AB pairs were presented equally often. Therefore to respond
appropriately, it would be necessary for the animal to attend to
the wavelength on the other key as well as the wavelength on the
key on which it was currently responding. (The key on which the
animal was responding is termed the current key
.
)
If these various stimulus pairs were presented in a single
session, one pair for some set time followed by another pair for
some set time, the schedule might be termed a multiple (concurrent
VI
A
VI
A )
(concurrent VI
A
VIg) (concurrent VIg VI ) (concurrent
VIg VIg) * For simplicity I have adopted the term, discriminated
concurrent schedule to refer to any multiple arrangement of several
concurrent VI VI schedules of reinforcement.
The present study used three different wavelengths correlated
with three schedules of reinforcement. The stimuli were designated
23
SI, S3, and S5 which were correlated with VI 30-
,
VI 90-, and
VI 270-sec schedules of reinforcement during the first half
experiment. There are nine possible combinations of these
stimuli, and these stimuli along with the number of programmed
reinforcers are shown in Table 1. If all programmed reinforcers
were obtained and barring random fluctuations, three stimulus
pairs (Sl-Sl, S3-S3, and S5-S5) would produce equal relative
frequencies of reinforcement, even though the absolute frequencies
of reinforcement differed. Similarly, both S1-S3 and S3-S5 pairs
would produce a relative frequency of reinforcement on the left
key of 0.75 (see Equation 1), but more reinforcers would be
obtained during the S1-S3 pair (VI 30, VI 90) than during the
S3-S5 pair (VI 90, VI 270). S3-S1 and S5-S3 both would produce
relative frequencies of reinforcement on the left key of 0.25,
and S1-S5 and S5-S1 would produce relative frequencies of 0.9 and
0.1 respectively.
When the concurrent VI VI schedule is conceptualized as a
situation in which the behavior of the organism is under stimulus
control, then it becomes apparent that procedures used in the
study of stimulus control would be applicable to the study of
choice behavior as well. One such procedure is the probe stimulus
procedure (e.g., Migler, 1964). In that procedure, occasionally
a stimulus is introduced into the environment for some brief time
during which a sample of behavioral data is collected. Usually the
probe stimulus differs from any of the stimuli used during
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TABLE 1
Stimulus Combinations and Reinforcement
The stimuli and stimulus pairs that were used in the probes and
in some training conditions are shown with the amount of reinforcement
that was programmed to be obtained if the stimuli were used in
training. Reinforcement values shown were used in the first four
conditions in which responding during SI was reinforced according
to a VI 30-sec schedule, S3 by a VI 90-sec schedule, and S5 by
a VI 270-sec schedule. The graphic symbols that were used in
Figure 1 to designate certain pairs of stimuli are also shown.
Stimulus Stim
Configuration
Single Stim. SI
S3
S5
Concurrent Stim.
:
Equal pairs Sl-Sl
S3-S3
S5-S5
S3-S1 / S1-S3
S5-S3 / S3-S5
S5-S1 / S1-S5
Total Relat ive Symbol
Reinforcers Reinforcement in
per Hour on Left Key Figure 1
120
40 —
13 —
240 0.5 •
80 0.5 0
27 0.5 0
160 0.25 / 0 . 75 •
53 0.25 / 0 . 75 0
133 0.90 / 0 . 10 €
Unequal pairs
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normal training conditions. Training stimuli may also be used
as probes, in which case they might be termed pseudoprobes when
necessary to differentiate them from the training stimuli and
to call attention to the fact that, from the perspective of the
subject, those probes are indistinguishable from the training
stimuli. Usually, however, no reinforcers are delivered during
probes. This enables samples of behavior to be obtained without
the direct effects of reinforcement, but it requires the use of
intermittent schedules of reinforcement during training, so that
the absence of reinforcement during the probes is not readily
discriminable to the subject. If non-reinforcement were obvious
to the subject, there might be a more rapid discrimination
formed between the probe stimulus periods and training stimulus
periods. In general, the number of probes that can be presented
is limited by the rapidity with which the organism comes to
discriminate the probe stimuli from the training stimuli.
The present experiment employed a probe stimulus procedure,
exception of generalization test probes described later,
the probes in all experimental conditions were the same—concurrently
presented pairs of SI, S3, and S5 as shown in Table 1. The context
of training in which the probes occurred differed from experimental
condition to condition. The first two experimental conditions
used stimuli during training that would enable the assessment of
the necessary conditions for the development of matching. The
third experimental condition provided information on the discriminated
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concurrent procedure and the generalize of etching to new
choice stimuli. Subsequent experimental training conditions
were used to gather more information about the discriminated
concurrent procedure with probes. These latter conditions were
implemented in part based on the results on the previous experimental
condition.
Each of the experimental conditions was designed to answer
one or more questions about choice performance in the free-operant
concurrent procedure. These questions are discussed below.
Averaginfi of data .
A complication of the usual matching procedure is that data
are collected during training with reinforcers being delivered and
the data are averaged over several days. Averaging over prolonged
periods may obscure important aspects of the choice performance.
In addition, the reinforcers control subsequent responding.
Pliskoff (1971) reported that informal observation suggested that
switching was very likely immediately after a reinforcer. Menlove
(1975) found that after reinforcement on the more-preferred key,
there was an increase in the relative frequency of responding on
the more-preferred key, and after reinforcement on the less-preferred
there was a depression of relative responding with respect to the
more-preferred key. Contrary to Pliskoff’ s suggestion, these data
indicate that the reinforcer increases the probability of staying
on an alternative. Clearly an evaluation of matching performance
would be simplified without the presence of reinforcement.
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With matching under the control of wavelength stimuli, it
was possible to present pairs of probe stimuli for brief periods
without reinforcement. In this way it was determined if matching
was an artifact of averaging over long periods of time and to how
great an extent, if any, the reinforcer was required as a discrimin-
ative stimulus for choice responding.
General izat ion of matching
.
This procedure was also designed to determine whether
preference, conditioned in the presence of certain stimuli, would
systematically generalize to new stimuli. The wavelength and VI
schedule values were related along a dimension. The shortest
wavelength (SI) signalled a short IV, the intermediate wave-
length (S3) signalled an intermediate VI, and the long wave-
length (S5) signalled a long VI (see Table 1). Wavelengths
between the three wavelengths used in training (S2 and S4) were
used to determine how preference would generalize. All 25 possible
pairs of SI, S2, S3, S4, and S5 were presented as probes.
The development of matching
.
The usual matching experiment involves a steady—state
procedure. Data are obtained from well-trained subjects during
daily sessions. The nature of this procedure precludes the study
of the necessary training conditions for matching, or some other
choice performance, to occur.
Menlove's (1975) data showed that changeover performance was
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highly organized. The data of Silberberg et al. (1978) suggested
that the changeover response was not occurring randomly In time.
However, these data were obtained from well-trained animals. What
were the necessary training conditions that produced this final
performance?
Herrnstein and Loveland (1976) failed to obtain matching
under one set of training conditions. Based on their results,
which are discussed further in a later section, Herrnstein and
Loveland discounted the notion "that the subject obeys the matching
law without prior exposure to the context of reinforcement..."
(p. 150) and that matching requires an ongoing interaction with
the conditions of reinforcement and that what is learned about
individual alternatives bears an as-yet-unspecif ied relationship
to frequency or probability of reinforcement" (p. 153). Such an
account of behavior does not consider responding, including choice
responding, as being under stimulus control or that such control
could systematically generalize to other stimuli. A stimulus
control analysis of choice performance would predict that
organisms would show systematic preferences in stimulus situations
similar, though not identical with, stimuli in which matching had
been found (cf. Honig, 1962; Peterson & Premack, 1971).
The study of conditions necessary for the development of
matching has practical value for the use of the matching functions
in scaling reinforcers. Herrnstein and Loveland (1976) limited
matching to situations in which the organism had experience with the
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choice alternatives. Then utility of the matching relation would
be enhanced if it were known under what conditions preference
would transfer, or generalize, to situations where the choice
was between alternatives that had not been presented together
(cf. Navarick & Fantino, 1972, 1975)
For example, it might be possible to scale some reinforcers on
a common scale, often referred to as value (cf. Baum & Rachlin,
1969; Killeen, 1972a; Navarick & Fantino, 1975; Rachlin, 1971).
This approach assumes the generalized matching relation (Equations 4
or 6). Miller (1976) presented pigeons with pairwise choices
between three grains: buckwheat, wheat, and hemp. In each of three
conditions, various pairs of VI schedules were arranged concurrently
to obtain a matching function. Condition I paired buckwheat and hemp,
Condition II paired wheat and buckwheat, and Condition III paired
hemp and wheat. A given grain was always delivered from a peck on
one alternative and the grain with which it was paired was
delivered for a peck to the other alternative. This procedure
produced systematic biases (a change in k from unity) such that
the behavior in any condition could be predicted from knowledge
of the behavior in the other conditions.
In a similar study which employed a human paedophile offender,
Cliff e and Parry (1980) found that responding to produce brief
erotic pictures of men, women, or children in a concurrent pairwise
choice situation was well described by the generalized matching
function (Equation 4) . The data from the condition in which
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pictures of children or women could be produced were predictable
From the conditions where pictures of men or women were produced
and where pictures of men or children were produced.
In these studies, the "prediction" involved relating data
From training conditions. The nature of the usual matching
procedure requires training with various VI pairs. Thus it
was not possible for these studies to determine whether training
under two conditions of choice (A-B, B-C) would produce data from
which the third choice performance (A-C) could be predicted without
explicit training on that third choice.
Nevertheless, the predictive utility of assuming the generalized
matching function was impressive. However, it should be noted that
the reinforcers used by Miller (1976) and Cliff e and Parry (1980)
could be considered substitutable
. Economic theories would
suggest that reinforcers that were not substitutable (e.g., sex
would not be expected to replace food) might not be scalable
unidimensional ly so as to fit the generalized matching relation
(Hursh, 1980; Rachlin, Kagel, & Battalio, 1980).
A purpose of the present study was to describe conditions
under which matching may be found when there has been no explicit
training with the specific pairs of alternatives, and to explore
the training conditions necessary for matching to occur.
The microanalysis of concurrent performance
.
The studies by Heyman (1979), Menlove (1975), and Silberberg
et a.I
. (1978) were not conducted with the typical matching procedure
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and did not involve many VI pairs. The present study extended
their results by enabling direct comparisons of the microstructure
of responding on one alternative when it was paired with any
of three other alternatives, or conversely, by enabling a direct
comparison of responding on any of three alternatives with the
other alternative held constant. Further, the microanalysis
of choice performance during the development of matching enabled
the identification of some of the component responses which
seemed necessary for the conformity of overall choice to the
matching relation.
CHAPTER II
METHOD
Subjects
Three White Carneaux pigeons, raised at the University of
Massachusetts, Amherst, were maintained at 80% of their free
feeding weight.
Apparatus
Standard electromechanical equipment was interfaced with a
ModComp IT digital computer. Inputs and outputs were serviced
on a 50 msec basis.
Three Lehigh Valley Electronics experimental chambers were
equipped with two-key intelligence panels. Each key was 2.54 cm
and required between 0.1 and 0.2 N static force to close a
microswitch
. The chambers were equipped with a one-way glass
for observation of the subjects. A 6 V dc (#44) houselight
provided general illumination. The keys were transilluminated by
IEE inline projectors, also using 6 V dc (#44) lamps. There
were five chromatic stimuli. These were obtained by transilluminating
a key with two lamps through appropriate Kodak Wratten filters.
Three filters were used which passed 538, 555, and 576 nm as the
principal wavelengths. These stimuli were designated SI, S3,
and S5 respectively. Two other stimuli were obtained by
transilluminating the 555 nm filter with one bulb and either the
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538 nm (S2) or the 576 nm (S4) with another bulb. White noise and
exhaust fans provided masking noise.
Variable interval construction. All VI schedules consisted
of 18 intervals chosen according to the method described by
Fleshier and Hoffman (1962). The intervals were ordered such
that each of the six long, medium, and short intervals followed
a long, medium, or short interval equally often. (All schedule
times are in seconds unless otherwise noted.) For a VI 60-sec
schedule of food reinforcement, the following sequence of
intervals was used: 61.15, 83.30, 38.35, 17.25, 118.80, 1.65,
12.95, 233.40, 5.20, 26.90, 52.55, 71.20, 8.95, 32.35, 98.45,
150.20, 45.05, and 21.85 sec. Five significant figures are
shown here for reference—the various intervals were resolved
by the computer to 0.05 sec, and were stored as double-precision
integer values (32 bits).
The starting point within the sequence of 18 intervals
varied from day to day, from one experimental chamber to the next,
and from one key within a chamber to the next. This starting point
within the sequence for the left key was determined by the day of
the year (the remainder from the division of the day number by 18)
plus the chamber number (1 to 3). The beginning point for the
right key was nine intervals greater than the starting point for
the left key of each chamber.
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Procedure
The experimental chambers were completely dark at the beginning
and end of each session. The houselight was illuminated at
all times during the session. The periods in which the houselight
was on and the keylights were both off were referred to as
intertrial intervals. No reinforcement could ever be obtained
during the intertrial interval (ITI)
.
Procedure overview.
Stimulus designati^. The terms for the three stimuli
used in training are: SI, 538 nm; S3, 555 nm; S5, 576 nm. These
were correlated with the VI 30, VI 90, and VI 270-sec schedules
respectively. Thus whenever, for example, S3 was on a key,
pecking that key was reinforced according to a VI 90-sec
schedule of reinforcement. The stimuli and their respective
schedules remained at these values during Conditions 1 through 4.
S2 and s4 were stimuli that were produced by the mixture
of the 538 and 555 nm stimuli (S2) and the mixture of the 555
and 576 nm stimuli (S4) (see apparatus section). No reinforcement
was ever delivered when S2 or S4 were presented. S2 and S4 will
also be called the generalization test stimuli; SI, S3, and S5 will
be called the training stimuli.
Concurrent probes
. All experimental conditions involved the
presentation of the nine possible pairs of SI, S3, and S5 as
probes. Probe stimuli were inserted into the sequence of training
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stimuli (see Tables 2 through 5). A total of 4 min of data was
obtained from each pair of stimuli in each experimental condition.
As was the case with the training stimuli, the probes were presented
sec. No reinforcement was given during the probes. The
concurrent probe stimuli, therefore, provided the opportunity
for samples of performance to be obtained in order to evaluate
choice behavior regardless of the training stimulus conditions.
The experimental conditions
. All but one of the eight
experimental conditions involved training stimuli that differed
from the nine concurrent probe stimuli that were used to assess
choice performance. These seven conditions were designed to
determine what conditions of training would result in choice
performance that was well-described by the matching function. The
other condition. Condition 3, provided training with all nine
combinations of the three stimuli that were presented as probes
m the other experimental conditions. Condition 3 also provided
for tests of stimulus generalization of choice by presenting, as
probes, all 25 possible pairwise combinations of SI, S2, S3, S4, and S5.
Pretraining
.
In this phase of the experiment, the birds were taught to
peck when S3 was presented on the left or the right key. The
other stimuli, SI and S5, were also introduced along with the VI
schedules of reinforcement that were used during the various training
conditions in conjunction with those stimuli (VI 30 and VI 270
respectively)
.
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TABLE 2
Multiple Schedule Stimulus Sequences
Sequence codes were assigned specified wavelengths and
corresponding variable-interval schedules of reinforcement. These
were presented to subjects in specific sequences. Wavelengths of
probes changed daily. In single-stimulus probes, code 8 was a
left-key stimulus and code 9 a right-key stimulus. In concurrent
probes, codes 8 and 9 were identical.
Sequence code: 1 2 3 4 5 6 g g
Stimulus (nm): 538 555 576 538 555 576 probe probe
Key position: left left left right right right
Sequence with two wavelengths:
24412 52511 54214 51551
44124 52142 52154 2
Sequence with three wavelengths:
24613 52613 54234 6155]
64324 53162 53164 2
Sequence with three wavelengths and probes (in italics):
24613 52 8 61 35429 34615
8 5 1 6 4 32459 31625 31642
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TABLE 3
Equal Concurrent Stimulus Sequences
Sequence codes were assigned specified wavelengths and correspond
ing variable-interval schedules of reinforcement and presented in
a specified sequence. Wavelengths of probes changed daily.
Sequence code: 1238
Stimulus left and right: 538 555 576 probe
Sequence
:
2 13 1 3 2 2 8 3 1 32128 31312
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TABLE 4
Full Concurrent Stimulus Sequences
Sequence codes were assigned specified wavelengths and
corresponding variable-interval schedules of reinforcement. Wave-
lengths assigned to sequence codes on particular sessions are given by
2 538+555, 3-555, 5=555+576, 5=576. For example, stimulus 35
would be a 555 nm on the left and a 576
Sequence: 21313 22831 321
Sequence codes:
Session Stimulus Pair in Sequence
nm st
2 8 3
Codes
1 2 3 8
a
00
OH,
8
C
8
d
1 55 33 11 11 22 11 —
2 13 35 51 51 52 51 51
3 15 53 31 31 31 32 21
4 35 11 53 53 54 53 43
5 31 55 13 13 13 23 12
6 33 51 15 15 25 15 14
7 11 31 35 35 34 45 35
8 53 13 55 55 33 44 —
9 51 15 33 33 42 33 24
3 2
Pseudoprobes
.
b
,
c
,
d
Probes in each consecutive series of nine sessions for
generalization.
39
TABLE 5
Extinction Stimulus Sequences
Sequence codes were assigned a
presented in a specified sequence.
specified wavelength and
Sequence code: 123456789
Stimulus left: 576 555 576 538 555 576 538 555 538
Stimulus right: 538 538 555 538 555 576 555 576 576
Sequence
:
4 3 8 1 9 5 6 7 2 915472863
5 18374269 176593824
428395671 962473815
3 6 8 2 7 4 5 1 9 276591834
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ShaEiSS- After being adapted to the experimental chamber
and allowed to eat from the food hopper, the birds were autoshaped
to the 555 nm stimulus. Food followed an 8-sec onset of the
stimulus projected on the key. The stimulus appeared on either
left or the right key equally often in a semi-random order
such that there were no more than two consecutive occurrences of
the stimulus on one side. Intervals between trials were generated
from adding 15 sec to each interval of a VI 30 series.
With the autoshaping procedure, any peck immediately produced
food. Once pecking had begun, the stimulus periods were lengthened
to 60 sec or until a reinforcer was delivered. The ITI became
a fixed 30 sec, and the birds were on a continuous reinforcement
schedule. After a single session of continuous reinforcement, a
VI schedule was introduced, and the value increased gradually to
a VI 90-sec schedule. As during the autoshaping procedure, the
location of the stimulus varied between the left and right keys.
The autoshaping procedure and the procedure of terminating
the stimulus period at reinforcement ensured that early in training,
an equal number of reinforcers were obtained in the presence of
the left and right keys.
The maximum duration of the stimulus periods was 60 sec.
Once VI 60 had been reached, the offset of the stimulus no longer
followed a reinforcer. For the remainder of the experiment,
stimulus periods were always 60 sec with a 30—sec ITI separating
stimulus presentations. Stimulus periods were sparated with an
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order to decrease any interaction between successive stimulus
periods.
Reinforcement duration was 3 sec during the autoshaping
procedure and the continuous reinforcement session. It was
shortened to 2.5 sec when the VI schedules were introduced.
Reinforcement duration was "dead time.” This time did not
account for any of the stimulus period and did not enter into the
analysis of the data. This ensured that the rate of response
obtained during a stimulus with many reinforcers was not spuriously
lowered by the relatively large amount of time spent eating.
Additional stimuli. In place of half of the 555 nm stimulus
presentations, a 538 nm stimulus appeared. The order of stimulus
presentation was variable with the restriction that, regardless
key location, a single stimulus was not presented more than
four consecutive times. In addition, a single key was not
illuminated more than two consecutive times. Both stimuli
appeared equally often on each key. A VI 30-sec schedule was in
effect during the 538 nm stimulus, and the VI 90 schedule continued
to be in effect during the 555 nm stimulus. Table 2 shows the
sequence of stimuli when two and three stimuli were presented at
each key location.
After 12 session, a 576 nm stimulus, correlated with a VI
270-sec schedule, was introduced. Each of the three stimuli occurred
equally often on each key with no more than two consecutive
occurrences of a stimulus regardless of location, and a given key
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was not illuminated more than two consecutive times with any
stimulus (Table 2).
For subjects C51 and C53 rates of response during the 576 nm
stimulus (VI 270) dropped from about 70 to about 10 responses per
minute over four sessions. The rapid and pronounced decline in
responding might have been a prelude to cessation of responding.
Consequently the 576 nm stimulus was presented alone, alternating
with the ITI, for several sessions, and rates of response increased
for all subjects. The stimulus correlated with the VI 90 schedule
was reintroduced for three sessions and then the 538 nm (VI 30)
stimulus was reintroduced. Response rates during the 576 nm
stimulus decreased again for all subjects. The reintroduction of
^11 three stimuli defined the start of Condition 1, also referred
to as the Multiple condition.
Condition 1_
—
Multiple schedule .
Condition 1 and Condition 2 were designed to evaluate the
conditions necessary for the development of matching. The purpose
of Condition 1 was to determine whether proportional choice
(Equation 1) would occur during the concurrent probe stimuli when
there had been training solely with single stimuli, not concurrent
stimuli (i.e., when training stimuli and the correlated schedules
of reinforcement were presented singly on the left or the right
keys, but never both keys simultaneously) . Before the concurrent
probe stimuli were presented, it was established that responding was
under control of the various stimuli. Rates of response differed
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presence of each stimulus, and concurrent probes were not
presented until there were no obvious trends in those rates over
5 or more days. There was no formal stability criterion.
Training
. Technically the schedule was a 7-component
multiple schedule. Each of the three stimuli were presented on
each key an equal number of times, and a 30-sec ITI separated each
stimulus period. Only one key was illuminated. This portion of
Condition 1 lasted about 110 days. Rates during the VI 270
schedule slowly increased early in this condition.
Single-stimulus probes
. During approximately the last 50 of
the 110 sessions, probe stimulus periods were added to the sequence.
Probes with the stimulus configurations in the ongoing training
conditions are referred to as pseudoprobes
. During a probe,
including pseudoprobes, no reinforcement was ever obtained. For
41 of the 50 sessions, pseudoprobes were presented. Four
presentations of either SI, S3, or S5 as pseudoprobes occurred in
a single session. Two presentations of each occurred on each
key (see Table 2)
.
Concurrent £robes. During the final nine sessions of Condition 1,
concurrently presented probe stimuli occurred. Each probe consisted
of the illumination of both keys with a pair of the training stimuli.
The nine possible pairs of SI, S3, and S5 are shown in Table 1. As
during the pseudoprobe sessions, four probes occurred per session
out of 40 stimulus presentations (see Table 2). Thus in each session
there were 40 ITIs, 36 training stimulus periods, and four probe
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stimulus periods. Nine sessions
minutes of data from each of the
were required to obtain four
possible pairs of stimuli.
Condit ion 2 Equal Concurrent schedule
.
The determinants of proportional choice were assessed further
wrth equal-stimulus concurrent training. During training, the
birds responded on concurrent schedules, but those schedules
consisted of identical stimuli and therefore identical schedules
of reinforcement on each key. There were two important questions.
Would proportional choice occur when unequal pairs of stimuli were
presented as probes? Second, how would responding change during
the transition from the multiple schedule training condition to the
concurrent schedule training condition?
T raining
. Both keys were illuminated during stimulus periods.
The stimuli on the keys were identical, and the three training
stimuli used in Condition 1 continued to be correlated with the
same VI schedules as before. Thus this condition involved a
4-component multiple schedule: Sl-Sl, S3-S3, S5-S5, and the ITI.
Each component of the multiple schedule was made up of a
concurrent schedule with equal stimuli and equal VI schedules—
a
simple version of a discriminated concurrent schedule.
Because two stimuli and associated schedules of reinforcement
were presented concurrently, the number of stimulus presentations
was decreased by half to prevent satiation and increases in body
weight from excessive reinforcement. There were 18 presentations
of the training stimulus pairs and two pseudoprobe stimuli. Table 3
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shows the sequence of stimuli.
Pseudoprobes were presented throughout this condition,
each session had a different pseudoprobe stimulus, either Sl-Sl,
S3-S3
,
or S5-S5
. Therefore it took three sessions to obtain
probe data for each training pair. Due to the shorter sessions, only
two presentations of the probes occurred per session.
^nCUrrent £IPbes-- Af ter 57 sessions of concurrent training,
probes were inserted into the pseudoprobe stimulus positions.
Probes consisted of all possible stimulus pairs as was the case in
Condition 1 above. Since there were only two probes per session,
18 sessions were required to obtain four minutes of data from each
of the possible pairs of stimuli.
Condition
_3
—
Full Concurrent schedule.
This condition provided training with the nine pairwise combin-
ations of SI, S3, and S5 that had previously only occurred as probe
stimuli. A comparison could be made between the data obtained from
the training stimuli and the data obtained from the probe stimuli,
which, in this condition, were pseudoprobes. This condition also
provided a situation in which tests of stimulus generalization of
choice performance could be accomplished.
The primary purpose of this condition, however, was to determine
whether the discriminated concurrent procedure would produce a
matching function in a short period of time. Only if the procedure
were successful in producing matching during training could the
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evaluation of the probes in this and other conditions be fade
meaningfully.
Training and probes. There were 24 training stimulus presenta-
tions per session rather than the 18 presentations used in
Condition 2. Thus the exposure to the various training stimulus
pairs in each session was increased. The probes were unaffected
since these six extra stimulus periods were added to the Condition 2
stimulus sequence (cf. Table 4 and Table 3).
All possible combinations of stimuli were presented during
training. Because not all possible combinations could occur in
a single session due to programming limitations, only three
different stimulus pairs were presented within a session. One of
those stimulus pairs was also presented as a pseudoprobe twice
during the session. After three sessions, all possible pairs of
stimuli had been presented an equal number of times (see Table 4,
sessions 1, 2, and 3).
In the subsequent three sessions, all possible pairs of stimuli
were again presented an equal number of times. However, the
combination of stimuli within a session were different. In a third
set of three sessions, the pairs of stimuli presented within a
session were different again. Thus there were nine different session
types. Table 4 shows the stimulus pairs used in each of the nine
session types. From the last 18 of 58 sessions, probe data were
collected.
Generalization probes . Probes were inserted into the
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pseudoprobe stimulus positions. There are 25 possible combinations
of SI, S2
,
S3, S4
,
and S5. Thus it took 25 sessions to obtain
two minutes of data for each pair. Three such blocks of 25
sessions were done during this condition. Table 4 shows the
stimuli that occurred in the probe periods in Columns 8b, 8c, and 8d.
During the third block of nine sessions (the probes for which are
shown in Column 8d)
,
the sequences designated Session 1 and Session 8
were not used.
Condition 4^ Multiple schedule revisited.
This condition was designed to assess the effects due to the
multiple schedule context in which the probes occurred. This
condition was identical to Condition 1. Any changes in performance
during the Equal or Full Concurrent conditions might result in
important differences between the concurrent performance found
during the probes presented during the multiple training of
Condition 1 and the concurrent performance during the probes of
the multiple schedule training of this condition.
Training and probes . Condition 4 was a return to the
Condition 1 procedure. After 30 days, the nine concurrent probes
were presented as in Condition 1.
Condition 5^
—
Reversed Multiple schedule
.
Based on the differences between the results of the multiple
training conditions in Condition 1 and Condition 4, it was decided
to determine whether matching would occur if the schedules of
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reinforcement were changed. In this and all following experimental
conditions, the schedules of reinforcement for SI and S5 were
reversed. For the remainder of the experiment, SI was correlated
with the VI 270-sec schedule and S5 was correlated with the VI 30-sec
schedule, S3 continued to be correlated with the VI 90-sec
schedule
.
The purpose of this condition was to assess whether altering
the schedules of reinforcement when the stimuli were presented as
single elements would change the preference when the stimuli
were presented in pairs. Would the birds respond to pairs of probe
stimuli in accordance with the new reinforcement frequencies
correlated wht the stimuli, or would the birds respond to the
probe stimuli as was appropriate to the schedules of reinforcement
when concurrent stimuli had previously been presented during
training in Condition 3? Also, if the preference did change as
a result of single-stimulus multiple training in this condition,
would proportional choice occur or would exclusive preference occur?
Training and probes . Except for the reversed schedules of
reinforcement, this condition was a repetition of Conditions 1 and 4.
Training continued for 45 days before concurrent probes were
introduced. Two sets of four minutes of probe data were obtained
in this condition in order to assess continued probe presentations.
Condition 6^
—
Concurrent White stimulus training
.
Because it was found that concurrent schedule training altered
choice performance when compared with multiple schedule training,
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stimuli, it was conjectured that concurrent training with any stim-
uli, not just some of the pairs of those stimuli that would be used
as probes, would alter choice performance. The purpose of this
condition was to determine whether additional training with a
concurrent schedule, signalled by stimuli that were on a dimension
orthogonal to the dimension of those stimuli used as concurrent
probes, would change the performance during the concurrent probes.
~
ainlng sessions. The schedules of reinforcement in this
condition were VI 90 and VI 90. The stimuli that signalled these
schedules were concurrently presented white keys. Sessions
terminated after 30 concurrent stimulus presentations.
-
Pr°be
—
-Sions
. After seven sessions of training with the concur-
rent white stimuli, probe sessions were introduced. The probe sessions
were identical to the probe sessions used in Condition 5, and no white
stimuli were present. One probe session alternated with one concurrent
white training session until nine probe sessions were complete.
Condition 2
—
Extinction
Skinner (1950) found that proportional choice continued to
occur during extinction. This condition provided further data on
choice during extinction.
Immediately following Condition 6, all nine possible pairs of
SI, S3, and S5 were presented in extinction. No warm-up was given.
The 30-sec ITT continued to separate all stimulus presentations.
Table 5 shows the sequence of stimuli used. All nine possible
pairs of stimuli were randomly presented in each of 18 blocks of
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stimulus presentations.
Condition 8—Reversed Equal Concurrent schedule
.
Condition 2 changed the choice performance of the birds when
compared with Condition 1. Condition 8 was identical to Condition 2
except that the schedules of reinforcement for SI and S5 continued
to be VI 270 and VI 30 as described in Condition 5. Would the same
kind of change that was seen in performance in Condition 2 be
replicated during this condition?
Prior to the concurrent probes in Condition 2, there had
been nearly 2 months of concurrent training with equal stimuli.
In this replication of Condition 2, only 10 days of training
were provided prior to the 18 sessions of probe stimuli.
The changeover delay
.
The changeover delay (COD) prevented the pecks following the
selection of an alternative from receiving reinforcement. The
first peck on an alternative initiated the COD. The first
peck after the COD had elapsed would produce reinforcement, if
scheduled
.
The first peck on an alternative was defined in the traditional
manner as the first peck on key A preceded by pecking on key B.
A changeover during a COD began another COD. However, the first
peck on any alternative after the beginning of a stimulus period
was also considered a changeover. A COD was therefore in effect
during all multiple schedules as well as concurrent schedules.
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Throughout this experiment, from the time the first VI schedule was
introduced, a 2-sec COD was in effect. Data collected during the
COD were not differentiated from data collected at other times.
CHAPTER Hi
RESULTS
Three general classes of data were obtained in this study. The
first major class of data described molar choice— the overall choice
performance measured during the concurrent probe stimuli that
occurred during each experimental condition. In accordance with
Equation 1, the proportion of total responding on the left key
was related to the proportion of total reinforcers that would have
been programmed to be obtained from responding on the left key
had reinforcement been delivered during the probes. Although
the probe stimuli were the same between experimental conditions,
the context of training in which the probes occurred differed, and
different overall choice performance occurred depending on the
ongoing training conditions.
Underlying the overall choice performance was responding that
produced the two other major classes of data. Both dealt with the
moment-to-moment
,
or molecular patterns of response. One of these
patterns of response was produced by the keypecking that occurred
on each key during each stimulus (i.e., Sl-left, S3-left, S5-left,
right, S3—right, and S5—right)
. One measure of these responses
was the local rate of response and another was the frequency
distribution of interresponse times. These are described in detail
below.
A second pattern of response, and the third of the major classes
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data, was the pattern of changing from responding on one key
to the other key. One measure of this behavior was the total
number of switches from one key to the other. A second measure
was the frequency distribution of times between these changeovers
from one key to another— the interchangeover time.
The data describing the moment-to-moment patterns of response
were primarily obtained from the first four conditions. The moment-
to-moment patterns of response were presented as functions of
both the stimulus on the key on which the bird was responding
(the cjurrent key ) and the stimulus on the other key
.
The data from the concurrent probe stimuli were also supplemented
by data obtained during concurrent training in the Equal and Full
Concurrent conditions. These data indicated that the small samples
of behavior obtained during the probes did reflect performance
during training conditions.
The discussion of the questions raised in the introduction
sometimes required the integration of molar and molecular forms of
data, and sometimes the questions only required the molar data.
Consequently the results are presented in three parts and the
discussion integrates information from these parts as necessary.
In the first part, molar choice was described across the various
experimental conditions. Second, the patterns of responding on
a particular key were presented for the first four experimental
conditions. Finally, the patterns of switching between keys and the
allocation of time to the two response alternatives were presented
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for the first four conditions.
Molar Choice
The measure of choice
.
Figure 1 shows the matching relations obtained during the
concurrent probes in Conditions 1 through 4. Each data point
represented data from 4 min of exposure to a concurrently presented
pair of stimuli. The relative frequency of responding on the left
key was presented as a function of programmed relative reinforcement
on the left key (see Equation 1). Table 1 shows that for the nine
possible pairs of SI, S3, and S5, there were three points where
the relative programmed reinforcement was 0.5. These were
produced by stimulus pairs Sl-Sl, S3-S3, and S5-S5 and were depicted
m Figure 1 by solid, half-filled, and open circles respectively.
Thus at the same relative reinforcement frequency there were three
data points representing stimulus pairs with differing absolute
reinforcement frequencies. Table 1 shows the total number of
reinforcers per hour that would have occurred had reinforcement been
programmed during the probes. Table 1 also shows that pairs of
stimuli consisting of SI and S3 or pairs consisting of S3 and S5
produced programmed relative frequencies of reinforcement on the left
key of 0.25 or 0.75 depending on which stimulus was on the left
key. Pairs of stimuli consisting of SI and S3 were depicted as
solid circles in Figure 1 and had higher absolute frequencies of
reinforcement than did the stimulus pair made up of S3 and S5, shown
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by the open circles at 0.25 and 0.75 relative reinforcement
frequency in Figure 1. Finally, combinations of SI and S5
produced 0.1 and 0.9 relative reinforcement and were depicted in
Figure 1 as half-filled circles. At a given relative frequency
of reinforcement, the solid circles represented data from stimulus
pairs with the lowest absolute frequency of reinforcement.
Regression lines were fit by the method of least squares and
are shown in Figure 1. The regression equations are shown above
each figure panel on the left, and the percentages of variance
accounted for by the regression lines are shown above each panel
on the right. If perfect matching occurred, the slope of the
regression line would be 1.0 and the amount of variance the
regression line accounted for would be 100%.
Programmed reinforcement was used as the independent measure
because of the probe-test procedure. Until the Full Concurrent
condition, there was no measure of obtained reinforcement since the
data were obtained during concurrent probe stimulus presentations
during which reinforcement was never presented. Only during the
Full Concurrent condition were reinforcers obtained with all the
stimulus pairs that were presented to generate the matching
functions in Figure 1. For consistency, all data were presented
as functions of the relative frequency of reinforcement that would
have been programmed to be obtained.
The data were displayed as proportions rather than log ratios
of responding to avoid indeterminant points, caused by exclusive
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Fig- 1- Relative responding during probe stimuli in
Conditions 1 through 4. When two or three data points occurred
at one relative reinforcement frequency, open circles represent
the stimulus pair with the least absolute reinforcement
frequency, closed circles the stimulus pair with the greatest
absolute reinforcement frequency, and half-solid circles with
intermediated absolute reinforcement frequencies (see Table 1 ).
No reinforcement was obtained during probes, but the independent
variable was the relative reinforcement that would have been
programmed during a given pair of stimuli. Each data point
represents 4 min of exposure to a stimulus pair. The linear
regression line is displayed along with the regression
equation and the percentage of variance accounted for by that
equation
.
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responding on one alternative. In addition. Table 6 Includes
the percentage of variance accounted for by measures of relative
responding, relative time allocation, log response ratios, and log
time ratios as functions of the respective measures of reinforcement.
It was generally the case that the relative measures accounted for
more variance than did the log measures, for both responding and time
allocation. However, because of indeterminant points, due to zero
responses on one key or the other, the regression equations were
often based on fewer than nine data points for the log ratio
measures. Both relative responding and log ratio responses
generally accounted for more variance than did the respective
relative time and log ratio time measures.
Relat ive responding
.
Multiple schedule training
. Perhaps the most striking finding
was not obtaining matching during the initial Multiple condition.
Column 1 of Figure 1 shows that when equal stimulus pairs (Sl-Sl,
S3-S3, S5-S5) were presented, the birds chose both alternatives,
although not with the expected 0.5 relative frequency. Only C53
during the SI— SI pair (solid circle) exhibited exclusive preference
at the 0.5 point.
In Figure 1 for each bird, there were 6 points per panel that
represented data from unequal stimulus pairs. These points were
shown at 0.1, 0.25, 0.75, and 0.9 relative reinforcement. In
Column 1 of Figure 1, nearly all these data points showed either
exclusive preference or close to exclusive preference for the
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TABLE 6
Regression
Linear regressions for relative response, relative time, log
ratio response, and log ratio time were based on the reinforcement
frequency that would have been programmed for probe data. Regressions
for Full Concurrent training (Condition 3t) were based on obtained
reinforcers. The number of data points for relative measures was
nine; the number for log transformed data was occasionally less due
to indeterminant log ratios.
C51
Slopes Intercept Percent Variance # Data
Condi- Rel
.
Rel. Log Log Log Log Rel. Rel. Log Log
Points
(logs)
t ion Resp Time Resp Time Resp Time Resp Time Resp Time
1 1.42 1.22 1.91 1.60
. 17 .25 74.4 70.5 59.1 45.9 8
2 0.45 0. 16 0.41 0. 14 -.15 -.17 65. 1 40.3 69.9 40.6 9
3 1.06 0.95 1.15 0.95 -.03 .06 97.2 96.6 97. 1 97.1 9
3t 0.97 0.94 0.95 0.89 -.11 .03 98.3 99.0 99. 1 98.6 9
4 1.20 1.15 1.27 1.20 .01 .06 93.8 90.5 88.5 81.8 9
5a 1.03 0.84 1.29 1.05 -.63 -.70 78.6 79.2 83.6 79.8 8
5b 0.96 0.83 1.43 1.14 -.18 -.17 52.5 48.2 62. 1 55.5 9
6 0.92 0.81 1.20 1.03 -.29 -.38 78.0 78.2 80.0 76.5 8
7a 1.36 1.24 2.02 1.52 -.03 -.16 86.5 82.9 80.2 64.0 8
7b 0.82 0.69 1.15 0.54 -.32 -.31 29.8 27.2 33.9 17.5 8
8 0.76 0.70 0.94 0.71 -.52 -.46 77.3 69.3 73.6 57.0 9
60
TABLE 6 (continued)
C52
Slopes Intercept Percent Variance # Data
Condi-
tion
Rel
.
Resp
Rel.
Time
Log
Resp
Log
Time
Log
Resp
Log
Time
Rel.
Resp
Rel.
Time
Log
Resp
Log
Time
Points
(logs)
1 1.48 1.46 3. 10 2.88 -.36
-.22 86.3 88.5 83.9 81.3 6
2 1.03 1.01 1.04 1.01 .40 .07 91.7 96.8 91.7 95.4 9
3 1.20 1.24 1.32 1.48 -.09
-.06 92.9 92.2 90.7 88.8 8
3t 0.93 1.01 0.87 1.04 -. 10 -.04 99.7 98.1 99.3 97.8 8
4 1.32 1.33 1.70 1.75 -.04
-.28 96.1 93.9 92.8 88.4 8
5a 1.22 1.28 1.58 1.88
. 10 .25 78.6 82.2 82.5 85.2 8
5b 1.01 0.99 1.22 1.15 -.27
-.24 74.3 71.2 80.2 75.8 9
6 0.91 0.93 1.31 1.32 .22 .29 71.1 71.6 68.7 68.6 9
7a 1.08 1.01 1.46 1.20 -. 14 -. 11 64.0 62.5 65.6 59.0 9
7b 0.80 0.77 1.26 1.11 .26 .34 37.
1
41.7 47.6 39.3 9
8 0.80 0.85 0.89 0.90 -.20
-.01 85.3 75.6 85.5 81.0 9
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TABLE 6 (continued)
C53
Slopes
Condi- Rel
. Rel
. Log Log
tion Resp Time Resp Time
1 1.55 1.50 5.65 5.01
2 1.25 1.03 1.74 1.33
3 1.25 1.24 1.55 1.63
3t 1.07 1.04 1.25 1.14
4 1-27 1.37 1.78 1.91
5a 1.32 1.21 1.67 1.50
5b 0.91 0.95 1.08 1.01
6 0.63 0.70 0.74 0.68
7a 1.01 1.00 1.97 1.38
7b 1.07 1.06 1.46 1.12
0.75 0.79 0.65 0.67
Intercept Percent Variance // Data
Log Log
Resp Time
Rel.
Resp
Rel.
T ime
Log
Resp
Log
Time
Points
(logs)
-1.21
-1.36 78.6 78.2 76.2 80.2 5
.28 .09 96.3 93.4 95.7 88.5 9
.07 -.16 82.1 83. 1 57.8 63.2 7
. 18 .03 97.9 99. 1 98.1 98.9 8
.20 .02 93.6 91.6 92.9 94.7 9
.05 -.09 75.8 74.9 69.9 66
.
3
9
.25 .23 37.0 52.2 39. 1 35.4 8
. 12 .09 26.5 62.5 24.4 51.4 9
.35 .34 50.0 69.7 65.8 81.1 9
.82 .59 49.7 52.6 37.2 31.8 6
.62 -.07 38.2 60.9 27.0 45.8 8
8
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more preferred key. For example, at 0.25 relative reinforcement
on the left key, most responding occurred on the right key, pro-
ducing a relative response frequency on the left key close to
zero. Similarly, at 0.75 relative reinforcement, nearly 100%
of the responses occurred on the left key. Only 2 of the 18
data points for the three subjects were close to matching. C51
at 0.1 relative reinforcement produced a relative response
frequency of about 0.11 and C52 at 0.75 relative reinforcement
produced a relative response frequency of about 0.81.
Thus Multiple training could not be said to have produced
matching. There was usually exclusive preference for the
more-preferred key the key with the higher programmed reinforce-
ment frequency.
—
9
ual Concurrent training
. This procedure produced results
very different from those produced by the Multiple condition.
No longer was there exclusive preference for the stimulus
correlated with higher reinforcement. In addition, the three
points at 0.5 relative reinforcement in Column 2 of Figure 1
show that the probes with the training stimulus pairs (Sl-Sl,
S3—S3, S5-S5) resulted in performance closer to the expected
0.5 relative response frequency than was the case after Multiple
training.
Data that conformed perfectly to the matching relation would
result in regression lines with slopes of one, intercepts of zero,
and 100% of the variance accounted for. C51 deviated most from
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this ideal. The data of C51 showed undermatching
—a lack of
preference, or Indifference, toward the alternatives of unequal
pairs of stimuli. The most Important aspect of the data was the
change from exclusive preference (overmatching) produced by
training with the same stimuli under simple multiple schedules of
reinforcement
.
The preference relations shown by C51 in Condition 2 were
generally related to reinforcement frequency very well on an
—
d
-
lnal basis
- Disregarding the equal pairs of stimuli, the
preference for relative reinforcement of 0.1 was less than the
preference for 0.25 which were less than for 0.75 which were
less than 0.9. This might be termed good ordinal matching
.
Full Con current gaining. The Full Concurrent procedure used
all nine possible combinations of stimuli during training. Thus
the probe stimuli during this condition were the same stimulus
pairs as those used in training. The matching relations were not
greatly changed from the Equal Concurrent condition for C52 and
C53, shown in Column 3 of Figure 1. C51 and C52 both developed
more extreme preferences for C51 this produced matching and for
C52 this produced about the same degree, of overmatching as exhibited
by C53.
The Full Concurrent probe data would have conformed more
closely to proportional matching had the relative responding
been related to the relative proportion of reinforcers actually
obtained during Full Concurrent training. Table 7 shows the
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TABLE 7
Obtained Relative Reinforcement
The percentage of obtained reinforcement on the left during
18 sessions of Full Concurrent training. Stimuli are given by
correlated VI values and the percentage of programmed reinforcement.
Regression equations for relative obtained reinforcement (Sr) as
a function of programmed reinforcement (PSr) are given with
the percent of variance they account for.
% Reinf. : 50 25 75 10 90
VI (L) : 270 90 30 270 90 90 30 270 30
Subj. VI (R): 270 90 30 90 30 270 90 30 270
C51 50 47 51 23 20 78 80 7 90
(Sr = 1 .09 PSr - 0.05
,
99.4%)
C52 44 50 50 19 23 82 84 0 93
(Sr = 1 . 19 PSr - 0. 10
,
98.9%)
C53 64 49 49 13 13 79 80 0 97
(Sr = 1 .26 PSr - 0.14
,
96.9%)
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obtained relative reinforcement summed across the 18 days during
Full Concurrent training during those session when the probes
shown In Figure 1 were presented. The slopes of regression lines
based on the relative obtained reinforcement as a function of
programmed relative reinforcement were all greater than one.
Therefore, had relative responding been determined as a function
of relative obtained, rather than programmed reinforcement,
the slope of the regression line would have been less and would
have more closely approximated the ideal matching value of one.
Relative responding during Full Concurrent training was
plotted against obtained relative reinforcement. Data summed
across 18 days are shown in Column 1 of Figure 2. These data,
each point based on A8 min of exposure to a stimulus pair and
displayed as a function of obtained relative reinforcement, conform
extremely well to the ideal of proportional matching (Equation 1).
In the Full Concurrent procedure used in this experiment,
three sessions were needed to present all nine possible stimulus
pairs. Within each session of a block of three sessions, only
three pairs of stimuli were presented (see Table A). During the
second 3—session block, the nine pairs were presented again, but
the group of three stimuli presented on each of those 3 days were
different from the group of three stimuli presented previously.
Similarly, the next 3-session block involved still different
ordering of the nine possible stimulus pairs. Therefore, although
a complete matching function could be generated in three sessions.
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Fig. 2. Relative responding during Full Concurrent training
during the 18 days from which probe data were collected. The
left panels represent the sum across those sessions
(approximately 48 min at each stimulus pair) and the right
panels represent those data separated as to each of three
contexts (see text for further explanation)
.
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the context of stimuli in which a glven pair „as presente<J d . ffered
for each 3-session block.
The right panels of Figure 2 show matching functions gener-
ated by each of the three contexts. The data from these three
contexts, when summed together, generated the left panels of Figure 2.
The context in which a given stimulus pair occurred did not seem to
greatly affect the matching functions. This was important to
find since a given pair of stimuli always occurred as a probe in a
particular context of other pairs of stimuli (Table 4).
Generalization of matching. During Full Concurrent training,
probes were presented which included stimuli not used in training-S2
and S4. The principal wavelengths of S2 and S4 were assumed to
be those given by Lyons and Klipek (1971) for the mixtures of those
Kodak Wratten filters-549 and 559 nm respectively. Linear
interpolation between 538 nm (VI 30), 555 nm (VI 90), and 576 nm
(VI 270) yielded expected programmed reinforcement frequencies.
These were then transformed into relative reinforcement values and used
as the independent variable in Figure 3. Table 8 shows these values.
Each data point in Figure 3 was based on only two probe
presentations (2 min). The solid circles represent probes with
pairs of stimuli used during training. The four open circles in
each panel represent probes using only S2 and S4. The triangles
represent points from a stimulus pair consisting of either S2 or
S4 in combination with one of the three stimuli used in training. If
the training stimulus was presented on the left, the apex of the
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TABLE 8
Relative Programmed Reinforcement
rogrammed and interpolated relative reinforcement frequencies
on the left key. Stimulus designations are the same as in Table 4
Stim. Rel
.
Reinf
.
Stim. Rel.
Reinf.
51
. 100 41 .225
42
.339 53 .250
32 .370 54
.276
33 .500 44
.500
45 .724 12 .637
24 .661 35
. 750
15 .900
Stim. Rel.
Reinf.
Stim. Rel.
Reinf
52
. 163 31 .250
21
. 362 43
. 466
11 .500 22 .500
55 .500 23 .630
34 .534 13 .750
25 .837 14 .775
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Fig. 3. Relative responding during generalization.
Solid circles represent stimulus pairs consisting of train-
ing stimuli SI, S3, and S5. Open circles represent stimulus
pairs consisting of generalization test stimuli S2 and S4
.
Triangles represent pairs with one training stimulus and one
generalization stimulus. When the training stimulus was on the
t
,
the apex was up. Each point represents 2 min of exposure
to the stimulus pair. Each column of panels represents 2 min of
probes for each stimulus pair. The first column was from the
first 2 min, the second from the second 2 min, and the third
from the third 2 min of exposure to each pair of the 25
possible combinations of SI, S2, S3, S4, and S5. The best-
fitting straight lines for all data are shown.
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triangle is uP; if the training stimulus was on the right, the apex
is down. Therefore, a biased preference for the training stimulus
would result in the triangular symbol being displaced from the
matching line in the direction of its apex.
Column 1 of Figure 3 show data from the first 2 min of probes.
Generalization of matching occurred for stimulus pairs consisting
entirely of S2 and S4 (open circles: S2-S2, S2-S4, S4-S2, S4-S4).
Generalization of matching also occurred for pairs in which only
one of the stimuli was S2 or S4 (triangles).
After each probe stimulus pair had been presented for 2 min
(25 sessions), there had been 32 min of exposure to S2 and S4 with
reinforcement. Table 9 shows the raw data for these general-
ization probes. There was, in general, a progressive decline in
responding to S2 and S4 from the first through the third of the
25-session blocks of generalization testing. The presence of S2
or S4 in a probe was not accompanied by a depression of responding
to the training stimulus with which it was paired. In Figure 3
the second and third columns for each subject show the data from
generalization probes. Because the decline in S2 and S4 responding
was not accompanied by a decline in responding to the training
stimulus with which it was paired, there was a decrease in relative
preference for S2 and S4 as generalization testing progressed from
the first to third 25-session block. This effect is reflected by
the distance the triangular symbols moved in the direction of
their apexes from the regression line. In addition, there
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TABLE 9
Responses During Generalization
The number of responses in each cell „as based on two
Of exposure to a stimulus pair. All possible combinations
stimuli were made in one "pass" before another pass began,
three passes and marginal totals are shown.
minutes
of
The
C51
Cur-
rent
Key
Left-Key Resp.
Given Other-Key Stim
Right-Key Resp
Given Other-Key
:Stim
Stim Pass SI S2 S3 S4 S5 Total SI S2 S3 S4 S5 Total
SI 1 98 118 116 120 145 597 93 125 154 147 194 7132 94 106 126 130 141 597 128 158 166 185 188 825
3 81 125 131 138 121 596 154 160 176 226 184 900
sum 273 349 373 388 407 1790 375 443 496 558 566 2438
S2 1 62 71 93 46 101 373 67 69 92 105 96 429
2 7 50 28 14 36 135 30 49 48 44 47 218
3 7 28 34 28 3 100 8 83 47 21 45 204
sum 76 149 155 88 140 608 105 201 187 170 188 851
S3 1 39 64 64 91 95 353 37 64 72 81 109 363
2 30 69 37 86 56 278 73 83 89 61 96 402
3 53 52 81 114 71 371 62 121 75 112 114 484
sum 122 185 182 291 222 1002 172 268 236 254 319 1249
S4 1 57 40 29 47 47 220 21 34 35 48 62 200
2 17 6 17 29 69 138 85 19 12 119 40 275
3 24 23 38 18 0 103 13 13 38 16 46 126
sum 98 69 84 94 116 461 119 66 85 183 148 601
S5 1 18 41 26 22 45 152 14 28 7 5 57 111
2 16 29 14 13 19 91 13 9 72 11 6 111
3 15 47 56 3 5 126 41 27 56 13 35 172
sum 49 117 96 38 69 369 68 64 135 29 98 394
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TABLE 9 (continued)
C52
Cur-
rent
Key
Left-Key Resp.
Given Other-Key Stim
Right-Key Resp.
Given Other-Key Stim
Stim Pass SI S2 S3 S4 S5 Total SI S2 S3 S4 S5 Total
SI 1 109 144 189 195 188 825 222 238 263 282 313 1318
2 105 184 167 184 201 841 197 230 235 313 294 1269
3 132 190 144 200 218 884 172 255 269 278 245 1219
sum 346 518 500 579 607 2550 591 723 767 873 852 3806
S2 1 74 152 149 126 207 708 106 198 132 216 289 941
2 59 104 135 130 163 591 96 168 166 242 196 868
3 92 131 115 103 222 663 54 137 92 165 149 597
sum 225 387 399 359 592 1962 256 503 390 623 634 2406
S3 1 52 139 116 159 170 636 55 200 164 184 198 801
2 40 173 137 170 183 703 77 146 190 179 193 785
3 68 141 130 199 144 682 164 159 156 180 176 835
sum 160 453 383 528 497 2021 296 505 510 543 567 2421
S4 1 10 68 17 110 207 412 54 123 121 134 241 673
2 23 56 76 146 122 423 31 154 83 142 193 603
3 11 81 65 68 113 338 66 126 53 152 123 520
sum 44 205 158 324 442 1173 151 403 257 428 557 1796
S5 1 0 2 70 7 75 154 16 15 67 6 115 219
2 0 28 78 23 68 197 39 43 15 79 152 328
3 40 59 42 31 120 292 0 8 122 102 92 324
sum 40 89 190 61 263 643 55 66 204 187 359 871
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TABLE 9 (continued)
C53
Cur-
rent
Key
Left
-Key
Given Other-
Resp
.
Key Stim
Right-Key Resp
Given Other-Key
;Stim
Stim Pass S.l S2 S3 S4 S5 Total SI S2 S3 S4 S5 Total
SI ]
2
3
83
81
56
91
135
158
131
108
126
148
156
152
154
179
137
607
659
629
111
97
121
102
201
109
93
118
116
129
106
138
111
179
123
546
701
607
sum 220 384 365 456 470 1895 329 412 327 373 413 1854
S2 1
2
3
46
5
30
77
22
2
52
3
52
34
10
2
117
14
3
326
54
89
76
33
8
79
86
41
80
57
33
92
54
29
108
101
33
435
331
144
sum 81 101 107 46 134 469 117 206 170 175 242 910
S3 1 76 90 62 62 97 387 40 74 78 47 54 2932 30 107 63 89 111 400 64 81 89 82 63 3793 45 115 60 117 50 387 42 85 74 100 74 375
sum 151 312 185 268 258 1174 146 240 241 229 191 1047
S4 1 24 75 4 12 27 142 2 20 22 4 19 67
2 0 2 1 3 9 15 2 11 9 6 1 1 39
3 8 1 0 0 0 9 6 4 17 3 1 31
sum 32 78 5 15 36 166 10 35 48 13 31 137
S5 1 0 2 7 29 26 64 4 3 14 8 8 37
2 0 6 0 6 12 24 9 17 21 23 18 88
3 2 0 24 8 8 42 0 28 6 14 13 61
sum 2 8 31 43 46 130 13 48 41 45 39 186
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appeared to be an increase in the deviations from the regression
line of the stimulus pairs consisting only of S2 and S4 (open
circles)
.
, —
tiPle
- gg-hedule training reinstated
. In Condidtion 4,
the training procedure used in Condition 1 was reintroduced.
Column 4 of Figure l shows that concurrent probes during this
condition continued to produce matching functions, even though
the ongoing training procedure involved the illumination of only
i
one key or the other. While there was an increase in overmatching
when compared with Conditions 2 and 3, there was not the return
! to exclusive preference that originally occurred in Condition 1.
Reversed reinforcement contingencies on SI and S5. In
Conditions > through 8, the schedules of reinforcement correlated
with SI and S5 were reversed, so that SI signalled a VI 270-sec
and S3 a VT 30-sec schedule of reinforcement. Figure 4 shows the
|
matching relations obtained from these experimental conditions.
figure 4 was constructed in keeping with the same strategy as
Figure 1. At a given relative frequency of reinforcement, closed
circles represented data obtained from stimulus pairs with the
highest programmed absolute frequency of reinforcement; while open
circles represented the lowest absolute frequency of reinforcement.
Since SI and S5 now had reversed schedules of reinforcement, closed
circles, for example, represented stimulus pairs S3 and S5 at 0.25
and 0.75 relative reinforcement and S5-S5 at 0.5 relative
reinforcement
.
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ppg^ 4 . Relative responding for Conditions 5 through 8.
See Figure 1 caption.
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Condition 5 was a continuation of the multiple schedule
procedure of Condition 1 and 4, but with the schedules of
reinforcement reversed. Two sets of probe presentations were
obtained, each providing 4 min at each stimulus pair (Conditions
5a and 5b). The matching relation from the first 4 min of probes
was poor and became worse in the second 4 min. Although the
slopes of the regression lines in Column 2 of figure 4 remained near
1-0, the percentage of variance accounted for by those lines
decreased for all birds. The number of cases of exclusive
preference was small, however, and the reversal of the schedules
of reinforcement did reverse the preference, except for the S5-S3
pair of C51 in the second 4 min (solid circle in Condition 5b at
0.75 relative reinforcement).
Table 9 shows that, for all subjects, the total number of
responses during probes in this condition declined from previous
conditions (Condition 5a vs. Conditions 1 through 4 of Table 9) and
declined from the first 4 min to the second 4 min of probes (Condition
5a vs. Condition 5b of Table 9). The decline in responses during
Condition 5 probes suggested that the concurrent probe stimuli were
becoming discriminated from the separately presented stimuli
during training.
In Condition 6, on alternate sessions training stimuli consisted
of concurrently presented white keys with VI 90-sec schedules of
reinforcement. These sessions did not improve the matching
relations from those found in Condition 5a. The slopes of all the
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regression lines obtained during Condition 6 (Column 3 of Figure 4)
deviated fore from 1.0 than did the slopes obtained for Condition 5
(Columns 1 and 2 of Figure 4). In addition, the percent of
variance accounted for by those lines was generally lower in
Condition 6 than in Condition 5. Table 10 shows that the total
number of responses emitted during the probes in Condition 6
declined from the number emitted during Condition 5a. Thus
experience with a concurrent schedule signalled by the orthogonal
white stimuli did not improve concurrent performance during the
wavelength stimuli.
Condition 7 consisted of a single session in which extinction
was continuously present as all nine combinations of SI, S3, and
S5 Were Presented. In the first 4 min of extinction for each
stimulus pair (36 min of extinction total), the total number
of responses emitted by C51 and C53 increased when compared to the
number emitted during the 4 min of probes in Condition 6 (cf. Table 10
Conditions 6 and 7a), but did not increase to levels obtained
m the second 4 min of extinction at each stimulus (Condition 7b of
Table 10). Figure 4, Column 4 shows that, in terms of the percentage
of variance accounted for by the regression equations, matching
was poor during the first 4 min of extinction, and became worse
in the second 4 min of extinction (Condition 7b shown in Column 5
of Figure 4). The S3-S5 stimulus pairs (solid circles at 0.25
and 0.75 relative reinforcement) appeared to occasion the preference
relation that had been trained during the first four conditions.
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TABLE 10
Responses During Probes
Absolute number of responses during 4 min of probes. Probe
stimuli are given by correlated VI values in training and per-
centage of reinforcement that would have been programmed on the
left key. At each condition, left responses are shown on the first
line and right responses are on the second line.
C51
%
Con-
; Re inf. 50 25 75 10 90
di-
tion
VI
VI
(L)
(R)
270
270
90
90
30
30
270
90
90
30
90
270
30
90
270
30
30
270
Total
(left +
1 26 121 285 1 29 181 293 15 158
right)
85 35 24 184 264 1 0 124 9 1836
2 78 102 168 84 133 96 137 41 143
242662 183 177 284 208 103 190 163 74
3 73 122 173 51 109 213 261 31 282
67 143 254 272 266 65 96 370 19 2867
4 39 103 173 24 91 154 246 22 237
229548 136 215 194 278 24 18 262 31
5a 19 24 25 0 14 96 152 2 64
158962 162 328 140 212 26 94 133 36
5b 26 118 61 4 76 131 29 2 178
134424 47 142 141 111 5 102 129 18
6 39 31 147 0 66 31 95 1 141
133043 85 135 162 135 31 88 83 17
7a 9 59 181 2 103 95 209 4 288
177434 74 116 149 234 5 25 187 0
7b 13 116 2 5 157 61 10 3 88
102319 56 185 50 46 0 36 173 3
8 9 79 170 15 84 84 223 5 133
2538132 199 356 141 319 44 235 212 98
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TABLE 10 (continued)
C52
%
Con-
Re inf. 50 25 75 10 90
di- VI (L) : 270 90 30 270 90 90 30 270 30tion VI (R) : 270 90 30 90 30 270 90 30 270
1 29 212 139 9 0 348 379 0 415
290 192 282 508 477 83 7 518 0
2 221 250 250 144 173 375 507 59 524
126 260 451 353 515 123 69 572 68
3 127 238 281 82 154 388 418 0 411
315 352 444 434 469 129 52 532 30
4 167 249 255 79 39 313 444 17 443
211 386 302 345 545 89 30 575 0
5a 254 299 375 90 90 353 424 13 419
359 254 40 427 371 216 0 468 7
5b 81 204 173 31 81 350 117 16 381
110 299 284 506 411 45 285 391 48
6 221 212 419 148 146 338 303 113 445
279 407 82 408 307 82 245 530 2
7a 98 84 468 9 55 174 211 20 457
147 260 32 376 305 84 224 362 12
7b 15 131 61 5 191 108 65 2 112
12 59 30 36 14 2 93 80 5
8 80 280 311 83 212 259 253 17 371
122 313 283 504 396 172 267 341 86
Total
(left +
right)
3888
5040
4856
4489
4459
3813
4687
3378
1021
4350
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TABLE 10 (continued)
C53
%
Con-
Reinf
.
:
50 25 75 10 90
di-
tion
VI (L)
:
VI (R):
270
270
90
90
30
30
270
90
90
30
90
270
30
90
270
30
30
270
Total
(left +
right)
1 46 19 1 0 0 216 308 0 321
59 220 277 224 332 8 8 278 0 2317
2 57 175 222 22 86 255 240 7 297
29 117 225 87 201 8 35 145 3 2211
3 64 167 186 5 100 267 232 0 339
7 142 158 132 229 46 88 245 0 2407
4 18 177 134 55 69 230 260 8 263
34 143 158 149 239 28 7 216 3 2191
5a 44 222 19 24 54 236 316 9 167
57 46 144 296 241 27 3 245 18 2168
5b 66 180 36 120 0 76 111 5 138
14 20 182 70 254 1 219 92 13 1597
6 18 77 135 11 109 127 58 5 15
95798 65 22 109 38 2 31 25 12
7a 8 112 191 2 114 148 197 1 159
13972 22 66 163 18 2 122 69 1
7b 3 135 241 0 200 202 131 4 116
13962 4 3 180 29 0 39 107 0
8 31 171 185 33 110 152 43 0 124
169563 151 119 191 37 15 108 145 17
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This was true of both points for C51 and C52 and for one of the
points for C53.
Equal Concurrent training with the reversed schedules of
reinforcement (Condition 8) Improved the matching relation for
C51 and C52 In terms of the percentage of variance accounted
for by the regression equation (see Figure 4). For C51 and C52
the preferences were a little less extreme than were found in the
previous Multiple condition (cf. Conditions 8 and 5a in Figure 4).
The data for C53 show closer approximation to the 0.5 relative
responding at 0.5 relative reinforcement than was found in Condition
5a (see Condition 8 vs Condition 5a in Table 10). However, the
S3-S5 pairs of stimuli (solid circles at 0.25 and 0.75 relative
reinforcement in Figure 4) produced preferences that would have
been appropriate before the schedules of reinforcement had been
reversed
.
Summary. Correlating schedules of reinforcement with
discriminative stimuli and obtaining brief samples of behavior
proved successful for obtaining matching functions. However, Table 10
shows that the simple multiple training conditions engendered less
total responding during concurrent probes than did the concurrent
training conditions. There was also a progressive decline in
responding during probes across Conditions 4 through 7, and the
decline in responding was accompanied by less variance being
accounted for by the regression lines (see Figures 1 and 4 and
Table 6).
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In the next section, the microstructure of responding is
presented. These data were obtained primarily from the first
four conditions prior to the reversal of the schedules of
reinforcement
.
The Microstructure of Response
Underlying the overall, relative response frequencies are
moment-to-moment patterns of responding on the response keys.
Different experimental conditions, different schedules of
reinforcement on the current response key, and different schedules
of reinforcement on the other key affected the patterns of responding
on a key. Although these changes in local patterns of response
are later discussed as being too small to produce the matching
relation, the different patterns do provide insight into the way
schedules of reinforcement, both on the current and on the other
alternative, affect the responding of birds on concurrent schedules.
Local rates of response.
Local rates of response were calculated by dividing the
number of responses on a key by the time spent on that key.
Time spent on a key" was accumulated from the first peck on the
key until either a peck on the other key or until a change in
stimulus occurred. At the onset of a stimulus period, the bird
was considered to be "on" neither key. Time accumulation began
with the first peck on a particular key. Local rates based on less
than 2 sec on a key were discarded.
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The stimulus an the current key_. Local rates of response
were affected by the schedule of reinforcement signalled by the
stimulus on the key on which the animal was responding, i. e
., the
current key. Figure 5 shows the local rates of response obtained
during the probe stimulus presentations in the first four
conditions. Data points with diagonal slashes designate rates
based on less than 15 sec. Local rates of response on each key
were plotted according to condition (1 through 4) and according
to the stimulus present on the other key, symbolized in Figure 5
by the circle, the triangle, and the square. In general, the
rates seemed to be highest when responding on a key with SI (VI 30)
and lowest in S5 (VI 270), although rates for C52 on the left key
tended to be higher in S3 than in SI. (Compare, for example, the
rates of C51 in Condition 3 on Sl-left with Condition 3 on S3-left
for C52.) Figure 6 shows that these probe data were consistent with
the local rates obtained during training conditions, with SI rates
usually being highest and S5 rates lowest. (Data points in Figure 6
were connected for legibility and do not imply continuity between
data points.)
Both during training and during probe testing, the stimulus
with its correlated schedule of reinforcement did affect local
response rates, with higher local rates of reinforcement producing
slightly higher local rates of response. Both Figures 5 and 6 show
that local rates of response tended to increase from Condition ] to
Condition 2. This increase was most pronounced for C52 in all
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Fig. 5. Local rates of response during the probes
of each of the first four conditions. Local rates of
response based on less than 2 sec were discarded. Local
rates based on less than 15 sec were noted by a diagonal
slash in the symbol.
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Fig. 6. Local rates of response during the 18 days
of Full Concurrent training when probe data were collected.
Data points are connected for legibility only and do not
imply continuity between data points.
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in
stimuli and for C51 and C53 in SI. There was aiso a tendency
for rates to decrease when multiple training was reinstated
Condition 4.
During training, the increase in local rates from Condition 1
to Condition 2 might have been due, in part, to the presence of
the second stimulus in concurrent training. Table 11 shows that
the percentage of time engaged in IRTs greater than 5 sec was
always longer during the two multiple conditions. However,
during the probes in Condition 1 there were two stimuli present
and yet local rates were not elevated. There were local rate
increases when the concurrent probe data were compared between
Condition 1 and Condition 2. Another difference between Condition 1
and Condition 2 was that the overall rate of reinforcement doubled,
since two stimuli, each with an independent schedule of reinforcement,
were presented in Condition 2.
The st imulus on the other key. Local rates of response were
also affected by the schedule of reinforcement signalled by the
stimulus on the other key. In Figure 5, local rates were
presented for a given key based on the stimulus present on the
other key. If there had been no effect of the other stimulus on
local response rates, the circles, triangles, and squares in
Figure 5 would have been randomly dispersed at each condition.
Examination of Figure 5 suggested that the highest rates tended to
occur when SI was on the other key (circles were the highest data
points) and the lowest rates tended to occur when S5 was on the
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TABLE 11
Overflow IRTs
Percentage of IRTs and percent of time spent in IRTs greater
than 5 sec summed across 18 sessions at the various training
conditions. Each row represents a given stimulus (St).
Left Right Left Right Left Right
St Freq Time Freq Time Freq Time Freq Time Freq Time Freq Time
Multipl e, Condition 1
1 0.0
3 0.2
5 11.5
0 . 1
2. 1
39.5
0.0
0.3
10.0
0.5
2.7
38.3
0.0
0.2
3.3
0
. 1
3.9
23.3
0.0
0.0
2.4
0.2
1.2
24.7
0.0
0.8
7.4
0.4
7.4
39.9
0.0
0.0
5.0
0.5
1.1
25.8
Equal Concurrent
1 0.0
3 0. 1
5 3.7
0.0
0.4
8. 1
0.0
0
. 1
9.2
0.
1
0.3
19.0
0.0
0.0
0.8
0.0
0.8
5.8
0.0
0.0
0.6
0.0
0.2
5.9
0.0
0.0
7.0
0.1
0.7
20.5
0.0
0.0
5.7
0.0
0.0
6.5
Full Concurrent, given SI on other key
1 0.0
3 0.0
5 0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0 . 1
0.6
0.0
0.2
2.7
0.0
0.0
0.0
0.0
0.0
0.0
0 . 1
0.0
0.0
0.3
0.0
0.0
Full Concurrent, given S3 on other key
1 0.0
3 0.3
5 0.0
0.0
0.6
0.2
0.0
0.6
1.3
0.2
1.6
2.6
0.0
0.0
0.0
0.4
0.0
0.0
0.0
0.0
0.2
0.0
0.3
0.2
0.0
0
. 1
1.6
0.2
0.2
0.6
0.0
0.1
0.0
0.0
0.2
0.0
Full Concurrent, given S5 on other key
1 0.0
3 0.8
5 3.5
0.2
2.8
6.3
0.0
0 . 1
3.6
0.0
0.7
12.2
0.0
0.0
0 . 1
0.0
0.9
0.3
0.0
0.2
1.7
0.6
4.0
10.9
0.0
0.4
13.0
0.0
5.3
26.3
0.0
1.6
13.8
0.0
9.2
4.8
Multiple
,
Condition 4
1 0.0
3 0.
1
5 12.8
0.0
1.4
39.5
0.0
0.1
8.3
0.0
1.4
30.
1
0.0
0.2
3.9
0.0
2.3
36.4
0.0
0.0
2.6
0.3
1.1
27.6
0.0
0.6
45.3
0 . 1
5.1
62.8
0.0
0 . 1
30.5
0.0
1.4
51.6
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other key (squares were the lowest points). Table 12 presents
these relations more clearly. Given that SI, S3, or S5 were on
the other key, rates most frequently fell in the order (highest
to lowest) of SI, S3, S5 or S3, S5. Even when this order was not
the case, the next most frequently occurring orders of rates were
those where the local rate was highest when SI was on the other
key, or where the local rate was lowest given that S5 was on the
other key.
Figure 6 shows a similar effect occurring during the training
stimuli in the Full Concurrent condition. It was generally the
case that the local rates for each stimulus were highest when SI
was on the other key and lowest when S5 was on the other key.
Summary. In general, there was an effect on local rate of
responding due to both the current stimulus and to the other stimulus.
Stimuli which signalled more frequent reinforcement were the occasion
for higher rates of response, whether or not the stimulus was on
the key on which the animal was currently responding or whether
the stimulus was on the other key.
Regression equations were determined for the relative local
rates obtained on the left key as a function of relative reinforce-
ment. These data are presented in Table 13. The combined effect
of the stimuli on the two keys resulted in little systematic
differences in the relative local rates of response. The slopes
were more often positive than negative; the proportion of variance
accounted for by the regression lines was generally small.
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TABLE 12
Frequencies of Local Rate Orders
requeues of various orders of locai rates at a given stimulus
as a unc ion of the stimulus on the other key. Numbers in parentheses
are the separate frequencies during the first two and the second two
conditions. (Rates were ordered from highest to lowest and a count
was entered in the appropriate "Rate Order" row based on the stimuli
on the other key to which those rates were appropriate.)
Rate Order Symbols C51
SI
,
S3, S5 o A ( 2, 7) 9
S3, S5 A
( o, 0) 0
SI
,
S5, S3 O A ( 1, 3) 4
S 3
,
S 1 , S 5 A O ( 2, 2) 4
S3, S5, S
1
A O ( 1, 0) 1
S5,S1, S3 O A ( o, 0) 0
S5, S3, SI A O ( 3, 0) 3
S3, SI A O ( o, 0) 0
S5, SI O ( 2, 0) 2
S5, S3 A ( 1, 0) 1
S5
( o, 0) 0
C52 C53 Total
( 4, 8) 12 ( A, 5) 9 (10, 20)
( 2, 2) 4 ( 2, 2) 4 ( 4, 4)
( 1, 2) 3 ( 1, 0) 1 ( 3, 5)
( o. 0) 0 ( 1, 4) 5 ( 3, 6)
( 1, 0) 1 ( 1, 0) 1 ( 3, 0)
( 1, 0) 1 ( 1, 0) 1 ( 2, 0)
( 2, 0) 2 ( o, 0) 0 ( 5, 0)
( o. 0) 0 ( 1, 0) 1 ( 1, 0)
( o, 0) 0 ( 0, 0) 0 ( 2, 0)
( 1, 0) 1 ( 1, 0) 1 ( 3, 0)
( o, 0) 0 ( 1, 0) 1 ( 1, 0) 1
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TABLE 13
Local Rate Regression
The relative local rates of response during the first four
conditions were calculated according to the formula,
<y t l )/ (< R l /Tl)+(yT r>>. “"«e R Is number of responses and T thetlme °n thS ^ were emitted on, and 1 andl
the left and right keys respectively. These data «« obtainedU’ e C°nCUrrent Pr"beS
- “«« regression was accomplished on
1 le relative local rates as a function of the programmed relative
reinforcement frequency. Local rates based on less than 2 sec
were not used.
Subject Condition N Slope Percent
———— —.—
—i “ ——
C51
1 6 0.52 79
2 9 0.17 16
3 9 0.24 0
4 9 0.08 10
C52
1 6 0.24 35
2 9 0.04 4
3 8 -0. 18 56
4 8 -0.07 6
C53 1 4 0. 39 23
2 9 0.47 57
3 7 -0.09 24
4 9 -0.15 36
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jhiterresponse time distributions
.
A change in the pattern of responding on a key will produce
a change in the local rate of response. This section describes
data that underlie local rates of response. Patterns of responding
nay be seen in the frequency distributions of times between
successive responses on a particular key. These interresponse
time (IRT) distributions are shown in Figures 7 and 8.
In Figures 7 and 8, each row of panels presents the IRT
distributions obtained for responding on a particular stimulus
on the left or the right keys. For each subject there are four
major rows of panels that present data from each of the. first
four conditions, as designated on the ordinate. For each stimulus
on a particular key at a given experimental condition, there
were three IRT distributions. These distributions are differentiated
based on the stimulus that was present on the other key. The top
distributions, drawn with solid lines, represent data obtained
when SI was on the other key. The middle distributions, drawn
with broken lines, represent data obtained when S3 was on the other
key. The bottom distributions, drawn with dotted lines, represent
data obtained when S5 was on the other key.
The IRT distributions are relative distributions. The
frequency of IRTs at each class interval was divided by the total
frequency of responses. If no IRTs occurred, the distribution was
not drawn. The total frequency of responses (Ns) on which the
relative frequencies of IRTs are based are shown in each panel. For
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Fig. 7. Relative interresponse
time distributions
during probes for Conditions 1
to 4. The number of iRTs
on which each distribution was
based is given in each
panel. If the number of IRTs
was zero, no IRT distribution
was draw,.. The percentage of
IRTs greater than 5 sec is
shown above each axis. The
experimental condition is
designated along the ordinate.
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Fig. 8. See Figure 7 caption.
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example, in the top panel of Figure 7, bird C51 made 279 responses
on the left key when it was illuminated by SI and when the right
key was also illuminated by SI; and bird C51 made 289 responses
on the left key when it was illuminated by SI and when the right
key was illuminated by S3. These numbers are slightly smaller
than those in Table 10 on which the overall relative rates in
Figure 1 were based. This was because the responses on which the
IRT distributions were based did not include the first response
after a stimulus change or the first response on one key
following responding on the other key (the changeover response).
(The first response after a reinforcer would also not have been
considered an IRT, but no reinforcers were delivered in the probes.)
The IRTs that exceeded 5 sec were combined into one overflow class
interval. The percentage of these "long" IRTs is displayed above
the right end of each IRT distribution.
Overall rates of response may be affected by changes in the
pattern of responding that occurs when a subject engages in
responding on a manipulandum. Local rates of response may also
reflect changes in the pattern of response. Figure 5 showed that
the local rates during probes were affected by both the stimulus
on which the animal was responding and the stimulus on the other
key. Figures 7 and 8 show the changes in the pattern of responding
that were partially responsible for this effect.
There are several changes in response pattern that may cause
a change in response rate. An increase in rate may occur due to
102
an increase in the proportion of short IRTs, usually loosely
defined as those falling in the 0 to 2 sec class intervals. The
typical IRT distribution produced with VI training usually has
a primary mode between 0 and 2 sec. An increase or decrease in
rate may also come about from a change in the shape of the IRT
distribution in the vicinity of the mode. An increase in rate may
also result from a decrease in "moderate-length" IRTs or from
a decrease in the number of "long" IRTs. Long IRTs are designated
as those falling in the arbitrarily selected overflow class interval,
while moderate IRTs are those in the tail of the distribution
after the short IRT range in the first few seconds. In Figures 7
and 8, long IRTs are those greater than 5 sec.
In practice, decreases in rates seem to occur from shifts in
both short and moderate IRTs to slightly longer durations and
from increases in the proportion of long IRTs. These need not
occur together, suggesting they reflect different behavioral
processes (see Machlis, 1977).
The stimulus on the current key
. Figures 7 and 8 display
IRT distributions for responding on each stimulus (see distributions
in adjacent columns, e.g., Sl-left, S3-left, etc.). The local
rate differences seen in Figure 5 were primarily due to a decrease
in rate in the S5 stimulus. This effect was generally reflected
in the higher proportion of IRTs greater than 5 sec during S5-left
and 85-right than were found in SI or S3 (see Figures 7 and 8 and
also training data in Table 11). This was especially evident for
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C53 which had the largest local rate decreases in S5. For example,
m Figure 8 during Condition 2, given that S3 was on the other key
(dashed lines), the percent of IRTs greater than 5 sec was 0.6
during S3-lef t and 18.8 for S5. A substantial rate change can be
seen in Figure 5: the rate was nearly 83 response per min in S3
and only about 22 response per min during S5 (see triangle symbols
above Condition 2 for S3-left and S5-left for C53 on Figure 5).
The increase in long IRTs was accompanied by a decrease in IRTs
in the range of 0 to 1^ sec; however, there seemed to be no great
change in the pattern of responding.
On the other hand, there were examples where a decrease in rate
was due to a change in the shape of the IRT distribution. For C51
in Condition 3, given that SI was on the other key (circles in
Figure 5)
,
the local rate of response in SI— left was 101 responses
per min and in S3-left it was 79. The corresponding IRT distributions
are shown for C51 in Figure 7 by the solid lines for Sl-left and
S3-left. There was a lower proportion of IRTs in the ^ to 1 sec
class intervals for S3 than for SI. The relative frequency of IRTs
between 1^ and 2^ sec increased.
The local rate of response for C52 was often slightly higher
in S3 than SI, especially on the left key. This can be seen in the
training data in Figure 6 and in the probe rate data in Figure 5,
especially during the Full Concurrent condition. A comparison of
the IRT distributions for Sl-left and S3-left for C52 on Figure 7
revealed that in all conditions there was a slight shift in the
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area of the distribution to the left. The Sl-left responding
had relatviely more IRTs above % sec than did S3. S5 responding
was patterned more similarly to S3 responding than to SI responding
and the local rates for Conditions 3 and 4 for C52 were higher for
S5 than for SI.
Although the small local rate changes shown in Figure 5 were
accompanied by subtle changes in the IRT distributions, there
was, for the most part, very little change in the shapes of the
IRT distributions. Most of the rate changes seemed to be due to
changes in the proportion of very short (0 to % sec) and very
long (greater than
.5 sec) IRTs.
The stimulus on the other key
. The rate changes due to the
value of the other stimulus often came about due to changes in
the percentage of long IRTs, as was the case for rate changes due
to the stimulus on the current key described above. The effect
of the stimulus on the other key may be seen in Figures 7 and 8 by
comparing IRT distributions constructed with solid, broken, and
dotted lines. Given the other key was S5 (dotted lines), it was
much more likely that there would be more IRTs greater than 5 sec.
There were generally not very great changes in the shape of the
IRT distributions (cf. C51, Condition 1, Sl-right distributions in
Figure 7)
.
Nearly every triad of distributions in Figures 7 and 8 shows
that, given the current stimulus was constant (compare within columns
of distributions), there was a shift in the area of the IRT
distributions to longer IRTs when the other stimulus was changed
from SI to S3 to S5.
The experimental condition
. The effect of changing from the
multiple to the concurrent schedules often produced an increase in
local rates (see Figure 5). This change seemed to have the greatest
effect on the IRT distributions in the ^ to 1 and 1 to 1^-sec class
intervals. The relative frequency of IRTs in the \ to 1^-sec class
intervals was generally lower during the concurrent conditions for
all stimuli. The exception to this was found in the right-key
responding of C5i. There seemed to be no systematic effect of the
experimental condition on the proportion of IRTs greater than 5 sec,
at least during the concurrent probe stimuli. The effect seemed
confined to the shape of the IRT distribution at those times where
most of the IRTs were occurring. In other words, there was a
change in the pattern of active responding when concurrent schedules
were introduced, and the effect was, in part, reversible in Condition
4.
Summary of changes in responding on the keys.
The local rate changes which occurred were small; however, the
direction of the changes was consistent across animals, except for the
SI responding of C52. Changes in local rate appear to be due to
various changes at the level of the IRT distribution. While the
experimental condition seemed to predominantly affect one aspect of
the distribution— its shape— the stimuli on the keys not only affected
the shape of the distribution, but also the amount of time the animal
engaged in the pattern of responding which determined that
shape reflected by the proportion of long IRTs.
The changes m local rate and the underlying IRT distributions
that were due to the presence of a stimulus correlated with a
particular schedule of reinforcement were, however, small.
Whether the stimulus was the one on which the subject was
responding or the stimulus on the other key, it was generally the
case that stimuli correlated with schedules of reinforcement
with fewer reinforcers produced slightly lower rates of response.
The changes in relative rates were, however, much too small to
account for the relative overall rates of response seen in Figure 1.
To understand how the relative rates were generated, it was
necessary to study how time was allocated to the concurrently
presented alternatives.
The Microstructure of Time Allocation
Overall rates of response may be affected by the amount of time
the animal spends engaging in responding. When a second stimulus
is presented and if that stimulus occasions responding, it
necessarily decreases the amount of time the animal may spend
responding on the first key. Therefore the overall rate of response
on a given key must decrease under concurrent schedule conditions.
The allocation of time and responding to two keys may be reflected
by transitions from one key to another—changeovers.
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Number of changeovers
.
In order to allocate time to two alternatives, it is
necessary to respond on one and then on another of the alternatives.
When stimuli are presented for some finite period of time, it
is not necessary that switching occur within a stimulus period in
order for time to be allocated to each alternative. However,
switching does ensure that time is being allocated to both alterna-
tives. The procedure used in this experiment provided several 60-sec
stimuli as probes. Differential time allocation could have been
obtained by the subject selecting one alternative for the entire 60
sec of the probe, but selecting that alternative on only some
of the times it was available. For example, selecting S3 on
one out of four presentations of the S3-S1 pair would have approx-
imated the expected 0.25 relative frequency of responding.
Figure 9 and Table 14 show that, while changeovers from
alternative to alternative did occur in all conditions, exclusive
selection of one alternative on a proportion of stimulus presentations
did not occur. The allocation of time resulted from alternating
between the alternatives, thereby producing changeover responses.
Changeovers in different experimental conditions
. Figure 1
shows that there was often exclusive preference for one alternative
in Condition 1 when the stimuli were correlated with unequal
reinforcement frequencies. Table 14 shows that the number of
changeovers was low during Condition 1. When there was not
exclusive preference, such as when the concurrrent probes had the
108
Fig. 9. Changeover latencies and the number of
changeovers on which those latencies were based in the
probe stimuli during Conditions 1 to 4.
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TABLE 14
Changeovers During Probes
Total number of changeovers during 4 min of probes. Probe
stimuli are given by correlated VI values in training and percentage
of reinforcement that would have been programmed on the left key.
%
Con-
Reinf
.
:
50 25 75 10 90
Total
di- VI (L): 270 90 30 270 90 90 30 270 30
tion VI ( R) : 270 90 30 90 30 270 90 30 270
C51
1 3 22 6 2 5 2 0 10 9 59
2 11 25 20 25 33 15 25 17 12 183
3 21 23 26 21 24 18 18 12 5 168
4 10 38 13 8 12 16 3 6 5 111
5a 14 14 4 0 1 4 7 4 13 61
5b 11 1 17 6 5 2 6 3 7 58
6 17 19 7 0 11 8 8 2 5 77
7a 4 19 4 2 4 6 5 2 0 46
7b 2 15 4 4 9 0 6 1 3 44
8 5 13 28 7 16 9 34 2 13 127
C52
1 13 87 7 4 0 36 4 0 0 151
2 18 27 41 22 28 24 15 14 16 205
3 20 27 39 13 20 22 8 0 8 157
4 16 39 36 11 9 15 3 4 0 143
5a 30 21 7 14 5 23 0 2 2 104
5b 6 16 4 4 8 4 4 4 4 54
6 19 17 9 19 16 18 16 11 2 127
7a 12 18 4 4 14 20 10 4 4 90
7b 2 10 6 0 8 2 7 2 6 43
8 20 38 39 16 36 29 30 7 17 199
Ill
TABLE 14 (continued)
%
Con-
di-
Reinf
.
:
VI (L)
:
270
50
90 30
25
~270~ 90
75
90 '30
10
”70
90
in Totaltion VI ( R) 270 90 30 90 30 270 90 30 270
C53
1 15 6 2 0 0 5 11 0 0 39
2 11 24 34 9 15 11 23 5 3 135
3 5 27 29 4 20 18 29 0 0 132
4 6 33 11 12 13 10 5 2 2 94
5a 13 13 3 4 2 5 2 3 4 49
5b 11 6 1 8 0 1 2 3 2 34
6 8 9 4 9 13 2 5 5 3 58
7a 2 4 3 3 2 2 0 1 1 18
7b 1 2 4 0 5 0 6 2 0 20
8 17 28 32 6 16 4 13 0 8 124
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same stimulus or during the S3-S5 pair for C52 (open circle at
0.75 relative reinforcement in Figure 1), Table 14 showed
substantial switching.
In subsequent conditions in which there was little exclusive
preference, the number of changeovers was much higher. The increase
in changeovers seen in Table 14 from Condition 1 to Conditions 2,
3, and 4 occurred for both equal and unequal pairs of stimuli;
however, the increase was greater for the unequal pairs.
In Condition 4, the training schedule of reinforcement was
the simple multiple schedule used in Condition 1. Table 14 shows
that the number of changeovers decreased from Condition 3. For
C51 and C53 the decrease was not to the low levels found in
Condition 1. For C52, the overall number of changeovers did
decrease to levels comparable to those found in Condition 1, but
the total number of changeovers in Condition 1 were primarily due
to the switching that occurred during the S3-S3 and S3-S5 pairs.
Condition 4 changeovers for C52 were more evenly distributed
across the entries in Table 14.
Although there was a decrease in switching from the Full
Concurrent to the second Multiple condition, this was not accompanied
by any large effects on the matching function shown in Figure 1.
Changeovers at different absolute frequencies of reinforcement .
At a given relative frequency of reinforcement, the overall
frequency of reinforcement may change. Table 14 includes the
total number of changeovers for each pair of stimuli for Conditions 2
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and 3. When the relative reinforcement frequency was 0.5, each
schedule was either VI 270, VI 90, or VI 30. Except for C51,
Condition 2 at VI 30, the higher the frequency of overall reinforce-
ment, the higher the frequency of changeovers. When the relative
frequencies of reinforcement were 0.25 and 0.75, the pairs of
schedules could be combinations of VI 90 and VI 270, or combinations
of VI 30 and VI 90. As with equal reinforcement frequencies, there
were more changeovers when the overall frequency of reinforcement
was higher. The one exception was C51, Condition 3, 0.75 relative
reinforcement frequency. Table 15 shows the rates of changeovers
during 18 days of training during the Full Concurrent procedure.
The numbers of changeovers during the 4 min of probes shown in
Table 14 were consistent with the changeover rates from training
shown in Table 15. Higher overall frequencies of reinforcement
occasioned higher frequencies of changeovers.
Interchangeover times.
Figures 10, 11, and 12 show the relative frequencies of
changeovers as a function of how long the animal had selected that
alternative the interchangeover time (ICT). Points designated
by an "x" represent relative frequencies of 100%. These figures
were similar in structure to Figures 7 and 8. Relative distributions
of times spent on a given stimulus on a given key are shown in
each column of distributions. Within the major rows representing
data from the first four conditions are three ICT distributions
based on the stimulus present on the other key. The percentage of
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TABLE 15
Full Concurrent Changeover Rates
Total changeovers per minute during 18 sessions of Full
Concurrent training. Stimuli are given by correlated VI values
and percentage of programmed reinforcement on the left key.
% Reinf .
:
50 25 75 10 90
VI (L)
:
270 90 30 270 90 90 30 270 30
Sub j . VI (R) : 270 90 30 90 30 270 90 30 270
C51 4.7 5.6 6.9 5.7 4.8 OJ 00 4.4 3.0 2.9
C52 4.3 7.8 9.2 2.5 5.3 4.5 2.9 0.2 2.0
C53 6.9 6.9 7.0 2.
1
2.6 3.0 4.9 0.0 0.5
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Fig. 10. Relative interchangeover time distributions
during probes in Conditions 1 to 4. The number of change-
overs on which the distributions are based is given in each
panel. If the number of ICTs was zero, no distribution was
drawn. Points designated by an "x" represent a relative
frequency of 1.0. The percentage of ICTs greater than 20 sec
is shown above each axis. The experimental condition is
designated along the ordinate.
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Fig. 11. See Figure 10 caption.
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Fig. 12. See Figure 10 caption.
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ICTs that exceeded 20 sec are shown above the axis of each ICT
distribution, and the number of ICTs (Ns) on which each distribution
is based is shown for each panel of three distributions. Although
the total number of changeovers on which the distributions were
based was often small, consistent patterns in the data, described
below, were present.
Multiple versus concurrent conditions
. The difference between
the first Multiple condition and subsequent conditions was
substantial with regard to the matching relations in Figure 1.
This difference also appeared in the number of changeovers (Table 14).
Figures 10, 11, and 12 show that the pattern of the interchangeover
times differed between Condition 1 and subsequent conditions.
The low frequency of switching during Condition 1 made it
difficult to draw definitive conclusions. However, some trends did
occur. For C52 and C53, a very high proportion of switches
occurred after the birds had spent less than 2 sec on an alternative.
This was generally not the case in other conditions. Where longer
ICTs occurred, they did not appear to occur systematically at
any particular time in Condition 1 (see C51, Sl-right given S3 was
on the other key; C52, S5-right and S5-left given S5 was on the
other key). The most notable exceptions were produced by C51
when responding on S5 given SI was on the other key and when
responding on S3-left given S3 was on the right key. These patterns
of switching resembled those found in other conditions. The S5
distributions were based on only 5 or 4 observations, however.
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Unlike Condition 1, in other conditions there were very few
occurrences of less than 2 sec spent on a key before switching.
It should be recalled that the COD in this experiment was 2 sec.
Concurrent training with a 2-sec COD resulted in interchangeover
times that were usually greater than 4 and often greater than 6 sec
In addition, the distributions usually increased to a peak and then
decreased, occasionally exhibiting a second small mode at a time
approximately double the time of the primary mode.
There were three general effects that were seen in the
interchangeover time distributions for Conditions 2 to 4 in
Figures 10, 11, and 12. First, there was an effect on the overall
frequency of reinforcement— that is, the rate of reinforcement that
would have been programmed had reinforcement been available during
the probes. The second effect was that produced by the reinforce-
ment schedule correlated with the stimulus on which the animal was
responding. Third, the effect of the stimulus on the other key
could also be seen for ICTs as well as for IRTs and local rates of
response
.
Overall frequency of reinforcement
. The effect of overall
reinforcement frequency on the interchangeover times may be seen
in Figures 10, 11, and 12 for the distributions from SI given SI
was on the other key, S3 given S3, and S5 given S5. These distri-
butions lie on the diagonals in each panel of nine ICT distributions.
For all subjects in Conditions 2, 3, and 4, the distributions from
the Sl-Sl pairs were more peaked and those for the S5-S5 pairs were
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flatter. In addition to becoming more flat from the SI to the S5
stimulus, there was, in general, a relative increase in longer ICTs
and a relative decrease in the shorter ICTs. The proportion of ICTs
greater than 20 sec was also generally higher for the S5-S5
stimulus pairs than for the other equal stimulus pairs.
The modal points of the distributions, however, varied little,
especially for the Sl-Sl and S3-S3 stimuli. The relative
frequencies of the ICTs after this mode were generally higher
during S3 than SI, contributing to the more flattened appearance
and overall shift of the area under the ICT distribution to longer
times
.
Figure 13 shows the ICT distributions during training for
Conditions 2 and 3. In the Equal Concurrent condition, shown in
the top row of distributions for each subject, only identical
stimulus pairs occurred in training. The three distributions
presented for the left key and the three for the right key for
each subject correspond to the left to right diagonal of distri-
butions in the nine-distribution matrix for the Full Concurrent
condition. The data from training under Conditions 2 and 3 were
similar to the data obtained during the concurrent probes presented
during those two conditions. These data showed that the subjects
spent less time on an alternative when the stimuli signalled that
overall frequency of reinforcement was high (e.g., concurrent VI 30
VI 30 had more reinforcement overall than did concurrent VI 90 VI 90)
.
When stimuli correlated with low frequencies of reinforcement were
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Fig. 13. Relative interchangeover time distributions
during the 18 days of Equal and Full Concurrent training
from sessions when probe data were collected. The number
of changeovers on which the distributions were based are
shown in each panel. The experimental condition is shown
along the ordinate. Each distribution during Equal
Concurrent training represented approximately 108 min
of exposure; each distribution during Full Concurrent
training represented approximately 48 min of exposure to
a given stimulus pair. Equal Concurrent training involved
only three pairs of stimuli and is represented in a single
row of distributions; Full Concurrent training involved nine
stimulus pairs and is represented as a 3 by 3 matrix of
distributions for each subject. The percentage of ICTs
greater than 18 sec is shown above each axis.
RELATIVE
FREQUENCY
OF
CHANGEOVERS
125
SI LEFT S3 LEFT S5 LEFT
4
-| M • 326 N • 307
SI RIGHT S3 RIGHT S5 RIGHT
N-316 N" 292 N-lll
0-
052 S | left S3 LEFT S5 LEFT
4 N-602 N-428 N-309
C53 SI LEFT S3 LEFT S5 LEFT
4 N- 463 N- 323 N" 124
oJ .As-" ~-^s—r -e'
Nt- 139
.
4-1 108
o- -ALj
2 ' r* 14 9: t—-0 .-«
2 -
Ni> 58
160
58
Nt • 0
47
51
!i\*
0-1 mmmmm rti mfTrfniTmlTti rmriTumMYii
SI RIGHT S3 RIGHT S5 RIGHT
N" 60 6 N 442 N-334
A. 0 t V. 0.5 E
N • 2 2
1
I 34
6
,°
9 As
Nt- 127
190
53
Nt" 24
102
20 9 ^ 2.1 JN
SI RIGHT S3 RIGHT S5 RIGHT
N • 510 N-349 N - 1 8
1
2 3.1 » * 10 3
1 1 1 1 1 1 ii 1 1 1 1 1 1 1 ii i rffYnmTmTfTT mmmTTlITTTii
I SECOND INTERVALS (%>ie sec above axes)
equal
full
[~1
EQUAL
full
equal
126
present, subjects spent more time on an alternative prior to
changing.
Reinforcement frequency of the current stimulus
. In a given
row of ICT distributions in Figures 10, 11, and 12, the data were
obtained when the other key was a constant—either SI (distributions
drawn with solid lines), S3 (broken lines), or S5 (dotted lines).
Across a row, therefore, comparisons could be made between
distributions that would indicate the effect of varying the
stimulus on the current key while the stimulus on the other key
was held constant.
It was shown in Figure 13 that during Equal Concurrent training,
S5 occasioned longer times spent on a key; however, that was when
S5 was also on the other key. During the probes, distributions at
different stimuli could be compared when the stimulus on the other
key was constant. A comparison across rows of Figures 10, 11, and
12 showed that when the value of the stimulus on the other key was
constant, the time spent responding on S5 was shorter than the time
on S3 or SI. This effect occurred even though there had been no
training with unequal pa irs of stimuli when probes were presented
in the Equal Concurrent condition.
The probe data from Conditions 3 and 4 were consistent with
those of Condition 2. As the stimulus on which the animal was
responding came to signal fewer reinforcers, there was generally a
shift in the distribution to shorter ICTs. That shift often
included a shift in the mode of the distribution to shorter times.
127
Of the few ICTs that were less than 2 sec, most occurred when the
subject was responding on S5. This effect was also seen during the
Full Concurrent training data shown in Figure 13.
Reinforcement frequency of the other stimulus
. The effect on
changeover responding produced by the variation of the other key
given the key on which the animal was responding was held
constant was seen from the comparison of the columns of ICT
distributions in Figures 10, 11, and 12.
The data from the probe presentations during the Equal Con-
current condition, where the birds had never been exposed to unequal
pairs of stimuli in training, were consistent with the data from
probe presentations in the Full Concurrent and second Multiple
condition (Conditions 3 and 4) . These data were also consistent
with the training data from the Full Concurrent condition shown in
Figure 13. As the stimulus on the other key came to signal fewer
reinforcers, there was generally a shift in the distribution to
longer times on the key on which the animal was responding. This
shift was also often accompanied by a shift in the mode of the
distribution to longer times, although this shift was not as
pronounced as when the current stimulus was changed and the other
stimulus held constant. With fewer reinforcers available on the
other key, ICTs longer than 18 sec also increased.
Summary of interchangeover times . There was a joint effect of
both the value of the key on which the bird was responding and the
other key available. Subjects stayed on a key correlated with a
128
low frequency of reinforcement for shorter times than on one
correlated with a higher frequency of reinforcement; and subjects
stayed on a given key for shorter times when the alternative on
the other key was a stimulus correlated with a higher frequency of
reinforcement. These effects occurred even in Condition 2 in
which there had been experience only with pairs of concurrent
stimuli that were of equal value.
Changeover latency
.
An aspect of the changeover response that is not found in ICT
distributions is the time between the last response on one key
and the first response on the other key. This time is termed the
changeover latency and is shown in the top panel of Figure 9. The
lower panel shows the number of observations on which each
changeover was based.
There seemed to be no systematic effect of the stimulus from
which the animal was switching; however, the birds generally took
longer to switch to a key illuminated with S5, regardless of the
stimulus on the other key. There also seemed to be a trend for a
shift to SI to take slightly less time than a switch to S3.
These data were variable and based on few observations. The
observed trends were supported by the data obtained from 18 days
of training on the Full Concurrent condition. Table 16 shows that
in every case but one, changing to S5 took longer than changing to
S3, which in turn took longer than changing to SI. (Compare within
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TABLE 16
Changeover Latencies
The latencies in seconds to change from one key to another, and
the frequencies on which those latencies were based, were obtained
during 18 sessions of Full Concurrent training.
Latency Frequency
From
To Left To Right To Left To Right
Sub j St. SI S3 S5 SI S3 S5 SI S3 S5 SI S3 S5
C51 SI 2.0 2.3 2.4 1.8 2.4 2.7 135 111 60 143 100 62
S3 2.0 2.6 2.8 1.8 2.4 3.
1
89 115 112 99 140 93
S5 2.0 2.2 3.7 1.8 2. 1 3.2 62 89 98 68 143 119
C52 SI 1.1 1.2 2.0 1.3 2.0 2. 1 155 124 5 193 58 39
S3 1.1 1.2 2.1 1.3 2.4 3. 1 55 181 52 104 174 78
S5 1.0 1.3 2.2 1.2 2.2 3. 44 118 102 5 62 101
C53 SI 1.5 1.7 — 2.2 2.5 3.0 124 51 0 142 104 1
S3 1.6 1.9 2.5 2.3 2.2 2.7 106 150 50 51 160 58
S5 1.5 2.0 4.2 — 2.3 6. 1 21 81 84 0 44 50
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the rows of Table 16.) No systematic effects of the key from
which the animal was changing were seen from comparing the columns
of Table 16.
The development of the in terchangeover response
.
Figure 14 shows data obtained during the first month of Equal
Concurrent training, summed across successive blocks of 3 days.
The top panels show the relative ICT distributions during training,
and the lower left panels show the number of changeovers on which
those distributions were based.
Early in concurrent training with equal stimulus pairs, the
number of changeovers was low as was the case during concurrent
probes during Condition 1 (see Table 13, Condition 1). The number
of changeovers during SI was initially lower than the number in S3
or S5. At the end of 30 days of training, the number of SI
changeovers had risen to levels as high or higher than those in S3
or S5. These data were consistent with the results from the Con-
dition 2 concurrent probes with the training stimulus pairs shown
in Table 14.
The development of the changeover patterns shown in the ICT
distributions in Figure 14 was most pronounced for SI and S3. The
patterns of changeovers found in S5 during the first 3 days were
not markedly different from those found after one month, except for
the times spent on the left key by C52. However, there was, in
every case for S5, a slight elevation of ICTs in the 10 to 14 sec
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Fig. 14. Data from the first 30 days of Equal
Concurrent training were summed across 3-day blocks.
The number of ICTs on which the relative ICT distri-
butions were based are shown in the lower left panel for
the three birds. Points in the ICT distributions represented
by an "x" designate a relative frequency of 1.0. The
percentage of ICTs greater than 20 sec is shown next to
each axis. The lower right panels show the relative
responding and the obtained relative reinforcement during
the first 30 days of Equal Concurrent training for the three
birds
.
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range and some decrease in ICTs less than 2 sec as the month prog-
ressed
.
While the number of changeovers increased during SI and S3,
the ICT distributions became more like those found later in Equal
Concurrent training (see Figure 13). The number of ICTs less than
2 sec and greater than 20 sec became very small after a month
of training.
In the first 15 days of Equal Concurrent training, the shapes
of the ICT distributions in SI and S3 tended to change from 3—day
block to 3-day block. During the next 15 days, the shapes of
the distributions tended to undergo smaller and more gradual changes.
The lower right panel of Figure 14 shows the relative responding
and relative reinforcement obtained during the first month of Equal
Concurrent training. The expected relative frequency of reinforce-
ment and responding for all stimulus pairs was 0.50. The obtained
reinforcement for S5 was low due to the lack of availability
during the VI 270-sec schedule of reinforcement. The relative
obtained reinforcement for S5, therefore, was subject to more
fluctuation than the SI and S3 schedules.
In SI and S3, birds initially exhibited some preference for one
response key or the other, and as training progressed, relative
responding approached 0.5 for all subjects by day 15. Even during
the second 15 days shown, the frequency of switching was still
increasing during SI with little change in relative response rate
to the left key.
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In summary, the increase in switching and the development
of the pattern of switching was accompanied by an approach to
0.5 relative responding (matching). However, even after matching
was obtained, aspects of the changeover response were still
developing
.
CHAPTER IV
DISCUSSION
Tbe Discriminated Concurrent Procedure
The discriminated concurrent schedule of reinforcement that
incorporated all nine possible combinations of stimuli was termed
the Full Concurrent procedure. The Full Concurrent procedure was
successful in producing matching. The matching functions were
obtained within a few sessions. A very high percentage of variance
was accounted for by the lines fit by the method of least-squares
(cf. de Villiers, 1977). The matching functions were obtained
quickly and without the order effects that are a hazard of the usual
method of study of preference using free-operant techniques (Baum,
1974a; de Villiers, 1977). In the future, the discriminated
concurrent procedure may be used as a baseline of choice against
which effects of variables such as reinforcement magnitude,
deprivation, COD, or drugs might be measured.
Two important features of matching were demonstrated by the
discriminated concurrent schedule. The first was demonstrated
during the probes in the Equal and Full Concurrent procedures:
matching could be obtained with a very small sample of behavior.
The averaging of many choice responses over several sessions was
not required.
A second feature of matching was that the presence of
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reinforcement was not required. It had been conceivable that
reinforcement served necessary stimulus functions for matching.
Menlove (1975) found a relation between reinforcer delivery and
relative responding. After reinforcement, pigeons had a tendency
to stay on the key from which the reinforcer was obtained. On
the other hand, Pliskoff (1971) informally observed a tendency to
switch after reinforcement. The stimulus properties of reinforce-
ment are unclear. In this experiment, during probes in the Equal
and Full Concurrent conditions, it was shown that matching did not
require the presence of reinforcement. No reinforcers were given
during probes and matching during the probes was obtained.
Overmatching and undermatching
.
The general finding in the literature has been that organisms
undermatch response allocation and only slightly undermatch time
allocation, if at all (see Baum, 1979, for a review)
. In the
present study during the Full Concurrent condition, overmatching
was found during the probes; however, when data from training were
related to obtained, not programmed reinforcers, the data were very
close to simple matching (Equation 1). Nevertheless, undermatching
was not the case (Table 6)
.
In the usual matching experiment, the order of conditions may
result in undermatching (de Villiers, 1977). Baum (1974a) found
that preference for a given pair of VI schedules deviated in the
direction consistent with the preference from the previous pair of
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VI schedules—an hysteresis effect. If the order of conditions
of reinforcement was such that the preferred key was shifted
from the left to the right sides in successive conditions,
undermatching would result.
The Full Concurrent procedure used in this study precluded
such hysteresis effects, but the absence of hysteresis effects
could not explain the absence of undermatching. Davison and
Hunter (1979) showed that the effect of the prior experimental
condition had nearly dissipated by the sixth session. Although it
is currently uncertain whether undermatching is the norm (Baum, 1979;
Pliskoff, 1978), the degree of overmatching in the Full Concurrent
procedure was greater than the degree of overmatching found in
the Equal Concurrent procedure.
The fact that Equal Concurrent training produced an exponent
a (Equation 4) less than the exponent produced by Full Concurrent
training might have been due to testing with new alternative pairs
or from training with equal stimuli. Restricted training with
unequal pairs of stimuli might also have produced undermatching or
less overmatching than the Full Concurrent training. Intuitively,
however, the use of equal stimuli with equal schedules of reinforce-
ment would seem to increase the chance of conditioning indifference
between alternatives. Since the birds learned, from training with
equal pairs of stimuli, to distribute responses equally among the
alternatives, tests with unequal stimuli might have generated
similar behavior. It had been expected that the undermatching
produced by C51 would be more likely than the performance that was
obtained from C52 and C53 in Condition 2.
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The lack of undermatching might have been due to stimulus
control factors. In a simple multiple schedule, a decrease in the
VI value in one component causes a decrease in the rate in that
component. It also causes an increase in rate in the unchanged
component. This effect is termed behavioral contrast (e.g.,
Bloomfield, 1969; Rachlin, 1973; Spealman & Gollub, 1974). In the
initial training stages of the current study, the VI 270 schedule
was introduced with the VI 30 and VI 90 schedules. Response rate
plummeted in the VI 270 component, so it was presented alone for
several sessions. (The 30-sec ITI was still in effect.) The rate
increased but when the VI 30 and VI 90 schedules were reintroduced,
the rate again declined. Thus negative contrast (Rachlin, 1973)
did occur even with 30 sec between stimulus presentations.
The difference between the single VI schedule and the multiple
schedule that produces contrast is analogous to the difference
between the typical concurrent VI VI schedule and the presentation
of several discriminated concurrent VI VI schedules in the same
session. Behavioral contrast might have occurred because there
were differences in overall reinforcement frequency between the
different concurrent VI VI schedules. During concurrent probes or
during the Full Concurrent condition, this contrast effect might
have been manifest within a concurrent VI VI pair if the stimuli
were different. In that case the preference would have been
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accentuated to produce in Equation 4 a larger exponent a, a
tendency toward overmatching. According to this analysis, a
tendency toward undermatching would have been found had the
30-sec ITI been increased or only a single concurrent pair of
stimuli been presented on successive days. A further discussion
of behavioral contrast occurs in a later section.
The Development and Transfer of Matching
Absolute st imulus training
.
The unexpected finding in this study was the absence of
matching in the form of exclusive preference after training with
the separate stimuli in a multiple schedule. Herrnstein’s (1970;
cf. Honig, 1962) model of behavior attempted to predict the rate of
response in a single alternative situation. Herrnstein derived
the proportional matching relation (Equation 1) from an equation
predicting single-alternative responding.
The Multiple condition with concurrent probes did experimentally
what Herrnstein did algebraically. However, not even ordinal
matching was obtained.
In the Multiple condition, training consisted of presenting a
wavelength stimulus on one of the two keys, keeping the other key
dark. This procedure might be expected to foster the selection of
the key that was illuminated and to occasion responding until
it was turned off. If this pattern of behavior persisted during
the concurrent probes, it would be expected that exclusive preference
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be produced.
This interpretation would also be applicable to those three
concurrent pairs of stimuli that were equal in wavelength. One or
the other key would have been selected and responding would have
continued exclusively on that key for the duration of the 60-sec
probe. The lack of exclusive preference at the 0.5 relative
reinforcement points in Figure 1 could have been produced by one
key being selected on only a certain proportion of the four 60—sec
probe stimulus presentations. Changeover data did not support
this possibility. Switching within most of these minutes did
occur, showing that the subjects could select one of the two
alternatives and then change over to the other alternative within
the stimulus period. During unequal stimulus pairs there was
little switching, and exclusive preference was shown.
Exclusive choice between alternatives that had not previously
been paired has been reported. Herrnstein and Loveland (1976)
reinforced pecking in a 4-key pigeon box. Each key had a
separate VI schedule of reinforcement—VI 1, VI 4, VI 2, and VI 3 min.
During training, only two keys were illuminated at a time, and
the following paris were trained: VI 1-VI 1, VI 1-VI 2, VI 4-VI 3,
and VI 2-VI 3. The pairs, VI 1-VI 3 and VI 4-VI 2, were not trained.
Testing with the untrained pairs (30-sec presentations) resulted
in exclusive preference for VII for all four subjects, and extreme
or exclusive preference for VI 2 for three of the subjects. It
was from this study that Herrnstein and Loveland (1976, p. 153)
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concluded that to obtain matching, training must be accomplished
in conditions of reinforcement. Later their conclusion will be
discussed as being too strong, but for now their study serves to
illustrate that exclusive preference has been previously obtained
in the free-operant choice procedure.
The finding of preference, regardless of how exclusive the
preference was, did show that differential reinforcement of
responding to separately presented stimuli later affected the choice
between those stimuli. When confronted with the choice, selections
were appropriate to the relations of reinforcement between
the alternatives, even though there had been no training with
those particular alternatives as a concurrent pair.
Some form of transitivity of choice is implied by these results
(see Navarick & Fantino, 1975). Assume that all responding involves
a choice among alternatives (Herrnstein, 1970) , and that pecking
involves periods of responding in bouts and periods of not responding
(Blough, 1963; Machlis, 1977; Menlove, 1975; Migler, 1964). One
could then assume that time was allocated between periods of
responding (the task response )and not responding (Shimp, 1979).
Therefore, responding to SI, to S3, and to S5 always involved a
choice between task and non-task responses. The data in Table 11
arbitrarily used 5 sec as the difference between IRTs that would
be considered task-related responses and non-task responses. Table 11
shows that against the common background of not responding on the
key, the stimuli could be scaled from highest to lowest preference:
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SI, S3, S5.
Finding exclusive preference would not invalidate a model of
choice based on the scalability of alternatives (e.g., Navarick &
Fantino, 1975). Such a model might suggest that the relation between
training and testing was such that measurement on a ratio, or even
interval, scale would not be appropriate.
The view that the organism always chooses the alternative with
the higher momentary value (e.g., Donahoe, 1977; Shimp, 1969a, 1969b)
would also predict exclusive preference for one alternative with
the concurrent VI VI schedule if value was not permitted to change.
Since exclusive preference does not occur, the reasons for the
change in value have been discussed (e.g., Silberberg, et al., 1978):
in a concurrent VI VI schedule, as a subject spends more time on one
alternative, there is an increase in probability that a reinforcer
has become available on the other alternative. That likelihood
must also somehow interact with the time spent on the current key
without a reinforcer. Nevertheless, as time progresses, there
are constantly changing probabilities of reinforcement for
continuing to respond on the current key and for switching to the
other key.
Such a situation is complex and would require training for a
subject to manifest the appropriate behaviors. In the probes
during the first Multiple condition, there had been no such training.
Therefore, if choices were made at each moment in time, the "more
valued" alternative would always be the same and proportional choice
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would not occur.
In addition, this analysis would predict that proportional
choice would not develop from responding exclusively on one
alternative on only a certain proportion of stimulus periods.
Proportional choice would develop through the development of
changeovers that would be strengthened and maintained through
reinforcement. Matching would be acquired along with the develop-
ment of switching behavior. The development of the switching
response was seen during the early days of Equal Concurrent
training (Figure 14).
The development of performance on concurrent schedules.
Exclusive preference for an alternative implies that there
is no switching from that alternative to another. The testing
procedure used in this experiment did not require switching
since all responding could have been allocated to one key, but
only on a certain proportion of stimulus presentations. When
matching was found, however, switching was also found.
During the first 30 days of Equal Concurrent training, switching
and the pattern of switching developed, at least in SI and S3.
During the initial 30 days, the amount of switching increased during
SI, the stimulus with the high reinforcement frequency. The
initial levels of switching during S5, the stimulus with few
reinforcers, were initially moderate and remained moderate (Figure 14).
Apparently, during the early sessions, in SI the relative response
functions were generated by the subject selecting one key or the
other at the onset of the stimulus period and then remaining on
that key. Switching was an acquired response in SI and, to a
lesser degree, in S3, but it was not acquired in S5.
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Tustin and Davison (1979) noted that there was no way of
determining whether a changeover was due to the subject avoiding
one situation or attaining the other situation. In fact, when
there are only two alternatives, the attempt to differentiate
between approaching one and leaving another becomes meaningless
if reinforcement is considered to be a transition from a less-prefer-
red to a more-preferred situation (Baum, 1974a; Donahoe, 1977;
Premack, 1971).
Assume for the moment that there existed a property of an
alternative called "value" that was independent of the values of
concurrently available alternatives. If a third alternative
existed that had a constant value, then the other two alternatives
could be scaled against that third. A relative change in value
between the first two could result from a change in value of only
one of those alternatives relative to the third. Thus if A were
initially preferred to B, and if A then decreased relative to C
while B did not, then a choice of B over A might be labeled as
avoidance of A rather than an approach to B.
A related issue is the difference between stopping A and
beginning B. In other words, the probability of chosing A over B
may differ between occasions when the animal was engaged in A and
when it was engaged in neither A nor B. For example, Silberberg et
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al
.
(1978) found that the probability of leaving an alternative
decreased as the time on that alternative increased, a tendency
they termed perseveration. According to this finding, the probability
of chosing A over B would be greater if the organism was on
alternative A than if it were on alternative B, all other factors
being equal.
Postulating a third alternative against which two others
might be scaled makes it possible to differentiate between stopping
the first alternative and beginning the second. Stopping the
first could involve the beginning the the third, not the second,
and beginning the second could result from stopping the third.
In a two-key operant chamber a third alternative may be
defined as consisting of all other possible behaviors except
responding on those two alternatives (de Villiers, 1977; Herrnstein,
1970). Engaging in these "other behaviors" may be reflected in
the IRTs greater than 5 sec shown in Table 11. The probability of
engaging in such non-task responses may account for the initial
differences in concurrent schedule performance between SI with the
highest frequency of reinforcement and S5 with the lowest frequency
of reinforcement. Initially, the Sl-Sl pair of stimuli engendered
virtually no switching, but the S5-S5 pair did occasion switching
(see Figure 14). S.3-S3 was moderate. These relations reversed after
30 days of Equal Concurrent training.
When the stimuli were presented alone in the Multiple conditions
(1 and 4), the percentage of time devoted to IRTs greater than 5 sec
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was very low in SI, low in S3, and relatively high in S5 (Table
11). During all concurrent conditions and during the concurrent
probes in the Multiple conditions, these values were greatly
reduced. These data suggested that the availability of the second
key precluded long IRTs and that the nature of the S5 schedule
(VI 270) ensured a much higher proportion of the session being
spent not actively responding on the key.
Early in Equal Concurrent training, what might have been a
long IRT could have become a changeover. In S5, the VI 270
schedule of reinforcement produced more stopping of responding
(transitions from task to non-task responding). At that time,
the choice would not be between, for example, A and B given the
current alternative was A. It would be between A and B given
the current behavior was neither A nor B (call it E) . This would
increase the likelihood of a switch. Initially then the switch
may not have been from A to B, but from A to E to B.
In SI, however, responding was more continuous and there were
fewer occasions in which the presence of the other key could exert
control over responding early in the Equal Concurrent condition.
It was necessary that the animal learn to stop responding on the
current key and to sample the other key. In a stimulus correlated
with a lower frequency of reinforcement, the contingencies of
reinforcement ensured that stopping would be more likely, setting
the stage for the subject choosing to respond on either key.
This analysis suggested a simple experiment that would combine
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aspects of the Multiple and Equal Concurrent procedures. Present
a subject with four kinds of stimulus pairs on the left and right
keys (where X designates a dark key correlated with extinction)
:
X-B
’
B-X, and C-C. Stimuli A and B would be VI 90-sec
schedules and stimulus C would be a VI 270. The switch response
would be acquired only in the presence of elements A and C. Testing
would consist of pairing unequal stimuli: A-B, A-C, and B-C.
Matching should occur with the A-C pair since both elements were
trained in concurrent schedules. A tendency for exclusive preference
should occur with the B— C pair since once the animal selected B, it
would not have learned to switch from that key. Similarly, there
would be a tendency to show a "preference" for B in the B-A pair
since switching from A had been earlier conditioned while switching
from B had not.
Absolute stimulus training after concurrent training
. The
possibility existed that the multiple schedule used in Condition 1
produced a context in which switching would not occur. Consequently,
after matching had been obtained after the Equal and Full Concurrent
conditions, the Multiple condition was reinstated. When probe
stimuli were presented in that context, matching was still obtained.
Therefore, the context of testing was not responsible for the lack
of matching in Condition 1.
Condition 4 did not involve any new training conditions. The
probes were simply a reinstatement of a stimulus situation that was
part of the previous condition. In Condition 5, the schedules of
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reinforcement for SI and S5 were reversed so that SI signalled
VI 270 and S5 a VI 30-sec schedule of reinforcement. The
reversal had been accomplished in a multiple schedule context.
The previous time concurrently available stimuli had been presented,
the schedules of reinforcement had not yet been reversed. If
probes occasioned the behavior that had been in effect the previous
time those stimuli had been presented as concurrent pairs in
Condition 3, then the probes in Condition 5 would have produced a
matching line with a negative slope, since SI and S5 had reinforce-
ment frequencies reversed from when those pairs had been used in
training.
The matching functions produced from Condition 5 were poor, but
they were not reversed. A second series of probes were presented
in Condition 5 and the matching function further deteriorated and
some reversals of preference were seen. It was likely that the
probe stimuli were becoming discriminated from the single-stimulus
presentations in training.
The maintenance of matching in Conditions 4 and 5 showed that
the lack of matching in Condition 1 was not simply an artifact of
the context in which testing occurred.
These data, together with those obtained early in Equal
Concurrent training, supported the view that choice behavior on
concurrent VI VI schedules of reinforcement required training under
concurrent schedules. Once switching had been acquired, choice
occurred in appropriate proportions even when the schedules of
149
reinforcement were changed out of the context of concurrent training.
Matching with new alternative pairs.
Matching with alternatives comb ined in novel pairs . During
Equal Concurrent training, identical pairs of stimuli were used.
Probe testing arranged the stimuli in pairs that had never been
experienced under conditions of reinforcement. Matching was
produced when those unequal stimulus pairs were tested. Although
each element had been trained in a concurrent context, the specific
pairs had not been trained.
As was the case from the Multiple condition, differential
reinforcement produced preferences among unequal stimuli. After
concurrent training, however, these preferences were manifest not
by exclusive preference, but by proportional responding.
The relation between local rates of response and the resulting
preference was not a simple one. For example, even though C52 had
higher response rates in S3 (VI 90) than in SI (VI 30), SI was
selected more often than S3. In general, local rates were more
similar between SI and S3 than between S3 and S5, yet the relative
preferences between these stimuli after Equal Concurrent training
remained about the same (compare closed and open circles at 0.25
and 0.75 relative reinforcement on Figure 1). Similarly, the time
spent in IRTs greater than 5 sec was more similar between S3 and S5
(Table 11).
Matching with alternatives composed of generalization test
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stimuli. During Full Concurrent training, S2 and S4, wavelengths
intermediate to SI, S3, and S5, were presented as probes. All 25
possible combinations of the five stimuli were presented, two
probes with the same stimulus pair per session.
Even with only two minutes of exposure to each stimulus pair,
satisfactory matching was found. There was very orderly generaliz-
ation of preference.
In the second and third blocks of 25 sessions, there was
evidence that the probes were becoming discriminated from the
training stimuli. The change in responding primarily entailed a
reduction in rate on S2 and S4. If those stimuli were paired with
a training stimulus, there was often a relative increase in
responding on the training stimulus (Table 9). Had the probes been
discriminated as a relational whole, the presence of S2 or S4 on
either key would have been a discriminative stimulus for extinction,
and there would have been a reduction in responding both on the
generalization stimulus and on the training stimulus. If that
reduction had been proportional, matching would have been maintained.
However, the time available due to the extinction of responding
during S2 and S4 was allocated to responding on the other stimulus,
and large deviations from matching developed.
Extinction of responding in S2 and S4 did not result in a
maintenance of matching when S2 and S4 were paired together.
Extinction of responding in S2 and S4 did result in systematic
changes in preference, even when S2 and S4 were paired with a training
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stimulus. Figure 3 shows that even as the preferences were
shifting away from S2 or S4 when those stimuli were paired with
SI, S3, or S5
,
order was maintained. Although there were great
deviations from the regression lines by the triangular symbols
in Figure 3, there remained a positive ordinal relation between
the relative estimated programmed reinforcement frequency and
relative response frequency.
The breakdown of matching.
Skinner (1950) showed that preference relations remained intact
as responding on two alternatives underwent extinction. In
Condition 7 of the present study, extinction conditions were
implemented to further investigate Skinner's findings. Unfortunately
many probe sessions had occurred in Conditions 4, 5a, 5b, and 6
prior to the extinction session. As can be seen in Table 10, the
total number of responses during the probes generally declined
across those conditions, suggesting the concurrent probes became
discriminated from the single stimuli used in training during
Conditions 4 through 6. This discrimination would be formed
because responding in the presence of stimuli presented concurrently
would never produce reinforcement.
Columns 4 and 5 of Figure 4 show the overall choice performance
during the first 4 and second 4 min of extinction for each stimulus
pair. In general, the slopes of the matching functions remained in
the range of slopes found in other studies (see Baum, 1979) , but
the percentage of variance accounted for by those linear functions
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was low for the birds in this experiment during the second 4 min
of extinction at each stimulus pair (the second 36 min of
extinction total)
.
Two trends became apparent when the stimulus pairs that were
correlated with higher absolute frequencies of reinforcement
(solid circles. Condition 7a, 7b, in Figure 4) were compared with
stimulus pairs correlated with lower absolute frequencies of
reinforcement (open circles) at 0.25, 0.5, and 0.75 relative
reinforcement frequencies. For the stimuli correlated with
fewer reinforcers, there was little change between Condition 7a
and 7b (open circles). However, for those stimuli correlated
with higher frequencies of reinforcement (closed circles)
,
there
was a reversal of preference. For stimulus pairs made up of S3
and S5 (closed circles at 0.25 and 0.75 relative reinforcement),
S3 (VI 90) became preferred over S5 (VI 30) . This was a return
to the preference relations formed during the first four experi-
mental conditions in which S5 was correlated with a VI 270-sec
schedule of reinforcement and was less preferrd than S3.
Thus the results from this experimental condition were only
suggestive in nature and could not be said to be supportive of or
inconsistent with Skinner's (1950) finding of invariance of
preference through extinction. For some stimulus pairs invariance
seemed to be the case, but for others it was not. The conditioning
history of the birds may have been responsible for the changes in
preference for pairs of stimuli made up of S3 and S5. Since the
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preference changed in all subjects for only these stimulus pairs,
the change in preference for only those stimulus pairs does not
seem to have occurred by chance.
Extinction also seemed to occur during generalization testing.
Table 9 shows that responding during S2 and S4 declined as testing
progressed. Relative responding to stimulus pairs S2-S2, S2-S4,
S4— S2, and S4— S4 are shown in Figure 3 as open circles. As
generalization testing continued and responding decreased, these
data points showed that relative responding did not remain constant.
Unfortunately this again is not a "pure" test of the hypothesis of
constant preference relations during extinction. S2 and S4 were
also being paired with training stimuli during which reinforcement
occurred during non-probe stimulus periods. The effects of this
experimental arrangement on the progression of extinction cannot be
ascertained. However, these results do suggest, along with the
results from the Condition 7 extinction session, that further research
is required before it can be decided that preference relations do
remain invariant during extinction.
Summary erf the development and transfer of matching .
Matching was found to occur outside of the context of concurrent
reinforcement. Herrnstein and Loveland (1976) concluded that for
matching to occur, there must be training with the alternatives
to-be-matched. This conclusion should be tempered.
Matching was found after training with several concurrent pairs
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and testing those elements in novel combinations (Condition 2).
Matching was also found after training had altered the values
of the stimuli outside the context of concurrent training
(Condition 5). Finally, matching occurred with generalization
test stimuli that had not been used in training.
It appeared that the necessary condition for matching to
occur was that some training to switch must have previously taken
place. Once this training had taken place, the pattern of switching
became accomodated to the particular schedules of reinforcement
signalled by the stimulus pair, whether or not that pair of
stimuli had previously occurred together. It was not possible to
determine from this study what the minimal conditions of concurrent
training were. For example, training with all three equal stimulus
pairs in Condition 2 might not have been necessary; perhaps training
with only two or one of the equal pairs would have been sufficient to
produce matching.
It was possible that training with any concurrent schedule
would be sufficient to produce the switching necessary for matching.
For this reason, the birds were trained with a concurrent schedule
in which both keys were illuminated white. The absence of any
definitive effect of improving matching should not rule out the
possibility that matching would be improved by training with a
concurrently available pair of stimuli orthogonal to those to be
tested. Discrimination of the probes as signalling non-reinl orce-
ment was likely to be affecting these subjects' choice performance
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adversely
.
Local Rates of Response and Interresponse Times
Rey position as a_ controllin g; stimulus.
In a single-key multiple schedule, Menlove (1975) found the
usual effect on the IRT distributions by different reinforcement
frequencies different patterns of response emerged and there
were many more long IRTs in the schedule with fewer reinforcers.
When the schedules of reinforcement were reversed with regard to the
stimuli signalling those schedules, the IRT distributions changed
accordingly. However, when pigeons were trained on unequal
concurrent VI VI schedules (actually a single VI— the reinforcer
was assigned to one key or the other with differing probabilities),
where a particular VI was always on the left key, reversing the Vis
with regard to the position in the chamber did not result in
changes in the pattern of responding on each key. In other words,
the position of the key controlled a given pattern of responding
and changing the VI value did not change that pattern of response.
It did, however, change the frequency with which those patterns
were emitted.
Such an effect of key position was found for some animals in
some probe conditions in this study. To see the effect, the pattern
of response on the two keys had to be sufficiently different. This
condition was met, for example, by C51 in Condition 1 and C53 in
Conditions 2 and 3. The pattern of response differed between keys
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but was similar within a key no matter what stimuli were present.
Such position effects could introduce systematic biases into
response rates such that k in Equation 4 (response ratio matching)
would depart from one, although k in Equation 6 (time ratio
matching) would be unaffected. This effect might have been
reflected in Table 6 where the intercepts for response matching
during Full Concurrent training deviated farther from zero than
did those for time matching. This effect was small and not
consistent during probes in Conditions 2 and 3, and therefore
should be considered as illustrative of a possible factor in the
generation of position bias.
Changes in local rates due to experimental conditions
.
Local rates of response were higher during the concurrent
conditions than in the multiple conditions. The presence of an
alternative key on which to respond decreased the number of IRTs
greater than 5 sec (see Table 11). Because a single 5-sec
IRT may be replaced by five 1-sec IRTs or 10 -3-sec IRTs, a small
decrease in long IRTs may substantially increase overall rate.
During the probes in Condition 1, C51 and C52 generally
emitted more long IRTs than in Condition 2. During the training
stimuli (Table 11), there were also more long IRTs in Condition 1.
Close examination of Figure 5 showed that there were increases in
local rates between Conditions 1 and 2 during concurrent probes.
Therefore, the mere availability of the other response alternative
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did not reduce long IRTs without training with that other alternative
available. The IRT distributions during probes were similar to
those distributions produced during the training stimuli. The
relative frequencies of long IRTs were not solely responsible
for the changes in responding between multiple and concurrent
conditions. For example, during probes, given SI was on the
other key, SI responding for C52 and C53 increased, despite having
no long IRTs. These increases in rate were due to changes in
the shapes of the IRT distributions in the areas between 0 and 2
sec. Within that band, shorter IRTs of all subjects increased
while longer ones decreased in relative frequency.
These effects on the IRT distributions were similar to
those that have been found when changes in reinforcement frequency
occur (e.g., Kuch & Platt, 1976; Menlove, 1975; Spealman &
Gollub, 1974). In Condition 2 there was a doubling in reinforcement
frequency compared with Condition 1 since in Condition 2 there were
two VI schedules in operation simultaneously. Although the nominal
VI value for each stimulus remained the same, there was an
increase in the rate of reinforcement when that rate was based only
on the amount of time the animal spent on one key or the other— the
local rate of reinforcement. In order to fully understand changes
in IRT distributions, local rates of reinforcement must also be
considered, especially with regard to the similarity of the changes
in the pattern of response to published data when reinforcement
frequencies changed (e.g., Kuch & Platt, 1976; Menlove, 1975).
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Reinforcement frequency on the current key
.
The effect of reinforcement frequency can be seen more directly
in Figures 7 and 8 by comparing response patterns during each
stimulus when the stimulus on the other key was constant (compare
across columns). The within condition effects were similar to those
between Conditions 1 and 2. Decreasing reinforcement led to
slight lengthening of the shorter IRTs and increases in the
frequencies of long IRTs.
Shorter IRTs may be functionally different from long IRTs.
Short IRTs represent responses occurring closely together in
time—bouts of responding. Longer IRTs may involve behavior
other than standing by the key actively responding. Bouts of
responding might be considered task-related behavior while long
IRTs might indicate that non-task behavior had occurred (Menlove,
1975). Blough (1963) found that the shorter IRTs changed very little
when there were decreases in response rate due to varying the
stimulus in a test for stimulus generalization. What changed was
the frequency with which that pattern of response was emitted,
reflected by the increase in long IRTs. Lower rates were the result
of more time allocated to non-task behavior in relation to task
behavior
.
The determination of what IRT classes should be considered task
or non-task poses a problem, however. Machlis (1977) characterized
the pin-pecking behavior of young chicks into either two or three
states based on the time between responses. Newly hatched chicks
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pecked a t round-headed sewing pins with patterns of IRTs that
resembled those of a pigeon pecking a key or a rat pressing a
lever. There were bursts of pecking followed by pauses.
Mach 1 is I irst assumed that there were two states, bouting
and not-bouting. He also assumed that the IRTs within bouts and
the intervals between bouts were both generated by Poisson processes
These would generate two overlapping distributions of within-bout
intervals and between-bout intervals. An I.RT of any value might
come from either distribution, i.e., any IRT might be due to the
animal being in a within-bout or a between-bout state. However,
from the two distributions, a duration could be determined such
that an IRT of less than that duration would indicate the animal
had more likely been in a within-bout state and an IRT greater than
that duration would indicate the animal had more likely been in
a between-bout state.
Machlis found the two-state model was inadequate to describe
some of the data, and postulated an additional state. This state
would result in longer IRTs than the within-bout IRTs, but would
be shorter than the between-bout IRTs. He saw that bouts were
generated in clusters, and this additional state was used to
describe the between-bout and within-cluster intervals. The
three-state model did describe the data better, but Machlis
concluded that the two-state model would be adequate to describe
the coarse aspects of behavior (p. 34). For pigeons and rats, the
between-bout (within clusters of bouts) intervals could correspond
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to the moderate-length IRTs generated by task-related behaviors.
Machlis has shown that such categorization of IRTs into
different behavioral processes need not be done on a completely
arbitrary basis, but may be done statistically. Unfortunately
the process is laborious and the algorithm requires a computer.
The model also relies on the assumption of underlying Poisson
processes. Further, it remains to be seen whether such a model
could account for data in which the various IRTs emitted by an
animal have, been altered in frequency by differential reinforcement
of IRTs or other experimental manipulations. For the time being,
therefore, it is not unreasonable to consign the categorization
of portions of IRT distributions to the somewhat arbitrary and
imperfect methods of human judgement and description.
It would be convenient if more or less time were simply
allocated to task and non-task IRT classes as Blough (1963) found
during stimulus generalization (see also Crites, Harris, Rosenquist,
& Thomas, 1967; Crowley, 1979; Migler, 1964; Scheuerman, Wildemann,
& Holland, 1978). However, this study and others have shown effects
of the frequency of reinforcement not only on the allocation of
time to task and non-task IRT classes, but also on the pattern of
task-related IRTs (Kelleher, Fry, & Cook, 1959; Kuch & Platt, 1976;
Menlove, 1975; Spealman & Gollub, 1974).
Reinforcement frequency on the other key .
During the probes and during the Full Concurrent procedure, the
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presence of a stimulus on the other key that signalled higher
rates of reinforcement decreased the frequency of long IRTs
(see I able 11, e.g., during the Full Concurrent condition, the
percentage of time engaged in IRTs greater than 5 sec during S3
given that SI, S3, or Sj was on the other key). These data were
consistent with the suggestion that the availability of an
alternate response precluded the occurrence of long (non-task)
IRIs, at least after training with the available alternatives.
However, there were effects on the IRT distributions in addition
to the relative frequency of long IRTs.
If the effect of the other stimulus was only to increase or
decrease the time allocated to active responding on a given key,
then the shape of the relative IRT distributions would have been
unaffected by increases or decreases in long IRTs. Fewer long
IRTs would have produced a proportional increase in the shorter
IRT classes. Instead, the other key also affected the pattern of
shorter IRTs. When the other key signalled a higher frequency of
reinforcement, the effect on responding was similar to that produced
by a signal for a higher frequency of reinforcement on the current
key. (The opposite effect on the shorter IRTs might have fostered
an explanation based on the "distracting" effects of the other key.)
During Full Concurrent training, local rates of reinforcement
could have accounted for the effect. Consider left-key responses
on the stimulus pairs S5-S3 and S5-S1. More time would be spent
in S5 in the S5-S3 pair than in the S5-S1 pair. Therefore, the
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local rate of reinforcement in S5 of the pair S5-S1 would have
exceeded that in S5 of the S5-S3 pair, producing appropriate local
rate increases and IRT distribution changes.
The explanation based on differences in the local rate of
reinforcement required explicit training with the alternatives
as was the case in the Full Concurrent condition. For example,
differential responding during S5 of the S5-S1 pair and the S5-S3
pair would require explicit training with both of those pairs of
stimuli. Data from Table 12 were in agreement: the effect of the
stimulus on the other key on the rank order of rates on a given
current-key stimulus was greater after Full Concurrent training
had been in effect (Conditions 3 and 4) .
Table 12 also shows that during Conditions 1 and 2, the rates
on the current key tended to be highest when SI was on the other
key and lowest when S5 was on the other key. It would be tempting
to explain the effects on local rates of response by the other
stimulus as being due to differences in local rates of reinforcement.
However, prior to Full Concurrent training, the local rates of
reinforcement in each stimulus was never differentially affected
by the simulus on the other key, since the stimulus was always a
dark key in the Multiple condition and an identical stimulus during
the Equal Concurrent condition. Nevertheless, in these conditions
during the probes, the most frequent ordering of rates based on the
stimulus on the other key was SI, S3, S5. An explanation based on
local rate of reinforcement may serve to explain the improvement in
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this ordering found after Full Concurrent training, but it does
not account for the effect during Conditions 1 and 2.
Behavioral contrast
. Further explanations may be based on
research on positive behavioral contrast in which an increase in
rate of response in an unchanged schedule of reinforcement comes
about from a decrease in reinforcement in another schedule.
Bloomfield (1969) suggested that contrast was a result of the un-
changed component becoming more "valued." This would be tantamount
to increasing the reinforcement frequency in that component.
However, this notion would predict results different from those
that were obtained in this study. For example, if SI were paired
with S5, then SI in that situation would be more "valued" than SI
when paried with SI, since S5 was the VI 270 schedule. The rate
of response in SI given S5 was on the other key (square symbols in
Figure 5) would have exceeded the rate of SI given SI was on the
other key (circles). The opposite occurred.
The dif f ererential prediction of reinforcement
. Schwartz (1973,
1975) suggested that contrast was produced by the elicitation of
keypecks by the stimulus that differentially predicts reinforcement,
as occurs in the autoshaping procedure (Brown & Jenkins, 1968).
These elicited pecks are added to the "normally occurring" pecks,
producing contrast; and Schwartz' explanation of contrast has
become known as the additivity theory of contrast . Whether or not
the additivity therory can account for all instances of contrast,
Schwartz' view of factors which control behaviors is a part of a
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larger body of information. There has been a growth of interest in
studies that show that the pattern of food delivery may affect
behavior, regardless of the contingencies of reinforcement (e.g.,
Falk, 1961, 1967), in addition to the contingencies of reinforce-
ment (e.g., Osborne, 1978), and in spite of the contingencies of
reinforcement (e.g., Williams & Williams, 1969). Not only the
pattern of reinforcement, but also the delivery of other stimuli,
such as shock, may affect patterns of behavior in hitherto
unsuspected ways (Morse & Kelleher, 1970). These patterns of response
have often gone unmeasured in operant conditioning procedures,
except as the "other" behavior intervening between the measured
responses in IRT analyses.
The presence of food in an environment can differentially
affect various classes of behavior irrespective of conditioning
parameters. For example, Shettleworth (1975) showed that the
introduction of food into the environment of golden hamsters
resulted in increases in such behaviors as rearing and scrabbling
against the side of the cage, and a decrease in other activities
such as grooming. Some behaviors were related to food in a positive
way and others in a negative way, in that the introduction of food
at regular intervals increased some behaviors and decreased others.
If some aspect of an environment differentially predicts food,
then that aspect may come to alter the frequency of various classes
of responses, regardless of the contingencies of reinforcement
(Staddon, 1977). Anderson and Shettleworth (1977) showed that the
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behavior of golden hamsters progressively changed as the interval
of a fixed-interval or fixed-time (which involves no response
requirement) progressed. (See also Osborne, 1978, for related data
in pigeons and rats.) In the contrast manipulation, a variety of
responses related to food could be expected to increase when one of
the stimuli comes to differentially predict food. This change might
include changes in the IRT distributions during behavioral contrast
(Spealman & Gollub, 1974).
While this is the description upon which Schwartz' additivity
theory of contrast is based, Shettleworth
' s observations are more
broad in that many classes of responding are identified as being
affected, not just the final keypeck (see also Staddon, 1977).
The effect of the predictive stimulus on the various classes of
behavior may differ depending on the conditioning history of the
animal. If the stimulus is also one which is closely related to the
response that has been maintained by food, then that response may
be affected more than other classes of responses when the stimulus
becomes a discriminative stimulus. A pigeon pecking a key that
signals reinforcement or extinction meets this condition. On the
other hand, if the discriminative stimulus is not related to any
particular response, other and more variable classes of responses,
also related to the reinforcer, might increase in frequency.
Two studies may exemplify this process. In a two-key operant
chamber, Woodruff (1979) demonstrated behavioral contrast in pigeons
using either food or water as a reinforcer. For one group, the key
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that produced the reinforcer (the operant key) was also the locus
of the discriminative stimulus; for another group the discriminative
stimulus was located on the second key (the signal key). When the
discriminative stimulus was on the operant key, contrast occurred
using either food or water as the reinforcer. However, for birds
receiving water, the presence of the discriminative stimulus on
the operant key changed the topography of the keypeck to a
water-related pecking pattern during the phase when water was only
available during one component of the multiple schedule. This
finding strongly supported Schwartz’ view: the signal began to
elicit behavior related to the reinforcer, and these elicited pecks
were added to the operant pecks, generating contrast.
When the discriminative stimulus was on the separate signal
key, the food-reinforced animals began to peck the signal key. This
finding also supported the additivity theory. The signal that
differentially predicted food came to elicit responses, even though
there were no operant reinforcement contingencies present for
pecking the signal key.
The water-reinforced animals did not begin to peck the signal
key. This was taken to be contrary to Schwartz* theory (Woodruff,
1979, p. 344).
For these water-reinforced animals, other classes of behavior
did emerge. The responses that were controlled did not happen to
be pecking. However, these behaviors were similar to those
controlled by water, such as bowing and rooting in the empty water
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magazine (p. 343; see Woodruff & Williams, 1976).
The second illustrative study was done by Jenkins, Barrera,
Ireland, and Woodside (1978). These researchers presented dogs
with a compound auditory and visual stimulus that was followed
by food 10 sec later. The stimulus came to control various
responses in the five dogs. One dog approached the stimulus, nosed
it, and approached the food dispenser. Another at first approached
the stimulus but later simply approached the food dispenser
during the stimulus. A third dog made a variety of playful
behaviors directed toward the stimulus. Thus orienting toward or
contacting the stimulus with the nose was a common element of the
behaviors controlled by the predictive stimulus. In addition,
idiosyncratic patterns of behavior developed. These responses
were typical behavior patterns for dogs. These patterns did not
resemble feeding patterns (p. 291). The predictive stimulus
could not be thought of as substituting for food; but it did come
to control behavior.
These results strongly support the position that contrast is
a subset of the more general finding that environments predictive
of a certain event will come to control behavior related to that
event (cf. Breland & Breland, 1961; Jenkins et al., 1978;
Woodruff & Williams, 1976) . For pigeons, this would include, but
not be restricted to pecking the key when the reinforcer was food.
The predictive environment controls wider classes of behavior
related to the reinforcer, and these responses need not be identical
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with responses elicited by the reinforcer (cf. Anderson &
Shettleworth, 1977; Jenkins et al., 1978; Shettleworth, 1975).
In the present study, a stimulus on the other key that
predicted a higher rate of reinforcement during that stimulus
condition did result in higher rates of response on the key on
which the animal was responding, even without explicit training
with the particular stimulus pair. In this extension of Schwartz’
additivity theory of contrast, the differential predictor of
reinforcement need not elicit responses directed toward that
stimulus. Thus when the other key signalled higher frequencies
of reinforcement, it controlled higher rates of response wherever
responses were occurring.
Summary—local rate changes due to the stimulus on the other
key . The simple availability of a second key on which to respond
may have had some effect on rates due to the elimination of long
IRTs. What might have been a long IRT if there had been only one
key could have become a switch to the other key when there were
two keys. Explicit training with concurrent schedules was
required for this effect to take place, since switching occurred
with low frequency prior to such training. This explanation,
however, could not account for changes in the shape of the IRT
distribution, as opposed to changes simply in the frequency of long
IRTs.
Variations in the local rate of reinforcement could account for
both the changes in the shape of the IRT distribution and the
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relative frequency of long IRTs that reflect the occurrence of
non—task behavior. Increases in local rate of reinforcement
would not only decrease the amount of time allocated to non— task
behavior, thereby producing fewer long IRTs, but also cause the
majority of IRls to become shorter, as reflected by a shift to the
left of the IRT distribution in the 0 to 3-sec range.
Variations in the local rate of response due to variations in
local reinforcement frequency required explicit training. An
increase in local rate of response when the other key signalled
a higher rate of reinforcement could be accounted for by the
higher local rate of reinforcement on the current key, since less
time was spent on that key. Since explicit training with those
pairs of stimuli was required for this effect to take place, it
could not account for the effect of the other key on current-key
responding during probes in the first two experimental conditions
that took place prior to experience in training with unequal pairs
of stimuli.
An explanation of behavioral contrast based on the differential
prediction of food could account for the increase in local rate
caused by a signal for a higher rate of reinforcement on the
other key. Any stimulus that signalled a higher frequency of
reinforcement would increase behavior related to that reinforcer,
such as keypecking in the case of food reinforcement with pigeons.
Thus the induction of a higher rate of response on one key by a
signal for a higher rate of reinforcement on the other key may he
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explained within the same framework as behavioral contrast.
Relative local rates .
The joint effect on local rate of response by the two stimuli
on the keys may be expressed as a proportion that is related to
the overall relative frequency of reinforcement. If local rates
never changed, then there would be no relation between relative
local rate and relative reinforcement—a regression line with
slope zero. Such functions have been found by Stubbs and Pliskoff
(1969) and by Silberberg and Fantino (1970); Pliskoff, Cicerone,
and Nelson (1978) found a slight positive relation between
relative local rates and relative reinforcement frequency. In the
Full Concurrent condition, both slight positive and negative
functions were obtained for relative local rates.
This statistic does not disconfirm the results discussed
above, where changes in local response rate occurred due both to
the schedules of reinforcement signalled by the current and by the
other key. Equal local rates will produce flat relative local
rate functions, but the joint effects of the schedule on the
current key and on the other key may also produce such a function.
Two specific examples from Condition 3 illustrate this
relation. In the S5-S5 and S5-S3 stimulus pairs, C52 produced the
following local rates of response: 121,111 and 160,153 responses
per minute. Relative local rates were approximately equal: 0.52 and
0.51. The rate in the left S5 stimuli increased due to the change
from S5 to S3 on the right key. The rate on the right key also
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increased. Similarly, in the Sl-Sl and S1-S3 stimulus pairs, the
rates of response per min for C53 were: 119,67 and 99,57. Again,
the rate in the constant stimulus changed in accordance with the
rate change in the altered stimulus, producing the nearly equal
relative local rates of 0.64 and 0.63.
These data have shown that the presence of a concurrently
available response alternative has an effect on local response
rates such that when the other alternative signals a higher
frequency of reinforcement, there is a higher rate of response on
the current key. This finding may account for the local rate
differences found by Killeen (1972b), in which one bird was
experimentally yoked to a second bird which had control over the
schedule of reinforcement by a changeover key (Findley, 1958)
.
The bird with control had higher local rates. For this lead bird
the situation was a concurrent schedule and for the yoked bird
it was not. The lead bird, therefore, always had available a
second schedule of reinforcement, while the yoked bird did not.
The other alternatives for the yoked bird were non-reinforced
alternatives (e.g., pacing, preening, etc.), while another
alternative for the lead animal included food reinforcement, there-
by increasing the rate on the key that was currently available,
just as a more-preferred stimulus on the other key in this study
increased the rates on the current key.
The relative local rate statistic has been used because of the
assumption of equivalence of response rates (Catania, 1966). These
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data have shown that a flat relative local rate function does not
require that local rates be identical. Equivalence of local
rates has been a justification for using time on an alternative as
well as responses as measures of preference (de Villiers, 1977).
Historically responses had been used (Herrnstein, 1961) and time
allocation as a measure of preference required justification
(Baum, 1975, 1976, 1979; Baum & Rachlin, 1969; Beautrais & Davison,
1977; Brownstein & Pliskoff, 1968; Lobb & Davison, 1975; however,
see Myers & Myers, 1977). The finding that changes in the local
rates of response could be taken as support for the use of time
allocation as a metric. The critical aspect of choice would then
be seen as the selection and duration on an alternative. Once an
alternative had been selected, local effects on the pattern of
response due to the presence of available alternatives would not be
considered measures of choice, although such behavioral changes
would be important for the analysis of behavior controlled by those
stimulus-reinforcer and response-reinforcer relations.
The Allocation of Time
Although there were systematic effects on local response rates,
those changes were small and were not the major determinant of
matching. Far more important was the allocation of time to one or
the other alternative. The behavior which had the most effect on
the allocation of time was the changeover response; and the
frequency of changeover responses and their pattern of occurrence
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in time determined to a large extent how long a bird responded on
each key.
Changeover frequency
.
A consistent finding has been that the closer the alternatives
are to the same reinforcement frequencies, the more frequently the
organism switches (Baum, 1974a; Brownstein & Pliskoff, 1968;
Herrnstein, 1961; Stubbs & Pliskoff, 1969; Tustin & Davison, 1979).
The data shown in Tables 14 (Conditions 2 and 3) and 15 were
consistent with these findings. However, there have been few
reported comparisons of changeover frequencies in the literature in
which absolute frequency of reinforcement was varied while the
ratios of reinforcement were held constant.
Tustin and Davison (1979) used a concurrent procedure with a
changeover key (Findley, 1958) and varied the absolute rate of
reinforcement in the two alternatives while holding reinforce-
ment at a constant ratio of 2 to 1. The changeover key operated
according to a VI 60-sec schedule. The higher the absolute
frequency of reinforcers, the fewer changeover responses were made.
These findings were inconsistent with the frequencies of
changeovers found in this study. During the concurrent procedures,
higher absolute frequencies of reinforcement at a given ratio
of reinforcement occasioned higher frequencies of changeover.
However, the data obtained in the present study in approximately
the first 15 days of Equal Concurrent training were consistent with
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the findings of Tustin and Davison. Although they exposed subjects
to 17 to 25 days at a given pair of VI schedules, the VI 60-sec
schedule of changeover they used might have required longer
training to obtain effecient switch patterns.
The VI 60-sec schedule of changeover would have had another,
perhaps more important effect. The data showing the pattern of
switching in this study and others (e.g., Menlove, 1975) indicated
that longer and more variable times were spent on the alternative
with more reinforcers, and the animal would occasionally sample
from the alternative with relatively few reinforcers. This pattern
was prevented by Tustin and Davison's VI schedule of changeover.
At the higher frequencies of reinforcement, being restricted to the
less-preferred schedule of reinforcement would result in more
reinforcers being lost than at lower overall reinforcement frequencies.
For example, with a concurrent VI 120 VI 240-sec schedule,
selecting the VI 240 schedule for (an average of) 60 sec would lose
few reinforcement oppotunities if the switch to VI 240 were made
immediately after reinforcement. With a concurrent VI 15 VI 30,
during one 60-sec selection of the VI 30, on the average, two
reinforcers could be obtained. However, had that alternative not
been selected, four reinforcers might have been accumulated from
the VI 15-sec schedule. The VI schedule of changeover prevented
changeovers from approaching the optinal "stay-switch" strategy
(Houston & McNamara, 1981; Staddon, Hinson, & Krara, 1981), and the
schedule would have caused more loss of reinforcement at higher
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absolute frequencies of reinforcement.
Given the complication of the VI schedule of changeover in
Tustin and Davison s (1979) study, the present results probably
were representative of changeover performance under concurrent
schedules: at a given relative reinforcement frequency, higher
absolute rates of reinforcement produced more changeovers. This
finding is what would be expected if the changeover was an operant
controlled by reinforcement occurring with some delay (Newby,
1980) . Schedules of reinforcement with fewer reinforcers would be
less likely to produce a reinforcer immediately after a switch
(and end of the COD) if switching were frequent.
Interchangeover times .
The effects of the various schedules of reinforcement on
changeovers could be readily seen in the differing patterns of
switching that developed. There was a combined effect of both
the stimulus on which the bird was responding and the stimulus on
the other key. With the other stimulus held constant, the more
frequent the reinforcement on the current key, the longer the
time before a changeover. With the current stimulus held
constant, the more frequent the reinforcement on the other key,
the less was the time before a changeover. These factors combined
in such a way that when both current and other key signalled more
frequent reinforcement, less time was spent on a key before a
changeover, producing higher changeover rates. ihese effects were
found during the probes in Conditions 2 to 4 and during concurrent
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training.
Figure 13 shows the ICT distributions during Full Concurrent
training. The effect of changing the value of the current key with
the other key constant could be seen by coinparing distributions
within a row and across columns; while the effect of changing the
value of the stimulus on the other key with the current key constant
could be seen by comparing the three distributions in a column.
There was a clear shift in the modes of the distributions as the
current-key stimulus changed from SI to S5 (compare within a row).
However, the mode shift was less pronounced as the other key
changed from SI to S5, although the height of the mode and the area
under longer class intervals changed (compare within a column)
.
The difference suggested that the two processes—switching into
and switching out of an alternative—might be differentiated.
The frequency of reinforcement on the current alternative, along
with the COD on that alternative, may control the minimum
amount of time that would be spent on a key, with less reinforce-
ment producing a shorter minimum time, given the other key was a
constant. Once the bird selected an alternative, however, the
probability of its switching back from that alternative would
depend more on the other alternative than on the current alternative,
once the minimum time had passed.
Matching consists of the complex interplay of various operants.
The shapes of the interchangeover time (ICT) distributions resemble
distributions of simple responses when IRT contingencies are imposed
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or when a fine grain analysis of the pattern of pecking on a VI
schedule is studied (e.g., Kuch & Platt, 1976; Smith, 1974).
Determining whether the ICT is a random process (Heyman, 1979)
or whether it develops due to the reinforcement of switching
(lustin & Davison, 1979) may face the same problems and be as
difficult as determining whether the frequency of IRTs develop
through accidental reinforcement on a VI schedule (Alleman & Platt,
1973; Kuch & Platt, 1976; Platt, 1979). The frequency of IRTs
was shown to be sensitive to contingencies of reinforcement, but
it was difficult to positively determine, in the absence of explicit
contingences
,
whether or not accidental shaping of IRTs occurred
(Reynolds & McLeod, 1970). Similarly, the ICT distribution may be
affected by the contingencies imposed by the COD (e.g., Pliskoff,
1971). But without such contingencies, or after a few seconds
after which the COD contingency has been met, does reinforcement
affect the ICT?
Menlove (1975) found that the distribution of reinforced ICTs,
ICTs that were followed by a reinforcer when the animal made the
switch that terminated the ICT, was similar to the total ICT
distribution. Reynolds and McLeod (1970) showed that the
distribution of reinforced IRTs was necessarily similar to the
total distribution of IRTs. Because of the relation between the
distribution of reinforced IRTs and all IRTs, Reynolds and McLeod
argued that one could not conclude that, reinforcement was
producing the local structure of response. This argument was similar
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to the one Menlove (1975) used to suggest that reinforced ICTs
could not account for the ICT distribution. Shimp (1979)
cautioned that, from such a correlation, it could not be concluded
that there was no controlling relation between the reinforced
patterns of responses and the total pattern of responses.
Support for Menlove
' s suggestion was found during the probes
during Equal Concurrent training. The same patterns of ICTs that
were found in probes during Full Concurrent training were found
in the probes in Equal Concurrent training. Yet none of the
combinations of unequal stimuli had previously been presented
during training. The shapes of those ICT distributions could
not have been determined through a history of reinforcement.
However, according to Shimp 's (1979) agrument
,
such
differences could have been maintaine d through reinforcement when
Full Concurrent training was instituted. The reasons for the
initial occurrences of a behavior may be unknown, but once it has
been produced, maintenance of the behavior through reinforcement
is possible.
Choice and the Concept of Value
Value . Theorists have often suggested that alternatives may
be scaled along the common dimension of value (e.g., Baum, 1973;
Bloomfield, 1969; Cliffe & Farry, 1980; Miller, 1976; Navarick &
Fantino, 1975; Rachlin, 1971, 1973, 1978; Rachlin & Burkhard, 1978).
Value, and therefore choice of alternatives, has been found to be
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ordinally related to such variables as magnitude, delay, and
frequency of reinforcement, as well as to the differential
addition of shock to alternatives (Farley & Fantino, 1978). A
clear mathematical relation between behavior and the joint action
of these variables has not always met with success (Moore, 1979),
and Killeen (1972a) felt that value constituted an unnecessary
intervening variable. Nevertheless, the concept of value has
persisted.
The matching relation is a unidimensional choice model.
Choice is related to ratios of reinforcement frequencies.
Postulating an intervening variable of value has been an attempt
to more precisely define how various aspects of reinforcement
(e.g., quantity, delay, frequency) operate in combinations.
Relative values then determine relative choice.
Demand elasticity . The concept of overall value has limited
applicability when combinations of qualitatively different
reinforcers are presented. Hursh (1980) discussed the economic
concept of demand elasticity in relation to instrumental behavior.
Demand elasticity was considered a dimension different from value
on which reinforcers could be distinguished. Demand elasticity
refers to the relation between price and consumption. For some
commodities, a change in price will produce a large change in
behavior (consumption). Demand for such a commodity would be
considered elastic. An example would be the purchasing of soda
from a vending machine. A change from 25 to 50 cents might cause
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a complete cessation of purchasing.
(However, the concept of demand elasticity as described by
Hursh did not take into account methods of change in price.
Different methods would lead to different behavioral effects.
For example, the effect on behavior of a change from 25 to 50
cents for a can of soda would probably be small if the price were
changed in 5 cent increments over a long period, but the effects
would be larger if the price jumped immediately from 25 to 50 cents.)
Ij?.elas t icity °f demand might also be exemplified by the example
of the purchase of soda. It the soda machine were located in an
office building and the water supply of that building were
unpalatable, then a change in soda price would be less likely to
affect the probability of a purchase.
Hursh (1980, p. 211) noted that "demand and demand elasticity
are not immutable characteristics of a reinforcer, but are subject
to change by other factors." Such factors included the deprivation
of the subject and the distance between the location of the
instrumental response and the consummatory response, which might
be considered a combination of effort and delay of reinforcement.
Increased deprivation and distance to the reinforcer decreased the
elasticity of demand. In other words, with increased deprivation,
there was less effect on the amount of responding (price) by
changes in the frequency of reinforcement (supply)
.
Substitutability . The example of the purchase of soda when
there was or was not palatable water available suggested another
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factor that was important in demand elasticity
—choice.
Herrnstein
' s (1970) observation that all situations involve
implicit choice among alternatives is applicable here. In order to
assess elasticity, the available commodities that might be substituted
for the one being measured must be considered (Hursh, 1980; Rachlin
& Burkhard, 1978; Rachlin, Kagel, & Battalio, 1980). When there
is a poor, available substitute (unpalatable water), then the
demand will be relatively inelastic with respect to price.
Both Hursh (1980, p. 235) and Rachlin et al. (1980, p. 365)
have stated that matching to relative reinforcement frequency may
only occur with perfectly substitutable reinforcers—a situation
that is normally approximated in concurrent VI VI schedules of
reinforcement, since the same commodity is produced from allocating
time (a measure of price) to each alternative. Undermatching was
said to be the result of choice between alternatives which produced
commodities that were not completely substitutable.
During pretraining in the present study, response rate on the
VI 270 schedule was lower when other schedules were present in
other stimulus periods. The situation in which several schedules
of reinforcement were present may be conceptualized as one in which
substitutable commodities were available across a temporal distance,
where the greater the distance, the more inelastic the demand. This
view was similar to the analysis of multiple and concurrent schedules
suggested by Herrnstein (1970).
With only a VI 270-sec schedule, the choice was between
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responding on the key and not responding—a choice between
non-substitutable commodities. The introduction of other schedules
produced a more elastic demand function, enabling changes in
reinforcement frequencies to be manifest in changes in performance—
a
decrease in responding in this case. When concurrent probes were
presented in the Multiple condition, an extreme case occurred
and exclusive preference occurred.
Experience with the commodities
. Concurrent training, even
with equal pairs of VI schedules, presumably enabled the subjects
to learn that switching produced smaller delays of reinforcement
and an overall increase in rate of reinforcement. (A molar
theorist would also stipulate that switching produced an increase
in the overall amount of reinforcement, but Moore, 1979, and
vom Saal, 1972, have shown that the immediacy of reinforcement and
rate of reinforcement were more important than overall amount of
reinforcement.) The suggestion that switching between alternatives
was a learned response added another dimension to the analysis of
concurrent performance. Relative responding not only depends on
value and demand elasticity, which in turn depends on the
availability of substitutable commodities, but also requires
experience with the relations between and patterns of availability
of commodities under complex schedules of reinforcement. Once such
relations have come to control choice performance, then choices
among those alternatives arranged in novel pairs may better relate
to the. relative relation between the hypothesized intervening
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variable of value—a variable which in this study was a direct
function of the schedule of reinforcement. Thus value as a molar
concept was reflected differently in performance before and after
concurrent training.
Value attribute of the organism or an assumption about
behavior. Value has been considered a molar concept (e.g., Baum,
1973) and a molecular concept (e.g., Shimp, 1969a, 1969b). The
control over behavior by local events, such as the time spent on
the current alternative or the recency of reinforcement, make the
concept of momentary value appealing. It might be merged with
the molar concept of value by stipulating that momentary—value
changes are a function of the local events and overall value.
The concept of molar value is an intervening variable that
relates environmental conditions to behavior. As with other
intervening variables, it is measured through changes in behavior.
Often it is difficult to determine whether value is being
utilized primarily as a dependent measure, an independent measure,
or both (e.g., Cliffe & Parry, 1980; Farley & Fantino, 1978).
Momentary value does not constitute an intervening variable.
It is an assumption. Local events alter behavior such that the
alternative with highest momentary value is selected. Certain events
might serve to predict what alternative had the highest momentary
value, but if that prediction were wrong, it must be assumed that
other events were affecting momentary value. While momentary value
then becomes identical with the behavioral outcome, in essence
momentary value might best be left as a theoretical assumption
related to preference (Donahoe, 1977).
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The Concurrent Schedule—A Baseline for the Measure of Preference
The concurrent schedule of reinforcement provides an
experimental situation in which choice may be assessed, whether or
not the concept of value is invoked. The data obtained from such
experiments should not be restricted to overall relative responses
or time allocation to an alternative, but should include micro-
analyses of performance.
The matching of time and the matching of responses are correlated
measures (Baum, 1979). Both vary in systematic ways with changes
in preference, at the molar and at the molecular levels. If
local response rates vary little with changes in relative reinforce-
ment, either measure is satisfactory. The time measure may have
more generality if constraints were placed on the pattern of
responding, but that is for future research to determine.
The present study has strongly supported the view that
matching is the outcome of conditioned patterns of response,
especially the pattern of changing over from one to another
alternative. However, the fact that some aspects of choice performance
must be conditioned does not detract from the method as a baseline
for the study of preference change.
The discriminated concurrent procedure explored in this study
has provided insights into the necessary conditions for the generation
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of matching and the interaction of various pairs of reinforcement
schedules. Matching was found to occur with very small samples
of behavior. The success of the discriminated concurrent
procedure makes it an ideal vehicle for the efficient study of
various variables on choice.
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