We consider the Gaussian β-ensemble when β scales with n the number of particles such that n −1 β 1. Under a certain regime for β, we show that the largest particle satisfies a large deviations principle in R with speed nβ and explicit rate function. As a consequence, the largest particle converges in probability to 2, the rightmost point of the semicircle law.
Introduction and main result
The probability field naturaly endeavors to reach an understanding of the concept of rare event. The theory of large deviations principle merged in an attempt of investigating such idea. Its purpose is to measure the exponential decay rate of probabilities of atypical, extreme, tail events or large fluctuations according to the number of observations. Many stochastic processes can be studied this way and multiple applications have been found in both applied and fundamental mathematics, whose one of deepest link is with statistical mechanics. On the other hand, large random matrices theory has become a wide area of interest with also many links with other fields, and a natural framework to consider strongly correlated system, namely the eigenvalues. Two statistics are commonly studied: the empirical spectral measure and the largest eigenvalue. The first one is global as it involves the whole spectrum while the second is local and is the one we are interested in.
Despite the abundance of matrix models studied and their relative statistics, the collusion with large deviations theory is not well understood as only specific cases are treated. The seminal work on the subject is [5] where the authors establish a large deviations principle at speed n 2 with explicit rate function for the empirical spectral measure of Gaussian β-ensemble, which is a collection of n particles with joint law proportional to:
for β > 0 and quadratic potential V (x) = x 2 . In a Gibbs interpretation of P , the Hamiltonian models a system of n particles at inverse temperature β undergoing a Coulomb repulsion force (log-gas because the interaction is logarithmic) and an external potential. Thereafter in [2] , the same authors extend the result to a larger class of potential V provided that the confining V grows faster than the repulsion's scale which is logarithmic. By a compactification procedure, the author of [14] allows the repulsion and the potential to be of same order. Lifting such restriction, the limiting measure is deterministic and may not have compact support.
Regarding different matrix models, deformed matrices from the Gaussian ensemble has been first studied in [15] where a large deviation principle at speed n on the largest eigenvalue of the sum of a GOE or GUE drawn matrix with a rank one deterministic symmetric (or Hermitian) is shown. In particular, the question of how large should the perturbation be to untie the largest eigenvalue from the bulk. In a second time, the result is enlarged in [6] to the sum of a finite rank random matrix and the β-ensemble (its tridiagonal matrix representation is due to [9] ) with potential V satisfaying the growth condition of [2] . In another direction, the case of extremes of Wigner matrices without Gaussian tails is conducted in [3] .
The large deviations principle for the empirical measure provides a keystone to tackle extreme statistics. Indeed, the largest particule depends directly on positions of the n − 1 remaining ones. The same authors of [5] carried on the work in [4] to a large deviations principle for the extreme eigenvalue at speed n and explicit rate function. They also generalized this result in [2] to furthermore potentials V assuming a condition on the partition function. In this vein, the large deviations principle proved in [7] for the empirical spectral measure of the Gaussian β-ensemble in a regime of high temperature nβ = 2γ ≥ 0 is fundamental to our purpose.
The Gaussian β-ensemble at high temperature has already been studied in several articles. Regarding the global statistics, the limiting semicircle law and CLT theorem are recovered in [10] by a martingale approach, see also [12] , in the regime nβ 1. For local statistics, in [7] , the bulk eigenvalues are shown to exhib Poissonian statistics by inspecting the correlation functions under the assumption nβ = γ ≥ 0. The corresponding result for the edge in the regime nβ 1 is treated by same means in [16] . Later, the bulk result for nβ = γ ≥ 0 is retrieved by Minami's method in [11] and an extension of the CLT to this new regime is introduced. Besides, the idea of using stochastic operator approach (see [13, 17] ) in the regime nβ 1 is mentionned in [1] .
The aim of this article is to study by means of large deviations technique the largest eigenvalue of the Gaussian β-ensemble at high temperature, namely we permit the inverse temperature β to depend on n such that β 1 and keep the quadratic potential. Many regimes are available but we restrict ourselves to nβ 1.
Our proof has the same structure as the one of Theorem 2.6.6 from [2] , the main differences laying in subsection 2.3 where we estimate the tail of the largest eigenvalue and analyze some ratio of partition functions involved in the algebraic computations.
Through this article, we adopt the notation: for u = u n and v = v n two sequences,
We state our main result:
. Let (λ 1 , ..., λ n ) be distributed according to P n,α,β with α = nβ 2 1:
Let σ be the semicircle law on [−2, 2]. Then λ max := max i≤n λ i satifies a large deviations principle in R with speed nβ and rate function
As a corollary, we have:
Under the assumptions of Theorem 1.1, the largest particle λ max := max i≤n λ i converges in probability to 2 as n goes to infinity.
Likewise the authors of [2, 4, 5] made use of the primal large deviations principle for the empirical spectral measure, we stand on the corresponding result for our setup proved in [7] :
δ λ i satifies a large deviations principle in M 1 (R) endowed with the weak topology, at speed n 2 β and with rate function
Proofs 2.1 Setup
For any α, β > 0, and n ≥ 1, we define the partition function:
with the Vandermonde determinant factor:
We consider an exchangeable family (λ 1 , ..., λ n ) of random variable with joint law:
In the sequel, we consider β = β n 1 such that nβ 1 and omit the subscript n for clarity. The scale parameter α is set to 2α = nβ, nonetheless its value may vary according to some context but it will always be notified. The reason of this choice is the following : by the matrix model from [9] , one can view the particles (λ i ) distributed according to (1) as the eigenvalues of the tridiagonal symmetric random matrix H n,α,β defined as
an independent sequence with law X i ∼ χ(iβ) such that every entries are independent up to symmetry. Using trace invariance, one sees that the empirical spectral measure L n has asymptotic first moment 0 and second
Regarding the limiting objects of Thereom 1.1, we introduce:
So that, for x ≥ 2,
For µ ∈ M 1 (R) fixed, the mapping z → φ(z, µ) is decreasing since the quadratic term dominates the logarithm integral. Besides, from [2, Exercise 2.6.4 p81], we know that J ≥ 0 on R and min
We also set:
.
Note that φ n ≤ φ and
Strategy
Following the lines of [4] , we prove weak large deviations principle along with exponential tightness. The weak large deviations principle is proven if we show:
The mapping
is continuous on (2, +∞) and is increasing to +∞ as x → +∞. Hence it is a good rate function.
Therefore, it is enough to show that a) for any x > 2, lim sup
and, b) for any x > 2,
Also we need to check the degenerated case in the defintion of J, that is: c) for any x < 2, lim sup
Indeed, if a) holds then for x > 2,
Combined with b) and the case encoded by c), the weak large deviations principle will follow.
In order to establish exponential tightness as required, we will show that
Once this proved, the exponential tightness will follow after using c) and the Laplace principle on the following inequality
The term J(x) will be introduced through the following key formula:
The idea behind is that given (λ 1 , ..., λ n ) ∼ P n,α,β , the top particle λ max can be described in terms of the remaining particles which form the Gaussian β-ensemble with size n − 1 and scale parameter α whose value may differ. According to the description involved, a ratio of partition functions appears in the formula and should be analyzed. Provided the previous equalities, one is prone to summon Theorem 1.3.
Estimates
In this section are collected some estimates needed in the proof of the main theorem. First, two asymptotics of ratios of partition functions arising from the scale (or potential) perturbation are given. Then, a tail bound for the largest particle is shown. These results allow to precisely estimate asymptotic probabilities required in the definitions of large deviations theory (see [2, 8] ).
We begin with a technical but crucial lemma.
Lemma 2.1. For any a, b ∈ R and β > 0, one has
Proof. First recall two inequalities
Applying the first inequality with x = a + b, then using the second one gives |a + b| β ≤ 2e For sake of completeness, we mention the Laplace principle (the proof can be found in [8] ), a result of practital purpose. It allows to tackle logarithm of sum. 
Remark 2.3. We actually use the following corollary (deduced from x ∞ ≤ x 1 ) :
The next two results are two asymptotics of ratios of partition functions arising from the scale (or potential) perturbation. The second lemma will be used for exponential tightness.
. Then,
Proof. Recall the Selberg integral theorem from [2] : for any α, β > 0,
. By Selberg integral, we compute:
From Gamma function asymptotics (near zero and Stirling approximation), we get
Since β log(nβ) 1, after cancelation and neglegting small order:
Proof. By Selberg integral and Taylor expansion, we compute:
Using Gamma function asymptotics, we get
We state a tail bound on the largest particle.
Lemma 2.6. Let α, β, t > 0 and n ≥ 2. Then,
Proof. Let α, β, t > 0. One has
Using the bound of Lemma 2.1, we get
Assuming that α − β 4 > 0, it follows that
By a change of variable,
The classic gaussian bound
yields the result.
Proof of the main result
Our first result is the following:
And,
Remark 2.8. The first statement is used to prove exponential tightness as previously mentionned, while the second statement will help for showing a).
Proof. We begin with the first statement. Let |x| > M for M large. By Lemma 2.6,
Since we already proved that 
. The remaining statement of the lemma follows the same steps.
Remark 2.9. The first condition on β simply rephrases the regime we focus on, that is β 1 and nβ 1. The second hypothesis means that either 0 < lim sup n∞ log(n) nβ < +∞ or lim sup n∞ log(n) nβ = 0. In the sequel, we focus on the latter. It encodes the fact that β has slower decay rate than 1 n by a logarithm factor, that is log(n) n β.
We show the first part a), that is:
. For any x > 2, lim sup
Proof. First, note that for M > x > 2,
The second term P n,α,β (λ max > M ) is negligible as M → +∞ so after an use of the Laplace principle, we only need to control the quantity P n,α,β (λ max ∈ [x, M ]). Samewise,
For the same reasons, we can neglegt the first term while upperbounding. The second term is the core and is more handable than the former quantity P n,α,β (λ max ≥ x). It can be retranscripted by union bound and exchangeability. It will be linked to J(x).
We endow the space M 1 (R) of probability measures on R with the Wasserstein distance d which metrizes the weak convergence. We note 
Let us note
By union bound, exchangeability and key formula, one has for x < M :
Splitting accordingly to the event {L n−1 ∈ B M (δ)},
Thus,
Hence, for x < M and nβ log(n), the quantity Λ := lim sup
is bounded by:
where the supremum is taken on {µ
Recall that nβ log(n) and φ M := log(2M ). A double application of Laplace lemma and Lemma 2.4 yield:
Now, roughly speaking, we show that e (n−1)βφ M P n−1,α,β (L n−1 / ∈ B (δ)) is approximatively exp −n 2 β + nβ when n is large, so that the we can neglegt the corresponding term while upperbounding.
From Theorem 1.3, we know that the empirical measure L n−1 satisfies a large deviations principle in M 1 (R) with speed n 2 β and rate function I, valid for any α ∼ nβ 2 1.
The set B(δ) is an open ball in M 1 (R) for the weak topology, and I achieves its unique minimum value 0 at the semicircle law σ. Therefore,
Proof. Let x > 2. Let δ > 0 which will be arbitrary close to 0, without loss of generality, we can assume that 2δ < x − 2. Fix r ∈ (2, x − 2δ). Then, with I r := (−M, r) n−1 and B r,M (δ) := {µ ∈ B(δ), supp µ ∈ [−M, r]}, we have Ξ := P n,α,β λ max ∈ (x − δ, x + δ) ≥ P n,α,β λ n ∈ (x − δ, x + δ), λ i ∈ (−M, r), i = 1, ..., n − 1 = Z n−1,α,β Z n,α,β ≥ 2δ Z n−1,α,β Z n,α,β e (n−1)β inf z∈(x−δ,x+δ),µ∈B r,M (δ) φn(z,µ) P n−1,α,β L n−1 ∈ B r,M (δ) .
Let us show that P n−1,α,β L n−1 ∈ B r,M (δ) converges to 1 as n → +∞. By union bound, the previous remarks, since r > 2 and M > 0 is chosen large enough, P n−1,α,β (L n−1 / ∈ B r,M (δ)) ≤ P n−1,α,β (∃i ∈ {1, ..., n − 1}, λ i / ∈ (−M, r)) ≤ P n−1,α,β (λ max ≥ r) + P n−1,α,β (λ min < −M ) − − → To conclude, we prove the assertion c) thanks to Theorem 1.3.
Lemma 2.12. Let α = nβ 2 and assume 1 n β 1. For any x < 2, lim sup n∞ Proof. Let x < 2. One can build a function f ∈ C b (R) such that for any z ≤ x, f (z) = 0 and f dσ > 0. Consider F = {µ ∈ M 1 (R), f dµ = 0}. It is a closed set in M 1 (R) with respect to the weak topology and clearly, σ / ∈ F and L n ∈ F . Thus by Theorem 1.3, lim sup n∞ 1 n 2 β log P n,α,β (λ max ≤ x) ≤ lim sup n∞ 1 n 2 β log P n,α,β (L n (]x, 2]) = 0)
≤ lim sup n∞ 1 n 2 β log P n,α,β (L n ∈ F ) < − inf
The result follows.
