The probability of making mistakes on the decoded signals at the relay has been used for the maximum-likelihood (ML) decision at the receiver in the decode-and-forward (DF) relay network. It is well known that deriving the probability is relatively easy for the uncoded single-antenna transmission with M-pulse amplitude modulation (PAM). However, in the multiplexing multiple-input multiple-output (MIMO) transmission, the multi-dimensional decision region is getting too complicated to derive the probability. In this paper, a high-performance near-ML decoder is devised by applying a well-known pairwise error probability (PEP) of two paired-signals at the relay in the MIMO DF relay network. It also proves that the near-ML decoder can achieve the maximum diversity of
Introduction
In wireless communication systems, multiple antennas in conjunction with space-time block codes (STBCs) can significantly increase the capacity and reliability [1] - [4] . When the channel between the transmitter and the receiver experiences deep fading, the transmitted signal may be dropped. In this case, a relay can assist the data transmission to increase the cooperative diversity [5] - [7] .
In [5] and [6] , an information theoretic model of cooperative relay network was presented, and the achievable rate region and the outage probability were analyzed in the code division multiple access system. Amplify-and-forwardmated bit error probability (BEP) for the ML decoder in DF relay network using M-pulse amplitude modulation (PAM) and M-quadrature amplitude modulation (QAM). A ML detection rule for multiple-input multiple-output (MIMO) DF relay network was presented by applying the orthogonal STBC in [10] .
Let P S R (x R |x) be the probability of making mistakes on the decoded signals at the relay. P S R (x R |x) is the key metric parameter to make an ML decision [6] , [9] , [10] . It is well known that deriving the probability is relatively easy in uncoded single-antenna transmission [6] , [9] and orthogonal STBC MIMO transmission [10] with BPSK, M-PAM, or M-QAM. However, the multi-dimensional decision regions of the multiplexing MIMO channel [11] , [12] are getting too complicated to derive P S R (x R |x) as shown in Fig. 2 of [11] . Implementing P S R (x R |x) of the ML decoder used in the DF relay network is therefore very hard.
In this paper, a high-performance near-ML decoder is devised by applying a well-known pairwise error probability (PEP) of two paired-signals at the relay in the MIMO DF relay network. Since the PEP reduces the decision region made by all combinations of all signals into only a pair of signal combinations [13] , [14] , the near-ML decoder has much less complexity than the ML decoder. Using this simplicity, we can also derive the maximum achievable diversity.
We apply the near-ML decoder to the uncoded singleantenna and Alamouti-coded DF relay networks to compare the performance of the near-ML decoder to that of the ML decoder. Then, we apply the near-ML decoder to the multiplexing DF relay newtork to show our derivation of the diversity. The simulation results show that the near-ML decoder achieves the theoretical diversity and almost the same performance as the ML decoder.
The paper is organized as follows. The system model and the near-ML decoder are introduced in Sect. 2. The diversity for the MIMO DF relay network is derived from the upper bound on the average PEP in Sect. 3. Simulation results on the above three networks are provided to confirm the validity of near-ML decoder and the analytical results in Sect. 4. Finally, the conclusion is given in Sect. 5.
The following notations are used in this paper: capital letter denotes a matrix; I n denotes the n × n identity matrix; · and tr(·) represent the Frobenius norm and the trace of a matrix, respectively; E{·} denotes the expectation; the superscript (·) † denotes the complex conjugate transpose; Re(·) means the real part of a complex number. A ∼ CN(0, σ 2 I nm ) 
A Near-ML Decoder for MIMO DF Relay Network

System Model
A MIMO DF relay network with one source, one relay, and one destination using half duplex transmission is shown in Fig. 1 . We assume the followings in Fig. 1: 1) The channels are frequency-flat quasi-static Rayleigh fading channels; 2) The destination knows the channel state informations (CSIs) of source-relay (SR), source-destination (SD), and relay-destination (RD) channels; 3) The relay knows the CSI of SR channel.
Let L be the number of transmitted data symbols during the first and second phases and A the signal set for each symbol. In the first phase, the source broadcasts
L to the relay and the destination, and in the second phase, the relay sends
L which are the decoded symbols at the relay in the first phase. Then, the received signals at the relay and the destination in the first phase are
respectively, where P S is the average transmit power of each antenna at the source, and K ∼ CN(0, σ In the second phase, the received signal at the destination is given as
where P R is the average transmit power of each antenna at 
ML Decoder
We consider the ML decoder of MIMO DF relay network. In the ML decoder at the destination,x is chosen to maximize the probability density function(PDF) p (Y S D , Y RD |x). In DF relaying, all of the possible symbol detectionx R have to be considered. Then, the ML decoder at the destination can be written aŝ
where P S R (x R |x) is the probability that the relay decodes the received signal tox R when the source transmits data x by using codeword X S (x) in the first phase.
If both X S and X R are othogonal codes, a noncooperative MIMO system is single-symbol decodable. So is the MIMO DF relay network. We can make the uncoded single-antenna DF relay network decodable with onedimensional symbols as shown in [9] .
We must evaluate P S R (x R |x) to compute the equation in (3). Thus, we discuss the error probability P(x|x) for the two traditional communication systems as follows:
We assume that a symbol x is transmitted through a fading channel with coefficient h, and y(= hx + n) is received at the receiver and the channel noise n is distributed as CN(0, σ 2 ). Then, the zero-forcing (ZF) equalized channel model can be written as
where the equalized random noise has Gaussian distribution of CN(0, σ 2 /|h| 2 ). We can derive the decision boundary and the error probability P(x|x) of the ML decoder.
Similarly, we can derive one-dimensional symbol error probability P(x|x) for a few other transmissions such as an uncoded single-antenna transmission of M-QAM and orthogonal STBC transmission of M-PAM or M-QAM.
• Spatial multiplexing transmission of BPSK with two transmit antennas
Let H be a 2 × 2 MIMO fading channel and N an i.i.d. complex Gaussian random matrix with CN(0, σ 2 I 2 ). When a BPSK modulated symbol vector x = (x 1 , x 2 ) is transmitted, the received signal vector can be written as y = Hx + n. The ZF equalized channel model [11] can be written as
where the distribution of the equalized noise is CN(0,
The PDFs of the received vector y ZF at the out of the ZF equalization is shown in Fig. 2 of [11] . Unlike the uncoded single-antenna transmission, Fig. 2 of [11] shows that it is hard to derive the error probability P(x|x) based on the decision regions.
If the number of transmitted symbols increases, the decision regions become too complex to analyze and P(x|x) is very difficult to derive. Note that deriving P(x|x) for nonorthogonal STBC transmission is as difficult as the multiplexing transmission. The ML decoder for the MIMO DF relay network uses P(x|x) to make decisions on x. Therefore, ML decoder is very difficult to implement. We introduce a new near-ML decoder to reduce the complexity of deriving P(x|x) in the next subsection.
A Near-ML Decoder
The exact ML decoder using P S R (x R |x) as shown in (3) is difficult to implement because of the complexity of getting P S R (x R |x).
Let an event C = {Only two signals x andx R exist in the source}. Let the PEP of two signals, x andx R be P S R (x →x R ) = P S R (x R |x, C). We reduce the complexity of P S R (x R |x) by assuming that the source sends either x or x R only, but not any other signals, i.e., we apply the PEP P S R (x →x R ) to the decoder in (3) instead of P S R (x R |x).
If we apply the max-log approximation [9] , [15] , [16] , ln i e z i ≈ max i z i to (3), the ML decoder can be simplified as follows:
We call it near-ML decoder. Note that the performance of the near-ML decoder approaches to that of the ML decoder as SNR increases. The diversity of the near-ML decoder for MIMO DF relay network will be derived in the next section.
Diversity Analysis of MIMO DF Relay Network Using PEP
The following theorem is used for deriving the PEP.
Theorem 1:
Let A and B be complex matrices satisfying B 2 > A 2 and N a random matrix of the statistically independent entries with complex Gaussian distribution CN(0, σ 2 ). Then, for σ
Proof:
where
2 dy. The equality (a) holds because the variance of Gaussian random variable 2Re{tr((B − A)N † )} is 2σ 2 B − A 2 as shown in [14] . For simplicity, lim σ 2 →0 P(a = b) = 1, is denoted by Since the relay can transmit any symbols due to the decoding error, the average PEP at the destination should be
written as
where P(x →x|x R ) denotes the conditional PEP of deciding x at the destination for x when x R is transmitted from the relay, respectively. We assume that the source transmits the signal x in the first phase and the relay decodes the received signal to x R , reencodes it, and transmits the codeword to the destination in the second phase. Then, the conditional PEP in (5) can be written as
For a pair of signals, x andx, on given coefficient matrix of SR channel, K, we have
as shown in [14] . The conditional PEP in (6) is very difficult to derive due to the Q function. However, by using
, we have the following approximation lim
Therefore, for high SNR, the metrics can be approximated as
and
By plugging (8) and (9) into (6), the conditional PEP can be simplified. (5) can be further simplified by considering the following two cases: Case 1) x R = x: Theorem 1 shows that the value of the min function in (8) is equal to N RD 2 in probability. Thus, we have
By the same taken, the summation in min function of (9) satisfies the following inequality in probability:
has a lower bound in probability as shown in (10) . Since the numbers of terms in the min functions in (8) and (9) are reduced, the conditional PEP in (6) can be simplified. Therefore, by using P S R (x R |x) ≤ 1, the upper bound on the summand of (5) is described as in (11) .
The summation in min function of (8) is equal to or greater than their minimum value at arbitraryx R ∈ A L . An upper 
A lower bound on m [Y S D , Y RD ],x|x, x R can occur when x R = x R =x according to Theorem 1, i.e.,
Since P S R (x R |x) in (5) is equal to or less than the PEP P S R (x → x R ), by using (7) and the inequality Q(x) ≤ exp(−x 2 /2), we also have
Thus, in the case of x R x, the upper bound of the summand of (5) is described as in (15) because of (12), (13) , and (14) . From the upper bound of average PEP derived by plugging (11) and (15) into (5), the diversity of the near-ML decoder can be derived in the following theorem.
Theorem 2:
The near-ML decoder can achieve the diversity r S M D +min(r S M R , r R M D ) for the DF relay network with multiple antennas, where r S and r R are the minimum ranks among the ranks of X S (x) − X S (x) X S (x) − X S (x) † and
Proof: See Appendix B.
Applications and Monte Carlo Simulations
In this section, we give some applications and simulation results for the near-ML decoder of the DF relay network as follows:
This is a special case of the MIMO systems. In this case, both ML the near-ML decoders can be implemented. The maximum achievable diversity is two;
ii) If the STBC transmission of M-QAM is used at the source and the relay, we call it STBC DF relay network; -Alamouti scheme [2] is used at the source and the relay, i.e.,
Then, the single-symbol decoding is possible and both ML and near-ML decoders can be used and the diversity of 2M D + min(4, 2M D ) is achieved. -A non-orthogonal STBC is used at the source and the relay, for example, the quasi-orthogonal STBC [3] . In this case, the ML decoder is so hard to use because the difficulty of deriving P S R (x R |x), thus only the near-ML decoder is used.
iii) If the multiplexing transmission is used at the source and the relay, we call it multiplexing DF relay network, where
is hard derived in this case. Only the near-ML decoder can be implemented. The near-ML decoder achieves diversity of
Next, we give some simulation results to confirm the analytical results of the near-ML decoder in the MIMO DF relay networks. It is assumed that the transmit power is the same at both source and the relay, and the average transmit SNR is ρ = 1/σ 2 . We consider the following three extreme cases:
• The distances of the SR, SD, and RD are the same, i.e., 1, 1000 ). First, we consider the uncoded single-antenna case, where P S = P R = 1, ω min = minx x |x −x| 2 , and μ min = minx R x R |x R −x R | 2 . Figure 2 compares the performance of the near-ML decoder with that of the ML, cooperative MRC (C-MRC) [8] , and MRC [18] decoders for the QPSK and 16-QAM modulations. It is shown that the near-ML decoder shows the similar performance as ML and C-MRC decoders and better performance than MRC. Especially, for the case of (1000, 1, 1), due to the high reliable SR channel, the average BEP of MRC decoder is similar to those of the ML, near-ML, and C-MRC decoders for low SNR. The gaps of the average BEPs between MRC decoder and other decoders increase as the SNR increases, which can be seen near ρ = 40 dB in Fig. 2 . The figure shows that the near-ML decoder achieves the same diversity of two as the ML and C-MRC decoders, which is larger than the diversity of MRC decoder for both QPSK and 16-QAM.
Second, Alamouti-coded DF relay network with M D = 2 is considered, where P S = P R = 1/2, ω min = minx 1 x 1 x 1 − x 1 2 , and μ min = minˇxR
The average BEPs of the ML, near-ML, and minimum-distance (MD) decoders are shown in Fig. 3 when QPSK or 16-QAM is used † . In the MD decoder, the destination assumes that the relay transmits the same signal x as the source even if it is not true, i.e.,x = arg min x∈A Figure 3 shows that the near-ML decoder has almost the identical performance as ML decoder and better performance than MD decoder for both (1, 1, 1) and (1, 1, 1000 ) cases in high SNR. For the case of (1000, 1, 1), due to the high reliable of SR channel, the average BEP of MD decoder is similar to that of the near-ML decoder. Similarly to the uncoded single-antenna case where MRC is a special case of MD decoder, the gap between the average BEPs of the near-ML and MD decoders will appear in the very high SNR. Figure 3 also shows that the near-ML decoder almost achieve the diversity of eight as derived in Theorem 2.
Finally, in order to show the performance of the system where the ML decoder is very difficult to use, the multiplexing DF relay network with M S = M R = M D = L = 2 is considered, i.e., P S = P R = 1/2, ω min = minx 1 x 1 x 1 −x 1 2 , and
As explained at the beginning of this section, the ML decoder is very hard to implement for the multiplexing DF relay network. We only compare the near-ML decoder to MD decoder. Figure 4 shows that the error performance of the near-ML decoder is better than that of MD decoder for both QPSK and 16-QAM. Also, the diversity of the near-ML decoder is almost the same as the † MRC and C-MRC decoders cannot be used for the multipleantenna case in general.
theoretical diversity derived in Theorem 2.
Conclusion
In this paper, a practical high-performance near-ML decoder for the MIMO DF relay network is introduced, and its diversity is derived by calculating the upper bound on the average PEP under the frequency-flat slow Rayleigh fading channel in high SNR region. It is proved that the MIMO DF relay network with near-ML decoder can achieve full diversity. We also introduce and simulate some practical applications of the near-ML decoder including uncoded single-antenna, Alamouti-coded, and 2 × 2 multiplexing DF relay networks.
The simulation results for QPSK and 16-QAM show that the near-ML decoder achieves not only the theoretical diversity derived in this paper but also almost the same performance as ML decoder. The study on the even simpler decoder will is remained as a future research topic.
Theorem 2 can be proved by deriving the upper bound on the average PEP in (5) . To simplify the derivation, we derived the summands in (5) with two cases of x = x R and x x R as (11) and (15) separately in Sect. 3. Now we more simplify the summands in (11) and (15) and derive the final upper bound.
2 ) and t ∼ N(0, 2hσ 2 ). Since Q(x) ≤ exp(−x 2 /2), the right-hand side (RHS) of (11) can be rewritten as Let p z (z) denote the PDF of a random variable z. Then, the RHS of (15) can be rewritten as respectively, where U and V are the unitary matrices whose columns are the eigenvectors of (X S (x) − X S (z))(X S (x) − X S (z)) † and (X R (x) − X R (z))(X R (x) − X R (z)) † for arbitrary z ∈ A L , z x, respectively. Since multiplying the unitary matrix does not change the statistical distribution of the matrix with circularly symmetric complex Gaussian entries, the entries of K , G , and F have the same distribution as the entries of K, G, and F, respectively, i.e., K ∼ CN(0, σ 
