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Kurzdarstellung
Wa¨hrend dieser Arbeit wurde ein Rastertunnelmikroskop, das im Ul-
trahochvakuum und bei tiefen Temperaturen arbeit, aufgebaut und um
eine Probenheizung zum Betrieb bei verschiedenen Temperaturen erweitert.
Desweiteren wurde eine weitere Stufe der Vibrationsda¨mpfung entworden
und in Betrieb genommen.
Untersucht wurde Cu(111)-Cs bei verschiedenen Bedeckungen. Bei einer Be-
deckung von Θ = 0.05 ML zeigt die Schicht eine kommensurable (
√
19 ×√
19R23.4◦ Struktur, die womo¨glich durch Wechselwirkungen, die durch
den Substrat-Oberfla¨chenzustand u¨bertragen werden, stabilisiert wird. Bei
ho¨heren Bedeckungen ist die Cs-Schicht inkommensurabel und gegen das
Substrat gedreht. Der Drehwinkel ha¨ngt dabei von der Bedeckung ab. Bei
der Sa¨ttigungsbedeckung von Θ = 0.25 ML ist die Schicht kommensurabel,
jedoch nicht geschlossen, sondern weist viele Defekte auf.
Die Bindungsenergie des Quantum Well States (QWS), der sich in der Cs-
Schicht bildet, nimmt mit zunehmender Bedeckung ab. Dieses Verhalten
wurde bereits fu¨r andere Systeme beobachtet. Die Lebensdauer des QWS
nimmt mit der Bindungsenergie ab. Die verha¨ltnisma¨s¨ig lange Lebensdauer
fu¨r Cu(111)-p(2×2)Cs fu¨hrte zur Einfu¨hrung der Brillouinzonen-Ru¨ckfaltung,
eines neuen Prozesses, der die Lebensdauer verku¨rzt. Die Messung der Dis-
persionskurven des QWS fu¨r verschiedene Bedeckungen ergab, dass die effec-
tive Masse mit steigender Bindungenergie abnimmt.
iii
Abstract
During this Ph.D. a scanning tunneling microscope operating in ultra-high
vacuum and at low temperatures was assembled and modified to allow op-
eration at variable temperatures. Also, an additional vibration isolation stage
was conceived and mounted.
Measurements were performed on Cu(111)-Cs for different coverages. For a
coverage of Θ = 0.05 ML, the layer shows a commensurate (
√
19×√19R23.4◦
structure which may be stabilized by surface-state mediated adatom interac-
tions. For higher coverages, the layer is incommensurate and rotated with
respect to the substrate, where the angle of rotation depends on the coverage.
At the saturation coverage Θ = 0.25 ML, the layer, although commensurate,
reveals many defects.
The binding energy of the quantum well state (QWS) confined to the Cs layer
decreases with increasing coverage as has been observed before for other sys-
tems. The lifetime of the QWS decreases with increasing binding energy. The
comparatively short lifetime for Cu(111)-p(2 × 2)Cs led to the introduction of
Brillouin Zone Backfolding as a new lifetime-limiting process. Acquisition of
dispersion relations of the QWS for different coverages revealed that the effec-
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Chapter 1
Introduction
The ongoing miniaturization, especially in computer technology, described by
Moore’s law [1], requires knowledge about structures at the nanometer scale,
where surfaces play an important role. Moreover, the electronic properties of
surfaces are of fundamental interest, and in particular the lifetimes of excita-
tions of electronic states since they are important for processes at surfaces, e.g.
in catalysis and solar cells. Surfaces have therefore become a major field of
research in the last decades.
There is a variety of techniques to examine the properties of surfaces [2]. Since
the invention of the Scanning Tunneling Microscope (STM) by Gerd Binnig,
Heinrich Rohrer, Christoph Gerber and Edmund Weibel [3, 4] a new powerful
technique is available. With the STM it is possible to obtain information about
the atomic position in real space, which was demonstrated impressively when
STM solved the long-standing problem of the geometry of the Si(111)-(7×7)
surface [5]. The possibility to perform tunneling spectroscopy [6] with the STM
[7,8] opened the path to spatially resolved spectroscopy of the occupied as well
as the unoccupied states of the surface. Recently, it has been demonstrated
that the STM is capable of vibrational spectroscopy of single molecules [9],
extending the capabilities of the STM by the possibility to chemically identify
adsorbates.
In this work, a scanning tunneling microscope operated at low temperatures
(9 K, 55 K and 80 K) and room temperature and ultra-high vacuum was assem-
bled. The thesis is organized as follows.
Chapter 2 gives a brief introduction to the theory of scanning tunneling mi-
croscopy and spectroscopy.
Chapter 3 presents the apparatus and modifications that were made as part of
this work: A PC based controller for bake out of the apparatus was developed
in cooperation with J. Neubauer. The STM was extended by the possibility to
heat the sample in order to allow for variable-temperature scanning tunneling
microscopy. The design of the heating stage and first tests are presented as
well as extended calculations concerning the working parameters. Addition-
ally, a new vibration isolation stage for the helium cryostat was conceived and
1
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mounted. Successful operation is demonstrated.
Chapter 4 discusses different types of surface-localized states and influences
on their lifetime.
The evaluation of scanning tunneling spectra is described in Chapter 5. Two
approaches for evaluation (geometric line-shape analysis and curve fitting) are
compared and discussed. Calculations on the broadening of spectra due to the
lock-in modulation are presented.
Chapter 6 presents measurements on Cesium on Copper(111). At low cov-
erages, a commensurate phase which is stabilized by surface-state mediated
adatom interactions was observed. For coverage near the saturation coverage,
rotation of the adlayer with respect to the substrate depending on the cover-
age was found. The binding energy and the lifetime of quantum well states
have been examined in dependence on the coverage using different types of
spectroscopy. The results showed that the process of Brillouin Zone Backfolding,
which had so far not been taken into account, shortens the lifetime of electronic
excitations.
Additionally, first measurements on Ag(111)-Cs and Si(111)-(7 × 7)In have
been performed. Due to time limitations only preliminary results are avail-
able that are presented in the appendices.
Chapter 2
Scanning Tunneling Microscopy
This chapter gives a brief introduction into STM, starting with the basic prin-
ciples, and explaining the topographical and spectroscopical modes of opera-
tion.
2.1 Principles of Tunneling
In a scanning tunneling experiment, an atomically sharp metallic tip is posi-
tioned above a surface in a distance of a few A˚. For electrons in the tip, the
vacuum gap is a barrier they can not pass offhand. The situation is sketched
in Fig. 2.1: In classical mechanics, an electron hitting the barrier is reflected
when its energy E is lower than the barrier height V0, as depicted in Fig. 2.1a.
Only when E > V0, the electron will pass the barrier. Since in quantum me-
chanics the behavior of electrons is described by their wave function which is
also defined inside the barrier, there is a probability for the electron to pass the
barrier, shown in Fig. 2.1b. Solving the Schro¨dinger equation for a step-like
barrier (see e.g. [10]), one obtains for the transmitted wave function Ψ





with Ψ0 the incoming wave function, κ the decay constant, z the width and V0
the height of the barrier, m the mass and E the energy of the electron, and h¯
Planck’s constant divided by 2pi. Thus, for sufficiently small barriers, the wave
function of the electron does not vanish after passing the barrier, the electron
can therefore tunnel through the barrier.
When a voltage is applied to the barrier, the tunneling electrons lead to a cur-
rent
I ∼ |Ψ|2 = |Ψ0|
2e-2z. (2.2)
The current depends exponentially on the width of the tunneling barrier. With
a typical barrier height of ≈ 4 eV in an experiment, resulting in κ ≈ 1 A˚-1, this
means that increasing the barrier width by 1 A˚ decreases the current by about
one order of magnitude.
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Figure 2.1: The tunneling effect. a) Classical situation: The electron can not
pass the barrier, when its energy E is lower than the barrier V0. b) Quan-
tum mechanical situation: Because the wave function is also defined inside
the barrier, there is a probability for the electron to pass the barrier, although
its energy is not high enough. This process is called the tunneling process.
A more detailed analysis of the tunneling current [11–13] gives for the tunnel-







-1 T(E,U, z)[f(E+ eU) − f(E)]ρT (E+ eU)ρS(E)dE, (2.3)
where e denotes the electron charge, f(E) the Fermi function, E the energy, U
the applied voltage, and ρT (ρS) the local density of states (LDOS) of the tip
(sample). The transmission coefficient T is defined as













with EF the Fermi energy, z the distance, Φ¯ the average of work function of
the tip and the sample, and Ejj the energy of the electron in the surface plane.
The current does not only depend on the distance, but also contains informa-
tion about the LDOS of the surface, ρS, and the tip, ρT – the latter is usually
assumed to be constant in the energy range of interest [11, 12]. At sufficiently
low temperatures, the Fermi functions in (2.3) can be approximated by step
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functions, and the limits of the integral become EF (Fermi energy, chosen to be




ρS(EF + E)T(EF + E,U, z)dE (2.5)
Fig. 2.2 illustrates the processes taking place when the tip approaches the sur-
face. While tip and sample are separated, the vacuum levels are the same,
whereas the Fermi levels EF;T and EF;S adjust to each other when tip and sam-
ple come into tunneling contact. As soon as a voltage is applied between tip
and sample, electrons tunnel from occupied states of the tip to unoccupied
states of the sample (or vice versa, depending on the voltage polarity). The
resulting current is therefore proportional to the sum of the density of unoccu-
pied states, weighted by the transmission coefficient, as described by (2.5).
2.2 Topographical imaging
The mode of operation the STM has become famous for is the topographical
imaging. The basic principle of this is sketched in Fig. 2.3. The tip is positioned
over the surface by a piezo1 device which can move the tip in the x-, y- and
z-directions. When the voltage UT is applied between tip and sample, a cur-
rent IT will flow through the gap. To keep the current constant while the tip
is scanned over the surface in the xy-plane, the control unit CU (the feedback
loop) adjusts the distance z by varying the voltage Uz applied to the z-piezo Pz.
Recording the changes in Uz in dependence on the x/y-position, one obtains
detailed information about the LDOS according to Eq. 2.5. Surface steps (A in
Fig. 2.3) can easily be detected and identified, but other features in the image
can be difficult to interpret. Since the tunneling current is an integral over the
LDOS, areas of different LDOS (B in Fig. 2.3) may appear as protrusions (C)
or indentations. As has been shown by Lang [16, 17], the apparent height of
atoms depends on the voltage due to the energy dependence of the DOS of
atoms. Depending on the voltage, adatoms can appear as protrusions, inden-
tations [18], and they can disappear completely in the images [17]. Because the
images obtained do not necessarily show the real topography of the surface, it
is reasonable to use the term constant-current images instead of topographies.
As an alternative to the constant-current mode, one can use the constant-
height mode. The difference between the two modes is shown in Fig. 2.4.
While in constant-current mode the tip-sample distance is adjusted to keep the
current constant, the distance is not adjusted in constant-height mode, result-
ing in changes of the current, which contain the information about the LDOS.
The advantage of this mode of operation is that the tip can be scanned across
the surface very fast, because the height-adjustment is omitted. On the other
1Piezo ceramics, or piezos for short, are materials that elongate or contract when a voltage is
applied to them. These changes in length are in the range of a few 10 A˚/V, therefore piezos are
used when the steps of mechanical motors are too large.
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Figure 2.2: Energy levels of tip (left) and sample (right) while tunneling. The
sample surface LDOS is structured, while the LDOS of the tip is considered
unstructured. The energy bands of tip and sample are filled with electrons
up to the Fermi energies EF;T and EF;S, respectively. The difference between
the vacuum energy levels and the Fermi levels are the work functions ΦT and
ΦS. Top: Tip and sample are separated, the vacuum energy levels EVac are the
same. Middle: Tip and sample are in tunneling contact, the Fermi levels EF;S
and EF;T are adjusted to each other. Bottom: A voltage U is applied between
tip and sample, and electrons are tunneling from occupied states of the tip to
unoccupied states of the sample. Due to the transmission coefficient T , the
density of the tunneling electrons becomes the lower the larger the difference
of the electron energy and the Fermi level. Thus, the tunneling current is a
weighted sum of the LDOS of the sample surface. (Adapted from [14].)
hand, adjusting the height prevents the tip from colliding with protrusions or
loosing tunneling contact above indentations.
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Figure 2.3: Principle of scanning a surface. The tip is positioned over the sur-
face using the piezos Px, Py and Pz. While the tip is scanned across the surface,
the distance of the tip to the surface is controlled such that the tunneling cur-
rent is constant. This way, the tip follows the contours of steps (A). If there is
a defect in the surface (B), this might appear as a protrusion (C) or an indenta-
tion. (Adapted from [15].)
Figure 2.4: The two modes of operation of the STM. a) Constant Current Mode.
While scanning the tip over the surface in the x- and y-direction, the height z
of the tip is adjusted by the feedback loop to keep the current constant. The
adjustments of the tip carry the LDOS information. b) The height of the tip is
kept constant while scanning the tip. The current depends on the distance z
between tip and surface and carries the information. (Adapted from [19].)
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2.3 Spectroscopy
2.3.1 dI/dU-spectroscopy
The integration of the surface LDOS in (2.5) makes it difficult to obtain in-
formation about the LDOS at a certain energy. Taking the derivative of the
tunneling current solves this problem:
dI
dU


















The third term vanishes when the tip is held at constant height z. The transmis-
sion coefficient T varies monotonously and smooth with voltage, its derivative
does hence not change the position of peaks and onsets in dI/dU [20]. Thus,
the second term is neglected. Then, the derivative is approximately propor-
tional to the surface LDOS:
dI
dU
∼ eρS(EF + eU)T(EF + eU,U, z) (2.7)
By determining dI/dU(U), one obtains the LDOS of the sample surface.
The easiest way to obtain dI/dU(U) would be to measure I(U) and calcu-
late the derivative numerically. However, experimental data show a certain
amount of noise, which is of low amplitude, but high frequency compared to
the features of the undisturbed data. When taking the derivative of experi-
mental data, the noise may dominate the result, and the interesting features
can be completely hidden.
Thus, it is better to directly measure the derivative of the tunneling current
using a lock-in technique [21, 22]. An AC voltage ∆U = UL cos(ωLt) with
small amplitude UL and frequency ωL is added to the tunneling voltage. The
effect on the tunneling current can not be evaluated generally, but the current
can be expressed using the Taylor-expansion as

















(UL cos(ωLt))2 + . . .
A lock-in amplifier is used to detect the signal proportional to cos(ωLt) and
hence measure dI/dU.
If the modulation amplitude UL is too large, terms of higher order in (2.8) can
no longer be neglected. These will lead to an amplitude-depended broadening
of the dI/dU-signal [23] which can not easily be taken care of.
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Figure 2.5: dI/dU- (left) and z(U)-spectroscopy (right). During dI/dU-
spectroscopy, the z-position of the tip is constant (feedback loop off). While
ramping the voltage U, the current and its first derivative is recorded. When
the voltage reaches a new tunneling channel, the slope of the current increases,
resulting in a step in the derivative. In z(U)-spectroscopy, the current is con-
stant (feedback loop on). While ramping the voltage, the z-position and the
derivative of the current is recorded. When the voltage reaches new tunneling
channels (states), steps appear in the z(U)-curve, and sharp peaks appear in
the dI/dU-curve.
A typical result of dI/dU-spectroscopy is sketched in Fig. 2.5 on the left side:
The tip is held at constant height, so the current increases when the voltage
is ramped. When the voltage reaches the energy of a new tunneling channel
(state), the current increases faster (higher slope), leading to a step in the simul-
taneously recorded derivative dI/dU of the current. dI/dU-spectroscopy is
the mode most useful for determining the lifetime of excited states, because the
spectra contain a measure for the lifetime as will be discussed in Chapter 4.2.
2.3.2 z(U)-spectroscopy
When ramping the voltage with active feedback loop, the tip will retract to
keep the current constant. If the LDOS of the sample is constant except for
some distinct, sharp features like surface states or quantum well states, the re-
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sulting z(U)-curve is flat except for the positions of the features, where clearly
visible step-like onsets appear, as sketched on the right side of Fig. 2.5.
It is possible to do dI/dU-spectroscopy while recording a z(U)-curve. In con-
trast to the dI/dU-spectroscopy described in the previous section, the feed-









where κ = −2
√
2m(Φ¯+ eU2 − (E− Ejj))/h¯
2 (compare with (2.4)). The first term
is the same as in (2.5), and is only a small background to the signal dominated
by the second term: the dz/dU-term results in sharp, high peaks close to the
position of the distinct features of the LDOS, sketched in Fig. 2.5.
The active feedback loop prevents the current to become very high or too
low to be detected, as can happen in dI/dU-spectroscopy at constant height.
Hence, large voltage ranges can easily be scanned, and the position of states
can be identified.
2.3.3 I(z)-spectroscopy
Information about the tunneling barrier can be obtained using I(z)-spectros-
copy, where the current I is recorded while varying the tip-sample distance z.
Because of (2.4) and (2.5), the current depends exponentially on the distance:
I ∝ exp(−κz), where κ ∝
√
Φ¯, where Φ¯ is the apparent barrier height. Simmons







In first order approximation, Φ¯ = (ΦT+ΦS)/2, whereΦT (ΦS) is work function
of the tip (sample). As Lang showed [25], the distance between tip and sample
has a major effect on Φ¯ because the close proximity lowers the overall barrier
height.
2.4 dI/dU-maps
A combination of the standard STM imaging mode and dI/dU-spectroscopy
are dI/dU-maps. In this mode, additionally to acquiring constant-current or
constant-height images, the dI/dU-signal, measured with a lock-in amplifier,
is recorded. While the image is the integral of the density of states from 0
to the tunneling energy eU, the dI/dU-map selects the LDOS at eU, since
dI/dU ∝ ρ(eU) [26–28].
An important usage of dI/dU-maps is to image standing wave patterns of
scattered electrons at a certain energy. Avouris et al. calculated the LDOS for
well defined scatterers [29]. For the LDOS of electrons scattered at a step edge
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they found
ρ(E, x) ∝ 1 − J0(2k‖x), (2.11)
where J0 is the zeroth-order Bessel function, k‖ the wave vector of the electrons
parallel to the surface, and x the distance to the step. Scattering at a point
defect results in a LDOS distribution of

















where η0 is a scattering phase shift depending on the scatterer, and r the dis-
tance from the scatterer. Using these equations, one can determine the wave
vector for the energy at which the map was recorded. Recording maps at dif-
ferent voltages, the dispersion relation E(k) can be determined [30, 31].
A problem arising when acquiring dI/dU-maps in constant-current mode
is that the tip–sample distance, and this changes the transmission coefficient
(2.4). To correct for this, it has been proposed [30] to divide the dI/dU-map
by exp(−z):




where z(x, y,U) is taken from the topography.
Chapter 3
Experimental
The experiments were carried out on a low-temperature, ultrahigh vacuum
(UHV) STM designed by Jo¨rg Kro¨ger, which is described in this chapter. In
Sec. 3.1, the original design is presented, followed by extensions made during
this work: the controller for baking out the apparatus (Sec. 3.2), modifications
of the STM for variable temperature ability (Sec. 3.3), and the damping of the
helium cryostat (Sec. 3.4).
3.1 Overview
The apparatus is sketched in Fig. 3.1. It is divided into two main parts, a cham-
ber for preparation of the samples and an analysis chamber which contains
the STM. Additionally, there is a small fast-entry load lock for moving sam-
ples, tips and evaporators into the apparatus without breaking the UHV. The
chambers are mounted on a framework consisting of aluminium rods. All
three chambers are evacuated with turbomolecular pumps (Pfeiffer Vacuum,
Asslar), preparation and analysis chamber have additional iongetter pumps
(Meca 2000, France) and titanium sublimation pumps (VACOM, Jena). With
this system, an ultrahigh vacuum (UHV) down to 10-8 Pa can easily be es-
tablished. Since the turbomolecular pumps are mechanical pumps creating
undesired vibrations, they can be separated from the preparation and analysis
chambers with gate valves (VAT, Switzerland) and turned off. The vacuum is
then maintained by the iongetter pumps.
For moving samples and equipment between the chambers, there are two
magnetic motion drives (Huntington, USA) at the load lock and the preparation
chamber. A third magnetic motion drive, mounted at the preparation cham-
ber, is used for sample preparation. To each chamber a wobble stick (Ferrovac,
Switzerland) is mounted to transfer UHV equipment in the chamber.
To damp vibrations of the building, the complete framework is supported by
passive vibration isolation mounts (Newport, USA). In addition, the floor is cut
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Figure 3.2: The preparation chamber.
The measurements were carried out with commercial electronics and soft-
ware (RHK, USA). The tunneling current is converted to a voltage by an I/V-
converter (FEMTO, Germany) with a variable conversion factor of 103 V/A to
109 V/A (low noise) resp. 1011 V/A (higher noise).
3.1.1 Preparation Chamber
The preparation chamber is used for storage and preparation of samples and
UHV equipment. An interior view is shown in Fig. 3.2. The samples enter the
preparation chamber from the load lock. To store samples and equipment, a
two-storey carousel is used. Each storey can carry up to eight samples, evapo-
rators or tips.
On the left, an ion source (Omicron, Taunusstein) is mounted to clean the sam-
ple surface or sharpen a tip by argon ion bombardment. The sample resp. the
tip is set on the preparation arm for this. As a second step in the cleaning pro-
cess, the sample can be heated by a coil from the back on the upper level of
the preparation station. The lower level of the preparation station is used for
cleaning freshly introduced tips from oxide.
After repeated cycles of the cleaning procedure, the cleanliness and crystalline
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order of the surface can be checked using a Low Energy Electron Diffractome-
ter (LEED, Specs, Berlin). Pictures of the LEED-images can be taken with a
digital camera. Also, the surface can be checked for contaminations with an
Auger-spectrometer (STAIB, Langenbach).
After cleaning the surface, adsorbates can be deposited using the evaporation
stage above the load lock (alkali metals, indium, . . . ) or the fork of the load
lock (molecules; due to the design of the molecule evaporator it can not be
used on the evaporation station). A quartz balance (Intellimetrics, UK) is used
for checking the rate of deposition. For depositing gases, such as CO2, a leak
valve is mounted above the evaporation station.
Also, a mass spectrometer (Spectra, UK) is mounted to the preparation cham-
ber which can be used to look for leaks and residual gas analysis.
3.1.2 Analysis Chamber
The cryostat (Cryovac, Troisdorf), which is the mounted to the analysis cham-
ber, consists of an outer cryostat for 15 ` liquid nitrogen, and an inner cryo-
stat which can hold 4 ` of liquid helium or liquid nitrogen. Between these two
cryostats, there is a shield that covers the inner cryostat completely. This shield
is cooled by the evaporating gas from the inner cryostat and reaches about
20 K when cooling with liquid helium. This two-stage mechanism very effec-
tively protects the inner cryostat from heat radiation, thus reducing coolant
consumption.
Gold covered radiation shields mounted to the bottom of the cryostats form
the experiment chamber containing the STM. Each shield consists of two parts
(see Fig. 3.3): The shields are mounted to the bottom of the cryostat and closed
at the bottom. Moving on a rail surrounding the bottom are the doors. They
cover the openings left in the shields for manipulation in the STM and can be
moved using the wobblestick.
The STM1 itself is shown in Fig. 3.4. The sample is mounted on the slider
which can be moved by the coarse piezos. The coarse piezos are glued on one
end to the base plate and end in titanium rings on which slider is lying. By
contracting or bending the coarse piezos, the slider can be moved forwards,
backwards and to the sides. The tip is mounted on a segmented tube piezo
scanner. By applying voltages up to 130 V to the segments of the scanner, the
tip can be moved by some 100 nm in all directions.
Tip and sample can be changed in UHV using the wobblestick mounted to the
analysis chamber.
On the top railing, which is supported by three rods, are two clamps which fix
the cables for the piezos and scanning voltage and current. The rods end in
eyes to attach to springs. The other ends of the springs are attached to the bot-
tom of the inner cryostat so that the STM can be suspended in the experiment
chamber. For manipulation and cooling of the sample, the complete STM can
1A detailed description of the STM can be found in [32].
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Figure 3.3: Helium and nitrogen shield at the bottom of the cryostats forming
the experiment chamber.
be pressed into the cooling contact (see Fig. 3.3).
3.2 HEAT! — The Bake-out Controller
Introduction
For baking out the apparatus a computer based controller was built. It consists
of a power supply by Jo¨rg Neubauer which is capable of measuring temper-
atures of up to 24 temperature sensors and operating up to 18 heating tapes.
The power supply does not control the tapes, it only transmits the tempera-
ture data to a computer and turns heating tapes on or off on demand from the
computer. The reason for this separation is the bigger flexibility when pro-
gramming a PC instead of a microcontroller. In this chapter, the main focus
lies on the PC program, HEAT!.
Each heating tape can be associated with one or more temperature sensors.2
Before the bake out is started, it is checked if all the sensors and tapes are
2The possibility to associate a tape with two or more sensors is not used anymore during
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Figure 3.4: The STM.
connected correctly by heating a tape and looking which sensor measures an
increase in temperature.
For every sensor, the desired temperature during bake out can be preset. The
complete baking out consists of three parts: First, a slow heating up takes
place, then the temperatures are controlled to be constant, and finally, slow
cooling is processed.
In addition to the temperatures the pressures in the analysis and the prepara-
tion chamber are measured. This is used for logging only.
The control circuit
The central part of the control circuit is a PID-controller. For every sensor,
it compares the currently measured temperature with the preset temperature
and calculates three values:
Proportional part = difference of desired and current temperature
P = Tdesiredthis cycle − T
current
this cycle
The proportional part ensures a fast response to a deviation.
bake out.
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Tdesiredcycle #i − T
current
cycle #i
If I is less than zero, it will be set I = 0.
The integral part acts in the long term and is necessary to reach and hold
the desired temperature.
differential part = difference of the temperature in this cycle and the temper-
ature of the last cycle
D = T currentthis cycle − T
current
last cycle
The differential part averts sudden changes in temperature.
The control signal is calculated by a weighted sum where the weighing of
CS = 200 · P + 3 · I+ 500 ·D (3.1)
for all sensors has proven to be a good choice. The control signal is restricted
to values from 0 to 255. Since some tapes can be controlled by several sensors,
a decent value has to be chosen that will be send to the tape. With this value, it
is decided if a heating tape is actuated, taking care that the activation of a tape
is evenly distributed in time. The periodicity of actuation is 0.5 s.
The main window
When starting the program, the main window (Fig. 3.5) appears. It contains
the most important controls for the bake out. The menu bar (1)3 allows access
to the control functions like starting the bake out, and to a new window where
all settings for the bake out can be adjusted.
The LED bar (2) shows if the designated tape is heating (LED is red) or not
(LED is black). In the message line (3) information about the status of the bake
out and error messages and warnings are shown.
During bake out, the pressures of the preparation chamber and the analy-
sis chamber are plotted in the pressure graph (4), the current values are also
shown in the digital pressure indicators (8), the temperatures are plotted in
the temperature graph (5). The axes scales of the graphs are adjusted using the
knobs (9) (pressure range) and (10) (time scale). The field (6) shows the status
of the sensors: working sensors are shown in green, not working sensors in
red, and sensors which are not used for the bake out are not shown.
There are two clocks (7): The Run Up Time shows the time passed since the
program was started. The Remaining Time shows the time that is left for the
current section of the bake out (checking of the assignment, heating up, bake
3The numbers in the following description refer to the numbers in Fig. 3.5 and Fig. 3.6.
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Figure 3.5: The main window of the bake out controller HEAT! on start-up,
with graphical temperature display.
Figure 3.6: The lower part of the main window of the bake out controller
HEAT! with digital temperature indicators.
out, cooling down). Button (12) starts and stops the bake out, and, when a
minor problem occurred that could be adjusted, the bake out can be resumed.
Button (13) ends the program. It is blocked during bake out.
With toggle (11) the display for the temperatures can be switched between
graphical and digital, (14) in Fig. 3.6. By clicking on an indicator, the informa-
tion (15) appear. They show the calculated P-, I-, and D-values, the parameters
(which can also be changed) and the set value and the current value of the
temperature.
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3.3 Variable Temperature STM — The new Slider
Using the design described in Sec. 3.1, the sample can be examined at four
different temperatures: room temperature, 80 K (cooling with liquid nitro-
gen), 60 K (cooling with frozen nitrogen) and 9 K (cooling with liquid helium).
Sometimes it is desired to vary the temperature, for example to study tempera-
ture effects on surface diffusion [33, 34], on single molecule vibrations [35, 36],
or on defect-induced perturbation [37]. To reach intermediate temperatures,
one has to counter heat the sample or the whole STM. The heating can be done
with a filament [38, 39], a button heater [40], a resistor [41], or using Zener-
diodes [42]. In the last case, the diode is operated in reverse-biasing mode
with voltages larger than the Zener voltage. The advantage of Zener diodes is
that, since the Zener voltage can be some 10V, only a low current is needed to
transport fairly high power. For this reason, heating with a Zener diode was
chosen.
For choosing the right diode, several issues have to be taken into account.
Heating the whole STM would require rather high power (≈500 g of copper
would have to be heated), and Zener diodes with high power would be too
large for the existing design. Therefore, only the slider with the sample is
heated. The diode is connected via steel cables to reduce heat transport. Steel
is a bad electrical conductor, so the cables have a large resistivity, resulting
in heating of the cables if the current is too high. Therefore, the current has
to be low while maintaining a high power, that is at high voltages. And last,
the diode has to be UHV compatible, plastic housings are out of question. A
Zener diode fulfilling these requirements is the BZT03 which is about 4 mm
long (without contacts), comes in a sintered glass case and with various Zener
voltages up to 250 V and can stand up to 3 W. A diode with 68 V Zener voltage
was chosen.
The modifications made to the slider are shown in Fig. 3.7. The diode is
mounted in a small pit behind the pins supporting the sample. It is pressed
into the pit by the cover. To avoid electrical contact, the walls of the pit are
covered with capton foil. The cables are led out of the pit through a trench to
the back of the slider; at the end of the trench, they are glued to the slider.
In the original design, the temperature sensor was mounted to the body of the
STM. As only the slider is heated, the sensor is now mounted to it. This makes
in total six copper cables leading to the slider (two for the diode, four for the
sensor).
The heating of the slider has so far only been tested at the temperature of liquid
nitrogen (77.6 K).4 A typical temperature progression is shown in Fig. 3.8. The
time-dependence of the temperature T during cooling showed to be
T(t) = (T0 − TM)e-t=ﬁ + TM, (3.2)
with T0 the temperature before cooling, TM = 77.6 K the temperature of the
4For security reasons, a resistor of 1 k
was connected in series. With a maximum power of
1/8 W, this resistor can stand up to 11 mA – a value that the cables should easily withstand.
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Figure 3.7: The modified slider
surrounding, τ = (177± 7)min.
To calculate the cooling processes, the specific heat of copper was taken from
the Debye model [43, 44] and calibrated to the room temperature value of
0.385 J/g·K [43]. In the range of 70 K to 120 K, it can be approximated by
cV(T) = c1(T − Tc)
2 + c0, (3.3)
with c1 = −2 · 10-5 J/g·K3, c0 = 0.3 J/g·K, Tc = 150 K. Then, the change of
energy, that is the power, is
dQ
dt
= m · cV(T)dTdt , (3.4)









(T − TM). (3.5)
This is the power that has to be brought into the slider by adjusting the current
through the diode to keep the temperature T constant. The comparison of
experiment and calculation is shown in Fig. 3.9. As can be seen, the agreement
is very good.
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Figure 3.8: Temperature progression after heating for 1 min at 2 mA, 63 V. The
decay is exponential with a time constant of 190 min. The spikes in the curve
are due to spikes in the voltage measuring of the sensor.
The voltage at the diode happens to differ from 68 V, starting at around 57 V
for low currents, going up to 82 V for higher currents. This is behavior is due
to the temperature dependence of the avalanche process in the diode leading
to the reverse-bias conductance. It is well known that this process takes place
at higher voltages when the temperature is higher [45]. Therefore, the diode
is conductive at lower voltages when it is cold, and the breakdown voltage
increases as the diode warms up.
To theoretically derive the decay rate τ in (3.2), three different cooling pro-
cesses have to be considered:
1. Heat radiation.
The power P emitted by radiation is [46, 47]
P1 = σεF(T




with σ = 5.671·10-8 W/(m2K4) the Stefan-Boltzman constant, ε the emis-
sion coefficient of the surface, F = 29 cm2 the surface area of the slider.
Using the approximation (3.4), one gets approximately for the tempera-
ture range of 80 K to 120 K
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Figure 3.9: Power needed to get a stable temperature. circles: measurements;
line: calculation (see Eq. (3.5))
ε is unknown, but will used as a fitting parameter later on.
2. Heat transport through cables.
The power P transported through a solid such as a cable or a rod with its
ends at temperatures T1 and T2 is given by [47]
P2 = λ¯ · (T1 − T2)A
`
,








where λ is the temperature-dependent heat conductivity.
The six cables going to the slider have a diameter of 0.1 mm, that is A =
7.9 · 10-3 mm2 and the length ` ≈ 10 cm, the heat conductivity of copper
is taken from [48]. Using (3.4), one gets
−
6A
` ·m dt =
c1(T − Tc)
2 + c0
(T − TM) · λ¯ dT
≈ c3
T − TM
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giving
T = (T0 − TM)e-t=ﬁ2 + TM, τ2 =
` ·m · c3
6A
= 13 h.
3. Heat transport through supporting titanium rings.
Although in principle the calculation for the titanium rings is the same
as for the cables, it is much more demanding because of the varying
heat transporting cross-sectional area of the rings. Furthermore, the heat
transport from the slider to the rings cannot be modelled because data for
the heat transport from sapphire to titanium and the supporting area are
missing. To get an estimate of the process, the rings will be modelled as
rods with the minimum cross section of the rings and taking the radius as
their length. The varying cross section and the heat transport from sap-
phire to titanium are taken into account by a factor f. A value for it will
be estimated from the experimental values shown in Fig. 3.9. Then, fol-
lowing the calculation described above with AR = 3.2 mm2, `R = 5 mm
and taking λTi from [48], one gets (c4 = 6 mm·s/g)
T = (T0 − TM)e-t=ﬁ3 + TM, τ3 =
`R ·m · c4
3AR · f = 131 s/f,
where f is a factor that sums up the inhibited heat transport from the
slider to the rings. f cannot be modelled, but will be used a fitting pa-
rameter in the following.













There are still two unknown variables: ε from the heat radiation and f from
the heat transport through the titanium rings. Their values can be determined
by fitting the resulting power loss to the experimental data shown in Fig. 3.9
under the condition that the decay rate τ from (3.6) equals 177 min, as obtained
from the evaluation of the temperature decay curves. The result is ε = 1.9,
f = 0.003. The small value of f reflects small heat transport from the slider
to the rings and a small supporting area of the slider on the rings. ε > 1
suggests that the surface of the slider is (microscopically) larger than used in
the calculation. This can be explained by the fact that the slider has not been
polished, i.e. that the surface is rough to some amount.
Now the power loss can be calculated for a larger temperature range and dif-
ferent ambient temperatures. The result is shown in Fig. 3.10. As is to be
expected, the power rises strongly the larger the temperature difference due to
heat radiation. At ambient temperatures of 55 K and 78 K, the heat transport
through the cables and the rings does not play an important role, whereas at
9 K, where copper has its maximum in heat conductivity of 24 kW/(m·K) com-
pared with 400 W/(m·K) at room temperature, the cables can transport a large
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Figure 3.10: Result of numerical calculations for the powers needed to keep the
temperature of the slider constant for different ambient temperatures. Black:
TM=9 K; blue: TM=55 K; green: TM=78 K; circles: measurements as shown in
Fig. 3.9. The strong increase at the beginning of the curve for TM=9 K is due to
the large heat conductivity of copper at 9 K.
amount of energy, showing in the fast increase of the power at low tempera-
ture.
It should be mentioned that this calculation can only be considered a rough
estimate as it is an extrapolation from the temperature range of 80 K to 120 K
to the range of 9 K to 150 K.
3.4 Damping the Cryostat
Although the complete apparatus is vibration isolated by the vibration isola-
tion mounts, and the STM is suspended on springs, there are still some vibra-
tions reaching the STM. For this reason, an additional damping of the helium
cryostat was built.
The design of the damping system, shown in Fig. 3.11, was inspired by the
design at another STM in our group [49]. To the plate above the bellow, which
is connected to the helium cryostat, a supporting plate with three arms is
mounted. For security reasons, the plates are screwed together. The arms
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Figure 3.11: Assembly for damping the cryostat.
are sustained by vibration isolation mounts standing on the lower supporting
plate which lies on the top of the nitrogen dewar.
The three vibration isolation mounts are from Kinetic Systems, Inc., Boston,
USA, model no. 1206-200-12, and have been chosen because they fit perfectly
between the supporting plates. Their natural frequencies are 1.5 Hz (vertical)
and 2.1 Hz (horizontal) at the maximum load of 5.5 · 105 Pa [50]. Above these
frequencies, the isolation performance increases dramatically, depending on
the load.
To determine the effect of the vibration isolation, the acceleration of the top
plate due to vibration was measured once with the plate fixed and once with
the vibration isolation system active, where the vibration isolation mounts are
actuated with a load of 3 · 105 Pa. In both cases the turbo pumps at the prepa-
ration chamber and at the load lock were turned on. The result is shown in
Fig. 3.12, where the amplitude of the acceleration is given in mg, g being the
gravitational acceleration. The upper panel shows the vibrational spectrum on
the top plate of the helium dewar with the plate fixed. The peak at 1500 Hz is
due to the turbo pump at the load lock, the peak at 1000 Hz results from the
turbo pump at the preparation chamber. Comparing this frequency spectrum
with that one of the damped dewar (lower panels), one sees its large effect:
The three highest peaks at 190 Hz, 380 Hz and 1500 Hz are damped by about
85%, the smaller peaks between 500 Hz and 2000 Hz vanish completely. The
only exception is the peak at 1000 Hz originating from the the turbo pump at
the preparation chamber. The vibration isolation is not as effective as specified
by the manufacturer [50], because the inner cryostat is not mechanically dis-
connected from the outer cryostat: The two parts are connected by the bellow
which can transmit vibrations. However, this is a soft coupling which does not
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Figure 3.12: Frequencies measured on the undamped (upper panel) and
damped cryostat (lower panel). All the large peaks are effectively damped.
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transmit the vibration as effectively as the stiff coupling when the cryostat is
fixed.
Together with the new isolation stage, there are five stages isolating the STM
from vibrations:
1. The floor is cut around the apparatus to block vibrations of the building.
2. The vibration isolation carrying the supporting frame.
3. The vibration isolation of helium cryostat.
4. The springs on which the STM is hanging prevent vibrations of the he-
lium cryostat from reaching the STM.
5. The eddy-current damping at the bottom of the STM deadens swinging
of the STM at low frequencies. This stage isolates vibrations which the




When describing the electronic structure in crystalline bulk material, the crys-
tal is assumed to be infinite, or, for simpler calculations, periodic. With these
assumptions, all atom positions are equivalent, and the electron wave func-
tions are periodic as well [43, 51]. This will change when a surface is taken
into account, where the symmetry is broken and the atom positions are not
equivalent any more. In this case, additional states appear which are localized
at or near the surface [52, 53]. Of fundamental interest in surface science and
nano technology is the lifetime of these states, because it determines the range
of interaction of electrons in the states, can be determined easily by experi-
ments, and gives profound information about interactions between electrons,
phonons and adsorbates.
Different types of states localized at the surface are presented in Section 4.1,
Section 4.2 discusses mechanisms which influence the lifetime of excited sur-
face localized states.
4.1 Types of states localized at the surface
4.1.1 Surface states
Surface states were first predicted by Igor Tamm in 1932 [54, 55]. In 1939,
William Shockley used another approach leading to surface states [56]. The
easiest way to explain the existence of surface states is via the one-dimensional
band theory [53, 57]:
The periodically ordered atoms in the bulk lead to a periodic potential. For
simplicity, it can be modelled by
V(z) = −V0 + 2Vg cos(g · z) (4.1)
with V0 the vacuum barrier, Vg < 0 the atomic corrugation potential and
g = 2pi/a the reciprocal lattice vector, where a is the lattice constant of the
29
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Figure 4.1: Localization of the surface state. The atoms (black dots) create a pe-
riodic potential (solid lines). The wave function of an electron is also periodic.
While the function is undamped in an infinite bulk, damping is possible from
the surface into the bulk. Since the wave function decays exponentially in the
vacuum, the state is localized at the surface. (Since the surface atom is located
at z = 0, the vacuum barrier starts at z = a/2.) (Adapted from [53].)
crystal (see Fig. 4.1). Notice that the potential depends only on the direction
perpendicular to the surface z. This simplification can be done since we are
interested in the effect on the wave function in z-direction, only. The solution








ψ(z) = Eψ(z) (4.2)
(h¯: Planck’s constant divided by 2pi, m: mass of the electron) has equally to be
periodic. It can easily be shown that







where sin(2δ) = h¯2(2m)-1 · κg/Vg, with the energies














is a solution. From (4.4) can be directly seen that there is an energy gap of 2Vg
for κ2 negative, i.e. imaginary κ. However, an imaginary κ is not possible in the
bulk: While the wave function goes to zero in one direction, the exponential
term in (4.3) causes the wave function to diverge in the other direction. At
surfaces, on the other hand, an imaginary κ is allowed: The amplitude of the
oscillations of the wave function decays exponentially into the bulk; in the
vacuum, the wave function is described by an exponential decay, so in total







ψ(z) = e-qz z > a/2
(4.5)
with a the atomic distance (the surface atom is located at z = 0, the vacuum
barrier starts therefore at z = a/2), κ ′ = iκ and q2 = V0 − E, where κ has to
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be chosen as to make the wave function continuous. The resulting function is
sketched in Fig. 4.1. This state that lies in the projected bulk energy gap and is
located at the surface, is called Shockley state.
Another approach for surface states that is more appropriate for semiconduc-
tor surfaces, uses the tight-binding-approach [52]:













ϕ(~r) = Eaϕ(~r). (4.7)




∇2 + Va(~r) + [VL(~r) − Va(~r)]
]
Ψ(~r) = ELΨ(~r), (4.8)





When substituting (4.9) in (4.8), only on-site matrix elements α and nearest-
neighbor interactions β are taken into account:
〈l|VL − Va |m〉 = −αδl;m − βδl;m±1. (4.10)
The result is a recursion relation for cn:
cn(E− Ea + α) + (cn-1 + cn+1)β = 0, (4.11)
which can be solved by cn = Aeinka + Be-inka, giving the energies
E = Ea − α+ 2β coska. (4.12)
However, (4.11) is only true for all sites when using an infinite crystal (or pe-
riodic boundary conditions). At surfaces, where the periodicity is broken, the
on-site matrix elements α have to be replaced by α ′. Furthermore, cn for the
surface atoms (i.e. n = 1 and n = N) satisfy
c1(E− Ea + α
′) + c2β = 0,
cN(E− Ea + α
′) + cN-1β = 0.
(4.13)
When solving (4.11) with these boundary conditions, one gets a transcendental
equation with N roots for k. Most of them lead to waves with atomic period-
icity. When
|α ′ − α| > |β|, (4.14)
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Figure 4.2: When atoms move together forming a solid, the atomic levels
broaden to form energy bands. Eventually, these bands cross, forming hy-
brids. Band gaps occurring without a crossing of bands are called direct band
gaps. Their upper bound is given be the p state, the lower bound by the s state.
Band gaps occurring after a crossing of bands are called inverted band gaps, be-
cause the p state now defines the lower bound of the gap and the s state the
upper bound – the states thus changed places. Surface states located in a direct
band gap are of the Tamm-type, surface states located in an inverted band gap
are of the Shockley-type. (Adapted from [60].)
two of the roots become complex, and the corresponding wave functions de-
cay from the surface into the bulk. These states are therefore localized at the
surface.
(4.14) reflects the amplitude of perturbation at the surface. Surface states of
this type, which are called Tamm states, only occur when a strong perturbation
takes place at the surface.
The distinction between Shockley and Tamm states is often unclear [58], a use-
ful argument takes a look at the electronic band structure [56, 59]: The for-
mation of electronic bands is often visualized by splitting of atomic energy
levels when the atoms approach each other [43,51,56] as is sketched in Fig. 4.2.
Eventually, bands originating from different atomic levels (s and p levels in
Fig. 4.2) cross each other, and instead of overlapping, a band gap forms where
the lower boundary is formed by the p band, while the upper limit is formed
by the s band. Since in the atom, the s level is lower than the p level, such a
band gap is called inverted. The band gap of the (111) surfaces of noble met-
als are of this kind. A band gap without a crossing is called direct [59]. The
distinction of surface states now is as follows: Shockley states are located in
inverted band gaps, Tamm states are located in direct band gaps.
4.1. TYPES OF STATES LOCALIZED AT THE SURFACE 33
4.1.2 Image potential states
The surface states discussed in the previous section are due to a break in the
periodic potential of the bulk. Another type of surface localized states, the
image potential states, has its origin in processes above the surface:
When an electron approaches a metallic surface, it induces an image charge
in the bulk near the surface [61]. This image charge produces a Coulomb-
potential outside the crystal:






where V0 is the vacuum barrier, e is the electron charge, ε0 the vacuum permit-
tivity, and z the distance of the electron from the surface. In 1978, P. Echenique
and J. Pendry showed that this potential causes a Rydberg-like series of states
above the surface [62]. The energies of these image-potential states, lying be-
tween the Fermi energy and the vacuum level in a surface band gap, have
much in common with the energy levels in a hydrogen atom, yet the theoreti-
cal description is more difficult:
Since the divergence V(z)→∞ at the surface is physically unsatisfactory [63],
the Coulomb potential is cut off at some distance zim above the surface, and in








Vcont(z) 0 < z < zim
(4.16)
where z0 denotes the image plane.Several continuations Vcont have been pro-
posed [63–65], for example the truncation, where Vcont is set constant,






or the linear continuation
Vcont = (`1 · z+ `2), (4.18)
where `1 and `2 are chosen such as to make the resulting potential continuous
differential. These two continuations are sketched in Fig. 4.3. However, the
exact form is not important for a qualitative understanding.














ψ = 0. (4.19)
By substituting
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Figure 4.3: The image potential is divided in three areas: I: Coulombic poten-
tial due to the image charge. II: A cut-off of the image potential to avoid the
divergence at the surface; a) truncation, b) linear continuation of the potential.
III: Inside the crystal as discussed in Sec. 4.1.1.









ψ = 0, (4.21)
whose solutions are the Whittaker functions [66], which are confluent hyper-
geometric functions.
From the substitution for the energy in (4.20) one can see that the series of
energy states will be Rydberg-like, E − V0 ∼ 1/α2, but the deviation of the po-
tential from the image potential for z < zim will lead to non-integral quantum
numbers. It is convenient to define the quantum defect of a level as the differ-
ence between the integer quantum number n and the value α [67]:
δn = α− n (4.22)
Inside the crystal, the situation is the same as discussed in Sec. 4.1.1 for surface
states, the wave function is therefore given by (4.3).
By combining the wave functions of the different areas using the standard
matching conditions, one gets the energy distribution




where E1 and δn result from the matching.
Since the wave function takes the form of the surface state inside the crystal,
surface states and image potential states are strongly related, the surface state
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Figure 4.4: Comparison between surface states and image potential states.
(Adapted from [52].)
is sometimes denoted as the zeroth image potential state [65], although n = 0
is not a valid choice for the image potential state.
Fig. 4.4 shows the similarities and the differences between surface states and
image potential states: Both states lie in the surface band gap, but while for
the surface state the vacuum potential is arbitrary, the image potential states
form only in the image potential. There is only one surface state, but a series
of image potential states whose energy approaches the vacuum energy with
increasing state index. The surface state is localized inside the crystal, while
the image potential states are localized outside the crystal, with the maximum
of probability moving away from the surface with increasing state index.
4.1.3 Field-emission resonances
An process closely related to image potential states is the field emission. When
a voltage is applied between the surface and an electrode (for example the tip),
the Coulombic potential is extended linearly above the vacuum level, i.e. it
does not approximate the vacuum level anymore but increases linearly to the
electrode. For simplicity, the Coulombic part of the potential is neglected in
the following discussion, but it has to be kept in mind that the states discussed
in this section are basically image potential states in an extended potential.
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Figure 4.5: Energy diagram between tip and sample. The sample surface is
located at z = 0, the tip surface is at z = d. The Fermi level EF;T of the tip
is displaced from the Fermi level EF;S of the sample by eU, where e is the
electron charge and U the applied voltage. ΦS and ΦT are the work function
of the sample and tip, respectively. When eU > ΦS, the shown potential curve
results. In this triangular potential so called field emission resonance states,
labelled as n = 1 and n = 2, appear. (Adapted from [68].)
If the voltage applied between tip and sample during a tunneling experiment
is larger than the work function ΦS of the sample, the predominant process is
not tunneling anymore but field emission, because the energy of the electrons
is large enough to leave the bulk. The field induces a triangular potential well
between tip and sample. This variable-size box hosts so-called field emission
resonance states, as depicted in Fig. 4.5. The energy positions of the states are
obtained by solving the Schro¨dinger equation, which for the area between tip






+ (ΦS + F · z− E)ψ = 0, (4.24)
where F = eU/d represents the electrical field, d being the distance between





− ξψ = 0, (4.25)













1Since (4.25) is a differential equation of second order, there is a second solution Bi(x), but
this function diverges for x!1 and is therefore omitted.
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Figure 4.6: Field emission resonances of Si(111)-(2
√
3 × 2√3)Sn detected by
z(U)-spectroscopy, adapted from [70]. The features at voltages larger than
5.0 V, labelled as n = 1, . . . , 5, are identified as field emission resonances. In the
z(U)-curve, they appear as fairly clear onsets, in the simultaneously obtained
dI/dU-spectrum they appear as explicit peaks.
with the energy eigenvalues [69, 70]












, n = 1, 2, 3, . . . (4.27)
As (4.27) shows, the states lie above the vacuum level of the surface, and
the energy difference between adjacent states becomes smaller with increas-
ing index. The states can easily be detected by z(U)-spectroscopy; an exam-
ple obtained for Si(111)-(2
√
3 × 2√3)Sn [70] is shown in Fig. 4.6. Kubby et
al. [70] noted that the position of the field emission resonances seems to de-
pend strongly on the structure of the tip when they obtained different spectra
on the same sample and same parameters, but at different times. They at-
tribute this to changes in the work function of the tip, which influences the
tip–sample distance considerably.
4.1.4 Quantum well states
The surface localized state that is the most important for this work forms when
a thin metal film is deposited on a surface which exhibits a band gap. An elec-
tron, whose energy falls in the energy band gap of the surface, is then trapped
between the surface and the vacuum. This situation is depicted in Fig. 4.7.
In principle, this is the situation of ‘a particle in a box’, a standard problem of
quantum mechanics [10]. For a particle in a box with infinite potential barriers,
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Figure 4.7: An electron in an adlayer is trapped between the surface and the
vacuum barrier. It is reflected at the barrier formed by the energy gap at the
surface and the vacuum barrier. With each reflection, the electron encounters
a phase shift of ΦB and ΦC, respectively. Additionally, travelling through the
layer gives a phase shift of 2kd. When the sum of all phase shifts is 2npi, a
Quantum Well States forms. (Adapted from [71].)














where d denotes the width of the box, m the mass of the particle, and n the
index of the state. The energy of the states of the particle is proportional to n2,
in contrast to the image potential states, whose energy is proportional to 1/n2.
This difference is due to the different potentials applied.
Although the model of the particle in a box leads to a first understanding of
these so called Quantum Well States (QWS), reality is more complicated. The
barrier defined by the crystal surface is finite, the wave function will therefore
leak into the gap. The vacuum barrier, on the other hand, is not a wall, be-
cause of its Coulomb characteristics. It is possible to solve the problem with
the techniques described in the previous two sections. Often, another way of
solving the problem is used, the phase accumulation model [62], a variation
of the Bohr-Sommerfeld quantization rule [72]. It is based on the idea of the
electron being reflected at the barriers, each time encountering a phase shift
upon reflection. The phase shift when reflected from the Coulomb potential,
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ΦB, is approximately [73, 74]
ΦB = pi
√
3.4 eV/(EV − E) − pi, (4.29)
where EV is the vacuum energy level, and E the energy of the electron. The
phase shift at the crystal surface is given by the empirical formula [75]






with EU and EL the upper and lower boundaries of the band gap. Finally,
when travelling through the layer (back and forth), the phase of the electron
shifts by 2kd, where k is the wave vector of the electron perpendicular to the
surface. For a stable state to exist, the sum of these three phase shifts has to be
an integer multiple of 2pi:
ΦB +ΦC + 2kd = 2npi. (4.31)
The solution will be similar to (4.28), but the deviations from the true particle-
in-a-box problem with infinite walls at the boundaries will lead to corrections










This way of solving the problem has first been introduced to describe image-
potential states [62], as the system sketched in Fig. 4.7 reduces to the clean
surface case where only the image-potential states are present for d = 0. Then
n = 1, 2, 3, . . . denotes the image-potential states. And again, the Shockley
state presents itself for n = 0 [75].
4.2 Influences on the lifetime of surface localized states
Since surface states, image potential states and quantum well states of metal
surfaces as described in the previous section are localized at (or near) the sur-
face, they are confined in two dimensions, and the electrons populating these
states behave similar to a two-dimensional free electron gas. Their wave func-
tions can therefore be written as a product of a part parallel and a part perpen-
dicular to the surface:




where ~k‖ is the wave vector parallel to the surface, φ(z) the one-particle wave
function describing the motion perpendicular to the surface, and E0 the corre-
sponding energy. The density of states of a two-dimensional free electron gas
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where Θ(E) is the Heaviside function, i.e. the density of states shows a step
at E = E0. Since electrons in surface states can interact with electrons and
phonons in the bulk, the model of a free electron gas is not completely correct.
The interactions are taken into account by using the effective mass m∗ and the
self-energy, a complex function which sums all interactions [77]. The density
















with Γ = 2Σ, where Σ is the imaginary part of the self-energy of the state.2
In equilibrium, the states are populated up to the Fermi energy EF. When an
electron is excited, it can occupy a state in the same band, but with energy
higher than EF, or it can be removed from the band, leaving a hole. (Both
excitations are treated the same theoretically. In the following discussion, we
will use the term ‘electrons’, keeping in mind that the conclusions are the same








The linewidth Γ is influenced by various scattering processes, and the total





The different contributions are discussed in the following sections.
4.2.1 Electron-electron scattering
Electrons in a surface localized state can interact with electrons in a bulk state,
as depicted in Fig. 4.8. The surface electron loses energy and momentum that
are transferred to the bulk electron. The bulk electron is excited above the
Fermi-level, thus an electron-hole pair is created. The surface state electron
can be scattered into a lower unoccupied state of the same band (intraband
scattering), or into an unoccupied state of another band (interband scattering).








d3r ′ ψ∗i (~r)ψ
∗
f(~r
′)Im[−W(~r,~r ′; |Ei−Ef|)]ψi(~r ′)ψf(~r), (4.38)
where the integrals calculate the interaction of electrons in the initial state,
described by ψi, and the final states ψf the electron can scatter into. The sum
2It has become customary to use   instead of  because it is the width of PES-signals, and
this technique has long been the standard method to investigate lifetimes of surface states.
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Figure 4.8: Electron-electron scattering processes of surface state elec-
trons/holes, as illustrated for Cu(111). The shaded area marks the bulk states.
Electrons/holes in the surface state band can be scattered into surface states of
the same band, but at lower energy (intraband), or into bulk states (interband).
(Adapted from [79].)
takes into account all possible final states, therefore every possible scattering
channel is considered. W(~r,~r ′; |Ei−Ef|) is the dynamically screened interaction




d3r2 v(~r,~r1) χ(~r1,~r2;h¯ω) v(~r2,~r ′). (4.39)
The term v(~r,~r ′) describes the Coulomb interaction between the electrons, the
second term accounts the dynamical screening of excited electron, using the
density-response function χ(~r1,~r2;ω) of the system [79].
Performing first-principle calculations as described in Ref. [58], Echenique et
al. showed that the screened interaction W is localized at the surface, leading
to a strong influence of surface localized states on the linewidth (4.39). Γe-e
becomes the largest when the initial as well as the final state are localized at
the surface, that is intraband interactions will dominate over interband inter-
actions [58]. The result was that intraband interactions contribute more than
70% of the complete linewidth arising from electron-electron scattering.
Since the electron-electron scattering process requires free electron states as fi-
nal states, the scattering probability is larger for states with binding energies
further away from the Fermi energy EF [58]. For bulk electrons with energy
just above the Fermi level, i.e. E − EF ¿ EF, Quinn and Ferrell found the ap-
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Figure 4.9: Process of electron-phonon scattering. Shown is the dispersion
of two electron states. An electron is scattered from the initial state to the
unoccupied final state, absorbing or emitting a phonon. The absorbed phonon
has the energy E0 −E1, the emitted one the energy E2 −E0. The phonon carries









where rS is the density parameter of the electron gas of density n0 = 3/4pir2S.
When rS is given in units of the Bohr radius and the energy difference in eV, τ
is given in fs. This approximation describes is good for intraband interactions,
but interband interactions lead to deviations of the experimental values from
(4.40).
4.2.2 Electron-phonon scattering
Another process influencing the lifetime of surface states is electron-phonon
scattering, sketched in Fig. 4.9. An electron in an initial state with energy E1
can interact with an incoming phonon of energy E1 − E0 and change to the
final state with energy E0. The absorbed phonon provides also the difference in
momentum. Moreover, an electron in an initial state with energy E2 can change
to the final state with energy E0 and emit a phonon with energy E2 − E0 and
the difference in momentum. For calculating the electron-phonon linewidth
one has to take into account the phonon distribution n(ε) and the electron




α2F0(ε) [2n(ε) + f(E+ ε) + 1 − f(E− ε)] dε (4.41)
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Coverage [ML] E [meV] Γe-e [meV] Γe-p [meV] Γ [meV]
0.95 -42 4.0 8.5 12.5
1.0 -127 13 8.5 21.5
Table 4.1: Different contributions of electron-electron and electron-phonon
scattering to the linewidth for different coverages and binding energies of the
quantum well states in Na on Cu(111) overlayes. For states nearer to the Fermi
energy, the contribution of electron-electron scattering is smaller. (From [80])
where ωm is the maximum phonon frequency, and α2F0(ε), the Eliashberg
function, describes the electron-phonon coupling strength. In the low-tempe-





There are various representations of α2F0(ε), depending on the phonon-model
used. However, a detailed analysis [84] showed that the precise form of
α2F0(ε) has no large effect on the result.
As has been seen in (4.40), the contribution to the linewidth originating from
electron-electron scattering is less dominant for states with energies close to
the Fermi energy (Γe-e ∝ (E − EF)2). Therefore, electron-phonon scattering is
more important in these cases. Table 4.1 shows the different contributions for
quantum well states in Na overlayers on Cu(111). While the electron-phonon
contribution Γe-p is independent on the binding energy E, the electron-electron
contribution Γe-e gets smaller the closer the binding energy gets to EF, in ac-
cordance with (4.40).
4.2.3 Electron-defect scattering
A real surface contains defects such as impurities and steps, which cause elec-
trons to scatter and have influence on the lifetime of states. In contrast to the
two processes discussed in the previous sections, electron-defect scattering is
elastic, i.e. the energy of the electrons is conserved. To determine the contribu-
tion of defects to the linewidth, the mean free path of the electrons is consid-
ered [85]. Due to the scattering, the mean free path is
λ = Ω0/cσ, (4.43)
whereΩ0 is the unit-cell area, c the impurity concentration and σ the scattering
cross section. The change of the momentum of the surface state electron is then
∆k = 1/λ, leading to a linewidth of [86]




where v‖ = ∂E/∂k.
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Figure 4.10: Back folding of the surface band structure for Cu(111)-p(2 × 2).
a) Surface Brillouin zones (SBZs) of the Cu substrate (dashed heaxgon) and
of the Cs overlayer (bold hexagon). Since the Cs SBZ has half the size of the
Cu SBZ, translating it by one reciprocal lattice vector leads to coincidence of,
for example, Γ of the Cs SBZ with MCu of the Cu SBZ. b) Dispersion relation
of the quantum well state (dashed line) in the ΓM direction (blue line in a).
Blue indicates the bulk Cu states in the ΓM direction, red indicates the bulk Cu
states in the MCuM direction (red line in a), which are back folded onto the ΓM
direction. (Adapted from [87].)
This approach is useful for PES studies, because in those experiments the av-
erage over a large area is taken. In STM studies, however, the local density of
states is object of investigation. In this case, the impurity concentration does
not make sense. Instead, one has to take care that no impurities are near the
place where the measurement of the lifetime is done.
4.2.4 Brillouin zone back folding
Only recently, Corriol et al. [87] modelled a new scattering process called Bril-
louin zone back folding that is only present in commensurate overlayers. The
basic principle is sketched in Fig. 4.10, taking the p(2× 2) superstructure of Cs
on Cu(111) as an example. Fig. 4.10 a) shows a sketch of the surface Brillouin
zones (SBZs) of the Cu(111) surface (dashed hexagons) and of the adlayer (bold
hexagons). The Cs SBZ has half the diameter of the SBZ of Cu. Considering
a neighboring SBZ, one sees that the Γ point of this SBZ coincides with the M
point at the boundary of the Cu SBZ (MCu). This leads to overlapping of the
quantum well state dispersion with two parts of the bulk Cu band structure,
as depicted in Fig. 4.10 b): First, with the Cu bands in the ΓM direction (blue),
and second with the Cu bands in the MCuM direction (red). This back folding
from the MCuM direction leads to partial closing of the band gap at the Γ point.
The interaction of the QWS with the back folded Cu states gives rise to new
decay channels and therefore shortening of the lifetime.
Additionally to the back folding of the MCuM bands, the Cu bands in the
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MCuK ′ direction are back folded onto the ΓM direction, as K ′ coincides with
M (see Fig. 4.10 a). These bands are omitted in Fig. 4.10 b) for clarity.
Calculations of Corriol et al. [87] showed for the p(2 × 2) structure of Cs and
Na on Cu(111) that the scattering due to back folding is responsible for ap-
proximately 50% of the total linewidth of 17 meV. Electron-phonon scattering
provides another 50%, whereas electron-electron scattering without back fold-
ing is negligible for these systems.
Chapter 5
Evaluation of Measured Spectra
One aim in scanning tunneling spectroscopy is to examine the lifetime of sur-
face and quantum well states. The model used to describe the local density of
















where Γ = h¯/τ, τ being the lifetime. ρS(E) is related to dI/dU-spectroscopy
(see Section 2.3). It would now be straightforward to fit an arctan(2x/Γ) to
the measured spectrum and extract Γ . However, the spectra are not exact
arctan-functions, since the model used to obtain (5.1) is valid only for a two-
dimensional free gas of interacting electrons, but the electron gas examined
here is located in thin films supported by a metallic substrate. Additionally,
the shape and electronic structure of the tip influences the shape of the spec-
tra, which is not taken into account by the model, and the spectrum is modi-
fied by the lock-in modulation. Section 5.1 explains the evaluation of the line
shape, and Section 5.2 discusses the influence of the lock-in amplifier on the
spectrum.
5.1 Line shape
Figure 5.1 shows a typical spectrum of the quantum well state for 0.25 ML Cs
on Cu(111). It shows an onset at ≈40 mV, and is strictly horizontal before and
after the onset. This horizontality makes the choice of the fitting interval vi-
tally important, since the arctan function can be considered horizontal only far
away from the onset. As examples, two fitted curves are included in Fig. 5.1.
The green line shows the result of a fit where the interval [-57 mV:143 mV] is
used. The curve agrees very well in the horizontal areas, but the slope of the
curve deviates from the slope of the spectrum. The red curve, obtained using
the interval [23 mV:63 mV], reproduces better the slope of the onset, but devi-
ates from the spectrum outside the fitting interval. The difference of the curves
in the area of the onset appears to be small, so it is suggestive to use large fit-
ting intervals as they reproduce better the overall spectrum, but the influence
46
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Figure 5.1: Measured spectrum of the quantum well state at a coverage of Θ =
0.25 ML and two fitted curves, based on f(U) = arctan(2(U−U0)/Γ). The thin
vertical lines mark the fitting intervals, which were chosen to be symmetric
with respect to U0 = 43 mV, the center of the onset. The green curve shows the
result of a fit using a large interval, the red curve results from a fit with small
interval. While matching the spectrum before and after the onset, the green
curve does not reproduce the slope of the onset. The red curve reproduces the
slope, but deviates outside the fitting interval. The arrow marks a kink in the
middle of the onset which has a large effect on the result of the fitting as shown
in Fig. 5.2.
of the fitting interval on the resulting width is large, as shown in Fig. 5.2. For
large fitting intervals, where the resulting curve fits the horizontal areas of the
spectrum, the resulting width of the onset is small, ≈16 meV. When the fitting
interval gets smaller than 100 mV, the width increases, up to 31 meV for 40 mV
fitting interval. The value of the width obtained by evaluating the slope of the
onset is 27 meV, which is not reproduced by small fitting intervals because of
the kink in the middle of the spectrum where three neighboring points form
a flat terrace (marked by the arrow in Fig. 5.3). This shows how delicate the
fitting procedure is.
Given that the spectrum is smooth around the middle of the onset, a small
fitting interval is the best choice, since Γ determines the slope of the onset.
However, when a small fitting interval is used, only few points contribute to
the fitting, which lowers the accuracy.
Instead of fitting an arctan-function, an approach proposed by Li et al. [88]
is used in this work. The experimental spectrum is approximated by three
lines as sketched in Fig. 5.3: two lines render the spectrum before and after the
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Figure 5.2: Result of the arctan(2U/Γ)-fit to the data in Fig. 5.1 in dependence
on the used fit interval. The fitting intervals were chosen to be symmetric with
respect to U0 = 43 mV, the middle of the onset. For large fitting intervals, the
resulting width is smaller than the value of 27 meV obtained by evaluating the
slope of the onset, for small fitting intervals it gets larger than the real value.
This exceptional behavior is due to the kink in the middle of the spectrum and
shows how delicate the fitting procedure is.
onset, one reproduces the slope in the middle of the onset. The crossing points






The binding energy E0 of the state lies in the middle of the crossing points of
the approximation lines.
5.2 Broadening by lock-in modulation
To obtain a spectrum, a lock-in technique is used: A sinusoidal modulation
voltage of small amplitude Um and frequency fm is added to the tunneling
voltage, and a lock-in amplifier measures the contribution to the current with

















′ −U)dU ′ (5.3)
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Figure 5.3: To determine the linewidth and the binding energy of the state, the
spectrum is approximated by three lines. The crossing points determine the
width ∆ = (pi/2)Γ , the binding energy E0 lies in the middle of the crossing
points.










, |U| ≤ Um
0, |U| > Um
(5.4)
Thus, the measured conductance is the convolution of the real conductance
and the lock-in instrumental function. The convolution replaces [dI/dU] with
the average of its values in the range of Um. In effect, the lock-in technique
leads to broadend spectra. The effect is larger for larger modulation ampli-
tudes Um















The function is plotted in Fig. 5.4. If the modulation Um is small compared
to the natural width ∆0, the effect of broadening is negligible, whereas it gets
almost linear with larger modulation. Since ∆0 is cannot be obtained by exper-
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Figure 5.4: The natural width ∆0 of the onset is broadend by the lock-in am-
plifier to the experimental width ∆ as described by Eq. 5.5. Um denotes the
amplitude of the voltage modulation.
Figure 5.5: Factor to correct the measured width ∆ of a state in dependence
on the modulation amplitude Um. (See Eq. 5.6) For very large Um, Um/∆ be-
comes 2/pi independent ofUm. Then, the∆ is so large that the correction factor
becomes zero.
5.2. BROADENING BY LOCK-IN MODULATION 51
plotted in Fig. 5.5. This formula gives the factor to correct the experimental
width ∆ to get the natural width ∆0 for the used modulation amplitude Um.
For example, when an experimental width of ∆ = 43 meV is measured using
a modulation of Urms = 2 mV, that is Um = 2.8 mV, the correction factor is
∆0/∆ = 0.99, the natural width is therefore 42.5 meV; the difference is negligi-
ble. For the same experimental width, but a modulation of Urms = 5 mV, the
correction factor is 0.93, resulting in a natural width of ∆0 = 40 meV, which is
considerably smaller than the experimental value.
When the modulation amplitude is very high compared to the natural width,

















In this case, the linear area of Fig. 5.4 is reached. No correction is possible.
Extending the evaluation of the spectra by fitting an arctan-function, it has
been proposed to take into account the lock-in broadening by using a Gaus-
sian as a model for the lock-in broadening [90]. Besides, the derivative of the
spectrum is used, because the derivative of the theoretical description of the
spectrum (4.35,5.1) is a Lorentzian. To evaluate the spectra, the convolution of
a Lorentzian and a Gaussian, the Voigt-function, is used. While the influence
of the wrong weighting using the Gaussian to describe the lock-in broadening
results in an error of about 1.2% and may be negligible, to fit a Lorentzian to
the numerical derivative of the experimental spectrum has some drawbacks.
First, the measured spectra do not follow arctan-functions as described in the
previous section. Therefore, the derivative of a spectrum will not be a true
Lorentzian, and the fitting problems remain. Second, taking the numerical
derivative of an experimental spectrum enhances noise. One can take care of
this problem by smoothing the spectrum or its derivative, but since smooth-





The study of the adsorption of alkali metals on single-crystal metal surfaces
has a long tradition in surface science. This is partly due to potential techno-
logical applications like the promotion of catalytic reactions [91], an enhanced
oxidation [92–95], and an increase in electron emission rates [96, 97]. From a
scientific point of view alkali-metal atoms are, due to their simple electronic
structure, ideal candidates for model chemisorption studies [98, 99].
Structural characterization of alkali adsorbate systems has been a central issue
during the last decades. From this research the following general picture of al-
kali adsorption on metal surfaces can be inferred. Due to charge transfer from
the adsorbed alkali atom to the substrate, the alkali adatoms become partially
charged [100]. The induced dipoles then cause the atoms to repel from each
other leading to homogeneous adatom arrangements. As a result, at very low
coverages low-energy electron diffraction (LEED) patterns reveal rings around
the (0,0) spot [101–105]. The formation of rings in LEED patterns indicates a
superstructure of randomly distributed adsorbed atoms with a prevailing mu-
tual distance. In contrast, higher coverages usually lead to sharp diffraction
spots indicating a superstructure with long-range-order periodicity. At room
temperature, superstructures were observed only for commensurate phases,
as for Co(101¯0)-K [106], Au(100)-K [107] and Ni(111)-K [108]. Below room-
temperature, incommensurate phases are reported that are aligned with the
substrate, for instance Ag(111)-K, -Rb, -Cs, [105] and Ni(100)-K [109]. Also,
rotation of an incommensurate phase with respect to the substrate, where
the rotation angle depends continuously on the coverage, was observed for
various systems, namely C(0001)-Cs [110], Pt(111)-Na [102], Pt(111)-K [111],
Ru(0001)-Li [112], Ru(0001)-Na [113], Ag(111)-K, -Rb, -Cs [105], Cu(100)-K
and Ni(100)-K [109], and Rh(100)-Cs [114]. Models which describe the ro-
tational behavior base on domain walls aligning with a symmetry direction
of the substrate [115], higher-order commensurate phases [116], response of
an elastic overlayer to a small-amplitude corrugation of the substrate po-ten-
tial [117,118] or domain walls aligning to the substrate up to a critical misfit of
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adlayer and substrate [119, 120].
For substrate surfaces with square or rectangular symmetry the alkali atoms
occupy adsorption sites which maximize the coordination number to the sub-
strate [121–127]. The on-top adsorption site is frequently observed for hexag-
onally close-packed substrate surfaces, for instance Cu(111)-p(2 × 2)Cs [128],
Al(111)-(
√
3×√3)Rb [129], and Ni(111)-p(2×2)K [130] to name only a few, and
bridge site for Rh(111)-p(2× 2)Rb [131]. For the systems with top-site adsorp-
tion, LEED studies showed that the adatoms push their supporting atom into
the surface, leading to surface rumpling and an increase of the coordination
number [132].
Two publications report on the geometrical structure of Cs adsorbed on
Cu(111). Lindgren et al. found by LEED investigations [128] that Cs saturates
with the first monolayer on Cu(111) at room temperature. The structure of this
layer is a p(2× 2) structure, i. e. one Cs atom on every second Cu atom, which
reflects the ratio of atomic radii of 2:1 of Cs and Cu atoms. They also found
that Cs adsorbs on top of Cu atoms in this structure, which was the first time
that an adsorption site other than hollow was reported. For lower coverages
they observed the ring formation described above. More extensive studies
of the system were carried out by Fan et al. [133] They examined adsorption
structures in the temperature range between 80 K and 500 K. They found that
the saturation coverage increases to 0.28 ML at 80 K, where 1 ML is defined as
one Cs atom per Cu atom. They did not find any commensurate phases down
to 80 K except the already known p(2 × 2) phase. However, they reported on
orientationally ordered incommensurate phases for coverages Θ > 0.12 ML at
80 K.
Adsorption of alkali metal atoms on metal surfaces is not only interesting in
terms of geometric structure, but leads to many new electronic phenomena.
The first extensive study of alkali adsorption on metal surfaces was performed
by Langmuir and Taylor [96, 134]. They found that the work function changes
significantly with the coverage. This is explained by polarization of the alkali
atoms upon adsorption [99,100,135] and has been observed for many systems,
for example Ni(110)-Na, K, Cs [136], Fe(100)-K [137], Pt(111)-K [138], Cu(111)-
Na [139] and Cu(111)-Cs [140].
When alkali atoms adsorb on a surface, new states can be detected by photo-
emission-experiments [141]. For low coverages, they are attributed to atomic
alkali levels [142, 143]. At higher coverages, when the atom orbitals over-
lap and the adlayers become metallic, these states evolve into quantum-well
states [141, 144]. The binding energy of the atomic states and the quantum-
well states (QWS) depend on the coverage as well, as has been shown for
Cu(111)-Na [139, 145], Be(0001)-Li [146], and Al(111)-K, Na, Cs [147]. Of fun-
damental interest is the lifetime of QWS, because it is influenced by several
processes as described in Chapter 4.2. Standard techniques to measure the
lifetime are inverse photoemission spectroscopy and two-photon photoemis-
sion spectroscopy [58, 148], and scanning tunneling spectroscopy doing a line
shape analysis [84, 149] as described in Chapter 5.1, or by recording standing
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wave patterns [150, 151].
The following two sections deal with Cs adsorbed on Cu(111). Sec. 6.2 shows
structural properties of the system and Sec. 6.3 addresses its electronic proper-
ties.
The samples were prepared as follows: A clean copper surface was prepared
by repeated ion bombardment and anneal cycles. After cooling the copper
sample to room temperature, Cs was dosed on the surface from a Cs dispenser
from SAES Getters [152]. The evaporation rate was monitored with a quartz
balance. For atomically resolved images, the coverage was determined by
measuring the interatomic distances of the Cs atoms. These data were also
used to calibrate the quartz balance. The coverage of layers for which atomic
resolution was not obtained was determined using the calibrated quartz bal-
ance rate. After the preparation at room temperature, the sample was trans-
ferred into the STM and cooled to 9 K. STS was performed using a lock-in
technique with modulation voltages of 1-3 mVrms=2.8-8.5 mVpp amplitude.
6.2 Geometric Structure
The orientation of the substrate lattice has been deduced from the LEED image
shown in Fig. 6.1a. The diffraction spots in LEED are rotated by 17◦ counter-
clockwise with respect to the sample holder. Since the diffraction pattern is
rotated by 90◦ with respect to the lattice, the lattice is rotated by 47◦ counter-
clockwise (or, equivalently, 13◦ clockwise) with respect to the sample holder.
When the sample is transferred into the STM, its orientation does not change,
i.e. the indicated orientation of the directions of close-packing in Fig. 6.1b is
the orientation as it would be observed in STM images.
Typical constant-current STM images of Cu(111)-Cs acquired at room temper-
ature (not shown) do not reveal any adsorbate superstructure. The presence
of the adsorbate was inferred from a noisy tunneling current, which is usu-
ally not observe on clean metal surfaces. Further, step edges were not imaged
as straight lines. Rather, step edges appear frayed in constant-current STM
images. We attribute these observations to mobility and to tip-induced move-
ments of the Cs adatoms. Due to the instability of the tunneling junction, tun-
neling spectroscopy measurements were difficult to perform in a reproducible
manner at room temperature. As a consequence the experiments were per-
formed at 9 K. The data to be presented in the following were acquired at low
temperature.
6.2.1 Low Coverage: Θ = 0.05 ML
Figure 6.2a shows a representative constant-current STM image of Cu(111)
covered with 0.05 ML Cs revealing an area of more than 2500 nm2 with a step
crossing in the lower right. Hexagonally ordered white circular protrusions
cover the whole image. We observed this superstructure for many different
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Figure 6.1: a) LEED image of clean Cu(111). The hexagonally ordered spots
(one is covered by the retainer of the diffractometer) show the ordering of the
Cu(111) surface. The blue line indicates the axis of the preparation chamber.
The position and orientation of the sample is sketched. The hexagon of the
LEED spots are rotated by 17◦ with respect to the sample. b) The directions of
close-packing with respect to the sample. The sample is oriented in the STM
as shown.
areas of the sample. The close-up view in Fig. 6.2b shows the hexagonal Cs
superlattice in more detail. From this image an interatomic distance of 1.1 nm
can be determined. The corrugation of the superlattice is ≈0.03 nm. The ar-
rows indicate directions of close packing of the Cu(111) substrate ([011]) and
of the adlayer. Evidently the Cs layer is rotated by ≈23◦ with respect to the
Cu(111) surface. On the right side of Fig. 6.2a defects of the adsorption layer
are observed. We attribute these defects to imperfections of the Cs layer, i.e.,
to missing Cs adatoms. To corroborate this assumption a close-up view of the
defect in the upper right corner of Fig. 6.2a is shown in Fig. 6.2c. The black
circles indicate the positions of Cs atoms in the layer, while the white circles
continue the hexagonal lattice inside the defect structure. From this image we
infer that the dark area corresponds to missing Cs atoms.
The hexagonal order of the adatoms extends over large areas. In some regions,
atomic resolution of the adsorbate layer is lost during scanning. These regions
appear as blurred stripes in the fast scanning direction (from top to bottom
in Fig. 6.2d). In ≈40 % of the cases where the blurred stripes appear, adjacent
Cs-covered areas are shifted with respect to each other by half a superlattice
constant as indicated by white lines in Fig. 6.2d. We attribute this observation
to adjacent Cs adsorption domains. In both domains Cs atoms reside at sta-
ble adsorption sites, while in the region between the domains no such stable
56 CHAPTER 6. CESIUM ON COPPER(111)
Figure 6.2: a) Constant-current STM image of the Cu(111)-Cs surface at
0.05 ML. The white circular protrusions are assigned to single Cs atoms.
(58 nm×58 nm, tunneling parameters: V = −600 mV, I = 0.1 nA; fast scan
direction is from top to bottom.) b) Close-up view of an area of 10 nm×10 nm.
The indicated [011] direction corresponds to a close packing direction of the
substrate (V = −600 mV, I = 0.1 nA). c) Close-up view (9 nm×9 nm) compris-
ing a defect in the top right corner of the image. The black circles indicate the
position of adjacent Cs atoms, while the white circles continue this hexagonal
lattice also inside the defect structure. d) Close-up view (14 nm×14 nm) indi-
cating that two adjacent Cs domains (upper left and lower right quarter) are
mutually shifted by half an adatom row.
adsorption site is available. As a consequence, Cs atoms in these regions are
prone to be moved by the tip leading to the observed loss of atomic resolution.
The measured interatomic distance of 1.1 nm and the rotation angle of 23◦
match well a (
√
19 × √19)R 23.4◦ commensurate phase. Stabilization of this
commensurate superstructure may arise from long-range adsorbate-adsorbate
interactions mediated by substrate electrons. Lau and Kohn [153] predicted
that adsorbates may interact via Friedel oscillations [154] through the fact
that the binding energy of one adsorbate depends on the substrate electron
density, which oscillates around the other adsorbate. Lau and Kohn later
found for a two-dimensional electron gas that these interactions depend on
distance, r, as r-2 cos(2kF r) where kF is the Fermi vector [155]. The Cu(111)
surface hosts an electronic surface state which is a model system for a two-
dimensional free electron gas. The Fermi vector of this surface state is kF ≈
0.022 nm-1 [156] giving rise to Friedel oscillations with the Fermi wavelength
λF = 2pik-1F ≈ 2.9 nm. Indications of such a long-range interaction between
strongly bonded sulfur atoms on a Cu(111) surface have been first reported
in [157]. The first quantitative study of a long-range interaction mediated by a
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two-dimensional nearly free electron gas was reported by Repp et al. [158] for
Cu(111)-Cu and later for Cu(111)-Cu, Cu(111)-Co, and Ag(111)-Co by Knorr
et al. [159] The closest separation between two Cu adatoms was 1.25 nm corre-
sponding roughly to λF/2 of the Cu(111) surface state. An atomic superlattice
was also observed for adsorbed Ce atoms on a Ag(111) surface [160]. The ob-
served 3.2 nm periodicity of the superlattice was assigned to the interaction of
surface-state electrons with the Ce adatoms.
The interaction energy between adsorbates as mediated by surface state elec-








where EF denotes the Fermi energy measured from the bottom of the surface-
state band and δ is the phase shift, which depends on the scatterer. Inserting
the experimentally observed mutual Cs distance of (1.1±0.1)nm into Eq. (6.1)
leads to a phase shift of δ = (0.43 ± 0.08)pi. This is close to the value of
δ = (0.50 ± 0.07)pi for Cu and Co on Cu(111) [159], and δ = (0.37 ± 0.05)pi for
Ce on Ag(111) [160,161]. The similarity of these values indicates that the phase
shift does not vary appreciably among these scatterers with different chemical
nature. We notice, however, that Ho¨rmandinger and Pendry [162] investigated
the interaction of Cu, Fe, S, and C atoms with the Cu(111) surface state. As a
result of their calculations, the probabilities of surface state electrons being re-
flected, transmitted, or scattered into bulk states differ depending upon the
individual scatterer. Since the value of δ in our case, i.e., Cu(111)-Cs, is similar
to the phase shifts obtained from the systems above, we have additional evi-
dence that the interaction between Cs adatoms at low coverages is mediated
by the Cu(111) surface state.
6.2.2 Intermediate coverage: Θ = 0.15 − 0.20 ML
Higher Cs coverages led to an increase of the radius of the ring structure in
the LEED pattern at room temperature pointing to a decrease of the average
separation between Cs atoms [128]. A typical constant-current STM image of
Cu(111) covered with 0.18 ML Cs is shown in Fig. 6.3a. An almost closed Cs
layer, which is disrupted by small and irregularly shaped indentations is ob-
served. Occasionally, these structures occur within a closed Cs layer, but most
frequently they are observed at step edges. The apparent depth of the indenta-
tions depends on the applied voltage. Atomic resolution of flat areas of the Cs
layer is presented in Fig. 6.3b. Again, the white protrusions are identified as Cs
atoms. Distances between nearest neighbors are 0.60 nm for this coverage. The
corrugation of the superlattice is 0.003 nm which is considerably smaller than
for Θ = 0.05 ML. This observation is attributed to the Cs adatoms being more
densely packed at higher coverage. Comparing with the Cu(111) substrate lat-
tice the rotation angle of the adsorbate layer is 4◦. The same values for the
interatomic distance, the rotation angle, and the corrugation were obtained at
various areas on the sample.
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Figure 6.3: a) Constant-current STM image of Cu(111)-Cs at 0.18 ML. The Cs
layer is almost closed, only at step edges and occasionally inside the layer,
irregularly formed patterns (marked by arrows) are observed (62 nm× 62 nm,
V = 200 mV, I = 0.1 nA). b) Close-up view of a scan area inside the closed Cs
layer displayed in a. The white circular protrusions are assigned to single Cs
atoms. Crystallographic orientation of Cu(111) is indicated (4.5 nm × 4.5 nm,
V = 50 mV, I = 0.1 nA).
For Cs coverages of 0.15 ML and 0.20 ML Cs-Cs distances of 0.66 nm and
0.57 nm occur, respectively. The adsorbate layers are rotated with respect to
the substrate lattice by 17◦ and 0◦, respectively. Upon increasing the cover-
age the Cs adlayer becomes more and more disrupted. Instead of a closed
adsorption layer numerous small Cs islands are observed (see the results for
saturation coverage).
For the Cs superlattices observed at intermediate coverages, no coincidence
of the substrate and adsorbate lattice was found. Consequently, on the ba-
sis of the STM investigation, the adsorption layers in the intermediate cov-
erage regime are proposed to be incommensurate. The rotation angle of the
incommensurate Cs adsorbate layers on Cu(111) as a function of the mis-
fit (dCs − d2×2)/d2×2 is shown in Fig. 6.4 (circles). Here dCs denotes the
nearest-neighbor distance of the Cs adsorption layer and d2×2 the distance
of the Cs atoms in the p(2 × 2) superstructure. The Cu(111) substrate sur-
face has a lattice constant of dCu ≈ 0.255 nm at room temperature [43], lead-
ing to a nearest-neighbor distance of Cs adatoms in the p(2 × 2) superstruc-
ture of d2×2 ≈ 0.51 nm. (Since the linear thermal expansion coefficient is
α = 1.65·10-5/K at room temperature and smaller for lower temperatures [48],
the nearest-neighbor distance contracts by less 0.5 %, which can be neglected.)
Data adapted from Ref. [105] displaying the rotation angles for incommensu-
rate phases of Ag(111)-Cs at 35 K obtained by LEED (triangles), are added.
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Figure 6.4: Rotation angle of a Cs adlayer on Cu(111) and Ag(111) versus mis-
fit, misfit being defined as (dCs − d2×2)/d2×2 where dCs is the atomic distance
in the layer and d2×2 the atomic distance in the (2 × 2)-superstructure. Cir-
cles: Rotation angle of Cs adlayer on Cu(111); Triangles: Rotation angle of Cs
adlayer on Ag(111) as adapted from Ref. [105]; Dashed lines: Calculation ac-
cording to the model by Bohr and Grey; Solid line: Calculation according to
the model by Novaco and McTague. The models are described in the text.
While the general trend of increasing rotation angle with increasing misfit (de-
creasing coverage) is observed for the two adsorbate systems, the rotation of
adsorbate layers starts at larger misfits in the case of Cu(111)-Cs.
The rotation of adsorbed overlayers relative to the substrate has been observed
before for many adsorption systems [115, 163]. As a consequence, several at-
tempts arose to theoretically explain the rotational behavior of adlayers [105].
A simple geometrical model first applied by Doering [116] proposes that the
overlayer forms a higher-order commensurate phase, where the superstruc-
ture unit cell is much larger than the unit cell of the substrate surface. This
leads to a large number of possible rotation angles for each misfit. It remains
unclear why a specific orientation of the higher-order commensurate phase
arises. Another geometrical model by Bohr and Grey [115] makes use of do-
main formation. The domains in question are the result of a Moire´ pattern: Be-
cause the adlayer has larger interatomic spacings than the substrate there are
domains where the adatoms are nearly in phase with substrate atoms; the sep-
arating areas, where the displacement is larger, are called domain walls [163].
The assumption of the model is that the layer aligns to the substrate in such
a way that the domain walls are oriented in a high-symmetry direction of the
substrate or of the layer to minimize energy. When denoting the angle by
which the domains walls are rotated with respect to the substrate by ΨS, the
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rotational angle θ of the layer with respect to the substrate is calculated by
cosθ = rAS sin2 ΨS + cosΨS
√
1 − r2AS sin




where dCs denotes the interatomic distance in the Cs layer and d2×2 the lat-
tice constant of the 2 × 2 superstructure. A similar formula is obtained when
regarding the angle of rotation ΨA of the domain walls with respect to the ad-
layer. The angles ΨS and ΨA, i.e. the high-symmetry directions, can be 30◦ and
60◦ for the hexagonal lattice. The four resulting curves for the angle of rotation
θ are added in Fig. 6.4 as dashed lines. The curves for ΨS = 60◦ and ΨA = 60◦
reproduce the experimental data the best, but it remains unclear which high-
symmetry direction is realized by the system.
Instead, the model by Novaco and McTague [117,118] was applied. Within this
model the rotation angle of the adsorbate layer with respect to the substrate
lattice is determined on the basis of a weak adsorbate-substrate interaction.
Within a semiclassical approximation Novaco and McTague found the rotation
angle to depend on the ratio of the longitudinal and transverse speed of sound
in the adsorbate layer, cL and cT, respectively, and upon the ratio of the lattice
constants of the substrate, d2×2, and the adsorbate layer, dCs:
cosθ =
1 + z2(1 + 2η)
z [2 + η(1 + z2)]
(6.3)
with η = (cL/cT)2 − 1 and z = d2×2/dCs. While the lattice constants are
known, little is known about the sound velocities in thin films. For alkali met-
als on noble metal surfaces, phonon dispersion curves were measured for Na,
K and Cs on Cu(001) [164–166]. From the phonon dispersion relations of Cs
on Cu(001) [166], we know that cL/cT = 1.2, which does not lead to rotation
according to Eq. (6.3). Therefore, the ratio of sound velocities of the Cs adsorp-







Φmn ~xm = 0, (6.4)
where ~xn denotes the excursion the atom in unit cell n from equilibrium, M is





are the coupling constants, which are calculated as the second derivative of the






−ω2~u(~q) +D(~q)~u(~q) = 0, (6.7)
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D(~q) depends only on the difference~rm −~rn, therefore the choice of the point
of reference~rn is not relevant, and the index n is omitted. Eq. 6.7 has a solution






Since (6.4) is 2-dimensional, (6.9) results in two dispersion relationsωL(~q) (lon-
gitudinal mode) and ωT (~q) (transverse mode). From these, the sound veloci-






































~q!~0 ωL(~q)ωT (~q) . (6.11)
Since Cs polarizes upon adsorption, the interaction potential may be modelled

























×(δkn − δ`n)(δkm − δ`m) (6.13)
where ~a⊗~b denotes the dyadic product of ~a and ~b1 and 1⊗1 the unity matrix.
To calculate the dynamical matrix D, it is convenient to choose the atom with


















1~a⊗ ~b results in a matrix with (~a⊗ ~b)ij = aibj.
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(1 − cos(~q ·~r`)) (6.15)
Since the dynamical matrix (6.15) is two-dimensional, its eigenvalues ω2i can




























1 − 4 det D(~q)(trD(~q))2√
1 −
√
1 − 4 det D(~q)(trD(~q))2
(6.18)
Taking into account only nearest-neighbor–interactions, trace and determinant





















(1 − cos(~q ·~r`))(1 − cos(~q ·~rm))
 (6.20)
where d is the nearest-neighbor–distance. It can be shown that for small ~q,
det D/(trD)2 = 11/144, independent of the direction of ~q. With (6.18) and
(6.17), this results in cL/cT =
√
11. Both cL and cT depend on the dipole mo-
ment p and the nearest-neighbor-distance d, but since in (6.3) only the ratio of
cL and cT is important, the actual values for p and d of Cs atoms on Cu(111)
are not required. Additionally, numerical calculations showed that including
interactions ranging further than the nearest neighbor do not change the result
significantly.
θ is plotted according to Eq. (6.3) in Fig. 6.4 as a full line. Although the trend
is reproduced correctly (the larger the misfit, the larger the angle of rotation),
the model is not able to account for our experimental observation that rotation
starts not until a certain misfit is exceeded. This shortcoming of the model
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Figure 6.5: Constant-current STM image of Cu(111)-p(2×2)Cs at 9 K. (124 nm×
124 nm, V = 250 mV, I = 0.2 nA).
K and Rb adsorbed on Ag(111) [105] and is attributed to the fact that near
commensurate phases, where the misfit is small, the domains become larger
and more adatoms are nearly in phase with substrate atoms. This leads to a
stronger interaction of substrate and adlayer, locking the adlayer to the sub-
strate orientation. A theoretical model developed by Shiba [119,120] takes this
into account and predicts that for a small misfit the domain walls of the layer
remain aligned to a symmetry direction of the layer up to a critical misfit. For
larger misfits, the domain walls become too weak to keep the alignment, and
the layer is rotated versus the substrate.
6.2.3 Saturation coverage: Θ = 0.25 ML
At 0.25 ML the room temperature LEED pattern reveals a clear (2 × 2) super-
structure. A typical constant-current STM image of this surface at 9 K is dis-
played in Fig. 6.5. The adsorption layer is characterized by a Cs film revealing
an increased number of imperfections compared to lower coverages. These
imperfections, which appear as dark indentations at the given tunneling volt-
age exhibit a variety of sizes and shapes. The peculiar structure of the Cs
adsorbate film as seen in constant-current STM images of Cu(111)-p(2 × 2)Cs
can be explained in terms of island growth. As mentioned in the introduction
alkali metal adsorption on metal surfaces goes hand in hand with the creation
of dipole moments due to charge transfer processes. At low coverages the
dipole-dipole interaction leads to a repulsive Cs-Cs interaction. With increas-
ing coverage, the Cs adatoms depolarize and the repulsion decreases [100].
Reaching a sufficiently high coverage the interatomic distance is small enough
to favor metallic bonds [140] and small islands are formed. With increasing
size the islands eventually come close to each other and coalesce, thereby leav-
ing behind unoccupied substrate areas.
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Figure 6.6: Series of constant-current STM images of Cu(111)-p(2 × 2)Cs ac-
quired at the indicated voltages (116 nm× 116 nm, 200 pA).
Interestingly, using tunneling voltages higher than 500 mV the indentations
change their apparent height and are imaged as protrusions. In Fig. 6.6 a se-
ries of constant-current STM images of the same scan area, acquired at the
indicated voltages, is presented. At 400 mV the appearance of the surface is
similar to the one shown in Fig. 6.5. Starting from 500 mV protrusions occur at
some of the boundaries of the indentations. At 600 mV most of the structures
formerly imaged as indentations now appear at the same apparent height as
the terraces they are embedded in. Additionally, all of the structures are sur-
rounded by a narrow line, which reveals an increased apparent height. Tun-
neling voltages greater than 800 mV give rise to constant-current STM images
like the one shown at the bottom of Fig. 6.6. Nearly all of the imperfections are
now imaged as protrusions. Compared to the top constant-current STM image
of Fig. 6.6 the contrast is reversed.
To understand the contrast reversal of the defect structures in the (2 × 2) Cs
superlattice we performed tunneling spectroscopy in the center of the defect
structures and on the closed Cs layer. The results are shown in Fig. 6.7. The
common feature in both spectra is the spectroscopic signature of the quantum
well state which appears as a sharp onset of the dI/dV signal close to zero
sample voltage. While the spectrum on the Cs layer decays for energies higher
than the quantum well state binding energy, the spectrum acquired inside the
defect increases monotonically. As a consequence, for energies greater than the
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Figure 6.7: Spectra of the differential conductivity inside the defect structures
and on the Cs layer of Cu(111)-p(2 × 2)Cs. Dashed lines indicate additional
spectroscopic features, which are tentatively ascribed to backfolded Cu states.
The tunneling gaps for both spectra were set at V = −0.6 V and I = 0.5 nA.
quantum well state binding energy, the defect structures reveal a higher local
density of states than the adjacent Cs film. We attribute the contrast reversal
to this difference in the local density of states. Two questions arise: (i) Why
does the spectroscopic signature of the quantum well state appear both on the
Cs layer and inside the defect structures and (ii) what is the origin of the ad-
ditional local density of states inside the defect structure? Definitive answers
to these questions are not available at present. A potential reason explain-
ing these phenomena is given below. The quantum well state wave function
is confined to the Cs layer. It is reasonable to assume that the boundaries of
the Cs layer, which surround the defect structures do not act as hard walls
with regard to the reflection of the quantum well state wave function. Conse-
quently, parts of the wave function are transmitted from the Cs layer into the
defect structures. Tunneling spectroscopy inside the defect structures would
then be able to detect the quantum well state, as observed experimentally. Fur-
ther, additional local density of states can be expected when the quantum well
state wave function is confined to the defect structures. Comparable experi-
ments were performed on Ag(111) where the electronic surface state which is
hosted by this surface was confined to Ag adatom islands [88] and vacancy is-
lands [167]. Here the islands are quantum boxes confining the Ag(111) surface
state giving rise to quantized energy levels, which appear as additional local
density of states in spectra of the differential conductivity.
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Figure 6.8: z(U)-spectroscopy on Cu(111)-Cs at a coverage of ≈0.23 ML. The
z(U)-spectrum and the dI/dU-spectrum were recorded simultaneously at a
constant current of I = 0.2 nA. The peaks of the dI/dU-spectrum concur ap-
proximately with the points of maximum slope of the z(U)-spectrum. The




Different types of spectroscopy were carried out to examine the electronic
structure of Cu(111)-Cs. Fig. 6.8 shows a typical z(U)-spectrum along with
a simultaneously acquired dI/dU-spectrum for a coverage of 0.18 ML. The
z(U)-spectrum shows distinct step-like onsets. Between these onsets, there are
flat areas whose slope increases gradually with voltage. The dI/dU-spectrum
clearly shows peaks at the voltages where the onsets appear in the z(U)-spec-
trum. The peaks in the dI/dU-spectrum are approximately at the same posi-
tion as the maximum slope of the onsets of the z(U)-curve. Since z(U)-spectra
are acquired in constant-current–mode, and the current is the integral of the
density of states (see Chapter 2.3), the onsets mark the appearance of new
states in the LDOS, which lead to a strong increase in the current. To keep the
current constant, the tip is retracted, resulting in the onsets.
To identify the nature of the states, their binding energies are plotted in Fig. 6.9
in dependence on the index number as labelled in 6.8. The states with index
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Figure 6.9: Distribution of the binding energies of the states detected by z(U)-
spectroscopy in Fig. 6.8. The binding energies of the states labelled n = 2 . . . 9
show a dependence on the index that is typical for field-emission resonances
(solid line), they are therefore identified as such. The states with index n = 0, 1
do not fit in this dependence, they are therefore identified as quantum well
states.
n = 2 . . . 9 show a n2=3-dependence, which is typical for field-emission res-
onances. The appearance of these features in the z(U)-spectrum is therefore
attributed to field-emission resonances. The states with index n = 0, 1 do not
fit into this scheme and are identified as quantum well states.
In summary it is easy to detect the energetic position and the origin of states
using z(U)-spectroscopy.
6.3.2 dI/dU-spectroscopy
Scanning tunneling spectroscopy was performed at different places on sam-
ples with coverages ranging from 0.05 ML to 0.25 ML. After identifying the
quantum well states, spectroscopy was focussed on their examination. Ex-
amples of spectra at different coverages are shown in Fig. 6.10. The evalu-
ation of the line shape leads to the observation that with increasing cover-
age the binding energy of the QWS decreases and the width of the onset gets
smaller. The binding energies in dependence on the coverage are plotted in
Fig. 6.11 along with data obtained in two-photon photoemission (2PPE) exper-
iments by Bauer et al. [168, 169] and by inverse photoemission spectroscopy
(IPES) by Arena et al. [143]. Both photoemission experiments were done at
room temperature. The photoemission data and the STS data match to give a
continuous curve, as indicated by the dashed line, showing a monotonic de-
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Figure 6.10: Scanning tunneling spectra of the QWS obtained on Cu(111)-Cs
at different coverages. The evaluation is done using the line shape analysis
described in Chapter 5.1. Two trends are visible: with increasing coverage, the
binding energy decreases, and the width ∆ of the onset gets smaller.
crease of binding energy with increasing coverage. At the point where the two
data sets touch, which is near the coverage corresponding to the (
√
7 × √7)-
superstructure, there appears to be a bend. However, since there are no error
bars for the photoemission data, it can not be decided whether this bend is
significant or not.
The decrease of the binding energy is in accordance with measurements on
other systems as Cu(111)-Na [139, 145], Be(0001)-Li [146], and Al(111)-Cs, Na,
K [147] and can be explained with the following model: For low coverages,
the atoms are well separated, and the atomic orbitals do not overlap. The fea-
tures observed in photoemission experiments are therefore attributed to unoc-
cupied atomic orbitals of the Cs, namely the 5d-orbitals [143], or a hybrid of
6s- and 6pz-orbitals, or of 5d2z- and 6pz-orbitals [168]. The influence of the
dipole potential of neighboring atoms leads to the reduction of the energy of
the adsorbate levels [170], which leads to an almost linear decrease of the bind-
ing energy for small coverages. With increasing coverage, the atomic orbitals
overlap, the layer becomes gradually more metallic [140, 170], and the atomic
orbitals transform into the QWS. Because of the metallic character of the layer,
the influence of the dipole potential becomes weaker, and the binding energy
becomes almost independent of the coverage [170].
In Fig. 6.12, the experimental width of the onset is shown in dependence on the
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Figure 6.11: Binding energy of the QWS of Cu(111)-Cs depending on the cov-
erage. Included in the graph are: Data obtained by own measurements at 9 K
(with error bars), data by M. Bauer et al. obtained by 2PPE (diamonds) [169],
and by D. Arena et al. obtained by IPES (triangles) [143] (both at room tem-
perature). The error bars of the binding energy is the standard deviation of
more than 10 spectra in each case; the error bars of the coverage consists of
the uncertainty of the piezo constants (for atomically resolved films), and un-
certainties of the deposition rate measured with the quartz balance. For the
value at 0.05 ML only one z(V)-spectrum could be evaluated, the error bar of
the binding energy is therefore an estimation. The dashed line serves to guide
the eye.
coverage. The experimental width increases with increasing binding energy,
which can be explained as follows: For an excited electron to decay, there have
to be unoccupied final states. For larger excitation energies, there are more un-
occupied states, and therefore the probability for the electron to decay is larger.
The fact that the experimental width of ∆ ≈ 28 meV for the lowest binding en-
ergy of 40 meV is comparable to the experimental width at a binding energy
of 400 meV in the case of Cu(111)-p(2 × 2)Na [49] leads to the conclusion that
the contribution of electron–electron coupling to the lifetime is not large, since
Γe-e ∝ (E − EF)2 for E ≈ EF (see (4.40)). A recent calculation [87] indeed
revealed a large influence of electron–phonon coupling and of electrons cou-
pling to SBZ back folded states, but only a small influence of electron–electron
coupling with SBZ back folding for the QWS in the p(2× 2)-superstructure.
For the saturation coverage (Θ=0.25 ML), an additional occupied state has
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Figure 6.12: Experimental width in dependence on the binding energy for
Cu(111)-Cs. Error bars are the standard deviation obtained from more than
10 spectra in each case. The dashed line is a parabolic fit according to Eq. 4.40.
been detected. Fig. 6.13 shows a typical spectrum containing the QWS at
E = 15 meV and the additional state, labelled SS, at ESS = −440 meV with
a width of ∆SS = 63 meV. The binding energy of the state detected fits well
the binding energy of the surface state of the clean Cu(111) surface, which is
located at E0 = −445 meV with an experimental width of ∆0 = 30 meV [84].
However, the observation that the binding energy of the surface state does not
shift significantly with Cs coverage is in contrast to findings by Lindgren et
al. [171], who report on a shift of the binding energy of the surface state with
coverage and find that it is located at≈ −800 meV for the saturation coverage.
6.3.3 Dispersion relations
Dispersion relations were obtained for coverages of Θ = 0.15 ML, 0.20 ML
and 0.23 ML by recording dI/dU-maps of standing wave patterns of elec-
trons scattered at point defects. Fig. 6.14 shows examples for the coverage of
0.15 ML. In the constant-current images, the defect appears as an indentation
with a diameter of ≈1 nm, the surrounding area does not show any pattern.
In the dI/dU-maps, scattered electron waves form rings around the defect.
The ring structure is demonstrated for the case of U = 1.4 V by two sketched
circles. Since there is no structure in the constant-current images visible, a cor-
rection of the dI/dU-maps for the different tip-sample distance according to
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Figure 6.13: dI/dU-spectrum of the QWS and an additional occupied state, la-
belled SS on Cu(111)-Cs. The binding energy of the state SS is ESS = −440 meV,
its width is ∆SS = 63 meV.
(2.13) is not necessary.
The periodicity of the rings is the smaller the larger the tunneling voltage. The
scattering of electron waves at a point defect is described by [29]


















where k‖ is the component parallel to the surface of the wave vector, η0 a scat-
tering phase shift depending on the scatterer, and r the distance from the scat-
terer. (6.21) can be transformed into
ρ(k‖, r) ∝ 1 +
2
pik‖r
cos(2k‖r+ η0) sinη0. (6.22)








where ∆d is the difference in the diameter of two adjacent rings in the wave
pattern. Therefore, by measuring the diameters of the rings in the wave pat-
tern, the wave vector corresponding to the scanning voltage, i.e. the energy of
the electrons, can easily be obtained. For example, the diameters of the two
innermost circles observed at U = 1.4 V are 3.98 ± 0.1 nm and 5.97 ± 0.1 nm,
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Figure 6.14: Constant-current images and dI/dU-maps of scattering of the
QWS at a point defect for different voltages. In the constant-current images,
the defect appears as an indentation with a diameter of ≈1 nm. In the dI/dU-
maps, the contrast has been increased to enhance the visibility of the circular
pattern originating from the scattered electron waves; the defect therefore ap-
pears to be larger than in the constant-current images. In the dI/dU-map
for U = 1.4 V, the sketched circles indicate that the scattered wave forms
rings. The periodicity of the rings (marked by arrows) is decreasing with in-
creasing voltage. From this periodicity, the wave vector can be obtained (see
text).(Tunneling parameters: I=1 nA, 11.6 nm×11.6 nm)
leading to k‖ = (0.32± 0.03) A˚-1. A fit of (6.21) to a line profile taken from the
same map leads to the same result, as shown in Fig. 6.15. Since the oscillations
are not always clearly visible in the line profiles, the maps were evaluated by
measuring the ring diameters.
The resulting dispersion relations for the three coverages examined are shown
in Fig. 6.16 together with the binding energies E0 and effective masses m∗ ob-
tained by fitting the dispersion relation E = E0 +h¯2k2‖/2m
∗, where m∗ is given
in electron masses. The error ∆k‖ = 0.02 A˚-1 for every data point. The energy
value for k‖ = 0 is the binding energy of the QWS as obtained by dI/dU-
spectroscopy. The increase of the effective mass with increasing coverage has
also been observed in the case of Cu(111)-Na [172]. The tendency suggests that
the effective mass depends on the binding energy of the QWS [49].
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Figure 6.15: Line profile from a scattered QWS with a fit according to (6.21).
The result of the fit is k‖ = 0.32A˚-1.
Figure 6.16: Dispersion relations of Cu(111)-Cs for different coverages. The
solid lines are parabolic fits according to the model of the free electron gas.




In this work, an ultra-high vacuum scanning tunneling microscope which can
be operated at low temperatures (9 K, 55 K and 80 K) and room temperature
has been assembled. The system was extended by three parts: A PC based
controller for bake out was developed which is used for every bake out. The
STM was modified to allow heating of the sample. This has been tested so far
only for sample temperatures in the range of 80 K to 120 K with a base tem-
perature of 80 K. Calculations to predict the heating power to attain elevated
temperatures for different base temperatures were performed. Additionally, a
new vibration isolation stage for the cryostat was designed, mounted and set
into operation successfully.
The first system examined here is Cesium on Copper(111) at different cov-
erages. At the coverage of Θ = 0.05 ML, the layer forms a
√
19 ×√
19R23.4◦ superstructure. The ordering extends over large areas of more than
60 nm×60 nm, which is attributed to stabilization of the layer by surface-state
mediated interactions. For coverages Θ = 0.15 − 0.25 ML, ordered but incom-
mensurate overlayers were observed. The layer is rotated with respect to the
substrate, the angle of rotation depends on the coverage. The dependence is
similar to the one found for Ag(111)-Cs [105]. At Θ = 0.25 ML, which is the
saturation coverage at room temperature, the layer reveals many defects. This
is attributed to an island-growth mechanism of the layer where the defects
remain when the islands come into contact. The electronic properties of the
quantum well state (QWS) in the Cs layer are similar to the properties of the
QWS in Na on Cu(111) [49]. The binding energy of the QWS decreases with
increasing coverage. The QWS is an unoccupied state even for the satura-
tion coverage of Θ = 0.25 ML. The lifetime of excitations of the state increases
with increasing coverage, i.e. with decreasing binding energy. The compara-
tively short lifetime for Cu(111)-p(2 × 2)Cs and Cu(111)-p(2 × 2)Na [49] led
to the introduction of Brillouin Zone Backfolding as a new lifetime-limiting
process [87]. By acquiring dI/dU-maps, dispersion relations of the QWS for
different coverages were obtained. The effective mass increases with increas-
ing coverage as has been reported for Cu(111)-Na [49].
Preliminary results were obtained for Ag(111)-Cs and Si(111)-(7 × 7)In which
are presented in the appendices.
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The following two chapters present first experimental data for Ag(111)-Cs and
Si(111)-7×7-In. Due to lack of time, these results are preliminary.
Appendix A
Cesium on Silver(111)
Clean Ag(111) surfaces were prepared by repeated ion bombardment and an-
neal cycles. Cleanliness was checked with LEED. Cs was evaporated from
a standard Cs dispenser from SAES Getters, Italy. The evaporation rate was
monitored with a quartz balance. The rate of the quartz balance was later cal-
ibrated using atomically resolved STM images. After the preparation at room
temperature, the sample was transferred into the STM and cooled to 9 K.
At room temperature, the saturation coverage was found to be near, but
smaller than 1/3 ML [105, 173]. In accordance with this, no
√
3 × √3-
superstructure of Cs on Ag(111), corresponding to a coverage of 1/3 ML, was
observed in our experiments. Fig. A.1 shows a LEED image of the saturation
coverage obtained. The hexagonal symmetry of the Ag(111) surface is revealed
by intense reflection spots, marked yellow. In the middle between the spots
originating from the Ag(111) surface, there are two spots close to each other
(red). These spots originate from the Cs adlayer and form a line with the near-
est Ag(111) spots. Leatherman et al. concluded from a similar finding for the
same system that the structure of the Cs layer is incommensurate, but aligned
with the substrate [105]. From the distances of the spots as marked in Fig. A.1b,
the coverage can be calculated as follows: Using a printout of Fig. A.1, the dis-
tances have been maesured to R = (6.49± 0.04) cm, r1 = (3.57± 0.04) cm and
r2 = (3.57 ± 0.04) cm. Since the spots in LEED show the distances in recip-
rocal space, R corresponds to the reciprocal value of the interatomic distance
dAg-Ag = 2.89 A˚of adjacent Ag atoms: R = A/dAg-Ag, where is A is a constant
that takes the instrumental data into account. Accordingly, r1 = A/dCs-Ag;1
and r2 = A/dCs-Ag;2. Combining these equations, one obtains
di = d · R
r1
. (A.1)
From this, we obtain for the coverage (Θi = (dAg-Ag/drmCs-Ag;2)2)
Θ1 = (0.20± 0.01)ML, Θ2 = (0.30± 0.01)ML (A.2)
It is not possible to decide which of these coverage is the saturation coverage
using only the LEED image. Other coverages were determined by calibrating
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Figure A.1: a) LEED of Ag(111)-Cs at saturation coverage. The yellow circles
mark the reflection spots from the Ag(111) surface. The red circles mark the
split 2 × 2 spots. The blue circle marks an additional weak √3 × √3 spot.
(Electron energy: 56 eV) b) Sketch of the LEED pattern in a). The colors cor-
respond to the colors in a), except that yellow has been changed to black for
visibility. The split spots are located where the diffraction spots of a p(2 × 2)
structure would be. The splitting of the spots indicates that the interatomic
distance of Cs atoms changed compared to the p(2× 2) structure. The marked
distances are used to calculate the coverage as described in the text. The result
is Θ = (0.30 ± 0.01)ML. c) Left: Real-space model of the saturation coverage.
The adlayer is aligned with the substrate, but incommensurate. The additional
weak spots (blue in a) may indicate the existence of a (
√
3 × √3) structure,
sketched on the right.
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the quartz balance rate using atomically resolved constant-current images. The
highest coverage obtained this way was Θ = (0.25 ± 0.01)ML. Therefore it
can be concluded that the saturation coverage is Θ = (0.30 ± 0.01)ML. This
value is in good agreement withΘmax = 0.32 ML for temperatures below room
temperature by Leatherman et al. [105].
In the LEED pattern, there are also weak (
√
3 × √3) spots visible, which sug-
gests that domains with a (
√
3×√3) may also exist. Figure A.1c shows a real-




The development of the structure of Cs on Ag(111) in dependence on the cov-
erage is similar to that of Cs on Cu(111). Fig. A.2 shows constant-current
images of Ag(111)-Cs for different coverages. At the coverages 0.12 ML and
0.19 ML, regularly arranged white protrusions can be seen with mutual dis-
tances of (8.22±0.08) A˚and (6.63±0.07) A˚, resectively. The ordering is present
even across step edges. In the case of Θ = 0.19 ML, triangular defects are vis-
ible which originate from missing protrusions. The protrusions are therefore
identified as Cs atoms. With the interatomic distances obtained from these im-
ages, the quartz balance was calibrated. The coverage of 0.19 ML is in the range
where Leatherman et al. examined the rotational behavior of the adlayer [105].
The value of 14◦±2◦ found here corresponds to a coverage of 0.18 ML in their
findings, which is in good agreement with the coverage of 0.19 ML obtained
from the atomic distances.
In the constant-current images of the layer with Θ = 0.19 ML round defects
and circles around the defects can be seen. These defects are located in the
Ag(111) surface. Wahlstro¨m et al. [157] attributed the occurrence of similar
defects on Cu(111) to sulphur from the Cu bulk which diffuse to the surface
when annealing the sample too hot. They found similar rings around the de-
fects which they attribute to scattering of the Cu(111) surface state. We there-
fore conclude that the defects visible in constant-current images of the layer
with Θ = 0.19 ML originate from sulphur atoms in the Ag(111) surface, and
the rings around them arise from the scattered Ag(111) surface state.
At the coverage of Θ = 0.25 ML, there are many irregularly shaped defects.
At saturation coverage, the defects are smaller and round, about a third of
the defects is elongated. Atomic resolution was not obtained for these two
coverages.
The properties of the QWS were examined in the same way as described
in Chapter 6 for the case of Cu(111)-Cs (for details, see there): Using z(U)-
spectroscopy, the approximate position of the QWS was identified, and then
determined more precisely using dI/dU-spectroscopy. Fig. A.3 shows the re-
sult for the coverage-dependence of the binding energy of the QWS., which is
similar to the dependence found for Cu(111)-Cs. The binding energy decreases
as the coverage increases, a dependence that has been found for other systems
as Cu(111)-Na [49] and Cu(111)-Cs. The origin of this dependence has been
discussed in Chpater 6.
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Figure A.2: Constant-current images of Ag(111)-Cs for different coverages.
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Figure A.3: Binding energy of the quantum well state in dependence on the





Since silicon is the basis of semiconductor industries, its properties are of great
interest. In recent years, thin films of Indium on the Si(111)-(7 × 7) surface
have been examined to a great extent [174–177]. The superstructures form-
ing depend strongly on coverage and substrate temperature during deposi-
tion [176]. For coverages between 0.1 ML and 0.5 ML, a (
√
3 × √3)R30◦ and
a (
√
31 × √31) structure form. For larger coverages, a (4×1) structure forms,
and for coverages larger than 0.8 ML a (1×1), a (√7 × √3) and a (4×4) super-
structure arise [176]. While the low-coverage phases are semiconducting, the
high-coverage phases are metallic [177]. We examined a superstructure at very
low coverage, where no closed film has formed yet.
In the following section, the preparation of Si(111)-(7× 7) and characterization
are described. Then, our results on Indium on Si(111) are presented.
B.1 Silicon(111)-7×7
B.1.1 Preparation of Si(111)-7×7
The preparation of Si(111)-7 × 7 differs considerably from the preparation of
Cu or Ag samples. The sample does not need to be sputtered, but is prepared
by resistive heating only. The sample was cut from a Si(111) wafer by Siegert
Consulting e.K., Aachen, by courtesy of F. Ossendorf, University of Osnabru¨ck.
The data of the sample are listed in Tab. B.1. To provide the electrical contacts
to the sample, a sample holder was used, which is sketched in Fig. B.1. The
sample holder consists of two L-shaped pieces, which are held together by
screws and electrically isolated by ceramic spacers. To avoid a connection of
the Si sample to the middle part of the holder, there are stacks of 3-4 pieces of
Mo spot-welded to the ends of the holder. Clamps which are bent out of Mo




Dimensions 20 mm×5 mm
Thickness 500-550µm
Type of doping p
Dopant B
Resistivity 5-11Ω·cm
Table B.1: Data of the Si(111) sample, taken from the data sheet by Siegert
Consulting, Aachen.
Figure B.1: Sample holder for Si-samples. To two L-shaped parts of the holder
are electrically isolated by ceramic spacers. A stack of molybdenum sheets
carry the sample and two clamps hold the sample. The mounted sample is
shown on the right.
The sheets and clamps of the sample holder are made out of Mo to ensure
that the Si sample does not come in contact with any steel parts, since steel
contains nickel which contaminates the sample [178]. To avoid any possible
contact between the sample and the sample holder, the sample holder was
made out of Mo as well. The spot-welding of Mo on Mo turned out to be fairly
difficult. In the following, some hints are given for this task.
• The electrode has to be out of tungsten. The point of contact of the elec-
trode has to be very clean, otherwise the electrode will stick to the molyb-
denum. Since the spot-welding leaves white marks, supposedly of tung-
sten oxide, on the electrode, the electrode has to be cleaned by filing after
every use. [179]
• The voltage leading to good spot-welding results was 8 V. The current
was chosen as high as possible.
• The foil sticks best to the bulk Mo when the surface of the bulk is rough.
This can be achieved by filing the surface.
• Welding spots must not be put on top of each other. This is important
for the stack of Mo sheets: If the welding spot for the last sheet is above
a welding spot of a sheet below, the lower spot will break.
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Figure B.2: LEED images of Si(111)-7×7 at different voltages.
Although it is possible to spot weld Mo on Mo, the connection is not very
stable. Pieces can fall off the sample holder quite easily when touched. On this
account, the main parts of the sample holder were made out of steel in the end.
When using one of these sample holders, one must take care that the sample
does not touch the steel parts because this will lead to carbon contamination.
For the same reason, plastic tweezers must be used when mounting a sample.
The sample holder is degassed by mounting a sample (an old one is sufficient)
and applying 3.0 A for several hours.
Below are the instructions to prepare the Si(111)-7×7 reconstruction [180,181].
• New samples are degassed by heating them to ∼650-700◦C for 2 h. For
our samples, a current of 0.5 A was used.
• To clean the sample, it has to be heated to 1200◦C. To avoid a strong
increase of the pressure, the temperature is increased by a procedure
called ‘flashing’: Choose and preset a current which is some 0.1 A higher
than before. Then increase the voltage rapidly till the preset current is
reached. Keep the current up for 5 s, then turn it off fast. If the current
stays below 10-7 Pa during this flash, the current can be increased, oth-
erwise it has to be used once more. This procedure is repeated until the
sample reaches a temperature of 1200◦C.
For the samples used here, a current of ∼6 A was sufficient for this.
• After flashing the sample to 1200◦C one last time, reduce the current so
that the sample has a temperature of 900◦C. (Check the current needed
before!) Now decrease the current slowly so that the sample is cooled to
700◦C within two minutes. This produces the 7× 7-reconstruction.
• When reaching 700◦C, turn off the current and let the sample cool to
room temperature.
If the sample preparation was successful, LEED shows a typical, voltage de-
pendent pattern, which is shown in Fig. B.2.
A sample can be used several times, but has to be changed when the surface
gets a white shine or a lot of defects become visible.
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B.1.2 Scanning Tunneling Spectroscopy on Si(111)
A typical constant-current image of the Si(111)-7×7 surface is shown in
Fig. B.3. The sample shows the characteristic reconstruction with only few
Figure B.3: The 7×7-reconstruction of Si(111). The labels A, B, C, D mark the
positions where spectra were acquired. The spectra are shown in Fig. B.4.
(10 nm×10 nm; U = 4.0 V, I = 0.1 nA)
defects originating from missing atoms. Spectra were recorded on this surface
at different atomic positions, label as A, B, C, D in Fig. B.3. A set of spectra
obtained at these positions with the same parameters is shown in Fig. B.4. The
I(U)- as well as the dI/dU-spectra do not depend on the position they were
acquired. Furthermore, the I(U)-spectra show the behavior the I − V- char-
acteristics of a diode. In accordance with the vanishing conductivity in the
I(U)-curve is the observation that when using sample voltages below ∼1 V, the
tip is moved towards the sample by several A˚, and the surface is destroyed
afterwards, thus leading to the conclusion that the tip is in contact with the
surface.
The behavior of the I(U)-curves has been observed by Avouris and co-workers
[182] and can be explained by means of a Schottky-barrier. The band struc-
ture of the Schottky-barrier is sketched in Fig. B.5. When the metallic tip and
the p-doped semiconductor sample are separated, their vacuum levels are the
same, but their Fermi levels differ by ∆E (Fig. B.5a). When metal and semi-
conductor come in contact, this difference is retained at the junction while the
Fermi levels equalize at the same time. The valence and the conduction band
of the semiconductor will bend to fulfill both requirements (Fig. B.5b). When
a positive voltage is applied to the semiconductor, its Fermi level is lowered
and electrons can move from the metal to the semiconductor, and the junction
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Figure B.4: Spectra acquired on Si(111) at 9 K. a) I(U)-spectra, b) dI/dU-
spectra. A, B, C, D refer to the positions marked in Fig. B.3. The feedback loop
was frozen at U=3.0 V, I=0.1 nA, and the tip was moved towards the sample
by ∆z=7 A˚ before acquiring the spectra to obtain a larger signal.
is conductive (Fig. B.5c). When the bias is reversed (negative voltage to the
semiconductor), the Fermi level is raised, and electrons cannot move from the
metal to the semiconductor, the junction is insulating (Fig. B.5d).
B.2 Indium on Silicon(111)
Indium was evaporated onto the Si(111)-7× 7 surface from a ceramic crucible
which was heated and supported by a tungsten filament. The evaporator is
shown in Fig. B.6. The sample was at room temperature during deposition. A
large-scale constant-current image of Si(111)-In after an exposition of the the
sample to In for 15 s is shown in Fig. B.7a. On the surface, triangular protru-
sions are visible which are ordered hexagonally. The close-up view in Fig. B.7b
shows that each triangle consists of three protrusions which lie on top of Si
atoms. These protrusions are identified as In atoms. The model in Fig. B.7c
shows the adsorption geometry in more detail: In each unit cell of the Si(111)
surface, marked by the solid line, there are three In atoms (blue, dark) which
are adsorbed on top of Si(111) atoms (red, bright). This adsorption behavior is
similar to the behavior of NH3 on Si(111) as observed by Wolkow et al. [183].
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Figure B.5: Band structure in a junction of a metal (tip) and a p-doped semicon-
ductor. EVac: Vacuum level; EF;M: Fermi-level of the metal; EF;S: Fermi-level of
the semiconductor; EV, EC: Valence band edge and conduction band edge of
the semiconductor.
a) When the metal (tip) and the semiconductor are separated, the energy dif-
ference∆E arises between EF;M and EV because the vacuum levels of metal and
tip are the same. b) When in contact, the Fermi levels of metal and semicon-
ductor adjust. Because ∆E is fixed, the band structure of the semiconductor
has to bend. c) When applying a positive voltage to the semiconductor, its
Fermi level is lowered and electrons can move from the metal to the semicon-
ductor, the junction is conductive. d) When applying a negative voltage to the
semiconductor, its Fermi level is raised, electrons are blocked. The junction is
insulating. (Adapted from [45].)
They observed that NH3, after dissociating to NH2 and H, adsorbs preferen-
tially on top of Si so called center atoms which are the six atoms in the unit cell
that do not lie at the corners. Using STS, they found that the dangling bond
states of the center atoms are less occupied than the corresponding states of
the corner atoms, leading to a larger reactivity. This observation also explains
the preferred adsorption of In atoms on the center atoms of the Si(111)-(7×7)
surface.
The observed arrangement of In atoms appears to be a preliminary stage to the
Si(111)-(
√
31×√31)In superstructure as observed by Kraft et al. [176]. Imaging
the unoccupied states of this system, they found diamond shaped unit cells of
In consisting of two triangles with 6 resp. 10 In atoms. It is possible that this
structure develops from the structure observed here. However, it has to be
mentioned that imaging the occupied states did not reveal atomic resolution,
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Figure B.6: The In-evaporator. Chunks of In are in the ceramics tube, which
is heated and supported by the coil. The holder is a standard filament holder.
The evaporation parameters are I = 2.7 A, U = 10.2 V.
Figure B.7: a) Large-scale view of Si(111)-In. Hexagonally ordered bright
triangles are visible on the surface. (35 nm×35 nm; Tunneling parameters:
U = 2.0 V, I = 0.1 nA) b) Close-up view of the superstructure. Si atoms
of the surface are visible. The triangles consist of three bright protrusions.
(8.0 nm×8.0 nm; Tunneling parameters: U =2.0 V, I = 0.1 nA) c) Model of
Si(111)-(7×7)In. Red (bright): Si atoms; Blue (dark): In atoms; Solid line:
Si(111) unit cell. In each unit cell, there are three In atoms which are adsorbed
on top of Si atoms.
therefore the authors doubted that a simple geometric model could be applied
[176].
Constant-current imaging and dI/dU-mapping at different voltages, shown
in Fig. B.8, reveals the electronic properties. At voltages below 1.8 V, the In
atoms are not visible in constant-current images, only the reconstructed Si(111)
surface can be seen. At 1.8 V, the In atoms slowly appear, and are clearly vis-
ible at larger voltages. In dI/dU-maps, the density of states of the In atoms
become gradually brighter at voltages larger than 1.6 V.
The density of states of In on Si(111) has been studied for different superstruc-
tures with IPES by Hill et al. [177] They examined the (4×1) single-domain as
well as the three-domain structure and the (
√
3 × √3) structure. For each of
these structures they found that the DOS vanishes near the Fermi level. For
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the (
√
3 × √3) structure, which is closest in coverage to the structure exam-
ined here, the DOS has its first maximum at ≈1 eV and stays large for higher
energies. Taking into account that the tunneling current is the integral of the
LDOS, this can explain the invisibility of single In atoms on Si(111)-7×7.
The invisibility of In atoms raises the question if the tip might touch the atoms
during scanning since it is not retracted when moving over them. Indium
atoms have a diameter of 4 A˚, the covalent diameter is 3 A˚ [184]. Since the
tunneling current was rather small (0.1 nA), the tip-sample distance is large
enough (> 5 A˚) so that the tip does not touch the atoms.
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Figure B.8: Constant-current images (left) and dI/dU maps (right) of Si(111)-
In at different voltages. (8.0 nm×8.0 nm; Tunneling current: I = 0.1 nA; fil-
tered)
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Figure B.8 (continued): Constant-current images (left) and dI/dUmaps (right)
of Si(111)-In at different voltages. (8.0 nm×8.0 nm; Tunneling current: I =
0.1 nA; filtered)
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