ABSTRACT Background subtraction is one of the most fundamental and challenging tasks in computer vision. Many background subtraction algorithms work well under the assumption that the backgrounds are static over short time periods but degrade dramatically in dynamic scenes, such as swaying trees, rippling water, and waving curtains. In this paper, we propose an effective background subtraction method to address these difficulties by combining color features with texture features in the ViBe framework. Specifically, we present a novel local compact binary count (LCBC) feature that can capture local binary gray-scale difference information and totally discard the local binary structural information. The effective fusion of color and LCBC information significantly improves the performance of the ViBe model, making it very robust to background variations while still highlighting the moving objects. We further embed the total variation (TV) norm regularization technique into the proposed method, which can enhance the spatial smoothness of foreground objects, thereby further improving the accuracy of the method. We evaluate the proposed method against ten sequences containing dynamic backgrounds and show that our method outperforms many state-of-the-art methods in reducing the false positives without compromising the reasonable foreground definitions. The experimental results on challenging well-known data sets demonstrate that the proposed method works effectively on a wide range of dynamic background scenes.
I. INTRODUCTION
Background subtraction is generally regarded as an effective technique for detecting foreground objects in video sequences. Although it has been extensively studied over the years, background subtraction is still a challenging problem, especially in complex scenes. Among many challenges, difficulties caused by dynamic backgrounds are the The associate editor coordinating the review of this manuscript and approving it for publication was Habib Ullah. main aspects. To deal with these problems, many researchers have reported diverse techniques, a large number of conventional algorithms can be found in recent surveys [1] , [2] . Recent efforts focus on two major aspects: one is to develop ingenious background models and the other is to propose reliable feature representations.
The choice of background model is critical to the accuracy of foreground detection. In early works, the parametric background model was built for each pixel individually. In the parametric models [3] - [8] , each pixel in the scene can be VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ characterized by various parameter distributions. However, the parametric models often fail to handle outdoor scenes with strong background motion. This is mainly because they make restrictive assumptions that the pixel intensity follows a Gaussian distribution, which is not always correct. To address this problem, nonparametric models [9] - [17] were proposed and effectively improved the robustness, due to they can overcome some of the problems inherent in parametric models, such as continuous parameter estimation and the choice of suitable probability distribution functions. The landmark method in this regard called ViBe [13] was proposed by Barnich and Droogenbroeck. With the innovative mechanisms background modeling and the stochastic update strategy, ViBe has shown superior performance in computation speed and detection rate than many other state-of-the-art methods. However, it cannot efficiently handle dynamic backgrounds and noise since it uses only color values of pixels to create background models. Along with the development and improvement of background models, numerous reliable features [18] - [26] and feature selection techniques [27] - [30] were utilized to better address the challenges of background modeling. One of the most widely used features is the local binary pattern (LBP) [18] , which has shown excellent performance in background modeling due to its robustness to local variations and its computational simplicity. To further enhance the computational efficiency, the Center Symmetric LBP (CS-LBP) was proposed in [19] . In [20] , the authors extended LBP to Local Ternary Pattern (LTP) by using a threshold around zero to improve the robustness to noise. Scale-Invariant Local Ternary Pattern (SILTP) was proposed in [21] , which introduces a scale transform factor into LTP. Local Binary Similarity Pattern (LBSP) was proposed to improve the discriminability by employing inter and intra LBSP in background models [22] . Recently, Local SVD Binary Pattern (LSBP) was proposed in [23] , which can exploit the potential structure of the local regions to enhance the robustness to illumination changes and noise. However, the LBP and its variants are hand-crafted and not robust to frequent changes in pixels. To overcome these problems, a learning-based local binary descriptor, named a compact binary face descriptor (CBFD) [24] , has been proposed. This learned binary code is more adaptable to the data and has a stronger discriminative power than hand-crafted binary codes. He et al. [25] introduced the Local Compact Binary Descriptor (LCBD) to model backgrounds, and achieved encouraging performance.
In this paper, we propose a local compact binary count based nonparametric (LcbcBN) method to effectively detect foreground in dynamic scenes. In this method, we improve upon LCBD and present a novel Local Compact Binary Count (LCBC) descriptor to cope with dynamic backgrounds at the feature level. For each given image, pixel difference vectors (PDVs) in local patches are firstly extracted by computing the difference between each pixel and its neighboring pixels. Then, a feature mapping is learned to project these PDVs into low-dimensional binary vectors in an unsupervised manner. Thus, the redundancy information in PDVs is removed and compact binary codes are obtained. Finally, LCBC is obtained by counting the number of ones in the binary vector. Figure 1 illustrates the pipeline of the LCBC feature learning method. As stated before, ViBe cannot efficiently handle noise and dynamic backgrounds, as it uses only the color values of pixels to create background models. Although the texture features can work well for background modeling in many scenes, they may have limitations on large texture-less objects. On the other hand, the RGB color features are sensitive to illumination variations, but they are suitable for handling some scenes lacking texture. To benefit from the strengths of both feature spaces, in this paper, we combine texture features with RGB color features in the ViBe framework. Therefore, each pixel is characterized by its LCBC feature and color intensities, which can compensate for their respective flaws, resulting in better accuracy in terms of foreground detection in comparison with many stateof-the-art methods. To keep our method's implementation simple, there are no additional improvements to ViBe model other than a simplified Total Variation minimization step.
The main contributions of this work are: a novel local binary feature descriptor, LCBC, which can capture local binary gray-scale difference information and is robust to local variations; and an effective ViBe-based method to deal with highly dynamic scenes, relying on color and LCBC features; and the Total Variation (TV) minimization algorithm to enhance the spatial smoothness of foreground objects. To demonstrate the effectiveness of our method, we compare it with several state-of-the-art methods in ten surveillance dynamic scenes from I2R [31] and CDnet2014 [32] datasets.
The rest of this article is organized as follows. Section II introduces a brief review of the previous work. Section III gives a description of the proposed method. The experiments and result comparisons are discussed in Section IV, followed by the conclusions in Section V.
II. RELATED WORK
Over the recent past, various methods for foreground detection have been proposed. In this paper, we broadly divided the related methods into two categories: traditional methods and recent methods.
One of the most prominent methods in the first category are those based on statistical models. The pioneering technique in these models was proposed by Wren et al. [3] , who used a Gaussian distribution to model the background. Although this unimodal Gaussian method is very fast, it produces relatively poor segmentation results, and has a limited capacity for modeling real-world changes. To address this problem, a Gaussian mixture model (GMM) was proposed by Stauffer and Grimson [4] . Since then a series of variants [5] - [8] were proposed to improve the efficiency and robustness of the Gaussian model. Zivkovic and Heijden [5] proposed utilizing a Dirichlet prior to estimate the appropriate number of Gaussians for each pixel dynamically. To improve the For each test image, the PDVs are also extracted and encoded into binary codes using the learned feature mapping. Finally, we count the number of ones in each LCBD code and extract the corresponding LCBC code.
convergence rate of the Gaussian model, Lee [6] proposed the effective GMM (EGMM). Wang and Miller [7] proposed deriving new update equations by using EM and regularization. Considering the spatial relationship between the neighboring pixels instead of pixels individually, Varadarajan et al. [8] proposed a region-based GMM to handle dynamic backgrounds. These Gaussian model-based approaches work well for static scenes even containing gradual changing backgrounds. Kernel density estimation (KDE) is another class of traditional algorithms that has been reported in [9] - [11] . Unlike GMM-based techniques, the KDE based methods utilize the recent history values of each pixel to estimate the probability distribution of the background values. Despite some successes, these methods are often unsuitable for real-time operation, because they are computationally expensive.
One of the most widely used methods in the second category are those based on sample consensus [12] - [17] . Instead of a probability distribution function, Wang and Suter [12] developed a consensus-based method named SACON, which relies on recently observed pixels to determine if the new pixel belongs to foreground or background and then uses a first-in-first-out update strategy for each pixel. As further development, a seminal nonparametric method called ViBe was proposed by Barnich and Droogenbroeck [13] . Although it is superior to the aforementioned methods in speed and memory, ViBe cannot efficiently handle dynamic backgrounds and noise since it uses only color values of pixels to create background models. As we know, color values are not robust to local variations and noise. To date, many improved versions have been proposed [14] - [17] to address its weaknesses. Hofmann et al. [14] proposed a pixel-based adaptive segmenter (PBAS) method using an adaptive feedback scheme to cope with more complex environments. St-Charles et al. [15] , [16] took advantage of feedback mechanisms as well as spatiotemporal binary features and color information resulting in a more accurate background segmentation. More recently, Jiang and Lu [17] proposed a weight-sample-based method, which uses a minimum-weight update strategy and a reward-andpenalty weighting policy to obtain effective change detection. Unfortunately, these sample-based methods are often not well competent under dynamic scenes due to they are sensitive to noise and local variations.
Another class of popular algorithm in the second category is based on fuzzy logic, which has shown promising performance in background subtraction. El Baf et al. [33] proposed a specific method combining Type-2 Fuzzy and GMM to handle complex scenes. In another work, Zhao et al. [34] proposed the improved Type-2 Fuzzy GMM method by taking the spatial-temporal constraints into account. Chiranjeevi and Sengupta [35] proposed using inter-channel and intra-channel kernel fuzzy correlograms to detect foreground objects. Panda and Meher [36] proposed using fuzzy color difference histogram features to exhibit a significant improvement in the background subtraction.
By considering the low-rank and sparse properties, RPCA has been widely used in foreground detection. Due to dynamic backgrounds, the original RPCA cannot obtain satisfactory results in real scenes. To improve the performance of the original RPCA, new variants of RPCA [37] - [39] have been proposed in recent years. Javed et al. presented a spatiotemporal low-rank algorithm [37] for foreground detection, where spatial and temporal graph information is used to achieve excellent performance in dynamic scenes. Liu et al. [38] proposed a new low-rank and structured-sparse matrix decomposition method to refine RPCA-based foreground detection. Javed et al. [39] encoded spatiotemporal constraints by regularizing spectral graphs for estimating the robust background model.
Recently, unprecedented methods based on deep learning algorithms [40] - [43] have been proposed and obtain excellent results on various change detection scenarios. Braham and Droogenbroeck [40] proposed a novel foreground detection method using convolutional neural networks (CNNs), where a specific network is constructed for a certain scene. Sultana et al. [41] proposed a unified method by combining Generative Adversarial Network (GAN) with a semantic inpainting network. Ullah et al. [42] proposed a spatio-temporal deep CNN for pedestrian segmentation, which can exploit temporal information for spatial segmentation. A more detailed discussion of these deep learningbased foreground detection techniques can be found in recent surveys [43] .
There still exists many other algorithms to segment foreground. Sahin et al. [44] proposed using a sliding window and self-regulated learning-based updating strategy for change detection. In addition, several effective methods using social interaction information of different moving entities VOLUME 7, 2019 FIGURE 2. The method of extracting a PDV from a given image patch using our method. For each pixel in an image, we first compute the differences between the center pixel and its (2R + 1) * (2R + 1) neighboring pixels, where R is the radius of the patch, selected as 1 in this figure for easy illustration. These differences then form a vector which becomes the PDV feature of the pixel.
for pedestrian motion segmentation have been proposed in [45] - [47] .
III. THE PROPOSED METHOD
A. BRIEF REVIEW OF THE LCBD As described in [24] , the LCBD can be obtained as follows: first, for each given image, pixel difference vectors (PDVs) in local patches are extracted. N PDVs constitute the training Figure 2 illustrates an example of the extraction of a PDV from a given patch. Then, K hash functions are learned in an unsupervised manner to map
be the projection vector for the kth function. The kth binary code b nk of x n can be computed as:
where
To make them compact and discriminative, the binary codes can be formulated using the following optimization objective function:
where N is the number of PDVs which are extracted from the training samples, µ k is the mean of the kth binary code of all the PDVs, λ 1 and λ 2 are two parameters to balance the effects of different terms in (3). 
B. LOCAL COMPACT BINARY COUNT (LCBC)
Although it has proven to be a powerful local binary feature descriptor [24] and has shown excellent performance in background modeling [25] , LCBD may fail to deal with strong background motion. Therefore, we introduce other more robust characteristics to extend LCBD, making it more suitable for application to dynamic backgrounds.
In the original LCBD, each PDV is projected into a lowdimensional binary vector using a learned feature mapping. In the present LCBC, we only count the number of ones in the binary vector instead of encoding them (Figure 1 ). The main difference between LCBD and LCBC is that LCBD uses a local binary pattern to encode each pixel while LCBC merely counts the number of ones in the LCBD code. However, their meanings are very different: LCBD can extract local structure information, while LCBC merely focuses on the local binary difference information. Compared to LCBD, LCBC is more robust to dynamic backgrounds because it only extracts the local binary grayscale difference information and ignores the local binary structural information. The performance of LCBD and LCBC is illustrated in Figure 3 for ''canoe'' sequence from CDnet2014 dataset. As can be seen, two pixel blocks are labeled by red at the same positions of the two frames. Due to the rippling water, all these gray values are changed (the circled red pixels in Figure 3 (a) ). LCBD can cope with most of these variations, but two errors still occur (the circled red pixels in Figure 3 (b) ). As can be seen in Figure 3 (c) , LCBC is more robust than LCBD and produced no errors.
To illustrate the discriminative power of LCBD and LCBC, we test them on another dynamic background sequence. In Figure 4 , two video frames are taken from the ''overpass'' sequence from CDnet2014 dataset, where two pixel blocks are labeled by red and blue squares at the same position in the two frames. The red blocks both contain background motion, while in the blue blocks one contains static background and the other contains foreground. For each pixel in a given pixel block, the LCBD and the LCBC can be extracted. The histogram can then be computed for each block. In Figure 4(b) , the four histograms of LCBD are labeled with red and green, corresponding to the red and blue squares, respectively.
The four histograms of LCBC are illustrated in Figure 4(c) . Finally, the intersection of the histograms is used to measure the similarity of the two blocks. For LCBD, the interframe similarity of the red and the blue blocks are 51 and 17, respectively. For LCBC, the inter-frame similarity is 97 for the red blocks and 43 for the blue blocks. Although the red blocks for the two frames are both dynamic backgrounds, the inter-frame similarity based on LCBD does not reveal this well, but LCBC can detect this similarity. Although the LCBC codes do not represent micro-structure, the LCBC features can distinguish the different distributions of local pixels, which is similar to Local Binary Count (LBC) [48] .
C. REPRESENTATION OF BACKGROUND MODEL
To overcome the problem of ViBe algorithm being susceptible to noise and illumination changes, we model each pixel using both LCBC and RGB intensities and combine them with ViBe for segmenting the foreground from the background accurately. The ViBe model is well suited to the multifeature description of pixels. In our method, the background model B(x i ) of each pixel is composed of an array of M recently observed background samples:
A pixel x i is classified as background if its RGB value Int(x i ) and LCBC value LCBC(x i ) are both closer than the corresponding thresholds of at least #min of the M background samples.
when Equation 5 comes to 1 we get a match. #min is the minimum count of matches required for a background classification. If the matches are less than #min, pixel is classified as foreground. We use Euclidean distance for LCBC comparison, and L1 distance for color comparison, for computational efficiency. Updating the background model B is critical, to account for changes in background. We use a random update strategy, as used in ViBe. For a pixel x i classified as background, the corresponding background model values BInt k (x i ) and BLCBC k (x i ); k ∈ [1, M ], chosen at random from a uniform distribution, are replaced by the current pixel value Int k (x i ) and LCBC k (x i ), respectively. This update is performed with probability p = 1/T . The parameter T defines the update rate: the higher the value of T , the less likely it is that a pixel will be updated. As in [13] , we set T = 16. A randomly chosen pixel from the eight-pixel neighborhood is also updated with a probability of 1/T , with the background model at this neighboring pixel being replaced by its current color intensity and LCBC value. The detailed procedure of the proposed method using both LCBC feature and color intensities is described in Algorithm 1.
Algorithm 1 Background Subtraction Using Color and LCBC Features
Initialization: 1 for thefirstN frames do 2 Extract the projection matrices W using Equation ( 
D. TV-NORM MINIMIZATION
The proposed method is a pixel-wise method, which means that spatial correlations between pixels are ignored. In the proposed method, spatial smoothness is considered to further improve its accuracy on foreground object detection. There are many strategies to enhance the smoothness of an image, such as L2 regularization [49] , Total Variation (TV) minimization [50] , and Markov random field (MRF) [58] . Considering effectiveness and efficiency, TV-minimization approach is employed in the proposed method. The resulting output can benefit from spatial smoothing, which we performed using Total Variation (TV) minimization algorithm. As in previous work [50] , for a foreground frame obtained using our method, we calculate the TV-minimization problem as follows:
where · TV is the TV norm, FG is the foreground obtained by our method, F is the image to be recovered, and λ is a pos-VOLUME 7, 2019 itive weight for balancing the corresponding terms in (6) . The optimization function (6) can be solved by a TV-thresholding algorithm, with the parameters having the similar settings as those in [49] .
IV. EXPERIMENTAL RESULTS
In this section, we evaluate the proposed method (LcbcBN), using typical dynamic scenes. We implemented LcbcBN in MATLAB, running on the Windows10 platform with Intel Core i7-7700 CPU@3.60GHz, 3.60GHz and 16GB RAM. The effectiveness of the proposed method is demonstrated on publicly available challenging video sequences containing strong background motion, including ''Curtain'', ''Fountain'', ''Campus'', ''WaterSurface'', ''boats'', ''canoe'', ''fall'', ''fountain01'', ''fountain02'', and ''overpass'', obtained from the I2R [31] and CDnet2014 [32] datasets. The details of these ten dynamic background sequences are shown in Table 1 .
A. EVALUATION METRICS
To get an accurate evaluation of the effectiveness of the proposed method, the following seven evaluation metrics introduced in [32] where TP is the total number of true positives, FN is the total number of false negatives, TN is the total number of true negatives, and FP is the total number of false positives.
Recall, also known as detection rate, represents the percentage of detected true positives as compared to the total number of true positives in the ground truth. Specificity, also known as true negative rate, represents the percentage of correctly detected negatives over the total number of negatives. FPR, known as fall-out, measures the percentage of false positives out of the total number of negatives. FNR, known as miss rate, gives the proportion of false negative over the total number of positives. PWC represents the percentage of wrongly detected pixels over the total pixels. Precision, also known as positive prediction, that gives the percentage of detected true positives as compared to the total number of pixels detected by the method. In this paper, FM is used primarily, as it takes both the recall and precision into account, and has been widely accepted for the evaluation of detection results.
B. PARAMETER SETTINGS
Since the proposed method consists of several tunable parameters, a good set of parameters for optimal system performance need to be adjusted. For LCBC, we set one unique optimal set of parameters as follows: the radius of the neighborhood R = 3, extracted a 48-dimensional PDV for each pixel, and mapped them into K-bit (where K = 9) binary codes, and the parameter λ 1 = 0.001, and λ 2 = 0.0001. For ViBe algorithm, the parameter #min = 2, since this value has been demonstrated to be optimal [13] - [16] , and the other three parameters could be tuned for optimal performance: the number of components of the background model M ∈ {20, 25, 30, 40, 50, 60}, the Euclidean distance thresholding R LCBC ∈ {2, 3} and L1 distance thresholding R Int ∈ {20, 25, 30, 35}. Figure 5 shows the FM performance of the proposed method on each sequence with different M , R Int , and R LCBC parameter settings.
92334 VOLUME 7, 2019 FIGURE 5. FM performance of the proposed method on ten sequences with different parameter settings, and the optimal FM values are marked by the red squares.
FIGURE 6.
Segmentation results obtained with our method on the ''Curtain#23786'' (top row) sequence from I2R dataset [31] and the ''overpass#2508'' (bottom row) sequence from CDnet2014 dataset [32] . These sequences both contain important dynamic background elements.
(a) Input frame, (b) used Gray only, (c) used RGB only, (d) used RGB and LCBC but no TV, (e) used RGB, LCBC, and TV.
C. EFFECTS OF SEPARATE STAGES
In order to better understand the performance of the proposed method, the effects of each stage of the pipeline are analyzed. Figure 6 shows some segmentation results when only using gray information (Figure 6 (b) ), only using the color 
FIGURE 7.
FM comparisons of sequences with dynamic background from the I2R [31] and CDnet2014 [32] datasets for demonstrating the effects of each stage of the pipeline, using Gray only, RGB only, RGB and LCBC, and RGB, LCBC, and TV configurations of our method. [4] , (e) IGMM [5] , (f) KDE [9] , (g) LBP [18] , (h) MultiLayer [51] , (i) LOBSTER [52] , (j) ViBe [13] , (k) ViBe-rgb [13] , (l) PBAS [14] , (m) SuBSENSE [15] .
information ( Figure 6 (c) ), using both LCBC and color information ( Figure 6 (d) ), and using LCBC, color information and TV processing (Figure 6 (e) ). Since the page limitation, in Figure 6 , a short qualitative analysis on ''Curtain'' and ''overpass'' sequences is provided. In fact, all ten dynamic background sequences were tested, and a full quantitative (FM ) evaluation is presented in Figure 7 . The ''Curtain'' is an indoor dynamic background sequence containing a set of strongly waving curtains, and the ''Overpass'' is an outdoor dynamic background sequence with swaying trees and shimmering water surface. To handle those typical dynamic background changes, methods should tolerate background variations while maintaining sensitivity to detect real foreground objects. As it can be seen in Figure 6 (b), the algorithm using only gray failed to deal with such dynamic scenes, as many foregrounds are absorbed into background. Figure 6(c) shows that the algorithm using color intensities can detect most of the foregrounds, but it also produces some bad foreground blobs. After combining color features with LCBC features in ViBe algorithm (Figure 6(d)) , we obtain better performance, as they can compensate for their respective defects. However, we also observe that the problem of foreground false positives and false negatives cannot be completely solved. It is noticed that after adding TV-minimization algorithm (Figure 6(e) ), the version with the TV, is much more reliable. According to the average FM shown in Figure 7 , the RGB+LCBC+TV can promote the detection results and obtain superior performance over the other configurations. To better illustrate the key contributions of the proposed method, we compared the results of different ViBe-based model configurations in Table 2 . Note that these scores are the averages obtained over ten sequences. It is noticeable that ViBeRGB+LCBC+TV has the highest average FM , which is a more than 20% improvement compared to the original ViBe algorithm (ViBe-Gray). Since LCBC is based on the local binary grayscale difference information rather than local binary grayscale magnitudes, it is more robust to local variations than LCBD. From Table 2 it can be seen that the RGB+LCBC configuration (fourth row) has achieved more than 6% improvement in accuracy compared to the RGB+LCBD configuration (third row). Among all tested feature configurations, RGB+LCBC+TV is the best choice for dynamic background subtraction.
D. QUALITATIVE RESULTS
To properly evaluate our method, we compared the proposed method with ten popular state-of-the-art background methods: GMM [4] , IGMM [5] , KDE [9] , LBP [18] , SWCD [44] , Multilayer [51] , LOBSTER [52] , AAPSA [53] , IUTIS-2 [54] , and CL-VID [55] ; and six methods based on sample consensus: ViBe [13] , ViBe-rgb [13] , PBAS [14] , SuBSENSE [15] , WeSamBE [17] , and SBBS [56] . We have used the BGSlibrary [57] for the following algorithms: GMM, IGMM, KDE, Multilayer, LOBSTER, ViBegray, PBAS, and SuBSENSE. We have implemented the LBP method and ViBe-rgb method ourselves. The other results can be downloaded online via the CDnet website (http://www.changedetection.net/).
The first row of Figure 8 gives the detection results of the ''Curtain'' sequence, which contains significant motion of the curtains. Obviously, the proposed method worked very well in such a scene and the detection results are almost the same to the ground truth, and are superior to the other methods. SuBSENSE can detect most of the foregrounds, but it also produced some false positives. GMM, IGMM, MultiLayer, LOBSTER, ViBe, and PBAS failed to correctly detect the person, while KDE and LBP produced many false positives. The second row depicts a person walking in front of a spouting fountain. One can see that the proposed method can suppress the dynamic background and obtained the best results. GMM, IGMM, and KDE detected many false detections, and the other seven methods lost many true foregrounds. The third row gives the detection results of the sequence ''Campus'', which contains swaying tree branches. As illustrated, 
TABLE 4.
The performance comparison of the proposed method and ten state-of-the-art algorithms on the four dyanmic background sequences from I2R dataset [31] .
the results of the proposed method, SuBSENSE, and MultiLayer outperformed the other approaches. GMM, IGMM, KDE, and LOBSTER produced many false positives, and LBP, ViBe, ViBe-rgb, and PBAS failed to obtain complete foreground. The last row represents a scene containing a large area of water rippling. The results have shown that the proposed method can obtain better performance in dealing with such dynamic background than others. It is noted that GMM, MultiLayer, and PBAS cannot handle such a scene resulting in most foregrounds to be absorbed into the background.
To provide a better evaluation, as shown in Figure 9 , the proposed method was further tested on the other six typical dynamic background sequences, which are from the dynamic background category of the CDnet 2014 dataset [32] . These sequences depict outdoor scenes where there is significant dynamic motion in the background such as boats moving on shimmering water (boats sequence and canoe sequence), cars passing behind spouting fountains (fountain01 and fountain02 sequences), and pedestrians, cars, and trucks passing through scenes with trees shaking in the wind (fall sequence and overpass sequence). The first two columns of the Figure 9 represent boats on the shimmering water, one can see that only our method and SWCD performed relatively well, as it can remove water motion without sacrificing real foreground. LBP and ViBe produced many false alarms, while the other methods lost many foregrounds. In the ''fall'' scene, the proposed method, SWCD, and the other five sample-based methods (ViBe-rgb, PBAS, SuBSENSE, SBBS, and WeSamBE) can tolerate such background motions and obtained better results than the other methods. The fourth and fifth columns of Figure 9 depict cars passing behind fountains, one can see that SWCD, SuB-SENSE, SBBS, and WeSamBE can obtain better results than the other methods on both sequences. The proposed method, GMM, IGMM, KDE, MultiLayer, LOBSTER, IUTIS-2, and CL-VID cannot always remove the dynamic background motions. These methods yielded good results on ''fountain02'' sequence but gave inaccurate segmentation with large false positives on ''fountain01'' sequence. The last sequence, ''overpass'', depicts a pedestrian passing in front of swaying trees, only the proposed method, SWCD, CL-VID, and PBAS can obtain complete foreground regions and are found to be better than the others.
Overall, these sample consensus-based methods perform better than the others in most sequences, but they still produce relatively poor segmentation results in some dynamic backgrounds, such as shimmering water (''boats'', ''canoe'', and ''WaterSurface''), spouting fountain (''Fountain'' and ''fountain01''), and strongly swaying branches (''Campus'' and ''overpass''). In contrast to these approaches, our method copes with dynamic backgrounds reliably, removes background motions effectively, and produces better segmentation results, which are the closest to ground-truth references.
E. QUANTITATIVE EVALUATIONS
To properly evaluate the performance of the proposed method, two illustrations are presented to show our final results. The complete results of the proposed method on all ten dynamic background sequences are shown in Table 3 . We can see that the overall performance in the ''Curtain'', ''WaterSurface'', ''canoe'', ''fountain02'', and ''overpass'' sequences are very good, as in these scenes, the Re, Pr, and FM are all above 0.89. Yet, we would like to point out that the ''fountain01'' sequence poses the biggest difficulty, as it consists of many scattered fountains, which cause serious interference with foreground detection. In this case, both the Pr score and FM score are very low, less than 0.2, which seriously affects the overall Pr score and FM score of the proposed method. Table 4 shows the detected results on four dynamic background sequences from I2R. We compared the proposed method with classic and recent methods. Obviously, our method works much better than other methods and obtains the best the average FM in all these dynamic background scenes. Note that our method is significantly better than the ViBe-rgb method, this because LCBC can capture stable information in dynamic scenes. These results demonstrate the impact of LCBC features on the performance of ViBe-rgb. In particular, compared with ViBe-rgb method, the improvements made by our method on the ''Campus'' sequence is more than 12%, which is impressive. On the clearly, the LCBC features improve the detected results by color features. Table 5 reports the performances of the proposed method and other sixteen state-of-the-art methods on the dynamic category of CDnet 2014 dataset [32] . One can see that in three out of six sequences, our method is among top 2 with 1st position in two of them. In ''fountain02'' video sequence, our method ranks sixth among sixteen methods. This is a very good result, according to [15] , FM > 0.8 is considered an acceptable result. However, since it doesn't add the complex improvements such as the feedback scheme, and a rewardand-penalty weighting strategy, our method cannot work very well in the ''fall'' sequence compared with other samplebased methods (PBAS [14] , SuBSENSE [15] , SBBS [56] , and WeSamBE [16] ). For the ''fountain01'' scene, no method obtained an acceptable result (FM > 0.8). Unfortunately, our FIGURE 9. Segmentation results on six dynamic background sequences from CDnet2014 dataset [32] . method failed to handle the ''fountain01'' scene and got a very bad result (FM < 0.2). This is due to the fact that the many lasting fountains produce a lot of serious noise, which cannot be handled by ViBe-based methods, resulting in very low Pr and also the FM .
Overall, the proposed method can effectively cope with background motions and significantly outperforms the other approaches for most sequences containing dynamic backgrounds. Note that compared with the original ViBe methods (ViBe and ViBe-rgb), the proposed method obtained encouraging improvement on all video sequences. In particular, combining color features with LCBC in the ViBe framework results in an overall FM 5% improvement (Table 2) . This is because LCBC information is considered a good complement to the color features. Moreover, we also benefit from the strengths of the TV algorithm.
V. CONCLUSION
In this paper, we presented a simple and highly effective background subtraction method for foreground detection in highly dynamic scenes. Combining RGB color with LCBC features in the ViBe framework results in a significant increase in accuracy. Moreover, to further improve the efficiency and accuracy of the proposed method, the TV-norm regularization technique is then considered. Experimental results have demonstrated that the proposed method is quite capable of handling scenes with dynamic backgrounds effectively and performs favorably against many recent competitive algorithms when applying challenging dynamic background sequences. Since the proposed method is relatively simple and effective, it will be applied to other computer vision applications, such as human detection, traffic monitoring, and visual tracking.
