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Abstract
We design a new myopic strategy for a wide class of sequential design of exper-
iment (DOE) problems, where the goal is to collect data in order to to fulfil a
certain problem specific goal. Our approach, Myopic Posterior Sampling (MPS),
is inspired by the classical posterior (Thompson) sampling algorithm for multi-
armed bandits and leverages the flexibility of probabilistic programming and ap-
proximate Bayesian inference to address a broad set of problems. Empirically,
this general-purpose strategy is competitive with more specialised methods in a
wide array of DOE tasks, and more importantly, enables addressing complex DOE
goals where no existing method seems applicable. On the theoretical side, we
leverage ideas from adaptive submodularity and reinforcement learning to derive
conditions under which MPS achieves sublinear regret against natural benchmark
policies.
1 Introduction
Many real world problems fall into the design of experiments (DOE) framework, where one wishes
to design a sequence of experiments and collect data so as to achieve a desired goal. For example,
in electrolyte design for batteries, a chemist would like to conduct experiments that measure battery
conductivity in order to identify an electrolyte that maximises the conductivity. On a different day,
she would like to conduct experiments with different electrolyte designs to learn how the viscosity
of the electrolyte changes with design. These two tasks, black-box optimisation and active learning,
fall under the umbrella of DOE and are pervasive in industrial and scientific applications.
While several methods exist for specific DOE tasks, real world problems are broad and complex, and
specialised approaches have limited applicability. Continuing with the electrolyte design example,
the chemist can typically measure both conductivity and viscosity with a single experiment [18].
Since such experiments are expensive, it is wasteful to first perform a set of experiments to opti-
mise conductivity and then a fresh set to learn viscosity. It is preferable to design a single set of
experiments that simultaneously achieves both goals. Another example is metallurgy, where one
wishes to conduct experiments to identify phase transitions in an alloy as the composition of metals
changes [4]. Here and elsewhere, both the model and the goal of the experimenter are very appli-
cation specific and cannot be simply shoe-horned into formulations like black-box optimisation or
active learning.
To address these varied applications, we develop a general and flexible framework for DOE, where
a practitioner may incorporate domain expertise about the system via a Bayesian model and specify
her desired goal via a penalty function λ, which can depend on unknown system characteristics and
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the data collected during the DOE process. We then develop a myopic strategy for DOE, inspired by
posterior (Thompson) sampling for multi-armed bandits [50]. Our approach has two key advantages.
First, the Bayesian formulation allows us to exploit advances in probabilistic programming [5, 51]
to incorporate domain expertise without introducing complexity. Since experiments are typically
extremely expensive in applications, incorporating domain expertise is essential to achieving the
desired goal in few experiments. Probabilisitic programming offers an elegant method to do so.
Second, our myopic/greedy strategy is simple and computationally attractive in comparison with
policies that engage in long-term planning. Nevertheless, borrowing ideas from submodular optimi-
sation and reinforcement learning, we derive natural conditions under which our myopic policy is
competitive with the globally optimal one. Our specific contributions are:
1. We propose a flexible framework for DOE that allows a practitioner to describe their system
(via a probabilistic model) and specify their goal (via a penalty function). We also derive an
algorithm, Myopic Posterior Sampling (MPS), for this setting.
2. We implement MPS using probabilistic programming and demonstrate that it performs
favourably in a variety of synthetic and real world DOE problems. Despite our general for-
mulation, MPS is competitive with specialised methods designed for particular problems.
3. In our theoretical analysis, we explore conditions under which MPS, which learns about the sys-
tem over time, is competitive with myopic and globally optimal strategies that have full knowl-
edge of the system.
Related work: The classical results for (sequential) DOE focus on discrete settings [11, 42] or
linear models [14], which enable a more detailed characterization and refined analysis than we
provide. More recent work in the bandit community studies more complex non-linear models [2, 47,
48], but ignores temporal dependencies that arise in applications. We focus on posterior sampling
(PS) [50] as the bandit algorithm, since it has proven to be quite general and admits a clean Bayesian
analysis [44]. PS has been studied in a number of bandit settings [22, 30, 33], and some episodic
RL problems [21, 38, 40], where the agent is allowed to restart. In contrast, here we study PS on a
single long trajectory with no restarts.
Myopic/greedy policies are known to be near-optimal for sequential decision making problems with
adaptive submodularity [19], which generalizes submodularity and formalizes a diminishing returns
property. Adaptive submodularity has been used for several DOE setups including active learning [8,
10, 20] and detection [9], but these papers focus on characterizing applications that admit near-
optimal greedy strategies, and do not address the question of learning such a policy. As such, these
results are complementary to ours: adaptive submodularity controls the approximation error (the
difference between myopic- and globally-optimal strategies, both of which know the penalty λ),
while we control the estimation error (how close our learned policy is to the myopic optimal policy
that knows λ). As we show in Theorem 3, with adaptive submodularity, MPS can also compete
with the globally optimal non-myopic policy. Prior results for learning in (adaptive) submodular
environments are episodic and allow restarts [15, 16], which is unnatural in the DOE setup.
Our formulation can also be cast as reinforcement learning since at each round the agent makes a
decision (what experiment to perform) with the goal of minimizing a long-term cost (the penalty
function). One goal of our work is to understand when myopic “bandit-like" strategies perform
well in reinforcement learning environments with long-term temporal dependencies. There are two
main differences with prior work [28, 34, 38, 40, 49]: first, we make no explicit assumptions about
the complexity of the state and action space, instead placing assumptions on the penalty (reward)
structure and optimal policy, which is a better fit for our applications. More importantly, in our
setup, the true penalty is never revealed to the agent, and instead it receives side-observations that
provide information about an underlying parameter governing the environment. Lastly, our focus
is on understanding when myopic strategies have reasonable performance rather than on achieving
global optimality; it may be possible and interesting to extend these results to the general RL setting.
2 Set up and Method
Let Θ denote a parameter space, X an action space, and Y an outcome space. We consider a
Bayesian setting where a true parameter θ⋆ ∈ Θ is drawn from a prior distribution ρ0. A decision
maker repeatedly chooses an actionX ∈ X , conducts an experiment atX , and observes the outcome
YX ∈ Y . We assume YX is drawn from a likelihood P(·|X, θ⋆), with known distributional form.
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This process proceeds for n rounds, resulting in a data sequence Dn = {(Xj , YXj )}nj=1, which
is an ordered multi-set of action-observation pairs. With D denoting the set of all possible data
sequences, the goal is to minimise a penalty function λ : Θ×D → [0, 1]. In particular, we focus on
the following two criteria, depending on the application:
(a) Λ(θ⋆, Dn) =
n∑
t=1
λ(θ⋆, Dt) (b) λ(θ⋆, Dn), (1)
Here, Dt = {(Xj , YXj )}tj=1 denotes the prefix of length t of the data sequence Dn collected by
the decision maker. The former notion is the cumulative sum of all penalties, while the latter cor-
responds just to the penalty once all experiments have been completed. Note that since the penalty
function depends on the unknown true parameter θ⋆, the decision maker cannot compute the penalty
during the data collection process, and instead must infer the penalty from observations in order to
minimise it. This is a key distinction from existing work on reinforcement learning and sequential
optimisation, and one of the new challenges in our setting.
Example 1. A motivating example is Bayesian active learning [10, 20]. Here, actionsX correspond
to data points while YX is the label and P(y|x, θ) specifies an assumed discriminative model. We
may set λ(θ,Dn) = ‖τ(θ) − τˆ(Dn)‖22 where τ is a parameter of interest and τˆ is a predetermined
estimator (e.g. maximum likelihood or maximum a posteriori). The true penalty λ(θ⋆, Dn) is not
available to the decision maker since it requires knowing τ(θ⋆).
Notation: For each t ∈ N, let Dt = {{(Xj, YXj )}tj=1 : Xj ∈ X , YXj ∈ Y} denote the set of all
data sequences of length t, so thatD = ⋃t∈NDt. We use |D| to denote the length of a data sequence
andD ⊎D′ for the concatenation of two sequences. D ≺ D′ andD′ ≻ D both equivalently denote
thatD is a prefix ofD′. Given a data sequenceDt, we useDt′ for t′ < t to denote the prefix of the
first t′ action-observation pairs.
A policy for experiment design chooses a sequence of actions {Xj}j∈N based on past actions and
observations. In particular, for a randomised policy π = {πj}j∈N, at time t, an action is drawn
from πt(Dt−1) = P(Xt ∈ ·|Dt−1). Two policies that will appear frequently in the sequel are π⋆M
and π⋆G, both of which operate with knowledge of θ⋆. π
⋆
M is the myopic optimal policy, which,
from every data sequence Dt chooses the action X minimizing the expected penalty at the next
step: E[λ(θ⋆, Dt ⊎ {(X,YX)})|θ⋆, Dt]. On the other hand π⋆G is the non-myopic, globally optimal
adaptive policy, which in stateDt with n− t steps to go chooses the action to minimise the expected
long-term penalty: E[λ(θ⋆, Dt ⊎ {(X,YX)} ⊎Dt+2:n) | π⋆G, θ⋆, Dt]. Observe that π⋆G may depend
on the time horizon n while π⋆M does not.
Design of Experiments via Posterior Sampling
We present a simple and intuitive myopic strategy that aims to minimise λ based on the posterior of
the data collected so far. For this, first define the expected look-ahead penalty λ+ : Θ× D × X →
[0, 1] to be the expected penalty at the next time step if θ ∈ Θ were the true parameter and we were
to take action x ∈ X . Precisely, for a data sequenceD,
λ+(θ,D, x) = EYx∼P(Y |x,θ)
[
λt
(
θ, D ⊎ {(x, Yx)}
)]
. (2)
The proposed policy, presented in Algorithm 1, is called MPS (Myopic Posterior Sampling) and is
denoted πPSM . At time step t, it first samples a parameter value θ from the posterior for θ⋆ conditioned
on the data, i.e. θ ∼ P(θ⋆|Dt−1). Then, it chooses the action Xt that is expected to minimise the
penalty λ by pretending that θ was the true parameter. It performs the experiment atXt, collects the
observation YXt , and proceeds to the next time step.
Computational considerations: It is worth pointing out some of the computational considerations
in Algorithm 1. First, sampling from the posterior for θ⋆ in step 3 might be difficult, especially
in complex Bayesian models. Fortunately however, the field of Bayesian inference has made great
strides in the recent past seeing the development of fast techniques for approximate inference meth-
ods such as MCMC or variational inference [25, 36]. Moreover, today we have efficient probabilistic
programming tools [5, 51] that allow a practitioner to intuitively incorporate domain expertise via a
prior and obtain the posterior given data. Secondly, the minimisation of the look ahead penalty in
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Algorithm 1: MPS (πPSM )
Require: Prior ρ0 for θ⋆, Conditional distribution P(Y |X, θ).
1: D0 ← ∅.
2: for t = 1, 2, . . . do
3: Sample θ ∼ ρt−1 ≡ P(θ⋆|Dt−1).
4: ChooseXt = argminx∈X λ
+
t−1(θ,Dt−1, x).
5: YXt ← conduct experiment at Xt.
6: Set Dt ← Dt−1 ∪ {(Xt, YXt)}.
7: end for
step 4 can also be non-trivial, especially since it might involve empirically computing the expecta-
tion in (2). This is similar to existing work in Bayesian optimisation which assume access to such an
optimisation oracle [3, 47]. That said, in many practical settings where experiments are financially
expensive and can take several hours, these considerations are less critical.
Despite these concerns, it is worth mentioning that myopic strategies are still computationally far
more attractive than policies which try to behave globally optimally. For example, extending MPS
to a k step look-ahead might involve an optimisation over X k in step 4 of Algorithm 1 which might
be impractical for large values of k except in the most trivial settings.
Specification of the prior: In real world applications, the prior could be specified by a domain
expert with knowledge of the given DOE problem. In some instances, the expert may only be able
to specify the relations between the various variables involved. In such cases, one can specify the
parametric form for the prior, and learn the parameters of the prior in an adaptive data dependent
fashion using maximum likelihood and/or maximum a posteriori techniques [46]. While we adopt
both approaches in our experiments, we assume a fixed prior in our theoretical analysis.
3 Examples & Experiments
In this section, we give some concrete examples of DOE problems that can be specified by a penalty
function λ and present experimental results for these settings. We compare πPSM to random sam-
pling (RAND), the myopically optimal policy π⋆M which assumes access to θ⋆, and in some cases
to specialised methods developed for the particular problem. In the interest of aligning our experi-
ments with our theoretical analysis, we compare methods on both criteria in (1), although in these
applications, the final penalty λ(θ⋆, Dn) is more important than the cumulative one Λ(θ⋆, Dn).
High-level Takeaways: Despite being a quite general, πPSM outperforms, or performs as well as,
specialised methods. π
PS
M is competitive, but slightly worse than the non-realisable π
⋆
M. Finally π
PS
M
enables effective DOE in complex settings where no prior methods seem applicable.
Implementation details: One of the experiments in Section 3.1 admits analytical computation
of the posterior. In all other experiments, we use the Edward probabilistic programming frame-
work [51]. We use variational inference to approximate the posterior, and then draw a sample from
this approximation. The look-ahead penalty (2) is computed empirically by drawing 50 samples
from Y |X, θ for the sampled θ. We minimise λ+ by evaluating it on a fine grid and choosing the
maximum. We use grid sizes 100, 2500, and 27000 respectively for one, two and three dimensional
domains X .
3.1 Active Learning
Problem: As described previously, we wish to learn some parameter τ⋆ = τ(θ⋆)which is a function
of the true parameter θ⋆. Each time we query some X ∈ X , we see a noisy observation (label)
Y ∼ P(Y |X, θ⋆). We conduct two synthetic experiments in this setting. We use ‖τ⋆ − τˆ (Dn)‖22 as
the penalty where τˆ is a regularised maximum likelihood estimator. In addition to RAND and π⋆M,
we compare πPSM to the ActiveSelect method of Chaudhuri et al. [7].
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Figure 1: Results on the experiments. In all figures, the x axis is the number of experiments n. In the top
four figures, the y axis is the final penalty λ(θ⋆, n) at the nth iteration and in the bottom figures, it is the
cumulative penalty Λ(θ⋆, n). Lower is better in both cases. The first two columns are the active learning
problems (Sec. 3.1), the third is the posterior estimation problem (Sec. 3.2), and the fourth is the combined
objective problem (Sec. 3.3). All curves were averaged over at least 10 runs, and error bars indicate one
standard error.
Experiment 1: We use the following logistic regression model: Yx|x, θ ∼ N (fθ(x), η2) where
fθ(x) =
a
1+eb(x−c)
. The true parameter is θ⋆ = (a, b, c, η
2) and our goal is to estimate τ⋆ = (a, b, c).
The MLE is computed via gradient ascent on the log likelihood. In our experiments, we used a =
2.1, b = 7, c = 6 and η2 = 0.01 as θ⋆. We used normal priors N (2, 1), N (5, 3) and N (5, 3)
for a, b, c respectively and an inverse gamma IG(20, 1) prior for η2. As the action space, we used
X = [0, 10]. For variational inference, we used a normal approximation for the posterior for a, b, c
and an inverse gamma approximation for η2. The results are given in the first column of Figure 1.
Experiment 2: In the second example, we use the following linear regression model: Yx|x, θ ∼
N (fθ(x), 0.01) where fθ(x) =
∑16
i=1 θ∗iφ(x − ci). Here, φ(v) = 1√0.2π e−5‖v‖
2
2 and the points
c1, . . . , c16 were arranged in a 4 × 4 grid within [0, 1]2. We set θ∗i = g(ci), with g(v) =
sin(3.9π((v1 − 0.1)2 + v2 + 0.1)). Our goal is to estimate τ⋆ = θ⋆. As the action space, we
used X = [0, 1]2. The posterior for θ⋆ was calculated in closed form using a normal distribution
N (0, I16) as the prior. The results are given in the second column of Figure 1.
3.2 Posterior Estimation & Active Regression
Problem: Consider estimating a non-parametric function fθ⋆ , which is known to be uniformly
smooth. An action x ∈ X is a query to the function f , upon which we observe Yx = fθ⋆(x) + ǫ,
where E[ǫ] = 0. If the goal is to learn fθ⋆ uniformly well in L
2 error, i.e. with penalty
‖fθ⋆ − fˆ(Dn)‖2, adaptive techniques may not perform significantly better than non-adaptive
ones [52]. However, if our penalty was λ(θ⋆, Dn) = ‖σ(fθ⋆) − σ(fˆ(Dn))‖2 for some monotone
super-linear transformation σ, then adaptive techniques may do better by requesting more evalua-
tions at regions with high fθ⋆ value. This is because, λ(θ⋆, Dn) is more sensitive to such regions
due to the transformation σ.
A particularly pertinent instance of this formulation arises in astrophysical applications where one
wishes to estimate the posterior distribution of cosmological parameters, given some astronomical
data Q [41]. Here, an astrophysicist specifies a prior Ξ over the cosmological parameters Z ∈
X , and the likelihood of the data for a given choice of the cosmological parameters x ∈ X is
computed via an expensive astrophysical simulation. The prior and the likelihood gives rise to
an unknown log joint density1 fθ⋆ defined on X , and the goal is to estimate the the joint density
p(Z = x,Q) = exp(fθ⋆(x)) so that we can perform posterior inference. Adopting assumptions
from prior work [29] we model fθ⋆ as a Gaussian process, which is reasonable since we expect a
1 It is important not to conflate the astrophysical Bayesian model which specifies a prior over X with our
algorithm which assumes a prior over Θ.
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log density to be smoother than the density itself. As we wish to estimate the joint density, λ takes
the above form with σ = exp.
Experiment 3: We use data on Type I-a supernova from Davis et al [13]. We wish to estimate the
posterior over the Hubble constantH ∈ (60, 80), the dark matter fraction ΩM ∈ (0, 1) and the dark
energy fraction ΩE ∈ (0, 1), which constitute our three dimensional action space X . The likelihood
is computed via the Robertson-Walker metric. In addition to π⋆M and RAND, we compare π
PS
M
to Gaussian process based exponentiated variance reduction (GP-EVR) [29] which was specifically
designed for this setting. We evaluate the penalty via numerical integration. The results are presented
in the third column of Figure 1.
3.3 Combined and Customised Objectives
Problem: In many real world problems, one needs to design experiments with multiple goals. For
example, an experiment might evaluate multiple objectives, and the task might be to optimise some
of them, while learning the parameters for another. Classical methods specifically designed for
active learning or optimisation may not be suitable in such settings. One advantage to the pro-
posed framework is that it allows us to combine multiple goals in the form of a penalty function.
For instance, if an experiment measures two functions fθ⋆,1, fθ⋆,2 and we wish to learn f1 while
optimising f2, we can define the penalty as λ(θ⋆, Dn) = ‖fθ⋆,1 − fˆ1(Dn)‖2 + (max fθ⋆,2 −
maxXt,t≤n fθ⋆,2(Xt)). Here fˆ1 is an estimate for fˆ1 obtained from the data, ‖ ·‖ is the L2 norm and
maxXt,t≤n fθ⋆,2(Xt) is the maximum point of fθ⋆,2 we have evaluated so far. Below, we demon-
strate one such application.
Experiment 4: In battery electrolyte design, one tests an electrolyte composition under various phys-
ical conditions. On an experiment at x ∈ X , we obtain measurements Yx = (Yx,sol, Yx,vis, Yx,con)
which are noisy measurements of the solvation energy fsol, the viscosity fvis and the specific con-
ductivity fcon. Our goal is to estimate fsol and fvis while optimising fcon. Hence,
λ(θ⋆, Dn) = α‖fsol − fˆsol(Dn)‖2 + β‖fvis − fˆvis(Dn)‖2 + γ(max fcon − max
Xt,t≤n
fcon(Xt)),
where, the parameters α, β, γ were chosen so as to scale each objective and ensure that none of
them dominate the penalty. In our experiment, we use the dataset from Gering [18]. Our action
space X is parametrised by the following three variables: Q ∈ (0, 1) measures the proportion of
two solvents EC and EMC in the electrolye, S ∈ (0, 3.5) is the molarity of the salt LiPF6 and
T ∈ (−20, 50) is the temperature in Celsius. We use the following prior which is based off a
physical understanding of the interaction of these variables. fcon : X → R is sampled from a
Gaussian process (GP), fvis(Q,S, T ) = exp(−aT )gvis(Q,S) where gvis is sampled from a GP, and
fsol(Q,S, T ) = b + exp(cQ − dS − eT ). We use inverse gamma priors for a, b, d, e and a normal
prior for c. For variational inference, we used inverse gamma approximations for a, b, d, e, a normal
approximation for c, and GP approximations for fcon and gvis. We use the posterior mean of fsol
and fvis under this prior as the estimates fˆsol, fˆvis. We present the results in the fourth column of
Figure 1 where we compare RAND, πPSM and π
⋆
M. This is an example of a customised DOE problem
for which no prior method seems directly applicable.
3.4 Bandits & Bayesian Optimisation
Lastly, we mention that bandit optimisation is a self-evident special case of our formulation. Here,
the parameter θ⋆ specifies a function fθ⋆ : X → R. When we choose a point X ∈ X to eval-
uate the function, we observe YX = fθ⋆(X) + ǫ where E[ǫ] = 0. In the bandit framework,
the penalty is the instantaneous regret λ(θ⋆, Dn) = maxx∈X fθ⋆(x) − fθ⋆(Xn). In Bayesian
optimisation, one is interested in simply finding a single value close to the optimum and hence
λ(θ⋆, Dn) = maxx∈X fθ⋆(x) − maxt≤n fθ⋆(Xt). In either case, πPSM reduces to the Thompson
sampling procedure as argminx∈X λ
+(θ⋆, Dt−1, x) = argmaxx∈X fθ(x), where fθ is a random
function drawn from the posterior. Since prior work has demonstrated that Thompson sampling
performs empirically well in several bandit optimisation settings [6, 27, 31], we omit experimen-
tal results for this example. One can also cast other variants of Bayesian optimisation, including
multi-objective optimisation [26] and constrained optimization [17], in our general formulation.
6
4 Theoretical Analysis
In this section we derive theoretical guarantees for πPSM . Our emphasis is on understanding condi-
tions under which myopic learning algorithms can perform competitively with the myopic optimal
strategy π⋆M and even the globally optimal strategy π
⋆
G (see Section 2).
Let the loss Jn(θ⋆, π) of a policy π after n evaluations be the expected sum of cumulative penalties
for fixed θ⋆, i.e. Jn(θ⋆, π) = E[Λ(θ⋆, Dn)|θ⋆, π] where Dn is the data collected by π (Recall (1)).
For criterion (a), we are interested in upper boundingJn(θ⋆, π) in terms of Jn(θ⋆, π
⋆
M), which yields
a cumulative regret bound, and for criterion (b), we hope to bound E[λ(θ⋆, Dn) | θ⋆, π] in terms of
the analogous quantities for π⋆M, π
⋆
G, which serves as an final regret bound. Note that a comparison
with π⋆G on (a) is meaningless since it might take high penalty actions in the early stages in order to
do well in the long run. Our bounds will hold in expectation over θ⋆ ∼ ρ0.
The following proposition shows that without further assumptions, a non-trivial regret bound is im-
possible. Such results are common in the RL literature, and motivate several structure assumptions,
including small diameter [28] and episodic problems [12, 39].
Proposition 1. There exists a DOE problem where limn→∞ Eθ⋆∼ρ0 [Jn(θ⋆, π)−Jn(θ⋆, π⋆M)] = 1/2.
Proof. Consider a setting with uniform prior over two parameters θ0, θ1 with two actions X0, X1.
Set λ(θ0, D) = λ(θ1, ·) = 1{X1 ∈ D}. If θ⋆ = θ0, then π⋆M will repeatedly choose X0 and incur
cumulative (and final) loss 0 and similarly when θ⋆ = θ1. On the other hand, the first decision for
the decision maker must be the same for both choices of θ⋆ and hence the regret is 1/2.
Motivated by this lower bound, we will study a variety of conditions on the penalty function, under
which a policy can achieve sub-linear regret. We consider three such structural conditions, and our
results apply to environments satisfying any one of these conditions.
Condition 1 (Structural conditions). Consider the following three conditions:
1. Episodic Penalties. There exists H ∈ N such that for all t and allDt, we have
λ(θ⋆, Dt) = λ
(
θ⋆, {(Xj, YXj )}tj=t−⌊t/H⌋
)
Thus, the penalty at time t depends on at most the previousH action-observation pairs.
2. Recoverability. There exists α < 1 such that for data sequencesD1, D2 with λ(θ⋆, D1) ≤
λ(θ⋆, D2) + ǫ, we have
min
x∈X
EYx [λ(θ⋆, D1 ⊎ (x, Yx))] ≤ min
x∈X
EYx [λ(θ⋆, D2 ⊎ (x, Yx))] + αǫ.
The expectation is over the observation Yx ∼ P(y|x, θ⋆).
3. More data is better. LetDt, D
′
t′ ∈ D be data sequences of length t, t′ such thatDt ≺ D′t′ .
Then, for every k ∈ N, we have
E[λ(θ⋆, D
′
t′ ⊎Dt′+1:t′+k) | π⋆M, D′t′ ] ≤ E[λ(θ⋆, Dt ⊎Dt+1:t+k) | π⋆M, Dt]
In both expectations, the last k actions are chosen by π⋆M.
Condition 1.1 reduces the problem to an episodic one, since, when t is a multiple of H , it is as if
no data has been collected, corresponding to a reset. As a special case, when H = 1, we are in the
standard bandit setting. Condition 1.2 states that it is possible to choose an action from a “bad" data
sequence to improve, by a multiplicative factor of α, in comparison with choosing the best action
from a “good" data sequence. This condition is closely related to diameter/reachability conditions
in infinite horizon RL [28], which assume that every state (in particular a good state) is reachable
from every other in a small number of steps. Finally, condition 1.3 states that behaving like π⋆M for
k steps from some data sequence yields lower penalty than when behaving like π⋆M for k steps from
a prefix. Note that 1.2 and 1.3 involve θ⋆, particular actions and π
⋆
M; they suggest that good actions
exist, but these good actions are not known to the decision maker when θ⋆ is not known.
Before stating the main theorem, we introduce the maximum information gain, Ψn, which captures
the statistical difficulty of the learning problem.
Ψn = max
Dn⊂Dn
I(θ⋆;Dn). (3)
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Here I(·; ·) is the Shannon mutual information, and as such Ψn measures the maximum information
a set of n action-observation pairs can tell us about the true parameter θ⋆. The quantity appears as a
statistical complexity measure in many Bayesian adaptive data analysis settings [23, 35, 47]. Below,
we list some examples of common models which demonstrate that Ψn is typically sublinear in n.
Example 2. We have the following bounds on Ψn for common models [47]:
1. Finite sets: If Θ is a finite set, Ψn ≤ log(|Θ|) for all n.
2. Linear models: Let X ⊂ Rd, θ ∈ Rd, and Yx|x, θ ∼ N (θ⊤x, η2). For a multi-variate
Gaussian prior on θ⋆, Ψn ∈ O(d log(n)).
3. Gaussian process: For a Gaussian process prior with RBF kernel over X ⊂ Rd, and with
Gaussian likelihood, we have Ψn ∈ O(log(n)d+1).
We now state our main theorem for finite action spaces X under any one of the above conditions.
Theorem 2. Assume any one of conditions 1.1-1.3 hold. Let B = H under condition 1.1, B =
1/(1− α) under condition 1.2, and B = 2 under condition 1.3. Then if X is finite,
E[Jn(θ⋆, π
PS
M )− Jn(θ⋆, π⋆M)] ≤ B
√
n|X |Ψn
2
.
Theorem 2 establishes a sublinear regret bound for πPSM against π
⋆
M. The |X | term captures the com-
plexity of our action space and Ψn captures the complexity of the prior on θ⋆. The
√
n dependence
is in agreement with prior results for Thompson sampling [32, 39, 45]. Thus, under any of the above
condition, πPSM is competitive with the myopic optimal policy π
⋆
M, with average regret tending to 0.
To compare with the globally optimal policy π⋆G, we introduce the notions of monotonicity and
adaptive submodularity [19].
Condition 2. (Monotonicity and Adaptive Submodularity) Assume that λ is monotone, meaning that
forD ∈ D, x ∈ X , we have E[λ(θ⋆, D⊎{(x, Yx)})] ≤ λ(θ⋆, D). Assume further that λ is adaptive
submodular, meaning that for all D ≺ D′, x ∈ X , we have
E[λ(θ⋆, D ⊎ {(x, Yx)})]− λ(θ⋆, D) ≥ E[λ(θ⋆, D′ ⊎ {(x, Yx)})]− λ(θ⋆, D′).
In words, monotonicity states that adding more data reduces the penalty in expectation, while adap-
tive submodularity formalises a notion of diminishing returns. That is, performing the same action
is more beneficial when we have less data. It is easy to see that some assumption is needed here,
since even in simple episodic problems π⋆M can be arbitrarily worse than π
⋆
G. Under Condition 2 it
is known that that π⋆M closely approximates π
⋆
G, and using this fact, we have the following result for
π
PS
M :
Theorem 3. Assume that λ satisfies condition 2 and one of conditions 1.1-1.3. Let µ = 1 − λ and
define B as in Theorem 2. Then, for all γ < 1, we have
E[µ(θ⋆, Dn)|Dn ∼ πPSM ] ≥ (1− γ)E[µ(θ⋆, D⋆γn)|D⋆γn ∼ π⋆G]−B
√
|X |Ψn
2n
.
The theorem is stated in terms of the final “reward" µ = 1−λ, which is more natural for submodular
optimisation. In terms of this reward, the theorem states that πPSM in n steps is guaranteed to perform
up to a 1 − γ factor as well as π⋆G executed for γn < n steps, up to an additive
√
Ψn/n term. The
result captures both approximation and estimation errors, in the sense that we are using a myopic
policy to approximate a globally optimal one, and we are learning a good myopic policy from data.
In comparison, prior works on adaptive submodular optimisation focus on approximation errors and
typically achieve 1−1/e approximation ratios against the n steps of π⋆G. Our bound is quantitatively
worse, but focusing on a much more difficult task, and we view the results as complementary. We
finally note that an analogous bound holds against π⋆M, since it is necessarily worse that π
⋆
G.
Finally, we mention that the above results can be generalised to very large or infinite action spaces
under additional structure on the problem using known techniques [1, 45]; this is tangential to the
goal of this paper. Algorithm 1 can be applied as is in either synchronously or asychronously parallel
settings with m workers. By following the analysis for parallel Thompson sampling for Bayesian
optimisation [31], one can obtain results similar to Theorems 2 and 3 with mild dependence onm.
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5 Conclusion
This paper studies myopic algorithms for sequential design of experiments in a Bayesian setting.
Our formulation is quite general, allowing practitioners to incorporate domain knowledge via a
probabilistic model, and specify design goals via a penalty function that may depend on system
characteristics. We also exploit advances in probabilistic programming for further generality and
ease of use. Our empirical results demonstrate that our general formulation has broad applicabil-
ity. Our algorithm performs favourably in comparison with more specialised methods, and more
importantly, enables complex DOE tasks where existing methods are not applicable. Our theoret-
ical results establish conditions under which a myopic algorithm based on posterior sampling is
competitive with myopic and globally optimal policies, both of which know the underlying system
parameters. A natural theoretical question for future work is to study policies with k-step lookahead,
interpolating between myopic policies and fully optimal ones.
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A Some Ancillary Material
We will need the following technical results for our analysis. The first is a version of Pinsker’s
inequality.
Lemma 4 (Pinsker’s inequality). Let X,Z ∈ X be random quantities and f : X → [0, B]. Then,∣∣E[f(X)]− E[f(Z)]∣∣ ≤ B√ 12KL(P (X)‖P (Z)).
The next, taken from Russo and Van Roy [45], relates the KL divergence to the mutual information
for two random quantitiesX,Y .
Lemma 5 (Russo and Van Roy [45], Fact 6). For random quantitiesX,Z ∈ X ,
I(X ;Z) = EX [KL(P (Y |X)‖P (Y ))].
The next result is a property of the Shannon mutual information.
Lemma 6. Let X,Y, Z be random quantities such that Y is a deterministic function of X . Then,
I(Y ;Z) ≤ I(X ;Z).
Proof. Let Y ′ capture the remaining randomness inX so thatX = Y ∪Y ′. Then, since conditioning
reduces entropy, I(Y ;Z) = H(Z)−H(Z|Y ) ≤ H(Z)−H(Z|Y ∪ Y ′) = I(X ;Z).
B Proofs
B.1 Notation and Set up
In this subsection, we will introduce some notation, prove some basic lemmas, and in general, lay the
groundwork for our analysis. P,E denote probabilities and expectations. Pt,Et denote probabilities
and expectations when conditioned on the actions and observations up to and including time t, e.g.
for any eventE, Pt(E) = P(E|Dt). For two data sequencesA,B, A⊎B denotes the concatenation
of the two sequences. When x ∈ X , Yx will denote the random observation from P(Y |x, θ).
Let Dt ∈ Dt be a data sequence of length t. Then, Qπ(Dt, x, y) will denote the expected total
penalty when we take action x ∈ X , observe y ∈ Y and then execute policy π for the remaining
n− t− 1 steps. That is,
Qπ(Dt, x, y) = E
[
Λ(θ⋆, Dt ⊎ {(x, y)} ⊎ Ft+2:n)
]
(4)
=
t∑
j=1
λ(θ⋆, Dj) + λ(θ⋆, Dj ⊎ {(x, y)}) + EFt+2:n
[ n∑
j=t+2
λ(θ⋆, Dj ⊎ {(x, y)} ⊎ Ft+2:j)
]
.
Here, the action-observation pairs collected by π from steps t+ 2 to n are Ft+2:n. The expectation
is over the observations and any randomness in π. While we have omitted for conciseness, Qπ is a
function of the true parameter θ⋆. Let d
t
π denote the distribution of Dt when following a policy π
for the first t steps. We then have,
J(θ⋆, π) = EDt∼dtπ
[
EX∼π(Dt)[Q
π(Dt, X, Y )]
]
, (5)
where, recall, YX is drawn from P(Y |X, θ⋆). The following Lemma decomposes the regret
Jn(θ⋆, π) − Jn(θ⋆, π⋆M) as a sum of terms which are convenient to analyse. The proof is adapted
from Lemma 4.3 in Ross and Bagnell [43].
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Lemma 7. For any two policies π1, π2,
J(θ⋆, π1)− J(θ⋆, π2) =
n∑
t=1
EDt−1∼dt−1π1
[
EX∼π1(Dt−1) [Q
π2(Dt−1, X, YX)]− EX∼π2(Dt−1) [Qπ2(Dt−1, X, YX)]
]
Proof. Let πt be the policy that follows π1 from time step 1 to t, and then executes policy π2 from
t+ 1 to n. Hence, by (5),
J(θ⋆, π
t) = EDt−1∼dt−1π1
[
EX∼π1(Dt−1)[Q
π2(Dt−1, X, YX)]
]
= EDt∼dtπ1
[
EX∼π2(Dt)[Q
π2(Dt, X, YX)]
]
.
The claim follows from the observation, J(θ⋆, π1) − J(θ⋆, π2) = J(θ⋆, πn) − J(θ⋆, π0) =∑n
t=1 J(θ⋆, π
t)− J(θ⋆, πt−1).
We will use Lemma 7 with π2 as the policy π
⋆
M which knows θ⋆ and with π1 as the policy π whose
regret we wish to bound. For this, denote the action chosen by π when it has seen data Dt−1 as Xt
and that taken by π⋆M as X
′
t. By Lemma 7 and equation (4) we have,
Eθ⋆ [J(θ⋆, π)− J(θ⋆, π⋆M)] =
n∑
t=1
Et−1
[
Qπ
⋆
M(Dt−1, Xt, YXt)−Qπ
⋆
M(Dt−1, X ′t, YX′t)
]
.
Note that Et−1, which conditions on the data sequence Dt−1 collected by π, encompasses three
sources of randomness. The first is due to the randomness in the problem due to θ⋆ ∼ ρ0, the second
is due to the observations Y ∼ P(·|X, θ⋆), and the third is an external source of randomnessU used
by the decision maker in step 3 in Algorithm 1. While the actions {Xt}t chosen depends on all
sources of randomness, these three sources are themselves independent. For example, we can write
Et−1[·] = EU [Et−1,ρ[Et−1,Y [·]]] where EU captures the randomness by the decision maker, Et−1,ρ
due to the prior and Et−1,Y due to the observations. With this in consideration, define
qt(x, y) = EY,t+1:n[Q
π⋆M(Dt−1, x, y)], (6)
where EY,t+1:n is the expectation over the observations from time step t+1 to n. qt is the expected
total penalty when we have dataDt−1 collected by π, then execute action x at time t, observe y and
then follow π⋆M for the remaining time steps. Note that qt is a deterministic function of θ⋆, x, and
y since π⋆M is a deterministic policy and the randomness of future observations has been integrated
out. We can now write,
E[J(θ⋆, π)− J(θ⋆, π⋆M)] =
n∑
t=1
Et−1
[
qt(Xt, YXt)− qt(X ′t, YX′t)
]
, (7)
where Et−1 inside the summation is over the randomness in θ⋆, the randomness of the policy in
choosingXt and the observations YXt , YX′t .
B.2 Proof of Theorem 2
Wewill let P˜t−1 denote the distribution ofXt givenDt−1; i.e. P˜t−1(·) = Pt−1(Xt = ·). The density
(Radon-Nikodym derivative) p˜t−1 of P˜t−1 can be expressed as p˜t−1(x) =
∫
Θ p⋆(x|θ)p(θ|Dt−1)dθ
where p⋆(x|θ) is the density of the maximiser given θ and p(θ|Dt−1) is the posterior density of θ
conditoned onDt−1. Hence,Xt has the same distribution asX ′t; i.e. Pt−1(X
′
t = ·) = P˜t−1(·). This
will form a key intuition in our analysis. To this end, we begin with a technical result, whose proof
is adapted from Russo and Van Roy [45]. We will denote by It−1(A;B) the mutual information
between two variables A,B under the posterior measure after having seen Dt−1; i.e. It−1(A;B) =
KL(Pt−1(A,B)‖Pt−1(A) · Pt−1(B)).
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Lemma 8. Assume that we have collected a data sequence Dt−1. Let the action taken by π
PS
M at
time instant t with Dt−1 beXt and the action taken by π⋆M beX
′
t. Then,
Et−1[qt(Xt, YXt)− qt(X ′t, YX′t)] =
∑
x∈X
(
Et−1[qt(x, Yx)]− Et−1[qt(x, Yx)|X ′t = x]
)
P˜t−1(x)
It−1(X ′t; (Xt, YXt)) =
∑
x1,x2∈X
KL(Pt−1(Yx1 |X ′t = x2)‖Pt−1(Yx1)) P˜t−1(x1)P˜t−1(x2)
Proof. The proof for both results uses the fact that Pt−1(Xt = x) = Pt−1(X ′t = x) = P˜t−1(x).
For the first result,
Et−1[qt(Xt, YXt)− qt(X ′t, YX′t)]
=
∑
x∈X
Pt−1(Xt = x)Et−1[qt(Xt, YXt)|Xt = x]−
∑
x∈X
Pt−1(X ′t = x)Et−1[qt(X
′
t, YX′t)|X ′t = x]
=
∑
x∈X
Pt−1(Xt = x)Et−1[qt(x, Yx)]−
∑
x∈X
dPt−1(X ′t = x)Et−1[qt(x, Yx)|X ′t = x]
=
∑
x∈X
(
Et−1[qt(x, Yx)]− Et−1[qt(x, Yx)|X ′t = x]
)
P˜t−1(x) .
The second step uses the fact that the observation Yx does not depend on the fact that x may have
been chosen by πPSM ; this is because π
PS
M makes its decisions based on past dataDt−1 and is indepen-
dent of θ⋆ given Dt−1. Yx however can depend on the fact that x may have been the action chosen
by π⋆M which knows θ⋆. For the second result,
It−1(X ′t; (Xt, YXt)) = It−1(X
′
t;Xt) + It−1(X
′
t;YXt |Xt) = It−1(X ′t;YXt |Xt)
=
∑
x1∈X
Pt−1(Xt = x1) It−1(Xt;YXt |Xt = x) =
∑
x1∈X
P˜t−1(x1)d(x) It−1(X ′t;Yx1)
=
∑
x1∈X
P˜t−1(x1)d(x)
∑
x2∈X
Pt−1(X ′t = x2)KL(P(Yx1 |X ′t = x2)‖P(Yx1))
=
∑
x1,x2∈X
KL(Pt−1(Yx1 |X ′t = x2)‖Pt−1(Yx1)) p˜t−1(x1)p˜t−1(x2)
The first step uses the chain rule for mutual information. The second step uses that Xt is chosen
based on an external source of randomness and Dt−1; therefore, it is independent of θ⋆ and hence
X ′t givenDt−1. The fourth step uses that Yx1 is independent of Xt. The fifth step uses lemma 5 in
Appendix A.
The next Lemma uses the conditions on λ given in Condition 1 to show that qt (6) is bounded. This
essentially establishes that the effect of a single bad action is bounded on the long run penalties.
Lemma 9. LetB be as given in Theorem 2 for any of conditions 1.1-1.3. Then, sup qt− inf qt ≤ B.
Proof. In this proof, (x, y), (x′, y′) ∈ X × Y will be two pairs of action-observations. Denote the
action-observations pairs when following π⋆M after (x, y) by Ht:n, i.e. Ht:n starts with (x, y) and
has length n − t + 1. Similarly define H ′t:n for (x′, y′). Then qt(x, y) − qt(x′, y′) = EY,t+1:n[rt],
where,
rt = Λ(θ⋆, Dt−1 ⊎Ht:n)− Λ(θ⋆, Dt−1 ⊎H ′t:n)
=
n∑
j=t
(
λ(θ⋆, Dt−1 ⊎Ht:j)− λ(θ⋆, Dt−1 ⊎H ′t:j)
)
(8)
We will now prove qt(x, y)− qt(x′, y′) ≤ B separately for each condition.
Condition 1.1: Under this setting, π⋆M which knows θ⋆, will behave identically after the end of the
current episode. This is because the penalty at the next episode will not depend on the data collected
during the current episode. Therefore, the summation in (8) is from t to the end of the episode s. We
hence have, rt ≤ s− t ≤ H = B.
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Condition 1.2: Denote ǫj = λ(θ⋆, Dt−1 ⊎Ht:j)− λ(θ⋆, Dt−1 ⊎H ′t:j). ǫj is a random quantity for
j ≥ t + 1 as it depends on the observations. We have rt =
∑n
j=t ǫj . Observe that, at time step j,
π⋆M chooses the action to maximise EYx [λ(θ⋆, Dt−1 ⊎Ht:j ⊎ {(x, Yx)}] when starting with (x, y),
and EYx [λ(θ⋆, Dt−1 ⊎ H ′t:j ⊎ {(x, Yx)}] when starting with (x′, y′). Hence, condition 1.2 implies
that, EYj+1 [ǫj+1] ≤ αǫj . An inductive argument leads us to, EYt+1,...,Yj [ǫj] ≤ αj−tǫt. However,
since λ maps to [0, 1], ǫt ≤ 1. Hence EY,t+1:n[rt] ≤
∑
j α
j−tǫt ≤ 1/(1− α) = B.
Condition 1.3: For the purposes of this analysis, we will allow a decision maker to take no action
at time t− 1 and denote this by ∅, i.e. Dt−1 ⊎∅ ⊎ Ft+1:n means the action observation pairs were
Dt−1 from time 1 to t−1, then there was no action at time t and then from time t+1 to n, the action
observation pairs were Ft+1:n. In doing so, the decision maker incurs a penalty of λ(θ⋆, Dt−1) at
step t+ 1. Correspondingly, we have,
Λ(θ⋆, Dt−1 ⊎∅ ⊎ Ft+2:n) =
t−1∑
j=1
λ(θ⋆, Dj) + λ(θ⋆, Dt−1) +
n∑
j=t+2
λ(θ⋆, Dt−1 ⊎ Ft+1:j).
Adding and subtracting Λ(θ⋆, Dt−1 ⊎∅ ⊎H ′t+1:n−1)
)
to rt we have,
rt =
(
Λ(θ⋆, Dt−1 ⊎Ht:n)− Λ(θ⋆, Dt−1 ⊎∅ ⊎H ′t+1:n−1)
)
+ (9)(
Λ(θ⋆, Dt−1 ⊎∅ ⊎H ′t+1:n−1)− Λ(θ⋆, Dt−1 ⊎H ′t:n)
)
.
The second term above can be bounded by 1 since λ maps to [0, 1].
Λ(θ⋆, Dt−1 ⊎∅ ⊎H ′t+1:n−1)− Λ(θ⋆, Dt−1 ⊎H ′t:n) (10)
= λ(θ⋆, Dt−1) +
n−1∑
j=t+1
λ(θ⋆, Dt−1 ⊎H ′t:j)−
n∑
j=t+1
λ(θ⋆, Dt−1 ⊎H ′t:j)
= λ(θ⋆, Dt−1)− λ(θ⋆, Dt−1 ⊎H ′t:n) ≤ 1.
For the first term, we have,(
Λ(θ⋆, Dt−1 ⊎Ht:n)− Λ(Dt−1 ⊎∅ ⊎H ′t+1:n−1)
)
(11)
=
(
λ(θ⋆, Dt−1 ⊎ {(x, y)})− λ(θ⋆, Dt−1)
)
+
n∑
j=t+1
(
λ(θ⋆, Dt ⊎Ht:j)− λ(θ⋆, Dt ⊎H ′t:j−1)
)
.
Recall that the actions inHt:j are chosen to maximise the expected future rewards. By condition 1.3
and since Dt−1 ∪ {(x, y)} ⊃ Dt−1, each of the n − t terms in the RHS summation is less than or
equal to zero in expectation over the observations. Since λ(θ⋆, Dt−1 ⊎ {(x, y)}) − λ(θ⋆, Dt−1) ≤
1, the above term is at most 1 in expectation over EY,t+1:n. Combining this with (10) gives us
EY,t+1:n[rt] ≤ 2 = B.
We are now ready to prove theorem 2.
Proof of Theorem 2: Using the first result of Lemma 8, we have,
Et−1[qt(Xt, YXt)− qt(X ′t, YX′t)]2
=
(∑
x∈X
P˜t−1(x)
(
Et−1[qt(x, Yx)]− Et−1[qt(x, Yx)|X ′t = x]
))2
≤ |X |
∑
x∈X
P˜t−1(x)2
(
Et−1[qt(x, Yx)]− Et−1[qt(x, Yx)|X ′t = x]
)2
≤ |X |
∑
x1,x2∈X
P˜t−1(x1)P˜t−1(x2)
(
Et−1[qt(x1, Yx1)]− Et−1[qt(x1, Yx1)|X ′t = x2]
)2
≤ |X |B
2
2
∑
x1,x2∈X
P˜t−1(x1)P˜t−1(x2)KL(Pt−1(Yx1 |X ′t = x2)‖Pt−1(x1))
=
1
2
|X |B2It−1(X ′t; (Xt, YXt)) ≤
1
2
|X |B2It−1(θ⋆; (Xt, YXt))
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Here, the second step uses the Cauchy-Schwarz inequality and the third step uses the fact that the
previous line can be viewed as the diagonal terms in a sum over x1, x2. The fourth step uses a
version of Pinsker’s inequality given in Lemma 4 of Appendix A and the fifth step uses the second
result of Lemma 8. The last step uses Lemma 6 and the fact thatX ′t is a deterministic function of θ⋆
givenDt−1. Now, using (7) and the Cauchy-Schwarz inequality we have,
E[J(θ⋆, π
PS
M )− J(θ⋆, π⋆M)]2 ≤ n
n∑
t=1
1
2
|X |B2It−1(θ⋆; (Xt, YXt)) =
1
2
|X |B2I(θ⋆;Dn)
Here the last step uses the chain rule of mutual information in the following form,
∑
t
It−1(θ⋆; (Xt, YXt)) =
∑
t
I(θ⋆; (Xt, YXt)|{(Xj , YXj )}t−1j=1) = I(θ⋆; {(Xj , YXj )}nj=1).
The claim follows from the observation, I(θ⋆;Dn) ≤ Ψn.
B.3 Proof of Theorem 3
LetD be the data sequence collected by a policy π. For brevity, let λ¯(D) = E[λ(θ⋆, D)] denote the
expected penalty when executing policy π for given θ⋆. Note that λ¯ is a function of the policy π. For
example, if D1, D2 was collected by policies π1, π2, λ¯(D1 ⊎D2) will denote the expected penalty
of the policy which executes π1 for |D1| steps, then starts executing π2 without considering the data
collected by π1. We begin with the following Lemma which shows that π
⋆
M performs as well as the
globally optimal adaptive policy π⋆G up to a constant factor. Note that both π
⋆
M and π
⋆
G know θ⋆.
Lemma 10. Let D⋆⋆m be the data collected π
⋆
G inm steps andD
⋆
n be the data collected by π
⋆
M in n
steps. Then, under condition 2,
λ¯(D⋆n) ≤ λ¯(D⋆⋆m ) + e−
n
m
(
1− λ¯(D⋆⋆m )
)
Proof. The proof follows the analysis of of similar myopic algorithms under submodularity assump-
tions [24, 37]. We begin with the following calculations for t < n. For t ≤ n, let D⋆t be the first t
points collected by π⋆M, For j ≤ m, let D⋆⋆j be the first j points collected by π⋆G, andX⋆⋆j be the j th
point collected by π⋆G. We have,
λ¯(D⋆⋆m ) ≥ λ¯(D⋆t ⊎D⋆⋆m ) = λ¯(D⋆t ) +
m∑
j=1
(
λ¯(D⋆t ⊎D⋆⋆j )− λ¯(D⋆t ⊎D⋆⋆j−1)
)
(12)
≥ λ¯(D⋆t ) +
m∑
j=1
(
λ¯(D⋆t ⊎ {(X⋆⋆j , YX⋆⋆j )})− λ¯(D⋆t )
)
≥ λ¯(D⋆t ) +
m∑
j=1
(
λ¯(D⋆t+1)− λ¯(D⋆t )
)
Here, the first step uses monotonicity on λ (condition 2), and the second step is a telescoping sum.
The third step uses the diminishing returns property in condition 2 noting that D⋆t ⊎ D⋆⋆j−1 ⊃ D⋆t ;
note that X⋆⋆j is the last element of D
⋆⋆
j . The last step uses that π
⋆
M chooses the best next action in
expectation, and that it knows θ⋆, and hence E[λ(θ⋆, D
⋆
t+1)|Dt] ≤ E[λ(θ⋆, D⋆t ∪ {(x, Yx)})|Dt] for
all actions x ∈ X .
Now let δt = λ¯(D
⋆⋆
m )− λ¯(D⋆t ). Equation (12) takes the form, −δt ≥ m(δt+1 − δt) which implies
δt+1 ≤ (1 − 1/m)δt. Applying this recursively to obtain δn ≤
(
1 − 1/m)nδ0 ≤ e−n/mδ0 and
observing that δ0 = λ(∅)− λ(D⋆⋆m ) ≤ 1− λ(D⋆⋆m ) yields the result.
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Proof of Theorem 3. Let Dn be the data collected by π
PS
M . By monotonicity of λ¯, and the fact that
the minimum is smaller than the average we have λ¯(Dn) ≤ 1n
∑n
t=1 λ¯(Dt). Hence,
E[λ(θ⋆, Dn)] ≤ E
[
1
n
n∑
t=1
λ¯(D⋆t )
]
+B
√
|X |Ψn
2n
≤ E
[
λ¯(D⋆⋆m ) +
1
n
n∑
t=1
e−t/m
(
1− λ¯(D⋆⋆m )
)]
+B
√
|X |Ψn
2n
≤ E[λ(θ⋆, D⋆⋆m )] + (1− E[λ(θ⋆, D⋆⋆m )])
1
n
n∑
t=1
e−t/m +B
√
|X |Ψn
2n
≤ E[λ(θ⋆, D⋆⋆m )] + (1− E[λ(θ⋆, D⋆⋆m )])
(1 +m)e−1/m
n
+B
√
|X |Ψn
2n
.
Here, the first step uses Theorem 2, the second step uses Lemma 10 for each t. The third step
rearranges terms and the last step bounds the sum by an integral to obtain,
n∑
t=1
e−t/m ≤ e−1/m +
∫ ∞
1
e−t/mdt ≤ e−1/m +me−1/m.
Now, using m = γn and the fact that 1 + x ≤ ex for x > 0 we have (1 + m)e−1/m/n =
γ(1 + 1γn)e
−1/(γn) ≤ γ. The claim follows from the fact µ = 1− λ.
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