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An essential parameter for crystal growth is the kinetic coefficient given by the proportionality
between super-cooling and average growth velocity. Here we show that this coefficient can be
computed in a single equilibrium simulation using the interface pinning method where two-phase
configurations are stabilized by adding an spring-like bias field coupling to an order-parameter
that discriminates between the two phases. Crystal growth is a Smoluchowski process and the
crystal growth rate can therefore be computed from the terminal exponential relaxation of the order
parameter. The approach is investigated in detail for the Lennard-Jones model. We find that the
kinetic coefficient scales as the inverse square-root of temperature along the high temperature part
of the melting line. The practical usability of the method is demonstrated by computing the kinetic
coefficient of the elements Na, Mg, Al and Si from first principles. It is briefly discussed how a
generalized version of the method is an alternative to forward flux sampling methods for computing
rates along trajectories of rare events.
I. INTRODUCTION
Crystal growth is of paramount importance in many
branches of condensed matter physics [1, 2]. A important
parameter in phase field equations [3] describing crystal
growth is the kinetic coefficient defined as the proportion-
ality constant between super cooling (or super heating)
and the average interface growth (or melting) velocity
〈x˙s〉 [4, 5]. We define the kinetic coefficient M using the
difference in chemical potential between the two phases
µsl = µs − µl as a measure of super cooling (or super
heating):
〈x˙s〉 = −Mµsl (1)
In the spirit of the fluctuation-dissipation theorem [6] we
suggests to learn about the interface dynamics by inves-
tigating spontaneous fluctuations when a bias potential
is added to the Hamiltonian. Specifically, we determine
M indirectly in a computation where trajectories are
pinned to two-phase configurations (Fig. 1) by adding a
harmonic energy coupling to an order-parameter of crys-
tallinity [7, 8]. In effect, non-equilibrium crystal growth
is converted into a well-defined equilibrium problem. We
devise a stochastic model of fluctuations that assumes
Smoluchowski dynamics for crystal growth and show that
the growth rate can be inferred from the terminal expo-
nential relaxation of the order-parameter. The chemical
potential difference between the solid and the liquid µsl
is known from the average force exerted by the bias field
on the system, and thus the proportionality constant M
can be computed in a single equilibrium simulation.
The paper is organized as follows: Sec. II is a brief
introduction to the interface pinning method. In Sec. III
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FIG. 1. Sketch of an elongated periodic simulation box
containing a two-phase configuration. The projected interface
position, ignoring capillary waves, is xs = Ns/2XY ρs.
we motivate and give the solution to a stochastic model of
thermal fluctuations with and without a pinning poten-
tial. In Secs. IV and V we compute crystal growth rates
for the Lennard-Jones model and combine the method
with ab initio DFT to compute growth rates of the ele-
ments Na, Mg Al and Si. The paper is finalized with a
discussion of the method (Sec. VI). The Appendix gives
a detailed analysis of our stochastic model.
II. INTERFACE PINNING
In the following we give a brief review of the recently
proposed interface pinning method [7, 8] for studying the
solid-liquid phase transition. Consider a system ofN par-
ticles in an elongated periodic simulation cell as sketched
in Fig. 1. For the configuration R = (r1, r2, . . . , rN ) let
the system have the Hamiltonian H0(R). Hydrostatic
pressure is ensured by allowing the box length in the z-
direction to change and constant temperature is ensured
by connecting the momenta of the particles to a heat
bath. We refer to this as the NpzT -ensemble. When
the initial R is a two-phase configuration, the thermody-
namically stable phase will grow on the expense of the
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2other phase. In an interface pinning computation this is
avoided by adding an auxiliary spring-like energy term
with a spring constant κ and an anchor point Q¯ to the
Hamiltonian so that R is biased towards two-phase con-
figurations:
H(R) = H0(R) + κ
2
[Q(R)− Q¯]2. (2)
Here Q(R) is a measure of crystallinity of the system.
In practice we use long-range order as measured by the
magnitude of the collective density field |ρ(k)| [8] (unless
otherwise stated).
Q(R) = |ρ(k)| =
∣∣∣∣∣
N∑
i
exp(− ik · ri)
∣∣∣∣∣ , (3)
where k is a wavevector that corresponds to a Bragg
peak. The averaged force α the system exerts on Q is
proportional to the chemical potential difference between
the two phases:
α = Nµsl/Qsl. (4)
Here Qsl = Qs − Ql, and Qs and Ql are the mean val-
ues of the order parameter when the system is entirely
crystalline or liquid, respectively. When the system is
in equilibrium with respect to H, the relative position of
the interface stops moving up to thermal fluctuations and
the force α is balanced by the average force κ(〈Q〉 − Q¯)
of the spring-like bias-field. Thus, µsl can be computed
from the average spring force as follows:
µsl = Qslκ(〈Q〉 − Q¯)/N. (5)
Since we have used a harmonic pinning potential, the dis-
tribution of the order parameter will be Gaussian with
variance kBT/κ. The time evolution of the order param-
eter Q(t) depends on the trajectory R(t) that itself is de-
termined by H0. The main idea of the method suggested
in this paper is that if we can understand the time fluctu-
ations of Q(t) when the interface pinning field is applied,
we can deduce how the system evolves in the absence of
the interface pinning potential. In the following section
we devise a stochastic model that assumes that crystal
growth is an over-damped Smoluchowski process. From
this model we deduce the value of the kinetic growth co-
efficient M .
III. STOCHASTIC MODEL
This section suggests a simple model for the dynamics
of Q(t) that enables us to determine the value of M from
an interface pinning simulation. Assuming Newtonian
dynamics of R, the Q(t)-trajectory is deterministic and
uniquely defined from the initial values of R and R˙. We
are, however, only interested in the statistical behavior of
Q(t), e.g., the autocorrelation function 〈∆Q(0)∆Q(t)〉.
To this aim, we devise a stochastic model with an ef-
fective Hamiltonian that is a function of coarse-grained
coordinates. The equations of motion of these coordi-
nates include Langevin noise forces representing degrees
of freedom that have been neglected [9]. The essential
model parameter for determining M is “the friction con-
stant of crystal growth” γ. We determine the value of
this parameter by fitting the model to simulation results.
A. Effective Hamiltonian
As mentioned earlier, the interface pinning method re-
quires the definition of an order parameter Q(R) that
quantifies how much of the system is crystalline at the
configuration R, which gives the positions of all atoms.
Ideally, the order parameter Q should be proportional
to the number Nc of crystalline particles such that any
increase in Q corresponds to a growth of the crystalline
region. In practice, however, the crystallinity of the sys-
tem is measured using the Fourier transform of the den-
sity field as order parameter, Eq. (3). In this case, Q
changes not only due a decrease or increase of the num-
ber of crystalline particles, but also due to other spatial
fluctuations such as lattice vibrations. Thus, we write
the order parameter Q as a sum of two contributions,
Q(t) = q(t) + f(t), (6)
where q is assumed to be proportional to the number of
crystalline atoms and f takes into account fluctuations
that do not change the number of crystalline atoms. The
argument t emphasizes that all three variables Q, q, and
f evolve in time along the trajectory R(t) of the system.
In an interface pinning simulation, the order parame-
ter Q is computed explicitly, while the variable q, which
contains the relevant information about the growth of
the crystalline region and the motion of the interface,
is not directly accessible. To extract information about
the interface dynamics from the simulation, we therefore
construct a simplified two-dimensional model that sep-
arates the effect of q and f on the dynamics of Q. In
this model, q and f are the sole dynamical variables. We
postulate that their dynamics is governed by the effective
Hamiltonian
H(q, f, f˙) = αq + κ
2
(f + q − Q¯)2 + κf
2
f2 +
mf
2
f˙2. (7)
The first term on the right hand side, αq, arises from the
imbalance in chemical potential between solid and liquid,
which drives the growth (or decrease) of the crystalline
region. This term drives the interface motion in the ab-
sence of the pinning potential (κ = 0). The effective force
α is proportional to the difference in chemical potential,
µsl. The proportionality constant depends on the choice
of crystallinity order parameter, Eq. (4). The second
term, (κ/2)(f + q− Q¯)2, couples to Q = q+ f and holds
the interface fixed near a given position. The parameters
κ and Q¯ appearing in the pinning potential denote the
3force constant and the position of the bias, respectively.
The third term, (κf/2)f
2, reflects the harmonic poten-
tial energy experienced by phonon fluctuations. Finally,
the last term is the kinetic energy associated to the time
derivative f˙ of the phonon degree of freedom f , which
carries the effective mass mf . A kinetic energy term for
the coordinate q is not necessary, because the dynamics
of q is assumed to be overdamped.
B. Langevin equations of motion
Based on the effective Hamiltonian of Eq. (7) we next
devise stochastic equations of motion to describe the cou-
pled time evolution of q and f . Since the growth of the
interface separating the liquid from the crystalline phase
is slow on the molecular time scale, inertial effects in the
motion of the variable q are negligible, suggesting to de-
scribe its dynamics with an overdamped equation. In
contrast, lattice vibrations are fast which requires an un-
derdamped description for the dynamics of f . Thus on a
coarse-grained level, we expect the dynamics of q and f
to be governed by the following pair of coupled Langevin
equations,
γq˙ = −α− κ(f + q − Q¯) + ηq(t), (8)
mf f¨ = −κff − κ(f + q − Q¯)− γf f˙ + ηf (t). (9)
Here, γ and γf are friction constants associated with q
and f , respectively, and ηq(t) and ηf (t) are δ-correlated
Gaussian random forces. Both the friction and random
forces reflects the degrees of freedom neglected in the
simplified model [10]. The variance of the random forces
and the friction constants are related by the fluctuation-
dissipation theorem [6], 〈ηq(0)ηq(t)〉 = 2γkBTδ(t) and
〈ηf (0)ηf (t)〉 = 2γfkBTδ(t), where kB is the Boltzmann
constant, T is the temperature and the angular brack-
ets 〈· · · 〉 indicate a thermal average. Solving the above
Langevin equations yields q(t) and f(t), from which the
time evolution of Q(t) = q(t) + f(t) can be computed.
C. Solution of the stochastic model
To apply the model to simulation data we first con-
sider the autocorrelation function 〈∆Q(0)∆Q(t)〉 where
∆Q(t) = Q(t) − 〈Q〉. As shown in details in the
Appendix, this autocorrelation function is a sum of
three complex exponentials with rather complicated ar-
guments. To obtain a practical expression we consider
the long-time limit of the model and utilize the “separa-
tion of time scales”-assumption γ(1/κ+ 1/κf ) γf/κf :
lim
t→∞〈∆Q(0)∆Q(t)〉 =
kBT
κ
A exp
(
− t
τ
)
(10)
where A = κf/(κ+ κf ) is the strength and τ = γ(κ
−1 +
κ−1f ) is the characteristic time of the terminal relaxation.
α
γ
1/κ 1/κf
γf
mf
FIG. 2. Electric network model corresponding to the effec-
tive Hamiltonian and the Langevin equations for the interface
motion, Eqs. 7, 8 and 9.
Thus, the friction constant of crystal growth can be de-
termined from a fit to the terminal relaxation time as
γ = Aτκ. (11)
The kinetic coefficient of crystal growth M in Eq. (1) is
inversely proportional to the friction coefficient γ. The
proportionality constant depends on the specifics of the
simulations cell used. It is found by first taking the aver-
age time-derivative of the definition of xs schematically
depictured in Fig. 1, using that 〈N˙s〉 = 〈q˙〉∂〈Ns〉/∂〈q〉 =
〈q˙〉N/Qsl and γ〈q˙〉 = −α = −µslN/Qsl:
M = N2/2XY ρsQ
2
slγ. (12)
Since µsl is known from Eq. (5), the averaged crystal
growth rate 〈x˙s〉 can also be deduced.
It is easier to write up the complete solution in the fre-
quency domain. Let us consider the complex admittance,
i.e., the frequency dependent mobility µ(ω) of Q. From
the fluctuations of Q(t) it is possible to compute µ(ω)
using the fluctuation-dissipation theorem [6, 10] (see the
Appendix):
µ(ω) =
iω
kBT
∫ ∞
0
〈∆Q(0)∆Q˙(t)〉 exp(− iωt)dt. (13)
The complex admittance of the model is (see the Ap-
pendix)
µ(ω) =
[(
1
γ
+
1
iωmf + γf − iκf/ω
)−1
− iκ/ω
]−1
.
(14)
In the following subsection we derive this using an anal-
ogy to an electric circuit that is mathematically identical
to the stochastic model.
D. Electric network representation
A system of coupled linear equations of motion can be
represented as an idealized electrical circuit. The circuit
4shown Fig. 2 is equivalent to our stochastic model and
we can use the rules of electrical networks to derive the
solution. Order parameter values of Q, q′ = q − Q¯ and
f are represented by electric charges while voltage drops
correspond to forces acting on these order parameters.
The electric circuit consists of capacitors with the ad-
mittances iω/κ and iω/κf , two resistors with the admit-
tances 1/γ and 1/γf , one inductor with the admittance
− i /ωmf and one battery with a voltage α. Additionally,
the resistors include thermal Johnson-Nyquist noise ηq(t)
and ηf (t). The Langevin equations of motion, Eqs. (8)
and (9), are retrieved by applying Kirchhoff’s voltage law
to the left and the right loop, respectively. The effective
Hamiltonian Eq. (7) corresponds to the electric energy
of the circuit.
The frequency-dependent admittance (Eq. (14)) over
the central capacitor can be obtained as follows: The
admittances of the unconnected elements from left to
right are µq(ω) = 1/γ, µQ(ω) = iω/κ and µf (ω) =
1/(iωmf + γf − iκf/ω). For the latter, we used Ohm’s
law: impedances (i.e., inverse admittances) connected in
series are summed. When currents are running in par-
allel, however, the admittances that are summed. With
respect to the current Q˙ though the central capacitor,
the loops on the left and on the right are connected in
parallel with each other and in series with the central
capacitor. The frequency dependent admittance we are
interested in is thus
µ(ω) =
[
1
µq(ω) + µf (ω)
+
1
µQ(ω)
]−1
. (15)
By inserting the admittances we arrive at Eq. (14).
IV. THE LENNARD-JONES SYSTEM
To validate the use of the interface pinning method to
compute crystal growth rates, we investigate a Lennard-
Jones system [11] of N = 5120 particles (8×8×20 face
centered cubic unit cells; solid-liquid interface in the 100
plane; see Ref. [8] for details). The potential part of the
Hamiltonian is
∑N
i>j u(|ri−rj |) with u(r) = 4ε((σ/r)12−
(σ/r)6) − 4ε((1/2.5)12 − (1/2.5)6) for r < 2.5σ and zero
otherwise. Trajectories are generated with the LAMMPS
software package [12] using the Verlet integrator with a
time step of 0.004σ
√
m/ε where m is the particle mass.
The NpzT -ensemble is realized using the Nose-Hoover
thermostat [13, 14] with a coupling time of 0.4σ
√
m/ε
and the Parrinello-Rahman barostat [15] with a coupling
time of 0.8σ
√
m/ε.
First we compute µ(ω) using Eq. (13). The integral
is evaluated numerically from a discrete time series Qi
representing Q(t). The rate Q˙i is computed from cen-
tral difference of Qi: Q˙i = (Qi+1 − Qi−1)/(ti+1 − ti−1).
Since the autocorrelation function 〈∆Q(0)∆Q˙(t)〉 is zero
at t = 0 and t → ∞ we can replace the Fourier-Laplace
transform with a regular Fourier transform, and use the
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FIG. 3. Real and imaginary part of µ(ω)/ω in a interface
pinning simulation with κ = 0.5ε. The solid lines correspond
to the model shown on Fig. 2 with γ = 15.8σ
√
mε, κf =
1.22ε, γf = 0.70σ
√
mε and mf = 0.019m. The parameters
are determined by a least square fit to the real part of µ(ω)/ω.
The inset zooms in on the high frequencies peak of the real
part.
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FIG. 4. Autocorrelation 〈∆Q(0)∆Q(t)〉 from an interface
pinning simulation with κ = 0.5ε at T = 0.8ε/kB and the
coexistence pressure. The solid red line is the predicted ter-
minal relaxation, Eq. (10), using the parameters determined
by fitting to µ(ω)/ω (see Fig. 3).
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FIG. 5. Real part of µ(ω) with κ =
{0.1, 0.2, 0.5, 1, 2, 5, 10, 20, 50, 100} computed using Eq.
(13). Solid lines correspond to the model with parameters
(γ, γf , κf and mf ) determined in Fig. 3.
efficient Fast Fourier-Transform (FFT) algorithm to eval-
uate the integral numerically (we note that the FFT al-
gorithm assumes a periodic dataset and we would get
an erroneous result if the integrand did not have the
property of vanishing values in the limits). For the
analysis, we ensure that the discrete Qi trajectory has
a high sampling frequency so that aliasing is avoided
(ti+1 − ti = 0.04σ
√
m/ε), and are sufficiently long so
that slow interface fluctuations are represented. The dots
in Fig. 3 show the real and imaginary part of the com-
puted µ(ω) at T = 0.8ε/kB and the coexistence pres-
sure pm = 2.185ε/σ
3 [8]. The solid lines shows µ(ω)/ω
of our stochastic model with the four parameters γ, γf ,
κf and mf determined by a least square fit to the real
part. The agreement with both the real and imaginary
part, which was not used for the fit of the parameters,
is excellent. The fit gives γ = 15.8σ
√
mε. Fig. 4 vali-
dates that the terminal relaxation time of the autocorre-
lation function 〈∆Q(0)∆Q(t)〉 agrees with this γ, see Eq.
(10). Using Eq. (12) with N = 5120, X = Y = 12.82σ,
ρs = 0.973σ
1
3 and Qsl = 56.16 we arrive at a kinetic coef-
ficient of M = 1.6
√
1/εm. We note that the model does
not give a perfect fit in the high-frequency part. This
is, however, not important for the estimate of γ as dis-
cussed in Sec. VI. Fig. 5 shows that changing κ over
three decades yields consistent results with the model
parameters determined from the data shown in Fig. 3.
For comparison, we compute M in a direct simulation
of crystal melting (κ = 0). The average interface velocity
can be computed as 〈x˙s〉 = Zs/2ts where ts is the average
time to crystallize one box length Zs = N/ρsXY (nega-
FIG. 6. Time evolution of Q along 50 statistically indepen-
dent LJ melting runs (gray) at T = 0.8ε/kB and p = 1.8ε/kB
where the initial configurations are taken from equilibrated
interface pinning simulations (κ = 4ε; Q¯ = 26). At this
state-point the liquid is the thermodynamically stable phase
(µsl = 0.043ε) and the crystal melts. From the average rate of
Q(t)−Ql
Qsl
(red dashed) we compute the average growth velocity
to 〈x˙s〉 = −0.0716
√
ε/m corresponding to M = 1.6
√
1/εm
(using that Zs = 32.1σ). The inset shows 〈x˙s〉 along the
T = 0.8ε/kB isotherm.
tive values indicate melting). In a simulation, this time
can be computed from the average rate of change of the
order-parameter 1/ts = 〈Q˙〉/Qsl. The the solid (black)
line in Fig. 6 is the average trajectory when melting
a crystal at T = 0.8ε/kB and p = 1.8ε/σ
3 (obtained
from 50 statistically independent runs). From this result
we find that 〈x˙s〉 = −0.0716
√
ε/m. At this state point
µsl = 0.0431ε and, thus, we get a kinetic coefficient of
M = 1.6
√
1/εm. This is the same as the value deter-
mined by the interface pinning method.
V. FIRST PRINCIPLE COMPUTATIONS
We used the interface pinning method in combination
with ab initio simulations to compute the crystal growth
rate for real materials. In Ref. [7] we implemented the
interface pinning method in the Vienna Ab initio Simu-
lation Package (VASP) [16] and conducted density func-
tional theory (DFT) calculations of the melting temper-
ature of the period three elements sodium (Na), mag-
nesium (Mg), aluminum (Al) and silicon (Si). Without
any additional computations, data obtained from these
simulations allow us to compute the kinetic coefficients
of these elements in the z-direction of the chosen crystal
60 1 2
t [ps]
0.01
0.1
1
κ
<
∆Q
(0)
∆Q
(t)
>/k
B
T
0.4 exp( -t/(0.6 ps) )
Al
FIG. 7. The 〈∆Q(0)∆Q(t)〉 autocorrelation from an ab initio
interface pinning simulation of Al (see Table I and Ref. [7] for
details). A fit to the terminal exponential relaxation (solid)
yields a kinetic coefficient of M = 120 A˚/(ps eV).
directions.
For computing the trajectories we employed a Verlet
integrator with a timestep of 4 and 3 fs for Na and the
other elements, respectively. The NpzT -ensemble was re-
alized using a Langevin thermostat with a coupling time
of 1 ps and a Parinello-Rahman barostat [15] with a cou-
pling time of 0.33 ps. PBE and LDA functionals [17]
were used for the DFT calculations.
We compute the kinetic coefficients from the ter-
minal relaxation times of the autocorrelation function
〈∆Q(0)∆Q(t)〉 of the order parameter used for the in-
terface pinning calculation. Fig. 7 shows the autocorre-
lation function obtained in a first principles calculation
of Al. From a fit to the terminal relaxation we com-
pute M = 120 A˚/(ps eV) for the kinetic coefficient in
the (100) crystal direction. Table I lists the computed
kinetic coefficients for the remaining elements along with
the direction of crystal growth and the settings used for
the interface pinning calculation.
VI. DISCUSSION
A. Dependence on stochastic model
We have devised a stochastic model of Q(t) fluctua-
tions in an interface pinning simulation and used it to
compute the crystal growth velocity. The critical reader
might rightfully ask the question: How dependent is the
method on the validity of the stochastic model? To an-
swer this, we emphasize that it is the long-time ω → 0
limit of the model that is of importance. If we use a more
complicated model of the fast f(t) fluctuations, the long-
time solution is the same, except that κf is replaced by an
effective spring constant. To motivate the use of a more
complicated model, we note that the high-ω part of the
µ(ω) spectrum (inset on Fig. 8) indicates a superposition
of two peaks. The reason for this is that fluctuations in
the bulk of the liquid and the crystal are different. Thus,
a better model of Q(t) fluctuations would be to split the
fast contribution into contributions of the two phases,
f(t) = fl(t) + fs(t), and write the effective equations of
motion as
γq˙ = −α− κ(fl + fs + q − Q¯) + ηq(t), (16)
mlf¨l = −κlfl − κ(fl + fs + q − Q¯)− γlf˙l + ηfl(t) (17)
msf¨s = −κsfs − κ(fl + fs + q − Q¯)− γsf˙s + ηfs(t).
(18)
The frequency dependent mobility (admittance) of this
model is
µ(ω) =
[
1
γ−1 + 1iωml+γl−iκl/ω +
1
iωms+γs−iκs/ω
− iκ/ω
]−1
.
(19)
The long-time limit of this model, however, is the same
as in the simpler model we used above, except that κf is
replaced by an effective spring constant [1/κl + 1/κs]
−1.
B. Other techniques
How does the interface pinning method compare to
other methods for computing M? To answer this we
note that suggested techniques can be grouped into three
classes [4]: (i) free solidification simulations (see Fig. 6)
[19–21], (ii) fluctuations analysis [22–24] and (iii) forced
velocity simulations [25, 26]. This paper’s method is of
class (ii). The interface pinning method can be viewed
as a generalization of the approach suggested by Briels
and Tepper [22, 23]. In the Briels-Tepper method two-
phase configurations are stabilized by simulating the con-
stant NV T ensemble. This can be viewed as a special
case of the interface pinning method, where the order-
parameter is the volume, and the bias potential has an
infinitely large spring constant. Fluctuations in the num-
ber of crystalline particles can be monitored by pres-
sure fluctuations or an order-parameter of crystallinity
(e.g. Eq. (3)). An advantage that the interface pinning
method inherits from the Briels-Tepper method is that it
involves well-defined equilibrium computations that can
be done ad infinitum. The following challenges of the
Briels-Tepper method are solved with the interface pin-
ning method: a) In the Briels-Tepper method, the two-
phase configurations are stabilized by keeping the volume
constant. In effect, computations can only be done near
coexistence. In the interface pinning method the stabi-
lization of two-phase configurations are done by connect-
ing the system with a harmonic field that couples to an
7element direction∗ unit cells† Q‡ ρ−1s [A˚
3] Tm [K] N XY [A˚
2] Qsl κ [eV] A τ [ps] M [A˚/(ps eV)]
Na bcc(100) 5×5×10 Q6 39.86 400 500 463 0.312 500 0.6 1.6 250
Mg hcp(21¯1¯0) 4×6×8 Q6 24.60 960 762 583 0.244 2000 0.3 2.0 170
Al fcc(100) 4×4×8 Q6 17.59 1000 512 273 0.376 2000 0.4 0.6 120
Si cd(100) 3×3×6 |ρk| 20.71 1400 432 271 13.9 2 0.05 2.7 130
TABLE I. First principle kinetic coefficients of Na, Mg, Al and Si. ∗The direction of crystal growth is given by their Bravais-
Miller indices in the respective crystal system. Note that we always align the direction of crystal growth with the z axis in
our interface pinning calculation. †The given numbers refer to the number of orthorhombic unit cells in each direction in
the simulation. ‡We used the rotational order-parameter Q6(R) suggested by Steinhardt [18] and |ρk| of Equ. (3) as order
parameters for the interface pinning calculations
order-parameter Q that distinguishes between the crys-
tal and the liquid, and simulations can be performed far
into the super cooled or super heated regimes. Also, the
size of the fluctuations in the number of crystalline parti-
cles is determined by the compressibility of the solid and
liquid. In effect, they will be large for large systems, lead-
ing to long correlation times. With the interface pinning
method the size of the Ns fluctuations can be controlled
by the value of κ and by choosing a good order-parameter
making κf large. b) µsl is directly computed with the in-
terface pinning method. This is an essential property
that otherwise had to be computed in separate calcula-
tions.
C. Latent heat and volume
In this paper we consider the hydrostatic NpzT -
ensemble [7, 8] near coexistence. Growth or melting of a
solid results in latent heat and latent volume that must
be removed to stay in the NpzT -ensemble. To avoid that
the growth rate is trivially determined by the character-
istic time of the thermostat and barostat we investigated
crystal growth dynamics with a strong coupling of the
thermo- and barostat, i.e., short coupling times. We note
that in an weak coupling or experimental situation latent
heat and volume disperse away from the interface. In ef-
fect, the temperature and pressure at the interface is dif-
ferent from that at the boundaries of the system [24, 26],
and in general the temperature and strain tensor fields
should be taken explicitly into consideration. Addressing
this, goes beyond the scope of this paper.
D. An alternative to forward flux sampling
We have demonstrated that it is possible to compute
the rate of a non-equilibrium process from an equilib-
rium simulation where an auxiliary harmonic potential
is added the Hamiltonian. Auxiliary harmonic poten-
tials are routinely used to compute free energies along
reaction coordinates of rare events. Specifically, the um-
brella sampling methods [27, 28] uses a series of auxiliary
potentials refereed to as umbrellas. By reweighting [29]
probability distributions generated by the umbrellas it
is possible to compute free energies along order param-
eters. As we have demonstrated here, it is possible to
extract also the rates without further computations. We
investigated the growth velocity of a flat interface, but
presumably the same approach can be used for studying
other reaction paths. As an example, by setting up a
system with a crystallite [30–32], it should be possible
to compute the growth velocity of a curved solid-liquid
interface. We leave such studies for future investigations.
A generalized version of the method may be used for
studying dynamics along reaction paths of other rare
events, including those of biological systems [33–35].
Thus, our method provides an alternative to the forward
flux sampling methods [36]. The original version of these
methods [37] use a series of interfaces along the path of
interest. The rate along a given path is then computed
by generating short trajectories between the interfaces.
Forward flux sampling is limited to stochastic process;
this restriction is not needed with the harmonic pinning
approach presented in this paper.
E. Scaling of the kinetic coefficient along the
Lennard-Jones melting line
Fig. 8 shows the kinetic coefficient M along the coex-
istence line. In the region T < 1.2, M is nearly constant.
At higher temperatures M decreases indicating that the
crystal growth (or melting) rate is lower. The inset show
that M in reduced units, using the thermal energy for
the energy scale, is roughly invariant at T > 1.2. In
other words, M scales as 1/
√
T along the high tempera-
ture (and pressure) part of the melting line. This scale
invariance is predicted by the “isomorph theory” [38] of
simple liquids [39]. This theory states that there is a
class of system [40–42], including the LJ system [40], that
have “isomorph”-lines in the dense and/or high temper-
ature part of the phase diagram (i.e., not near the crit-
ical point). Along these lines structure, dynamics and
some thermodynamic properties are invariant in reduced
units. One prediction is that the melting line is an iso-
morph [38], and indeed this was shown for the LJ system
in Refs. [8, 43]. Thus we expect M to be invariant in
reduced units along the melting line. This explains why
M scales as 1/
√
T . The scaling law does not apply near
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FIG. 8. The kinetic coefficient M along the LJ melting line
computed with the interface pinning method.
the triple point (note that the lowest temperature data-
point on Fig. 8 is at negative pressure). Consistent with
this, the melting line itself deviates from an isomorph
near the triple point [8]. This deviation is probably due
to long-ranged attractive interactions [8]. We will leave
further investigation of isomorph-scale invariance of the
crystallization to future studies.
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Appendix A: Analysis of stochastic model
In this Appendix we provide a detailed analysis of the
stochastic model suggested in the main part of the paper.
1. Static averages and variances
The static averages and fluctuations of q and f (and
hence also of Q) can be computed as averages over the
equilibrium distribution
ρ(q, f, f˙) =
1
Z exp
{
−βH(q, f, f˙)
}
, (A1)
where β = 1/kBT and the partition function
Z =
∫
dq df df˙ exp
{
−βH(q, f, f˙)
}
(A2)
normalizes the distribution. The moments of this multi-
variate Gaussian distribution can be determined analyt-
ically yielding the averages
〈q〉 = Q¯− α
(
1
κ
+
1
κf
)
, (A3)
〈f〉 = α
κf
, (A4)
〈f˙〉 = 0, (A5)
and variances
〈(∆q)2〉 = 1
β
(
1
κ
+
1
κf
)
(A6)
〈(∆f)2〉 = 〈f2〉 − 〈f〉2 = 1
βκf
, (A7)
〈(∆f˙)2〉 = 〈f˙2〉 − 〈f˙〉2 = 1
βmf
. (A8)
Here, ∆q = q − 〈q〉, ∆f = f − 〈f〉 and ∆f˙ = f˙ − 〈f˙〉
are the deviations of q, f , and f˙ from their respective
averages. While f˙ is uncorrelated to the other variables,
q and f are correlated with covariance
〈∆q∆f〉 = 〈qf〉 − 〈q〉〈f〉 = − 1
βκf
. (A9)
From the above expressions, the average and variance of
Q = q + f follow,
〈Q〉 = Q¯− α
κ
, (A10)
〈(∆Q)2〉 = 〈Q2〉 − 〈Q〉2 = 1
βκ
. (A11)
Thus, the static fluctuations of Q depend only on the
temperature and the force constant κ of the pinning po-
tential.
2. Time correlation functions
To quantify the average dynamics of the model we now
introduce the time correlation functions
φqq(t) = 〈∆q(0)∆q(t)〉, (A12)
φqf (t) = 〈∆q(0)∆f(t)〉, (A13)
φff (t) = 〈∆f(0)∆f(t)〉. (A14)
9which correlate the state of the system at time 0 to its
state at a time t later. It follows from the microscopic
reversibility of the equations of motion that φqf (t) =
φfq(t), such that we don’t need to consider φqf (t) and
φfq(t) separately. Thus the time auto correlation func-
tions of the observable order parameter 〈∆Q(0)∆Q(t)〉
is
φQQ(t) = φqq(t) + φff (t) + 2φqf (t). (A15)
One can show, that the following equations hold for the
time correlation function 〈α(0)β(t)〉, where α and β are
two arbitrary functions of q and f :
d
dt
〈α(0)β(t)〉 = 〈α(0)β˙(t)〉 = −〈α˙(0)β(t)〉, (A16)
d2
dt2
〈α(0)β(t)〉 = 〈α(0)β¨(t)〉
= −〈α˙(0)β˙(t)〉 = 〈α¨(0)β(t)〉. (A17)
Upon time reversal the time correlation function trans-
form as
〈α(0)β(t)〉 = εαεβ〈α(0)β(−t)〉 = εαεβ〈β(0)α(t)〉,
(A18)
where εα and εβ take values +1 or −1, depending on
whether α and β, respectively, are even or odd under
reversal of the momenta.
By averaging over the equations of motion the follow-
ing differential equations for the time correlations can be
derived,
γφ˙qq = −κ(φqq + φqf ), (A19)
γφ˙qf = −κ(φqf + φff ), (A20)
mf φ¨ff = −(κ+ κf )φff − κφqf − γf φ˙ff , (A21)
where we have omitted the argument of the time corre-
lation functions for simplicity. Introducing the auxiliary
function ψff (t) = φ˙ff (t), we write these differential equa-
tions in matrix notation as
φ˙qq
φ˙qf
φ˙ff
ψ˙ff
 =

−κγ −κγ 0 0
0 −κγ −κγ 0
0 0 0 1
0 − κmf −
κ+κf
mf
− γfmf


φqq
φqf
φff
ψff
 .
(A22)
In a more compact form, this system of homogeneous
linear first order differential equations with constant co-
efficients is expressed as
x˙ = Ax, (A23)
where x = {φqq, φqf , φff , ψff} and A is the constant 4×4
matrix on the right hand side of Equ. (A22). The formal
solution of this equation is given by
x(t) = eAt x(0) (A24)
with initial conditions
x(0) =

φqq(0)
φqf (0)
φff (0)
ψff (0)
 =

〈(∆q)2〉
〈∆q∆f〉
〈(∆f)2〉
〈∆f∆f˙〉
 = 1β

1
κ +
1
κf
− 1κf
1
κf
0
 .
(A25)
As can be seen in Equ. (A22), the time evolution equa-
tions for φqf (t), φff (t) and ψff (t) are independent of
φqq(t). Hence, one can obtain the time correlations func-
tions φqf (t), φff (t) and ψff (t) by solving φ˙qfφ˙ff
ψ˙ff
 =
 −
κ
γ −κγ 0
0 0 1
− κmf −
κ+κf
mf
− γfmf

 φqfφff
ψff
 . (A26)
As a consequence the three time correlation functions
φqf (t), φff (t) and ψff (t) can be written as superpositions
of three exponentials,
xi(t) =
3∑
j=1
aije
−λjt, (A27)
where xi(t) is component i of the time correlation func-
tion vector x(t). (Note that we start our numbering at
0 such that the 0-th component of x(t) is the time cor-
relation function φqq(t).) The time constants λi are the
eigenvalues of the 3 × 3 matrix on the right hand side
of Equ. (A26) and the specific values of the constants
aij can be determined by diagonalising this matrix and
applying the initial conditions φqf (0), φff (0) and ψff (0).
The eigenvalues λi, which are also eigenvalues of the ma-
trix A and can be complex for certain parameter combi-
nations, are the roots of the cubic equation
λ3 +
γγf + κmf
γmf
λ2 +
γκ+ γfκ+ γκf
γmf
λ+
κκf
γmf
= 0.
(A28)
Real roots correspond to exponential decay, while com-
plex roots lead to oscillatory behaviour. In general,
the time correlation functions φqq(t), φqf (t), φff (t) and
ψff (t) are superpositions of exponential and oscillatory
terms. Whether the roots of this equation are real or
complex can be determined by computing the discrimi-
nant D of the above polynomial in λ. This polynomial
discriminant, as well as the roots of the equation, can be
expressed explicitly in terms of the constants κ, κf , γ,
γf and mf , but the expressions are omitted here because
they are complicated and do not provide much insight.
If D > 0, one root is real and two are complex conjugate,
if D < 0 all roots are real and different, and if D = 0, all
roots are real and at least two of them are equal.
Once the time correlation function φqf (t) is known,
φqq(t) can be determined by solving the remaining dif-
ferential equation,
γφ˙qq(t) = −κ(φqq(t) + φqf (t)). (A29)
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Since φqf (t) is already given, this equations is an inho-
mogeneous linear differential equations with constant co-
efficients, which can be solved, for instance, by variation
of constants yielding
φqq(t) = a0e
−λ0t +
3∑
i=1
a1i
λ0
λi − λ0 e
−λit. (A30)
Here, λ0 = κ/γ and the coefficient a0 depends on the
initial conditions. Like λ1, λ2, and λ3, also λ0 is an
eigenvalue of the matrix A. Thus, in general, the time
correlation function φqq(t) is a sum of four exponentials,
two of which can lead to oscillatory behaviour. However,
explicit solutions of the differential equations for specific
parameter sets indicate that the coefficient a0 is close to
zero, such that also φqq(t) is, effectively, a sum of three
exponentials.
While it is possible to compute the roots of Equ. (A28)
analytically, the resulting expressions are exceedingly
complicated. For the root closest to zero, which dom-
inates the behaviour of the correlation functions for long
times, a simple but accurate approximation can be de-
rived. Neglecting the cubic and quadratic term, the root
λ˜ with the smallest magnitude is given by
1/λ˜ = −γ
(
1
κ
+
1
κf
)
− γf
κf
(A31)
As a further simplification we will use a “separation of
time-scales” approximation γ(κ−1 + κ−1f )  γfκ−1f to
eliminate the last term. Thus, the terminal exponential
relaxation time is
τ = γ
(
1
κ
+
1
κf
)
(A32)
justifying Eq. (10) in the main part of the paper. We
note that the term τf = γf/κf that we neglect is the
characteristic time of the uncoupled (κ = 0) fast f vibra-
tions. For the typical system studied in this paper, this
term is less than 1% of τ .
3. The fluctuation-dissipation theorem and the
solution in the frequency domain
According to the fluctuation-dissipation theorem [6,
10], the response of a system to a weak perturbation
can be related to the fluctuation properties of the sys-
tem in equilibrium. To apply this theorem to the pinned
interface, imagine a system with the Hamiltonian H(z)
perturbed by a time dependent external field K(t) that
couples linearly to the variable A(z). Here, z denotes a
set of variables describing the state of the system, for in-
stance the positions and momenta of all particles in our
simulation simulation or the variables Q, q, f and f˙ of
our stochastic model. The time-dependent Hamiltonian
of the perturbed system is then given by
Hpert(z, t) = H(z)−A(z)K(t). (A33)
The reaction of the system to the external perturbation
can be monitored through the change in the variable
B(z), which, like A, is also a function of z, with respect
to its equilibrium average,
∆B(t) = B(t)− 〈B〉, (A34)
where the angular brackets denote an equilibrium average
and B(t) is a shorthand notation for B[z(t)]. Assuming
that the external force K(t) has been acting on the sys-
tem from the infinite past, i.e., from t = −∞, the average
deviation 〈∆B(t)〉ne at time t can be written in its most
general form as
〈∆B(t)〉ne =
∫ t
−∞
dt′K(t′)RBA(t− t′), (A35)
where the response function RBA(t) denotes the response
of the system to an impulsive force, i.e., K(t) ∝ δ(t) ap-
plied to the system at time t = 0. The angular brackets
〈· · · 〉ne imply an average over many realisations of the
the process. According to the fluctuation dissipation the-
orem, the response function is related to the fluctuation
properties of the system by
RBA(t) =
{
β〈∆A˙(0)∆B(t)〉 for t ≥ 0
0 for t < 0
(A36)
where ∆A(t) = A(t) − 〈A〉 denotes the deviation of
A(t) = A[z(t)] from its equilibrium average. Hence, in
the linear regime the response of a system to an external
perturbation is related to the correlation of spontaneous
fluctuations at different times in the equilibrium system.
The significance of the fluctuation dissipation theorem
becomes particularly clear in the frequency domain. In
this case, the linear relation between perturbation an re-
sponse is expressed as
〈∆B˜(ω)〉ne = χBA(ω)K˜(ω), (A37)
where
〈∆B˜(ω)〉ne =
∫ ∞
−∞
dt 〈∆B(t)〉nee− iωt (A38)
and
K˜(ω) =
∫ ∞
−∞
dt K(t)e− iωt (A39)
are the Fourier transforms of the response and the
force, respectively. In the frequency representation the
fluctuation-dissipation theorem then links the complex
admittance χBA(ω) to the Fourier-Laplace transform of
the time correlation function 〈∆A˙(0)∆B(t)〉,
χBA(ω) = β
∫ ∞
0
dt 〈∆A˙(0)∆B(t)〉e− iωt. (A40)
In the following, we will mainly use this frequency-
dependent formulation of the fluctuation-dissipation the-
orem.
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We next apply the fluctuation-theorem to our stochas-
tic model with the Hamiltonian of Eq. (7) and evolving
according to the Langevin equations (8) and (9). For this
model, we will compute the frequency dependent complex
admittance that describes the reaction of the system to
an external perturbation acting on the variable Q = q+f .
The response of the system to the perturbation is mon-
itored using Q˙, the velocity associated with the variable
Q. So what we would like to determine is the complex
admittance µ(ω), that relates the average velocity Q˙ to
the strength of the external perturbation,
〈∆ ˜˙Q(ω)〉ne = µ(ω)K˜(ω). (A41)
By comparing the computed admittance µ(ω) with re-
sults of computer simulations carried out for the atom-
istic system, we will then determine the values of the
model parameters. In particular, we will determine the
parameter γ which describes the mobility of the interface
driven by the difference in chemical potential between the
phases.
For the perturbation QK(t) = (q + f)K(t) the
Langevin equations of motion (8) and (9) turn into
γq˙ + α+ κ(f + q − Q¯) = K(t) + ηq(t),
(A42)
mf f¨ + γf f˙ + κff + κ(f + q − Q¯) = K(t) + ηf (t).
(A43)
Since these equations are linear, we can compute the re-
sponse of the system analytically for an arbitrarily strong
external force K(t). To do that, we carry out a Fourier
transformation on the Langevin equations above and av-
erage over many realizations of the stochastic process.
For ω 6= 0 we obtain
(κ+ iωγ)〈∆q˜〉ne + κ〈∆f˜〉ne = K˜(ω),
(A44)
κ〈∆q˜〉ne + (κf + κ−mfω2 + iωγf )〈∆f˜〉ne = K˜(ω),
(A45)
where ∆q˜(ω) and ∆f˜(ω) are the Fourier transforms of
∆q(t) = q(t) − 〈q〉 and ∆f(t) = f(t) − 〈f〉, respectively.
Note that in the above equations we have omitted the ar-
gument ω in the averages to simplify the notation. Since
we are interested in the response of the system in terms
of the generalized velocity Q˙, we rewrite these equations
for the Fourier transforms of the time derivatives of ∆q
and ∆f ,
κ+ iωγ
iω
〈∆˜˙q〉ne + κ
iω
〈∆ ˜˙f〉ne = K˜(ω),
(A46)
κ
iω
〈∆˜˙q〉ne + κ+ κf −mfω
2 + iωγf
iω
〈∆ ˜˙f〉ne = K˜(ω),
(A47)
Here we have exploited that in frequency space tak-
ing a time derivative simply amounts to multiplication
with iω, such that 〈∆˜˙q〉ne = iω〈∆q˜〉ne and 〈∆ ˜˙f〉ne =
iω〈∆f˜〉ne.
To simplify the notation in the following, we introduce
the complex admittances µq(ω) and µf (ω) for ∆q˙ and ∆f˙
separately in the absence of the coupling term −κ(q+f−
Q¯)2 in the Hamiltonian of Eq. (7), i.e., without pinning
potential. In this case, which corresponds to κ = 0, the
equations of motion yield
〈∆˜˙q〉ne = 1
γ
K˜(ω), (A48)
〈∆ ˜˙f〉ne = 1
γf + i(mfω − κf/ω)K˜(ω), (A49)
such that
µq(ω) =
1
γ
and µf (ω) =
1
γf + i(mfω − κf/ω) .
(A50)
Using µq(ω) and µf (ω), Eqs. (A46) and (A47) for the
system with bias can be written as(
1
µq(ω)
− iκ
ω
)
〈∆˜˙q〉ne − iκ
ω
〈∆ ˜˙f〉ne = K˜(ω), (A51)(
1
µf (ω)
− iκ
ω
)
〈∆ ˜˙f〉ne − iκ
ω
〈∆˜˙q〉ne = K˜(ω). (A52)
By equating the right hand sides of the above equations
one obtains
〈∆˜˙q〉ne
µq(ω)
=
〈∆ ˜˙f〉ne
µf (ω)
, (A53)
implying that
〈∆˜˙q〉ne = iωµq(ω)
iω + κ [µq(ω) + µf (ω)]
K˜(ω), (A54)
〈∆ ˜˙f〉ne = iωµf (ω)
iω + κ [µq(ω) + µf (ω)]
K˜(ω). (A55)
The response of the system in terms of Q˙ = q˙+ f˙ is then
given by
〈∆ ˜˙Q〉ne = iω [µq(ω) + µf (ω)]
iω + κ [µq(ω) + µf (ω)]
K˜(ω), (A56)
such that the complex admittance µ(ω) is given by
µ(ω) =
µq(ω) + µf (ω)
1− i(κ/ω) [µq(ω) + µf (ω)] . (A57)
equivalent with Eq. (14) in the main part of the pa-
per. The fluctuation-dissipation theorem links the com-
plex admittance to the Fourier-Laplace transform of the
equilibrium time correlation function of ∆Q˙,
µ(ω) = β
∫ ∞
0
〈∆Q˙(0)∆Q˙(t)〉e− iωt dt. (A58)
Thus, the complex admittance µ(ω) can be obtained by
Fourier-Laplace transformation of the time correlation
function 〈∆Q˙(0)∆Q˙(t)〉 and vice versa with an inverse
Fourier-Laplace transformation.
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