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Statistical mechanical relations like Crooks’ fluctuation theorem and Jarzynski’s equality require
the definition of a backward process, to be compared to the forward (physical) one. Extending
this definition beyond classical stochastic processes has been considered challenging, especially for
general open quantum systems. Here we show that, if one defines the backward process as statis-
tical retrodiction, the above-mentioned stochastic relations are recovered immediately for a general
quantum channel. Previous results are also recovered as special cases.
I. INTRODUCTION
In modern statistical mechanics, it has become cus-
tomary to capture irreversibility by a suitable compar-
ison between a forward (F) and a backward, or re-
verse (R), process. The literature on this topic, which
started with groundbreaking work of Jarzynski [Jar97]
and Crooks [Cro98], has grown at such a fast pace that
we can only point the reader to some reviews on the
matter [Jar11, CHT11, Gaw13, FUS18]. The forward
and backward processes include a prior, that can be cho-
sen arbitrarily. The forward process is the “physical
process,” i.e., the propagation of the prior through the
physical channel: as such, its definition is unproblem-
atic. Instead, defining the corresponding reverse process
has been the object of many discussions, in particular for
quantum mechanical systems.
This problem has led to the widespread belief that
Crooks’ fluctuation theorem and Jarzynski’s equality
hold without modifications in the quantum case, only
when the underlying quantum channel is unitary (i.e., for
closed systems) or at least unital (i.e., it preserves the
uniform distribution; see e.g. [ALMZ13, RZ14]). How-
ever, there are many important situations of physical in-
terest, in which non-unital channels naturally arise: for
instance, the channel induced by the partial (and the to-
tal) swap is not unital, in general, even though it is an
obvious paradigm of irreversibility [ZSB+02, LMC+15,
SSBE17]. Moreover, being quantum theory an exten-
sion of classical probability theory, one would expect that
classical results be recoverable as special cases of quan-
tum ones. However, since fluctuation relations are known
to hold classically also for processes that are not unital,
such a link seems to be missing.
In what follows we propose a novel approach to think
about quantum fluctuation relations, based on the intu-
ition that the reverse process very naturally arises as a
quantum retrodiction [BPJ00, Fuc02, LS13, FSB20]. Our
approach applies to all quantum channels without restric-
tions, and we show that we can derive all previous results
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as special cases.
II. THE REVERSE PROCESS AS
RETRODICTION
Let us consider a stochastic process governed by the
conditional probability distribution ϕ(y|x), whose input
and output are classical symbols belonging to the same
finite alphabet A. We do not need to consider anything
more general than this for the present discussion. Quan-
tum mechanics enters the picture once we assume that
the stochastic process ϕ(y|x) involves an inner quantum
mechanism: to each input x ∈ A is associated an in-
put state (density matrix) ρx0 , that is later propagated
to ρxτ = E(ρx0) via a completely positive trace-preserving
(CPTP) linear map E . The subscripts 0 and τ are there
to denote, respectively, an initial time t = 0 and a final
time t = τ > 0. Finally, the output letter y ∈ A is the
outcome of a positive operator-valued measure (POVM)
whose elements are denoted Qyτ . With these notations,
ϕ(y|x) = Tr[Qyτ E(ρx0 )] . (1)
By construction, ϕ(y|x) is a stochastic map: therefore,
it possesses at least one invariant distribution γ(y) =∑
x γ(x)ϕ(y|x). If some of the entries of γ were iden-
tically zero, we would need caveats down the road, but
for the sake of the present discussion we can restrict our-
selves to the case in which γ(x) > 0 for all x ∈ A, which
implies that, for every y, there exists at least one x such
that ϕ(y|x) > 0.
Given an invariant distribution γ(x), it is customary in
the theory of Markov chains [Nor97] to define the time-
reverse process ϕˆ(x|y) through γ(x)ϕ(y|x) = γ(y)ϕˆ(x|y),
i.e.
ϕˆ(x|y) = γ(x)
γ(y)
ϕ(y|x) . (2)
By this definition, γ is an invariant distribution also for
the reverse process. The expression of ϕˆ in the quantum
formalism is immediately obtained from (1) and its cor-
responding invariant distribution γ. By introducing the
2state γ0 =
∑
x γ(x)ρ
x
0 , that we assume invertible (other-
wise we can restrict the analysis to the subspace where
γ0 > 0), one gets the much more evocative expression
ϕˆ(x|y) = Tr
[
Πx0 Eˆ(σyτ )
]
(3)
which is the Born rule for the POVM elements
Πx0 := γ
−1/2
0 [γ(x)ρ
x
0 ] γ
−1/2
0 , (4)
the normalized states
σyτ :=
1
γ(y)
[√
E(γ0) Qyτ
√
E(γ0)
]
, (5)
and the reverse quantum channel [Pet88, BK02, Cro08]
Eˆ(·) := √γ0 E†
[
1√
E(γ0)
(·) 1√E(γ0)
]
√
γ0 , (6)
E† being the trace-dual of E , defined by the relation
Tr
[E†(X) Y ] = Tr[X E(Y )] for all operators X and Y .
Notice that, while the classical probability distribution
γ(x) is invariant for ϕ(y|x), the quantum state γ0 need
not be invariant for the quantum channel E , so that, in
general, γ0 6= E(γ0). Moreover, for the sake of the present
discussion, in (6) we assume E(γ0) > 0, so that Eˆ is a
CPTP linear map defined everywhere, but even if that is
not the case, Eˆ can always be completed [Wil13].
One recognizes here a retrodiction. Indeed, Eq. (2) is
nothing but an application of Bayes’ rule, so that ϕˆ(x|y)
constitutes the classical retrodiction for ϕ(y|x), while its
quantum description, given in Eq. (3), constitutes the
quantum retrodiction of Eq. (1), in agreement with the
arguments of Refs. [BPJ00, Fuc02, LS13, FSB20].
III. FLUCTUATION THEOREMS
As mentioned, studies of irreversibility involve a com-
parison between a forward and a reverse process. De-
noting by p(x) the prior for the forward process, and by
q(y) the prior for the reverse, we need to work with the
probability distributions
PF (x, y) = p(x)ϕ(y|x) , PR(y, x) = q(y)ϕˆ(x|y) . (7)
As we did for γ, also for the priors we assume that p and
q have all entries strictly greater than zero. With this
assumption, PF (x, y) = 0 if and only if PR(y, x) = 0,
which will avoid problems in defining their ratio later.
Fluctuation relations involve a random variable that
may depend also on the process, including the form
of the priors. Let us denote such a random variable
by ωF (x, y) ≡ ωp,ϕ,q(x, y) for the forward process, and
ωR(y, x) ≡ ωq,ϕˆ,p(y, x) for the reverse. The probability
density function of this random variable over the pro-
cesses are
µF (ω) =
∑
x,y
δ(ωF (x, y)− ω)PF (x, y) (8)
µR(ω) =
∑
x,y
δ(ωR(y, x)− ω)PR(y, x)
=
∑
x,y
δ(ωR(y, x)− ω)PR(y, x)
PF (x, y)
PF (x, y) . (9)
Not much more can be done at this level of generality,
and the last line seems like a pointless triviality. To go
further, we recall that we set out to compare the PF (x, y)
and PR(y, x), and notice that the ratio
PF (x,y)
PR(y,x)
= p(x)γ(y)q(y)γ(x)
depends on the stochastic process ϕ only through its equi-
librium distribution γ, a much welcome feature in fluc-
tuation theorems. In fact, the almost universal choice
for the random variable is the log-likelihood ratio of the
forward and backward process
ωp,ϕ,q(x, y) = ln
(
PF (x, y)
PR(x, y)
)
= ln
(
p(x)ϕ(y|x)
q(y)ϕˆ(x|y)
)
= ln
(
p(x)γ(y)
q(y)γ(x)
)
, (10)
which by construction satisfies ωR(y, x) = −ωF (x, y).
The above quantity is often called the total stochastic
entropy production. With this choice, a Crooks-type fluc-
tuation theorem, that is,
µR(−ω) = e−ωµF (ω) (11)
follows immediately from (9). As usual, integrating over
ω, one obtains the corresponding Jarzynski-type equality〈
e−ω
〉
F
= 1 . (12)
In summary, we have seen that the fluctuation relation
(11) and all its consequences are mathematical identities
following from the definition (2) of the reverse process,
and from the choice (10) of ωp,ϕ,q(x, y). They hold for
every process ϕ (i.e. in the quantum language, for any
choice of {ρx0}, E and {Qyτ}) and for every prior p and
q. The reverse process remains in the background and
need not comply with any particular physical narrative,
even though we stress again that each term in Eq. (3)
possesses a clear physical interpretation. The construc-
tion of the reverse quantum channel also can be seen as
mere retrodiction, and fluctuation relations measure the
asymmetry between forward and backward inference.
IV. APPLICATIONS
A. Recovering Crooks’ theorem and Jarzynski’s
equality
As a consistency check, we begin with the purely clas-
sical case, by showing that Crooks’ fluctuation theo-
3rem [Cro98] and Jarzynski’s equality [Jar97] are found
within the present treatment. The assumptions here are:
First, the process ϕ(y|x) leaves invariant the thermal
distribution γ(x) ∝ e−βEx , for energy Ex and inverse
temperature β; Second, the prior distributions are ther-
mal at the same temperature, i.e., p(x) = eβ(F−ǫx) and
q(y) = eβ(F
′−ηy), where F and F ′ are the free energies
at equilibrium. Hence, the random variable ωp,ϕ,q(x, y)
in this case is equal to
ωp,ϕ,q(x, y) = β{ηy − ǫx − (Ey − Ex)− (F ′ − F )} .
(13)
Identifying the difference Ey−Ex as the heat Q absorbed
by the system, we have that ωp,ϕ,q(x, y) equals ∆E−Q−
∆F , that is, by the first law of thermodynamics,W−∆F ,
W being the work done on the system. This relation,
once plugged in (11), gives the celebrated relation
µF (ω =W −∆F )
µR(ω = −W +∆F ) = e
β(W−∆F ) , (14)
and, once integrated over all real values ω,〈
e−βW
〉
F
= e−β∆F . (15)
B. Recovering Tasaki’s two-measurement setup
Next, we move on to what has represented for two
decades the paradigm for quantum fluctuation relations,
namely, Tasaki’s two-measurement setup [Tas00], show-
ing that also Tasaki’s analysis is perfectly consistent with
the present approach. Here we have a d-dimensional
quantum system, which is initially prepared in a state
ρ0. The system is immediately subjected to a measure-
ment of the initial HamiltonianH0 =
∑
x ǫx|ǫx〉〈ǫx|. Here
the measurement is assumed to be projective: this means
that, accordingly to von Neumann’s measurement model,
given that the energy level ǫx is observed, the system’s
state is assumed to collapse onto the corresponding eigen-
state |ǫx〉. The system then undergoes a perfectly adia-
batic work protocol, that is, its Hamiltonian is driven
from H0 to Hτ =
∑
y ηy|ηy〉〈ηy |, but the system is oth-
erwise perfectly isolated from the surrounding environ-
ment. At the end of the driving protocol, during which
only mechanical work has been exchanged with the sys-
tem, the system is subjected to a second energy measure-
ment, this time of the final Hamiltonian Hτ .
The above process, which is regarded as the forward
process, is governed by the prior distribution p(x) =
〈ǫx|ρ0|ǫx〉 and the transition rule
ϕ(y|x) = Tr
[
U0→τ |ǫx〉〈ǫx|U †0→τ |ηy〉〈ηy |
]
. (16)
In agreement with the classical retrodiction formula,
Eq. (2), a backward process is computed, starting from
the invariant state, which in this case is the uniform
distribution γ(x) = 1/d (or, equivalently, γ0 = 1 /d),
whence
ϕ(y|x) = ϕˆ(x|y) . (17)
The above is consequence of the fact that the conditional
probability distribution ϕ(y|x) is doubly stochastic, that
is, not only
∑
y ϕ(y|x) = 1 for all x, but also
∑
x ϕ(y|x) =
1 for all y. Bistochasticity, in turn, is a consequence of the
following three facts: (1), that the underlying quantum
process is unitary; (2), that Tr[|ǫx〉〈ǫx|] = Tr[|ηy〉〈ηy|] =
1; and (3), that
∑
x |ǫx〉〈ǫx| =
∑
y |ηy〉〈ηy | = 1 .
The corresponding quantum retrodiction, given in
Eqs. (4)-(6), enjoys in this case a rather compelling phys-
ical interpretation. Indeed, as it turns out by direct in-
spection,
ϕˆ(x|y) := Tr
[
U †0→τ |ηy〉〈ηy |U0→τ |ǫx〉〈ǫx|
]
, (18)
suggesting that the backward process can be understood
as follows: first, prepare the eigenstates of the final
Hamiltonian Hτ ; then, evolve them “backwards in time”
using (U0→τ )
†; and, finally, measure the initial Hamil-
tonian H0. The detailed argument about time inversion
can be found in [Sag12].
The above construction is then used to compute fluctu-
ation relations as follows [Tas00]. First, we choose ρ0 as
the equilibrium state for H0. We also choose a final state
στ , which is the equilibrium state for Hτ . The observ-
able ωp,ϕ,q is in this case ln
p(x)
q(y) , with p(x) := 〈ǫx|ρ0|ǫx〉
and q(y) := 〈ηy|στ |ηy〉. Due to the assumption of ther-
mal equilibrium, ωp,ϕ,q(x, y) = β(∆E − ∆F ), and ∆E
coincides with the work W absorbed by the system, be-
cause the evolution is perfectly adiabatic. Then again
one formally arrives at Eqs. (14) and (15), even though
the physical contexts are quite different.
C. Two-measurement setup for general quantum
processes
As we have seen, Tasaki’s two-measurement setup pos-
sesses a compelling physical interpretation, but it is so
special that one may question how far the intuition one
gets from it can be extended to more general scenarios.
Three crucial aspects of Tasaki’s setup conspire to make
the physical narrative particularly convincing: first, the
process ϕ(y|x) is doubly stochastic, so that Eq. (17)
holds; second, not only the classical stochastic process
is doubly stochastic, but the underlying quantum chan-
nel itself is unitary, so that its trace-dual is also a well-
defined CPTP map (in this case we say that the chan-
nel is unital); finally, the role of initial states and final
POVM elements can be exchanged because they are both
rank-one projectors on two orthonormal bases.
Various references have considered the situation in
which the initial and final measurements are as in
4Tasaki’s arrangement, but the unitary evolution is re-
placed by a general CPTP linear map E [ALMZ13, Ras13,
RZ14, GPM15]. As a consequence, the process
ϕ(y|x) = Tr[E(|ǫx〉〈ǫx|) |ηy〉〈ηy |] (19)
is no longer guaranteed to be doubly stochastic, and
Eq. (18) can no longer be used to define the reverse
process. Instead of making up for the lack of double-
stochasticity by introducing the invariant distribution γ
as per our Eq. (2), in those works the analog of (17) is
taken for granted, and normalization is added by fiat.
In other words, they consider ϕ˜(x|y) := ϕ(y|x) as a un-
normalized conditional distribution, and correspondingly
define PR(x, y) := ξ
−1q(y)ϕ˜(x|y), where the normalizing
factor ξ := Tr
[
E†(∑y q(y)|ηy〉〈ηy |)] is given the name of
efficacy [ALMZ13] (see also Ref. [GPM15]). Then, plug-
ging this expression into the identity (9), for the par-
ticular choice ωp,ϕ,q(x, y) = ln(p(x)/q(x)), one indeed
obtains 〈e−ω〉F = ξ, which looks like a version of Jarzyn-
ski’s equality (12), but one where ξ depends on the entire
process, compromising its predictive power. The latter
point was raised in Ref. [MHP15] and addressed through
the introduction of a “non-equilibrium potential” that,
interestingly, involves the state built on the invariant dis-
tribution; but that approach turns out to be applicable
only to a limited class of situations.
The formalism of quantum retrodiction presented here
simplifies the entire problem. The process (19) is Eq. (1)
with ρx0 := |ǫx〉〈ǫx| and Qyτ := |ηy〉〈ηy |. One begins by
finding an invariant distribution γ. For a thermal in-
terpretation, one can choose the priors p(x) and q(x) to
be thermal distributions for some Hamiltonian, so as to
obtain the detailed relation
µF (ω = Σ)
µR(ω = −Σ) = e
Σ , (20)
and the corresponding integral relation〈
e−Σ
〉
F
= 1 , (21)
where Σ is the total stochastic entropy production
β−1Σ := ∆E − ∆F − ln(γ(x)/γ(y)). Whenever
ln(γ(x)/γ(y)) can be interpreted as heat, we are back
to typical Crooks-like and Jarzynski-like relations. At no
step one needs to renormalize or introduce any non-unit
efficacy. Moreover, the reverse process is well defined for
any map E .
V. CONCLUSIONS
We have presented an approach to the quantitative
study of irreversibility for stochastic processes with clas-
sical inputs and outputs, that accommodates an unre-
stricted quantum description: the input x can be encoded
in states ρx0 of arbitrary rank, the channel E can be any
CPTP linear map, and the output y may be the result of
any generalised measurement Qyτ .
The key ingredient is the definition (2) of the reverse
process. It is the standard definition in the theory of
Markov chains [Nor97], and we have shown that it can
be interpreted in terms of quantum retrodiction. From
that definition, exact fluctuation relations of the Crooks’
(11) and Jarzynski’s (12) type follow as mathematical
identities for the suitable choice of random variables.
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