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Методичні вказівки розроблено на підставі робочої програми кредитного 
модуля “Комп’ютерна дискретна математика” для заочної форми навчання і приз-
начені для якісної організації самостійної роботи студентів при вивчені кредитно-
го модуля, підвищення свідомості студентів у навчанні і поліпшення результатів 
навчання. 
 
1. МЕТА І ЗАВДАННЯ КРЕДИТНОГО МОДУЛЯ 
Відповідно до робочого навчального плану кредитний модуль 
“Комп’ютерна дискретна математика” викладається студентам заочної форми на-
вчання першого року підготовки ОКР “бакалавр” за напрямом підготовки 
6.050103 “Програмна інженерія” програми професійного спрямування “Програм-
не забезпечення систем” у першому навчальному семестрі. 
Метою навчальної дисципліни є формування у студентів здатностей: 
— мати сучасні уявлення про інформаційні моделі та системи, реляційні та 
розподілені бази даних , мови запитів до баз даних (КЗП.13) (Галузевий стандарт 
вищої освіти України, ОКХ бакалавра напряму підготовки 6.050103 “Програмна 
інженерія”, 2008); 
— брати участь у проектуванні та реалізації баз даних (КЗП.14); 
для конструювання програмного забезпечення (1.ПФ.Д.04) з застосуванням 
методів дискретної математики. 
Основні завдання навчальної дисципліни. 
Згідно з вимогами освітньо-професійної програми студенти після засвоєння 
навчальної дисципліни мають продемонструвати такі результати навчання: 
знання:  
— способи задання множин, операції над множинами та їхні властивості; 
— способи задання відношень, властивості, типи і композиції відношень; 
— способи задання і методи мінімізації логічних функцій; 
— основні поняття логіки висловлювань і логіки предикатів; 
— основні поняття теорії графів і методи розв’язування різних задач на ос-
нові використання графів; 
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— правила підрахунку кількості елементів у скінченних множинах; 
— правила побудови рекурентних співвідношень; 
— алгоритми розв’язування типових задач; 
вміння:  
— володіти методами та технологіями організації та застосування даних 
(1.ПФ.Д.04.02), а саме: 
виконувати дії над елементами множин; 
досліджувати і використовувати властивості відношень; 
застосовувати метод математичної індукції для доведення тверджень; 
використовувати алгебричний підхід до проектування систем обробки інфо-
рмації; 
перевіряти повноту систем логічних функцій і подавати логічні формули 
через функції заданого базису; 
мінімізувати логічні функції; 
будувати виведення в аксіоматичній теорії числення висловлювань і преди-
катів; 
використовувати графи для моделювання різних об’єктів; 
виконувати операції над графами; 
знаходити оптимальні шляхи на графах, будувати каркасні дерева графів; 
застосовувати елементи комбінаторного аналізу; 
будувати рекурентні співвідношення; 
— аналізувати та вибирати обчислювальні методи розв’язання задач проек-
тування інформаційних систем за критеріями мінімізації обчислювальних витрат, 
стійкості, складності; 
— бути підготовленим до розроблення нових математичних методів, ефек-
тивних алгоритмів і методів реалізації функцій інформаційних систем, зокрема 
під час конструювання програмного забезпечення. 
досвід: 
— застосування методів і алгоритмів дискретної математики при 
розв’язуванні типових задач дослідження дискретних об’єктів різної природи. 
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Для кращого засвоєння матеріалу кредитного модуля навчальною програ-
мою курсу передбачено проведення практичних занять. Робота на практичних за-
няттях спрямована на поглиблення засвоєння лекційного і опрацьованого самос-
тійно матеріалу і набуття студентами практичних навичок. На практичних заняттях 
розв’язуються задачі та вправи за темами, здійснюється модульний контроль. 
Основними завданнями циклу практичних занять є набуття студентами 
знань та умінь:  
— застосування алгоритмів розв’язування типових задач; 
— застосування методів і алгоритмів дискретної математики при 
розв’язуванні задач дослідження дискретних об’єктів різної природи. 
Дисципліна “Комп’ютерна дискретна математика” не має дисциплін, які її 
забезпечують. Її вивчення спирається на знання, отримані за програмою середньої 
загальноосвітньої школи і є основою для вивчення ряду фахових дисциплін за на-
прямом підготовки 6.050103 “Програмна інженерія”. Дисципліна “Комп’ютерна 
дискретна математика” забезпечує вивчення таких нормативних навчальних дис-
циплін як: “Дискретні структури”, “Теорія ймовірностей та математична статис-
тика”, “Алгоритми та структури даних”, “Бази даних”, “Організація 
комп’ютерних мереж”, “Моделювання та аналіз програмного забезпечення”; а та-
кож дисциплін самостійного вибору навчального закладу “Основи розробки тран-
сляторів”, “Теорія інформації та кодування”.  
Одержані студентами знання й практичні навички застосовуються в пода-
льшій навчальній і професійної діяльності, зокрема при виконанні курсових робіт, 
дипломної роботи. 
 
2. СТРУКТУРА КРЕДИТНОГО МОДУЛЯ 
Розподіл навчальних годин кредитного модуля за видами навчальних занять 
здійснюється відповідно до робочих планів напряму підготовки 6.050103 “Про-
грамна інженерія” програми професійного спрямування “Програмне забезпечення 




Усього Розподіл навчального часу за видами занять 
Семестровий 






5 150 6 6 138 екзамен 
 
3. КАЛЕНДАРНО-ТЕМАТИЧНИЙ ПЛАН 




Тема 1. Множини, функції та відношення — 1.ПФ.Д.04.02.01 
1 Лекція 1. Множини, функції, відношення 
Поняття множини. Способи задання множин. Операції 
над множинами. Потужність множини.  
Відображення (функції). Відповідності. Бінарні відношення. 
Задання відношень. Відношення еквівалентності. Відношення 
порядку.  
1 
Тема 2. Булева алгебра — 1.ПФ.Д.04.02.02 
Тема 3. Логіка висловлювань — 1.ПФ.Д.04.02.03 
Тема 4. Логіка предикатів — 1.ПФ.Д.04.02.04 
2 Лекція 2. Алгебра логіки. Математична логіка 
Двозначна логіка, булеві функції однієї та двох змінних. Фор-
мули. Властивості булевих функцій. Двоїстість формул. Нор-
мальні форми. Проблема розв’язуваності. Алгебра Жегалкіна. 
Мінімізація булевих функцій. Частково визначені функції. Ло-
гіка висловлювань. Запис висловлювань через операції алгеб-
ри логіки. Правило виводу. Числення предикатів. Поняття 
предиката.  
Практичне заняття 1 Логічні функції однієї та двох змінних. 
Нормальні форми. Канонічні багаточлени Жегалкіна. Функці-
ональна повнота. Мінімізація булевих функцій. Частково ви-
значені функції. Закони логіки висловлювань. Правила виводу. 
Дедуктивний метод. Доведення логічного наслідку. Предика-
ти. 
3 
Тема 5. Графи та дерева — 1.ПФ.Д.04.02.05 
Тема 6. Основи комбінаторики — 1.ПФ.Д.04.02.06  
Тема 7. Рекурентні співвідношення — 1.ПФ.Д.04.02.07 
 Лекція 3. Графи, дерева. Основні комбінаторні формули. 
Рекурентні співвідношення 
Графи, визначення, властивості. Подання графів та операцій 
над ними. Шляхи і ланцюги, контури і цикли. Зв’язність графа. 








Обходи графів. Задачі оптимізації на графах. Розміщення. Пе-
рестановки. Сполуки. Формула включень і виключень. Рекуре-
нтні співвідношення. Числа Фібоначчі, їхнє застосування.  
Практичне заняття 2. Обхід графа. Застосування комбінатор-
них формул. Рекурентні співвідношення. Оцінка обчислюваль-
ної складності алгоритмів. 
 Модульна контрольна робота 4 
 
4. САМОСТІЙНА РОБОТА 
Оскільки для заочної форми навчання на аудиторні заняття виділяється не-
значна кількість годин, то основна частка матеріалу виноситься на самостійне 
опрацювання студентами.  
Теми, які виносяться на самостійну роботу студентів.  
 
№ з/п 





1 Тема 1. Множини, функції та відношення — 
1.ПФ.Д.04.02.01 
33 
Множина та її елементи. Множини й підм-
ножини. Множина підмножин. Діаграми 
Венна. Властивості операцій над множина-
ми. Способи доведення властивостей. 
Принцип двоїстості. Тотожні перетворення. 
Рівняння з множинами. Декартів добуток 
множин. Відображення. Відповідності. Від-
ношення. Властивості відношень. Відно-
шення еквівалентності. Розбиття множини 
на класи еквівалентності. Відношення толе-
рантності. Відношення порядку. Відношен-
ня строго й нестрогого порядку. Лінійний і 
частковий порядок. Діаграми Хассе. Метод 
математичної індукції. Закони композиції на 
множині. Алгебричні структури.  
стор. 9-29 [2], 
4-18 [4]), 31-98 




Тема 2. Булева алгебра — 1.ПФ.Д.04.02.02 19 
Булеві функції однієї та двох змінних. За-
лежність між булевими функціями. Норма-
льні форми. Алгебра Жегалкіна. Канонічні 
стор. 99-110, 
130-176 [2], 23-









багаточлени. Класи логічних функцій. Фун-
кціональна повнота, критерій Поста. Міні-
мізація булевих функцій: методи Квайна і 
Блейка; метод Патрика пошуку мінімальних 
ДНФ; графічні методи мінімізації (карти 
Карно). Мінімізація частково визначених 
функцій.  
[4] 
3 Тема 3. Логіка висловлювань — 1.ПФ.Д.04.02.03 4 
Математична логіка. Логіка висловлювань. 
Закон виключеного третього. Сентенціальні 
зв’язки. Формули і підстановки. Запис ви-
словлювань через операції алгебри логіки. 
Логічний наслідок. Правило виводу. Дедук-
тивний метод.  
стор. 183-229 
[2], 75-149 [3], 
105-116 [4] 
4 Тема 4. Логіка предикатів — 1.ПФ.Д.04.02.04 4 
Логіка предикатів. Поняття предиката. Чис-
лення предикатів. Правила перейменуван-
ня. Властивості операцій над предикатами.  
стор. 183-229 
[2], 75-149 [3], 
227-230 [4] 
5 Тема 5. Графи та дерева — 1.ПФ.Д.04.02.05 22 
Графи. Поняття суміжності. Матриця сумі-
жності графа, її властивості. Двійковий код 
графа. Матриці суміжності ребер, інциден-
цій ребер. Плоскі й неплоскі графи. Шляхи 
і ланцюги, контури і цикли. Ейлерові орієн-
товані графи. Гамільтонові цикли. Обходи 
графів. Алгоритм пошуку вглиб та вшир. 
Розфарбовування графів. Задача про мак-
симальні потоки в мережах. Транспортні 
графи. Дерево, ліс. Основні властивості де-
рев. Дерево розбору арифметичного виразу. 
Задачі оптимізації на графах. Мінімальне 
остовне дерево (МОД). Теорема про МОД. 
Алгоритми Краскала та Дейкстри пошуку 
оптимального шляху в орієнтованому    
графі.  
стор. гл.2, 4 
[1], 239-241, 
253-285, 304-
321  [2], гл. 3 
[6] 
6 Тема 6. Основи комбінаторики — 1.ПФ.Д.04.02.06 5 
Кількість підмножин множини. Правило 
суми. Правило добутку. Розміщення. Роз-
міщення з повтореннями. Перестановки. 











Сполуки з повтореннями. Кількість спосо-
бів розбиття множини  на підмножи ни. Фо-
рмула включень і виключень.  
7 Тема 7. Рекурентні співвідношення — 1.ПФ.Д.04.02.07 4 
Рекурентність і рекурсивність. Числова по-
слідовність. Рекурентні співвідношення. 
Лінійне однорідне рекурентне співвідно-
шення з постійними коефіцієнтами. Числа 
Фібоначчі, їхнє застосування.  
стор. 431-442 
[2] 
 Підготовка до екзамену 36 
 
5. КОНТРОЛЬНІ РОБОТИ 
Модульна контрольна робота  
Загальна кількість модульних робіт з дисципліни — рекомендується 1. Ця 
робота проводиться у кінці семестру перед екзаменом.  
Основною метою модульної контрольної роботи є перевірка засвоєння сту-
дентами теоретичних положень та навичок оперування із відповідними математи-
чними об’єктами. Також модульна контрольна робота передбачає виявлення сту-
дентів з недостатнім рівнем засвоєння навчального матеріалу, з’ясування причин 
їхнього відставання і надання їм необхідної допомоги для підвищення успішності. 
Зміст модульної контрольної роботи:  
— розв’язати задачу з множинами (виконати операції над множинами; до-
вести теоретико-множинну тотожність); 
— дослідити властивості відношення; 
— розв’язати задачу з логічними функціями (побудувати поліном Жегалкі-
на; мінімізувати логічну функцію; дослідити повноту системи логічних функцій); 
— побудувати каркас графа, використовуючи методи пошуку вглиб чи 
вшир; 




Для проведення контрольної роботи виділяється 2 години за рахунок прак-
тичних занять. Контрольна робота містить 5 практичних завдань. Кожне завдання 
передбачає знання теоретичного матеріалу та вміння його застосовувати. 
Виконання студентами завдань модульної контрольної роботи оцінюється 
згідно з положенням про рейтингову систему оцінювання (п. 6). 
 
6. РЕЙТИНГОВА СИСТЕМА ОЦІНЮВАННЯ РЕЗУЛЬТАТІВ 
НАВЧАННЯ  
1. Оцінка з дисципліни виставляється за багатобальною системою з подаль-
шим перерахуванням у 4-бальну. 
2. Максимальна кількість балів з дисципліни дорівнює 100. 
3. При нарахуванні балів за окремими видами робіт рейтинг студента скла-
дається з балів, які він отримав за: 
1) роботу на практичних заняттях і самостійне виконання завдань; 
2) написання модульної контрольної роботи (МКР); 
3) складання екзамену. 
 
Система рейтингових (вагових) балів та критерії оцінювання 
1). Робота на практичних заняттях і самостійне виконання завдань 
Оцінюється робота студента на 2 практичних заняттях, передбачених робо-
чою програмою, і виконання домашніх самостійних завдань (12 задач з різних ро-
зділів). Студент повинен відповідати біля дошки 1 раз. Максимальний ваговий 
бал за відповідь чи розв’язування задачі — 5 балів. Самостійне виконання завдань 
оцінюється максимум у 30 балів: за правильне розв’язання кожної задачі дається 
по 2,5 бала (2,5 бала  12 = 30 балів). 
Максимальна кількість балів на всіх практичних заняттях дорівнює 5 балів 
+ 30 балів = 35 балів. Отже, rпз = 35 балів. 
Критерії оцінювання відповіді студента: 
— студент повністю розкрив питання або розв’язав задачу — 5 балів; 
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— студент розкрив питання або правильно розв’язав задачу, але при її 
розв’язанні було допущено деякі неточності — 4 бали; 
— студент неповністю розкрив питання, допустив окремі помилки — 3 ба-
ли; 
— студент використав правильний підхід, але розв’язати задачу не зміг — 
1-2 бали; 
— студент не розкрив питання — 0 балів; 
самостійного розв’язання задач: 
— студент правильно розв’язав задачу — 2,5 бала; 
— студент правильно розв’язав задачу, але при її розв’язанні було допуще-
но деякі неточності — 2 бали; 
— студент неповністю розв’язав задачу — 1,5 бала; 
— студент використав правильний підхід, але розв’язати задачу не зміг — 
0,5-1 бал; 
— студент не розв’язав задачу — 0 балів; 
2). Написання модульної контрольної роботи (МКР) 
На модульній контрольній роботі студенту пропонується розв’язати 5 задач. 
Кожна задача передбачає знання теоретичного матеріалу та вміння його викорис-
товувати. Кожна задача оцінюється максимум у 5 балів. 
Максимальна кількість балів за виконання модульної контрольної роботи 
дорівнює 5 балів  5 = 25 балів. Отже, rмкр = 25 балів. 
Критерії оцінювання: 
— задача розв’язана правильно і теоретичні питання висвітлені правильно 
— 5 балів; 
— допущено окремі помилки, але задача розв’язана правильно — 4 бали; 
— задача не розв’язана правильно, але студент працював у вірному напрям-
ку і продемонстрував володіння теоретичним матеріалом — 3 бали; 
— задача не розв’язана, але були деякі вірні міркування та кроки — 2 бали; 
— студент не розв’язав завдання і не зробив вірних кроків, але формалізу-
вав постановку завдання — 1 бал. 
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— задача не розв’язана, студент не приступив до виконання завдання або 
зроблені ним кроки показують, що він не розуміє завдання — 0 балів. 
 
3). Складання екзамену 
Кожен екзаменаційний білет містить по 4 питання — 2 теоретичних і 2 
практичних, кожне з яких має максимальний бал — 10. Максимальний ваговий 
бал — 10 балів  4 = 40 балів. Отже, rекз=40. 
Якість відповіді на кожне питання оцінюється: 
— завдання виконано повністю і правильно протягом відведеного часу — 
10 балів; 
— завдання виконано повністю протягом відведеного часу, але має несуттє-
ві неточності — 8-9 балів; 
— завдання виконано більше, ніж наполовину протягом відведеного часу — 
6-7 балів; 
— завдання виконано наполовину протягом відведеного часу — 5 балів; 
— завдання виконано менш ніж наполовину, але використано правильний 
підхід до розкриття його суті — по 2-4 бали; 
— завдання має суттєві неточності або невиконане протягом відведеного часу 
— 0 балів. 
Орієнтовні теоретичні питання до іспиту: 
1. Множина. Задання множини. Рівність множин. Підмножини. Обчислення 
кількості підмножин даної множини. 
2. Операції над множинами. 
3. Властивості операцій над множинами. Методи їхнього доведення. 
4. Метод двох включень і метод тотожних перетворень доведення теоретико-
множинних тотожностей. 
5. Метод характеристичних функцій доведення теоретико-множинних тото-
жностей. 




7. Принцип двоїстості в теорії множин. Розширений принцип двоїстості. 
8. Розв’язування рівнянь і систем рівнянь з множинами. 
9. Декартів добуток множин. Його властивості. Декартів степінь множини. 
10. Потужність множини. Рівнопотужні множини. Злічувані й незлічувані 
множини. Теореми про злічувані й незлічувані множини. 
11. Поняття відображення. Область визначення й значення відображення. 
Сюр’єктивні, ін’єктивні й бієктивні відображення. 
12. Суперпозиція відображень; властивості. Обернене відображення.  
13. Поняття відповідності. Задання відповідностей. Суперпозиція відповіднос-
тей. 
14. Відношення на множині. Відношення на множинах. 
15. Бінарні відношення. Їхнє задання. Тотожне бінарне відношення. Функціо-
нальне бінарне відношення. 
16. Обернене бінарне відношення. Доповнення до відношення. Переріз відно-
шення. 
17. Суперпозиція бінарних відношень.  
18. Спеціальні бінарні відношення на множині. 
19. Замикання бінарного відношення. Метод Уоршалла знаходження транзи-
тивного замикання. 
20. Відношення еквівалентності. Розбиття множини на класи еквівалентності. 
Відношення толерантності. 
21. Відношення порядку. Діаграми Хассе. 
22. Поняття алгебри. Алгебраїчні структури. Булева алгебра. 
23. Логічні функції однієї та двох змінних. Фіктивні змінні. Проблема 
розв’язуваності. 
24. Метод суперпозиції в алгебрі логіки. Пріоритети операцій. Рівність функ-
цій алгебри логіки. Еквівалентність формул. 
25. Властивості логічних функцій. Їхнє доведення. 




27. Диз’юнктивні й кон’юнктивні розкладання логічних функцій. 
28. Поліноми Жегалкіна. Канонічний вигляд полінома Жегалкіна. Степінь по-
лінома. Лінійність функцій. 
29. Метод тотожних перетворень формул і метод невизначених коефіцієнтів 
побудови полінома Жегалкіна. 
30. Метод перетворення ДДНФ і метод переходу від вектора значень функції 
до вектора коефіцієнтів полінома Жегалкіна. 
31. Повнота і замкнутість системи логічних функцій. Класи Поста. Теорема 
Поста. Теорема про послаблену повноту.  
32. Монотонність логічної функції. Теорема про монотонність. 
33. Мінімізація логічних функцій. 
34. Побудова скорочених ДНФ (методи Блейка, Нельсона, Квайна, діаграми 
Хассе). 
35. Тупикові, мінімальні, найкоротші ДНФ. Метод імплікантної таблиці Квай-
на. Метод Петрика. 
36. Комплексне застосування методу Квайна чи діаграм Хассе, імплікантних 
таблиць Квайна і методу Петрика для побудови тупикових ДНФ частково визначе-
них функцій. 
37. Побудова мінімальних ДНФ повністю і частково визначених функцій за 
допомогою карт Карно. 
38. Кодування Хаффмана. 
39. Коди, стійкі до перешкод. Використання кодів Хеммінга. 
40. Математична логіка. Логіка висловлювань. Формалізація запису вислов-
лювань. Перевірка істинності висловлювань. Виведення висловлювань в численні 
висловлювань. 
41. Логіка предикатів. Формалізація запису предикатів. Перевірка істинності 
предикатів.  
42. Поняття графа. Елементи графа. Орієнтовані, неорієнтовані, змішані гра-
фи. Ізоморфізм графів. 
43. Способи задання графів. 
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44. Плоскі й неплоскі графи. Гомеоморфізм графів. 
45. Шляхи і ланцюги, контури і цикли елементарні, прості, складні.  
46. Компоненти зв’язності графа. Зв’язність графа. Цикломатичне число гра-
фа. Матриця досяжності графа, її побудова. 
47. Ейлерові цикли. Алгоритм побудови ейлерового циклу. Ейлерові ланцюги. 
Гамільтонові цикли. 
48. Дводольні графи. Алгоритм пошуку вшир для розпізнання дводольності 
графа. 
49. Поняття дерева. Властивості дерев. Використання дерев. 
50. Кореневі дерева. 
51. Каркасне дерево графа. Матриця Кірхгофа. Обхід графів. Пошук вглиб в 
простому зв’язному графі.  
52. Каркасне дерево графа. Матриця Кірхгофа. Обхід графів. Пошук вшир в 
простому зв’язному графі. 
53. Зважені графи. Алгоритм Дейкстри знаходження найкоротшого шляху 
(ланцюга). 
54. Розфарбовування графів. Хроматичне число графа. 
55. Правило суми і правило добутку обчислення кількості можливих варіантів. 
56. Обчислення кількості розміщень, перестановок і сполук без повторень і з 
повтореннями.  
57. Обчислення кількості способів розбиття множини на підмножини і спосо-
бів одночасного утворення різних підмножин.  
58. Формула включень і виключень. 
59. Метод математичної індукції. 
60. Рекурентні співвідношення. Лінійне однорідне рекурентне співвідношення 
з постійними коефіцієнтами. 
 
Розрахунок шкали (R) рейтингу: 




R = rпз + rмкр + rекз = 35 + 25 + 40 = 100 балів. 
Таким чином, рейтингова шкала з кредитного модуля становить 100 балів.  
Максимальний стартовий рейтинг становить: 
Rс = rпз + rмкр = 35 + 25 = 60 балів. 
Необхідною умовою допуску до екзамену є стартовий рейтинг, який стано-
вить не менше 50% від максимального стартового рейтингу: 
60  0,5 = 30 балів. 
Для отримання студентом відповідних оцінок (ECTS та традиційних) його 
рейтингова оцінка RD переводиться згідно з таблицею: 
 
RD = rс + rекз  Оцінка ECTS  Традиційна оці-
нка  
95…100 А — відмінно Відмінно  
85...94  В — дуже добре Добре  
75...84  С — добре 
65...74  D — задовільно Задовільно  
60...64  Е — достатньо 
30…59  Fx — незадовільно Незадовільно  
rс < 30  F — незадовільно Не допущений  
 
7. РЕКОМЕНДОВАНА ЛІТЕРАТУРА 
Базова 
1. Бардачов Ю.М., Соколова Н.А., Ходаков B.C. Дискретна математика. — 
К.: Вища школа, 2002. — 287 с. 
2. Бондаренко М.Ф., Білоус Н.В., Руткас А.Г. Комп’ютерна дискретна мате-
матика: Підручник. — Харків: Компанія СМІТ, 2004. — 480 с. 
3. Кублій Л.І., Ногін М.В. Вибрані розділи дискретної математики. Алгеб-
ричні структури. Алгебра логіки. Математична логіка: Навч. Посібник. — К.: 
НТУУ “КПІ”, 2012. — 172 с. 
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4. Медведєва В.М., Сидоренко Ю.В., Любченко І.М. Основи дискретної ма-
тематики. К.: НТУУ “КПІ”, 2000. — 132 с. 
5. Нікольський Ю.В., Пасічник В.В., Щербина Ю.М. Дискретна математи-
ка. — К.: Видавнича група BHV, 2007. — 368 с. 
Допоміжна 
6. Галушкина Ю. И., Марьямов А. Н. Конспект лекций по дискретной мате-
матике. – М.: Айрис-пресс, 2007. – 176 с. 
7. Фомичев В. М. Дискретная математика и криптология. – М.: Диалог-
МИФИ, 2003. – 397 с. 
8. Новиков Ф.А. Дискретная математика для инженеров. — СПб.: Питер, 
2002. —302 с. 
Інформаційні ресурси 
9. Кампус НТУУ “КПІ” — http://login.kpi.ua/ 
10. Науково-технічна бібліотека НТУУ “КПІ” — http://library.kpi.ua/ 
 
8. КОНСУЛЬТАЦІЇ І КОНТАКТИ З НАУКОВО-ПЕДАГОГІЧНИМ 
ПРАЦІВНИКОМ 
Консультації проводяться щопонеділка з 16:00 до 17:30 в к. 403-5.  
Контактний телефон: 044-204-84-86. 
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