Abstract Sound tagging has been studied for years. Among all sound types, music, speech, and environmental sound are three hottest research areas. This survey aims to provide an overview about the state-of-the-art development in these areas. We discuss about the meaning of tagging in different sound areas at the beginning of the journey. Some examples of sound tagging applications are introduced in order to illustrate the significance of this research. Typical tagging techniques include manual, automatic, and semi-automatic approaches. After reviewing work in music, speech and environmental sound tagging, we compare them and state the research progress to date. Research gaps are identified for each research area and the common features and discriminations between three areas are discovered as well. Published datasets, tools used by researchers, and evaluation measures frequently applied in the analysis are listed. In the end, we summarise the worldwide distribution of countries dedicated to sound tagging research for years.
information and have their own characteristics. In order to categorise different kinds of sounds and study them separately, tagging is introduced into the area of sound analysis. The act of tagging, in this context refers to the action of adding text based on metadata and annotations to specific non-textual information and data.
Initially, people classified and documented all information manually. With the development of machine technology, especially the computer science, pioneers started to research on the human-machine interaction for liberating labour force. Thanks to the great performance of automatic tagging, lots of classification work has been solved efficiently for music, speech and environmental sounds. Automatic tagging then forms the backbone of the sound recognition and classification work. However, despite the good performance, these automatic tagging machines still need information from the metadata of targets. The metadata is collected manually in several ways, social tags, survey, game, or web documents (Bertin-Mahieux et al. 2011) . A basic fact also lies in that the accuracy of automatic machines still cannot catch up with the human brain. In this case, semi-automatic approaches for tagging rise which combines both manual and automatic approaches.
Among various sounds, human speech, music and environmental sounds have been studied for decades. This survey focuses on the state-of-the-art development in these three areas. For reasons ranging from technological curiosity about the mechanisms for mechanical realization of human speech capabilities to the desire to automate simple tasks which necessitate human-machine interactions, speech recognition has been studied for almost 90 years since 1920s (Anusuya and Katti 2010) . Music tagging arises because people like computers help discover, manage, and describe the many new songs that become available every day (BertinMahieux et al. 2011) . Since environmental sounds like bird call help ecologists monitor the environmental dynamic changes, animal calls and inner room sound tagging also draw great attention of researchers.
This paper is organised into several parts. The first part discusses the objects of this study. The second part goes through three tagging approaches for music, speech, and environmental sound. Techniques in different application areas are compared. The following part introduces published datasets for research. Research tools being used for sound analysis are introduced as well. Another part is about the worldwide contribution to sound tagging showing countries that dedicate to sound tagging analysis. The last section concludes the paper.
Study objects
Objects of this survey cover human speech, music, and environmental sounds.
Music
Music is an ordered arrangement of sounds and silence whose meaning is presentative rather than denotative (Clifton 1983) . The basic features of a musical sound are pitch, intensity and timbre. In music retrieval, audio dimensions are often used for music similarity searching. The most common dimensions include: timbre, orchestration, acoustics, rhythm, melody, harmony, and structure (Orio 2006 ).
Speech
Speech is the primary means of communication between humans (Furui 2004) . The properties of speech yield to language, speaker, vocabulary, speaking style (dictation or spontaneous) and speech mode (isolated or continuous) (Anusuya and Katti 2010) .
Environmental sounds
Environmental sounds include those sounds in inner room and out door. Sounds in inner rooms like meeting rooms are mainly created by human activities. While outside sounds are produced by both human and nature. Artificial sounds are due to people's activities like aircraft and traffic. Natural sounds cover wind, rain, animal calls, insects, marine mammals, etc. The property of environmental sounds is hard to define. Probably the best feature of environmental sounds is diversity. This exists in many aspects. Take animal calls as an example. Animal calls vary according to time and season changes. Different species have different call structures. Some species have mimic behaviours. Some calls we can tell which species they belong to while some unknown call also exists (Towsey et al. 2012 ).
Sound tagging

What is tagging?
(1) Music
The act of tagging, in this context refers to the action of adding text based metadata and annotations to specific non-textual information and data (Panagakis and Kotropoulos 2011) mentioned that "Tags are text-based labels that encode semantic information related to sound." A tag is a keyword generated by user related with some resources (Bertin-Mahieux et al. 2011 ). Automatic tagging is using machine algorithms to generate tags associated with audios. Music analysis focuses on the "identification of music genre, artist, instruments and structure" (Mitrovicet et al. 2006) . Many songs in large music database are not tagged with semantic tags that could help users pick out the songs they want to listen to from those they do not. Auto-tagging music could help users to identify "what qualities characterize a song at a glance" and to allow users to search for the songs "most strongly by a particular word" (Hoffman et al. 2009 ).
(2) Speech Speech tagging focuses on the "recognition of the spoken word on syntactical level" (Mitrovic et al. 2009 ). Automatic speech recognition is the process of converting a speech signal to a sequence of words, by means of an algorithm implemented as a computer program (Anusuya and Katti 2010) .
(3) Environmental sounds
Environmental sounds tagging is to analyse the environment that people are living, particularly animals and birds around us as people need to "study their behaviour and the way of their communication" (Franzen and Gu 2003) . Environmental sounds recognition is more complex than music analysis because environment sounds include a lot of ambient noises (Arora and Lutfi 2009) . The aim of automatic auditory scene analysis is to generate computer systems that can learn to "recognize the sound sources in a complex auditory environment" (Gunasekaran and Revathy 2010) .
Application areas
Tagging can be very advantageous when applied to particular areas such as database management and administration. Several applications and systems are involved in sound tagging There are many tasks required machines to "hear" in order to complete them, for example to discover, manage, and describe many new songs that become available every day. Social tags actually are texts generated by humans on some collaborative platforms (Bertin-Mahieux et al. 2011) . Social tags are often located within the metadata associated to an audio file. The metadata would then contain a series of textual information that represent how certain users describe a particular audio track. Furthermore, in the study of music retrieval, often the methodologies being developed with the use of social tags aim to resolve the problem known as 'cold start or tag sparsity'. This problem can simply be described as music tracks lacking the amount of tags it needs to be able to be distinguished during text based music searching. Social tags are used to categorize and retrieve contents in social tagging systems. The increasing social tagging system users not only provide information of content, but also show their preferences through tagging information. In this case, tagging information can be used in the recommender systems to make recommendations (Milicevic et al. 2010; Bischoff et al. 2010 ). According to Last.fm (an online radio) in 2007, the types of tags can be associated with a few categories: genre, locale, mood, opinion, instrumentation, style, misc, personal, and organizational (Bertin-Mahieux et al. 2011) .
Human tags can be obtained by four sources according to . These include survey, social tags, game, and web documents. Survey is the most straightforward and costly methods since people are hired to listen to sounds and tag them. However, usually there is lack of skilled people to evolve in these tasks and the cost is really high. Social tags come from human users to tag information related to the music like artist, album by using a collaborative platform. In order to reduce the cost of human tagging, different tagging games have been developed by research teams to gather clean data (Kim et al. 2008; Law et al. 2009; Turnbull et al. 2008) . Participants fill the survey because of a reward (winning), but the reward is non monetary, hence acquiring data is not as costly. The idea is to give users an incentive to apply appropriate tags to songs or song snippets. Web documents are the forth source to collect the human tags. The basic idea is to use documents available on the internet to describe audio. For instance, one could search for words that are more often associated with a particular artist than with an "average artist", and use it as a tag. One can easily gather millions of tags, but the main drawback of this method is the noise in the data (Bertin-Mahieux et al. 2011) . How to deal with noisy social tags due to people of different levels of musical knowledge remains a research problem. To reduce the noisy tags made by end users, statistical models were built to improve the accuracy. These models are specially developed for tag prediction based on the tag count information. Tags are collected through collaborative platforms such as MajorMiner game and Last.fm. By counting the number of different types of tags for the same music clip, a weight score will be added to the tag and then put into classifiers. The higher the score is, the more reliable the tag is. Through this, a tag prediction will be made and noisy tags will be reduced (Lo et al. 2011) .
Automatic tagging
Automatically extracting music information is gaining importance as a way to structure and organizes the increasingly large numbers of music files available digitally on the web (Tzanetakis and Cook 2002) . A variety of purposes can be related by using music annotations, such as searching for songs displaying special qualities, or retrieval of semantically similar songs (Coviello et al. 2010) . The drawback of text based retrieval approaches is that it is impossible to search for untagged sound files (Wichern et al. 2010) . To deal with this there has been recent interest in retrieving untagged audio "from text queries and the related problem of auto-tagging", for example the ability to automatically describe and tag a sound clip based on its audio content (Wichern et al. 2010) . Consequently, there are two directions for automatic music tagging.
(1) Tagging based on audio features. The methodologies involving the use of audio features are modelled through the extraction of distinguishable audio tunes and patterns. Features extracted include auditory features such as loudness, pitch, brightness, bandwidth, harmonicas; musical instrument recognition features such as resonance characteristics, amplitude, envelop; human music perception such as volume levels, pitch repetition as well as the highest and lowest concord notes. Wordnet is often used as the vocabulary for matching. Multiple classifiers are applied for classification such as GMM, SVM, and AdaBoost. Representative work in this branch were published by (Wold et al. 1996 ; Martin 1998; Allegro et al. 2001; McKinney and Breebaart 2003; Liu 2003; Kostek et al. 2004; Cano et al. 2005; Eck et al. 2007; Sundaram and Narayanan 2007; Burred et al. 2008; Chen et al. 2009; Dhanalakshmi et al. 2009; Law et al. 2009; Barrington et al. 2008; Lidy et al. 2010; Reed and Lee 2009; Miotto et al. 2010; Kuznetsov and Pyshkin 2010; Wichern et al. 2010; Takagi et al. 2011) . Multiple audio features are selected and extracted for classification tasks. However, not all features can improve the accuracy.
To reduce the amount of features, Eck et al. tried several methods but failed to achieve better classification results. It is clear that the result of auto-tagging does not perform better than other highly trained social tags. This leads to the question that whether it will perform better if auto-tag technique is combined with social tagging techniques (Eck et al. 2007) . (2) Tagging based on the combination of social tags and audio features. Traditional music retrieval systems often fall under the exclusive use of social tags or audio dimensions. Recent studies however, had shown that both features can be used conjunctionally and provide more significant performance towards audio classification. The system scheme usually works with weight scores or ranking systems. Both audio features and social tags are applied to different ranking systems and these ranking results are then combined to infer the tags. Related work to this area were described by (Ogihara 2009; Ness et al. 2009; Levy and Sandler 2009; Tingle et al. 2010 ; Nanopoulos and Karydis 2011). Combination of social tags and audio features allow effective music retrieval of audio tracks with insufficient information. This help to resolve the tag sparsity problem. Table 2 lists the most frequent features and classifiers used in music tagging. For the meaning of these features and classifiers please refer to the "Appendix".
Progress to date and research gaps
Currently, many achievements have been made towards social tagging and automatic tagging e.g. the excellent work we have listed above. Basically, there are two issues in this area: "cold start or tag sparsity" and the accuracy of automatic tagging. Though researchers have focused on these issues for years, it is still a challenge for "cold start" problem as tags are not distributed evenly. Specifically what lacks in this area is for a better weighting or filtering scheme that ignores useless social tags created by users. In other words, how to manage or evaluate the quality of social tags still needs to be studied. Likewise, for music analysis through audio features there is still the challenge of integrating more dimensions of human perception in order to better the searching solely by humming or tapping; on which case a new feature extraction methodology must be developed exclusively for this objective. Another challenge lies in the fact that large scale of data is produced by the mass online community. How to deal with this large scale of data is becoming a major problem.
Speech tagging
The problem is detecting, isolating and identifying the panoply of sounds that fills human every-day acoustic environment, as well as separates non-speech sounds and speech sound recognition in noisy sources (Uribe et al. 2005) . The difficulties are linguistic, cognitive boundaries, synonymy, and data scarcity, spelling errors, plurals and parts of speech. For instance, different language styles, same word with different pronunciation and tongue-tied. As speech recognition has been researched for many years, there are plenty of review papers about the state-of-the-art development in this area. Typical ones in recently two decades are (Uribe et al. 2005) and (Anusuya and Katti 2010) . Readers can check through these papers for detail. In this section, we generally point out the main directions and branches in speech tagging.
Types of Speech Recognition
According to different types of utterances, speech recognition systems can be classified to several classes (Anusuya and Katti 2010):
(1) Isolated words. Recognizers are built to accept single words at a time. Silence is required between each word or utterance happens. (2) Connected words. Recognizers take separate words or utterances to be 'run-together' with a minimal pause between them. (3) Continuous speech. Recognizers work as computer dictation, which allow users to speak almost naturally, while the system determines the content. (4) Spontaneous speech. Recognizers could handle natural and not rehearsed speech. Speech features are various, such as words being run together; "ums" and "ahs", and even slight stutters.
Overall, speech recognition classification systems can be classified due to processing applications and chosen criteria.
(1) Speech mode: isolated speech and continuous speech. 
Automatic tagging (recognition)
Techniques for automatic speech recognition have studied through three directions, acoustic phonetic approach, pattern recognition approach, and artificial intelligence approach.
(1) Acoustic phonetic approach. The basis of this approach is to postulate that there exist finite, distinctive phonetic units (phonemes) in spoken language and that these units are broadly characterized by a set of acoustics properties that are manifested in the speech signal over time. (2) Pattern recognition approach. The pattern-matching approach involves pattern training and pattern comparison. The essential feature of this approach is that it uses a well formulated mathematical framework and establishes consistent speech pattern representations, for reliable pattern comparison, from a set of labelled training samples via a formal training algorithm. A speech pattern representation can be in the form of a speech template or a statistical model and can be applied to a sound (smaller than a word), a word, or a phrase. In the pattern-comparison stage of the approach, a direct comparison is made between the unknown speeches (the speech to be recognized) with each possible pattern learned in the training stage in order to determine the identity of the unknown according to the goodness of match of the patterns. Usually, pattern recognition approaches are model based, such as Hidden Markov Model (HMM), Artificial Neural Networks (ANN), Support Vector Machine (SVM), Vector Quantization (VQ) and Dynamic Time Warping (DTW). Table 3 lists the most frequent features and classifiers used in music tagging. The meaning of these features and classifiers please refer to the "Appendix".
Progress to date and research gaps
Speech tagging has been studied for almost one century since 1920s. In 1994, Moore presented 20 themes which are believed to be important to the greater understanding of the nature of speech and mechanism of speech pattern processing in general. Readers can review these themes from literature (Moore 1994) . Although plenty of work has contributed to answer these questions, we are still unclear about these 20 questions so far. Speech and speaker recognition as a first step toward human-machine communication, have attracted much attention over past decades. However, we encountered a number of practical limitations which hinder a widespread deployment of application and services. What's more, most state-of-the-art speech recognition systems make use of the acoustic signal only and ignore visual speech cues. Few studies have been applied in this area, which is supposed to be new research trend.
Environmental sound tagging
Environmental sound is distributed in two directions, inner room and outside. Inner room (houses and meeting-rooms) sound study aims to detect and describe human activity and to increase the robustness of automatic speech recognition systems (Temko and Nadeu 2006) . While outside sound analysis mainly focuses on wildlife monitoring and learning as they provide useful information for the environmental changing and human technology's improving (Mitrovicet et al. 2006 ) mentioned that animal sounds are an area of environmental sounds that has not been investigated in detail. Recognizing sources in the environment from the sounds they create is one of the most important functions of the auditory system (Gunasekaran and Revathy 2010) . Recognizing the environment from sounds is a fundamental problem in audio processing and has significant applications in navigation and "assistive robotics and other mobile device-based services" (Selina et al. 2008; Weninger and Schuller 2011) stated that in the field of bioacoustics, there is a multiplicity of approaches existing for classifying animal sound and approaches are used in order to examine "populations of certain species", for example whales or birds, thus appropriate the algorithms "to the special characteristics of animal vocalizations" involved. According to (Arora and Lutfi 2009 ), many works have been generated in recent years to the aim of developing an automated sound recognition system that can correctly and efficiently categorize a wide variety of common environmental sounds according to their generating source.
Unlike human speech recordings and room sound recordings, which have strict constraints for recording, real world sound recordings are collected by multimedia sensors deployed in the wild environment (Cowling and Sitte 2003) , where noise is tightly constrained. Real world sound recordings are collected under unconstrained noisy conditions. Noise and variability are two issues for real world sound (Towsey et al. 2012) . Environmental acoustic recordings can obtain a wide variety of non-biological noises and a variety of animal sound. These non-biological noises have a great range of intensities and the animal sounds are affected by the physical environment (vegetation, geography etc.). Therefore, it is far more difficult for real world sound recognition than human speech and room sound recognition.
Environmental tagging refers to all non-verbal, non-communicatory sounds. Environmental tagging in this context has not been researched to the same degree of other areas of sound tagging, such as music, or speech. Fortunately, the fundamental principles and techniques used in systems designed for speech recognition and tagging can be used and applied towards environmental tagging. While speech systems aim to isolate and identify the vocalizations within the audio data, and isolate it from any background noise, the environmental recognition and annotation is the complete opposite. It is this background noise and sounds that are the main features for the system, while isolating the speech and other unwanted noise (Uribe et al. 2005) .
Manual tagging
Manual analysis provides the ability to manually inspect, play and visual acoustic recordings and associated spectrograms. It provides tools to assist in identifying vocalisations and annotating spectrograms with special tags. Manual analysis by skilled users provides an accurate and comprehensive audit of acoustic data, however processing of large volumes of data can be time consuming. The manual approach may also necessary in acoustically complex environments, where automated tools fail to discriminate between simultaneous vocalisations. Given the volume of data associated with acoustic sensing, the time and cost required to manually analyse large recording may be prohibitive (Lau et al. 2008) . Additionally, these audit tasks require highly trained users experienced in identifying variations in the calls of many species. To address this issue, automatic tagging is required urgently. However, given the complexity of acoustic sensor data, fully automated analysis for a wide range of species is still a significant challenge. In this case, people start to search help from general people who can analyse data and collect data, which is known as citizen science . In many citizen science projects, participants contribute both by analysing data like Galaxy Zoo (http://www.galaxyzoo.org), and collecting and contributing data like eBird (http://www.ebird.org). One of the foremost challenges is establishing the skill level or reputation of the participant performing the collection or analysis task. To achieve this, many citizen science projects utilise reputation management to classify participants and to establish the credibility of their contributions Yang et al. 2011) . Even so, the accuracy and trust reliability still are big challenge in this area.
Automatic tagging
Automated acoustic analysis usually needs three steps to recognise the target: pre-processing, feature extraction and selection based on templates, and classification. Some research they add segmentation before feature extraction in order to reduce the noise affection and separate the components within one call structure (Stowell and Plumbley 2011) .
(1) Pre-processing. The aim of pre-processing is to expose the Acoustic Events out of Background Noise, providing clear signals for the next processing step-Feature Extraction for Classification. Signal processing techniques for noise reduction are developed according to specific applications. Basically, there are two types of applications: time domain and frequency domain. Typical work has been done by (Hu et al. 2005; Kwan et al. 2004; Selin et al. 2007) . As the spectrogram is a good visualization for sound recordings, scientists turn to deal with the problem as static images. They performed noise reduction on the two dimensional (2D) sonogram but not on the audio recording (Planitz et al. 2009; Brandes et al. 2006; Agranat 2009 ). (2) Feature extraction and selection based on templates. According to Cowling and Sitte, feature extraction can be split into two broad types: stationary (frequency based) feature extraction and non-stationary (time-frequency based) extraction. Stationary feature extraction produces an overall result detailing the frequencies contained on the entire signal. With stationary feature extraction, no distinction is made on where these frequencies occurred in the signal. In contrast, non-stationary feature extraction splits the signal up into discrete time units. This allows frequency to be identified as occurring in a particular area of the signal, aiding understanding of the signal (Cowling and Sitte 2003) . (3) Classification. The function of classification is used to identify the sound by cataloguing the features of existing sounds in some way (training) and then comparing the test sound to the database of features (testing) (Cowling and Sitte 2003) .
Acoustic event recognisers are developed according to specific application areas: inner room sound, individual target, specific species, and specific call structures.
(1) Inner room sound. There are groups of scientists who focus on room surroundings. They detect acoustic events in houses and meeting-rooms in order to detect and describe human activity and to increase the robustness of automatic speech recognition systems. From the year of 2006, Temko et al. have put great efforts on meeting-room acoustic event analysis Nadeu 2006, 2009) 
in projects of CHIL (Computers in the Human
Interaction Loop) and CLEAR (Classification of Events, Activities, and Relationships evaluation campaigns). They chose MFCCs, frequency-filtered band energies because they want to compare their discriminative capability in this application. They also chose a set of perceptual features including short-time signal energy, sub-band energies, spectral flux, zero-crossing rate and fundamental frequency after taking into account their importance and degree of interaction. In terms of classifiers, they chose SVM and GMM. SVM is based on decision surfaces and GMM models data with probability distributions. After comparison between these two classifiers, SVM-based classifier outperformed GMMbased classifier. (2) Individual target. In 2010, Cheng et al. chose MFCCs combined with Gaussian Mixture Model (GMM) for individual recognition of four passerines (Cheng et al. 2010 ). According to their statement, this is the first time to combine the MFCCs with GMM for individual recognition and the results are promising. Problems are that GMM has to be improved to optimise the recognition result and large levels of background noise still are big problems for this algorithm. For wood detection, Yella et al. used acoustic analysis to test whether the existing old-structure roads, bridges and wooden railway sleepers are strong enough to be in use (Yella et al. 2007 (Brandes et al. 2006) . This is the first time to use techniques associated with image processing to spectrograms for species recognition. High true-positive accuracy can be obtained. Application can be calls with narrow-band structures. However, the accuracy largely depends on the known sonotypes and the overlap extent of the sonotype feature values. Potential of misclassification relies heavily on the extent of the libraries completeness and the known variation. In 2008, Brandes extracted peak frequency, shorttime frequency and a new developed feature called contour feature vector to identify calls of cricket, frog and bird calls with frequency-modulated characters (Brandes 2008) . This method provides an effective progress on acoustic signals recognition and it achieves better results on identifying birds, crickets and frogs in a rich noise environment. Unfortunately, this method does not work well on calls with noise from wind, heavy rain and masking from large species choruses. Objects are only calls with the structure of a narrow short-time frequency bandwidth. In 2006, Chen and Maher provided an algorithm for tonal bird vocalization (harmonic or inharmonic) detection using spectral peak tracks (Chen and Maher 2006) . This method has limitations in two aspects. First, the method is inappropriate for use with bird vocalizations containing periodic or noise-like components because the assumption of connected peak tracks is violated in these cases. Second, the method also is inappropriate if the underlying spectral components change too rapidly in frequency or fluctuate in amplitude such that the peak tracks cannot be determined reliably. In 2007, Selin et al. adopted wavelets in recognition of inharmonic or transient bird sounds as wavelets has ability to preserve both frequency and temporal information, and also to analyse signals which contain discontinuities and sharp spikes (Selin et al. 2007 ). The limitation with this approach is that the acoustic data was chosen manually, especially for bird calls with inharmonic or transient characters. In 2009, Bardeli et al developed an algorithm for the periodic repetition of simple elements which is often encountered in animal vocalisations (Bardeli et al. 2010 ). Towsey developed an oscillation detection algorithm to recognise calls that incorporate a repeating or oscillatory structure. He also developed Acoustic Event Detection (AED) to detect rectangle structures such as ground parrot call, wind and rain (Towsey et al. 2012 ). Duan develop a system to detect different kinds of acoustic component such as lines, blocks in spectrograms (Duan et al. 2011) .
Semi-automatic tagging
Semi-automatic tagging provides a hybrid approach which addresses the respective strengths and weaknesses of the manual and automated techniques. Manual analysis utilises the sophisticated recognition capabilities of an expert user, but does not scale effectively for large volumes of data. Automated techniques are effective for identifying targeted species in large volume of data, however these methods require a high degree of skill to develop and are not able to cope with the variability that animal calls present. In 2011, Wimmer presented a semi-automatic tagging approach named "human-in-the-loop", which recognises that: a) many species (particularly avian species) have a broad range of vocalisations and these vocalisations may have significant regional variation; b) environmental factors such as wind, rain, vegetation and topography can attenuate, muffle and distort vocalisations considerably. Details about this model please refer to literature (Wichern et al. 2010) . Table 4 lists the most frequent features and classifiers used in music tagging. The meanings of these features and classifiers are listed in "Appendix".
Progress to date and research gaps
The progress for environmental sound tagging has just started compared with the speech recognition and music tagging. The major achievement in this area is to identify a specific target. In other words, researchers build recognisers only for specific species they are interested in, such as frog, whipbird, and whale, etc. Detailed prior knowledge about the targets needs to be collected and the training data needs to be tagged and selected manually. In music tagging, we know one of the challenge is about the "cold start" problem which refers to music with no tags. Now we encounter same problem in environmental sound tagging. What we can do currently is to detect the known species, then how to detect unknown species? This is important to ecologists as it can provide information about the diversity in an area and explore new species. Another big issue is the noise. In fact, the definition of noise in environmental sound tagging is quite subjective as it depends on what signals researchers are chasing. Consequently, signal segmentation/enhancement and noise reduction also attract great attentions. However, due to the arbitrary present of noise, these systems don't work very well.
Comparison
Commons
In Sect. 3.3, we introduced the state-of-the-art development and research directions of tagging techniques for music, speech, and environmental sounds. The relationship between these three research areas is quit tight. This reflects in several aspects listed below. (1) The act of tagging. Though the definition for tagging in different areas has different ways to express. The core of the act of tagging is the same. Tagging is to give description to the target manually, automatically, or semi-automatically. There are two directions for tagging. One is that given the sound, users label this sound manually. This direction typically appears in the social tagging for music and environmental sounds. The other direction is that given classes of labels, assign the sound into different classes automatically or semi-automatically. This direction usually appears in speech and environmental sound recognition for identifying the source of sound. These two directions work interactively and promote each other. (2) Tagging techniques. Basically, there are three tagging techniques, manually, automatically, and semi-automatically. For music and environmental sound study, these three approaches are all required as automatic methods need the metadata from people which makes human-involved approach necessary. When it comes to the speech recognition, as the ultimate goal of speech recognition is to realize the human-computer interaction efficiently and let the computer communicate with human without the language barrier, automatic recognition approach is the main technique applied. (3) Features and classifiers. Although these three approaches extract different features, the basic process of automatic audio tagging is followed the same procedures shown in Fig. 1 . The automatic tagging system could divide into four parts: the first part is audio representation, the second part is tagging data, and the third part is machine learning algorithm. Finally, the forth part is evaluation. (Bertin-Mahieux et al. 2011) summarized that these four parts also could explain as "what audio features and tagging data it uses, what learning algorithm is used, and how performance is evaluated." Though each area has its specific features and classifiers, we found that some features and classifiers are commonly selected and quite important for recognition work among these three application areas. Common features and classifiers are listed in the Table 5 above.
Differences
Differences between music, speech and environmental sound tagging exist in many aspects.
(1) Environmental sound tagging encounters more difficulty compared with speech and music tagging due to the various noises in the data. In this case, the noise reduction or signal segmentation is a big challenge. Even the definition of noise under environmental sound tagging is hard to define. That really depends on what information users are chasing. For example, wind sound is a signal in searching for natural sound while it is noise in bird call recognition. (2) Despite those common features and classifiers (listed in Sect. 3.4.1), distinctive features and classifiers are also selected for specific areas. Details please refer to the tables shown in Sects. 3.3.1 and 3.3.2. From these table, we found that the features for speech are more concentrated on MFCC, and the classifier relates to HMM and HTMK. Music has special features related to the audio dimension like MIDI, Timbre features and classifiers of Adaboost, and PLSA are quite popular. Features for environmental sound are developed for specific targets. Considering about the difficulties to identify the target under a variety of noises, quite a lot of features are extracted under certain circumstances.
Research gaps
We have identified potential research gaps in Sects. 3.3.1, 3.3.2 and 3.3.3 for music, speech, and environmental sound, respectively. To summarise, the general gaps existing in sound tagging are:
(1) Scarcity of training dataset.
(2) Lack of methods to deal with large scale of data. 
Datasets
Many of the works reviewed above use unpublished datasets collected by the authors. Those published dataset greatly facilitate researchers' study across the world. Thanks to the organisers of these dataset, they make the communication between different countries effective and the technique development grow quickly. Table 6 lists the datasets for sound tagging according to our review work. From this table, we can find that only few datasets are public to share with researchers. In addition, we also notice that these public datasets have been used for years. Particularly, datasets for environment sound tagging is published in 1990s by Cornell Laboratory of Ornithology. Datasets for music tagging are relatively new while speech datasets are rarely shared. Reasons for this mainly lie in the fact that the cost of data collection is very high and creators have not fully explored the datasets. However, to better develop the sound tagging research, more new and comprehensive datasets are required.
Research tools for sound tagging
Not many tools are discussed by researchers though there does exist some. Table 7 lists the common tools we reviewed in sound tagging area. Half tools or softwares are used for general sound tagging such as Weka and Matlab. Song Scope, Pamguard, Raven/XBAT softwares are developed especially for environmental sounds such as birdsongs. This is due to the various Freesound It is a web service which hosts a significant number of audio clips of all natures that have been uploaded by users. During the process of uploading audio to the service, the user is also required to tag the file with appropriate descriptors. Freesound also features various filters on their service which allows for the sorting of data based on its sample rate, bit depth and channels. This allows for the filtration of any "unclean" audio samples that may feature noise; though that is of little concern in music tagging. Due to Freesound's accessibility and free use, this makes it popular as a source for datasets in the evaluation processes of music tagging systems. (Takagi et al. 2011; Wichern et al. 2010) Music tagging Yes CAL500 The CAL500 (Computer Audition Laboratory 500-song) is a dataset consisting of 500 audio clips, which have all been tagged by at least three individuals, using a vocabulary of 174 words and is a popular universally available dataset (Panagakis and Kotropoulos 2011) 
Evaluation criteria
Precision and recall are two widely used statistical criteria. Precision can be seen as a measure of exactness or fidelity, whereas recall is a measure of completeness. True Positives (TP), True Negatives (TN), False Negatives (FN) and False Positives (FP) are defined followed the definition in the paper of (Gordon et al. 2003 ):
(1) TP: correctly recognized positives (2) TN: correctly recognized negatives (3) FN: positives recognized as negatives (4) FP: negatives recognized as positives Precision, Recall and Accuracy are defined as (Olson et al. 2008) :
Recall + Precision 2 The most common evaluation methods used in sound tagging area are F-score measure and Receiver operating characteristic (ROC) curves.
(1) F-measure. It is measure of a test's accuracy. It considers both the precision and the recall of the test to compute the score. The F-score can be interpreted a s a weighted average of the precision and recall, where an F score reaches its best value at 1 and worst score at 0 (Yong and Ying 2010) .
(2) ROC curves. It is a graphical plot of the sensitivity (the same as recall above), or true positive rate vs. false positive rate. The ROC can also be represented equivalently by plotting the fraction of true positives out of the positives vs. the fraction of false positives out of the negatives. The ROC is also known as a Relative Operating Characteristic curve, because it is a comparison of two operating characteristics (True Positive Rate & False Positive Rate) as the criterion changes. ROC analysis provides tools to select possibly optimal models and to discard suboptimal ones independently from (and prior to specifying) the cost context or the class distribution.
Worldwide research
In this survey, we reviewed 215 papers from the year of 1993 to 2012 for sound tagging across areas in music, speech, and environmental sounds. We chose this period mainly because of the electronic version of papers starting in 1990s. Another reason lies in the fact that we want to explore the development of sound tagging in recent 20 years, which is an important period to reflect the research trend. We have summarized countries which have the advanced technologies and have most contribution in sound tagging area. A pie chart is shown above in Fig. 2 indicating the sound tagging research distributed around the world. Please note that countries presented here are according to our literature review work. Some countries may not be included due to non-comprehensive statistics. According to this pie chart, 34 countries are involved in the sound tagging research. This number is quite promising when it comes to verify the point that sound tagging is an extremely hot research area across the world. Specifically, the United States of America holds the dom-inated place occupying almost 30 % of whole research. Germany and Japan are in the second place for contribution to sound tagging. The third place of contributions is made by countries or areas, Taiwan, Australia, Finland, China and Spain. The percentage of countries from Germany to Canada occupies almost 40 % of total. The rest countries from Switzerland to Belgium total take place of 30 %. Figure 3 shows the number of papers we reviewed for each year from 1996 to 2011. A clear signal is that sound tagging is currently a hot research area. The publications keep growing during last 16 years. Particularly, there is a significant growth in 2008 compared with year 2007. The number of publications in 2011 seems lower than that of 2010. This is because our literature review stopped in March, 2012 so some literatures of 2011 may have not been published yet. Hence, the number is not comprehensive for 2011.
Conclusion
Sound tagging has been a hot research area during last century. Considerable study and exploration have been conducted in more than 30 countries around the world. The United States of America has played an exemplary role, holding 30 % contribution to the sound tagging research. Other countries still have a long way to go towards the final automation by machine.
Three typical and interesting areas are music, speech, and environmental sound tagging. Though detailed review work has been summarised within each area, we haven't seen a paper discussing these three subjects together. In this survey, we reviewed each direction separately and then compared them. The state-of-the-art work has been presented and potential research gaps are identified as well. For music, we found that the "cold start" problem is still a big issue and how to manage the metadata collected from social websites still needs to be addressed. Despite the great achievement for speech recognition, it is still hard and not clear to answer Moore's 20 questions. To realise the final machine's automation needs much more work. Speech and speaker recognition is two main branches currently. How to combine the visual feature with acoustic signal to realize the tagging work is becoming a new trend. Environmental sound tagging encounters the similar problem with music, which is lack of methods to find out the unknown species. Overall, a big issue for sound tagging is noise control. Noise reduction and signal segmentation always are the critical process for classification work.
Some of the published datasets for research were discussed. We have also surveyed the research tools used in sound tagging. To sum up, this paper has provided a survey which help new researchers who are about to start the journey with sound tagging.
