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ABSTRACT. In this investigation we give a module-theoretic counterpart of the
well known De Morgan’s laws for rings and topological spaces. We observe
that the module-theoretic De Morgan’s laws are related with semiprime mod-
ules and modules in which the annihilator of any fully invariant submodule is a
direct summand. Also, we give a general treatment of De Morgan’s laws for or-
dered structures (idiomatic-quantales). At the end, the manuscript goes back to
the ring theoretic realm, in this case we study the non-commutative counterpart
of Dedekind domains, and we describe Asano prime rings using the strong De
Morgan law.
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1. INTRODUCTION
The uses of ordered structures in the study of algebraic entities such as rings,
categories and topological spaces goes back to [WD39] and [DP66]. For example
frames (locales, complete Heyting algebras) can be seen as algebraic ordered struc-
tures of topological spaces. In fact, a decent analysis of topological spaces can be
done via frame theory [Joh86, PP12]. Also frames can be understood as algebraic
models of infinitary logic (every complete Boolean algebra is a frame). In the ring
theoretic side, the theory of quantales [Mul86] offers an amalgam to the study of
rings via the quantale of (left, right) ideals, see for example [Ros90, NR85a].
Like in the case of topological spaces, the behavior of a module can be done
via its lattice of submodules as it has been explored in [Alb14b, AIT04, Alb14a,
Sim14b, CRT19b].
In [BJKN80], the authors introduce a product of submodules of a given mod-
ule. Under some projectivity conditions, this product behaves well with the or-
dered structure in the set of submodules and the lattice of submodules becomes
a quantale. The study of this quantale can be found in the authors recent papers
[MBSMZC16, MBMCSMZC18, MBMCSMZC20].
As we mentioned before, the connection with certain aspects of logic cannot be
avoided. For example, in [Joh79], the author shows (as a consequence of a more
general result) that, for a topological space S, its topology O(S) satisfies the De
Morgan’s Law, that is,
¬(A ∧B) = ¬A ∨ ¬B
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if and only if S is extremely disconnected. The frame O(S) satisfies
(A⇒ B) ∨ (B ⇒ A) = S
if and only if every closed subspace of S is extremely disconnected (where ⇒
denotes the implication and ¬ the negation in the frame O(S)).
In [NR85b, NR85a, NS95], it is given an explanation of the De Morgan’s Laws
in the ring-theoretic setting and the similarities with those characterizations ob-
tained in the topological case.
The aim of the present manuscript is to answer the natural question: What char-
acterizations of modules can be obtained in the presence of the De Morgan’s laws
on the quantale of submodules? We give answers to this question and other related
topics.
In [NR85b, Theorem 2.4] a commutative Noetherian Dedekind domain is char-
acterized as a Noetherian domain satisfying the strong algebraic de Morgan’s law,
that is, given a commutative Noetherian domain R, R is a Dedekind domain if
and only if R = (I : J) + (J : I) for all ideals I, J if and only if the lattice of
ideals of RP is totally ordered for every prime ideal P of R, where RP denotes
the localization at P . It is the last condition which limits the generalization of this
result to modules or to noncommutative rings. One goal in this manuscript is to
generalize the previous result in the noncommutative case. We are interested in
which (noncommutative) rings are characterized by the strong algebraic de Mor-
gan’s law. Using the techniques of localization in noncommutative Noetherian
rings we are able to prove that, under some circumstances, the strong algebraic de
Morgan’s law characterize Noetherian Asano prime rings (Theorem 5.16). Recall
that a prime Goldie ring is said to be Asano prime ring if every nonzero ideal is
invertible [MRS01, 5.2.6].
A brief description of the present manuscript is as follows: Section 2 is the
background material needed to make this manuscript as self-contained as possible.
In Section 3, we give some results related to De Morgan’s Laws for idiomatic-
quantales such that ab ≤ a ∧ b holds for all a, b ∈ A. Main results in this section
are Theorem 3.7 and Theorem 3.8, as an analogous to [Ros90, Proposition 4.3.1]
given by P.T. Jonhstone (see also [Joh86]). In Section 4, we study the point-free
and the point sensitive conditions for modules satisfying the De Morgan’s laws
(see Theorem 4.15), and we achieve a module theoretic counterpart of some re-
sults presented in [NS95]. Following this way, in Section 5, we study properties
of (N : L) for fully invariant submodules of a module M, we study the strong
algebraic De Morgan’s law, and finally, in Theorem 5.16 is given a characteriza-
tion for a Noetherian prime ring to be an Asano prime ring. By last, it is worth to
mention that this manuscript is a natural step in our investigation, that was initiated
in [MBSMZC16] followed by [MBMCSMZC18] and [MBMCSMZC20].
2. PRELIMINARIES.
Throughout this paper Rwill be an associative ring with identity, not necessarily
commutative. The word ideal will mean two-sided ideal, unless explicitly stated
the side (left or right ideal). Module will mean an unital left R-module. Let M
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be an R-module, a submodule N of M is denoted by N ≤ M , whereas we write
N < M when N is a proper submodule of M . Recall that N ≤ M is called
fully invariant submodule, denoted by N ≤fi M , if for every endomorphism f ∈
EndR(M), it follows that f(N) ⊆ N. Denote by
Λ(M) = {N | N ≤M}, and Λfi(M) = {N | N ≤fi M}.
It is well known that both Λ(M) and Λfi(M) are complete lattices. Moreover, they
are idioms. Recall that an idiom is a complete lattice (A,≤,∨,∧, 1, 0), upper-
continuous and modular, that is, A is a complete lattice satisfying the following
distributive laws:
(IDL) a ∧ (
∨
X) =
∨
{a ∧ x | x ∈ X}
holds for all a ∈ A and X ⊆ A directed, and
(ML) a ≤ b⇒ (a ∨ c) ∧ b = a ∨ (c ∧ b)
for all a, b, c ∈ A. A good account of the many uses of these lattices can be found
in [Sim89b] and [Sim10].
A distinguished class of idioms is the class of those which are distributive :
Definition 2.1. A complete lattice (A,≤,∨,∧, 1, 0) is a frame, if A satisfies
(FDL), a ∧ (
∨
X) =
∨
{a ∧ x | x ∈ X}
for all a ∈ A and X ⊆ A any subset.
Of course the main example of a frame comes from topology. Given a space S
with topology O(S), it is known that O(S) is a frame.
The point-free techniques we are interested in are based on the concept of nu-
cleus. We give a quick review of that. The reader can see [Joh86] and [Ros90] for
more details of all these facts.
Definition 2.2. LetA be an idiom. A nucleus onA is a monotone function j : A→
A such that:
(1) a ≤ j(a) for each a ∈ A.
(2) j is idempotent.
(3) j is a prenucleus, that is, j(a ∧ b) = j(a) ∧ j(b).
Proposition 2.3. Given any morphism of
∨
-semilattices, f∗ : A→ B there exists
f∗ : B → A such that
f∗(a) ≤ b⇔ a ≤ f∗(b),
for each a ∈ A and b ∈ B. That is, f∗ and f∗ form an adjunction
A
f∗
44
B.
f∗
uu
In fact, f∗(b) =
∨{x ∈ A | f∗(x) ≤ b}, for each b ∈ B.
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This is a particular case of the General Adjoint Functor Theorem. A proof of
this can be found in any standard book of category theory, for instance, [Lei14,
Theorem 6.3.10].
We need some other point-free structures that generalize idioms and frames.
As a generalization of quantales, the concept of quasi-quantale was introduced in
[MBSMZC16].
Definition 2.4. A (quasi)quantale A is a complete lattice with an associative prod-
uct A×A→ A such that for all (directed) subsets X,Y ⊆ A and a ∈ A :
(
∨
X) a =
∨{xa | x ∈ X}
and
a (
∨
Y ) =
∨{ay | y ∈ Y }.
Definition 2.5. Given a subquasi-quantal B of a quasi-quantale A, we will say B
satisfies the condition (⋆) if 0, 1 ∈ B and 1b, b1 ≤ b for all b ∈ B.
Definition 2.6 ([MBSMZC16], Definition 3.16). Let B be a subquasi-quantale of
a quasi-quantale A. An element 1 6= p ∈ A is a prime element relative to B if
whenever ab ≤ p with a, b ∈ B then a ≤ p or b ≤ p. We define the spectrum
relative to B of A as
SpecB(A) = {p ∈ A | p is prime relative to B}.
In the case A = B this is the usual definition of prime element. We denote the set
of prime elements of A by Spec(A).
Proposition 2.7 ([MBSMZC16]). Let B be a subquasi-quantale satisfying (⋆) of
a quasi-quantale A. Then SpecB(A) is a topological space with closed subsets
given by V(b) = {p ∈ SpecB(A) | b ≤ p} with b ∈ B. In dual form, the open
subsets are of the form U(b) = {p ∈ SpecB(A) | b  p} with b ∈ B.
Remark 2.8 ([MBSMZC16]). Let B be a subquasi-quantale satisfying (⋆) of a
quasi-quantale A. Let O(SpecB(A)) be the frame of open subsets of SpecB(A).
We have an adjunction of
∨
-morphisms
B
U
.. O(SpecB(A))
U∗
ll
where U∗ is defined as U∗(W ) =
∨{b ∈ B | U(b) ⊆ W}. The composition
µ := U∗ ◦ U is a closure operator in B. Note that U(x) = U(µ(x)) (equivalently,
V(x) = V(µ(x))) for all x ∈ B.
In [BJKN80] is defined a product of modules as follows:
Definition 2.9. LetM andK be R-modules. LetN ≤M . The product ofN with
K is defined as:
NMK =
∑
{f(N) | f ∈ HomR(M,K)}
This product generalizes the usual product of an ideal and an R-module. For
some properties of this product see [CR12, Proposition 1.3]. In particular, we have
a product of submodules of a given module.
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Remark 2.10. The condition (⋆) of Definition 2.5 comes from our canonical ex-
ample of quasi-quantale Λ(M) with M a projective R-module in σ[M ] and the
canonical subquasi-quantale Λfi(M). Note that Λfi(M) satisfies condition (⋆). In
general, Λ(M) does not satisfies (⋆). For example, consider M = Z2 ⊕ Z2, then
(Z2 ⊕ 0)MM =M  Z2 ⊕ 0.
Definition 2.11 (Definition 13 [RRR+05]). LetN ≤M be a proper fully invariant
submodule. N is prime in M if whenever LMK ≤ N with L,K ≤fi M then
K ≤ N or L ≤ N . We say thatM is a prime module if 0 is prime inM .
Definition 2.12 ([RRR+09]). Let N ≤ M be a proper fully invariant submodule.
N is semiprime inM if whenever LML ≤ N with L ≤fi M then L ≤ N . We say
thatM is a semiprime module if 0 is semiprime inM .
Given modules M and N , it is said N is M -generated if there exists an epi-
morphism ρ : M (X) → N for some set X, where M (X) denotes the direct sum
of copies of M indicated by X. The module N is said to be M -subgenerated
if N can be embedded in an M -generated module. The full subcategory of R-
Mod consisting of allM -subgenerated modules is denoted by σ[M ]. The category
σ[M ] is a Grothendieck category and many properties can be found in [Wis91].
The product of submodules of a module M is neither associative nor distributive
over sums from the right, in general. If we assume that M is projective in σ[M ]
then the product is associative and distributive over sums [Bea02, Proposition 5.6],
[CR12, Proposition .1.3] and [CMRZ17, Lemma 2.1]. Moreover if N,L ≤fi M
then NML ≤fi M . See [MBSMZC16, Remark 4.2].
Remark 2.13. In the caseA = Λ(M) andB = Λfi(M), following [MBMCSMZC18]
we write LgSpec(M) = SpecB(A) and we call it the large spectrum of M and
for SpecB(B) we just write Spec(M). Note that when R = M , Spec(M) is the
usual prime spectrum. As it was noticed in [MBSMZC16, Example 4.14], ifM is
quasi-projective then Max(M) ⊆ LgSpec(M). Moreover, if M is projective in
σ[M ], ∅ 6= Max(M) ⊆ LgSpec(M) by [Wis91, 22.3].
3. THE DE MORGAN’S LAWS ON IDIOMATIC-QUANTALES
The study of the De Morgan’s Laws in (pseudo)multipicative lattices as well as
(quasi)quantales, goes back to [WD39], and more recently in [Ros90, Chapter 4].
In this section, we give some results related to the De Morgan’s Laws for an
idiomatic-quantale (i.e. an idiom which is also a quantale) such that ab ≤ a ∧ b
holds for all a, b ∈ A
LetA be a idiomatic-quantale. Since the product of the quantale commutes with
arbitrary suprema, we have the adjoint arrow for each variable.
(a : _) : A→ A and (_ : a) : A→ A
given by
(a : b) =
∨
{x | ax ≤ b} and (b : a) =
∨
{x | xa ≤ b},
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respectively, for all b ∈ A. Note that when b = 0 then (a : 0) = annr(a), the right
annihilator of a in A, and (0 : a) = annl(a) the left annihilator of a in A. For our
purposes in this work, we will consider left annihilators.
Let us say that an idiomatic-quantale satisfies the De Morgan’s laws if for all
a, b ∈ A:
(1) ann(a ∨ b) = ann(a) ∧ ann(b).
(2) ann(ab) = ann(a) ∨ ann(b)
The algebraic De Morgan law (DML) states that :
(3)
ann(a ∧ b) = ann(a) ∨ ann(b)
Definition 3.1. Let A be an idiomatic-quantale (iq for short). We say that A is
semiprime whenever
a2 = 0⇒ a = 0,
for a ∈ A.
Lemma 3.2. Let A be a semiprime iq then
ann(ab) = ann(a ∧ b)
holds for all a, b ∈ A.
Proof. First, consider any a, b ∈ A, then
[ann(ab) ann(ab)]2 ≤ (ann(ab)a)(ann(ab)b).
Since a ∧ b ≤ a then ann(ab)(a ∧ b) ≤ ann(ab)a, and so
[ann(ab)(a ∧ b)]2 ≤ ann(ab)a(ann(ab)(a ∧ b)) ≤ (ann(ab)a)(ann(ab)b).
On the other hand, notice that
(ann(ab)a)(ann(ab)b) = ann(a)(a ann(ab)b ≤ ann(ab)ab = 0.
Thus by the semiprime condition, it follows ann(ab)(a∧ b) = 0. So, by the supre-
mus property on the (left) annihilator, we get ann(ab) ≤ ann(a ∧ b).
Finally, by our hypothesis in this section, ab ≤ a ∧ b. Thus, it is always hold
that ann(a ∧ b) ≤ ann(ab).

Proposition 3.3. The following conditions are equivalent for an idiomatic-quantale
A:
(1) A is semiprime and satisfies DML.
(2) ann(ab) = ann(a) ∨ ann(b) for all a, b ∈ A.
(3) ann(a) is complemented for all a ∈ A and A satisfies the DML.
Proof. The implication (1) =⇒ (2) is a direct consequence of Lemma 3.2.
(2) =⇒ (3) It is enough to observe that
1 = ann(0) = ann(ann(a)a) = ann(a) ∨ ann(ann(a)).
(3) =⇒ (2) Now, suppose (3) and consider any a ∈ A with a2 = 0. Then,
by the property of the left annihilator, a ≤ ann(a). Then, by (3) we get that
ann(ann(a)) ∧ a = 0 and since a ≤ ann(ann(a)) then a = 0.
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
Remark 3.4. Observe that ann ann: A → A is monotone idempotent function.
Moreover, if A satisfies DML, then ann ann is a multiplicative nucleus. Even
more, the quotient Aann ann is a complemented subidiom.
Notice that in [MBSMZC16, Theorem 3.21], the authors gave the construction
of a multiplicative nucleus µ : A → A such that Aµ ∼= O(Spec(A)). Therefore µ
is the point-free version of the radical √_ in commutative ring theory.
Lemma 3.5. Let A be a semiprime iq then ann(a) ∈ Aµ for all a ∈ A.
Proof. It is enough to prove µ(ann(a)) ≤ ann(a). Indeed,
µ(ann(a))a ≤ µ(ann(a))µ(a) = µ(ann(a)a) = µ(0) = 0,
and notice that the last equality holds by the semiprime condition on A. Thus,
µ(ann(a))a = 0, and so µ(ann(a)) ≤ ann(a), as required. 
In fact, the above result can be done in a more general setting, that is to say,
in a multiplicative structure on A (in which the annihilators make sense) with a
multiplicative nucleus j : A→ A satisfying that j(0) = 0.
Lemma 3.6. Let A be a iq such that µ(0) = 0, then ann(a) = ann(µ(a)) for all
a ∈ A.
Proof. It will be enough to observe that ann(a) ≤ ann(µ(a)) for each a ∈ A. By
the multiplicative condition of µ and Lemma 3.5 we get µ(ann(a)a) = ann(a)µ(a),
and since 0 = µ(0) = µ(ann(a)a), the conclusion is obtained. 
The next result is analogous to [Ros90, Proposition 4.3.1] given by P.T. Jonh-
stone.
Theorem 3.7. The following conditions are equivalent for a semiprime quantale
A.
(1) A satisfies DML.
(2) O(Spec(A)) satisfies DML.
(3) Spec(A) is extremely disconnected.
Proof. Suppose (1). Consider any a, b ∈ Aµ, then by Lemma 3.5 we get ann(a), ann(b) ∈
Aµ. Thus, ¬a = ann(a) (the negation in the frame Aµ), and so, we conclude (2).
Now if we suppose that in the frame Aµ DML holds, consider any a, b ∈ A then
again by Lemma 3.5 we get ann(a), ann(b) ∈ Aµ then
ann(a∧b) = ann(µ(a∧b)) = ann(µ(a)∧µ(b)) = ¬(µ(a)∧µ(b)) = ¬µ(a)∨¬µ(b)
= ann(µ(a)) ∨ ann(µ(b)) = ann(a) ∨ ann(b).
as required.
The equivalence (2)⇔ (3) it follows by [Joh79, Theorem 1].

Theorem 3.8. The following conditions are equivalent for a semiprime iq A.
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(1) A satisfies DLM.
(2) ann(ab) = ann(a) ∨ ann(b) for all a, b ∈ A.
(3) ann(a) is complemented for all a ∈ A and A satisfies DML.
(4) O(Spec(A)) satisfies DML.
(5) Spec(A) is extremely disconected.
Proof. It is a consequence of Proposition 3.3 and Theorem 3.7. 
In [Sim89a] the author introduces a frame to study the rather below relation
2 for a class of quantales named carries. These are just two sided quantales,
which are also upper continuous lattices and the quantale product is compatible
with the order. Note that every idiomatic two sided quantale is a carrier. The idea
of studying these structures is to give a general overview of the regularity for a
frame Ω. Recall that for any a, x ∈ Ω we say that x is rather below a, denoted
by x 2 a, if a ∨ ¬x = 1. Let Ω¬ denote the set of all elements of Ω such that
a =
∨{x | x 2 a}. It is said that a frame Ω is regular if Ω = Ω¬ (see [Joh86] for
details).
Thus as it is shown in [Sim89a], the rather below relation can be stated in terms
of the product:
Consider the operator r : A→ A with A a quantale given by
r(a) =
∨
{x ∈ A | x 2 a}
where a 2 b if and only if ann(a)∨b = 1, see [Sim89a, page 501] for more details.
Let us denote
Ψ(A) := {a ∈ A | r(a) = a}.
As in [Sim89a], this set is a frame and in general is not regular, but Ψ(A) has
its own r, therefore we can extract a regular part of A called the regular core by
iterating the above process: Let Ar(2) := Ψ(A)r . Inductively, it is defined:
Ar(0) := A Ar(α+1) := Ar(α)r Ar(λ) :=
⋂
{Ar(α) | α < λ}
for each non-limit ordinal α and limit ordinal λ respectively. This chain is decreas-
ing, therefore by a cardinality argument it eventually stabilizes in some ordinal.
Let us denote the least of those ordinals by ∞ and Areg := Ar(∞). In [Sim89a,
Theorem 3.4] it is proved that Areg is a regular frame and every regular subframe
of A is contained in it.
Next, we will see the implications of Proposition 3.3 in connection with the
regularity of the frame Ψ(A).
Lemma 3.9. Let A be a iq such that ann(a) is complemented for each a ∈ A.
Then r(ann(a)) = ann(a) for every a ∈ A.
Proof. First, by the hypothesis, we get ann(a) ≤ r(ann(a)). On the other hand,
notice that r is deflatory, so in particular, r(ann(a)) ≤ ann(a) 
Lemma 3.10. In a semiprime iq A, if ab = 0 then ba = 0 and a ∧ b = 0.
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Proof. Indeed, (ba)2 = (ba)(ba) = b(ab)a = b(0)a = 0 then ba = 0.
For the other requirement note that (a∧ b)2 = (a∧ b)(a∧ b) ≤ ab = 0 thus the
semiprime condition gives the result. 
Proposition 3.11. Let A be a semiprime iq satisfying DML then the frame Ψ(A)
satisfies DML. Moreover, Ψ(A) is a regular frame.
Proof. By Theorem 3.8, A satisfies DML then r(ann(a)) = ann(a) for every
a ∈ A. The semiprime condition on A ensures by Lemma 3.10 ann(a) ∧ a = 0.
Thus, if a ∈ Ψ(A) we have ann(a) = ¬a. Therefore, Ψ(A) satisfies DML.
Observe that in this situation, if a ∨ ann(x) = 1 and a ∈ Ψ(A), then
x ann(x) ≤ x ∧ ann(x) = ann(x)x = 0,
therefore, x ≤ ann ann(x). Thus
a ≤
∨
{ann ann(x) ∈ Ψ(A) | a ∨ ann ann ann(x) = 1} ≤ r(a),
and hence r2 = r. Thus the regular core is just Ψ(A).

Given a complete lattice L, recall that an element c ∈ L is said to be compact if
for every X ⊆ L such that c ≤ ∨X, there exists a finite subset F ⊆ X satisfying
c ≤ ∨F. Also, recall that a lattice L is said to be a compact lattice if and only if
1L is compact in L. Recall that an idiomatic quantale A is said to be normal if for
every a, b ∈ A with a ∨ b = 1, there exist a′, b′ ∈ A such that a ∨ b′ = 1 = a′ ∨ b
and a′b′ = 0, see also [MBMCSMZC20, Definition 3.1].
Corollary 3.12. Let A be a compact normal iq. If A is semiprime and DML holds
then ptΨ(A) is a extremely disconnected Hausdorff space.
Proof. By proposition 3.11 and [Sim89a, Theorem 3.5] we have ptΨ(A) ∼=Max(A)
which is Hausdorff. 
In the next section we will see the module theoretic counterpart of Theorem 3.8,
Proposition 3.11 and Corollary 3.12.
4. DE MORGAN’S LAWS
The following are the module theoretic counterpart of some results given in
[NS95]. First, we shall provide some properties of the annihilator AnnM (−) on
modules, using the results in the previous section, which will be useful for the
following sections.
Definition 4.1. [Bea02] LetM and K be R-modules. The annihilator of K inM
is defined as:
AnnM (K) =
⋂{Ker(f) | f ∈ HomR(M,K)}.
This annihilator is a fully invariant submodule of M and it is the greatest sub-
module ofM such that AnnM (K)MK = 0.
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Remark 4.2. If M is a module, the lattice of (resp. fully invariant) submodules
Λ(M) (resp. Λfi(M)) is an idiom. Moreover, if M is projective in σ[M ], this
idiom is an idiomatic-quantale. Therefore, the results in Section 3 can be applied
here.
Lemma 4.3. LetM be a semiprime module projective in σ[M ] and letN,L ≤M .
If NML = 0 then LMN = 0 and N ∩ L = 0.
Proof. It follows from Lemma 3.10. (See also [CMRZ16, Lemma 1.9]) 
Lemma 4.4. Let M be a semiprime module projective in σ[M ] and let N,L ∈
Λfi(M). Then AnnM (N ∩ L) = AnnM (NML).
Proof. It follows from Lemma 3.2. 
Lemma 4.5. Let M be a semiprime module projective in σ[M ]. Then, for all
N,L,N ′ and L′ ∈ Λfi(M) such that AnnM (N) = AnnM (N ′) and AnnM (L) =
AnnM (L
′), it is satisfied that
AnnM (NML) = AnnM (N
′
ML
′)
Proof. We have that AnnM (NML)MNML = 0. Since AnnM (L) = AnnM (L′),
(AnnM (NML)MN)ML
′ = 0. It follows from Lemma 4.3 that
NM (L
′
M AnnM (NML)) = 0.
Since AnnM (N) = AnnM (N ′), after two applications of Lemma 4.3 we get
N ′M (L
′
M AnnM (NML)) = 0. Again Lemma 4.3 implies that AnnM (NML) ⊆
AnnM (N
′
ML
′). The other comparison is similar. 
In the previous section was introduced the frameΨ(A) for an idiomatic-quantale
A. The module-theoretic counterpart of this frame was presented and studied in
[MBMCSMZC18, Section 5]. Given a moduleM , we defined the following spatial
frame
Ψ(M) = {N ∈ Λfi(M) | ∀n ∈ N,N +AnnM (Rn) =M}.
If M is a self-progenerator in σ[M ], the frame Ψ(M) is characterized as the
fixed points of an operator named Ler : Λfi(M) → Λfi(M) given by Ler(N) =
{m ∈M | N +AnnM (Rm) =M} and this operator coincides with the operator
r of last section that defines Ψ(A) [MBMCSMZC18, Proposition 5.19].
Properties of this operator are given in [MBMCSMZC18]. Also, in [MBMCSMZC20],
more characterizations of this operator and the frame Ψ(M) are obtained whenM
is a strongly harmonic or Gelfand module.
Definition 4.6. A module M is called FI-Baer if AnnM (N) is a direct summand
ofM for every N ∈ Λfi(M)
Remark 4.7. In [RR04, Definition 3.2] are defined quasi-Baer modules. Given
N ∈ Λfi(M), HomR(M,N) is a two-sided ideal of EndR(M). Then by [RR04,
Remark 3.3] in every quasi-Baer module M , AnnM (N) is a direct summand for
all N ∈ Λfi(M).
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The following example shows that there is an FI-Baer module which is not
quasi-Baer.
Example 4.8. Let p ∈ Z be a prime number and consider the Z-moduleM = Zp∞ .
Given any proper submodule N of M , HomR(M,N) = 0. This implies that
AnnM (N) = M . It follows that M is an FI-Baer module. On the other hand,
consider the submodule Zp ≤ M and let S = EndZ(M). Recall that S is an
integral domain, then 0 6= ℓS(Zp) = {f ∈ S | f(Zp) = 0} < S. Since S is
a domain, ℓS(Zp) cannot be generated by an idempotent. Therefore, M is not
quasi-Baer.
Proposition 4.9. Let M be a semiprime module self-projective in σ[M ]. If M is
FI-Baer, then Ler(AnnM (N)) = AnnM (N) for all N ∈ Λfi(M).
Proof. It follows from Lemma 3.9 because in this case, r = Ler. 
Corollary 4.10. Let M be a semiprime module self-projective in σ[M ]. If M is
FI-Baer, then Ψ(M) = (Λfi(M))reg .
Proof. It follows from Proposition 4.9 and [MBMCSMZC18, Theorem 5.20]. 
Proposition 4.11. LetM be a semiprime module self-projective in σ[M ]. Suppose
thatM = N ⊕ L. If N ∈ Λfi(M) then L ∈ Λfi(M)
Proof. We have thatNML ⊆ N ∩L = 0, therefore NML = 0. NowNML = 0 =
LMN , sinceM is semiprime. Thus LMM = (LMN)⊕L2 = L2 ≤ L. It follows
that L = LMM . 
Lemma 4.12. IfM = N ⊕ L with N,L ∈ Λfi(M) then the corresponding idem-
potent eN : M → N is central.
Proof. Let f ∈ EndR(M) then feN (m) = feN (n + l) = f(n) and eNf(m) =
eNf(n) + eNf(l) = f(n). 
Recall that a module M is FI-retractable if for any non-zero fully invariant
submodule K ofM, HomR(M,K) 6= 0. Conditions on FI-retractable module has
been study previously in the literature, for instance see [MD15]. It can be seen
that ifM is semiprime, thenM is FI-retractable, following a similar proof to that
given in [CMRZ16, Lemma 1.24].
Definition 4.13. A moduleM satisfies the algebraic de Morgan’s law (DML) if
AnnM (N ∩ L) = AnnM (N) + AnnM (L).
for all N,L ∈ Λfi(M).
Example 4.14. Consider the Z-module M = Zp∞ . We claim that M satisfies
DML. Consider N and L two submodules ofM . We have the following cases:
(1) N and L are proper submodules. Then N ∩ L is proper in M . Hence
AnnM (N) =M = AnnM (L) and AnnM (N ∩ L) =M .
(2) N = M and L is proper. Then N ∩ L = L and so AnnM (N ∩ L) =
AnnM (L) =M . On the other hand, AnnM (N) = 0 and AnnM (L) =M .
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(3) N = M = L. In this case, AnnM (N ∩ L) = 0 and AnnM (N) = 0 =
AnnM (L).
Therefore,M satisfies DML.
Theorem 4.15. The following conditions are equivalent for a moduleM projective
in σ[M ]:
(1) M is semiprime and satisfies DML.
(2) M is FI-retractable and AnnM (NML) = AnnM (N) + AnnM (L) for all
N,L ∈ Λfi(M).
(3) M is FI-retractable and M = AnnM (N) ⊕ AnnM (AnnM (N)) for all N ∈
Λfi(M).
(4) M is a FI-retractable FI-Baer module and for all N ∈ Λfi(M) the projection
π : M → AnnM (N)
is a central idempotent of EndR(M).
(5) M is semiprime and SP (M) satisfies DML.
(6) M is semiprime and Spec(M) is extremely disconnected.
Proof. (1)⇒(2) Since M semiprime, M is FI-retractable. It follows from Lemma
4.4 that
AnnM (N ∩ L) = AnnM (NML)
for all L,N ∈ Λfi(M). Thus, by hypothesis
AnnM (NML) = AnnM (N) + AnnM (L).
(2)⇒(3) Let us first see that (2) implies thatM is a semiprime module. Consider
N ∈ Λfi(M) such that NMN = 0 then M = AnnM (NMN) = AnnM (N) +
AnnM (N) = AnnM (N). Since M is FI-retractable, N = 0, proving that M is
semiprime. It follows that
M = AnnM (AnnM (N)MN) = AnnM (AnnM (N)) + AnnM (N)
by (2). This decomposition is direct by Lemma 4.3.
(3)⇒(4) The Baer property is immediate and the central idempotent requirement
follows from Lemma 4.12.
(4)⇒(1) Let K be a fully invariant submodule of M such that KMK = 0. By
hypothesis, M = AnnM (K) ⊕ L. Let π be the projection onto AnnM (K), then
π(K) = K . Consider any morphism f : M → K . By hypothesis, πf = fπ. Then
f(M) = πf(M) = fπ(M) = f(AnnM (K)) = 0.
Therefore K = 0 becauseM is FI-retractable. ThusM is a semiprime module.
It only remains to prove that DML holds. LetN,L ∈ Λfi(M) then
M = AnnM (N)⊕N ′ and M = AnnM (L)⊕ L′.
We claim that AnnM (N) = AnnM (N ′) and AnnM (L) = AnnM (L′). By
symmetry, it is enough to prove just one of these equalities.
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Observe that AnnM (N)MN ′ ⊆ AnnM (N) ∩ N ′ = 0 thus AnnM (N) ⊆
AnnM (N
′). Now ifK is a submodule such that KMN ′ = 0 then
K ⊆ KMM = [KM AnnM (N)]⊕
[
KMN
′
]
= KM AnnM (N) ⊆ AnnM (N).
Similarly, AnnM (L) = AnnM (L′). Note that AnnM (N ′ML
′)MN
′ ⊆ AnnM (L′).
Now consider x ∈ AnnM (N ′ML′) and let eN ′ denote the canonical projection onto
N ′. Then x = eN ′(x) + (1 − eN ′)(x). It follows (1 − eN ′)(x) ∈ AnnM (N) =
AnnM (N
′). Hence AnnM (N ′ML
′) ⊆ AnnM (L′)+AnnM (N ′) and so, the equal-
ity holds. By Lemma 4.5,
AnnM (NML) = AnnM (N
′
ML
′) = AnnM (N
′) + AnnM (L
′).
It follows from Lemma 4.4 thatM satisfies DML.
(1)⇒(5),(6) LetN be a semiprime submodule ofM . By [CMRZ16],AnnM (N)
is in SP (M). Note that if N,L ∈ SP (M), then NML = N ∩ L. Since
AnnM (N)MN = 0, it follows that ¬N = AnnM (N) ∈ SP (M). Since M
satisfies DML, so does SP (M). We have that SP (M) ∼= O(Spec(M)) as frames.
Hence Spec(M) is extremely disconnected by [Joh79] and [Ros90, Proposition
4.3.1].
(5)⇒(6) This equivalence is just an application of [Joh79, Theorem 1], see also
[Ros90, Proposition 4.3.1]
(5)⇒(1) LetN,L ∈ Λfi(M). Since SP (M) satisfies DML. LetL,N ∈ Λfi(M)
Then, AnnM (L ∩N) = AnnM (LMN) by 4.4
First, notice that
0 = µ(0) = µ(AnnM (N)MN) = µ(AnnM (N))Mµ(N) ≥ AnnM (N)Mµ(N)
where µ is the nucleus given by Remark 2.8. Then, AnnM (N) ≤ AnnM (µ(N)).
It always holds AnnM (µ(N)) ≤ AnnM (N), then we conclude AnnM (µ(N)) =
AnnM (N) for each N ∈ Λfi(M).
Also, notice that for each L ∈ SP (M) = Λfi(M)µ, we have ¬L = AnnM (L).
Then, applying (5) and the fact that Ann(L ∩ N) = Ann(LMN) by Lemma
4.4, we get that for all L,N ∈ Λfi(M),
AnnM (L ∩N) = AnnM (LMN) = AnnM (µ(LMN)) = AnnM (µ(L) ∧ µ(N))
= AnnM (µ(L)) + AnnM (µ(N)) = AnnM (L) + AnnM (N).
This is,AnnM (L∩N) = AnnM (L)+AnnM (N). Therefore,M satisfies DML.

Corollary 4.16. Let M be self-progenerator in σ[M ]. If M is semiprime and
satisfies DML, then the frame Ψ(M) satisfies DML. Moreover Ψ(M) is a regular
frame.
Proof. By Theorem 4.15, M is FI-Baer. It follows from Proposition 4.9 that
Ler(AnnM (N)) = AnnM (N) for all N ∈ Λfi(M), that is, AnnM (N) is in
Ψ(M) for all N ∈ Λfi(M). Since M is semiprime AnnM (N)MN = 0 implies
that AnnM (N) ∩ N = 0. Hence, if N ∈ Ψ(M) then ¬N = AnnM (N) is in
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Ψ(M). Thus Ψ(M) satisfies DML. It follows from [MBMCSMZC18, Corollary
5.22] that Ψ(M) is a regular frame.

For the definition of Strongly harmonic module see [MBMCSMZC20].
Corollary 4.17. Let M be a self-progenerator in σ[M ]. Suppose M is strongly
harmonic such that Λfi(M) is compact. IfM is semiprime and satisfies DML then
Maxfi(M) is extremely disconnected.
Proof. By [MBMCSMZC20, Corollary 4.27], Ψ(M) ∼= O(Maxfi(M)). It fol-
lows from Corollary 4.16 that O(Maxfi(M)) satisfies DML. ThusMaxfi(M) is
extremely disconnected by [Joh79]. 
Following [NS95, pp. 130], a ring R is Baer if R is semiprime and Ann(I) is
generated by a central idempotent for every ideal I of R.
Corollary 4.18. Let R be a Baer ring. If R is strongly harmonic, thenMax(R) is
extremely disconnected.
5. STRONG ALGEBRAIC DE MORGAN’S LAW
In [NR85b], the authors show that the strong algebraic de Morgan’s law charac-
terize commutative Dedekind domains, as follows:
Theorem 5.1. [NR85b, Theorem 2.4] The following are equivalent for a Noether-
ian domain R.
(1) R is a Dedekind domain;
(2) (A : B) + (B : A) = R, for all A,B ∈ Λ(R);
(3) (A+B) : C = (A : C) + (B : C), for all A,B,C ∈ Λ(R);
(4) A : (B ∩ C) = (A : B) + (A : C), for all A,B,C ∈ Λ(R).
(5) Λ(RP ) is totally ordered, for every prime ideal P of R, where RP denotes
the localization of R at P .
(6) A ∩ (B + C) = (A ∩B) + (A ∩C), for all A,B,C ∈ Λ(R);
(7) A(B ∩ C) = AB ∩AC , for all A,B,C ∈ Λ(R);
(8) A+ (B ∩C) = (A+B) ∩ (A+ C), for all A,B,C ∈ Λ(R).
Our aim is to generalize this theorem to the non-commutative case. We want to
know which of those eight conditions remain equivalent for noncommutative rings
and which kind of rings are characterized by them. So, let M be an arbitrary R-
module over an associative ring R. Given two fully invariant submodules N and L
ofM , let (N : L) denote the following subset ofM :
(N : L) = {m ∈M | f(m) ∈ N, ∀f ∈ HomR(M,L)}.
Some basic properties of (N : L) can be found in [BMB19, Lemma 1.6], and
[CRT19a]. In particular, (N : L) is a fully invariant submodule of M , and it is
easy to see that (N : _) is the right adjoint of NM_ provided that M is projective
in σ[M ].
Note that if I and J are ideals of a ring R, then
(I :ℓ J) = {r ∈ R | f(r) ∈ I, ∀f ∈ HomR(M,J)} = {r ∈ R | rJ ⊆ I}.
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Proposition 5.2. LetM be a module and N,L,K ∈ Λfi(M). Then,
(1) N ≥ L⇒ (N : L) =M .
(2) N ≥ L⇒ (N : L) ≥ (L : K) and (K : L) ≥ (K : N).
(3) (N ∩ L : K) = (N : K) ∩ (L : K).
(4) (N : L+K) ⊆ (N : L) ∩ (N : K).
(5) (N : L) =M ⇒ N ≥ L, provided thatM generates all its fully invariant
submodules.
(6) (N : L) ∩ (N : K) ⊆ (N : L+K), provided thatM is quasi-projective.
Proof. (1) Since L ≤ N , f(M) ≤ L ≤ N for all f ∈ HomR(M,L). Thus,
M = (N : L).
(2) Suppose L ≤ N . Let x ∈ (L : K) and f : M → K . Then f(x) ∈ L ≤ N .
This implies that x ∈ (N : K). Thus, (L : K) ≤ (N : K). Now, let x ∈ (K : N),
i.e., f(x) ∈ K for all f ∈ HomR(M,N). Let g : M → L be any homomorphism.
Since L ≤ N , g can be seen as a homomorphism g : M → N . Then g(x) ∈ K .
Thus, x ∈ (K : L) and so, (K : N) ≤ (K : L).
(3) By definition
(N ∩ L : K) = {m ∈M | f(m) ∈ N ∩ L ∀f ∈ HomR(M,K)}.
Hence, (N ∩ L : K) ≤ (N : K) ∩ (L : K). On the other hand, let x ∈ (N :
K) ∩ (L : K). Then, for each f ∈ HomR(M,K) we have that f(x) ∈ N and
f(x) ∈ L. Thus, x ∈ (N ∩ L : K).
(4) Letm ∈ (N : K +L). Since HomR(M,L) ⊆ HomR(M,K +L), f(m) ∈
N for all f ∈ HomR(M,L). Analogously, g(m) ∈M for all g ∈ HomR(M,K).
Thenm ∈ (N : L) ∩ (N : K).
(5) If (N : L) = M , then MML ≤ N . By hypothesis, L = MML. Thus,
L ≤ N .
(6) By [Wis91, 18.4], HomR(M,L + K) = HomR(M,L) + HomR(M,K).
Let x ∈ (N : L) ∩ (N : K) and f ∈ HomR(M,L + K). Then, there exist
g ∈ HomR(M,L) and h ∈ HomR(M,K) such that f = g + h. Then f(x) =
g(x) + h(x) ∈ N . Thus, x ∈ (N : L+K). 
Proposition 5.3. Consider the following conditions for fully invariant submodules
N,L,K ofM :
SDML (N : L) + (L : N) =M .
SDML1 (N + L) : K = (N : K) + (L : K).
SDML2 N : (L ∩K) = (N : L) + (N : K).
Then,
(1) SDML2⇒ SDML.
(2) IfM quasi-projective and generates all its fully invariant submodules, then
SDML2 implies that Λfi(M) is distributive.
(3) If Λfi(M) is a quantale, then the three conditions are equivalent.
Proof. (1) Let N,L ∈ Λfi(M) and suppose SDML2. By Proposition 5.2(3) and
(1), it follows that:
(N ∩ L) : N = (N : N) ∩ (L : N) =M ∩ (L : N) = (L : N),
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and
(N ∩ L) : L = (N : L) ∩ (L : L) = (N : L) ∩M = (N : L).
Therefore,
(N : L)+ (L : N) = ((N ∩L) : L)+ ((N ∩L) : N) = (N ∩L) : (L∩N) =M.
(2) Let N,L,K ∈ Λfi(M) and suppose L ∩K ⊆ N . By Proposition 5.2 and
SDML2,
(N : (N + L) ∩ (N +K)) = (N : N + L) + (N : N +K)
⊆ ((N : N) ∩ (N : L)) + ((N : N) + (N : K))
= (N : L) + (N : K)
= N : (L ∩K)
=M.
Since M is quasi-projective and generates all its fully invariant submodules, by
Proposition 5.2(5) and (6), we have that (N : (N+L)∩(N+K)) =M . Therefore,
(N + L) ∩ (N + K) ⊆ N . Since always N ⊆ (N + L) ∩ (N + K), N =
(N +L)∩ (N +K). Now, letN,L,K ∈ Λfi(M) any fully invariant submodules.
Then L ∩K ⊆ N + (L ∩K). By the above,
N+(L∩K) = (L+N +(L∩K))∩ (K+N+(L∩K)) = (N +L)∩ (N+K).
(3) It follows from [NS95, Proposition 3.2] and the paragraph below that propo-
sition. 
Suppose that S is a multiplicatively closed subset of R consisting of regular
elements such that S−1R exists. Recall that the extension of an ideal I of R is
given by the subset Ie = {s−1a | s ∈ S a ∈ I} ⊆ S−1R. If R is Noetherian then
Ie is an ideal of S−1R [GWJ04, Theorem 10.18].
Lemma 5.4. Let I and J be ideals of the Noetherian ring R and let S be a multi-
plicatively closed subset ofR consisting of regular elements such that S−1R exists.
Then (Ie : Je) ⊆ (J : I)e.
Proof. Since R is Noetherian, we can assume J = b1R + · · · + bnR. Let s−1a ∈
(Ie : Je), then s−1ab1 ∈ Ie. Hence, there exists c ∈ I and t ∈ S such that
s−1ab1 = t
−1c. This implies that there exist x1, y1 ∈ R such that x1ab1 = y1c ∈ I
and x1s = y1t ∈ S [GWJ04, Lemma 6.1]. Note that (x1s)−1x1a = s−1a ∈ (Ie :
Je). Then, for b2 there exists x2 ∈ R such that x2x1ab2 ∈ I and x2x1s ∈ S.
Moreover (x2x1s)−1x2x1a = s−1a ∈ (Ie : Je). Doing this for each bi, there exist
x1, . . . , xn ∈ R and such that xi · · · x1abi ∈ I and xi · · · x1s ∈ S for all 1 ≤ i ≤
n. Thus, (xn · · · x1a)(b1 + · · · + bn) ∈ I . This implies that xn · · · x1a ∈ (I : J),
and so s−1a = (xn · · · x1s)−1xn · · · x1a ∈ (I : J)e. 
Proposition 5.5. Let R be a Noetherian ring such that each maximal ideal of R is
localizable, and let I and J be ideals of R. If IRP = JRP for each maximal ideal
P , then I = J .
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Proof. Let P be a maximal ideal of R and let λ : R → RP denote the canonical
homomorphism. If Ie = IRP = JRP = Je then for each a ∈ I there exist b ∈ J
and s, u ∈ CR(P ) such that λ(u)−1λ(b) = λ(s)−1λ(a). It follows form [GWJ04,
Lemma 10.1] that there exist r ∈ R and t ∈ CR(P ) such that rb = ta and ru = ts.
Since b ∈ J , then ta ∈ J . Therefore, for each a ∈ I there exists taP ∈ CR(P ) such
that taPa ∈ J for all maximal ideals P of R.
Since R is Noetherian, we can write I = a1R + a2R + · · · + anR for some
ai ∈ I . Fix a maximal ideal P of R and consider the element ta1P ∈ CR(P ). Then
ta1P I = t
a1
P a1R+ t
a1
P (a2R+ · · ·+ anR) ⊆ J + ta1P a2R+ · · · ta1P anR.
Now, set x2 = t
a1
P a2 ∈ I . Consider tx2P ∈ CR(P ) such that tx2P x2 ∈ J . Then,
tx2P t
a1
P I ⊆ tx2P J + tx2P ta1P a2R+ tx2P (ta1P a3R · · · ta1P anR)
⊆ J + tx2P ta1P a3R · · · tx2P ta1P anR.
Continuing in this way, we get an element uP := t
xn
P · · · tx2P ta1P ∈ CR(P ) such that
uP I ⊆ J . This implies that for every maximal ideal P of R, (J : I)∩CR(P ) 6= ∅.
Therefore R = (I : J) and so I ⊆ J . Symmetrically, J ⊆ I . 
Corollary 5.6. Let R be a Noetherian ring such that each maximal ideal of R is
localizable, and let I be an ideal of R. If Ie = RP for each maximal ideal P , then
I = R.
Lemma 5.7. Let P be a localizable prime ideal of the prime Goldie ring R. Then,
R is CR(P )-torsionfree, here CR(P ) denotes the set of regular elements modulo P .
Proof. Let tP (R) denote the C(P )-torsion ideal of R. If 0 6= tP (R), then it is
essential in R as left (and right) ideal because R is prime. Hence there is a c ∈
CR(0) with c ∈ tP (R), since R is Goldie. Therefore, there exists s ∈ CR(P )
such that sc = 0. Since c is regular, s = 0 which is a contradiction. Thus,
tP (R) = 0. 
Under the hypothesis of last lemma, we can identify R with its image in RP .
Moreover, CR(P ) ⊆ CR(0) and hence RP is a subring of Qcl(R). We write the
following statements for the convenience of the reader.
Theorem 5.8 ([MRS01], 5.2.6). Let R be a prime Goldie ring. The following
conditions are equivalent:
(1) each nonzero submodule of a (left or right) progenerator is a generator;
(2) R is a maximal order and each ideal is finitely generated projective as a
left or right module;
(3) R is a maximal order and each ideal is reflexive;
(4) each nonzero ideal of R is invertible.
Definition 5.9. A prime Goldie ring satisfying the conditions of last theorem is
called an Asano prime ring.
Theorem 5.10 ([MRS01], 5.2.9). If R is an Asano prime ring then each nonzero
ideal is a unique (commutative) product of maximal ideals.
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Theorem 5.11 ([CG72], Theorem 1.3). Let R be Noetherian ring and let P be
an invertible prime ideal of R. Then R satisfies the Ore condition with respect to
CR(P ).
Corollary 5.12. Let R be a Noetherian ring. If R is an Asano prime ring then,
every prime ideal of R is localizable.
Proof. It follows from Theorem 5.11 and [GWJ04, Proposition 10.7]. 
Lemma 5.13. Let R be such that the product of ideals is commutative. Then,
(I :ℓ J) = (I :r J) for all ideals I, J of R.
Proof. Let I and J ideals of R. Then (I :ℓ J) is an ideal and (I :ℓ J)J ⊆ I .
By hypothesis, J(I :ℓ I) ⊆ I . Hence, (I :ℓ J) ⊆ (I :r J). Analogously,
(I :r J) ⊆ (I :ℓ J). 
Proposition 5.14. Let R be a prime Noetherian ring. Suppose that each ideal I
can be written as Rc1 + · · · + Rcm = I = d1R + · · · + dnR with Rci and diR
ideals for 1 ≤ j ≤ m and 1 ≤ i ≤ n. If the product of ideals of R is commutative
and R satisfies SDML, then R is an Asano prime ring.
Proof. Let Rc1 + · · · + Rcm = I = d1R + · · · + dnR be an ideal of R with
Rci and diR ideals for 1 ≤ j ≤ m and 1 ≤ i ≤ n. We proceed by induction
on n to prove that I is left invertible. Note that if I = d1R. Since I is an ideal
d1 ∈ CR(0). Hence (Rd−11 )I = (Rd−11 )d1R = R. Thus, I is left invertible. Let
0 6= I = d1R + d2R and denote J = d1R and K = d2R. By Lemma 5.13,
(J :ℓ K) = (J :r K), so we just write (J : K). Assume J 6= 0 and K 6= 0.
By hypothesis, R = (J : K) + (K : J) and so 1 = x + y with x ∈ (J : K)
and y ∈ (K : J). Hence, xK ⊆ J and yJ ⊆ K . Therefore, xK2 ⊆ JK and
yJ2 ⊆ KJ . Thus,
(xK + yJ)(K + J) = xK2 + yJK + xKJ + yJ2 ⊆ JK +KJ = JK,
since the product of ideals is commutative. On the other hand,
JK = xJK + yJK = xKJ + yJK ⊆ (xK + yJ)(K + J).
Then, JK = (xK + yJ)(K + J). Since J and K are ideals, d1, d2 ∈ CR(0).
Consider Rd−12 Rd
−1
1 . Then,
(Rd−12 Rd
−1
1 )JK = (Rd
−1
2 Rd
−1
1 )d1Rd2R = Rd
−1
2 Rd2R = Rd
−1
2 d2R = R,
since d2R is an ideal. Therefore, JK is left invertible. This implies that I = J+K
is left invertible. Now suppose n ≥ 3 and I = d1R + · · · dnR. By induction
hypothesis, L = d1R + · · · + dn−1R is left invertible, that is, there exists, and
R-ideal L−1 such that L−1L = R. Since dnR is an ideal, dn ∈ CR(0). As we did
above, dnRL = (xdnR+ yL)(dnR+ L). Then
L−1Rd−1n dnRL = L
−1RL = R.
Thus, I = L+ dnR is left invertible. Analogously, by induction overm, I is right
invertible. Then I is invertible and so R is a prime Asano ring. 
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Remark 5.15. Note that any commutative Noetherian domain satisfies the general
hypothesis of Proposition 5.14 by [MRS01, Corollary 3.3.7].
Theorem 5.16. Consider the following conditions for a Noetherian prime ring R:
(1) R is an Asano prime ring;
(2) Every prime ideal P of R is localizable and each ideal I ∈ Λfi(RP ) is
a power of J(RP ), the Jacobson radical of RP , where RP denotes the
localization of R at P . In particular, Λfi(RP ) is totally ordered.
(3) The product in Λfi(R) is commutative and
(A : B) + (B : A) = R,
for all A,B ∈ Λfi(R);
(4) The product in Λfi(R) is commutative and
(A+B) : C = (A : C) + (B : C),
for all A,B,C ∈ Λfi(R);
(5) The product in Λfi(R) is commutative and
A : (B ∩ C) = (A : B) + (A : C),
for all A,B,C ∈ Λfi(R);
Then, (1) ⇒ (2) ⇒ (3) ⇔ (4) ⇔ (5). If each ideal A can be written as Rc1 +
· · ·+Rcm = A = d1R+ · · · + dnR with Rci and diR ideals for 1 ≤ j ≤ m and
1 ≤ i ≤ n then all the conditions are equivalent.
Proof. (1)⇒(2) By Corollary 5.12, each prime ideal of R is localizable. Moreover,
by Proposition 5.10 each nonzero prime ideal is maximal. Let P be any prime ideal
of R. If P = 0, then the classical ring of quotients Q of R is simple and hence
Λfi(Q) is totally ordered. Suppose P 6= 0, and so P is maximal. Note that any
idealA such thatA * P contains an element regular modulo P . LetA andB ideals
of R. By Proposition 5.10 there exist natural numbers α1, . . . , αn, β1, . . . , βn and
distinct maximal ideals of R, M1, . . . ,Mn such that A = Mα11 · · ·Mαnn and
B = Mβ11 · · ·Mβnn . If P 6= Mi for all 1 ≤ i ≤ n, then CR(P ) ∩Mi 6= ∅. This
implies that Ae = RP = Be. So, assume P =Mj for some 1 ≤ j ≤ n. Then,
Ae = (Mα11 · · ·Mαnn )e
= (Mα11 )e · · · (Mαnn )e
= RP · · ·RP (Mαjj )eRP · · ·RP
= (P e)αj
= J(RP )
αj .
Analogously, Be = J(RP )βj . Since any ideal I of RP has the form I = Ae for
some ideal A of R, this proves (2).
(2)⇒(3) Let A,B ∈ Λfi(M). Then, for each maximal ideal of R,
(AB)e = AeBe = J(RP )
nJ(RP )
k = BeAe = (BA)e.
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By Proposition 5.5, AB = BA. On the other hand, by Lemma 5.4 (Ae : Be) ⊆
(A : B)e and (Be : Ae) ⊆ (B : A)e for each maximal ideal of R. Therefore,
(Ae : Be) + (Be : Ae) ⊆ (A : B)e + (B : A)e = ((A : B) + (B : A))e,
for each maximal ideal of R. By hypothesis, Ae ⊆ Be or Be ⊆ Ae for each
maximal ideal of R. This implies that (Ae : Be) = RP or (Be : Ae) = RP for
each maximal ideal P of R. Hence ((A : B) + (B : A))e = RP for all maximal
ideal P of R. By Corollary 5.6, (A : B) + (B : A) = R.
(3)⇔ (4)⇔ (5) Follows by [NS95, Proposition 3.2].
(3)⇒(1) It follows from Proposition 5.14. 
Corollary 5.17. Let R be a Noetherian Asano prime ring. Then, Λfi(R) is dis-
tributive.
Proof. By Theorem 5.16, R satisfies SDML2 and by Proposition 5.3, Λfi(R) is
distributive. 
By Remark 5.15 and Theorem 5.16 we get the following corollary which is part
of [NR85b, Theroem].
Corollary 5.18. The following are equivalent for a commutative Noetherian do-
main R.
(1) R is a Dedekind domain;
(2) (A : B) + (B : A) = R, for all A,B ∈ Λ(R);
(3) (A+B) : C = (A : C) + (B : C), for all A,B,C ∈ Λ(R);
(4) A : (B ∩ C) = (A : B) + (A : C), for all A,B,C ∈ Λ(R).
(5) Λ(RP ) is totally ordered, for every prime ideal P of R, where RP denotes
the localization of R at P .
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