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Summary 
Cell turnover is a common feature of many organs in all animals and is required to maintain organ 
structure and function. It is achieved by a tightly regulated balance between cell death and cell 
division, which can be re-adjusted in response to injury and nutrient availability. How the balance 
between dying and dividing cells is coordinated has however remained unclear. Planarians represent 
an important model for studying cell turnover in adult animals, because all tissues undergo 
continuous cell turnover and a single stem cell type – the neoblast – is the exclusive source of all 
new cells. Moreover, planarians change their body size proportionally and reversibly depending on 
the nutritional status: feeding induces rapid and transient neoblast proliferation that results in animal 
growth, while starvation increases the rate of cell death, leading to de-growth. Importantly, also 
during starvation neoblasts keep proliferating at a basal-level. The hypothesis I addressed with my 
thesis research is that planarian energy metabolism might be a central mediator of cell turnover, 
particularly proliferation control and growth. I approached this hypothesis at several levels, 
including the characterization of the planarian energy metabolism and energy stores, the 
dependency of proliferation on the diet, and genetic requirements of proliferation control during 
starvation and feeding.  
I found that planarians have orthologs of key enzymes of most animal metabolic pathways, but, 
surprisingly, seem to lack fatty acid synthase. This suggests that planarians are likely not only 
auxotrophic for cholesterol, but also for fatty acids. I described that planarians store energy as 
triacylglycerols (TAGs, stored in lipid droplets) and glycogen, with the intestine as the main storage 
organ. Interestingly, the amount of TAGs and glycogen changes with size and is higher for larger 
animals, suggesting a regulatory interplay with the known size-dependency of growth/degrowth 
rates. Further, we demonstrated that the energy stores are the physiological basis of Kleiber’s law 
that describes the near-universal scaling between metabolic rate and body mass. I further showed 
that proliferation occurs in three different modes, one during starvation when proliferation is 
maintained at basal levels and two after feeding, an initial proliferation mode (at three hours after 
feeding), which is diet independent and a later proliferation (at 24 hours after feeding), which is 
diet dependent. The two feeding-induced proliferation modes differ not only in their diet-
dependencies, but also in their gene expression profiles, as assessed by RNA-sequencing. To 
identify genes involved in proliferation regulation, I assessed the requirements of different 
candidate genes in all three proliferation modes in a small-scale RNA interference screen. This 
screen revealed that insulin signaling, TORC1 and FGFR are involved in regulating basal 
proliferation during starvation and – most interestingly –that AMP-activated protein kinase 
(AMPK)-depleted animals showed increased proliferation during starvation at levels characteristic 
of recently fed animals. This result uncovered AMPK as a modulator that adjusts the neoblast 
proliferative activity to the nutritional state, potentially independently of TOR.  
In sum, my work shows how energy metabolism and storage are coordinated with proliferation and 
growth in planarians and identified AMPK as a central modulator that adjust proliferation to cellular 
energy states. I discuss potential mechanisms by which AMPK modulates proliferation and putative 
links between AMPK and cell death, the second process of cell turnover. The energy state as the 
central mediator of cell turnover and the key players and mechanisms that my work revealed in 
planarians might also apply across different species. 
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Chapter 1 
 
1 Introduction 
 
1.1 Cell turnover is a crucial process for tissue homeostasis 
For many organisms, including humans, most tissues don’t seem to change in the adult, i.e., 
they appear to be static. However, the static view is mistaken, as many tissues undergo dynamic 
renewal processes at the cellular level. For instance, for most of the epithelial tissues, e.g., in 
intestine, lung, and epidermis self-renewal is essential to maintain the organ form and function 
(Blanpain et al., 2007). 
The critical mechanism to preserve anatomical structure and function, i.e. tissue homeostasis, 
in fact paradoxically relies on the dynamic process of cell turnover, which consists of two basic 
processes: division of stem cells and death of differentiated cells. To enable the balance 
between cell addition and removal, and therefore to maintain tissue homeostasis, the rates of 
death and division of cells needs to be tightly coordinated. Although these two essential parts 
of cell turnover have been intensively investigated, there are still many open questions on how 
this balance between dividing and dying cells is coordinated. This question is particularly 
interesting in light of the regulation of cell turnover that adapts cell production and cell loss 
rates to environmental cues. For example, the Drosophila midgut and the human small intestine 
increase in size when food is abundant and decrease in size during starvation, mainly by 
coordinating the rate of cell division and cell death (O'Brien et al., 2011). Additionally, to cope 
with tissue injury (for example, upon damage of intestinal epithelium) the rates of cell 
production are re-adjusted by increasing cell division (Yui et al., 2018). These examples 
indicate the fundamental role of cell turnover not only in maintaining tissue homeostasis, but 
also in facilitating the response to physiological triggers like feeding and injury. This 
emphasizes the importance of studying the molecular mechanisms that integrate cell division 
rates with cell death and their coordination with environmental cues.  
In the following introduction to my thesis work, I review the two key processes of cell turnover, 
cell proliferation and cell death, before I discuss how both are coordinated. I start with an 
overview of the cell cycle and its intrinsic and external regulation. As energy and biosynthetic 
building blocks are a key aspect of proliferation, I next review cellular (energy) metabolism 
and prominent storage forms of glucose and fatty acids. I then briefly discuss cell death and 
the coordination of proliferation and cell death and finally introduce planarian flatworms as a 
model system to study cell turnover.  
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1.2 Cell division  
1.2.1 Control mechanisms of cell division    
1.2.1.1 Cell cycle machinery 
The only way to produce more cells in all living organisms is to divide existing cells (Alberts 
et al., 2002). The universal process of cell division generates genetically identical daughter 
cells, which is achieved by accurate genome duplication followed by its precise separation into 
two cells. In addition to DNA duplication, most cells also duplicate their macromolecules and 
organelles, as otherwise the cells would decrease in size with every division. This tightly 
regulated and coordinated sequence of growth, duplication and division events is known as the 
cell cycle. In a typical eukaryotic cell (for example, a human cell proliferating in culture, 
doubling every 24 hours) the cell cycle is divided into four sequential phases: G1, S, G2, M 
Figure 1.1 (Alberts et al., 2002; Cooper, 2000). During the S-phase (S for DNA synthesis) the 
genomic DNA is accurately duplicated, which takes roughly half of the cell cycle time (10 
hours -12 hours in a human proliferating cell in culture). Most cells need even more time for 
growth and duplication of cell mass (certain organelles and macromolecules) which is partly 
provided by so-called gap phases G1 and G2. Together with the S phase, the G1 and G2-phases 
make up the interphase, in which cells spend approximately 95% time (~23 hours) of the total 
cell cycle (24 hours) (Alberts et al., 2002). The M-phase (M for mitosis) is the shortest phase 
of the cell cycle. It takes less than one hour to segregate the DNA copies and divide the nucleus 
and cytoplasm (termed as cytokinesis), thus generating two genetically identical daughter cells. 
Notably, the duration of the cell cycle phases is variable between different species and cell 
types. The budding yeast, for example, can progress through all four phases in only 1.5 hours 
and the cell cycle duration of the Xenopus fertilized egg (during early embryo development) is 
just 30 minutes or even shorter, mainly because of the lack of G1 and G2 as cells do not grow 
during these early cell cycles (Alberts et al., 2002; Cooper, 2000). 
Importantly, the G1 and G2 gap phases not only provide additional time to ensure sufficient 
cell growth, but also includes check points of the cell cycle where internal and external 
conditions are monitored in order to ensure suitable and complete preparation before the S and 
M phases. In this context the G1-phase is particularly important as it contains the main 
regulatory point of the cell cycle, which is termed start in yeast (Saccharomyces cerevisiae) 
(Hartwell et al., 1974) and restriction (R) point in animals (Pardee, 1974). Only once cells pass 
this regulatory point they do become committed to DNA synthesis and thus to a new round of 
cell division cycle, which is a highly regulated process in both yeast and animals. In yeast, for 
example, one important factor which decides if the cell cycle continues, is the sufficiency of 
nutrient availability. When yeast experience a limitation in nutrients, the cell cycle is arrested 
at start until the condition improves (Smets et al., 2010). The R-point in animal cells plays a 
similar role, but the permissive factors are mainly extracellular signaling molecules, like 
growth factors or mitogens (Pardee, 1989). In their absence, progression through the cell cycle 
is postponed, which makes the G1-phase very variable in length. Indeed, it is also possible that 
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cells remain arrested for very long periods of time (even forever), entering a quiescent stage of 
the cell cycle, called G0 (Cooper, 2000). 
The G2-phase of the cell cycle can be also regulated. For example, Caenorhabditis elegans 
larvae, under starved as well insulin-signaling-compromised conditions arrest their germline 
stem cells in G2 rather than G1 (reviewed in (Narbonne and Roy, 2006a)). Also, in Drosophila, 
the majority of post-embryonic quiescent neural stem cells are arrested in G2 and only a minor 
part in G0, as was shown in a recent study from L. Otsuki and A. H. Brand (Otsuki and Brand, 
2018).  
1.2.1.2 Organization of the cell cycle control system – cell-cycle intrinsic regulation by Cdk-
cyclin complexes  
The essential role of the cell cycle is to produce cells identical to their parent cell. Therefore, 
mistakes like insufficient growth, errors during DNA duplication and chromosome separation 
need to be detected, and the division of the affected cell needs to be blocked. This is the task 
of the cell-cycle control system, which in most eukaryotic cells regulates the cell cycle 
progression at three major transition points: the restriction point at the late G1, the G2/M 
transition and the metaphase to anaphase transition during M-phase. If problems are detected 
in one of the control points, the cell cycle control system stops the transition until the issues 
are resolved.  
At the core of the cell cycle control system are members of the protein kinases known as cyclin-
dependent kinases (Cdks), which phosphorylate intracellular proteins that initiate or regulate 
important processes involved in cell cycle. Cdks are only active after the binding of their 
respective cyclins (regulatory subunits of Cdks) and the subsequent phosphorylation of the 
Cyclin-Cdk complexes by cdk-activating kinase (CAK). Cyclins, as the name suggest, undergo 
a cycle of synthesis and degradation throughout the cell cycle. In contrast, the levels of Cdks 
are constant, meaning that the activation of the Cyclin-Cdk complexes is mainly driven by the 
cell-cycle phase specific changes in cyclin expression Figure 1.1. There are four classes of 
cyclins, one for each cell cycle stage. In contrast to yeast, where one Cdk protein binds all 
cyclins, vertebrates possess four Cdk proteins Figure 1.1 (Schafer, 1998; Alberts et al., 2002). 
In particular:  
1) Cyclin E is highest in late G1. It binds to Cdk2 protein, which then triggers the progression 
through the restriction point, resulting in cell cycle entry. 
2) Cyclin A is elevated soon after the restriction point until mitosis and binds to two Cdks 
(Cdk1, Cdk2) that stimulate chromosome duplication. 
3) Cyclin B is highest at the G2 to M transition and declines mid-mitosis. It activates Cdk1, 
which stimulates entry into mitosis.  
4) Cyclin D synthesis is initiated during early G1 phase. It interacts with two Cdks (Cdk4, 
Cdk6) which help to regulate progression through the G1 restriction point. Note there are three 
D-type cyclins D in mammals.  
 4 
The activity of the Cyclin-Cdk complex is not only regulated at the level of cyclin transcription, 
but also through additional mechanisms. For example, the ubiquitin ligases anaphase-
promoting complex (APC) and cyclosome (C), also called APC/C, are active from mid-mitosis 
until early G1 and catalyze the ubiquitylation and destruction of specific regulatory proteins 
involved in cell cycle progression, including Cyclin A and B (S and M cell cycle phases). 
Destruction of these cyclins leads to loss of Cdk activity, which is required for M-phase 
completion, including cytokinesis. Further, the increased production of Cdk inhibitor protein 
(CKI) in the G1-phase keeps Cdks inactive by binding the Cyclin- Cdk complexes. This 
inactivation of Cdks during late M-phase and G1-phase gives the cell the opportunity to reset 
the cell cycle machinery before entering a new cell cycle. Moreover, it generates the G1 gap 
state that allows the cell to grow and monitor the sufficiency of the environmental conditions 
before entering a new cell cycle (Alberts et al., 2002). To escape the stable G1 state and to 
initiate the new cell cycle, the cell needs to increase Cyclin D- Cdk and Cyclin E- Cdk activity 
during the G1-phase by mechanisms described in the next paragraph.  
 
Figure 1.1 Cell cycle progression and control mechanisms. 
Schematic drawing modified from the review of K. A. Schafer (Schafer, 1998). The cell cycle consists 
of four phases (G1, S, G2 and M), which are regulated by different Cyclin- Cdk complexes. While the 
Cdk levels stay constant, cyclin levels vary depending on cell cycle progression, indicated here by the 
thickness of the crescents. At the restriction point in G1, the decision is made whether to reenter another 
round of cell division when growth factors are abundant or to enter G0 (quiescent state) when growth 
factors are missing.  
1.2.1.3 External control of cell cycle progression  
The growth and division rates of a unicellular organism primarily correlate with the availability 
of nutrients (Wang and Levin, 2009), and cells divide when nutrient supply is appropriate to 
reach a certain size (Turner et al., 2012). Yet, for the cells of a multicellular organism, nutrient 
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availability and cell size is not enough, because many cells divide only on demand, i.e., when 
more cells are needed to replace injured cells, or to grow. This is mainly achieved by 
extracellular stimulatory signals in the form of mitogens, secreted proteins like epidermal 
growth factor (EGF), fibroblast growth factor (FGF) or insulin-like growth factor (IGF) that 
stimulate cell division by binding to cell-surface receptors and subsequently stimulate down-
stream signaling pathways (Alberts et al., 2002). Importantly, mitogens not only stimulate cell 
division, but – dependent on cell type – also cell growth, survival, differentiation, or migration, 
and are therefore also called growth factors.  
Here, I would like to focus on the molecular mechanisms that allow mitogens or growth factors 
to control rates of cell division and growth. As introduced before, after a cell undergoes mitosis, 
the levels of active Cyclin- Cdk complexes are downregulated during the G1-phase by multiple 
mechanisms, hence preventing re-entry of cells into S-phase and therefore into the cell cycle. 
Mitogens activate cell cycle entry mainly by stimulating the activation of required Cyclin- Cdk 
complexes, by mechanisms that are still not completely understood. Mitogens bind to cell-
surface receptors and induce different intracellular signaling pathways. One major pathway is 
mediated through Ras(GTPase) that activates the mitogen-activated protein kinase (MAPK) 
signaling module, which consist of three protein kinases (in mammals known as: Raf = MAP 
kinase kinase kinase, Mek = MAP kinase kinase and Erk = MAP kinase) (Alberts et al., 2002; 
Shapiro, 2002). Upon activation Erk, the final kinase in the Ras-MAP-kinase signaling 
pathway, is translocated to the nucleus. In the nucleus, Erk targets transcription factors, which 
induce the transcription of so called immediate early genes (IEGs), genes that turn on within 
minutes after the extracellular signal, even if protein synthesis is blocked (Bahrami and 
Drabløs, 2016). Some of IEGs encode transcription factors, including Myc, which induces the 
expression of Cyclin D, thereby increasing Cyclin D- Cdk4,6 activity (Alberts et al., 2002). 
One major function of active Cyclin D- Cdk4,6 is to phosphorylate Retinoblastoma tumor 
suppressor protein (Rb) at a single phosphorylation site, which leads to the hypophosphorylated 
Rb form (Narasimha et al., 2014) Figure 1.2. One function of Rb protein is to prevent the 
expression of genes needed for cell cycle progression from G1 to S-phase, by binding 
transcriptional activators of the E2F transcription factor family and blocking their DNA 
binding (Goodrich et al., 1991). The hypophosphorylation of Rb seems to occur in early G1-
phase (called G1-pm, pm for postmitotic (Zetterberg et al., 1995), Figure 1.2) and is suggested 
to prevent cells from exiting the cell cycle (Narasimha et al., 2014). Moreover, the 
hypophosphorylated form of Rb is required for further hyperphosphorylation of Rb, executed 
by Cyclin E- Cdk2 (Lundberg and Weinberg, 1998) in the later phase of G1 (called G1-ps, ps 
for pre-S (Zetterberg et al., 1995), Figure 1.2). The hyperphosphorylated Rb does not bind 
E2F and the expression of genes required for S-phase entry (Cyclin E, Cyclin A, proteins for 
DNA synthesis and chromosome duplication) is thus activated. The induced transcription of 
Cyclin E promotes progression through the G1-phase by keeping Rb hyperphosphorylated. 
How Cyclin E is initially activated is still not entirely understood and speculations exist that a 
metabolic sensor is involved in the activation of cyclin E (Haberichter et al., 2007; Narasimha 
et al., 2014). 
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Figure 1.2 Restriction point and a nutrient sensing cell growth checkpoint both regulate the G1 
cell cycle progression.  
Image is taken from the review of D.A. Foster (Foster et al., 2011). The G1-phase exists of two parts, 
the G1 postmitotic (G1-pm) and G1 pre S-phase (G1-ps). Each of these parts has its own control point, 
the restriction point R in G1-pm and the cell growth checkpoint in G1-ps. Retinoblastoma (Rb) exists 
in three different states: unphosphorylated, hypophosphorylated and hyperphosphorylated. The 
unphosphorylated Rb binds the E2F transcription factor tightly, preventing it from binding to DNA and 
activating the transcription of genes needed for cell cycle progression. The growth factor-induced 
Cyclin D expression activates the Cyclin D-Cdk4,6 complex which leads to hypophosphorylation of Rb 
and enables progression through the restriction point (R), preventing the exit from the cell cycle. Only 
the hypophosphorylated Rb can be further phosphorylated by Cyclin E- Cdk2 to the 
hyperphosphorylated form, which then releases the E2F transcription factor. Free E2F can bind DNA 
and induce the gene expression needed for cell cycle progression, including Cyclin E, generating a 
positive feedback loop to help progression through the G1-ps and to the S phase.    
1.2.1.4 Metabolic control of cell cycle progression  
Cell cycle entry and progression are dictated by mitogens that regulate proliferation to achieve, 
for example, tissue growth or the replacement of damaged cells after injury. Yet, to avoid 
continuous cell-size decrease with each division, it is crucial to coordinate cell-cycle 
progression with cell growth. Evidently, cell growth requires large amounts of newly generated 
macromolecules (proteins, lipids, nucleic acids), the synthesis of which comprises a large part 
of cellular energy expenditure. Cells therefore possess the ability to monitor their physiological 
state, i.e. energy and nutrient availability, before entering the cell cycle. For example, germline 
and follicle somatic stem cells in the Drosophila ovary adjust their division rates to nutrient 
levels and reduce egg production in times of scarce nutrient availability (Drummond-Barbosa 
and Spradling, 2001). Different signaling pathways, including insulin, AMPK and TOR 
signaling, are known to be involved in monitoring and responding to changing nutrient 
availability ((Narbonne and Roy, 2006a) and references therein).   
The evolutionarily conserved serine/threonine kinase target of rapamycin (TOR) is known to 
monitor signals from nutrients (amino acids) and growth factors, like insulin and insulin-like 
growth factor (IGF). Initiation of protein synthesis is one of the main downstream targets of 
TOR and likely includes the synthesis of cell-cycle-driving proteins (e.g. cyclins) (Fingar and 
Blenis, 2004). Further, AMP-activated protein kinase (AMPK) is a highly conserved energy 
sensor, which is activated by high AMP levels, characteristic of low cellular energy status 
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(Hardie, 2011). One of several downstream targets of active AMPK is TOR, and the 
suppression of TOR by AMPK leads to cell cycle arrest (Gwinn et al., 2008). TOR-AMPK 
cross talk is therefore central to cellular sensing of nutrients and energy levels, with subsequent 
coordination of cell growth rates and cell cycle progression (Fingar and Blenis, 2004; Shamji 
et al., 2003). Along these lines, an interesting hypothesis was proposed by D.A. Foster and 
colleagues (Foster et al., 2011), who suggested that a second checkpoint in late G1 (G1-ps) 
exists, in addition to the known R check point in early G1 (G1-pm) at which cells decide 
whether they will enter the next cell cycle (dictated by mitogens and growth factors). Based on 
observations that suppression of TOR signaling arrests cells in late G1, the check point in G1-
ps was termed the cell growth checkpoint Figure 1.2. Foster et al. concluded that at this check 
point, cells determine the sufficiency of nutrition and energy levels before committing to cell 
proliferation (similar to the start checkpoint in yeast (Jorgensen et al., 2004)), probably to some 
extent mediated by TOR-AMPK crosstalk. Under nutrient and energy rich conditions, when 
AMPK is inactive and TOR active, increased protein synthesis might elevate Cyclin E levels 
(Fingar and Blenis, 2004) (for details see (Foster et al., 2011)). The increase of Cyclin E levels 
corresponds to the previously described events stimulating cell cycle progression in the late 
G1-ps phase Figure 1.2. In sum, TOR-AMPK crosstalk has been suggested to regulate the late 
G1-ps cell growth checkpoint and seems to be important in promoting cell cycle progression. 
The next paragraph describes the regulatory network of TOR and AMPK pathways in more 
detail. 
TOR and AMPK regulatory cross talk  
TOR and AMPK are evolutionarily conserved serine/threonine kinases (Hardie, 2011) 
(Wullschleger et al., 2006), both of which represent important cellular metabolic sensors. The 
crosstalk between TOR and AMPK seems to have an important regulatory role that coordinates 
energy and nutrient availability with cell growth and proliferation. The molecular organization 
of this regulatory network is described below and in Figure 1.3, starting first with a brief 
summary of the TOR and AMPK signaling pathways, followed by the mechanisms by which 
both pathways interact. 
TOR 
TOR exists in two different complexes, TORC1 and TORC2, which regulate different cellular 
processes. TORC1 contains a regulatory associated protein of TOR (raptor) and is involved in 
the regulation of protein translation, whereas TORC2 contains rapamycin-independent 
companion of TOR (rictor) and is required for actin skeleton organization (Wullschleger et al., 
2006). The upstream stimuli of TORC1 are diverse and include extracellular growth factors 
(like IGF or EGF) acting via receptor tyrosine kinases (RTKs) and even amino acids. One of 
the mechanisms by which amino acids activate TOR is by promoting the translocation of 
TORC1 to the surface of the lysosome, where it becomes activated (Sancak et al., 2010). The 
signals from activated RTKs are mediated either via PI3K/Akt or via Ras/Erk signaling 
cascades to TORC1, which then activates target proteins involved in cell growth and 
proliferation (reviewed in (Laplante and Sabatini, 2012; Saxton and Sabatini, 2017; 
Wullschleger et al., 2006)). Figure 1.3 summarizes the basic components and their interaction 
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within the PI3K/Akt mediated TORC1 signaling network. Activated RTK binds and 
phosphorylates the insulin receptor substrate (IRS) which then recruits phosphatidylinositide 
3-kinase (PI3K). PI3K activates another kinase, Akt, also known as protein kinase B (PKB), 
through a cascade of events (not shown). Akt positively modulates TORC1 in two independent 
ways. Either Akt phosphorylates and inactivates the tuberous sclerosis proteins 1 and 2 
complex (TSC1/2), which is a negative regulator of TORC1, or it directly phosphorylates the 
TORC1 inhibitory factor proline-rich Akt substrate of 40 kDa (PRAS40), which then 
dissociates from TORC1. A negative regulator of the PI3K-Akt signaling pathway is 
phosphatase and tensin homologue (PTEN), a tumor suppressor that is mutated in a large 
number of cancers (Song et al., 2012).  
Active TORC1 signals to various cellular targets associated with cell growth, the best 
characterized of which are the proteins involved in translation regulation, the eukaryotic 
initiation factor 4E (eIF4E)-binding proteins (4E-BPs) and ribosomal protein S6 kinases 
(S6Ks). 4E-BPs repress translation initiation by inhibiting the translation initiation factor 
eIF4E. TORC1 phosphorylation leads to inactivation of 4E-BPs, therefore promoting cap-
dependent translation initiation (Wullschleger et al., 2006). Activation of S6K mediated by 
TORC1 phosphorylation facilitates the assembly of the translation pre-initiation complex, 
positively contributing to cap-dependent translation initiation. Moreover, active S6Ks are 
involved in the regulation of translation elongation via phosphorylation-induced inhibition of 
eukaryotic elongation factor 2 (eEF2) kinase (eEF2K), a negative regulator of eEF2, 
promoting protein elongation (Faller et al., 2015) (Kenney et al., 2014). Additionally, it has 
been suggested that S6K might contribute to ribosome biogenesis (Ma and Blenis, 2009; 
Magnuson et al., 2012).  
Besides regulating the rate of protein synthesis, TORC1 stimulates anabolic cell growth and 
proliferation by promoting de-novo lipid synthesis, required for cell membranes (see below), 
and synthesis of nucleotides, required for DNA replication (reviewed in (Laplante and Sabatini, 
2012; Saxton and Sabatini, 2017)). Via an S6K1-dependent mechanism or through the 
inhibitory phosphorylation of Lipin1, TORC1 activates the sterol regulatory element-binding 
protein (SREBP) transcription factors, which control the expression of genes involved in 
cholesterol and fatty acid biosynthesis. Via the stimulation of ATF4 transcription factor, 
TORC1 induces the expression of methylenetetrahydrofolate dehydrogenase 2 (MTHFD2), 
the key component of tetrahydrofolate cycle that provides one-carbon units for purine 
synthesis. Further, TORC1 facilitates growth and proliferation by promoting glycolysis (see 
below), by stimulating the translation of the transcription factor HIF1a, which drives the 
expression of several glycolytic enzymes such as phosphofructokinase (PFK) (reviewed in 
(Laplante and Sabatini, 2012; Saxton and Sabatini, 2017)).  
AMPK 
AMPK is a heterotrimeric complex consisting of a catalytic subunit alpha (a) and two 
regulatory subunits (beta (b) and gamma (g)) Figure 1.3 (Hardie, 2011). Subunit alpha contains 
a kinase domain, which is activated when phosphorylated on a conserved threonine residue 
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(Thr172) by the upstream kinases liver kinase B1 (LKB1) or calcium/calmodulin-dependent 
protein kinase kinase 2 (CAMKK2). The gamma subunit contains the adenine nucleotide-
binding site, which binds AMP and activates AMPK through three different mechanisms: a) 
stimulation of Thr172 phosphorylation, b) inhibition of Thr172 dephosphorylation and c) 
allosteric activation of AMPK already phosphorylated on Thr172 (Hardie, 2011; Herzig and 
Shaw, 2018). Active AMPK phosphorylates key targets of metabolic pathways to promote 
catabolic processes that generate ATP, and to block anabolic processes that consume ATP 
Figure 1.3. In this way, active AMPK adjusts metabolism in order to restore energy balance. 
In order to upregulate catabolism, for example, AMPK induces flux through glycolysis by 
phosphorylating and activating 6-phosphofructo-2-kinase/fructose-2,6-biphosphatase 
(PFKFB), which produces fructose-2,6-biphosphate, an allosteric activator of 
phosphofructokinase-1 (PFK-1), a key enzyme in glycolysis. AMPK also induces fatty acid 
oxidation by phosphorylating and inactivating both isoforms of acetyl-CoA carboxylase 
(ACC1 and ACC2), which leads to decreased levels of malonyl-CoA, an inhibitor of fatty acid 
uptake into mitochondria. Notably, the inactivation of ACCs also blocks the anabolic process 
of de novo lipid synthesis (lipogenesis) because the catalyzed malonyl-CoA synthesis is the 
first limiting step of fatty acid synthesis. AMPK also prevents the synthesis of the storage 
macromolecule glycogen by inactivation of glycogen synthase (GYS) enzymes via 
phosphorylation (Hardie, 2011). Importantly, AMPK also targets transcription factors and 
modulates metabolism at the transcriptional level. For example, it down-regulates the 
expression of genes involved in fatty acid synthesis by inactivating SREBP and suppresses 
gluconeogenesis by reducing the expression of cAMP response element-binding protein 
(CREB) and forkhead box O (FOXO) target genes (Herzig and Shaw, 2018; Mihaylova and 
Shaw, 2011). Finally, as cell growth and protein synthesis are major energy consumers, one 
particularly important target of AMPK is TORC1, the master regulator of growth.  
AMPK and TOR, the Yin & Yang of growth and proliferation control 
Active AMPK blocks TORC1 by two independent mechanisms, the activation of TSC2 (the 
negative regulator of TORC1) (Inoki et al., 2003) and inactivation of raptor (subunit of 
TORC1) (Gwinn et al., 2008) Figure 1.3. AMPK can also directly regulate protein synthesis 
by inhibiting the elongation of translation via the phosphorylation and activation of eEF2K 
(negative regulator of eEF2) (Kenney et al., 2014; Leprivier et al., 2013). Note that eEF2K is 
also downstream of TORC1 (described above) and is inactivated by active TORC1, leading to 
stimulation of protein translation elongation Figure 1.3. Additionally, TORC1 and AMPK 
both act on autophagy (Herzig and Shaw, 2018), which plays an important role during 
starvation as it allows the recycling of macromolecules and replenishment of nutrient stores by 
degrading cytoplasmic content and organelles The starvation-induced activation of AMPK 
leads to the phosphorylation of core components of autophagy pathways promoting their 
activity. The reduced activity of TORC1 during starvation (including the inactivation by active 
AMPK) releases autophagy promoting components from inhibitory phosphorylation.  
In sum, under nutrient-rich conditions, when AMPK is inactivated, TORC1 is active and 
enhances the energetically costly process of protein synthesis, which leads to cell growth and 
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proliferation. Under energy-limiting conditions, active AMPK not only induces catabolic 
processes, which include metabolic pathways and autophagy, to produce ATP, but also blocks 
anabolic processes like de-novo lipid synthesis, protein synthesis (eEF2K activation) and 
inhibition of TORC1. This metabolic rewiring towards reduced energy consumption, which is 
mainly driven by anabolic processes, consequently blocks cell growth and proliferation.   
Overall, as TORC1 and AMPK activities are thought to be mutually exclusive – AMPK is 
active under energy-limiting conditions (preventing TORC1 activity) and TORC1 under 
nutrient-rich conditions – they can be regarded as the Yin & Yang of stem cell proliferation 
control. 
 
Figure 1.3 TORC1-AMPK signaling network.  
See text for details and complete protein names.  
1.2.2� Metabolic requirements of proliferating cells   
To successfully divide one cell into two identical daughter cells, large numbers of 
macromolecules (including proteins, lipids and nucleic acids) need to be synthesized. 
Biosynthetic reactions generally require building blocks (precursor molecules) and energy 
(ATP). Proliferating cells seem to deal with this dual requirement of energy and building blocks 
via aerobic glycolysis, the conversion of glucose to lactate in the presence of oxygen, also 
known as the Warburg effect (Warburg, 1956; Warburg et al., 1927). Aerobic glycolysis is 
unusual in the sense that it utilizes the tricarboxylic acid (TCA) cycle for the generation of 
biosynthetic precursors, but not for efficient ATP production as is generally the case in 
differentiated cells (DeBerardinis et al., 2008; Vander Heiden et al., 2009). One example of the 
 11 
anabolic use of TCA cycle in proliferating cells is the synthesis of lipids and cholesterol from 
citrate (a TCA cycle intermediate) via acetyl-CoA. It is known that several cancer cells and 
proliferating neural stem and progenitor cells (NSPCs) enhance lipid synthesis (Knobloch et 
al., 2013; Palm and Thompson, 2017; Santos and Schulze, 2012) and that induced expression 
of lipogenic enzymes like ATP citrate lyase and fatty acid synthase (FAS) in cancer and 
hematopoietic cells is required for proliferation (Bauer et al., 2005; Hatzivassiliou et al., 2005; 
Kuhajda et al., 1994). This is may be because during proliferation, lipids and cholesterol are 
intensively used as precursors for membranes or are remodeled into signaling molecules (Louie 
et al., 2013; Nomura et al., 2010) that initiate signal transduction and gene expression (Kang 
et al., 2014) important for proliferation. Importantly, other biosynthetic intermediates for cell 
proliferation are directly provided by glycolysis. These include ribose sugars for nucleotide 
biosynthesis and glycerol that can be stored in the form of triacylglycerides TAGs. 
However, the anabolic use of the TCA cycle limits proliferating cells to glycolysis as the only 
source of ATP production. Because the yield of ATP per molecule of glucose is low, the 
glycolytic flux is often elevated in proliferative cells in order to supply enough energy for cell 
growth and proliferation, meaning that proliferating cells rely on a continuous supply of 
glucose. Possible sources include either direct glucose uptake from the diet or glucose released 
from storage forms, such as glycogen (see below) or trehalose. Lipid stores might also be 
essential supporting proliferation based on the seemingly potent role of lipid metabolism in 
proliferating cells (see above).  
1.2.2.1 The energy stores 
Glycogen – glucose storage 
Glucose is the most important source of energy from bacteria to human. In order to store it, 
animals “pack” glucose by polymerization into a very large and branched polymer, called 
glycogen. In contrast to free glucose molecules, glycogen is insoluble in water, allowing the 
storage of large amounts of glucose at physiological osmolarity. Glycogen is present in the 
cytosol in form of granules, with sizes between 10 and 40 nm (Berg et.al, 2002). Glycogen is 
synthesized either from exogenous glucose, taken up from meals, or from glucose synthesized 
endogenously by gluconeogenesis. Glycogen synthesis starts by converting glucose-1-
phosphate to the “activated” form, uridine diphosphate-glucose (UDP-glucose). Glycogen 
synthase (GYS) attaches the UDP-glucose to the glycogen chain (Berg et.al, 2002). 
Importantly, as GYS needs an existing chain of at least 3 glucose residues to add the UDP-
glucose, de-novo glycogen synthesis requires glycogenin, a protein that serves as primer, first 
autocatalyzing a chemical bond between itself and UDP-glucose and then adding more glucose 
residues until GYS can take over (Pitcher et al., 1988). The glycogen chain is rearranged by 
branching enzymes to introduce characteristic branches.  
Glycogen degradation and thus the release of stored glucose is catalyzed by glycogen 
phosphorylase (PYG) which releases one molecule of glucose-1-phosphate from glycogen per 
catalytic cycle. The branches are remodeled by debranching enzymes, which permits further 
degradation. The glucose-1-phosphate is further remodeled to glucose-6-phophate which is 
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either directly funneled into glycolysis or is dephosphorylated and released into circulation 
(Berg et.al, 2002). The advantage of storing energy in the form of glycogen is that glucose can 
be very quickly released and provides energy under anaerobic conditions, which is necessary 
for sudden and strenuous activity.  
Lipid droplets - fatty acid storage 
Fatty acids (FAs) are another source of energy, in addition to being a crucial component of 
cell membranes and important signaling lipids. FAs are more energy rich than glucose if 
oxidative phosphorylation in aerobic conditions is used. This means that the ATP yield from 
one molecule FA consisting of six carbon atoms is higher than the yield from one molecule of 
glucose, which also has six carbon atoms. This is because FAs are more reduced, which leads 
to a higher yield of acetyl-CoA molecules per FA (three acetyl-CoA per six carbon atoms) than 
per glucose molecule (two acetyl-CoA per six carbon atoms) (Darvey, 1999). 
For storage, FAs are converted to nonpolar TAGs and incorporated into lipid droplets, which 
also contain another class of nonpolar lipids, the steryl esters (SE). Nonpolar TAGs are more 
inert and stable compared to amphipathic FAs, which when overabundant can severely damage 
membrane integrity (Welte, 2015).  
Many aspects of lipid droplet biology are still unknown, but the past few years have brought 
significant new insights into the biogenesis and turnover of these organelles. The origin of lipid 
droplets was confirmed to be the endoplasmic reticulum (ER) (Kassan et al., 2013). TAGs 
accumulate between the two leaflets of the ER membrane and form a so-called nascent lipid 
droplet. Nascent droplets grow into mature lipid droplets, which then detach from the ER. 
Consistent with this, the enzymes that catalyze the last steps of TAGs and SE synthesis are also 
located at the ER membrane. They include acyl-CoA:diacylglycerol acyltransferases (DGATs) 
that catalyze the conversion of diacylglycerol (DAG) and activated fatty acids (e.g., acyl-CoA) 
into TAGs. Acyl-CoA:cholesterol acyltransferases (ACATs) incorporate a sterol molecule and 
acyl-CoA into SE.    
Breakdown of TAGs in lipid droplets is catalyzed by lipases. The adipose triglyceride lipase 
(ATGL) and hormone sensitive lipase (HSL) are bound to the surface of lipid droplets. ATGL 
catalyzes the hydrolysis of TAGs to DAGs, and HSL converts DAGs to monoacylglycerols 
(MAGs). Cytosolic monoglyceride lipases (MGL) catalyze the further break down of MAGs 
into FAs and glycerol. Moreover, like other organelles, lipid droplets can be taken up by auto-
phagosomes, which fuse with lysosomes to form autolysosomes. In this case, the lysosomal 
acid lipase (LAL) breaks down TAGs and releases them for catabolism in the cytosol (Welte, 
2015). The free FAs are further oxidized in mitochondria and peroxisomes via the ß-oxidation 
pathway generating ATP to supply cells with energy.   
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Compartmentalization of energy storage 
In the context of an entire organism, particularly a vertebrate, the different types of storage and 
their utilization is highly cell-type and tissue dependent. Glycogen, for example, is 
predominantly stored and remobilized in muscle and liver cells (Nelson et al., 2008), while 
lipid droplets can be found in almost all cell types (though they are particularly abundant in 
adipocytes, where they constitute the main cytosolic component (Reue, 2011)). Such 
compartmentalized storage systems are coordinated at the organism level by hormones, which 
mediate system-wide cues to regulate storage formation and utilization. For example, insulin 
is known to promote glycogen and TAG formation, while glucagon signals their utilization 
(Nelson et al., 2008). 
Outlook 
The systems level cues described above are integrated with cell-intrinsic signals that, for 
example, sense cellular energy states (see above) into a combined cue that then regulates the 
cell cycle. Metabolic changes are often coupled to changes in cell fate and the tight coupling 
between the two raises the attractive hypothesis that switches in metabolism could drive (or 
even be sufficient for) cell fate choices (e.g., exit from proliferation). While cause and 
consequence are typically not clear, changes in metabolism have in some cases been proposed 
to regulate proliferation, for example in Drosophila neural stem cells (Homem et al., 2014). 
Although metabolism is therefore clearly a key aspect of cell proliferation, many aspects of its 
mechanistic entwinement with the cell cycle machinery remain to be discovered. 
1.3 Cell death	
If cell division is one pillar of cell turnover, then cell death is the other. In fact, a tight balance 
between the two processes is necessary for the maintenance of tissue homeostasis.  
Cell death has crucial roles in adult organisms, as it is necessary to eliminate abnormal or 
nonfunctional cells (e.g. in the vertebrate immune system) (Feig and Peter, 2007) or old and 
damaged cells, like in the intestinal epithelium (Delgado et al., 2015). Furthermore, cell death 
is important during adaptive size changes to match physiological changes such as the decrease 
of total cell numbers under starvation. For example, the Drosophila mid-gut shrinks in size 
during periods of starvation by inducing apoptosis and cell extrusion (O'Brien et al., 2011). 
Hydra stop their growth upon starvation, mainly by increasing cell death rates, while keeping 
cell production rates unchanged (Bosch and David, 1984).   
Apoptosis, often described as programmed cell death, is a highly controlled process, mediated 
by an evolutionary conserved mechanism that includes the caspase proteases. The inactive 
precursors of caspases are activated only during apoptosis and act in a hierarchical manner 
(Alberts et al., 2002). There are multiple initiator caspases, which when activated by an 
apoptotic signal, assemble a large complex to then activate the executioner caspases. One 
initiator caspase complex can activate many executioner caspases, resulting in an amplification 
 14 
of protease activity. Activated caspase cascades act irreversibly and destroy the cell by 
cleavage and breakdown of cellular components, like the nuclear lamina and components of 
the cytoskeleton. Moreover, caspases cleave the inhibitor of a DNA-degrading endonuclease 
and thus cause the activation of this endonuclease with subsequent genomic DNA 
fragmentation. The best-understood mechanisms of initiator caspase activation in response to 
an apoptotic signal are the so called extrinsic and intrinsic (or mitochondrial) pathways (Alberts 
et al., 2002). The extrinsic pathway is activated by extracellular ligands binding to the cell-
surface death receptor e.g., tumor necrosis factor (TNF) ligands and TNF receptors. When the 
death receptor is activated, its cytosolic tail binds the initiator caspase, via various intercellular 
adaptor proteins and thereby causes their autocatalytic activation. The intrinsic pathway is 
activated in response to cell stress, such as DNA damage, and is triggered by the release of 
cytochrome c from compromised mitochondria into the cytosol. When released into the 
cytosol, cytochrome c binds to an adaptor protein (Apaf1), that is incorporated into the so called 
apoptosome, which then in turn recruits and activates the initiator caspases. Importantly, the 
extrinsic and intrinsic apoptotic pathways are activated by their own dedicated initiator 
caspases.  
Apoptosis is not the only cell death pathway. Other prominent examples include necrosis or 
autophagic cell death, which also kill cells by a largely distinct set of molecular pathways. 
They all share the biochemical degradation of the cellular material into smaller constituents 
that can be taken up by surrounding cells and/or immune cells. Collectively, the various cell 
death pathways therefore not only kill sick or surplus cells, but they also provide the first step 
in biomaterial recycling. 
Importantly, to maintain tissue homeostasis, the regulation of cell death has to be coordinated 
with the control of cell proliferation in order to preserve the balance between the two processes. 
How this coordination is achieved at the molecular level is still poorly understood.  
1.4 Suggested mechanisms that coordinate cell death and division 
and their caveats  
Cell division and cell death are the basic aspects of cell turnover and need to be tightly balanced 
in order to maintain tissue homeostasis. Even though studies in different body parts and several 
developmental stages of various model organisms are beginning to uncover pathways and 
mechanisms potentially involved in this regulatory process, the question of how such 
counteracting processes can be integrated with each other is still open and remains exciting.  
For instance, the highly conserved Hippo pathway plays a key role in development during the 
regulation of organ growth by coordinating cell death and cell division in a cell-autonomous 
manner (reviewed in (Halder and Johnson, 2011)). The Hippo pathway inhibits Yorki ((Yki), 
in Drosophila) and Yap (in vertebrates), the main downstream transcriptional co-activators of 
genes that promote proliferation and inhibit apoptosis. Thus, the inactivation of the Hippo 
pathway in Drosophila leads to a dramatic overgrowth of the imaginal disc and the 
corresponding adult structures. In mammals, the overexpression of Yap in adult mouse liver 
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promotes liver overgrowth, by increasing the number of cells. When Yap overexpression is 
blocked, the enlarged liver returns to a nearly normal size, presumably by increased apoptosis 
(Halder and Johnson, 2011). Initiation of the Hippo signaling cascade is dependent on upstream 
regulators, including physical cues (i.e., cell contact), hormonal cues (activation of GPCR), or 
energy stress (activation of AMPK) (Meng et al., 2016). 
Cell competition and compensatory proliferation is another possible mechanism of 
coordinating cell division and cell death. Studies in Drosophila wings, for example, suggested 
that slower-growing less competitive cells are eliminated by apoptosis induced by more 
competitive neighboring cells (cell competition). Interestingly, however, before the dying cells 
disappear they release mitogens and survival factors, which signals to the neighboring cells, 
promoting their growth and division (compensatory proliferation) (Gallant, 2005; Huh et al., 
2004; Ryoo et al., 2004). 
The mechanisms to coordinate cell death and cell division described above are rather suitable 
for homogeneous cell population where cells are close to each other and (almost) all cells are 
dividing, as is the case in a developing tissue such as Drosophila imaginal disc. In contrast, for 
many adult tissues, it is more common that the only dividing cells are the tissue-specific stem 
cells (and their transient amplifying progenitors) in their respective niches, while the cells that 
undergo apoptosis are postmitotic differentiated cells, mostly located away from the stem cells. 
Moreover, adult tissues can be quite heterogeneous with respect to postmitotic differentiated 
cells that can have different morphologies, functionalities and lifetimes.  
All the above-listed aspects of adult tissue organization suggest that cell-autonomous 
mechanisms often found in the developing tissues, are most probably insufficient to control the 
balance between cell division and cell death in adult tissues. A feedback mechanism would be 
more compatible, where both (i) dying cells determine cell division rates and progeny cell fates, 
and (ii) stem cells determine cell death rates and cell types marked for death (Pellettieri and 
Sánchez Alvarado, 2007). An additional challenge to the regulatory mechanism of tissue 
homeostasis arises from the ability of some adult organs with high cell turnover rates to 
regenerate after injuries and/or to adapt their cell numbers (and therefore their organ size) to 
the environmental conditions (e.g., nutrient availability). These adaptive responses of cell 
turnover imply the reorganization of the synchronized behavior between cell addition and 
removal until either the original tissue size and morphology is re-established (in case of 
regeneration after injury), or the new target size is achieved (during adaptive changes). The 
plasticity of cell turnover rates adds another layer of complexity to the regulatory mechanism 
and raises the question of whether physiological cues like feeding and injury act through known 
regulatory mechanisms or employ completely different mechanisms.  
In general, how the balance between cell addition and removal is maintained at the regulatory 
level across distinct cell populations (dividing stem cells and apoptotic differentiated cells), 
while also being adaptive to physiological cues like injury or feeding, is still poorly understood. 
A comprehensive review by J. Pellettieri and A.S. Alvarado (review (Pellettieri and Sánchez 
Alvarado, 2007) summarizes the prevalent models by which this coordination could be 
achieved. For example, given the fact that cell competition is observed across many tissues and 
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organisms, the existence of a limiting cell survival factor was proposed (Raff, 1992). Such a 
factor could be a secreted signaling molecule (e.g., a hormone) or nutrients in the presence of 
which cells would not undergo apoptosis. This implies that with increasing cell numbers, the 
competition for this survival factor increases and more cells are forced to undergo apoptosis, 
subsequently leading to a reduction in cell numbers. Otherwise when many cells are lost (e.g. 
injury) the increased abundance of the survival factors support rapid increase in cell numbers. 
Alternatively, the fact that dying cells in developing Drosophila wing (see above) or 
regenerating Hydra head (Chera et al., 2009) release factors that stimulate the proliferation of 
neighboring cells could also apply to adult organisms. An additional possibility would be that 
this mechanism could also coordinate stem cell division rates and fate of the progeny cells. 
Finally, another mechanism found in many adult tissues involves negative feedback loops. The 
adult tissue releases factors which in turn block the growth of this tissue, as was for example 
shown for skeletal muscles (McPherron et al., 1997). In fact, all of the above models envisage 
the coordination of cell turnover by feedback loops between dividing and dying cells.  
1.5 Planarians as a model to study cell turnover  
The goal of my thesis research was to address the regulation of cell turnover in planarian 
flatworms. Planarians are a particularly interesting model system for this question since cell 
turnover is a crucial component in practically all aspects of planarian physiology. This is 
because planarians continuously renew all of their tissues and organs in a matter of weeks 
(Newmark and Sánchez Alvarado, 2002; Pellettieri and Sánchez Alvarado, 2007; Rink, 2013). 
Such internal tissue and organ turnover is driven by continuously dividing pluripotent stem 
cells, so-called neoblasts. Neoblasts are abundant and distributed throughout the mesenchyme 
(the loosely organized tissue surrounding all planarian organs). In fact, neoblasts are the only 
division-competent cells in planarians, and their continuous division gives rise to all new cells 
(Wagner et al., 2011). In parallel, aged, differentiated cells continuously die. Together, this 
means that all planarian cell types undergo continuous turnover on a time scale of weeks Figure 
1.4A.  
Possibly the most famous feature of planarians is their ability to regenerate complete and 
perfectly proportional animals even from tiny tissue pieces Figure 1.4B. The cellular process 
of regeneration is even more remarkable in the sense that the increase in neoblast proliferation 
(Baguñà, 1976a; Wenemoser and Reddien, 2010) to make new tissues is accompanied by an 
increase in cell death in the pre-existing tissue (Pellettieri et al., 2010) (explained below) 
Figure 1.6B and D. However, no less remarkable is the fact that planarians don’t have a fixed 
body size. They grow when fed and literally shrink (this process also called degrowth) when 
starved, thus continuously scaling their external and internal anatomy Figure 1.4C (Baguñà, 
1976b; Takeda et al., 2009). Growth and degrowth can cover an interval of a 50-fold range in 
body length, between a minimal size of about 0.5 mm can and a maximal size of 25 mm (data 
from A. Thommen, (Thommen, 2017)). Multiple studies have shown that growth and degrowth 
mainly result from changes in cell numbers and not from cell size (Baguñà and Romero, 1981; 
Newmark and Sánchez Alvarado, 2002; Oviedo et al., 2003). Feeding induces rapid and 
transient neoblast proliferation that results in a growth pulse at the whole animal level (Baguñà, 
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1974; González-Estévez et al., 2012a; Kang and Sánchez Alvarado, 2009) Figure 1.6C. During 
starvation, the rate of cell death increases Figure 1.6E (Pellettieri et al., 2010) and the animals 
degrow, but importantly neoblasts continue to divide at a basal level (González-Estévez et al., 
2012a). It is assumed, but not yet experimentally shown, that catabolism of dying cells fuels 
cell turnover during starvation.  
 
Figure 1.4 Remarkable features of planarians cell turnover.  
A. All planarian tissues undergo continuous cell turnover due to continuously dividing neoblasts which 
constantly replace the steadily dying cells. Image of planarian with dividing neoblasts is taken from 
(Eisenhoffer et al., 2008) and cells in mitosis are labeled with anti-Ser10-phosphorylated Histone 
H3 (H3P). Image of planarian with labeled apoptotic cells is taken from (Pellettieri et al., 2010) 
and apoptotic cells are labeled with TUNEL.  
B.� Planarians can regenerate a complete and proportional animal from any small piece. Image courtesy 
J.C.Rink.  
C.� Planarians do not have a fixed body size; they grow when fed and degrow when starved. Image 
courtesy S. Werner.  
Overall, planarians represent an ideal model to study cell turnover in adult animals. First, all 
tissues and cell types undergo continuous and rapid cell turnover, unlike the highly variable or 
tissue-specific turn-over rates in vertebrates. Second, a single stem cell type is exclusively 
responsible for all new cell additions to the system, unlike the many multipotent stem cell types 
in adult vertebrates. Third, planarians have the unique ability to perfectly regenerate any piece 
of the body after amputation, which necessitates a net addition of cells. Fourth, the proportional 
and uniquely bidirectional growth of planarians as a function of the nutritional state 
necessitates global and coordinated adjustments of the cell division/cell death balance. Finally, 
all of the above exciting biology occurs within a complex organism with a triploblastic body 
plan and a multitude of differentiated cell types (Fincher et al., 2018; Plass et al., 2018), which 
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means that emerging concepts and mechanisms may also be relevant to understand cell turn-
over in other systems. 
In the next paragraphs, I will first briefly give a general overview of planarian flatworms. Then, 
I will summarize the current state of knowledge on the two key components of planarian cell 
turnover, neoblast proliferative activity and death of differentiated cells.  
1.6� Planarian body anatomy 
Planarians are bilaterally symmetric and non-parasitic flatworms. Taxonomically, they belong 
to the phylum Platyhelminthes, which is part of the superphylum Lophotrocozoa. Planarians 
are commonly found in freshwater streams worldwide, but many land-or water-dwelling 
species exist. They have a triploblastic body plan, but unlike other bilaterians, they are 
acoelomates, meaning they don’t have a body cavity and lack circulatory and respiratory 
systems. Although it appears that planarians are quite simple organisms, they do have complex 
organ systems Figure 1.5, including a central nervous system consisting of anteriorly 
positioned bi-lobed cephalic ganglia, which are connected to two nerve cords extending 
ventrally to the posterior part (Cebrià, 2007; Ross, 2015; Ross et al., 2017). They also have an 
excretory system with similar cell-type diversity as vertebrate nephrons (Rink et al., 2011; Thi-
Kim Vu et al., 2015) and a body-wall musculature made up of different layers of muscle fibers 
(Cebrià, 2016). Muscles also surround the highly branched digestive system (Forsthoefel et al., 
2012), which is connected to an extensible pharynx, which is both the mouth and anus of the 
animal. Planarians feed by extending their pharynx to the food Figure 1.5 and engulfing it into 
their gut. Planarians are carnivorous, and their prey in nature dominantly includes insects and 
insect larvae, fish eggs, and mollusks. Under laboratory conditions, the established diet is 
bovine liver paste.  
Freshwater planarians reproduce through two ways, either sexually as hermaphrodites or 
asexually by transverse fission and subsequent regeneration. One of the most commonly 
studied species today is the Schmidtea mediterranea (S. med). For all work presented in this 
thesis, the asexual strain of S. med was used. 
 
Figure 1.5 Body anatomy of planarians. 
(continued on next page) 
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CNS (central nervous system): consists of cephalic ganglia (cp) and two ventral nerve cords (vnc), ph 
is pharynx. Image from (Cebrià, 2007). Protonephridia: planarian excretory system consisting of 
internal protonephridial units distributed across the animal body. Green inset box shows magnified 
protonephridial units. Image from (Thi-Kim Vu et al., 2015). Muscular system: shown is enteric muscle 
surrounding the gut branches. Image from (Forsthoefel et al., 2011). Gastrovascular system: planarians’ 
highly branched gut (Forsthoefel et al., 2011). Pharynx: planaria with elongated pharynx (Rossant, 
2014).  
1.7 Planarian stem cell system  
1.7.1 Neoblasts form a heterogeneous population  
As described above, the impressive regenerative and growth/degrowth capabilities of 
planarians are all based on pluripotent stem cells, called neoblasts. The pluripotent character 
of the neoblast was shown by D. E. Wagner, who performed single stem-cell transplantation 
into a lethally irradiated, i.e., stem-cell depleted, animal host (Wagner et al., 2011). The 
experiment revealed that indeed transplanted neoblasts could rescue the survival of the host 
animal. Moreover, using genetically distinguishable donor and host animals, the complete 
conversion of the host to the donor genotype after rescue demonstrated that neoblasts are able 
to give rise to all existing cell types.  
Molecular studies have identified piwi-1 (the Argonaut family member) as a neoblast specific 
marker (for S. med referred to as smedwi-1) (Reddien et al., 2005b). Smedwi-1 RNA is highly 
and specifically expressed in neoblasts, which are broadly distributed all across the planarian 
body, except the pharynx and the area in front of the eyes Figure 1.6A. The known cell division 
markers Ser10-phosphorylated Histone H3 (H3P), proliferating cell nuclear antigen (PCNA), 
and DNA-incorporated 5-bromo-2'-deoxyuridine (BrdU) only label smedwi-1 positive cells 
(H3P/smedwi-1 double positive cells shown in Figure 1.6A), showing that neoblasts are the 
only dividing cell population. However, recent studies indicated that not all dividing neoblasts 
are “truly pluripotent” stem cells: single cell sequencing revealed that the neoblast population 
is quite heterogeneous, consisting of various neoblast subclasses with pronounced gene 
expression signatures towards specific lineage choices (Fincher et al., 2018; Plass et al., 2018; 
van Wolfswinkel et al., 2014). Moreover, it was shown that the various neoblast subclasses are 
all mitotically active (van Wolfswinkel et al., 2014). The least differentiated population was 
considered to consist of truly pluripotent Neoblasts (also called cNeoblasts), which was 
recently confirmed to indeed be the case (Zeng et al., 2018). The authors succeeded in 
identifying specific cNeoblast markers which they used to isolate cNeoblasts and to rescue 
lethally irradiated hosts by transplantation.   
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Figure 1.6 Neoblast division and cell death processes in planarians. 
A. Distribution of planarians’ only dividing pluripotent stem cells, neoblasts. Image taken form 
(Rossant, 2014), the scale bar length was not provided in the original figure. Image courtesy of A. 
Lin and B. Pearson. In red, fluorescence in situ hybridization against the neoblast marker smedwi -
1 RNA; in green, immunolabeling of neoblasts undergoing mitosis with anti-Ser10-phosphorylated 
Histone H3 (H3P). Neoblasts are broadly distributed all over the planarian body, except the pharynx 
and the very anterior areas behind the cephalic ganglia. Neoblasts are the only dividing cells, as 
H3P staining (green) only colocalizes with smedwi-1 positive nuclei (red).  
B. Neoblast mitotic response to amputation. Image modified from (Wenemoser and Reddien, 2010). 
Cartoon indicates the amputation site (dotted lines). Dividing neoblasts were labeled with anti-H3P 
at different time points after amputation (5 minutes, 6 hours, 48 hours). H3P staining is shown for 
anterior fragments (in the upper panels) and posterior fragments (in the lower panels). Red arrows 
indicate the amputation site. The response to amputation consists of two phases, first (at 6 hours) 
the widespread mitotic response and second (at 48 hours) localized increase in mitosis. Px, Pharynx; 
h, hours; min, minutes. Scale bars 100µm.  
C. Neoblast mitotic response to feeding. Image modified from (Kang and Sánchez Alvarado, 2009). 
Dividing neoblasts were stained for H3P at different time points after feeding. Feeding induces a 
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fast increase in dividing neoblasts (at 6 hours), which is sustained over several days. White asterisks 
indicate the planarian photoreceptors. Scale bars 200µm.  
D. Apoptosis in regenerating planarians. Image modified from (Pellettieri et al., 2010). Whole-mount 
TUNEL staining was used to detect apoptotic cells. Left: amputation plane is indicated by the white 
dashed line, and asterisks represent the pharynx. Right: TUNEL staining of fragments at different 
time-points after amputation; upper panels show anterior fragments and lower panels show 
posterior fragments. Early after amputation (at 4 hours) apoptosis is induced locally, close to the 
amputation site and at a later time after amputation (at 3 days) apoptosis is increased everywhere 
within the fragment. At 14 days after amputation, regeneration is complete, and the posterior 
fragment made a new pharynx (asterisk). Scale bar 100µm.  
 E. Apoptosis in starved planarians. Image modified from (Pellettieri et al., 2010). Whole-mount 
TUNEL staining was used to detect apoptotic cells. Animals were stained at different time-points 
after they were last fed. As indicated, animals starved for 7 days show fewer apoptotic events 
compared to animals starved for 35 days. The condition “Day 35, Fed Day 28” means that animals 
starved for 28 days were first fed and then 7 days later (i.e., on day 35) fixed and stained. These 
animals show fewer apoptotic events compared to animals after 35 days of complete starvation, 
indicating that feeding reverses the increase in apoptosis. Scale bars = 100µm.  
1.7.2 Neoblast proliferative activity  
Neoblasts are continuously dividing, and display a basal rate of proliferative activity even 
during degrowth (starvation). Any wounding event, be it amputation or even a poke with a 
needle, rapidly increases the fraction of dividing neoblasts. The first mitotic peak at ~ 6 hours 
post wounding is broadly distributed all over the planarian body, meaning that neoblasts far 
from the wound also become activated Figure 1.6B. Only when the wounding event requires 
tissue regeneration, a second, more sustained neoblast response is induced, which is restricted 
close to the wound site Figure 1.6B (Wenemoser and Reddien, 2010). Interestingly, feeding 
also powerfully activates neoblast proliferation. Similar to wounding, feeding triggers a fast 
proliferation response already within the first 6 hours, which is then sustained over several days 
before returning back to baseline levels Figure 1.6C.  
One of the fascinating questions that the rapid increase of dividing neoblasts raises is the nature 
of the reserve-capacity. Possibilities include the existence of a non-cycling (quiescent) neoblast 
population, which is induced to enter the cell cycle upon wounding or feeding. Alternatively, 
constitutively cycling neoblasts might accelerate their cell cycle progression (both scenarios 
are reviewed in (Rink, 2013)). Although multiple studies have addressed these possibilities, a 
definitive answer is still lacking. Some of the earliest studies using indirect histological stains 
to infer the stage of mitotic cells in starved and fed animals suggested that a substantial part of 
neoblasts are arrested in G2 (Baguñà, 1974; Saló and Baguñà, 1984). Later, P.A. Newmark and 
S.A. Alvarado, by establishing the BrdU injection protocol (Newmark and Sanchez Alvarado, 
2000) contradicted the hypothesis of G2-arrested or slow cycling cells. They proposed that the 
calculated mean length of the G2-phase of 6 hours is short enough and sufficient to explain the 
rapid increase in mitotic cells after feeding and amputation. Moreover, they showed that after 
3 days of continuous BrdU labeling using injection, 99% of all neoblasts are BrdU positive and 
concluded that no slow cycling or quiescent cells exist. Unfortunately, this conclusion was 
marred by the subsequent discovery that even the small injection injury already triggers a 
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mitotic response (Wenemoser and Reddien, 2010), meaning that the study only describes 
neoblast dynamics under stimulated conditions. 
In conclusion, we are still missing a conclusive answer to whether quiescent, G2-arrested, or 
slowly cycling neoblasts exist and which of the proposed mechanisms mediates the rapid 
increase in proliferation in response to injury or feeding. 
1.7.3 Neoblast cell cycle machinery  
In addition, little is currently known about the regulation of the cell cycle in planarians. A study 
by S. J. Zhu and B. J. Pearson examined the Retinoblastoma (Rb) pathway, which is conserved 
from plants to animals (see above). The authors reported that Rb is required for cell cycle 
progression and neoblast survival (Zhu and Pearson, 2013). Further, this study reported the 
highest loss of additional Rb pathway components in planarians amongst all animals examined 
so far. For example, planarians and all other flatworms lack the transcription activating and 
cell cycle-promoting E2F homolog (a downstream target of Rb, see above) and only retain a 
repressive E2F4/5-like gene. Further, flatworms seem to have lost a Cyclin E homolog, which 
is again an important regulator of Rb activity (see above). Interestingly, the Cyclin E binding 
partner Cdk2 still exists but is expressed at such low levels in S. med that it may be no longer 
functional. The authors concluded that the entry into the cell cycle in planarians is most 
probably regulated through negative regulation of the repressive E2F complex, but the 
upstream regulatory mechanisms remain unknown. Finally, the analysis of the recently 
sequenced S. med genome (Grohme et al., 2018) also revealed the absence of essential spindle 
assembly checkpoint components such as Mad1 and Mad2, which again emphasizes the 
reduction of cell cycle control machinery. Overall, these data indicate that the mechanisms of 
cell cycle regulation in planarians may differ substantially from other animals.  
1.7.4 Regulation of neoblast proliferative activity  
The fact that neoblasts can switch between high and low proliferative activity implies the 
existence of regulatory factors. Moreover, it is likely that multiple factors influence neoblast 
division in order to ensure the balance between neoblast self-renewal versus differentiation, 
increased proliferation in response to wounding or feeding and the resulting return to basal 
proliferation levels (reviewed in (Rink, 2013)). So far, only a few, mainly incidental 
observations provide insights into the mechanistic regulation of neoblast proliferation. 
Hh signaling can affect the density of mitotic (H3P-positive) cells (Rink et al., 2009) and Jun-
kinase has been reported to regulate the onset of mitosis (Almuedo-Castillo et al., 2014). The 
planarian homolog of Yki/Yap was reported to influence neoblast proliferation rates in intact 
as well as in regenerating worms (Lin and Pearson, 2014; 2017). Importantly, in contrast to 
various animal models where the function of Yki/Yap is typically pro-mitotic (Piccolo et al., 
2014), the planarian Yki/Yap homolog seems to restrict neoblast proliferation. This 
corroborates the observations that cell cycle regulation in planarians might be different (see 
above), though I note that Yki/ Yap homolog function in planarians might not be cell-
autonomous (Lin and Pearson, 2017). Interestingly, the Wnt signaling pathway, well-known 
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for its general role in stem-cell niches (Klaus and Birchmeier, 2008; Nusse, 2008), seems to 
play no role in planarian stem cell maintenance but is more involved in planarian body plan 
patterning (Gurley et al., 2008; Iglesias et al., 2008).  
A study by C.A. Miller and P.A. Newmark has shown that insulin signaling (i.e., insulin-like 
peptide (ILP) and insulin receptor (IR)) modulate neoblast maintenance, but their work was 
restricted to investigating the role of ILP and IR during starvation (Miller and Newmark, 2012). 
A study by N. Oviedo (Oviedo et al., 2008) suggested that planarians have a conserved PI3K-
Akt-TORC1 signaling pathway, which is one of the downstream components of insulin 
signaling important in cell cycle regulation, although some results are controversial. The 
authors showed that RNAi-mediated depletion of PTEN (the negative modulator of the PI3K-
Akt which activates TORC1) leads to neoblast hyperproliferation. Because the 
hyperproliferation phenotype in PTEN-depleted animals could be rescued by rapamycin 
(TORC1 inhibitor) treatment, they concluded that the hyperproliferation phenotype is probably 
a consequence of TORC1 over-activation. Further, the authors suggested that PTEN modulates 
Akt function due to the observed upregulation of Akt expression upon PTEN (RNAi). 
However, the double knockdown of PTEN together with Akt did not rescue the PTEN-
depletion phenotype of neoblast hyperproliferation. Several studies found that TORC1 affects 
neoblast activity during regeneration, but discrepancies in neoblast maintenance in intact 
animals between the studies complicate their interpretation ((Peiris et al., 2012): impaired 
neoblast maintenance vs. (González-Estévez et al., 2012b; Tu et al., 2012); normal neoblast 
maintenance). Although it is clear that the TOR and insulin signaling pathways are important 
regulators of neoblast proliferation, their modes of action and downstream effectors remain to 
be identified.  
1.8 Cell death in planarians 
An equally important but similarly poorly understood aspect of planarian cell turnover is cell 
death.  Whole-mount TUNEL assays suggested that apoptosis is a prominent form of cell death 
in planarians (Pellettieri et al., 2010). Amputation triggers two spatially and temporally 
different waves of apoptosis. The initial increase in apoptosis rates is localized near the wound 
and is independent of the wound type. The second response is distributed all over the body and 
is important for the remodeling of preexisting tissue Figure 1.6D. This re-proportioning is 
important as the regenerating fragments do not feed and therefore are unable to de novo replace 
the missing body parts entirely via stem cell proliferation. During starvation, apoptotic rates 
increase and the size of the animal decreases, but importantly preserving all of the anatomical 
proportions Figure 1.6E. It has been proposed that autophagy might be involved in starvation 
and amputation induced cell death (González-Estévez, 2014; González-Estévez et al., 2007).	
This might be not only the means of re-proportioning and size reduction but could provide a 
source of energy to support neoblast proliferation during times of starvation. The evidence that 
even worms starved for a long period can regenerate supports this additional role of cell death 
as an energy source for new tissue formation.  
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1.9 Mechanisms that coordinate the rate of dividing and dying 
cells in planarians still remain elusive  
Given the current lack of mechanistic understanding of neoblast divisions and cell death, it is 
hardly surprising that cell turnover as the coordination of both is quite under-studied. Multiple 
genes have been implicated as dual regulators of neoblast division and cell death (for example 
TOR, Akt, JNK, Yki), which represent experimental entry points into the elucidation of 
regulatory mechanisms (Lin and Pearson, 2014; 2017; Peiris et al., 2016; Tu et al., 2012). But 
what is entirely missing is any direct evidence of the interplay between cell death and cell 
division, i.e., the existence of compensatory proliferation, cell competition or other kinds of 
feedback mechanism as described above. It is also possible that a direct feedback mechanism 
might be not relevant in the context of a whole organism due to the spatial segregation between 
dying differentiated cells and proliferating stem cells: How should a dying epidermal cell on 
the outside signal to a neoblast deep inside the animal? Therefore, another possible scenario 
might apply and a common upstream regulator (e.g., nutritional status) could independently 
regulate both processes (e.g., activation of neoblast proliferation and inhibition of apoptosis in 
differentiated cells). Further critical questions pertain to the modulation of planarian cell 
turnover plasticity in response to physiological stimuli, such as injury or nutritional availability. 
Clearly, the characterization and identification of upstream regulatory cues would also 
constitute a stepping stone for an understanding of cell turnover.  
1.10 Scope of the thesis 
Cell turnover in planarians is a highly intriguing yet very challenging process to understand. 
The hypothesis that I wanted to explore with my thesis research is that planarian energy 
metabolism might be a central mediator of cell turnover. This is an attractive hypothesis, as in 
planarians the total number of cells is strongly modulated by the nutritional state, in which 
feeding leads to a proportional growth (increase in total cell numbers) and starvation to a 
proportional degrowth (decrease of total cell numbers) of the entire animal. Feeding causes a 
rapid and sustained increase in proliferation, suggesting that food intake directly activates cell 
proliferation. During starvation, the number of dying cells increases, leading to degrowth of 
the animal. Importantly, however, the neoblasts keep proliferating at a basal level, presumably 
fueled by the catabolism of dying cells. While energy metabolism is therefore likely at the core 
of planarian cell turnover, little is known about it in planarians. In particular, the energy storage 
forms, the components of cell turnover (i.e., stem cell proliferation and cell death), or potential 
links between the two have remained elusive. Therefore, I first obtained an overview of the 
metabolic pathways in planarians and experimentally characterized the energy storage forms 
and their location in the animals. Next, in a collaboration, I investigated the interconnection 
between planarian energy stores and the size dependency of growth/degrowth rates. As feeding 
directly triggers cell proliferation, I characterized potential feeding-derived signals by 
determining the dependency of proliferation response on diet quantity and quality. 
Complementarily, I determined gene expression profiles during starvation and after feeding 
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and dissected the underlying molecular requirements of proliferation activity in planarians by 
a small-scale RNA interference screen.   
I present these aims and results in 3 chapters and the discussion chapter, specifically:  
Chapter 2 describes the approaches towards identifying the core metabolic pathways and the 
existence and localization of energy stores. The results reveal that planarians are auxotrophic 
for fatty acids, yet have both glycogen and TAG stores, which are located predominantly in the 
intestine. The second part of the chapter examines how the general energy metabolism relates 
to growth/degrowth dynamics in planarians. This part was carried out in collaboration with two 
Ph.D. students in the lab, and the three of us share joint first authorship of the resulting 
publication (Thommen et al., 2019). We show that the amount of TAGs and glycogen changes 
with size and is higher for larger animals, which suggests a regulatory interplay with the known 
size-dependency of growth/degrowth rates. Further, we demonstrate that the energy stores are 
the physiological basis of Kleiber’s law, which describes the near-universal scaling between 
metabolic rate and body mass.  
Chapter 3 describes the investigation of the systems-level regulation of the neoblasts’ 
proliferative activity, by dissecting the specific contributions of diet quantity and quality on 
proliferation response. My results show that the response to feeding consists of two modes, an 
initial proliferation response, which is diet independent and a later proliferation response, 
which is diet dependent. These two modes of proliferation response complement a third mode 
during starvation when proliferation is maintained at basal levels. Further, I show by RNA-
sequencing that each of the two feeding-induced proliferation modes has a distinct gene 
expression profile, providing insights into their regulatory mechanisms.  
Chapter 4 explores the underlying mechanisms of nutritional control of neoblast proliferation 
by determining genetic dependencies of the three defined proliferation modes using a small-
scale RNA interference screen of chosen candidates (from RNA-seq mentioned above and the 
literature). The screen revealed candidate genes with regulatory roles in neoblast proliferative 
activity, including AMPK, a known cellular metabolic energy sensor.  
The discussion in chapter 5 concludes this thesis by an exploration of possible mechanisms 
of how neoblast proliferation might be controlled by AMPK and an evaluation of my findings 
in light of the general problem of understanding cell turnover regulation in planarians and 
beyond. 
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Chapter 2 
 
2 Planarian energy metabolism and the regulation of 
planarian growth dynamics 
 
2.1 Introduction  
As described in the main introduction, cell proliferation is a very energy-demanding process 
because all cellular constituents need to be synthesized (new membranes, proteins, etc.). This 
also means that cell proliferation is intrinsically and inseparably linked to metabolism, and the 
regulation of cell proliferation consequently often involves changes in metabolic pathways and 
programs (like the Warburg effect and an increase in lipid biosynthesis) (Knobloch et al., 2013; 
Palm and Thompson, 2017; Santos and Schulze, 2012; Vander Heiden et al., 2009) (see chapter 
1).  
In planarians, feeding leads to an upregulation of neoblast division with a consequent increase 
in cell numbers and therefore growth of the entire worm. The temporal correlation between 
food influx and cell proliferation indicates that a possibly causal link exists, i.e., that the influx 
of food causes the activation of cell proliferation. Importantly, during starvation, neoblasts 
continue to divide, but the animal shrinks (termed degrows) due to a progressive net loss of 
cells. The catabolism of dying cells likely fuels the maintenance of neoblast divisions and tissue 
turnover even during starvation. Importantly, recent findings from our lab confirmed that the 
growth and degrowth mainly results from changes in cell number (and not cell size) and thus 
suggests that the regulation of cell turnover might be a crucial part of the growth/degrowth 
dynamics. 
This means that the growth/degrowth dynamics of planarians are governed by the nutritional 
state and that energy metabolism is likely also an important element in planarian stem cell 
regulation. Consequently, an analysis of planarian energy metabolism and its contribution to 
neoblast proliferation and other aspects of cell turnover can be expected to yield important 
insights into the regulation of planarian growth/degrowth dynamics.   
This chapter is divided into two parts. In the first part, I describe an approach that I developed 
in a collaboration to obtain an overview of the core metabolic pathways present in planarians, 
as currently very little is known about planarian metabolism. Furthermore, I present data on 
my characterization of the location and feeding-dependent dynamics of metabolic energy stores 
in planarians. In the second part of the chapter, I focus on a collaborative project with A. 
Thommen and S. Werner that resulted in a joint first author publication (A. Thommen*, S. 
Werner*, O.Frank*, et al.; currently under revision at eLife). Our collaboration investigated 
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the extent to which planarian energy metabolism controls their size-dependent 
growth/degrowth dynamics. Our characterization of planarian growth dynamics led to a 
surprising finding, namely an explanation of the physiological origins of the so-called Kleiber’s 
law, the near-universal scaling of the metabolic rate of animals with their body mass raised to 
the power of ¾.  
2.2 Part 1: Planarian energy metabolism 
2.2.1 The metabolic machinery of S. mediterranea  
In order to investigate the role of energy metabolism in various aspects of growth dynamics 
(i.e., neoblast proliferation, size-dependent growth/degrowth dynamics), I first needed to 
obtain an overview of the repertoire of metabolic pathways in planarians. To do so, I chose a 
bioinformatics approach in collaboration with N. Lakshmanaperumal (Scientific Computing 
Facility, MPI-CBG). Relying on the Rink lab high-quality transcriptome of S. mediterranea (S. 
med) (Brandl et al., 2016), we implemented a pathway mapping strategy on the basis of the 
kyoto encyclopedia of genes and genomes (KEGG) resource Figure 2.1A. With this method, 
we have identified planarian orthologs for enzymes involved in metabolic pathways. In total, 
we obtained 771 KEGG annotations for definite planarian gene orthologs, which is within 
range of what was reported for fruit flies (Drosophila melanogaster; 801) or nematodes 
(Caenorhabditis elegans; 690) and amounts to about 60% of human KEGG annotations (1238 
total) Figure 2.1A (source KEGG database, 2015).  
The potential of using KEGG lies not only in its power as an authoritative gene function 
database but also in the provision of information on all interactions and functional interrelations 
between the metabolic enzyme orthologs in the form of KEGG pathway maps. Using the 
KEGG pathway maps for human, nematodes and fruit fly as references, I could, therefore, 
evaluate the complement of core metabolic pathways in planarians. My manual analysis 
focused on identifying the presence or absence of key enzymes in respective pathways. Figure 
2.1B displays the comparative analysis of the glycolysis pathway as a typical example. Figure 
2.1C provides a general overview of the major conserved pathways in planarians and indicates 
the main missing enzyme orthologs. Importantly, my analysis revealed that most of the major 
metabolic pathways (e.g., glycolysis and gluconeogenesis, glycogen formation and 
degradation, tricarboxylic acid (TCA) cycle, amino acid metabolism and lipid degradation) are 
all present and likely functional in planarians. 
However, my analysis also revealed interesting examples of likely losses. As was reported for 
C. elegans (Braeckman et al., 2009), planarians do not seem to harbor a glucose-6-phosphatase 
ortholog, which is an enzyme that de-phosphorylates glucose-6-phosphate and suggests that no 
free glucose can be released from planarian cells Figure 2.1C. In contrast to C. elegans and 
many other animals, planarians do not have the enzymes for synthesis and degradation of 
trehalose, which is used as an energy store and for intercellular transport of sugar (Braeckman 
et al., 2009; Elbein et al., 2003). Jointly, these observations raise the interesting question of 
how planarians transport glucose between cells and tissues. Similarly, it is important to note, 
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that I could not find planarian orthologs of isocitrate lyase and malate synthase, two key 
enzymes of the glyoxylate cycle that enables C. elegans to make glucose from fatty acids 
(Braeckman et al., 2009). 
Furthermore, planarians likely lack squalene synthase and squalene monooxygenase, the two 
key enzymes in sterol biosynthesis Figure 2.1C. This indicates that planarians are likely unable 
to synthesize cholesterol and therefore depend on dietary sources for this important precursor 
of steroid hormones and other important molecules. However, planarians share cholesterol 
auxotrophy with many invertebrates, such as insects and nematodes (Hobson, 1935) (Rothstein, 
1968), meaning that the loss of these enzymes is not specific to planarians.  
Unexpectedly, my analysis revealed that planarians are deficient for fatty acid synthase (FAS), 
the key enzyme for de novo synthesis of fatty acids. This deficiency is highly unusual and has 
so far been only reported for parasitic flatworms that were thought to be able to scavenge fatty 
acids from the blood of their hosts (Berriman et al., 2010). Yet, the pathways involved in fatty 
acid modifications, such as elongation and desaturation, are all present, as are the necessary 
pathways for the utilization of fatty acids as an energy source (b-oxidation) or for their 
incorporation into phospholipids or triacylglycerols (TAGs) Figure 2.1C. Overall, this means 
that planarians are not only auxotrophic for cholesterol, but also for fatty acids in general. This 
again raises a number of intriguing questions, such as how they manage to maintain lipid 
homeostasis throughout yearly temperature fluctuations and possible changes in the prey 
spectrum.  
Overall, using a newly established method for the identification of planarian enzyme orthologs 
involved in metabolic pathways, I was able to obtain a first overview of the planarian core 
metabolism and key differences from other (model-) organisms. As such, my results provide 
an important basis for further understanding and characterization of planarian core metabolism, 
the first aspect of which needs to be the confirmation of my results by orthogonal techniques 
(e.g., proteomics and/or metabolomics).  
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Figure 2.1 Planarian core metabolism.  
A.� Schematic of the approach to identify planarian orthologs of metabolic enzymes using S. med 
transcriptome and KEGG database resource. The transcript sequences for S. med were aligned 
(blastx) against the genomes of selected species (ranging from plants to bacteria). Only hits with a 
query coverage over 20% were selected; this allowed to identify the Gene IDs for planarian 
orthologs which were then used to assign the EC numbers used in KEGG. Table representing the 
number of gene orthologs annotated by KEGG, comparing the total number of gene orthologs to 
the species-specific ones. The number of planarian orthologs is similar to that in fruit flies 
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(Drosophila melanogaster) and nematodes (Caenorhabditis elegans), demonstrating the validity of 
the established method.  
B. KEGG pathway map for glycolysis/gluconeogenesis for human (on the left) in comparison with the 
established glycolysis/gluconeogenesis pathway map for planarians (on the right). Green indicates 
the presence of enzyme orthologs for glycolysis/gluconeogenesis pathway in humans and red 
indicates enzyme orthologs in planarians. The comparison of enzyme orthologs in this pathway 
reveals that planarians have the necessary repertoire of enzymes (particularly key enzymes) to drive 
glycolysis and gluconeogenesis. The planarian enzyme ortholog for glucose-6-phosphatase (red 
circle) was not detected (for detailed explanation see text and figure legend of panel C. a.).  
C. General overview of the major pathways of core metabolism in S. med. TCA cycle: tricarboxylic 
acid cycle; ETC: electron transport chain. The red crosses mark the missing enzyme orthologs in 
planarians: 
a. glucose-6-phosphatase (also shown in B) catalyzes the dephosphorylation of glucose-6-
phosphate. Subsequently, glucose-6-phosphate which is generated by glycogenolysis (glycogen 
degradation) and gluconeogenesis (glucose biosynthesis) cannot be converted to glucose, which 
can cross the cell membrane. Hence, it suggests that glucose cannot be the transport sugar in 
planarians.  
b. squalene synthase and squalene monooxygenase, key enzymes in sterol biosynthesis. This 
suggests that planarians are cholesterol auxotrophs, like many insects and nematodes.  
c. fatty acid synthase, the key enzyme in fatty acid synthesis. This is a very surprising finding, as 
it suggests that planarians are lipid auxotrophs.  
2.2.2 Planarian energy stores   
Having confirmed the presence of core metabolic pathways (except fatty acid synthesis), I next 
focused on energy metabolism dynamics in response to feeding and starvation. Important 
points to be established included the nature of planarian energy storage compounds and the 
tissues and organs that mediate energy storage such as the fat body in Drosophila larvae (Arrese 
and Soulages, 2010) or the gut in C. elegans (Hanover et al., 2005; Mak, 2012). Moreover, I 
also investigated the turnover dynamics of the metabolic energy stores after feeding and during 
starvation.  
2.2.2.1 Visualization of lipid and glycogen storage compartments in planarians  
Animals generally store glucose in the form of glycogen granules and TAGs packaged into 
lipid droplets. To probe for glycogen granules, I established a histological staining protocol for 
glycogen granules on transverse sections together with S. Weiche (Biotec, Histology facility). 
This required the evaluation of different fixatives (paraformaldehyde, aquatic and alcoholic 
Bouin’s fixative, (Bancroft, 2008) and different glycogen stains (Best’s Carmine and Periodic 
acid- Schiff (PAS), (Mulisch and Welsch, 2010). The best results were achieved by fixing the 
worms in alcoholic Bouin’s fixative, prior to paraffin embedding and staining of the transverse 
section with Best’s Carmine (see methods). To control for the specificity of the staining, we 
used two adjacent sections pre-treated with and without amyloglucosidase (AG), an enzyme 
which digests glycogen (shown in Figure 2.2A). The glycogen staining comparison between 
AG treated and untreated sections clearly revealed the presence of glycogen granules mainly 
within the large intestinal cells. I obtained further evidence for the planarian intestine as a major 
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glycogen storage organ via in situ hybridization of mRNA for enzymes involved in glycogen 
synthesis (glycogen synthase (GYS) and glycogenin) Figure 2.2B.  
To detect lipid droplets as a major storage organelle of TAGs, I stained transverse sections of 
planarians (using size-matched large worms) with the lipid droplet marker LD540 (Spandl et 
al., 2009). The staining revealed prominent lipid droplets located within the intestinal 
epithelium Figure 2.3A. This observation is interesting in light of the inability of planarians to 
synthesize fatty acids de novo and suggests that planarians indeed maintain large internal stores 
of fatty acids. Moreover, as just like glycogen, lipids are also stored in the planarian intestine. 
Taken together, my results, therefore, identify the planarian intestine as a likely central energy 
storage organ, as is the case in C. elegans (Hanover et al., 2005; Mak, 2012).   
2.2.2.2 Investigation of feeding-dependent changes in lipid and glycogen stores  
Having confirmed that planarians utilize glycogen and lipid droplet stores, I next addressed the 
dynamics of the putative energy stores during feeding and starvation. For this, I additionally 
required quantitative assays for organismal glycogen and TAG content. For quantification of 
glycogen content I performed an enzymatic assay on extracts, which I have adapted to 
planarians based on a protocol for Drosophila larvae, originating from the C. Thummel lab 
(University of Utah) Figure 2.2C. Briefly, the glycogen-containing extracts (see methods) 
were first subjected to treatment with AG to digest glycogen into glucose. Subsequently, 
glucose content was assayed by a colorimetric glucose assay kit that utilizes glucose oxidation 
with hydrogen peroxide (H2O2) production to oxidize a colorimetric peroxidase substrate (o-
Dianisidine), which then changes the color of the reaction. The intensity of the color is 
measured at 560 nm and the signal is proportional to the original glycogen concentration in the 
extract. Figure 2.2D (left) displays glycogen standard curves for four different replicates, 
which confirm the linear correspondence between the amount of glycogen and signal intensity 
under my assay conditions. Additionally, I assayed glycogen spike-ins into planarian extracts 
to test for the possibility of interference of compounds in the extracts Figure 2.2D (right). 
Again, I obtained linear curves, thus demonstrating that the assay provides a linear and specific 
read-out within my assay conditions. Because the assay measures glycogen indirectly via 
degradation into glucose, it was important to assess background glucose levels before the 
treatment with the AG (see methods). Interestingly, I could not detect free glucose in my 
extracts Figure 2.2F (except at 3 hours and 12 hours after feeding, see below). This is 
consistent with my previous finding of a lack of glucose-6-phosphatase enzyme that normally 
de-phosphorylates glucose-6-phosphate to glucose, which is able to cross the cell membrane. 
In contrast, the liver paste that served as sustenance food for planarians in these experiments 
contained mostly glucose and just minor amounts of glycogen, potentially a consequence of 
post-mortem glycogenolysis or glycogen degradation during the homogenization procedure 
Figure 2.2E.       
Having established a quantitative assay for glycogen content, I next asked whether planarians 
accumulate glycogen after feeding and how glycogen store levels change during starvation (> 
14 days after feeding). Figure 2.2F represents glycogen and glucose concentrations normalized 
to the total protein concentration of the extracts (BCA assay, see methods) for sized-matched 
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worms of medium size. At three hours after feeding, the glycogen levels were comparable to 
the baseline level of one-week starved animals (denoted starved in Figure 2.2F and below). 
The slight decrease that I observed could be a consequence of my protein normalization 
procedure, due to the contribution of undigested liver proteins at early time points. As a likely 
additional consequence of a large amount of liver in the intestine, I detected glucose at 
unusually high levels at early time points (as liver contains mostly glucose and not glycogen, 
see above and Figure 2.2E). This interpretation is consistent with the rapid drop of glucose 
levels below my detection threshold already 12 hours after feeding. In contrast, glycogen levels 
started to increase from 12 hours onwards with a peak at 2 days post feeding, indicating 
glycogen synthesis from the ingested glucose. Subsequently, glycogen levels again declined to 
the low baseline observed in starved animals already by day 5 after feeding and declined even 
further upon prolonged starvation. In sum, feeding transiently increases organismal glycogen 
levels, which subsequently rapidly decline again. Importantly, low amounts of glycogen can 
be detected even upon prolonged starvation (longer as 14 days after feeding), which might be 
preserved due to the important role of glycogen as an energy source during regeneration (see 
below).  
 
Figure 2.2 Characterization of glycogen stores in planarians.  
A.� Histological glycogen staining (Best’s Carmine method) of pre-pharyngeal transverse cross-
sections. White circles: outlines of intestinal branches. P: Pharynx. Black rectangle indicates the 
magnified area, shown on the right. Right, specificity control of the staining. Comparison of two 
adjacent sections, (+AG) - pre-treated with amyloglucosidase, an enzyme that degrades glycogen 
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and (-AG) not treated with amyloglucosidase. Only the untreated (-AG) section shows densely 
stained glycogen granules (arrowheads). Scale bars, 100 µm. 
B. In situ hybridization (ISH) against the mRNA of enzymes involved in glycogen synthesis, glycogen 
synthase (left) and glycogenin (right). The expression pattern of these enzymes further supports our 
finding that the storage organ for glycogen in planarians is the intestine. Scale bars, 100 µm. 
C. Layout of the enzyme-based colorimetric assay for glycogen quantification. Glycogen from the 
planarian extract was first treated with amyloglucosidase (AG), which digests glycogen to glucose. 
The amount of glucose was then measured with a colorimetric glucose assay kit. Briefly, glucose 
was oxidized to D-gluconic acid, producing hydrogen peroxide (H2O2) which was then used to 
oxidize the colorimetric probe, o-Dianisidine. The intensity of the signal was measured at 560 nm 
and is proportional to the original glycogen concentration in the extract. Note that the measurements 
of glycogen are indirect (via degradation into glucose), therefore it is always necessary to assess 
the background glucose levels before treatment with AG (see methods).  
D. Left, standard curves used for the enzyme-based colorimetric glycogen and glucose quantification 
shown in (E and F) established by the measurement of a linear dilution series of glycogen and 
glucose standard. The lines represent linear regressions fitted to the data of each experiment. (n=4 
independent experiments, 3 technical replicates). The linearity of the fit (R2=0.994) demonstrates 
the linearity of the assay. Right, measured glycogen content in a linear dilution series of planarian 
glycogen extract (blue line), measured glycogen content in the same planarian glycogen extract 
with exogenous glycogen spike-in (0.16 µg/ul) (red line), and the predicted glycogen content of 
planarian glycogen extract with spiked-in glycogen (0.16 µg/ul) (dotted grey line). The close 
correspondence of measured and predicted values and the parallel slopes of all three lines 
demonstrate the linearity of the assay and the absence of interfering substances in the extracts. The 
lines represent fitted linear regressions (n=1 experiment, 3 technical replicates).  
E. Glycogen (black bar) and glucose (grey bar) content quantification of the liver (used for feeding 
planarians). The values of glycogen and glucose concentrations are normalized to protein 
concentrations (BCA assay). The values for glycogen and glucose are very similar, suggesting that 
the liver I used for feeding contains mostly glucose and minor amounts of glycogen (n=1 biological 
replicates; 3 technical replicates). 
F. Changes in planarian glycogen and glucose content during the time after feeding (3 hours -7 days) 
and prolonged starvation period (14 days – 42 days). Measured glycogen and glucose 
concentrations are normalized to the corresponding protein concentrations. Importantly, at an early 
time point after feeding (3 hours), planarians contain glucose (red bar) that is most likely derived 
from undigested liver in their intestine (for explanation see text). The glycogen content transiently 
increases after feeding (peak at 2 days) and declines back to the levels of starved worms (i.e., one-
week starved) at 5 days, declining even more during the prolonged starvation period. h: hours, d: 
days, Values are shown as the mean ± standard deviation (n=3 biological replicates; 2-3 animals 
per time point; 3 technical replicates). h, hours; d, days.  
To obtain the first overview of lipid storage dynamics, I used thin layer chromatography 
(TLC). TLC is a semi-quantitative but rapid method to separate mixtures of organic compounds 
(e.g., lipids) on the basis of their polarity and on the chosen solvent (mobile phase) Figure 
2.3B (Sherma and Fried, 2003). I chose a mixture of n-hexane/diethylether/acetic acid at 
volume ratios of 70:30:1 as solvent (Hildebrandt et al., 2011) to separate neutral lipids like 
TAGs (the predominant fatty acid storage form in lipid droplets) from the very abundant polar 
lipids (e.g., phospholipids, the main constituent of cell membranes and cholesterol). Lipids 
were visualized by spraying plates with phosphoric acid containing cupric acetate, and heating 
 34 
(see methods). Figure 2.3C (left) confirms the separation of several lipid standards in my 
system. Figure 2.3C (right) displays a representative result of a TLC separation of a planarian 
lipid extract performed with the extraction method of Bligh and Dyer (Bligh and Dyer, 1959). 
The massive band at the level of free fatty acids (FFAs) was highly unusual for animal tissue 
extracts and indicated the likely degradation of TAGs during my extract preparation. To avoid 
the degradation-prone aqueous homogenization step of the extraction protocol, I assayed the 
result of homogenization with isopropanol containing solvent mixtures, which are strong 
protein precipitants. Figure 2.3C (right) indicates that ice-cold isopropanol mixed with 
acetonitrile (1:1 v/v) (M3 in the figure) nearly completely blocks TAG degradation, which is 
why I chose this method for all subsequent experiments. The volume of initial tissue 
homogenate for subsequent lipid extraction was always adjusted to a constant total protein 
amount (100µg protein in total, measured with BCA (see methods), thus enabling the 
comparison of band intensities between different samples. The extraction was performed with 
MTBE/MeOH as described in (Sales et al., 2016; 2017; Schuhmann et al., 2012) (see methods).  
To monitor feeding dependent changes in TAG levels, I fed starved sized-matched planarians 
(medium size) with liver paste that was left at room temperature (RT) overnight in order to 
allow the degradation of endogenous TAGs Figure 2.3D (left). Consequently, the TAG content 
of my measurements mostly represents planarian TAGs. Figure 2.3D (right) shows a 
representative example of a TLC time course. Likely liver-derived FFAs are detectable at early 
time points after feeding, which then disappear at 16 hours. Surprisingly, no increase in TAGs 
could be observed at any of the time points after feeding. This finding is especially unexpected 
due to the likely lipid auxotrophy of planarians (explained above), in light of which lipid stores 
are expected to be essential. The most likely explanation is that FFAs get converted into 
structural lipids and may not primarily serve as energy storage. Intriguingly and as described 
below, lipid storage is strongly size dependent and linked to the regulation of growth dynamics. 
Overall, my results identify the planarian intestine as the central storage organ and provide first 
insights into the dynamics of storage compounds of glucose and TAGs, in the form of glycogen 
and lipid droplets. This amounts to a first description of planarian energy metabolism. 
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Figure 2.3 Characterization of lipid stores in planarians. 
A.� Lipid droplets (LD540, yellow) (Spandl et al., 2009) and nuclei (DAPI, blue) staining of transverse 
cross-sections. The white rectangle indicates the magnified area, shown on the right. Scale bars, 
100 µm.  
B.� Scheme describing the principle of thin layer chromatography (TLC) applied on planarian lipid 
extract. The lipid extract (see methods) is spotted on the plate (black dots) which is coated with the 
silica gel (stationary phase). To separate neural lipids (TAG and cholesterol ester (CE)) from polar 
lipids (free fatty acid (FFA), diacylglycerol (DAG), cholesterol (Ch), monoacylglycerol (MAG) 
and phospholipids (PL)) the solvent mixture (mobile phase) n-hexane/diethylether/acetic acid 
(70:30:1) (Hildebrandt et al., 2011) was chosen. Different compounds of the sample are separated 
based on their differential affinity to the mobile and stationary phase. Here, the chosen mobile 
phase is non-polar and readily takes the neutral (non-polar) compounds (TAG and CE) with it. The 
polar MAG and PL cannot move in the chosen solvent system, while FFAs have intermediate 
mobility.  
C.� Left, TLC separation of the standards with n-hexane/diethylether/acetic acid (70:30:1) 
(Hildebrandt et al., 2011) as the solvent mixture. The following standards were used: for CE- 
cholesteryl linoleate; for TAG- glyceryl trioleate; for FFA- linoleic acid; for DAG- 
Dioleoylglycerol; for Ch- cholesterol; for MAG- 1-oleoyl-rac-glycerol. Right, TLC analysis of 
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planarian lipid extracts with different homogenization conditions: homogenization in water based 
on Bligh and Dyer method (Bligh and Dyer, 1959); M1, in 300 µl Isopropanol; M2, in 1ml ice-cold 
Isopropanol; M3, in ice-cold Isopropanol/Acetonitrile (1:1); M4, in 1ml Isopropanol with 0.5% 
glacial acetic acid. The homogenization in ice-cold Isopropanol/Acetonitrile (1:1) generates the 
least amount of FFAs and reflects the lowest degradation rate of TAGs. 
D. Left, TLC separation of the lipid extract from the liver which was either frozen before extraction 
or kept at room temperature (RT) overnight (o/n). It shows that incubation of liver at RT overnight 
is sufficient to induce TAG degradation. To be able to compare the band intensities the volume of 
initial tissue homogenate for subsequent lipid extraction was always adjusted to a constant total 
protein amount (100µg protein in total, measured with BCA). Right, TLC separation of lipid 
extracts from starved worms (i.e., one-week starved) and worms at different time points after 
feeding (fed with the liver that was kept overnight at RT, TLC separation shown on the left). The 
very early time points (0.5 hours and 3 hours) show a band corresponding to FFAs likely derived 
from the undigested liver in the intestine. At 16 hours, FFAs disappear, but there is no obvious 
increase in TAGs, not even at later time points. To be able to compare the band intensities, the 
volume of initial tissue homogenate for subsequent lipid extraction was always adjusted to a 
constant total protein amount (100µg protein in total, measured with BCA). 15 medium-sized 
animals per time point were used. st, starved, h, hours. 
2.3 Part 2: Role of planarian organismal energy stores in 
regulating their growth and degrowth dynamics  
2.3.1 Background information about known aspects of growth and 
degrowth dynamics in planarians 
2.3.1.1 Growth and degrowth arise mainly from changes in cell number 
As described in the main introduction (chapter 1), planarians grow rapidly when fed, increasing 
their body length by as much as 50-fold. In addition, their growth is reversible and planarians 
literally degrow during starvation. These phenomena suggest that planarian growth and 
degrowth are coupled to energy metabolism. Further, food intake-dependent transient increase 
in neoblast proliferation, which is the subject of my Ph.D. study, is evidently a crucial 
component of growth. Hence planarian growth/degrowth is an interesting paradigm to study 
the physiological regulation of stem cell proliferation. 
Organismal growth is a consequence of an increase in mass, which might arise from an increase 
in cell number, but also from an increase in cell size and accumulation of extracellular mass 
(Wolpert and Tickle, 2011). The dramatic food supply-dependent body size changes in 
planarians generally raise a question regarding the relative contributions of changes in cell 
number versus changes in cell size. In fact, previous studies suggested that S. med and some 
related species indeed grow and degrow mainly by changes in cell number (Baguñà and 
Romero, 1981; Newmark and Sánchez Alvarado, 2002; Oviedo et al., 2003), but contradictory 
aspects of the reported data leave unclear the general applicability of this conclusion. 
Therefore, A. Thommen (MPI, Rink lab) and S. Werner (PKS, Dresden) re-visited this question 
by first establishing methods for the accurate and reproducible quantification of planarian body 
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size (measured by their plan area) and total organismal cell numbers (for a detailed description 
see (Thommen et al., 2019). 
Together, A. Thommen and S. Werner experimentally determined that cell number scales 
almost linearly with the plan area, with the scaling exponent of 1.19 ± 0.01 and therefore 
confirmed that planarian size changes mainly arise from changes in cell number Figure 2.4A. 
Importantly, the quantitative nature of these and additional measurements also allowed us to 
extract various scaling laws that allow for example the inference of organismal cell numbers 
or dry weight from plan area.  
2.3.1.2 Growth and degrowth rates are size dependent  
Accurate size measurements of living animals in conjunction with the cell number/area scaling 
law further allowed A. Thommen and S. Werner to measure the dependence of growth and 
degrowth rates on animal size (Thommen et al., 2019). This involved quantification of plan 
area of individual worms of different sizes during regular feeding or continuous starvation 
intervals Figure 2.4B (left). As shown in Figure 2.4B (right), the results reveal that smaller 
worms have a higher growth rate compared to large worms, meaning that the percentage of 
cells added per feeding event is higher in small worms than in large worms. While this result 
is in agreement with the literature (Baguñà, 2012), the finding that the degrowth rate is also 
clearly size dependent has not been reported so far. This means that small worms also degrow 
faster compared to large worms during starvation Figure 2.4B (right). 
Overall, these results, therefore, establish that planarians change their size mainly by regulating 
total organismal cell numbers and that the rates of cell addition during growth and cell loss 
during degrowth are different between small and large worms. This raised the question of how 
planarian growth/degrowth dynamics are governed, which was also the basis of my 
collaboration with A. Thommen and S. Werner.  
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Figure 2.4 Growth/degrowth dynamics in planarians.  
A.� Organismal cell numbers scale almost linearly with plan area (scaling exponent =1.19±0.01), 
therefore confirming that planarian size changes mainly arise from changes in cell number. Cell 
numbers were determined by two different methods, by nuclei counts (circles) and by Histone H3 
protein quantification (triangles). The scaling exponent ± standard error was derived from a linear 
fit and represents the exponent b of the power law y = axb. Values are shown as mean ± standard 
deviation.  
B.� Planarian growth/degrowth rates. Left, (upper plot) changes in plan area of individual animals 
during growth, i.e., during regular feeding. * indicate feeding time points (1x per week). (Bottom 
plot) changes in plan area of individual animals during degrowth, i.e., during continuous starvation. 
Right, growth (blue) and degrowth rates (red) versus animal size (number of cells). The individual 
data points were calculated by exponential fits on growth and degrowth traces on the left (growth: 
2-time windows, degrowth: 3-time windows) and converted from area to cell number (using the 
cell number/area scaling law from (A)). The data points indicate %-change in cell number per day. 
The growth and degrowth rates decrease with increasing cell number, meaning that large worms 
grow and degrow more slowly compared to small worms.  
Both panels (A and B) represent data from A. Thommen and S. Werner and are published in 
(Thommen et al., 2019).   
2.3.2� Energy stores increase disproportionately with size and strongly 
contribute to the size-dependent dry mass increase  
The fact that food intake leads to increased cell proliferation and growth, and starvation induces 
a net loss of total cell numbers and consequently a decrease in body size, fundamentally 
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interconnects cell turnover to organismal energy metabolism. Motivated by my interest in 
energy metabolism as a possible integrator of tissue turnover dynamics, I decided to probe the 
size-dependency of energy metabolism. Specifically, I decided to examine the size-dependence 
of physiologically accessible energy stores, i.e., glycogen and TAGs. Importantly, because the 
worms grow and degrow mainly by changing the total cell numbers, all the following 
measurements are normalized by total cell numbers and thus represent amounts per cell. This 
is possible due to the established scaling law between length and area (not shown) and between 
cell number and area Figure 2.4A (data from A. Thommen and S. Werner). In the following 
experiments, if not otherwise indicated, the length of the animals was measured manually, 
using graph paper.  
Glycogen content was measured with the enzyme-based colorimetric assay as described before 
(and illustrated in Figure 2.2C) in worms of three different sizes (small, medium, large). The 
results in Figure 2.5A (left) indicate a substantial difference in the organismal glycogen 
content between small and large worms, whereby large worms contain about 8-fold higher 
amounts of glycogen per cell as compared to small worms. Interestingly, this result 
demonstrates that organismal glycogen stores change disproportionately with size. 
To quantitatively measure the lipid content of planarians of different size, I optimized an 
established mass spectrometry (MS)-based assay in collaboration with O. Knittelfelder 
(Schevchenko group, MPI). Specifically, I extracted total lipids from worms of different size 
(small, medium, large) with the previously described method, which was optimized to reduce 
TAG degradation (see methods). We then used MS to determine the absolute amounts of 
various lipid classes in the extracts, including TAGs. Figure 2.5A (right) shows the measured 
amount of TAGs per cell and indicates a striking difference between small and large worms. 
The amount of TAGs per cell is 88-fold higher in large worms compared to small worms, 
indicating that the amount of TAGs also changes disproportionately with size, in parallel with 
the amount of glycogen.   
Importantly, the size-dependent changes in organismal glycogen and TAGs reserves are so 
significant that they result in a size-dependent change of total dry mass per cell: Figure 2.5B 
shows that the dry mass per cell increases with size (measurements performed by A. Thommen) 
and that the relative dry mass composition also changes with size. Furthermore, the relative 
contribution of proteins (determined by the Pierce Protein Assay, performed by A. Thommen), 
polar/non-polar lipids (excluding TAGs; obtained from MS data) and total carbohydrates 
(excluding glycogen; determined by the phenol-sulfuric acid method described in the methods) 
to the increase of dry mass per cell with size is less compared to the contribution of glycogen 
(increase 8-fold) and TAGs (increase 88-fold). Taken together, these data demonstrate that 
glycogen and TAG accumulation are the main drivers of the size-dependence of dry mass per 
cell in planarians.  
Overall, in planarians the amounts of both physiologically accessible energy stores, TAGs and 
glycogen, change disproportionately with size and are higher for large worms than for small 
ones. These results demonstrate that energy metabolism indeed could have a crucial role in the 
size-dependent growth/degrowth regulation.   
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Figure 2.5 Size-dependent increase in energy stores contributes to the disproportionate increase 
in dry mass.   
A.� Quantification of energy store amount per cell in different-sized planarians. All values were 
normalized to organismal cell numbers using the previously established length versus area scaling 
law (not shown) and cell number versus area scaling law (Figure 2.4A) (data from A. Thommen 
and S. Werner). Left, quantification of glycogen content in planarians of different sizes as indicated. 
Measurements were done using an enzyme-based colorimetric assay. Large planarians have 8-fold 
more glycogen per cell compared to small ones. Values are shown as mean ± standard deviation 
(n=4 biological replicates; the number of animals used per experiment: 40 of 4 mm, 20 of 8 mm, 8 
of 16 mm; 3 technical replicates). Right, quantification of TAG amounts in planarians of different 
sizes as indicated. Measurements were done using mass spectrometry (MS). Large planarians have 
88-fold more TAGs per cell compared to small planarians. Values are shown as mean ± standard 
deviation (n=5 biological replicates; the number of animals used per experiment: 40 of 4 mm, 20 
of 8 mm, 6 of 16 mm; 2 technical replicates). Significance assessed by one-way ANOVA, followed 
by Tukey’s post-hoc test (ns not significant, *P�0.05, **P�0.01, ****P�0.0001). 
B.� Quantification of dry mass (grey) and its composition (colored) per cell in worms of different sizes 
as indicated. All values were normalized to organismal cell numbers using the previously 
established length versus area scaling law (not shown) and cell number versus area scaling law 
(Figure 2.4A) (data from A. Thommen and S. Werner). TAG and glycogen quantification data are 
repeated from panel A for comparison. “Other lipids” represent quantification of polar and non-
polar lipid amounts excluding TAGs using MS (same measurement as for TAGs shown in panel 
A). The difference in the amount of “other lipids” per cell between large and small is 3.4-fold. 
“Other carbohydrates” represent quantified amounts of total carbohydrate excluding glycogen. The 
quantification was based on the phenol-sulfuric acid method using whole homogenates (same 
homogenates as used for the glycogen quantification shown in panel A). The difference in the 
amount of “other carbohydrates” per cell between large and small worms is 3.8-fold. Protein content 
was measured colorimetrically (n=4 biological replicates; the number of animals used per 
experiment: 44 of 4 mm, 10 of 8 mm, 10 of 16 mm) (data from A. Thommen). The difference in 
the amount of protein per cell between large and small is 1.6-fold. Total dry mass was measured 
independently and correlated with length using the length-area scaling law (data from A. 
Thommen). All values are shown as mean ± standard deviation.  
Both panels have been published in identical form in (Thommen et al., 2019). 
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2.3.3 Metabolic rate and energy intake are unlikely causes of the size-
dependency of the energy stores  
Having identified that the energy stores indeed scale with size and that large worms have more 
TAGs and glycogen per cell than small worms, we next addressed the physiological origins of 
this phenomenon. Specifically, we wanted to differentiate between the relative contributions 
of size-dependent differences in the amount of energy intake (feeding efficiency) versus a 
possible size-dependence of the energy expenditure rate. While the energy intake can be 
roughly estimated by measuring the amount of ingested food and its caloric content, a pathway-
independent measure of metabolic energy expenditure is the heat produced by the animal per 
unit time.  
To measure the relative energy intake, I developed an assay based on the homogeneous 
dispersion of a known amount of small fluorescent beads in a known volume of planarian food 
(liver paste) (Figure 2.6A and methods). Before feeding the worms with liver-bead-mixtures, 
the plan area of each worm was determined using the methods described in (Thommen et al., 
2019). The animals were fed and lysed individually, immediately after feeding. The 
quantification of bead numbers in the lysate provided a measure of the ingested food volume 
as a function of size (liver volume per plan area). As shown in Figure 2.6B, the number of 
recovered beads changed linearly with the bead concentration in the food, thus confirming 
quantitative bead recovery and hence the validity of the assay for measuring food volume. The 
measured liver volume per plan area was then converted to energy intake per cell based on the 
reported caloric value of calf liver (“Nutrient report of calf liver”, 2016) and the cell number 
per plan area scaling law described previously Figure 2.4A. Figure 2.6C shows that even 
though the individual measurements vary significantly (likely arising from inter-animal 
differences reflecting the uncontrollable individual feeding behavior), the energy intake per 
cell is not size dependent (exponent 0.00 ± 0.03). Therefore, the volume of ingested food is 
proportional to organismal cell number across the entire size range of planarians. This means 
that the striking size dependency of organismal energy stores is unlikely to be caused by size-
dependent differences in energy intake.  
Next, we investigated the scaling relationship between energy expenditure (metabolic rate) and 
body size. We used multi-channel isothermal microcalorimetry to measure the heat dissipation 
from living worms of different sizes (measurements performed in Fahmy lab, Helmholtz-
Zentrum Dresden-Rossendorf). The heat dissipation (in Watt) mostly arises from the activity 
of catabolic processes. However, since the rate of catabolic processes (production of ATP) 
limits the rate of anabolic processes (ATP usage), heat dissipation can be used as a general 
pathway-independent measure for the metabolic activity, i.e., metabolic rate. (Kemp and Guan) 
(Braeckman et al., 2002). Size matched worms were placed inside a sealed glass ampule, and 
their heat emission was measured over a period of >1d. After the microcalorimetric 
measurements, the dry mass of worms was determined (see methods) and subsequently 
interconverted into cell numbers via the dry mass per cell number scaling law (data from A. 
Thommen, not shown). All the data analyses were performed by S. Werner. Figure 2.6D 
indicates the metabolic rate per cell (or cellular metabolic rate, which I use synonymously), 
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which is around 1pW for the entire range of body sizes, suggesting that the cellular metabolic 
rate is not size-dependent. This was a surprising finding as it contradicts the widely accepted 
observation that in the vast majority of animals the metabolic rate decreases with increasing 
body mass in a certain scaling relationship known as Kleiber’s law (Kleiber, 1932). Even 
though this allometric scaling relationship has already been known for 80 years, the 
physiological basis of it still remains unclear. I will elaborate on how our study might describe 
the physiological origin of Kleiber’s law scaling in the discussion section below. Further, the 
finding that the metabolic rate per cell is size-independent implicates that the animal’s energy 
expenditure is likely does not contribute to the size dependency of organismal energy stores.  
To conclude, the fact that the two major regulators of cellular energy balance - the metabolic 
rate per cell and the energy intake per cell - do not change in a size-dependent way, suggests 
that the size-dependent allocation of energy stores is probably directly interconnected with the 
size-dependent growth and degrowth dynamics (see below). 
 
Figure 2.6 The energy intake and metabolic rate per cell are size-independent in planarians. 
A. Diagram explaining the food intake assay. A known volume of liver was mixed with a known 
volume of fluorescent beads (blue dots), as volume tracers. The liver-beads-mix was fed to 
planarians after measuring their plan area. Every fed worm was immediately macerated in a known 
volume of maceration solution, and the number of recovered beads within a small volume fraction 
of the macerate was counted using an image-based approach. Extrapolation to the initial volume of 
the maceration solution per worm reveals the total number of fed beads and finally, based on the 
known beads/liver ratio, the total volume of fed liver.  
B. The bead dilution series mixed with liver was fed to planarians and recovered as described in panel 
A. The linearity of the recovered beads dilution series (R2=0.982) demonstrates the validity of using 
beads as a volume tracer. The line represents a fitted linear regression to data from one experiment; 
error bars, standard deviation. (n=1 biological replicate; 10 technical replicates). 
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C. Energy intake per cell versus animal size (number of cells). Each data point in the plot is calculated 
by converting the ingested liver volume per plan area into energy intake per cell via the area to cell 
number conversion law (Figure 2.4A) and the assumption that the caloric value of 1 µl of liver paste 
is 6.15 J (“Nutrient report of calf liver,” 2016). The energy intake per cell does not change with 
animal size (exponent 0.00 ±0.03). Circles, 2 weeks-starved and triangles, 3 weeks starved animals. 
The scaling exponent ± standard error was derived from linear fits (green line) and represents the 
exponent b of the power law y = axb (data analysis was performed by S. Werner).  
D. Metabolic rate per cell versus animal size (number of cells). The metabolic rate was measured by 
microcalorimetry from a cohort of size-matched animals per vial. After the microcalorimetry 
measurements, the dry mass from the entire cohort of worms per vial was determined (see methods), 
and the metabolic rate per dry mass was calculated. Each data point in the plot is calculated by 
converting metabolic rate per dry mass in metabolic rate per cell via the cell number to area (Figure 
2.4A) and area to dry mass (not shown) conversion laws (data from A. Thommen and S. Werner). 
The metabolic rate per cell does not change with the animal size (exponent 0.05±0.02). The scaling 
exponent ± standard error was derived from the respective linear fits (green line) and represents the 
exponent b of the power law y = axb (data analysis performed by S. Werner).  
Panels B-D have been published in identical form in (Thommen et al., 2019).   
2.4 Summary and Discussion 
2.4.1 Part 1: First insights into planarian energy metabolism  
2.4.1.1 Core planarian metabolic pathways 
The established method of mapping the planarian transcriptome to the KEGG database 
provided an overview about the core metabolic pathways in planarians, which turned out to be 
largely the same as in other animals. However, an intriguing finding was the absence of fatty 
acid synthase (FAS), which is unusual, because it indicates that planarians cannot synthesize 
fatty acids de novo. The only known case of fatty acid auxotrophy in animals are parasites, 
such as the blood fluke Schistosoma mansoni (Berriman et al., 2010), which rely on their hosts 
for lipid salvaging. Studies in the parasite Trypanosoma brucei, which was also believed to 
lack the ability to synthesize the fatty acids de novo, revealed an alternative Type II fatty acid 
synthesis pathway. It consists of multiple proteins, each catalyzing a single step, similar to the 
fatty acid synthesis pathways (FASII) of prokaryotes (Morita et al., 2000; Paul et al., 2001). 
Interestingly, in eukaryotes and plants, the FASII pathway is known to be present in 
mitochondria and chloroplasts respectively (Hiltunen et al., 2009; Schneider et al., 1997). The 
partial presence of enzyme orthologs of the FASII pathway in planarians suggests that 
planarians might use the FASII to carry out de novo synthesis of fatty acids, or either more 
generally for certain fatty acids (like octanoic acid, a precursor of lipoic acid). These 
possibilities could be investigated by radiolabeled acetate pulse/chase experiments. However, 
it is also possible that in planarians, fatty acids are indeed essential and need to be taken up 
through food. This possibility may lead to intriguing implications, including the potential 
dependency on specific kinds of prey to obtain specific lipid building blocks or the necessity 
to change prey preferences during the course of the year in order to match membrane 
composition to temperature fluctuations.  
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2.4.1.2 Characterization of planarian energy stores 
In this work I showed that planarians store substantial amounts of TAGs and glycogen mainly 
in intestinal cells. These observations suggest that the planarian intestine is the central energy 
storage organ, as it is known for C. elegans (Hanover et al., 2005; Mak, 2012). Interestingly, 
in contrast to TAGs, which seem to be unaffected by the feeding state, glycogen levels 
transiently increase after feeding and rapidly decline during starvation. Importantly, low 
amounts of glycogen can be still detected upon prolonged starvation, indicating that glycogen 
might serve as a transient energy source for events like wounding. Indeed, one recent study has 
shown that regeneration in planarians induces an increase in the glycolytic rate (Osuma et al., 
2018), which might result in an increase of glycogen utilization as a source for glucose. 
Therefore, investigations of glycogen levels during regeneration would bring more insights 
into the role of glycogen.  
Also possible is a dynamic interplay between the two energy stores. Glycogen, as a known 
short-term energy store (chapter 1), might also serve as a transient energy buffer for growth, 
and the rapid and sustained increase of glycogen after feeding might be used as the fuel for 
sustained stem cell proliferation. Unlike glycogen, TAGs stores appear constant with the 
biochemical assays I used, which might suggest that they could be used as building blocks for 
e.g., cell membranes initially (which don’t contribute to the detectable TAGs) or are 
immediately used to generate energy.  
 In sum, my results represent a first description of planarian energy metabolism. To ultimately 
understand the energy fluxes and their adaptation to growth/degrowth dynamics and 
regeneration, further assays are needed, including metabolic labeling to measure the turnover 
dynamics of planarian energy stores.  
2.4.2 Part 2: Implications of size-dependent behavior of planarian energy 
stores 
2.4.2.1 Role of energy stores as the physiological origin of Kleiber’s law in planarians 
Attempting to understand the size-dependent growth/degrowth dynamics in planaria, I probed 
the size-dependency of energy metabolism, specifically the size-dependence of physiologically 
accessible energy stores, i.e., glycogen and TAGs. Although it was not possible to measure 
fluctuations in TAGs content after the ingestion of a single meal, I detected striking differences 
in TAG content depending on the size of the animals. Interestingly, the quantification of 
glycogen content also indicated a disproportionate increase in large animals over small 
animals. Accordingly, both lipid and carbohydrate stores showed strong size-dependency. 
Importantly, the magnitude of size-dependent difference in energy stores is dramatic, as it 
affects the dry mass composition which contributes to the disproportionate increase of dry mass 
per cell with size.   
We next addressed the physiological origins of this phenomenon; specifically, we investigated 
the relative contributions of energy intake and metabolic rate, i.e., relative energy expenditure. 
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One surprising aspect of our findings was the size-independence of the cellular metabolic rate. 
This finding was unexpected due to the widely confirmed observation that the metabolic rate 
in the vast majority of animals systematically decreases with increasing body mass. This 
allometric scaling relationship is known as Kleiber’s law and generally refers to the fact that 
the metabolic rate of the animals scales with their body mass raised to the power ¾. Although 
the ¾ power law was already described in 1932 by Kleiber (Kleiber, 1932), its physiological 
basis remains still unknown.  
Our measurements showed that metabolic rate per cell in planarians does not scale with body 
size, i.e., the cellular metabolic rate stays roughly the same for small and large worms Figure 
2.6D. However, we demonstrated that the dry mass per cell increases disproportionately with 
size, which is mainly due to the size-dependence of metabolic energy stores Figure 2.5B. The 
disproportionate increase of dry mass per cell with animal size leads to the assumption that 
metabolic rate could indeed decrease with increasing body mass as is the case for a variety of 
animals. As Figure 2.7A shows, the metabolic rate does indeed scale disproportionately with 
the wet mass (dry mass was re-converted to wet mass by established scaling relationship, data 
from A. Thommen, see also (Thommen et al., 2019)) of differently sized worms. Moreover, 
the value of the scaling exponent is 0.75±0.01 which is exciting, as it is identical to the ~0.75 
exponent associated with Kleiber’s law in inter-species comparison Figure 2.7B. This 
indicates that the scaling of metabolic rate per mass in planarians indeed displays Kleiber’s law 
over the entire body size interval (~ 50fold change in body length).  
Therefore, our study demonstrated that the allometric scaling according to Kleiber’s law in 
planarians originates not from a size-dependent decrease in metabolic rate per cell, but from a 
size-dependent increase in the specific mass per cell. Further, based on the results shown in 
Figure 2.5B, we showed that the size-dependence of TAGs and glycogen content largely 
accounted for the size-dependent increase in mass per cell, which altogether establishes size-
dependent energy storage as the physiological origin of Kleiber’s law in planarians (also see 
(Thommen et al., 2019)). 
To our knowledge, this is the first demonstration of the physiological origins of Kleiber’s law 
in an animal and it is intriguing to speculate whether and to which extent this mechanism might 
also apply to other species.  
In addition to the size-independency of the cellular metabolic rate, we demonstrated that food 
intake per cell also did not change in size dependent manner. Altogether, these results suggest 
that the size-dependency of energy stores allocation is probably directly interconnected with 
the size-dependency of growth/degrowth dynamics (see below).  
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Figure 2.7 Scaling of metabolic rate versus mass follows Kleiber’s law in planarians. 
A.� Metabolic rate versus wet mass scaling in planarians. The metabolic rate was measured as described 
for Figure 2.6D. The dry mass was then converted into wet mass using the established scaling 
relationship (exponent 1.03 ± 0.01) (data form A. Thommen, not shown). The metabolic rate scales 
with wet mass with a scaling exponent of 0.75± 0.01, therefore demonstrating that planarian 
metabolic rate per mass follows Kleiber’s law. The scaling exponent ± standard error was derived 
from linear fits and represents the exponent b of the power law y = axb (data analysis performed by 
S. Werner). 
B.� Comparison of metabolic rate versus wet mass scaling in planarians from (A) (red) with published 
species-specific metabolic rate measurements (Makarieva et al., 2008) (data analysis performed by 
S. Werner). The data points (red) for planarians represent the characteristic slope and highlight the 
universal nature of Kleiber’s law. Grey, data from ectotherms; black, data from endotherms.  
Both panels have been published in identical form in (Thommen et al., 2019). 
2.5� Outlook 
The specific significance of our results in understanding planarian growth/degrowth dynamics 
is that small worms invest a large part of their incoming energy (=energy intake) into the 
production of new cells and subsequently into growth; on the contrary, large worms store the 
majority of the energy and therefore grow more slowly. For the period of starvation this means 
that small worms primarily rely on their own cells as the energy source and therefore degrow 
faster, whereas large worms can utilize the stored energy and degrow slower. Importantly, the 
intimate and quantitative relationship between energy metabolism and growth/degrowth 
relationship was confirmed by a theoretical approach in a collaboration project with S. Werner 
and A. Thommen (Thommen et al., 2019). 
What still remains unclear is whether the size dependency of the energy stores is rather a 
consequence or the cause of size-dependent growth/degrowth dynamic. One caveat of our 
experiments is that metabolic rate measurements were all carried out with starved animals. 
However, it is known that neoblast proliferation increases dynamically in response to feeding, 
causing a brief growth burst at the organismal level. Hence, it might be possible that neoblast 
proliferation and metabolic rates right after feeding are indeed strongly size-dependent, and 
that in large animals, a smaller proportion of neoblasts becomes activated by feeding and that 
the “left-over” energy consequently ends up in stores. In this hypothesis, the size-dependent 
changes in neoblast proliferation rate would cause the size-dependent differences in growth, 
which results in the size dependency of energy storage. Alternatively, it is conceivable that the 
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assimilation of ingested food energy into stores is more efficient in large animals, therefore 
possibly decreasing the availability of energy to neoblasts and thus neoblast proliferation is 
indeed a consequence of the changed energy metabolism. Clearly, it is a question of broad 
relevance as understanding the link between energy stores and neoblast proliferation will likely 
also give insights into the mechanisms that give rise to the ¾ exponent.  
A further intriguing question is why size-dependent energy storage and size-dependent growth 
kinetics are so prevalent in planarians. One interesting possibility is the link to asexual 
reproduction by fission, which results in a large anterior and a small posterior fragment. The 
small fragment is “cheap” in terms of accumulated environmental energy, thus it matters 
comparatively little if it rapidly degrows and disappears in absence of food. However, if food 
is available, the small fragment has an advantage to utilize the food as efficiently as possible 
in order to grow to the size at which it can give rise to fission fragments. By contrast, the large 
mother fragment is precious in terms of accumulated environmental energy and thus degrows 
more slowly in the absence of food, obtaining the advantage of increased starvation resistance 
in comparison to the small fragment. In this case, a comparatively slow growth in response to 
food could be tolerable, as in order to give rise to a new fission fragment not much further size 
increase is required.   
In sum, this study not only brings insights into the energy metabolism of planarians, but also 
provides evidence that the size-dependent energy stores are likely involved in growth/ 
degrowth dynamics. Moreover, our study demonstrates that energy stores are the physiological 
basis of the Kleiber’s law scaling in planarians, which is the first experimentally found 
explanation of such a fundamental scaling law in biology.  
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Chapter 3 
 
3 Towards understanding a systems-level regulation 
of neoblast proliferative activity 
 
3.1 Introduction  
Cell turnover is a crucial process to maintain body homeostasis in many organs in numerous 
organisms. The coordination of cell gain and loss, together with plasticity in the event of injury 
or organ-size adaptation to physiological conditions, is essential for body homeostasis. 
Moreover, it emphasizes the complexity of the underlying regulatory mechanisms and thus 
emerging challenges to identify those. 
Planarians exhibit remarkable turnover of all tissues that are constantly built anew from only a 
single stem cell type, called neoblasts. This enables the regeneration of entire body parts after 
amputation and adaptation of the body size to nutrient availability. This makes planarians a 
perfect model system to study cell turnover. Considering that it is still an emerging model 
organism, little is known about the regulation of the individual constituents of cell turnover, 
namely stem cell proliferation and cell death. Therefore, my project investigates the regulatory 
aspects of neoblast proliferation towards the goal of obtaining mechanistic insights into the 
control of cell turnover.  
As described in chapter 1, cell proliferation is a metabolically demanding process as it 
consumes a substantial amount of building blocks and energy in the form of ATPs to enable 
the doubling of the cellular biomass to produce a viable daughter cell. In planarians, neoblasts 
proliferate at a basal rate during starvation, and their proliferation rate rapidly increases after 
feeding. Already in the 70s, J. Baguna characterized changes in the mitotic index (fraction of 
nuclei in mitosis relative to total nuclei) after feeding. By staining the chromosomes and 
counting mitotic cells based on the characteristic appearance of chromosomes, he determined 
a very rapid increase in cells undergoing mitosis already at one hour post feeding, which was 
maintained until day four after feeding and dropped to the basal values at around seven days 
(Baguñà, 1974). This trend of mitotic increase over time after feeding was confirmed by more 
recent studies using antibodies recognizing Ser10-phospho-histone H3 (H3P) as a mitotic 
immunomarker Figure 3.1A (González-Estévez et al., 2012a; Kang and Sánchez Alvarado, 
2009).  
Several attempts have been made to identify the mechanisms that govern the mitotic response 
to feeding. J. Baguna hypothesized that since the feeding response occurs so fast, it must be 
unlikely that it is triggered by food components itself. Rather, he proposed the mechanical role 
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of food that stretches the gastric cavity and is sensed by the surrounding nerve plexus, which 
in turn stimulates the mitotic response (Baguñà, 1974). Moreover, later studies from Baguna 
and colleagues suggested an effect of neuropeptides on neoblast division rates. (Baguñà et al., 
1989) (Salò and Baguñà, 1986). A more recent study explored the role of insulin signaling and 
showed that decreased insulin/IGF signaling affects the maintenance of neoblast proliferation 
during starvation (Miller and Newmark, 2012), while another study showed that knockdown 
of PTEN (a negative regulator of PI3K-Akt signaling) leads to hyperproliferation (Oviedo et 
al., 2008). The knockdown of target of rapamycin complex 1 (TORC1), one of the central 
modulators of cell growth and proliferation in response to nutritional state, seems to affect 
neoblast division after amputation (González-Estévez et al., 2012b; Peiris et al., 2012; Tu et 
al., 2012).  
Although these studies brought essential insights into the regulatory network of neoblast 
proliferative activity, the key signals remain to be identified. Here, I made use of feeding as 
the experimental paradigm to study the principles of the systems-level regulation of stem cell 
response to different food compositions and amounts. Exploiting this strategy, I expected to 
get some cues towards the underlying regulatory mechanisms. By testing the effect of different 
amounts of food (also referred to as diet quantity), I wanted to understand how the energy level, 
i.e., the food caloric content, regulates proliferation. Would lower diet quantities lead to lower 
or shorter proliferation responses?  
From feeding diets that differed in composition (also referred to as diet quality), I expected to 
learn whether specific molecules play a role in the regulation of neoblast mitotic activity, and 
which molecules might have such roles. The necessity of lipids during proliferation (Knobloch 
et al., 2013; Palm and Thompson, 2017; Santos and Schulze, 2012) as described above (chapter 
1) and the fact that planarians do not have a fatty acid synthase (see chapter 2), gave rise to the 
question how essential exogenous lipids might be for the regulation of neoblast proliferation, 
and whether a diet with higher lipid content would lead to longer or higher proliferation 
responses. 
To understand the molecular regulatory mechanisms of proliferative activity, I performed an 
RNA-sequencing (RNA-seq) time course experiment for starved as well as fed worms at 
defined time points after feeding. Because the proliferation response to feeding in planarians 
is not a short burst of cell divisions but is rather sustained over several days, I expected to 
identify distinct mechanisms for the different proliferative phases. For instance, signaling 
pathways activated early on might induce rapid stem cell proliferation, whereas the levels of 
metabolic energy or/and of rate-limiting molecules (like lipids and cholesterol) might actively 
regulate the maintenance of increased proliferation at later time points over the course of 
several days. Also interesting is the basal proliferation rate during starvation, as it implies a 
different, food-independent regulatory mechanism.  
To sum up, towards identifying the mechanisms underlying the proliferation response, I first 
wanted to understand the systems-level principles that govern stem cell proliferation, i.e., the 
specific contributions of diet quantity and quality. And second, I wanted to link the systems-
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level understanding to specific molecular mechanisms, using gene expression changes between 
starved and fed animals at different time points. 
3.2 Assay development for quantitative determination of 
proliferating cells 
To study the principles of stem cell response at the systems level by feeding diets with different 
qualities and quantities, I first needed to establish a method to label and quantify the 
proliferating cells. Studies in the field that have investigated the proliferative behavior of 
neoblasts mostly quantify mitotic cells using immunofluorescence labeling with anti-H3P 
antibodies, which label cells in mitosis. The observed rapid increase in H3P positive cells after 
feeding led to the assumption of the existence of a G2- arrested population (see above and 
chapter 1). In my project, I wanted to look at the entry into cell cycle and therefore measured 
the fraction of cells in the S-phase using 5′-bromo-2′-deoxyuridine (BrdU) -based detection of 
newly synthesized DNA. 
Incorporation of BrdU, a thymidine analog, into newly synthesized DNA during S-phase is a 
widely used approach to determine a proliferative index, i.e., the fraction of BrdU positive cells 
upon total cells (Gratzner, 1982). Common ways to deliver BrdU into cells is either directly by 
injecting BrdU into the animal body or by feeding food or water mixed with BrdU. However, 
both of these delivery methods induce a proliferation response in planarians, due to feeding 
and wounding, as described earlier (see chapter 1). Therefore, I took advantage of the ability 
to soak planarians in BrdU solution, a method first introduced by Cowles et al. (Cowles et al., 
2012). For this, I dissolved BrdU powder in planarian water, and - for better BrdU penetration 
- I supplemented the solution with 3% DMSO (Cowles et al., 2012) Figure 3.1B. 
The detection of BrdU-incorporation into DNA relies on labeling with an anti-BrdU antibody, 
which is typically performed on whole mount worms. However, the existing whole-mount 
labeling protocols have caveats related to unequal antibody penetration, leading to inaccurate 
staining and inconsistent quantification. For this reason, I dissociated the animals into single 
cells by using a so-called maceration solution (glycerol, glacial acetic acid, water at ratio 
1:1:13, (Newmark and Sanchez Alvarado, 2000)) and then fixed and stained the cells in 
microplates Figure 3.1B (and methods). The acquired images were subjected to an automated 
image analysis pipeline (established in Cell Profiler (Carpenter et al., 2006)) for quantification 
of BrdU- and DAPI-labeled nuclei (examples are shown in Figure 3.1C). Validation of the 
automated cell counting by manual counting demonstrated that the analysis pipeline worked 
reliably Figure 3.1D. In addition to the BrdU labeling, I also included a neoblast marker, the 
planarian piwi homolog, S. med piwi-1 (smedwi-1) (Reddien et al., 2005b), which I detected by 
fluorescence in situ hybridization (FISH) in single cells. Figure 3.1F shows the representative 
images of BrdU- and smedwi-1- staining for cells from starved worms and fed worms one day 
after feeding. The staining indicates that BrdU labeling is specific to neoblasts as it only 
appears in smedwi-1 positive cells (white arrowheads). Taken together, I have established an 
assay to reliably quantify S-phase entry of neoblasts and thus neoblast activity in response to 
feeding. 
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With the established BrdU labeling and quantification assay I first monitored the course of the 
proliferation response at different time points after feeding. I soaked starved and fed worms (at 
different time points after feeding with liver paste) in BrdU solution for three hours. This means 
that proliferative activity was always scored within a three-hour time window in both starved 
worms and worms at different time points after feeding Figure 3.1E (upper scheme). I then 
immediately dissociated the worms into single cells, which I fixed and stained as described 
above Figure 3.1B. Since I always fixed the cells and analyzed BrdU incorporation right at the 
end of the three-hour labeling interval, I circumvented the toxicity which often occurs during 
long-term BrdU treatment.  
Figure 3.1E (lower graph) represents the changes in the proliferative index over time after 
feeding. Figure 3.1F shows the corresponding raw images for immunofluorescence-labeled 
starved and fed worms (one day after feeding). For starved worms, the fraction of cells in S-
phase is about 1% Figure 3.1E and 3.1F (upper panel). Feeding rapidly boosts the proliferation 
rate about 4-fold after three hours, and this increased proliferation rate is maintained until at 
least one day after feeding Figure 3.1E and 3.1F (bottom panel). It starts to decline to the 
baseline only after about three days. Importantly, as Figure 3.1A indicates, the proliferation 
time course after feeding determined by the mitotic index (Kang and Sánchez Alvarado, 2009) 
is similar, i.e., also shows a rapid and sustained increase in the number of dividing nuclei after 
feeding and a decline to the baseline by 72 hours. This not only confirms that the BrdU-based 
assay works reliably, but also confirms that neoblasts indeed enter the S-phase in response to 
feeding.  
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Figure 3.1 Assay establishment for quantitative determination of proliferating cells.  
A.� Quantification of changes in mitotic cell density over time after feeding. Mitotic cells were 
identified by anti-Ser10-phospho-histone H3 (H3P) staining, counted and normalized to the total 
worm area. Adapted from (Kang and Sánchez Alvarado, 2009). h: hours. 
B.� The experimental layout of the BrdU labeling. First, the animals were soaked for three hours in 
BrdU dissolved in planarian water supplemented with DMSO. Then, the maceration solution 
(glycerol: glacial acetic acid: H2O (1:1:13)) was added to dissociate the animals into single cells. 
The cells were distributed into a 384- well plate, fixed and stained using a robotic pipetting system. 
The plate was imaged on an Operetta high-content imaging system (PerkinElmer), with a 20x 
objective.  
C.� Representative example of an acquired image showing DAPI (in blue) and BrdU (in red) positive 
nuclei (upper panel) and the corresponding segmentation done by established Cell Profiler 
pipeline (lower panel). Scale bar 25�m. 
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D. Verification of the automated counting of BrdU positive nuclei fraction. Both manually and 
automatically determined percentage of BrdU positive nuclei form total nuclei correlate very well 
with each other (R2=0.994), thus demonstrating both the sensitivity and specificity of the detection 
pipeline.  
E. Quantification of BrdU positive nuclei over time after feeding. Upper scheme indicates the 
experimental procedure, in which proliferative activity was assayed within three-hour time 
intervals at different time points after feeding. Worms starved for 20 days and worms at defined 
time points after feeding were collected and soaked in BrdU solution for three hours and further 
processed as described before. Bottom graph represents the proliferation response over time after 
feeding and the baseline proliferation for starved worms. The number of proliferating cells is 
represented as the fraction of BrdU positive nuclei upon total nuclei. Values are shown as the mean 
± standard deviation (n≥3 biological replicates; 8-10 animals per time point, 5 technical replicates).  
F. Representative images of BrdU immunostaining. Upper panel, BrdU labeled cells from starved 
worms. Bottom panel, BrdU labeled cells from fed worms (one day after feeding). All BrdU 
positive cells are neoblast as indicated by co-labeling with smedwi-1 (green) (white arrowheads). 
DAPI staining of cell nuclei is shown in blue. Scale bar 25µm.  
3.3 Food quantity and quality affect the later proliferation phase, 
but not the initial response to feeding 
Next, I addressed the question of whether food quality or quantity determine the magnitude of 
the proliferation response. The relative number of proliferating cells might correlate with the 
amount of food the animal eats since cell division is an energetically costly process. On the 
other hand, it could be that proliferation correlates more with the quality of food since 
planarians are lipid and cholesterol auxotrophs. Moreover, it is also possible that the feeding 
response has different phases which depend differently on the quality and quantity of food.  
I first investigated the contribution of food quantity to the initial activation of proliferation, i.e., 
the first three hours after feeding. Answering this question required a food source that can 
easily be portioned into defined quantities. This is impossible with liver paste, the customary 
sustenance food of planarians in the laboratory, as it has a very viscous structure. Searching for 
food that can be easily portioned, I found that planarians like to eat lobster eggs, which are 
about 0.5 mm in diameter and can be fed egg by egg Figure 3.2A (left panel). Moreover, I 
found that individual worms of the size used for experiments (about 6mm in length) reliably 
eat 12 eggs, thus providing an ideal assay for measuring the proliferation response in intervals 
of 1 egg or 8% of the maximal food intake. 
My results showed that feeding individual worms with different numbers of eggs revealed a 
somewhat unexpected result Figure 3.2A (right panel). 12 eggs, the maximal possible intake, 
give a level of proliferation similar to liver in the previous experiments described above, 
consistent with maximal activation of proliferation. Importantly, one egg already activates 
proliferation, visible as a clear increase over the baseline, and maximal proliferation is already 
reached with 2-3 eggs and thus 16-24% of total feeding capacity. Interestingly, this shows that 
the initial proliferation response already reaches a plateau when the animal has eaten 
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comparatively little, suggesting that the amplitude of the initial proliferation response is largely 
independent of the amount of food that the animal has eaten.  
This result entails an obvious question: What happens to proliferation at later time points after 
feeding with different numbers of eggs? Preliminary data are shown in Figure 3.2B (right 
graph; single replicate yet considering eight to ten animals, two feeding conditions and three 
time points each). The data indicate that the magnitude (and possibly also the duration) of the 
proliferation response may depend on the amount of food (in contrast to the initial activation 
of proliferation that is largely independent of diet quantity, Figure 3.2B, left graph). At 24 
hours and 36 hours after feeding, planarians fed with fewer lobster eggs showed a lower 
proliferative index compared to those fed with more eggs.  
 
Figure 3.2 Feeding experiments to identify the effect of diet quality and quantity on proliferation 
response. 
A.� Lobster eggs as a means to test the effect of diet quantity. Left, (upper panel) the image represents 
the lobster eggs at different developmental stages (indicated by eye presence). Importantly, to 
ensure that the eggs don’t differ in nutritional composition only eggs in early developmental stages, 
i.e., without eyes, were taken. (Bottom panel), the image shows a planarian preparing to feed on 
the lobster egg, to indicate the size range between the lobster egg and the worm. Scale bar 0.5mm.  
B.� Left, the graph shows the proliferation response at three hours after feeding the worms with the 
indicated number of lobster eggs. The number of proliferating cells is represented as the fraction of 
BrdU positive nuclei upon total nuclei. Values are shown as the mean ± standard deviation (n�3 
biological replicates; 8-10 animals per time point, 5 technical replicates). Right, the graph shows 
the proliferation response at 24 hours and 36 hours after feeding the worms with the indicated 
number of lobster eggs. The number of proliferating cells is represented as the fraction of BrdU 
positive nuclei upon total nuclei. n=1 biological replicate; 8-10 animals per time point, 5 technical 
replicates. 
C.� Caloric content and nutritional composition of raw egg yolk, egg white, and beef liver. Nutritional 
information is given per 100g (https://www.calorieking.com).  
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D. Feeding with egg yolk, egg white, and liver as a means of testing the diet quality effect. The graph 
represents the proliferation response at different time points after feeding planarians with the 
indicated diets. The number of proliferating cells is represented as the fraction of BrdU positive 
nuclei upon total nuclei. Values are shown as the mean ± standard deviation (n≥3 biological 
replicates; 8-10 animals per time point, 5 technical replicates). Significance assessed by one-way 
ANOVA, followed by Tukey’s post-hoc test (*P≤0.05, **P≤0.01). 
Different modes of proliferation identified by the described feeding experiments are depicted 
on the graph from Figure 3.1E for more explicit representation. Black bars indicate the 
proliferation maintenance during starvation. The green bar indicates the early diet-independent 
proliferation phase and blue bars indicate the late diet-dependent proliferation phase. 
To test how diet quality (nutrient composition) affects the proliferation response, I first 
searched for suitable diets that differ in nutrient composition and are yet all eaten by planarians. 
As described in chapter 2, I found that planarians are likely auxotrophic for lipid and 
cholesterol. Therefore, I wanted to have diets with different lipid and cholesterol content, which 
is not trivial, as planarians are quite picky about what they eat. I, therefore, screened different 
food sources and decided to select egg yolk and egg white, in addition to the standard liver 
diet, because all three diets differ substantially in lipid and cholesterol content, egg yolk being 
the richest and egg white the poorest Figure 3.2C. I fed planarians with these diets and 
quantified the proportion of proliferating cells at different time points after feeding Figure 
3.2D. Surprisingly, the initial proliferation response (at three hours after feeding) is identical 
between all diets and thus independent of their composition, suggesting that the early 
proliferation response does not depend on cholesterol and lipid content of the diet. Further, my 
results show a higher proliferative response at 12 and 24 hours after feeding with the lipid- and 
cholesterol-rich diet (egg yolk), suggesting that food composition indeed influences 
proliferation at later time points.  
My results so far show that the initial feeding-induced increase in neoblasts entering S-phase 
is not affected by the type and amount of meal, thus suggesting that the initial stem cell 
activation is independent of diet quality and quantity. In contrast, diet quality and quantity 
affect the later phases of the proliferation response, especially at 24 hours, when it is higher 
after meals with high caloric and lipid/cholesterol content. As the maintenance of proliferation 
during starvation must, by definition, be independent of food-derived signals, I infer that the 
proliferative activity of neoblasts might exist in different modes Figure 3.2E: an early and late 
proliferation phase that are diet quantity/quality independent and dependent, respectively, and 
a mode of proliferation maintenance during starvation. The differential regulation of 
proliferation during the different phases also suggests differences in the underlying molecular 
mechanisms, i.e., that several molecular pathways control neoblast activity in response to the 
physiological state of the animal.  
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3.4 Deep sequencing time course provides insights into gene-
expression changes in response to feeding  
Towards understanding the regulatory mechanisms that govern the different proliferation 
modes of neoblasts, I made use of a transcriptomics approach to identify candidate signaling 
molecules or their downstream targets that are expressed in a feeding-dependent manner. 
Specifically, I performed an RNA-seq experiment to study gene expression changes between 
animals starved for one month and animals at different time points after feeding. Importantly, 
I chose time points that overlapped approximately with the early and late proliferation phases 
Figures 3.2E and 3.3A and isolated total RNA for each time point in duplicates, from two 
batches of animals. Single-end RNA-seq of poly-adenylated RNA followed by standard RNA-
seq bioinformatics analyses were performed by the MPI-CBG core facility. Figure 3.3A 
provides an overview of the number of differentially expressed genes for different time points 
after feeding, revealing a small number of differentially expressed genes at early time points 
(32 genes at 0.5 hours and 186 at 1.5 hours) and a larger number at later time points (up to 
3545 genes at 24 hours). On the one hand, 3545 genes seem like a lot, as much as 17 % of the 
planarian genome (assuming 20000 genes). On the other hand, this is not overly surprising, as 
my experiments assay gene expression in all cell types and tissues of the animal and thus all 
physiological responses to feeding. 
The gene expression profiles suggest a switch in gene expression programs between starved 
and fed animals since roughly equal numbers of genes appear relatively up and downregulated 
between the two conditions. This interpretation would make sense since feeding should trigger 
anabolism and metabolic energy storage formation while starvation should rather trigger 
catabolism and energy storage utilization. Even though during the early phase of proliferation 
(around 1.5 hours) not many genes undergo up or down-regulation at the transcriptional level, 
some genes are rapidly activated by feeding Figure 3.3B (upper graph), including some so-
called immediate early genes (IEGs), like the transcription factors early growth response like 
(egrl-1 and egrl-3), fos and jun. IEGs are known to be early regulators of cell growth and 
proliferation in response to various cellular stimuli (Bahrami and Drabløs, 2016) (see chapter 
1) and their upregulation possibly implies a regulatory role in inducing neoblast proliferation 
after feeding. Furthermore, the same genes are also rapidly induced after wounding which also 
activates proliferation response (transcriptome data generated by Shang-Yun Liu, Rink lab) 
Figure 3.3B (bottom graph). Importantly, these genes are upregulated at the wound site, but 
not in the neoblast itself (Wenemoser et al., 2012b). Such a shared set of genes common to 
proliferation responses after wounding and feeding could suggest the existence of a common 
mechanism of early proliferation response to wounding and feeding.  
Many of the genes that change late after feeding are involved in metabolism, for example, 
enzymes regulating the formation and utilization of the metabolic energy storages like 
glycogen and triacylglycerols (TAGs) Figure 3.3C (upper and middle graphs). Interestingly, 
in both cases, the enzymes with opposing functions, i.e., those involved in storage formation 
and those involved in storage utilization, show up-regulation after feeding. Interestingly 
though, the up-regulation of storage-utilizing enzymes starts at later time points (see Figure 
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3.3C for hormone sensitive lipase (HSL) and glycogen phosphorylase (PYG1)), points towards 
a possible transient storage formation of taken up nutrients. This seemingly transient nature of 
glycogen storage formation is consistent with my direct experimental determination of 
planarian glycogen storage (described in chapter 2).  
Besides the enzymes essential for storage turnover, I also find differentially expressed genes 
coding for enzymes involved in specific metabolic pathways. These include for example both 
homologs of acetyl CoA carboxylase (ACC) enzyme involved in regulation of fatty acid 
metabolism (data not shown). In addition, the key cellular energy sensor and conserved 
signaling kinase AMP-depended protein kinase (AMPK) is down-regulated at late time points 
after feeding Figure 3.3C (bottom graph). AMPK signals low cellular energy and is activated 
during starvation when ATP gets depleted and AMP levels rise, and AMPK is inactivated after 
feeding when ATP is restored and AMP levels are low. Many downstream targets of AMPK 
promote catabolism to restore ATP, and some are also linked to the regulation of proliferation 
((Hardie, 2011) and also see chapter 1). Therefore, it is intriguing that in planarians, AMPK is 
down-regulated at the transcription level after feeding, I will test the involvement of AMPK in 
feeding dependent proliferation regulation below (in chapter 4). Other genes involved in the 
regulation of proliferation and growth such as TOR and PTEN don’t change at the 
transcriptional level, however, given their potential regulation post-transcriptionally I will also 
test their involvement in the regulation of proliferation during starvation and after feeding 
(chapter 4).  
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Figure 3.3 RNA-sequencing time course experiment for starved worms and worms at different 
time points after feeding. 
A.� The number of differentially expressed transcripts relative to starved over time after feeding 
(log2(FC) �0.5 and �-0.5, FDR�0.05). DE = differentially expressed; FC = fold change; FDR = 
false discovery rate. 
B.� Expression profiles of some early induced genes after feeding (upper graph) and after amputation 
(lower graph). Egrl-1 and egrl-3 = early growth response like 
C.� Expression profiles for some metabolic enzymes. Upper graph represents expression profiles of 
enzymes involved in lipid storage formation and utilization (TAG formation: DGAT1 = 
diacylglycerol O-acyltransferase 1, TAG utilization: HSL = hormone-sensitive lipase). Middle 
graph represents expression profiles of enzymes involved in glycogen storage formation and 
utilization. Glycogen formation: GYS1 = glycogen synthase, glycogen utilization: PYG1 = 
glycogen phosphorylase). Bottom graph represents the downregulation of AMP-activated protein 
kinase (AMPK) over time after feeding. 
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3.5 Discussion  
3.5.1 Evidence for feeding-induced neoblast regulation at the G0/G1-to-S 
transition 
The feeding-induced increase in BrdU-positive cells already at three hours after feeding 
suggests that neoblasts rapidly enter the S-phase after the animals feed. Therefore, the existence 
of neoblasts in G0 or of slowly cycling neoblasts in G1 is likely and is a key part of stem cell 
activation after feeding. My results, however, do not rule out additional mechanisms, like the 
existence of G2 arrested or slowly cycling neoblasts as discussed in chapter 1. Drosophila post-
embryonic quiescent neural stem cells, also described in chapter 1, are an example of the 
possible existence of a mixed population consisting of stem cells arrested in G2 and in G0 
(Otsuki and Brand, 2018). My results so far suggest that planarian neoblasts might also exist 
in both G1 and G2 arrested or slowly cycling states.    
3.5.2 Three distinct modes of neoblast proliferation 
To understand the regulatory mechanisms that underlie neoblast proliferation, I first obtained 
new insights into the systems-level regulation of the proliferative response by testing the effect 
of different diets on proliferation using BrdU labeling. These feeding experiments revealed that 
the proliferation response starts at as early as three hours after feeding and is independent of 
diet quantity and quality. I define this as the early phase of proliferation and discriminate it 
from the late phase of proliferation at later time points after feeding (especially at 24 hours) 
which does depend on diet quantity and quality. These two phases of proliferation response to 
feeding, complement the third phase of proliferation maintenance during starvation. 
3.5.3 Early and late proliferation modes show distinct transcriptional 
profiles 
Interestingly, the two proliferation phases of the feeding response also differ in the 
transcriptional profile determined by an RNA-seq time course experiment. While the gene-
expression profile during the early phase of proliferation is similar to that after wounding, many 
of the differentially expressed genes during the late proliferation phase are related to 
metabolism, including enzymes involved in lipid and glycogen storage formation and 
utilization. The transient glycogen storage formation, suggested by the delayed upregulation of 
the functionally opposing glycogen degrading enzymes and confirmed by experimental 
glycogen measurements (chapter 2), indicates a regulatory role of storage formation on 
neoblast proliferation at later times after feeding when proliferation depends on diet quality 
and quantity.  
Besides the metabolic enzymes essential for energy storage turnover, several key enzymes 
involved in the regulation of specific metabolic and signaling pathways are up- or down-
regulated. This includes, for example, AMPK, a well-known energy sensor of the cell, which 
I will analyze in more detail in chapter 4. The RNA-seq time-course data contain many 
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additional differentially expressed genes that in future analyses might allow the identification 
of particular metabolic pathways that cause or follow the proliferation response. A possible 
starting point for such analyses could be standard gene set enrichment analysis (GSEA) of 
metabolic gene annotations as from, for example, the available KEGG database (see Chapter 
2).  
In sum, my results suggest that in addition to mechanisms that maintain stem cell proliferation 
under starvation (see chapter 4), a generic activation mechanism in response to feeding might 
exist that is independent of diet quantity and quality. Moreover, a third independent type of 
mechanism might exist that mediates the food sensitivity of proliferation at late phases that is 
dependent on diet quantity and quality. 
3.5.4 Implications from feeding and gene expression profiling experiments 
The results from the feeding and RNA-seq experiments give rise to some speculations on how 
different proliferation phases after feeding could be regulated. While I am proposing that the 
proliferation response to feeding has two distinct phases, it is in principle possible that the late 
phase could simply be the extension of the early phase, i.e., that proliferation is activated only 
once by a single type of mechanism, which drives neoblasts into S-phase for a certain number 
of cell divisions. However, the different dependencies of both phases on diet quantity and 
quality speak against this hypothesis and instead favor a model in which both proliferation 
phases are independently regulated.  
3.5.4.1 Potential explanations for diet dependence of the late proliferation mode 
The higher 24-hour proliferative index observed after feeding with egg yolk compared to 
feeding with egg white and liver could imply an essential role of lipids, which are highly 
abundant in egg yolk, as important building blocks. Another possible diet dependent factor 
which might influence the proliferation magnitude is the caloric content, which is much higher 
for lipid-rich food. The lipids could be stored and used over a more extended period as energy 
fuel. However, the following arguments contradict this hypothesis. First, I could not detect any 
changes in lipid content after feeding (described in chapter 2). Second, in other systems, for 
example, cancer cells, it was shown that lipids are primarily used as membrane building blocks 
and signaling molecules and not as an energy source (Nomura et al., 2010) (Louie et al., 2013). 
Moreover, one study reported that neural stem/progenitor cells (NSPCs) even downregulate 
fatty acid oxidation during proliferation (Knobloch et al., 2017). These examples emphasize 
that lipids only play a minor role as energy fuel, which is consistent with the fact that many 
proliferating cells switch primarily to aerobic glycolysis (Warburg effect) and don't extensively 
use the tricarboxylic acid (TCA) cycle and oxidative phosphorylation (OXPHOS) for energy 
production (Vander Heiden et al., 2009) (see chapter 1). Hypothetically, it would also make 
much more sense for planarians to invest the exogenously provided lipids into membranes 
formation, as during the degrowth process under starvation these lipids can be recycled.  
The caloric content also changes due to differences in the eaten amount. My preliminary data 
with lobster egg feeding suggest that larger numbers of eggs eaten lead to higher proliferative 
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indices after one day. Due to lack of assays to measure the eaten amounts of different diets, it 
may very well be that the worms indeed eat more of the egg yolk compared to liver and 
especially compared to egg white. Consequently, the higher proliferative index after feeding 
with egg yolk might also result from higher amounts eaten, which would provide longer or 
higher levels of sufficient metabolic energy for proliferation. It is also possible that both, 
minimal caloric content and a given threshold for essential molecules, are necessary to allow 
sustained proliferation.  
3.5.4.2 Potential mechanisms of diet-independent early proliferation response  
The very intriguing observation that the early proliferation response is independent of diet 
quality and quantity, coupled with the discovery of shared genes that are rapidly induced after 
food uptake and injury, suggests a common mechanism of neoblast activation after feeding and 
wounding. This is both intriguing and counterintuitive as it would imply that the animal makes 
new cells irrespective of what it has eaten, even when the diet might not be sufficient to sustain 
any growth. This could be solved by selective food choice: planarians are known to be highly 
selective in what they eat and use sensors in the head/pharynx to initiate feeding only for 
appropriate food (e.g., preferring crustaceans while avoiding plants). It is possible that 
planarians utilize these abilities to ingest food according to the animals’ needs. How their 
nutritional needs are evaluated and how the sensor systems analyze the composition of the food 
would be an interesting topic for future studies. 
However, the independence of dietary content and the gene expression similarities to the 
proliferation response after wounding suggest an alternative mechanism that might be common 
to both wounding and feeding and is perhaps triggered by mechanical stimuli. Baguna (Baguñà, 
1974) suggested that one possible mechanism could be the stretching of the gut upon feeding, 
followed by the activation of the surrounding nerve plexus, which, in turn, might stimulate the 
neoblast proliferation. Moreover, neoblasts, which are highly distributed all over the planarian 
body, are located between the intestine branches, which points to the intestine as a potential 
stem cell niche (Forsthoefel et al., 2012). Therefore, it is possible that the intestine itself might 
be sufficient to translate the feeding stimuli to the neoblasts, activating proliferation. Further, 
as the intestine is highly branched (see Figure 1.5, in chapter 1), it is spread all across the 
planarian body, and therefore amputation or even small injuries at almost any place in the worm 
body will disturb the intestinal epithelia, which in turn might activate similar or even the same 
signaling cascade to stimulate proliferation. Supportive evidence for the hypothesis of a 
common pro-proliferative mechanism after feeding and wounding is the expression of the IEGs 
common to both processes (described above) which are specifically induced at the wounding 
site where mitosis occurs first and then spreads across the body (Wenemoser and Reddien, 
2010; Wenemoser et al., 2012b). 
3.5.5 Summary and Outlook 
Overall, the results from both feeding experiments and gene expression analysis described in 
this chapter give new insights into the systems-level regulation of planarian stem cell activation 
in relation to the nutritional status of the animal. They not only provide evidence for distinct 
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regulatory mechanisms, but also reveal candidate genes to test the respective molecular 
mechanisms which I describe in the next chapter.  
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Chapter 4 
 
4 Towards identifying the mechanisms underlying 
the regulation of neoblast proliferation 
 
4.1 Introduction  
Finally, I also wanted to obtain insights into the molecular mechanisms that govern neoblast 
activity during the different modes of the proliferation response to feeding. As described above 
(chapter 3), my feeding experiments and RNA-seq time course experiment gave rise to 
hypotheses about different modes of the proliferative response might be regulated. Briefly, 1) 
maintenance of proliferation under starvation; 2) early proliferation phase, which is 
independent of diet quality and quantity and might not even be specific to feeding but 
potentially constitute a more generic proliferation response; 3) late proliferation phase which 
is sensitive to food composition and might be actively regulated by metabolism, either through 
the availability of energy or certain essential molecules or both. 
In order to identify regulatory components of the specific phases, I made use of the effective 
and easy-to-use RNA interference (RNAi) tools available in planarians to downregulate 
planarian gene function. RNAi can be triggered in planarians by introducing double-stranded 
RNA (dsRNA), which disrupts gene expression in a sequence-specific manner in all cells. To 
deliver the dsRNA, I used an approach established by the Newmark lab (Rouhana et al., 2013) 
in which planarians are fed in vitro-synthesized dsRNA mixed with the liver paste. This 
feeding-based protocol simplifies the delivery of dsRNA compared to injections and enables 
high throughput screens. To be able to screen many genes in parallel, I optimized the BrdU 
proliferation assay in a way that I could handle many samples at once. To do so, I established 
a method to freeze the dissociated cells at – 80ºC, which makes it possible to collect samples 
and to stain them all at once. I chose candidate genes based on my RNA-seq time course 
experiment (chapter 3), selecting genes which change at the transcriptional level after feeding 
(e.g., AMPK, EGRs, FABP2). In addition, I selected genes which are known to regulate cell 
growth and proliferation but do not change at the transcriptional level as they are known to be 
regulated post-transcriptionally or post-translationally (e.g., TOR and PTEN). I tested by RNAi 
whether the perturbation of expression of these genes affects the proliferative activity either 
during the early or the late proliferation phase or during both phases. In addition, I monitored 
the effect on proliferation maintenance during starvation.  
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4.1.1 Chosen gene candidates and their known role in proliferation 
As discussed in chapter 3, the act of food uptake into the gut somehow elicits DNA synthesis 
promoting proliferation in individual neoblasts. This necessitates signal transduction pathways 
in individual neoblasts, which likely include kinases, adaptor proteins and transcription factors 
that convey a pro-proliferative signal or inhibit anti-proliferative signals. Moreover, food 
uptake needs to be detected and converted into a signal that can reach all stem cells in the entire 
animal. The latter could involve traditional pro-proliferative factors such as EGF or FGF, or, 
given the necessity for stem cell activation in the entire animal, a hormone or a signal 
transduced by the peripheral nervous system. As discussed in chapter 3, the initial detection of 
food could involve food-derived energy, building blocks of which planarians are auxotrophic 
for (e.g., lipids and cholesterol) or maybe even mechanics like gut stretching. In addition to 
genes that are differentially expressed between starved and fed animals, I used these 
considerations to select 64 candidate genes (see Table 1). 
Table 1 The chosen gene candidates for the functional RNAi screen. 
 Gene Gene name  Gene Gene name 
1 ACCA1 Acetyl-CoA carboxylase alpha 33 MKP1 Mitogen-activated protein kinase phosphatase-1 
2 ACCA2 Acetyl-CoA carboxylase alpha 34 TOR Target of rapamycin 
3 AMPK AMP-activated protein kinase alpha subunit 35 P2X 
ATP-gated P2X receptor cation 
channel family 
4 APMAP  1-3 
Adipocyte plasma membrane-
associated protein 36 PANK4 Pantothenate kinase 4 
5 CDH1 CDC20 homolog 1 37 PC1 Proprotein convertase 1 
6 CENPA Histone H3-like centromeric protein A 38 PC1/2 Proprotein convertase 1/2 
7 CREB cAMP response element-binding protein 39 PC2 Proprotein convertase 2 
8 eGFP enhanced GFP 40 PC5/1 Proprotein convertase 5/1 
9 EGR1 Early growth response protein 1 41 PIEZO1 Piezo type mechanosensitive ion channel component 1 
10 EGR2 Early growth response protein 2 42 PIEZO2 Piezo type mechanosensitive ion channel component 2 
11 EGR3 Early growth response protein 3 43 PIM1-3 
Proto-oncogene 
serine/threonine-protein kinase 
1-3 
12 EGR4 Early growth response protein 4 44 PIM1 Proto-oncogene serine/threonine-protein kinase 1 
13 EREG epiregulin 45 PIM2 Proto-oncogene serine/threonine-protein kinase 2 
14 ERK1-3 Extracellular signal-regulated kinases 1-3 46 PIM3 
Proto-oncogene 
serine/threonine-protein kinase 3 
15 ERK1 Extracellular signal-regulated kinases 1 47 
PPP1R3
c 
protein phosphatase 1 regulatory 
subunit 3C 
16 ERK2 Extracellular signal-regulated kinases 2 48 PTCH Patched 
17 ERK3 Extracellular signal-regulated kinases 3 49 
PTEN1-
2 
Phosphatase and Tensin 
homolog1-2 
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18 FABP2 Fatty acid-binding protein 2 50 PYG1&3 Glycogen phosphorylase1&3 
19 FGFR1 Fibroblast growth factor  receptor 1 51 PYG3 Glycogen phosphorylases 3 
20 FGFR2 Fibroblast growth factor receptor 2 52 
RAB18-
1 Ras-related protein Rab-18 
21 FGFR3 Fibroblast growth factor receptor 3 53 
RAB18-
2 Ras-related protein Rab-18 
22 FGFR4 Fibroblast growth factor  receptor 4 54 RPTOR 
Regulatory-associated protein of 
TOR 
23 GYS1 Glycogen synthase 1 55 Runt-1 Runx transcription factor-encoding 1 
24 Hh Hedgehog 56 RXRG Retinoid X receptor gamma 
25 IGF Insulin like growth factor 57 SMAD2/3 SMAD family member 
26 IGFR Insulin-like growth factor receptor 58 Sp3 Sp3 transcription factor 
27 ILP Insulin-like peptide 59 SRF Serum response factor 
28 IR Insulin receptor 60 STAT4 Signal transducer and activator of transcription 4 
29 IRS Insulin receptor substrate 61 STAT5 Signal transducer and activator of transcription 5 
30 LAL 
Lysosomal acid 
lipase/cholesteryl ester 
hydrolase 
62 TF Transferrin 
31 LDLR Low density lipoprotein receptor 63 THRA Thyroid hormone receptor alpha 
32 LKB1 Liver kinase B1 64 TRAF2 TNF receptor-associated factor 2 
 
Table 1 represents the genes that I chose for the screen, and further, I describe the known roles 
of some of them in stem cell regulation in planarians and beyond.  
To test the hypothesis that the early proliferation response might be regulated by immediate-
early genes (IEGs) which are rapidly induced after feeding and wounding, I included the 
planarian orthologs for the early growth response proteins (EGR) and the proto-oncogene 
serine/threonine-protein kinases 1-3 (PIM-1-3). I also tested the role of the transcription factor, 
serum response factor (SRF), known to regulate the expression of IEGs (e.g., FOS, JUN, EGR) 
and hence control cell growth and differentiation (Chai and Tarnawski, 2002). For planarians 
for example, it was reported that SRF knockdown impairs the expression of wounding-induced 
genes in neoblasts (Wenemoser et al., 2012a). 
Additionally, I also tested whether extracellular signal-regulated kinase (ERK) signaling plays 
a role in planarian stem cell proliferation. ERK is one of the key signaling cascades that 
integrates external signals to trigger an appropriate biological response, i.e., to promote cell 
growth and proliferation (Chambard et al., 2007). In planarians, it is known that ERK is 
activated by phosphorylation within minutes after amputation, in a stem cell independent 
manner (Tasaki et al., 2011). This stem cell independence is interesting because the expression 
of IEGs after amputation is also not restricted to neoblasts (Wenemoser et al., 2012a). 
Inhibition of ERK activation impairs regeneration and strongly reduces the regeneration-
 66 
specific second wave of proliferation, but not the wound-induced early proliferation (Owlarn 
et al., 2017).  
Fibroblast growth factors (FGF) are potent mitogens in the regulation of cell division and 
differentiation, and have an important role in response to injury and tissue repair (Ornitz and 
Itoh, 2015). In planarians four orthologs of FGF receptors (FGFR) were found, three of which 
are expressed in neoblasts (Lei et al., 2016) and the depletion of some seems to negatively 
affect neoblast survival and expansion after partial irradiation (Wagner et al., 2012). I, 
therefore, included the planarian FGFR orthologs.  
Taking into account the hypothesis that the mechanical aspect of food intake might induce 
proliferation, I also tested the potential role of the mechanosensitive ion channel PIEZO1 
(Coste et al., 2012). It was shown that PIEZO1 is activated upon stretching or wounding of 
epithelia and increases proliferation by calcium-triggered ERK signaling. (Gudipaty et al., 
2017). I included both planarian orthologs to my screen. 
Insulin signaling plays an important role in the nutrient-dependent control of stem cell 
proliferation. For example, in Drosophila, reactivation of post-embryonic quiescent neuronal 
stem cells by a nutritional stimulus involves insulin signaling (Chell and Brand, 2010). Also, 
the Drosophila midgut size is adapted to food availability through regulation of stem cell 
division rate and fate via insulin. (O'Brien et al., 2011). Although it was already shown that 
planarian insulin signaling is important for maintenance of dividing neoblasts (Miller and 
Newmark, 2012), whether insulin plays a role in inducing and maintaining proliferation after 
feeding is unknown. I, therefore, included insulin receptor (IR) (Miller and Newmark, 2012), 
insulin receptor substrate (IRS), insulin-like growth factor receptor (IGFR), and the ligands 
insulin-like peptide (ILP) (Collins et al., 2010) and insulin-like growth factor (IGF). Moreover, 
I also included the proprotein convertases (PCs) as they are important to process neuropeptides 
such as ILPs.  
As introduced in chapter 3, the energy balance might play a regulatory role in late phase 
neoblast proliferation. To test this hypothesis, I selected glycogen synthase (GYS1) and 
glycogen phosphorylase (PYG1) that are both upregulated after feeding, which – together with 
the glycogen measurements (chapter 2) – suggesting a transient role of glycogen storage (see 
chapter 3). To test the importance of lipids, I included one of two planarian orthologs of fatty 
acid binding protein (FABP), which is highly induced at the transcriptional level after feeding 
and regeneration. FABPs are responsible for uptake, intracellular transport and metabolism of 
fatty acids and are also involved in the modulation of cell growth and proliferation 
(Chmurzyńska, 2006).   
Finally, given their established role in proliferation and energy-sensing (see chapter 1), I 
included AMPK and TOR. TOR is active when growth conditions are favorable, and previous 
studies have shown that TOR downregulation in planarians can impair neoblast division after 
wounding, but not after feeding (González-Estévez et al., 2012b; Peiris et al., 2012; Tu et al., 
2012). However, as conflicting results regarding neoblast maintenance under normal 
conditions ((Peiris et al., 2012); impaired neoblast maintenance versus (Tu et al., 2012); normal 
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neoblast maintenance) complicate the interpretation of these studies, I included TOR in my 
screen. AMPK is normally inactive after feeding and active during starvation-induced energy 
deficiency. The depletion of AMPK by RNAi should mimic the inactive state in starved worms 
too. As the activation of AMPK requires LKB1, I also tested the effect of LKB1-depletion by 
RNAi.  
Overall, I selected 64 genes and tested their regulatory role in proliferation maintenance during 
starvation and in early and late proliferative phases after feeding. 
4.2 RNAi-mediated depletion of candidate genes to test their 
regulatory role in proliferation 
4.2.1 Assay design and optimization for the functional RNAi screen 
Having chosen candidate genes with the potential to regulate proliferation, I next quantified 
the effect of RNAi-mediated depletion of each of the candidates on proliferation in three 
defined proliferation modes. I first synthesized the dsRNA for each candidate gene, which I 
then mixed with liver paste and fed to planarians Figure 4.1A. To ensure efficient knockdown, 
I fed the worms the dsRNA-liver mixture thrice (every third day, for a total of seven days) 
Figure 4.1B. After the last dsRNA feeding, I starved the worms for one week and then started 
the feeding experiment for which I monitored the proliferation of starved animals and at two 
time points after feeding. Positive and negative controls demonstrated the effectiveness of the 
screen design, including the effectiveness of RNAi after starvation and feeding Figure 4.2A-
C. I used the quantified proliferation rates in starved worms to identify genes involved in 
regulation of the basal proliferation, at three hours after feeding to determine genes important 
for the early proliferation phase, and at 24 hours post feeding for genes important for the late 
proliferation phase Figure 4.1B. For feeding, I chose egg yolk as it gives the highest 
proliferative index in the late phase proliferation (see chapter 3).  
To facilitate the handling of almost 200 samples (3 samples per gene for 64 candidate genes 
plus the positive and negative controls), I established a method to freeze the macerated samples 
at -80ºC and to stain the cells after having collected all samples Figure 4.1C. Figure 4.1D 
shows the quantified fraction of BrdU positive nuclei from frozen and non-frozen samples and 
confirms that freezing does not affect the immunofluorescent staining. Also, fluorescence in 
situ hybridization (FISH) with the neoblast-specific marker smedwi-1 in frozen cells appears 
to be as efficient as in non-frozen cells Figure 4.1E. To simplify the fixation and staining 
procedure, I used a robotic pipetting system. Imaging and image analyzes were performed as 
described before (see chapter 3).  
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Figure 4.1 Experimental design and BrdU assay optimization for the small-scale loss-of-function 
screen by dsRNA feeding. 
A.� Diagram representing the in vitro synthesized dsRNA feeding. Liver paste was mixed with a fixed 
amount of in vitro synthesized dsRNA and fed to planarians. Ph =pharynx.  
B.� The experimental layout of dsRNA feeding and BrdU labeling assay used for the RNAi screen. 
Worms were fed with dsRNA mixed with liver three times every third day, for a total of seven days 
and then starved for an additional seven days. I determined the basal proliferative activity using 
starved worms, which I soaked in BrdU for 3 hours (grey). All other worms were fed with egg yolk 
and collected either directly after feeding or after 21 hours and soaked in BrdU for 3 hours to assess 
the proliferative activity of the early phase (3 hours after feeding, green) and late phase (24 hours 
after feeding, blue) respectively. 
C.� Optimization of sample handling for the RNAi screen. The three hour-long BrdU soaking was 
performed in 12-well plates; each well contained worms of particular gene knockdown in a defined 
condition (starved, just fed and fed 21 hours before soaking). The handling of the approximately 
200 samples in total was facilitated by storing the individually macerated samples at -80ºC in 42% 
glycerol, collecting samples over a period of several days, and processing them afterward in 
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parallel. After thawing, the normal ratio of glycerol: acetic acid: H2O (1:1:13) was reached by 
adding an acetic acid: H2O mix and the cells were distributed into 384 well plates, fixed and stained 
using a robotic pipetting system. Imaging of the plates was done by Operetta high-content imaging 
system (PerkinElmer), with 20x objective. Images were analyzed as described before (in chapter 
3). 
D. Impact of cell freezing on BrdU staining. The graph represents the quantification of BrdU positive 
nuclei from frozen and thawed samples, and from samples processed immediately (without any 
freezing step), each for starved worms and worms at 3 hours and 24 hours after feeding. The number 
of proliferating cells is represented as the fraction of BrdU positive nuclei upon total nuclei. Values 
are shown as the mean ± standard deviation (5 technical replicates; 8-10 size-matched animals per 
time point). h: hours 
E. Impact of cell freezing on smedwi-1 FISH. Representative images of dissociated cells stained for 
smedwi-1 using FISH (starved worms were used), which were immediately processed for staining 
(upper panel) and cells which were stored before at -80ºC for several days and then thawed (lower 
panel). Smedwi-1 FISH on frozen cells works as well as on non-frozen cells. Scale bar 25µm. 
4.2.2 Results of small-scale RNAi screen 
Figure 4.2A-C represents the results from the screen, which are shown for each of the three 
time points after last dsRNA feeding (panel A, starved; panel B, 3 hours after feeding; panel 
C, 24 hours after feeding). For better visualization, I plotted the relative changes in proliferation 
for each RNAi candidate compared to the mock control RNAi (eGFP) on a log2 scale and 
sorted all candidates by their effect. This means that the relative change in proliferation is 0 for 
the eGFP control and for RNAi candidates that do not have any effect on proliferative activity 
of neoblast. RNAi candidates that cause a relative increase in proliferation compared to eGFP 
have a positive value and are on the left of the plot. RNAi candidates that decrease proliferative 
activity relative to the eGFP control are negative, and on the right of the plot. Indeed, the 
positive and negative controls behave accordingly, validating the screening setup Figure 4.2A-
C (blue bars): the positive control CDH1, which is a cell division cycle protein 20 (Cdc20)-
homolog 1, has a positive effect as its downregulation leads to a strong hyperproliferation 
phenotype (blue bar on the left), while the negative control centromere protein A (CENPA) 
has a negative effect (blue bar on the right) as its downregulation blocks mitotic and even kills 
stem cells.  
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Figure 4.2 The results of the RNAi screen.  
A-C. Relative change in proliferation for each RNAi candidate with respect to the mock control RNAi 
(eGFP), shown on a log2 scale and sorted by the direction and magnitude of change. Each graph 
represents results for one of the three proliferation modes at defined time points. A, relative 
changes in basal proliferation (during starvation). B, relative changes in the early proliferation 
phase (at 3 hours after feeding). C, relative changes in the late proliferation phase (at 24 hours 
after feeding). RNAi candidates towards the left have positive values, indicating a relative increase 
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in proliferative activity compared to eGFP (RNAi) and candidates towards the right have negative 
values indicating a relative decrease in proliferative activity compared to eGFP (RNAi). Blue bars 
represent the positive (CDH1 (RNAi)) and negative (CENPA (RNAi)) controls, located towards 
the left and right, respectively, as expected (depletion of CDH1 leads to neoblast 
hyperproliferation, and depletion of CENPA stops division and kills stem cells). Values are shown 
for a single biological replicate (8-10 size-matched animals per time point, 5 technical replicates). 
D.  Representative images of dissociated cells (stained for smedwi-1 by FISH) from starved animals 
after RNAi against PIEZO2 (left panel), eGFP (as mock control, middle panel) and IR (right 
panel). The “fuzzy” smedwi-1 staining (white arrowheads) in PIEZO2 (RNAi) worms reflects the 
effect of PIEZO2 depletion on neoblast survival, whereas the smedwi-1 staining in IR (RNAi) 
seems to be normal and is comparable to eGFP (RNAi). Scale bars 25µm.  
E.  Quantification of proliferating cells from animals after RNAi against IR, IGFR, IRS, eGFP (as 
mock control), ILP and IGF during starvation and at 3 and 24 hours post feeding. The knockdown 
of IR, IGFR, and IRS strongly reduce proliferation during starvation, but do not impair the 
proliferation response to feeding. The knockdown of ILP and IGF have a milder effect on 
proliferation during starvation and almost no effect after feeding. The data are repeated from panel 
A-C for comparison, and the numbers of proliferating cells are represented as the fraction of BrdU 
positive nuclei upon total nuclei. Values are shown for a single biological replicate (8-10 size-
matched animals per time point, 5 technical replicates). 
The screening results for the mock, positive, and negative controls suggested that the screen 
worked and should be able to reliably detect whether interfering with a candidate’s expression 
leads to increased or decreased proliferation in starved or fed animals. Interestingly, for most 
candidates, I observed proliferation phenotypes during starvation and to a lesser extent after 
feeding Figure 4.2 (compare A to B and to C). For example, the downregulation of all four 
planarian orthologs of FGFR leads to decreased proliferation during starvation Figure 4.2A 
(on the right side of the graph). However, neoblasts show a normal proliferation in response to 
feeding, i.e., there is no difference in proliferation rates compared to eGFP (RNAi) at both time 
points after feeding Figure 4.2B and C. The components of the insulin signaling pathway 
(IGFR, IR, IRS) also show a decreased proliferation rate during starvation Figure 4.2A (on the 
right side of the graph). Importantly, however, although the proliferation after feeding seems 
to be decreased, the proliferation response to feeding does take place, as indicated more clearly 
in Figure 4.2E. Based on the neoblast marker smedwi-1, I could not detect any obvious 
differences in neoblast survival (shown for IR (RNAi) animals, Figure 4.2D, right panel), 
consistent with the study by C.M. Miller and P.A. Newmark (Miller and Newmark, 2012). 
Downregulation of ILP and IGF had a milder effect on proliferation during starvation and 
mostly no effect on proliferation after feeding Figure 4.2E, consistent with previous reports 
by C.M. Miller and P.A Newmark (in case of ILP knockdown), suggesting either redundancy 
in functionality or the existence of other currently unidentified ILPs in S. med.  
Interestingly, none of the chosen candidates seemed to be essential for the regulation of the 
early phase of proliferation after feeding. I could not detect a phenotype after depleting any of 
the tested immediate early genes, like EGR and PIM, possibly because their downstream 
signaling pathways are redundant (Bahrami and Drabløs, 2016). Figure 4.2A (on the left of 
the graph) shows an increased proliferation during starvation for SRF knockdown, which 
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however is most probably a false positive due to the damaging effect of SRF depletion on the 
epithelium, which has been shown to elicit wounding-induced proliferation (Wenemoser and 
Reddien, 2010). 
A strong decrease in proliferation during starvation and after feeding was observed for PIEZO2 
(RNAi) and PC2 (RNAi) Figure 4.2A-C (always on the right side of the plot). As demonstrated 
before, PC2 (RNAi) animals became completely paralyzed already after the 2nd dsRNA feeding 
(Reddien et al., 2005a). The results of this study has so far been interpreted as CNS impairment; 
therefore, the additional proliferation effect is an intriguing finding, as it is consistent with a 
putative neuronal component in neoblast activation. However, based on the results from 
another study showing that PC2 depletion dramatically reduces pharynx extension 
(Shimoyama et al., 2016), potentially impaired feeding efficiency is a caveat, and this result 
and its interpretation needs to be addressed in future experiments. Interestingly, the PIEZO2 
knockdown strongly affects neoblast survival as indicated by smedwi-1 staining Figure 4.2D 
and therefore reduces the number of proliferating cells.  
The perturbation of glycogen storage forming (GYS1) and glycogen utilizing (PYG1) enzyme 
expression did not show any effect on any proliferation phase. This is probably due to 
redundancy, as several homologs of these genes exist and I did not systematically deplete all 
of them. The downregulation of FABP2, important for intracellular fatty acid transport, shows 
decreased proliferation at 24 hours after feeding Figure 4.2C. This could suggest a role of 
lipids in the regulation of late phase proliferation as discussed before (in chapter 3). 
Interestingly, TOR and its regulatory associated protein RPTOR showed a normal proliferation 
response after feeding, but a decreased proliferation at 24 hours after feeding and during 
starvation Figure 4.2A-C. 
A very intriguing finding was that knockdown of the regulatory subunit alpha of AMPK (see 
chapter 1 and note that planarians have only one alpha subunit) leads to increased neoblast 
proliferation in starved worms to a level characteristic of recently fed animals Figure 4.2A. 
The knockdown of LKB1, an upstream activator of AMPK (see chapter 1), leads to a similar 
phenotype, namely increased proliferation in starved worms Figure 4.2A. Because AMPK and 
LKB1 are both in the same pathway, the consistent results validate each other and suggest that 
AMPK signaling is an important regulator of planarian stem cell proliferation.  
Overall, my results revealed genes that are involved in the regulation of neoblast proliferation 
during starvation but are not necessary required for proliferation response and maintenance 
after feeding. These again strengthen the hypothesis that neoblast proliferation during 
starvation is regulated by a different mechanism. Moreover, the depletion of AMPK links the 
regulation of proliferation to the cellular energy state, which I will explore more in the next 
paragraph. 
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4.3 AMPK - a potential integrator of neoblast proliferation to the 
nutritional state of the animal 
4.3.1 AMPK and LKB1 knockdown increases proliferation during 
starvation 
My finding that AMPK depletion in starved planarians increases proliferation rates to levels of 
fed animals suggests that the reduced proliferation during starvation is due to active signaling 
and not due to a more passive mechanism of ‘running out of energy’. Otherwise, the uncoupling 
of neoblast proliferation from the physiological energy state by AMPK- or LKB1- depletion 
would not be possible. Given the importance of this finding, I validated it by three additional 
biological replicates that AMPK knockdown leads to increased neoblast proliferation during 
starvation to a level characteristic of recently fed animals Figure 4.3D. Importantly, 
knockdown of LKB1, which is required for AMPK activation, also increases neoblast 
proliferation during starvation Figure 4.3D. 
AMPK has a highly evolutionarily conserved role in sensing cellular energy states and 
adjusting metabolism, growth, and proliferation accordingly (see chapter 1). It is activated by 
high AMP-ADP/ATP ratio Figure 4.3A, which increases during starvation. Active AMPK 
promotes catabolic processes while inhibiting anabolic processes, either directly or via TOR, 
which is the major driver of anabolic processes, cell growth, and proliferation. TOR and AMPK 
activities are thought to be mutually exclusive, and their Yin & Yang relationship constitutes 
an important regulatory mechanism which integrates cellular growth and proliferation with the 
metabolic state. This leads to the key question if planarian stem cell proliferation depends on 
TOR, which I will explore next. 
4.3.2 AMPK depletion-phenotype of increased proliferation during 
starvation seems to be TOR independent 
The interplay between TOR and AMPK is a highly conserved regulatory mechanism at which 
cellular growth and proliferation are integrated with the metabolic state. TOR and AMPK fulfill 
opposing roles and drive anabolism and proliferation versus catabolism, respectively. Their 
activities are typically mutually exclusive – AMPK activity inhibits TOR activity – and they 
can be regarded as the Yin & Yang of stem cell proliferation (chapter 1). If this conserved 
function of AMPK and TOR also applies to planarian stem cell regulation, AMPK should be 
active during starvation and should prevent proliferation by inhibiting TOR Figure 4.3A. In 
response to feeding, increased cellular energy levels would reduce AMPK activity, allowing 
TOR function and thus proliferation. This Yin & Yang model leads to two concrete and testable 
hypotheses: (1) experimentally interfering with TOR function by RNAi should always reduce 
or abolish proliferation, irrespective of whether the planarians are starved or fed and (2) the 
pro-proliferative effect of AMPK(RNAi) should be a relief of inhibition of the pro-proliferative 
roles of TOR Figure 4.3B. Therefore, concomitant knockdown of TOR should abolish the pro-
proliferative effect of AMPK Figure 4.3C. In the following, I will show that neither of these 
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hypotheses are true, suggesting that AMPK and TOR function in different, so far unappreciated 
ways in the control of planarian stem cells.  
1. Feeding-induced stem cell proliferation does not depend on TOR. 
First, I tested whether TOR depletion by RNAi would perturb the proliferation response after 
feeding. Neither the result of the screen Figure 4.2B nor the three separate replicates of TOR 
depletion show any interference with feeding-induced proliferation Figure 4.3D, suggesting 
that feeding activated proliferation is independent of TOR. Importantly, TOR (RNAi) worked 
efficiently as planarians could not regenerate (data not shown), which is a known consequence 
of successful TOR depletion (González-Estévez et al., 2012b; Peiris et al., 2012; Tu et al., 
2012). This represents the first disagreement with Yin & Yang hypothesis in planarians. 
Interestingly, similar to the RNAi-mediated depletion of FGFRs and components of the Insulin 
signaling pathway as shown above, TOR depletion also seems to diminish (though not 
statistically significantly) the proliferation levels in starved animals Figure 4.3D. Additionally, 
the screening results showed that the depletion of RPTOR also leads to decreased proliferation 
during starvation, suggesting a potential regulatory aspect of TORC1 (complex of TOR and 
RPTOR) signaling in the maintenance of proliferation during starvation.  
2. The pro-proliferative effect of AMPK(RNAi) is independent of TOR.  
Second, I tested whether the depletion of TOR through RNAi together with AMPK would 
abolish the observed pro-proliferative effect of AMPK (RNAi) Figure 4.3C. My preliminary 
data suggest that this is not the case and the double knockdown of AMPK and TOR resembles 
the AMPK (RNAi) phenotype more, rather than the TOR (RNAi) phenotype, i.e., increased 
proliferation in starved worms Figure 4.3D.  
Together, this preliminary indication suggests that control of planarian stem cell proliferation 
is not triggered by a generally accepted model of AMPK-TOR interplay. Rather, it is possibly 
driven by a TOR-independent anti-proliferative effect of AMPK.  
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Figure 4.3 AMPK-depletion phenotype of increased proliferation during starvation is TOR 
independent. 
A.� Simplified representation of AMPK and TOR regulatory network and their functional and 
mechanistic antagonism (see explanation in the main text). 
B.� Representation of the hypothesis that the pro-proliferative phenotype of AMPK depletion during 
starvation is due to the relief from inhibition of TOR’s pro-proliferative activity. It is assumed that 
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when AMPK is depleted by RNAi (red cross), TOR is not inhibited anymore and proliferation is 
increased. 
C. Representation of the hypothesis that AMPK-depletion phenotype during starvation is TOR-
dependent. Concomitant AMPK and TOR knockdown (red crosses) would result in diminished or 
abolished proliferation.  
D. Quantification of proliferating cells from animals after RNAi against LKB1, AMPK, TOR, eGFP 
(as control) and TOR together with AMPK (TOR/AMPK). Animals are either starved (st) or at 3 
hours after feeding (3 h.a.f). The proliferation in starved worms in AMPK (RNAi) is significantly 
higher compared to proliferation in starved worms from the eGFP (RNAi) as control (two tailed, 
paired, t-test, p-value = 0.0062, **P≤0.01). The number of proliferating cells is represented as the 
fraction of BrdU positive nuclei upon total nuclei. Values are shown as the mean ± standard 
deviation (biological replicates: n=4, for st AMPK(RNAi), st eGFP(RNAi), st TOR(RNAi), 3 h.a.f 
eGFP(RNAi), 3 h.a.f TOR(RNAi) and n=2 for st LKB1(RNAi) and n=1 for TOR/AMPK(RNAi); 
8-10 size-matched animals per time point, 5 technical replicates).  
E. Representative images of dissociated cells stained for smedwi-1 FISH from animals after long 
dsRNA treatment (6 feedings instead of 3 feedings) for RNAi against AMPK, eGFP (as control), 
TOR and TOR/AMPK. smedwi-1 staining indicates an impaired neoblast survival in TOR(RNAi) 
and TOR/AMPK(RNAi) animals. Scale bar 25µm.   
4.4 Discussion  
With the RNAi screen, I aimed to obtain insights into the molecular mechanisms that govern 
the neoblast proliferative activity of the three different proliferative modes: during starvation 
and during early versus late-timepoints after feeding (described above and chapter 3). 
Surprisingly, the RNAi- mediated depletion of almost none of the chosen gene candidates 
substantially reduced the early proliferation response. An exception is the downregulation of 
PIEZO2 and PC2, yet the resulting proliferation phenotypes are either due to impaired neoblast 
survival (PIEZO2) or probably due to impaired feeding ability (PC2) (see above). Depletion of 
some candidate genes showed an effect on the late proliferation response. For example, FABP2 
depletion diminished proliferation rate in the late phase, strengthening the hypothesis that lipids 
might have an important regulatory role in this phase. Interestingly, the RNAi-mediated 
depletion of several candidate genes resulted in a lower proliferation rate during starvation. 
Further, AMPK(RNAi) and LKB1(RNAi) represented an interesting finding which resulted in 
increased proliferation in starved worms at levels common to the recently fed worms. 
Jointly, these findings provide new insights into the mechanisms underlying the regulation of 
the proliferative activity of neoblasts in response to feeding, which I want to discuss next.  
4.4.1 Evidence for a mechanism that regulates basal proliferation during 
starvation  
One interesting outcome of my small-scale RNAi screen was the elucidation of multiple genes 
that are apparently required for the maintenance of proliferation during starvation but are not 
necessary required for the early and late proliferation responses after feeding. This unexpected 
outcome was observed for all four planarian orthologs of FGFR, components of the insulin 
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signaling pathway (especially IR, IGFR) and TORC1 (complex of TOR and raptor), and 
suggests the existence of a distinct regulatory mechanism specific to the maintenance of 
neoblast basal proliferation during starvation.  
The fact that several genes show minor to no phenotype after the feeding might, for example, 
stem from a kind of RNAi-rescue effect whereby feeding-induced gene expression ameliorates 
RNAi-mediated depletion. While feeding-induced transcriptional up-regulation exists and is 
documented by my RNA-seq data in chapter 3, none of the genes here showed induced 
expression after feeding. Moreover, the time window of three hours after feeding would seem 
too short to allow a complete rescue of the phenotype. Hence it is indeed likely that these genes 
are only required for the maintenance of neoblast proliferation during starvation, due to reasons 
that are unclear at present. The implication of FGFR, IR, IGFR, and TORC1 in the maintenance 
of baseline neoblast proliferation during starvation is a very interesting finding, which should 
be followed up in the future. One possible regulatory mechanism will be discussed in the next 
chapter (discussion). 
4.4.2 AMPK integrates neoblast activity in response to feeding 
To me, the most interesting finding of my screen is that the knockdown of AMPK and its 
upstream activator LKB1 increases neoblast proliferation in starved animals to a level expected 
for recently fed worms Figure 4.3D. Together with the evolutionarily conserved role of AMPK 
as a cellular energy sensor, this result suggests that AMPK signaling is an important regulatory 
mechanism that integrates neoblast proliferation with nutrient availability. Though preliminary 
at this stage, my results and the known role of AMPK in other organisms suggest that AMPK 
is active during starvation and inactive in recently fed animals. Further, high levels of AMPK 
activity maintain a low level of neoblast activity during starvation and conversely low levels 
of AMPK activity are required for high neoblast proliferation in response to feeding. The influx 
of metabolic energy or nutrients during the course of feeding could be the trigger that inhibits 
AMPK and thus mediates the switch between the starved and fed states. Importantly, my results 
demonstrate that feeding downregulates AMPK at the transcriptional level (see chapter 3, 
Figure 3.3C), consistent with the trend predicted by my model.  
4.4.2.1 Implications of my observations 
My results so far clearly demonstrate that AMPK is a crucial regulator of neoblast proliferation. 
However, at present, the following two, not necessarily mutually exclusive, scenarios are 
possible: 
1) AMPK inhibition in neoblasts is necessary and sufficient for initiating proliferation. 
According to this interpretation, the increased proliferation in one-week starved AMPK-
depleted animals represents said necessity and sufficiency; further, the fact that the level of 
proliferation is the same as in recently fed animals is because AMPK inhibition is the 
mechanism by which feeding activates neoblast proliferation. This would ultimately make 
AMPK inhibition the mechanism responsible for the early proliferation phase, while a high 
level of AMPK activity during starvation would be responsible for setting the basal level of 
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proliferation during the starvation phase. An important implication of this model is that the 
nutrient supply and organismal energy budget could be the signal that regulates neoblast 
activity.  
2) AMPK inhibition in neoblasts prolongs the duration of feeding-induced proliferation. A 
caveat of the above experiments is that the dsRNA used to induce RNAi is delivered by feeding, 
which is known to induce neoblast proliferation, i.e., the stem cell system is necessarily 
activated at the onset of an RNAi experiment. Hence the proliferation increase in one-week 
starved AMPK-depleted animals might also be due to the inability of activated neoblasts to 
exit the high proliferation state after dsRNA-feeding. According to this explanation, the level 
of proliferation is the same as in recently fed animals because AMPK inhibition prevents 
downregulation. This would ultimately make AMPK a timer of the proliferation response: 
inactive AMPK would be the mechanism responsible to keep proliferation active and thus for 
the duration of the late phase of the proliferation response. According to this timer mechanism, 
other mechanisms and molecular players would be required to induce neoblast proliferation 
during the early feeding response.  
An experimental distinction between the two scenarios requires tools to i) directly monitor and 
quantify AMPK activity in response to feeding and ii) to acutely change AMPK activity 
independent of feeding. 
4.4.2.2 Possible experiments to test the role of AMPK during the regulation of proliferation  
First, to monitor AMPK activity directly, I will make use of antibodies (AB) that recognize the 
phosphorylation of Thr 172 of AMPK catalytic subunit (alpha). This residue is phosphorylated 
by LKB1 and CAMKK2 (see chapter 1) and its phosphorylation status has been shown to 
correlate tightly with AMPK activity in other systems (Stein et al., 2000; Willows et al., 2017). 
Planarian AMPK has a very high level of sequence conservation around Thr 172 which makes 
it likely that commercial AB will work; otherwise, a planarian-specific AB could be raised. 
Second, to acutely change AMPK activity, one could test known AMPK activators and 
inhibitors in planarians, including the activators A-769662 and AICAR and the inhibitor 
Dorsomorphin (Compound C). The availability of the above AB as a direct read-out of AMPK 
activity would be very useful in titrating the drug effects. The ability to monitor and change 
AMPK activity allow the two proposed scenarios to be discriminated. 
AMPK inhibition as necessary and sufficient for neoblast proliferation predicts that inhibitor 
treatment of starved animals should upregulate proliferation. If this is not the case, then AMPK 
would not be sufficient for initiating proliferation. On the other hand, the timer mechanism 
would predict that inhibitor treatment of recently fed animals should prolong the proliferation 
response and that activator treatment should shorten it. In this case, it would also be interesting 
to test if AMPK activator treatment could block stem cell activation by feeding. 
Further important experiments will be an overview of AMPK dynamics during the feeding 
response via the phospho-AMPK AB and the comparison of these dynamics in neoblasts versus 
all others (non-dividing) cells of the animal. This might be possible by immunofluorescence 
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imaging or by Western blotting after isolating neoblasts using fluorescence-activated cell 
sorting (FACS). Overall, by distinguishing between the two hypotheses, the role of AMPK in 
neoblast regulation could be elucidated.  
4.4.3 AMPK potentially regulates proliferation independently of TOR  
An intriguing aspect of my observations is the potential TOR-independence of the AMPK-
depletion phenotype. This is based on the result that depletion of AMPK can maintain high 
levels of proliferation (BrdU incorporation), even when TOR is co-depleted Figure 4.3D. This 
result is surprising as TOR is thought to be essential for the G1-S transition due to the regulation 
of protein translation rates (chapter 1). Further, the mutual antagonism between TOR and 
AMPK, i.e., their Yin & Yang relationship, would predict that the knockdown of AMPK should 
activate TOR, which in turn might activate cell cycle progression. Therefore, the observation 
that AMPK(RNAi) can rescue the TOR(RNAi)-induced depression of proliferation in starved 
worms Figure 4.3D suggests that AMPK inhibition can trigger cell cycle progression 
independently of TOR.  
Whether this rescue phenotype is a technical artifact that results from a potential less efficient 
concomitant knockdown of two genes is unlikely. Neoblast survival is similarly impaired in 
TOR/AMPK-double-depleted worms after long dsRNA treatment (6 feedings instead of 3 
feedings) as reported for TOR depletion under the same conditions (Peiris et al., 2012) (I 
confirmed these reports; Figures 4.3E) I, therefore, conclude that the double knockdown 
worked for both genes and that AMPK might regulate proliferation indeed independently of 
TOR. 
However, how could a cell divide under the much-reduced translation levels generally 
observed upon TOR inhibition (Ma and Blenis, 2009)? There are no studies to my knowledge 
that examined the TOR-dependence of planarian translation, and it is, therefore, conceivable 
that TOR is less instrumental than it is in other animals. Another possibility is that TOR(RNAi) 
animals get arrested in the S-phase and don’t complete mitosis. This is possible in principle as 
I used BrdU as a proliferation assay, which detects newly replicated DNA independently of the 
successful completion of the S-, G2- and M- phases. This hypothesis can be tested with a 
marker for a later cell cycle stage, such as H3P that labels cells in M-phase. If neoblasts in 
TOR-depleted animals are able to complete the cell cycle, the increase in the fraction of H3P 
positive cells should be proportional to the increase of BrdU positive cells. However, in the 
case of abortive proliferation, I would expect much lower levels of H3P positive cells compared 
to BrdU positive cells. The abortive proliferation hypothesis is attractive, as it could reconcile 
the highly conserved rate-limiting function of TOR in translation with the increased levels of 
BrdU-positive cells in TOR/AMPK-double(RNAi) or in recently fed TOR(RNAi) animals. 
Similar considerations apply to the potential existence of a nutritional check-point in G2.  
The cell cycle progression of neoblasts in AMPK-depleted animals should also be tested using 
the H3P labeling as above: without testing, if the neoblasts complete the cell cycle, one can in 
principle not distinguish if the AMPK(RNAi) phenotype stems from increased proliferation or 
might potentially result from a slowdown of S-phase progression. However, the fact that 
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feeding and AMPK(RNAi) result in a similar proportion of neoblasts in S-phase (see above) 
makes this scenario unlikely. The most intriguing question, however, concerns the underlying 
mechanisms by which AMPK inhibition alone can promote cell cycle progression into S-phase, 
which I will discuss in the next chapter.  
4.4.4 An evolutionarily conserved stem cell switch? 
A very interesting study from P. Narbonne and R. Roy showed that the AMPK ortholog in 
C.elegans, AAK-2, is a crucial regulator of cell cycle arrest in germline stem cells (GSCs). The 
downregulation of aak-2 causes ectopic proliferation of GSCs during the “dauer” development, 
a diapause-like stage that is generally associated with cell cycle arrest (Narbonne and Roy, 
2006b). Further, work from K.L Laws and D. Drummond-Barbosa (Laws and Drummond-
Barbosa, 2016) showed that AMPK is required in Drosophila melanogaster ovaries to restrict 
the proliferation of germline stem cells (GSCs) in response to poor diet. These examples 
indicate an evolutionarily conserved role of AMPK as a regulatory mechanism to integrate 
dietary restriction and stem cell proliferation. The future elucidation of planarian mechanisms 
may thus provide generally applicable insights into stem cell regulation.  
4.4.5 Summary and Outlook 
So far, my results provide intriguing insights into how planarian neoblast proliferation is 
coordinated with the global energy budget. In the following chapter (discussion) I summarize 
and discuss the interplay of the signaling pathways in regulating neoblast proliferation, in 
particular, the possible mechanisms of the TOR-independent antiproliferative effect of AMPK. 
Further, I suggest potential mechanisms by which AMPK might regulate not only the 
proliferation of neoblasts but also death of differentiated cells. Finally, I explain how these 
considerations might help to understand the regulation of cell turnover in planarians and in 
other models of stem cell dynamics.   
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Chapter 5 
 
5 Discussion and Outlook 
 
The aim of my thesis was to investigate the role of energy metabolism in the regulation of 
planarian cell turnover. As feeding in planarians modulates the growth/degrowth behavior and 
causes an immediate and sustained increase in proliferation, energy metabolism is certainly at 
the core of planarian cell turnover. In order to understand the underlying mechanisms, I 
investigated the role of energy stores in the growth dynamics of planarians and the regulatory 
mechanism of neoblast proliferative activity after feeding. I expected the obtained observations 
to provide important insights beyond planarians into the general process of the regulatory 
mechanism of cell turnover.  
The main findings of my thesis are that planarians are auxotrophic for fatty acids, they store 
TAGs and glycogen in intestinal cells, and these energy stores are size dependent, with 
important implications for the size-dependency of growth/degrowth rates and the scaling of 
metabolic rates with body size (Kleiber’s law; see chapter 2). The most important finding of 
my thesis is in my opinion that AMPK seems to uncouple neoblast proliferation from the 
planarians’ energy state, as neoblasts depleted of AMPK keep proliferating during starvation 
at levels comparable to those in fed worms. Moreover, this AMPK depletion phenotype may 
be independent of TOR activity and, furthermore, feeding-induced proliferation may also likely 
be TOR-independent. Interestingly, TOR may be important for proliferation maintenance 
during starvation, as TOR depletion diminishes the levels of relative proliferating cells in 
starved worms, similar to the RNAi phenotypes of all planarian FGFR orthologs and 
components of insulin signaling. As I already discussed the implications of my findings 
regarding energy storages and their size dependency in chapter 2 and in (Thommen et al., 
2019), here, I focus on AMPK and the possible mechanisms by which it could regulate cell 
turnover.  
All in all, my results suggest the following model on how AMPK-TORC1 regulatory network 
might work in planarians (summarized in Figure 5.1). Feeding increases the neoblast 
proliferation rate, but this proliferation increase does not rely on TORC1 activity. Feeding is 
assumed to inactivate AMPK, due to an increase in ATP levels. One possible mechanism of 
neoblast proliferation increase upon feeding could be due to inactive AMPK, which releases 
AMPK’s inhibitory effect from a factor (different from TORC1) which has pro-proliferative 
activity, supporting proliferation. It is, however, still unclear whether AMPK inactivation is 
already sufficient to increase proliferation by releasing such a pro-proliferative factor, or if 
AMPK is required for the downregulation of proliferation (see also chapter 4).  
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Under starvation, proliferation maintenance is probably under the control of IR, IGFR, FGFR, 
and TORC1 (chapter 4). Interestingly, IR, IGRF, and FGFR might all converge onto TORC1 
(Laplante and Sabatini, 2012), in addition to activating several signaling pathways (see below). 
In the context of starvation in planarians, the common proliferation phenotype of depleting the 
three receptors and TORC1 (TOR and RPTOR) suggests that they might function in a common 
pathway Figure 5.1. AMPK is assumed to be activated under starvation due to increase of the 
AMP-ADP/ATP ratio and might affect the proliferation decrease by inhibiting a pro-
proliferative factor different from TORC1. That the pro-proliferative factor is not TOR was 
shown in my double knockdown experiment as the phenotype of AMPK depletion was not 
rescued by TOR depletion (see chapter 4).  
 
Figure 5.1 Schematic illustration depicting the suggested model of the AMPK-TORC1 regulatory 
network in planarians.  
Arrows with pointed heads represent stimulating signaling and those with blunt heads inhibiting 
signaling. Solid black arrows indicate active pathways and dashed black arrows inactive ones. Dashed 
grey arrows denote pathways which are probably not active in planarians. Left panel: the thick arrow 
pointing to “proliferation” indicates an increase in proliferation after feeding. Right panel: the thin 
arrow pointing to “proliferation” indicates the basal proliferation maintenance during starvation. The 
mechanistic aspects of the suggested regulatory network are described in the text. 
Supportive evidence that AMPK activation can stop proliferation comes from studies using 
AMPK activators that report suppression of cell proliferation in a variety of cell types (El-
Masry et al., 2012; Motoshima et al., 2006; Rosilio et al., 2013; Vincent et al., 2014). 
Importantly, some of the proliferative effects induced by the AMPK activators are not AMPK 
specific, and only some of the activator drugs, like A769662, show AMPK specific effects 
(Vincent et al., 2014). Nevertheless, there are studies which showed that AMPK is required to 
slow down the proliferation of germline stem cells (GSCs) in Drosophila melanogaster ovaries 
in response to poor diet (Laws and Drummond-Barbosa, 2016) and that in Caenorhabditis 
elegans (C. elegans) AMPK is required to inhibit germline proliferation during dauer 
development (Narbonne and Roy, 2006b). All these pieces of evidence indicate that AMPK 
plays a significant role in the regulation of cell proliferation. 
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In future studies, it will be important to elucidate the mechanism of regulation of neoblast 
proliferative activity by AMPK, which is especially interesting with regard of its potential TOR 
independency which might even be evolutionarily conserved (personal communication with R. 
Roy). Next, I want to suggest some possible mechanisms of how AMPK might be able to 
regulate neoblast proliferation in a TORC1 independent manner. The proposed mechanisms 
can be divided into cell-autonomous (occurring only within the neoblast itself) and cell non-
autonomous (occurring across tissues affecting the proliferation of neoblast).  
5.1 Cell-autonomous roles of AMPK in proliferation regulation    
5.1.1 Independent regulation of ribosomal translation elongation as a 
potential modulator of neoblast proliferation 
Protein synthesis is one of the most important processes to promote cell cycle progression, but 
at the same time, it is also one of the most energy consuming processes (using up to 30–35% 
of total cellular ATP (or equivalents)) (Wang et al., 2017). Therefore, it is a highly regulated 
process, and indeed, it is known to be regulated by TORC1 in a manner that affects cell cycle 
progression (see chapter 1). 
Protein synthesis is divided into three main stages, initiation, elongation, and termination 
(Merrick, 2010). Wide attention was devoted to the process of initiation, with TORC1 targeting 
S6K and 4EBP as one of the key modulators (see chapter 1). However, the control of elongation 
is also starting to emerge as an important regulator of mRNA translation. One of the key 
regulatory steps during elongation is the phosphorylation of the eukaryotic elongation factor 2 
(eEF2), which mediates the movement of ribosomes along the mRNA from one codon to the 
next (reviewed (Kenney et al., 2014)). Phosphorylated eEF2 (Price et al., 1991) impairs mRNA 
binding to the ribosome (Carlberg et al., 1990) and the rate of translation elongation is reduced. 
The protein kinase eukaryotic elongation factor 2 kinase (eEF2K) phosphorylates and inhibits 
eEF2. eEF2K is itself regulated by phosphorylation at several sites and by different upstream 
signaling pathways, including TORC1 signaling. TORC1 inhibits eEF2K by phosphorylation 
(also via TORC1 activated S6 kinases), thereby increasing the activity of eEF2 and promoting 
translation elongation. Also, stimulated MAP kinases, i.e., ERKs, phosphorylate eEF2K (via 
activation of p90RSKs) and turn off its activity, thus activating eEF2 and translation 
elongation.  
In contrast to these pathways that inactivate eEF2K, there are several events which activate it. 
eEF2K is activated upon Ca2+/calmodulin (CaM) binding, which leads to extensive 
autophosphorylation, but also after phosphorylation by cAMP-dependent protein kinase 
(PKA). AMPK also activates eEF2K by phosphorylation at multiple sites, i.e., directly, and not 
as previously assumed through inhibition of TORC1 (Johanns et al., 2017). AMPK-eEF2K-
driven downregulation of protein elongation was shown to be crucial as a survival mechanism 
of tumor cells and C. elegans L1 larvae during the time of nutrient deprivation (Leprivier et 
al., 2013). 
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The regulation of protein synthesis by eEF2K is an interesting candidate mechanism for a 
putative AMPK dependent/TOR independent activation of neoblast proliferation Figure 5.2. 
According to this model, the increase in proliferation after feeding might be due to the 
inactivation of eEF2K and thus activation of eEF2 that promotes translation elongation, leading 
to an increase in protein synthesis. The activity of eEF2K is diminished presumably by two 
mechanisms, first feeding dependent inactivation of AMPK (which activates eEF2K by 
phosphorylation) and downregulation of two (out of three) eEF2K isoforms at the 
transcriptional level (according to my RNA-seq experiments described in chapter 3). 
During starvation, proliferation is reduced to a basal level, presumably by activation of eEF2K 
which inhibits eEF2, slowing down translation elongation, and therefore protein synthesis. 
Activation of eEF2K is likely mediated by AMPK which is activated in times of starvation. 
Planarian basal proliferation might be controlled by multiple signaling pathways like TORC1 
(activated by RTKs, like IR, IGFR or FGFRs) and ERK (activated by FGFRs) which all inhibit 
eEF2K and thus might counteract the total inhibition of protein synthesis by AMPK, allowing 
cells to maintain a basal rate of proliferation. Indeed, similar to TOR (RNAi) (discussed in 
chapter 4) depletion of ERK2 by RNAi also leads to reduced basal proliferation (see screening 
results in chapter 4).   
 
Figure 5.2 Schematic illustration depicting the suggested model of AMPK and TORC1 
independent regulation of protein elongation by eEF2K.  
Arrows with pointed heads represent stimulating signaling. The arrows with blunt ends represent either 
inhibiting signaling or in the left panel the down-regulation of eEF2K at the transcriptional level. Solid 
black arrows indicate active pathways and dashed black arrows inactive. Dashed grey arrows denote 
pathways which are probably not active in planarians. Left panel: the thick arrow pointing to 
“proliferation” indicates an increase in proliferation after feeding. Right panel: the thin arrow pointing 
to “proliferation” indicates the basal proliferation maintenance during starvation. The mechanistic 
aspects of the suggested regulatory network are described in the text.       
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To assess the proposed model, I suggest testing whether the depletion of eEF2K (using RNAi), 
which should lead to an increase in eEF2 activity (see above and (Kenney et al., 2014)), mimics 
the proliferation phenotype of AMPK RNAi during starvation, i.e., shows increased 
proliferation. Further, using metabolic labeling techniques (like [35S]-methionine pulse-chase 
experiments by feeding), one could test the rate of global protein synthesis in TOR- and 
TOR/AMPK- depleted animals. If the proposed model is true, the rate of protein synthesis 
should be lower in neoblasts of TOR (RNAi) worms compared to neoblasts from intact starved 
worms and higher (probably comparable to the levels in fed worms) in TOR/AMPK depleted 
worms.   
The proposed control of proliferation maintenance by multiple signaling pathways like TORC1 
and ERK with their upstream stimulation by insulin signaling components (IR, IGFR) and 
FGFR can be validated by simultaneous depletion of TOR and ERK or IR/IGFR and FGFs. 
The expected outcome should be a more severe effect on proliferation maintenance during 
starvation.  
5.1.2 AMPK might regulate cell cycle progression directly  
Given the multiple effects of AMPK on cellular processes (see chapter 1), it could very well 
be that the modulation of protein elongation is not the sole regulator of cell cycle progression. 
For example, AMPK activity has also been linked to the regulation of proliferation by direct 
regulation of the cell cycle (Imamura et al., 2001; Jones et al., 2005). These studies suggest 
that active AMPK phosphorylates the tumor-suppressor protein p53, preventing its 
degradation, such that accumulated p53 arrested the cell cycle by upregulating the transcription 
of the CDK inhibitor p21. Importantly though, the amino acid sequence at the phosphorylated 
site of vertebrate p53 does not correspond to the AMPK consensus recognition motif. It is 
therefore not clear whether AMPK can itself promote the phosphorylation of p53, as it seems 
to be able to phosphorylate eEF2K despite the absence of a consensus recognition motif 
(Johanns et al., 2017), or whether phosphorylation of p53 is mediated indirectly by another 
kinase (Hardie, 2011; Motoshima et al., 2006).  
5.1.3 AMPK might regulate symmetric versus asymmetric cell division  
Another role of AMPK, apart from the regulation of metabolism, its function along with its 
upstream regulator LKB1 in the establishment and maintenance of cell polarity. Cell polarity 
is especially crucial in stem cell divisions. Molecular asymmetries between mother and 
daughter cells often signify differentiation, whereas symmetries signify self-renewal. Thus, the 
specification of symmetric versus asymmetric divisions is a crucial aspect of maintaining stem 
cell homeostasis in any stem cell system (reviewed (Nakano and Takashima, 2012)). 
Interestingly, it has been demonstrated that LKB1/AMPK mediates the nutrient-driven switch 
between symmetric and asymmetric stem cell division in the intestinal epithelium in mice 
(Blackmore et al., 2017). Under low nutrient availability, active LKB1/AMPK promotes 
asymmetric cell division to maintain tissue size. In contrast, at high nutrient availability, 
inactive LKB1/AMPK results in symmetric cell divisions, which expands the stem cell pool 
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and allows the subsequent growth of the tissue. Indirect evidence that AMPK might contribute 
to the switch between symmetric and asymmetric neoblast division in planarians comes from 
K. Lei and colleagues (Lei et al., 2016), who have shown that EGFR3, a known upstream 
regulator of LKB1 and AMPK in the regulation of cell polarity (Castanieto et al., 2014), is 
involved in mediating asymmetric cell division during neoblast repopulation after sublethal 
irradiation. When EGFR3 is depleted, which should render LKB1 and AMPK inactive, 
neoblasts divide only symmetrically. Unfortunately, the authors did not assess the cell division 
mode after LKB1 and AMPK depletion, nor whether LKB1 and AMPK are directly targeted 
by EGFR3.  Moreover, the cell division modes and the role of EGFR3 was only elucidated 
during neoblast repopulation after sublethal irradiation. Therefore, it would also be interesting 
to investigate the effect of feeding and regeneration on symmetric and asymmetric neoblast 
division rates and the role of AMPK there-in. 
5.2 Cell non-autonomous roles of AMPK in proliferation 
regulation 
5.2.1 AMPK might modulate the release of lipid stores 
The above discussion was so far based on the assumption that AMPK functions in neoblasts in 
a cell-autonomous manner. An additional possibility could be that AMPK regulates neoblast 
proliferative activity in a cell non-autonomous manner, for example by modulating buildup 
versus utilization of energy storages in the planarian intestine. In fact, AMPK in planarians and 
other animals is expressed in practically all cell types, thus complicating the cause and effect 
analysis of phenotypes in animal models. For example, a study from P. Narbonne and R. Roy 
(Narbonne and Roy, 2008) has shown that in C. elegans, AMPK acts in the hypodermis to slow 
down the release of stored lipids during the dauer stage, therefore regulating the survival of the 
animals in a cell non-autonomous way. When AMPK is depleted, the activity of TAG lipase 
(ATGL) is elevated, leading to an increase in lipolysis.  
This observed function of AMPK in C. elegans could be similar in planarians, i.e., AMPK 
depletion could increase lipolysis of stored lipids in the planarian gut (evidence of lipid stores 
in planarian gut is described in chapter 2), and the released fatty acids might then stimulate 
neoblast proliferation. This is possible as, first, neoblasts are located between the gut branches 
and should have easy access to the free fatty acids, and second, according to my results from 
the feeding experiments (chapter 3), lipids play an essential role in neoblast proliferation.  
Also, a combination of cell-autonomous and cell non-autonomous regulatory ways by AMPK 
would make an elegant control system. When energy is abundant, rendering AMPK inactive, 
it allows an increase in proliferation (by one or more mechanisms described above) and at the 
same time enhances lipolysis in order to ensure sufficient energy and building-block supply for 
proliferating cells. There is indeed some evidence that lipolysis might be increased after 
feeding. First, the transcription profile of a lipase, hormone sensitive lipase (HSL) is 
upregulated after feeding (see chapter 3) and concomitantly, the semi-quantitative 
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determination of TAGs levels (using TLC, see chapter 2) after feeding shows no increase. Both 
observations point towards immediate usage of TAGs after feeding as building blocks or 
energy. During starvation, when active AMPK slows down proliferation, it also slows down 
the release of stored lipids in order to sustain energy storage for the period of starvation.    
In order to test the hypothesis that AMPK depletion affects lipolysis, long-term measurements 
of TAG levels could be carried out in AMPK RNAi worms using the established semi-
quantitative TLC system. In case of AMPK inactivation-dependent increase in lipid release, a 
sensible next question would be whether the continuous lipolysis in starved worms is necessary 
for the increased proliferation phenotype under AMPK RNAi conditions (neoblast autonomous 
vs. non-autonomous AMPK action). This could be tested by depleting the lipases (by RNAi) 
and monitoring the proliferation rates. Hypothetically, when increased proliferation is driven 
only by the neoblast non-autonomous effect of AMPK via lipid mobilization, the depletion of 
lipases in AMPK(RNAi) animals would lead to normal or diminished levels of proliferation.     
5.3 Possible role of AMPK in regulation of autophagic cell death  
Another important function of AMPK is the regulation of autophagy. When cellular energy is 
scarce, active AMPK positively regulates autophagy, a process of breaking down a cell’s own 
organelles and cytosolic components in order to ensure sufficient energy and metabolite supply 
(see chapter 1). Therefore, autophagy represents a survival mechanism allowing organisms to 
overcome times of famine (reviewed in (Levine and Klionsky, 2004)), though it might also be 
a mechanism for cell death (how autophagy interacts with and affects the cell death machinery 
is still under investigation; reviewed in (Fitzwalter and Thorburn, 2015) (Yonekawa and 
Thorburn, 2013) (Edinger and Thompson, 2004)).  
The first evidence of autophagy in planarians was observed in one-week starved worms using 
transmission electron microscopy (TEM) and biochemical studies of acid phosphatase activity 
(Bowen et al., 1976; Bowen and Ryder, 1974). More recent studies suggested that autophagic 
cell death of primarily differentiated cells might be involved in the process of tissue 
remodeling, which takes place during regeneration and starvation (chapter 1) and likely 
supplies the dividing neoblast with energy (González-Estévez and Salò, 2010; González-
Estévez et al., 2007). Indeed, during regeneration and starvation cell death increases (Pellettieri 
et al., 2010). AMPK might be a good candidate as the modulator of autophagic cell death during 
starvation because activated AMPK can induce autophagy potentially promoting cell death. 
This can be tested by monitoring the cell death rates in AMPK(RNAi) worms (cell death rate 
predicted to be low) and in worms treated with AMPK activators (cell death rate predicted to 
be high). Based on the assumption that AMPK can in principle induce autophagic cell death, 
another interesting question is whether AMPK promotes autophagic cell death during 
regeneration, which is known to be elevated (see above). If AMPK is involved, a particularly 
interesting question would be how it is regulated, i.e., what the upstream regulators of AMPK 
might be, especially as they might be different from AMP vs. ATP levels.  
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5.4 AMPK as a potential modulator of cell turnover that couples 
cell proliferation and cell death to the animal’s energy state  
Together the hypothesized roles of AMPK in the regulation of neoblast proliferation and cell 
death point towards the interesting possibility that the two components of cell turnover, i.e., 
cell death and cell proliferation, can be coordinated by a central modulator. This modulator 
could be AMPK, which senses the energy state of the animals and regulates cell turnover 
accordingly.   
When nutrients are available, and the energy budget in the animals is rather high, AMPK is 
turned off, potentially preventing the autophagy with subsequent cell death and allowing an 
increase in neoblast proliferation (through the mechanism suggested above). Also, it is possible 
that inactivation of AMPK accelerates the lipolysis of stored lipids in the gut, thereby supplying 
the proliferating neoblasts with fatty acids as building blocks and/or energy. All these processes 
lead to a net increase in cell numbers and therefore animal growth. In contrast, when the 
animals are starved, and the energy budget of the cells is low, AMPK is active and might 
potentially stimulate cell death in differentiated cells by activating autophagy and decrease 
neoblast proliferation to basal levels, presumably by mechanisms described above. The 
IR/IGFR-TORC1 and FGFR-ERK signaling might control the basal levels of proliferation, and 
the dying cells could be used as energy supply, by potentially being phagocytized (which is 
also a subject for future studies). This leads to a constant decrease in cell numbers and to the 
observable degrowth of the animal, but importantly cell turnover is maintained as the neoblasts 
maintain a basal level of proliferation. Importantly, while in this thesis work I established that 
AMPK might link cell energy state and proliferation, whether such a link between the energy 
state and cell death also involves AMPK remains to be tested. 
In sum, the regulation of cell turnover - at least in the process of growth/degrowth - might be 
under the control of AMPK which is likely modulated by the energy state. AMPK could 
autonomously regulate neoblast proliferation and cell death, leading to the hypothesis that 
coordination of the two fundamental processes of cell turnover are independent of each other 
such that, no feedback mechanism or release of mitogens is involved (described in chapter 1).   
One piece of evidence supporting that cell death might be regulated independently of cell 
proliferation at least in the process of regeneration comes from the work of J. Pellettieri 
(Pellettieri et al., 2010). The authors showed that in neoblast-depleted worms (by X-radiation) 
also two prominent waves of apoptosis (described in chapter 1) normally take place. Whether 
the same is true during the time of prolonged starvation, i.e., whether there is an increase in 
cell death rates in starved worms depleted of neoblasts (by X-radiation) was not addressed in 
this study and is a subject for future work.  
The reverse scenario, whether neoblast proliferation is regulated independently of cell death 
has not yet been tested. Directly addressing this hypothesis would require the inhibition of 
either cell death by depleting proapoptotic genes or even by inhibiting specifically autophagic 
cell death, for example by depleting death-associated protein-1 (DAP-1) (González-Estévez et 
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al., 2007)). If the regulation of neoblast proliferation is independent of cell death, I expect to 
observe an unaltered proliferation response to feeding and amputation. It is, however, possible 
that after amputation, cell death might play an important role, for example as a source of 
energy, building blocks (see above) and mitogens (described in chapter 1) that might support 
and drive proliferation. Also, the fact that both, the increase in cell death and the increase in 
neoblast proliferation, exhibit a biphasic response could support the hypothesis of cell death as 
an inducer of neoblast proliferation. Also, a very likely scenario is that neoblast proliferation 
maintenance in starved and intact worms is regulated by dying cells, probably as a source of 
energy. This would be another evidence for the fact that proliferation maintenance during 
starvation (and in intact worms) is regulated differently from the proliferation response to 
feeding.  
That the animal’s energy budget could be the central modulator of cell turnover - at least during 
the size adaptation to the nutritional state - is suggested by the finding (described in chapter 2) 
that the size-dependent increase of energy stores is inversely correlated with the size-dependent 
growth/degrowth dynamics. This means that larger worms store proportionally more energy in 
the form of lipids and glycogen and grow and degrow more slowly compared to smaller worms. 
The next essential step is to understand whether and how growth/degrowth dynamics are 
reflected in cell turnover dynamics, i.e., whether cell death and neoblast proliferation rates also 
behave in a size-dependent manner. Further, to validate the hypothesis that the energy state is 
sufficient to control cell turnover, it would be necessary to directly manipulate the energy stores 
formation (e.g., RNAi of storage-building enzymes) in order to ask whether and how it would 
affect the cell death and cell proliferation rates. Whether AMPK is involved in the mediation 
of this size-dependent regulation of cell turnover according to the energy budget would be a 
subject for a later study.  
5.5 Summary and Outlook 
In sum, my thesis work provides interesting insights into the role of energy metabolism in the 
regulation of planarian cell turnover. Besides suggesting that planarians are auxotrophic for 
fatty acids, I show that the amount of energy stores in form of TAGs and glycogen increases 
disproportionately with the animals’ size, indicating a potential regulatory interplay with the 
size-dependency of growth/degrowth rates. Further, the elucidation of specific contributions of 
diet quantity and quality on the systems-level regulation of neoblast proliferative activity 
revealed different modes of proliferation: diet dependent early proliferation and diet 
independent late proliferation responses upon feeding, and proliferation maintenance during 
starvation. Finally, the elucidation of the underlying molecular requirements of neoblast 
proliferation during the different modes revealed candidates like IR, IRS, FGFR, and TORC1, 
which are involved in regulation of proliferation during starvation. The most interesting 
outcome and the main finding of my thesis work is that neoblasts in planarians depleted of 
AMPK keep proliferating during starvation at levels comparable to those in fed worms. This 
suggests that AMPK can uncouple neoblast proliferation from the organismal energy state, 
which furthermore seems to be independent of TOR as both, the AMPK depletion phenotype 
and the feeding-induced proliferation do not rely on TOR.  
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Further, I have discussed how these observations could be explained by the interplay between 
AMPK, TOR, and other signaling pathways. I compared possible cell-autonomous and non-
autonomous models, in which proliferation might be controlled via the regulation of translation 
elongation, symmetric versus asymmetric cell division, direct cell-cycle control, the 
mobilization of energy and building blocks from dedicated storage, or by apoptotic cell 
recycling. I discussed how future experiments should be able to discern these possibilities. I 
further discussed how during regeneration, autophagy-induced apoptosis could potentially feed 
or even stimulate proliferation via the supply of energy and building blocks or through 
mitogens that are released from dying cells, but that cell death-induced mitogen release is likely 
not involved in growth/degrowth control after feeding and during starvation. Instead, I propose 
that proliferation and cell death might both be regulated by AMPK, however, independently 
during cell turnover in intact starved and fed planarians.  
The central role of AMPK in coupling proliferation control and – possibly – the control of cell 
death to cellular energy states in a way that seems to be independent of the well-established 
AMPK-TOR axis has implications beyond planarians and might imply AMPK as a part of a 
general regulatory mechanism of cell turnover. Conclusively, towards the goal of 
understanding cell turnover, my results provide a wealth of hypotheses and experimental tools 
to initiate the dissection of the underlying mechanisms in planarians. 
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Materials and Methods  
Animal husbandry 
The asexual (CIW4) strain of S. mediterranea was used in all experiments. The animals were 
kept at 20 ºC in plastic containers in 1x Montjuïc salt water (also called 1x planarian water 
(1xPW)(1.6 mM NaCl, 1.0 mM CaCl2, 1.0 mM MgSO4, 0.1 mM MgCl2,0.1 mM KCl, 1.2 mM 
NaHCO3) with 25 mg/L gentamycin sulfate. If not otherwise indicated the length of each 
individual worm was measured using graph paper prior to experiments. 
Method for identifying planarians orthologs of metabolic enzymes 
All the bioinformatic work was done by N. Lakshmanaperumal from the Scientific Computing 
Facility, MPI-CBG. Here only in brief, the Rink lab high quality transcriptome assembly of S. 
mediterranea (S. med.) (Brandl et al., 2016) was used to implement a pathway mapping 
strategy on basis of the Kyoto Encyclopedia of Genes and Genomes (KEGG) resource 
(Kanehisa and Goto, 2000). The transcript sequences for S. med. were aligned (blastx) against 
the genomes of several selected species (ranging from plants to bacteria, see Table 2). Only 
hits with a query coverage over 20% were selected and their Gene ID used to assign the EC 
numbers required for pathway mapping in KEGG.  
Table 2 List of selected species for pathway mapping strategy on basis of KEGG.  
# Name of species # Name of species 
1 Schistosoma mansoni 21 Mus musculus (mouse) 
2 Lottia gigantea (owl limpet) 22 Monodelphis domestica (opossum) 
3 Helobdella robusta 23 Gallus gallus (chicken) 
4 Nematostella vectensis (sea anemone) 24 
Alligator mississippiensis (American 
alligator) 
5 Hydra vulgaris 25 Arabidopsis thaliana (thale cress) 
6 Trichoplax adhaerens 26 Solanum lycopersicum (tomato) 
7 Amphimedon queenslandica (sponge) 27 Glycine max (soybean) 
8 Caenorhabditis elegans (nematode) 28 Zea mays (maize) 
9 Trichinella spiralis 29 
Saccharomyces cerevisiae (budding 
yeast) 
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10 Caenorhabditis briggsae 30 Candida albicans 
11 Ixodes scapularis (black-legged tick) 31 Neurospora crassa 
12 Tribolium castaneum (red flour beetle) 32 Aspergillus flavus 
13 Apis mellifera (honey bee) 33 Monosiga brevicollis 
14 Aedes aegypti (yellow fever mosquito) 34 Tetrahymena thermophila 
15 Drosophila melanogaster (fruit fly) 35 Trypanosoma brucei 
16 
Strongylocentrotus purpuratus (purple 
sea urchin) 
36 Escherichia coli K-12 MG1655 
17 Ciona intestinalis (sea squirt) 37 Helicobacter pylori 26695 
18 Danio rerio (zebrafish) 38 Methanocaldococcus jannaschii 
19 Xenopus laevis (African clawed frog) 39 Pyrobaculum aerophilum 
20 Homo sapiens (human)   
 
We describe some of the following methods in similar form also in (Thommen et al., 2019). 
Lipid droplet staining  
(see also (Thommen et al., 2019)) 
Two weeks starved large worms (~15mm) were killed by incubation in 7.5 % NAC for 5 min 
at room temperature (RT) and fixed in 4 % paraformaldehyde (PFA) (EMS, Cat. No.: 15710) 
for 2 days at 4ºC. Fixed worms were embedded in 4 % low-melting-point agarose (Sigma, Cat. 
No.: 9414) and sectioned using a vibratome (100 µm, Leica, Germany). Sections were first 
treated with PBS-T (0.5%) (PBS with 0.5 % Triton X-100) for 2 hours and then incubated 
overnight (~ 16 hours) with LD540 (0.5 µg/ml) (lipid droplet dye (Spandl et al., 2009)) (kind 
gift from Christoph Thiele, Bonn) and DAPI (1 µg/ml) in PBS at RT. After thoroughly washing 
with PBS-T (0.3%) (PBS with 0.3 % Triton X-100) and a short rinse in PBS, sections were 
optically cleared with the slightly modified SeeDB protocol (Ke et al., 2013), which was kindly 
shared by Dr. F. Segovia Miranda. For this, sections were incubated sequentially with 
increasing concentrations of aqueous fructose solution (25 % for 4 hours, 50 % for 4 hours, 75 
% and 100 % fructose for overnight) and finally with the saturated fructose solution overnight. 
All steps were carried out at RT. Sections were mounted on glass slides with the SeeDB 
solution and confocal images were taken on a Zeiss LSM 700 inverted microscope (20x 
objective, Zeiss Plan-Apochromat, 0.8 numerical aperture) using 80 % 2,2’-Thiodiethanol as 
immersion media (Staudt et al., 2007).   
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Lipid quantification  
Optimization of homogenization condition  
(see also (Thommen et al., 2019)) 
To prevent the triacylglycerol (TAG) degradation that was observed after animal 
homogenization in dH2O (after Bligh and Dyer extraction protocol (Bligh and Dyer, 1959)) 
different homogenization conditions with Isopropanol containing solvent mixtures were tested 
(Figure 2.3C in chapter 2). Five large (~15 mm) animals were always pooled and homogenized 
in the respective solvent mixture: either in 300 µl Isopropanol (M1), or in 1 ml ice-cold 
Isopropanol (M2), or in 1 ml ice-cold Isopropanol/ Acetonitrile (1:1) (M3), or in 1 ml 
Isopropanol with 0.5% glacial acetic acid (M4), or for Bligh and Dyer method in 1 ml cold 
dH2O. The homogenization in ice-cold Isopropanol/Acetonitrile (1:1) was chosen for the 
subsequent experiments as it generates the least amount of free fatty acids (FFAs), reflecting 
the least degradation rate of TAGs. The homogenization was performed with TissueLyser II 
(Qiagen) at 30Hz, using the zirconia/silica beads (1.0 mm diameter, Carl Roth GmbH+Co.KG, 
Cat.No:11079110z) for 10 min and at 4ºC.  
Lipid extraction 
Homogenized samples in ice-cold Isopropanol/Acetonitrile (1:1) were extracted as described 
in (Sales et al., 2016; 2017; Schuhmann et al., 2012). Briefly, a volume of homogenate 
corresponding to 100 µg of total protein (determined from total homogenate by BCA protein 
assay kit, see below) was dried in 2ml Eppendorf tubes. Subsequently, 700 µl of 10:3 methyl 
tert-butyl ether (MTBE)/MeOH was added to the dried homogenates and samples were briefly 
vortexed and subsequently shaked for 1 hour at 4 °C in a Thermomixer (Eppendorf) at 1200 
rpm. Phase separation was induced by adding 140 µl of dH2O and vortexing for 15 min at 4 
°C, followed by centrifugation at 13400 rpm for 15 min. The upper phase was collected, 
evaporated and reconstituted in 50 µl of 2:1 MeOH/CHCl3 for TLC separation and in 600 µl of 
2:1 MeOH/CHCl3 for quantification by shotgun mass spectrometry (see below). 
Lipid separation by Thin Layer Chromatography (TLC) 
The volume of 20 µl from the lipid extract (described above) was load on high performance 
thin layer chromatography (HPTLC) silica gel plates (Merck, Cat.No.: 105633) and separated 
using n-hexane/diethylether/acetic acid (70:30:1, vol/vol/vol) as mobile phase (Hildebrandt et 
al., 2011). Lipids were visualized by spraying plates with 3 g cupric acetate in 100 ml of 
aqueous 10 % phosphoric acid solution and heating at 180 ºC for 10 min.  
Lipid standard used: for Cholesterolester – Cholesteryl linoleate (Sigma, Cat. No.: C0289); for 
Triacylglycerol – Glyceryl trioleate (Sigma, Cat. No.: T7140); for free fatty acid - Linoleic acid 
(Sigma, Cat. No.: L1376); for Diacylglycerol – Dioleoylglycerol (Sigma, Cat. No.: D8894); 
for Cholesterol – Cholesterol (Sigma, Cat. No.: C8503); for Monoaclyglycerol - 1-Oleoyl-rac-
glycerol (Sigma, Cat. No.: M7765). 
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Semi-quantitative determination of TAG content after feeding 
Ten medium-sized (~8mm) planarians either starved (i.e., one-week starved) or at different 
time points after feeding were pooled and homogenized in 0.5 ml ice-cold 
Isopropanol/Acetonitrile (1:1) as described above. The lipid extraction and separation using 
TLC were performed as described above.  
Lipid quantification by shotgun mass spectrometry  
(complete protocol can be found in (Thommen et al., 2019)) 
Synthetic lipid standards were purchased from Avanti Polar Lipids, Inc. (Alabaster, AL, USA). 
Stocks of internal standards were stored in glass ampoules at -20°C until used for lipid 
extraction. Two-weeks starved planarians of different size (40 small, length ~ 4 mm; 20 
medium, ~ 8 mm; and 6 large, ~ 16 mm) were pooled and homogenized in 1 ml ice-cold 
Isopropanol/Acetonitrile (1:1). The lipid extraction was performed as describe above with the 
difference that only the equivalent of 50 µg of total protein was extracted and the 
MTBE/MeOH extraction buffer was spiked with one internal standard for each of the lipid 
class. The mass spectrometric analysis was performed by O. Knittelfelder (Schevchenko 
group). Lipids were quantified by comparing the isotopically corrected abundances of their 
molecular ions with the abundances of internal standards of the same lipid class (see (Thommen 
et al., 2019) for detailed explanation and references). 
The amount of lipids per animal was calculated based on the known volume of homogenization 
solvent and the known number of animals. Lipid amounts were normalized to organismal cell 
number using the established scaling law between length and area (not shown) and between 
cell number and area (Figure 2.4A in chapter 2) (data from Dr. A.Thommen and Dr. S.Werner).  
Histological staining for glycogen on planarian cross sections  
(complete protocol can be found in (Thommen et al., 2019)) 
Fixation: two weeks-starved large (13mm -16mm) animals were anesthetized and relaxed for 
5 min on ice by supplementing chilled planarian water with 0.0485% w/v Linalool (Sigma, 
Cat. No.: L2602). Planarians were fixed in cold alcoholic Bouin’s fixative (15 ml Picric acid 
(saturated alcoholic solution, TCS Biosciences, Cat. No.: HS660), 12 ml 32 % PFA (EMS, Cat. 
No.: 15710), 2 ml glacial acetic acid and 15 ml ethanol) overnight at 4ºC and washed with 70 
% ethanol for the following two days with two-time exchanges per day. 
Paraffin embedding of fixed worms and sectioning with subsequent glycogen staining was 
performed by S. Weiche (Biotec, Histology facility). Briefly, fixed animals were dehydrated 
by alcohol-xylene series and xylene was replaced by melted paraffin with subsequent paraffin 
embedding in suitable molds. Cross-sections of 10 µm thickness were obtained using a 
microtome (Thermofisher Scientific, Microm HM355S). Prior to staining, one of two adjacent 
sections was treated (for 2 hours, at 37 ºC) with 0.2 N acetate buffer (pH 4.8) containing 
amyloglucosidase (AG) (0.03 U/µl) (Sigma, Cat. No.: A1602), while the other section was 
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treated with buffer only. Subsequent rinsing with dH2O washed out the digested glycogen on 
the section treated with AG but not on the section without enzyme treatment.  
For glycogen visualization, we used the Best’s Carmine staining method. The Carmine stock 
and - working solutions (Carmine (C.I. 75470) Carl Roth, 6859.1) as well the differentiating 
solution were prepared as described in “Romeis - Mikroskopische Technik” (Mulisch and 
Welsch, 2010). The sections were treated for 10 min with Carmine working solutions following 
by differentiating solution 2x for 1 min. Sections were briefly rinsed with 80 % ethanol and 
treated 2x for 1 min with 100 % ethanol and 2x for 2 min with xylene and mounted in 
Cytoseal™XYL (Richard-Allan Scientific; 8312-4). Stained sections were imaged with an 
Olympus BX61 Upright Microscope with 5x and 20x objectives.   
Glycogen quantification  
Glycogen quantification after feeding  
Medium-sized (7mm - 8mm) animals either starved (i.e., one-week starved) or at different time 
points after feeding (3 hours -7 days), or during prolonged starvation (14 days – 42 days) were 
pooled (2-3 animals per time point) together. The volume of 0.3 ml of dH2O containing 1x 
Protease Inhibitor Cocktail (1x PI) (ThermoFisher Scientific, Cat. No.: 87786) was added and 
samples were homogenized using TissueLyser II (Qiagen) and zirconia/silica beads (1.0 mm 
diameter, Carl Roth GmbH+Co.KG, Cat.No:11079110z) at 30Hz for 10 min and at 4ºC. After 
brief centrifugation, the samples were flash frozen in liquid nitrogen and sonicated (Covaris 
S2 Sonicator) for 1 min. An aliquot was taken for protein quantification with BCA protein 
assay kit (see below). The glycogen quantification method was adapted to planarians on basis 
of a protocol for Drosophila larvae developed by the C. Thummel lab (University of Utah). 
Briefly, heat-treated homogenate (70ºC, 10 min) was centrifuged at 13400 rpm for 2 min and 
the glycogen-containing supernatant was collected for the measurements. The volume of 50 µl 
of extracted glycogen was digested to glucose by adding 250 µl AG (Sigma, Cat. No.: A1602) 
(0.015 U/µl in 0.2 M acetate buffer, pH 4.8) for 2 hours at 37 ºC. The glucose content was 
measured using a colorimetric glucose assay kit (Sigma, Cat. No.: GAGO-20) (see also Figure 
2.2C and text in chapter 2) according to the manufacturer’s instructions. The assay was 
performed in triplicates (30 µl of digested glycogen extract per replicate) in black glass bottom 
96-well plates (Greiner Bio-One, Cat. No.: 655090) and the absorption spectra (560 nm) was 
measured using an Envision Microplate Reader (Perkin Elmer). The intensity of the color is 
proportional to the original glycogen concentration in the extract. Additionally, to assess 
background levels of free glucose, the supernatant without AG treatment was measured. 
Planarians do not contain free glucose at detectable levels (Figure 2.2F in chapter 2). Glucose 
and glycogen amounts were determined using a standard curve on basis of a glucose and 
glycogen dilution series, respectively. The value for glycogen and glucose per sample was 
normalized to the protein concentration (determined by BCA protein assay kit, see below).  
Glycogen and glucose quantification in liver  
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50 mg of homogenized calf liver paste was processed as described above (in 1ml dH2O 
containing 1x PI). Protein quantification by BCA (see below) was performed using a dilution 
series of the homogenate. Glycogen and glucose quantification was performed as describe 
above using a dilution series of the liver extract. Glucose and glycogen amounts were 
determined using a standard curve on basis of a glucose and glycogen dilution series, 
respectively. The value for glycogen and glucose was normalized to the protein concentration 
(determined by BCA protein assay kit, see below).  
Glycogen quantification in different-sized planarians 
(see also (Thommen et al., 2019)) 
Two weeks-starved animals were homogenized in dH2O (40 worms of 4 mm length in 0.5 ml; 
20 worms of 8 mm in 1ml; 10 worms of 16 mm in 1ml) as describe above. The homogenate 
was used for glycogen and total carbohydrate quantifications (see below). The glycogen 
quantification and the levels of the background glucose quantification were performed as 
described above.  
Glucose and glycogen amounts were determined using a standard curve on basis of glucose 
and glycogen dilution series, respectively. Glycogen amounts were normalized to organismal 
cell number using the established scaling law between length and area (not shown) and between 
cell number and area (Figure 2.4A in chapter 2) (data from Dr. A.Thommen and Dr. S.Werner). 
Total carbohydrate measurement  
(see also (Thommen et al., 2019)) 
Determination of total carbohydrate was carried out on whole homogenates (same as used for 
the glycogen assay above) using the phenol-sulfuric acid method. Specifically, 1 volume of 
homogenate (typically 60 µl) was heated with 5 volumes of 96% H2SO4 at 90ºC for 15 min 
and, after bringing to RT mixed with 1 volume of phenol (saturated with 0.1M citrate buffer, 
pH 4.3, Sigma, Cat. No.: P4682). The mix was then distributed into a 96-well plate with 70 
ul/well (triplicates) (Thermo Scientific Nunc MicroWell, Cat. No: 167008) and the absorbance 
was measured at 492 nm with Envision Microplate Reader (Perkin Elmer). The intensity of the 
color is proportional to the original carbohydrate concentration in the homogenate. 
Carbohydrate amounts were determined using the glycogen standard curve. The amount of 
total carbohydrates per animal was calculated based on the known volume of homogenization 
buffer and the known number of animals. Carbohydrate amounts were normalized to 
organismal cell number using the established scaling law between length and area (not shown) 
and between cell number and area (Figure 2.4A in chapter 2) (data from Dr. A.Thommen and 
Dr. S.Werner). The non-glycogen carbohydrate amount was calculated by subtracting the 
measured glycogen amount from the total carbohydrate measurement.  
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Protein quantification with Bicinchoninic Acid (BCA) Protein 
Assay Kit 
The Bicinchoninic Acid (BCA) Protein Assay Kit (Santa Cruz Biotechnology, sc-202389) was 
used to determine protein concentration in planarian homogenates for glycogen quantification, 
TAGs amount assessment using TLC and lipid quantification by shotgun mass spectrometry.  
Aliquots of planarian homogenates in dH2O (i.e., homogenates used for glycogen 
quantification and lipid extracts according to Bligh and Dyer) were centrifuged at 13400 rpm, 
at 4ºC for 10 min and the supernatant was used for protein quantification according to the 
manufacturer’s instructions. Briefly, 25 µl/well of sample (triplicates per sample) was 
incubated with 200 µl/well of reagent AB (50:1) at 36ºC for 30 min. The assay was performed 
in triplicates in black glass bottom 96-well plates (Greiner Bio-One, Cat. No.: 655090) and 
absorption was measured using the Envision Microplate Reader (Perkin Elmer) at 560 nm.  
The protocol for BCA assay for planarian homogenates in Isopropanol/ Acetonitrile (1:1) (i.e., 
homogenates for TAG amount assessment with TLC and lipid quantification by shotgun mass 
spectrometry) was kindly shared by Dr. O. Knittelfelder (Schevchenko group). The 
Isopropanol/ Acetonitrile homogenates were first dried down and then reconstituted in 200µl 
1:1 (v/v) RIPA/ABC buffer (see below) by shaking for ~ 15 min at RT. After 15 min 
centrifugation by 4ºC, at 13400 rpm the protein concertation was determined as described 
above. 
RIPA/ABC buffer:  
ABC buffer: 150 mM ammonium bicarbonate;  
RIPA buffer: 50 mM Tris pH 7.5-8, 150 mM NaCl, 1% triton x 100, 0.5% sodium 
deoxycholate, 0.1% SDS 
Food/Energy intake assay 
(see also (Thommen et al., 2019)) 
Plan area of individual animals (two and three weeks starved) was measured using the method 
described in (Thommen et al., 2019). Planarians were fed with organic homogenized calf liver 
paste, which was mixed with red fluorescence beads (FluoSpheres Sulfate Microspheres, 4 µm, 
fluorescent 580/605 nm, ThermoFisher Scientific, Cat. No.: F8858) coated in 1mg/ml BSA. 
The concentration of red fluorescence beads was about 6.5*105 per 1 µl liver. Single animals 
(or for calibration 2 µl of liver per beads mix) were dissociated into single cells in so called 
maceration solution (glycerol: glacial acetic acid: dH2O at a ratio of 1:1:13 (v/w/v), (Newmark 
and Sanchez Alvarado, 2000)) containing 0.1% Tween-20. To macerate the samples, they first 
were incubated at RT for 15 min and subsequently placed on a rotator for 15 min at RT. The 
remaining tissue clumps were further dissociated into cells by gentle up and down pipetting. 
For volume normalization (see further below) about 300 yellow-green fluorescent beads per µl 
(FluoSpheres Sulfate Microspheres, 4 µm, fluorescent 505/515 nm, ThermoFisher Scientific, 
Cat. No.: F8859) were added to the maceration solution. 1 µl drop of animal or liver macerates 
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or maceration solution as control were spotted into wells of a 96-well glass bottom plate 
(Greiner, Cat. No.: 655090) and dried overnight at RT in the dark (1 drop per well; each 
solution was assayed 10 times). Whole drops were imaged on an Operetta high content imaging 
system (PerkinElmer) (10x objective) and the number of red and yellow-green beads were 
automatically counted using a custom-built CellProfiler pipeline (Carpenter et al., 2006). The 
ingested liver volume per animal was calculated as follow: 
1. Total number of red beads per 1 animal = Number of red beads in 1 µl drop of worm 
suspension x Total volume of original maceration solution  
2. Total number of red beads per 1 µl liver = (Number of red beads in 1 µl drop of liver 
suspension / 2) x Volume of maceration solution  
3. Ingested liver volume per animal = Total number of red beads per 1 animal / Total 
number of red beads per 1 µl liver 
To account for possible pipetting errors leading to variation in drop volumes, the volume of 
liver eaten per animal was normalized to the ratio between yellow-green beads in the drops of 
the animal macerate and in the drops of maceration solution only. KNIME (Berthold et al., 
2007)(KNIME AG, Zurich, Switzerland) was used for data handling and calculations. The 
obtained measure of the ingested liver volume as a function of size (liver volume per plan area) 
was converted into energy intake per cell via the area to cell number conversion law (Figure 
2.4A, chapter 2) (data from Dr. A.Thommen and Dr. S.Werner) and the assumption that the 
caloric value of 1 µl of liver paste is 6.15 J (“Nutrient report of calf liver,” 2016).  
Microcalorimetry 
(see also (Thommen et al., 2019)) 
Size-matched planarians were placed inside 4 ml glass ampoules (TA Instruments, Cat. No.: 
24.20.0401) filled with 2 ml of 1xPW. To 60 out of 82 samples 10 mM HEPES was 
supplemented for improved buffering. However, no difference in animal health and/or heat 
generation was observed between samples with or without HEPES addition (data not shown). 
Using a dedicated crimping tool (TA Instruments, cat. #: 3339) the ampoules were sealed with 
aluminium Caps (TA Instruments, Cat. No.: 86.33.0400). For the measurements a multichannel 
microcalorimeter (TAMIII, TA Instruments), was used and 12 samples were measured 
simultaneously including 1-2 controls without animals. In order to equilibrate the ampoules 
with the temperature inside the device they were first inserted only half way and kept in this 
position for 15 min. Then, ampoules were placed completely inside the respective channels, 
placing the ampoules in direct contact with a thermoelectric detector that measured the heat 
production in relation to an oil bath kept at a constant temperature of 20 °C. The system was 
left to equilibrate for another 45 min before the measurements. The measurements lasted 
between 2-3 days. To determine the dry mass of the animals in the ampoules, animals were 
recovered immediately after the measurements, dried overnight at 60 °C and subsequently 
weighed on a microbalance (RADWAG MYA 5.2Y). The dry mass per animal was obtained 
by dividing the collective dry mass by the number of animals. The metabolic rate per cell was 
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determined by interconverting dry mass into cell numbers via the dry mass/cell number scaling 
law (not shown) (data from Dr. A. Thommen).  
BrdU labeling assay and smedwi-1 FISH on dissociated cells   
BrdU labeling  
The protocol for 5-Bromo-2′-deoxyuridine (BrdU) delivery by soaking was modified on basis 
of a published protocol (Cowles et al., 2012). Briefly, BrdU (Sigma, Cat. No.: B5002) was 
dissolved in 5xPW (20mg/mL) by warming the solution to 50°C in a water bath for 3 min and 
subsequent vortexing until completely dissolved. The BrdU solution was brought to RT and 
supplemented with DMSO to a final concentration of 3%. For soaking, 12-well plates (Thermo 
Scientific Nunc, Cat. No.: 150628) were used with ten planarians (4mm-5mm) per well. The 
animals were rinsed once with 5xPW before the pre-prepared BrdU solution (see above) was 
added (1 ml/well) and incubated for 3 hours in the dark.    
Dissociation into single cells 
Subsequent to the removal of the BrdU solution, animals were rinsed at least twice with 5xPW 
and transferred to 5ml Eppendorf tubes. The animals were dissociated into single cells as 
follows. 5xPW was replaced with 3 ml of so called, maceration solution, which is a mix of 
glycerol: glacial acetic acid: dH2O at a ratio of 1:1:13 (w/v/v) (Newmark and Sanchez 
Alvarado, 2000) and incubated at RT for 15 min. Then the samples were placed on a rotator 
for 15 min at RT. The remaining tissue clumps were dissociated into cells by gentle up and 
down pipetting. Note that the volume of maceration solution needs to be adjusted to the number 
of worms per sample, typically 3 ml per ten 4-5 mm animals. 
BrdU-Immunofluorescence and FISH for smedwi-1 on single cells  
The FISH protocol for dissociated cells was adapted by Dr. A. Thommen (Rink lab) from a 
published whole-mount FISH protocol (King and Newmark, 2013; Pearson et al., 2009). The 
protocol was further modified for high-throughput fixation and staining in 384-well plates as 
described below:  
Plate transfer, fixation and Proteinase K treatment 
30 µl of cell macerate (see above) was transferred into the well of a black glass bottom 384-
well plates (Greiner Bio-One, Cat. No.: 781092) and five to six wells were used as technical 
replicates per condition. The plate was centrifuged at 4000 rpm for 5 min to bring the cells 
down to the bottom. For fixation, 30 µl of 8% PFA (EMS, Cat. No.: 15710) (diluted with PBS) 
was gently added to each well and incubated for 15 min at RT (the final concentration of PFA 
was 4%). Thereafter, cells were washed three times with PBS with 5 min incubation time for 
each wash and subsequently treated with 40 µl/well of 2 µg/ml Proteinase K (Invitrogen, Cat. 
No.: 25530049) (in PBS) for 10 min at RT and then rinsed once with PBS. Post-fixation was 
performed with 80 µl/well of 4% PFA (diluted in PBS) for 10 min and subsequently rinsed 
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with PBS. To inactivate endogenous peroxidase, cells were incubated with 80µl/well of 
100mM sodium azide in PBS-T(0.1%) (PBS with 0.1% (w/v) Triton X-100) for 15 min at RT 
and then washed twice with PBS-T(0.1%) for 5 min. All pipetting steps were carried out with 
a Tecan, Freedom Evo 200 robotic pipetting system.   
Riboprobe hybridization and washing  
All hybridization buffers were prepared according to (Pearson et al., 2009).   
The cells were first incubated with 40 µl/well 1:1 (v/v) WashHyb:PBS-T(0.1%) for 5 min and 
then blocked in 80 µl/well PreHyb for 1 hour at 56ºC. The Digoxigenin (DIG)-labeled 
riboprobe against smedwi-1 was diluted in Hyb to the final concentration of 0.1 ng/µl and 
denatured for 5 min at 80ºC before use. For the hybridization step, 60 µl/well of Hyb containing 
the riboprobe was added and incubated at 56ºC overnight (~ 16 h).  
The next day, washing steps were performed with the following pre-warmed solutions (at 56ºC) 
in the following order: 1x rinse with WashHyb, 1x wash for 5 min with 1:1 (v/v) WashHyb: 
2xSSC (Sigma, Cat No.: S6639) + 0.1%Tween-20, 2x wash for 15 min each with 2xSSC + 
0.1%Tween-20 and 2x wash for 15 min each with 0.2xSSC + 0.1%Tween-20. Importantly, all 
incubation steps here should be at 56ºC, which was not possible to do with the robotic pipetting 
system. Therefore, all the washing steps were done in a semi-automated manner using an 
automated plate filling system for pipetting (Thermo Scientific, Matrix WellMate) and a plate 
washer (Tecan, Power Washer 384) for removing the solutions.  
Tyramide signal amplification (TSA) 
After the washing steps at 56ºC, the plate was brought to RT and washed three times with PBS-
T (0.1%) for 5 min with subsequent blocking with 80 µl/well 5% (v/v) horse serum (Sigma, 
Cat. No.: H1138) + 0.5 % (v/v) Roche Western Blocking Reagent (RWBR) (Roche, Cat No.: 
11921673001) in PBS-T (0.1%) for 1 hour at RT. Then, 40 µl/well anti-DIG-POD Fab 
fragments (Roche, Cat. No.: 11207733910) diluted 1:1000 with 1% horse serum + 0.1% 
RWBR in PBS-T (0.1%) were added to each well and incubated for 2 hours at RT. Cells were 
subsequently washed three times for 20 min with PBS-T (0.1%). Signal was developed with 
40 µl/well 5(6)-FAM, SE (Molecular Probes, Cat No.: C1311) diluted 1:2000 in TSA buffer 
(2M NaCl; 0.1M Boric acid; pH 8.5) containing 0.006 % H2O2 for 10 min at RT. After 
development, cells were washed several times with PBS using a plate washer (Tecan Power 
Washer 384).  
BrdU immunostaining  
The BrdU immunostaining protocol was kindly shared by Dr. Kai Lei (Westlake Institute for 
Advanced Study, China).  
Importantly, the above FISH protocol was found to strongly improve BrdU immunostaining. 
Therefore, for optimal BrdU staining, it is advisable to carry out a mock FISH treatment even 
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if FISH is not required. Note that incubation times can be shortened (PreHyb for 30min and 
Hyp for 2 hours) and TSA can be omitted in such cases.   
To allow the anti-BrdU antibody to access the incorporated BrdU, the DNA needs to be 
denatured. For this purpose, 40 µl/well 2M HCl in PBS-T (0.5%) (PBS with 0.5% (w/v) Triton 
X-100) was added to the cells for 30 min at RT. For subsequent neutralization, HCl was 
replaced by 80 µl/well 0.1M Borax in dH2O (pH8.5) for 30 min at RT. The cells were 
subsequently washed with PBS using the plate washer (Tecan, Power Washer 384) and blocked 
with 80 µl/well 5 % goat serum (ThermoFisher Scientific, Cat. No.: 16210064) + 0.5% RWBR 
in PBS-T (0.1%) for 1 hour. The blocking solution was replaced by 40 µl/well anti-BrdU 
antibody (mouse, MPI-CBG, Antibody Facility) diluted to 2 µg/ml in 1% goat serum + 0.1% 
RWBR in PBST-T (0.1%) and incubated overnight at 4ºC. The next day, cells were washed 
three times with PBS-T (0.1%) for 15 min and incubate for 3 hours with 40 µl/well secondary 
antibody (Goat anti-Mouse IgG (H+L), Alexa Fluor 555 (ThermoFisher Scientific, Cat. No.: 
A-21424) diluted to 2 µg/ml and DAPI (Fisher Scientific, Cat. No.: 10374168) diluted to 
0.1µg/ml in 1% goat serum + 0.1% RWBR in PBS-T (0.1%). Then, the cells were washed with 
PBS using the plate washer (Tecan, Power Washer 384). The plate was imaged on an Operetta 
high-content imaging system (PerkinElmer), with 20x objective. DAPI positive and BrdU 
positive nuclei were counted automatically using a custom-built CellProfiler pipeline 
(Carpenter et al., 2006) (with help of Dr. M. Bickle, TDS facility, MPI-CBG). The fraction of 
BrdU positive nuclei from total nuclei was calculated and averaged over all 5 or 6 technical 
replicates. KNIME (Berthold et al., 2007)(KNIME AG, Zurich, Switzerland) was used for data 
handling and calculations.   
Freezing of cell suspension used for the RNAi screen (chapter 4)  
As an optional addition to the single cell in situ/BrdU incorporation protocol described above, 
it is possible to freeze the cell macerates at -80ºC prior to carrying out the staining protocols. 
After BrdU soaking, the animals were dissociated in 1/10 of the maceration solution (i.e., in 
300 ul instead of 3 ml as above). Then, the resulting cell suspension was supplemented with 
glycerol to a final concentration of ~42% (i.e., 180µl glycerol added) and samples were placed 
on a rotator for 15min - 20min until homogeneous mixing was evident. Samples were flash-
frozen in liquid nitrogen and stored at -80ºC. Storage over several weeks is possible without a 
discernable loss in staining efficiency (Figure 4.1 D and E in chapter 4). Upon thawing the 
samples, acetic acid:dH2O was supplemented such as to restore the 1:1:13 (w/v/v) 
(glycerol:glacial acetic acid:dH2O ratio of the macerates, i.e., 180 µl of acetic acid and 2340 µl 
dH2O were added per sample. After samples were gently mixed by rotating, they were 
processed exactly as described above.  
Whole mount in situ hybridization 
Whole mount in situ hybridization (WISH) was carried out essentially as previously described 
(King and Newmark, 2013; Pearson et al., 2009) except that the animals were treated with 
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neutralized 0.5% (w/v) N-Acetyl Cysteine (NAC) (Roth, Cat No.: 4126.2), for 10 min to 
remove the mucus before killing in 5% NAC in PBS solution.  
Feeding experiments  
Frozen lobster eggs were kindly provided by Dr. J.C. Rink (purchased from a local pet shop). 
Only whole lobster eggs without evident eye development and of yellow to yellow-red color 
were hand-picked for experiments.   
Organic chicken eggs were purchased from the local grocery store. Separated egg yolk and egg 
white were aliquoted and stored at -80ºC. For eliciting an efficient feeding response, the egg 
white first needed to be slightly solidified. This was accomplished by pre-heating at 70ºC for 
2 min in an eppendorf tube containing a 1:1 mixture of egg white with water.    
After feeding trials, animals were visually screened and only worms which were obviously 
stuffed with food were selected for subsequent experiments.  
RNA interference 
RNAi for the screen (described in chapter 4) was performed essentially as described in 
(Rouhana et al., 2013) with some minor changes. The in vitro-synthesized dsRNA was mixed 
with liver to a final concentration of 2 µg/µl (dsRNA/liver) and fed to planarians. The amount 
of in vitro-synthesized dsRNA was quantified against a column purified control dsRNA (eGFP) 
(1 µg/µl) on a 0.7 % TAE agarose gel using ImageStudio Lite (v5.2.5, LI-COR Biosciences).   
Unless otherwise noted, animals (3mm-4mm) were fed 3x with dsRNA food every third day 
and starved for one week prior to the experiment. During that time animals were kept in 1x PW 
supplemented with 25mg/L gentamycin. 
Target transcript sequences were obtained from PlanMine (Brandl et al., 2016) and PCR-
amplified from cDNA using the primers indicated in Table 3. The amplified insert was cloned 
into pPR-T4P vector by ligation-independent cloning (Aslanidis and de Jong, 1990) and used 
for templates preparation for riboprobes (for in situ hybridization) and dsRNA (for RNAi). For 
some dsRNA products, the amplified inserts from cDNA were directly used as templates 
(Rouhana et al., 2013). In these cases, T7 overhangs were directly added to the gene-specific 
primer sequence and sequence-specific sequencing primers were used for verifying the identity 
of the amplified DNA sequence. 
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Table 3 Cloning primers and plasmids used in the thesis. 
Gene 
Name PlanMine ID forward primer reverse primer 
 
dd_Smed_v6_7598_0_1 
TTTGAACAAATGGAAAAGGCTG GCCATATGTAATAAGCAAGCATC 
ACCA1 ATCCTGCTTATGAAGTTAGACAC TGAAATATCTTGGGAATGTACCG 
 GTGAATAATATTGGAATGGTGGC TATAACATTCCTAGTTTCAGCGG 
ACCA2 dd_Smed_v6_7823_2_1 
TGCAGTATGTTCTTTGTCCATAG ATCTCTCTCAGTTTTGCTATGAC 
AAAATGTGCGCTTGAAGTTTAC TGCCTGACTTTGATATCTTCTTC 
AMPK dd_Smed_v6_2538_0_1 TAAGCGGTGGAGAATTATTTGATC TTATTAGTTGACAATCCCGATGTG 
APMAP1 dd_Smed_v6_1480_0_1 AAACGGTTATCCTGGAATGAAG TTTTACTGTCAGCCTCATAAGC 
APMAP2 dd_Smed_v6_3630_0_1 ACCCGATTTCACTTAGTTTTCC TGTTGAGACATTTACCCCTTTAC 
APMAP3 dd_Smed_v6_3602_0_1 ATTCTCATTTATTGGGCCGC AGTAATAAAATCCATGCCCACC 
CDH1 
dd_Smed_v6_10335_0_
1 
Plasmid obtained from Dr. M. Grohme (Rink lab) 
CENPA 
dd_Smed_v6_13844_0_
1 
Plasmid obtained from Dr. M. Grohme (Rink lab) 
CREB dd_Smed_v6_5853_0_1 TCTATTTTCTCAGTCTTCGAATGC TCAAATCACAATGAGGTATGTCAG 
EGR1 dd_Smed_v6_7731_0_1 Plasmid obtained from Dr. S. Liu (Rink lab) 
EGR2 dd_Smed_v6_9273_0_1 Plasmid obtained from Dr. S. Liu (Rink lab) 
EGR3 dd_Smed_v6_14711_0_
1 
GGTGCGTAATATACAGAAATTAACC AATTCATCCCGACGATAAAATGC 
EGR4 dd_Smed_v6_9410_0_1 Plasmid obtained from Dr. S. Liu (Rink lab) 
EREG 
dd_Smed_v6_10923_0_
1 
TTTTGACTTGACCTATTGTGTCC TCCAACTCAAACTATAGGTAATGTC 
ERK1 dd_Smed_v6_9632_0_1 Plasmid obtained from I. Mota (Rink lab) 
ERK2 dd_Smed_v6_1319_0_1 Plasmid obtained from I. Mota (Rink lab) 
ERK3 dd_Smed_v6_6042_0_1 Plasmid obtained from I. Mota (Rink lab) 
FABP2 dd_Smed_v6_271_0_1 TTGTTGGTAAATGGCAATTAACTG TGTTCTTATGCTTTTGACATTGTTG 
FGFR1 dd_Smed_v6_6020_0_1 GCCGAAAATGACAACTGAATTATAC GATTTGTTGCATCATTCGTACTTC 
FGFR2 dd_Smed_v6_12998_0_
1 
ATTTTGCCATAACAGTCAAATAACC GATGGCAAAATGTATTTCGTATGG 
FGFR3 
dd_Smed_v6_14267_0_
1 
AGTACTTTGTTTCAACCACATCC GTTCATTTGTGTTAGAAGGTGAAAG 
FGFR4 
dd_Smed_v6_11024_0_
1 
TTTACCTGCATGATAGAATCGAAC TCTCCTAGCTTTTTGTTGGTAATC 
GYS1 dd_Smed_v6_3119_0_1 
CATTCAAAGCAAATATTGATCCCG ATCCAAGTCAAAATTAAGGTGTCC 
TCATTGCTGGTCGTTATGAATTTG TGTTCGACCGGATTCTAATTTTG 
Hh  Plasmid obtained from Dr. J.C. Rink (Rink lab)(Rink et al., 2009) 
IGF dd_Smed_v6_7199_0_1 CAATGTGACAAATATTACAGAGCC ATCAACAGATTCCAGGTTTCTAC 
IGFR dd_Smed_v6_9272_0_1 ACAATAATCCTTCACTGTGCTAC CCATGTCACCATTAGAAACATTG 
 104 
IGFR GTTCGCATTGATGAAGTTGTTAC AAACATTTGCTTTTCATCCAAGG 
ILP dd_Smed_v6_13874_0_
1 
ATGAACTCTACAATCAATCTCAAGC TTATGAATTTCAAAGAACGAGCTTC 
IR dd_Smed_v6_9006_0_1 
AATTCCTGTTCTAATATGTGCCC TTTTTACATTGGGCTTCGATTAC 
TTTAATTGAAATAGTCGCTTGCC ACTTTGTTTACCGTCAATCATTC 
IRS dd_Smed_v6_4123_0_1 GGCATTTGTCGTTGATTGTATTG TCGACAAAGTTACCAAATCTTCG 
LAL dd_Smed_v6_122_1_1 Plasmid obtained from Dr. S. Liu (Rink lab) 
LDLR dd_Smed_v6_3632_0_1 GTTTGGACAGAAATGATCGAAAAG AATTTCGGTGTTGCTTGATTTATTC 
LKB1 
dd_Smed_v6_10704_0_
1 
CGTTGTTTGGTAATGGAGTTTTG ATGGAATAATTTGGCTGGGAATC 
MKP1 dd_Smed_v6_4619_0_1 Plasmid obtained from Dr. S. Liu (Rink lab) 
TOR dd_Smed_v6_3921_0_1 
AATTGCTCAAACTGTCAAATGATG AAAAACACACAGTCTTACGTCTC 
CCCGCTTTTGATCTTTTAACAAC ATTGGTGCCATTTTAGTTTTGATG 
CAATTGCAACACCAAGAAGTTAC TGCTGACATTGGAAATTTGTTTG 
P2X 
dd_Smed_v6__7865_0_
1 
CGTCAATCACATTTTCAGATACG ATTTTTAAGAACTTGGGGCAAAG 
PANK4 dd_Smed_v6_7295_0_1 ACCAAGAAAATGACCTCTACAAC TTTCATTATTGTCAACCAGCAAAC 
PC1 dd_Smed_v6_8406_0_1 AAAAGTGCGACGAGAAATTTATC AAACCGAATTTTTCATTGACCC 
PC1/2 dd_Smed_v6_1484_0_1 TCAATTCTCCTTACACTATTGCC AGATTTGTTGTTCCGTGAAATTC 
PC2 dd_Smed_v6_1566_0_1 TCTAATGGTAAGGCATGGTTTAG CTTAGTCGCGGTCAAAGAC 
PC5/1 
dd_Smed_v6_8779_0_1 ACCTGATGATAATGGACAGAAAG AAATCTCCTCGTTTGTCATAGTC 
dd_Smed_v6_8779_0_1 AGCTATGGGTATTTCATTAACCC ACAAAAATTCCGATAACAACTGG 
PIEZO1 
dd_Smed_v6_13866_0_
1 
TCCTTACATTGATTTTACGGACG AGCGAACTTGGACTATTAATATCAC 
dd_Smed_v6_13866_0_
1 
TCAGCTACATATTTTGAAGTGGAC TGAACATGAAGATCCAGTTTCAC 
PIEZO2 
dd_Smed_v6_7182_0_2 ATAATTTTTCATCCAGACTACTCGG TCAGAATCTGCATTGCTACTTTG 
dd_Smed_v6_7182_0_2 TCCGGTGATAAATACCTTTTTGAG GCTGGTTTTTCTATCTTTTTATCGG 
PIM1 dd_Smed_v6_4012_0_1 Plasmid obtained from Dr. S. Liu (Rink lab) 
PIM2 dd_Smed_v6_4435_0_1 Plasmid obtained from Dr. S. Liu (Rink lab) 
PIM3 dd_Smed_v6_6420_0_1 Plasmid obtained from Dr. S. Liu (Rink lab) 
PPP1R3c dd_Smed_v6_7166_0_1 ACCAATTTAATTTCGTGCCAC ATTTTTAAGAACTTGGGGCAAAG 
PTCH dd_Smed_v6_7063_0_1 Plasmid obtained from J. Clealand (Rink lab) 
PTEN 1 dd_Smed_v6_7478_0_1 AGCGTTGTACAGAAATGATATCG TGCCATTATTGTCCGTATTTAGC 
PTEN 2 dd_Smed_v6_8546_0_1 AAAAAGAAAATTCGCTACGTCC AATAGCGAAAGTTGATGGAAATG 
PYG1 
dd_Smed_v6_48882_0_
1 
TTCATCATCGCAAAACCTTTTC ACATTTGCAATACTTTACGGTTG 
PYG3 dd_Smed_v6_1532_0_1 GATGGTTATTGTTGTGTAATCCG TCTGCGCACAACATAAATCGG 
 105 
RAB18-1 dd_Smed_v6_4001_0_1 AGAAAGTAATGTGGGAAAGTCAAG TTCCACTAATTCTTCAAAGGCAC 
RAB18-2 dd_Smed_v6_10547_0_
1 
AATTATCGGTGATAGTAACGTTGG ACATTCGACAGACTTATTAGGTTG 
RPTOR 
dd_Smed_4759_0_1 
AACCCCAATAAAAATAGCCCTTC TATCCAGCATCTTTGACAACATC 
RPTOR GAAATTTGAAAAATCTCGGAGCC AATCCATGCAGTAACAATATCTGG 
Runt-1 dd_Smed_v6_3565_0_1 ATCGTTGCCATTAGTCTATTTGTAG GAGGTCATCAGAGATAAAGAAAGAC 
RXRG 
dd_Smed_v6_12210_0_
1 
TGCAAATATCTTCATGGAATCCTC ATTTCTGGGAGACATATTGTTTGAG 
SMAD2/
3 
dd_Smed_v6_6079_0_1 Plasmid obtained from Dr. S. Liu (Rink lab) 
Sp3 dd_Smed_v6_7824_0_1 Plasmid obtained from Dr. S. Liu (Rink lab) 
SRF dd_Smed_v6_5469_0_1 ATTAACTCTAATGGATCCGAAACTG TTTCGATAAAATAGACGGAGGAATC 
STAT4 dd_Smed_v6_7128_0_1 TGTTACGCAAAATTCAGAACATG GTTTCAAACTCACAATCGTCAAG 
STAT5 dd_Smed_v6_8848_0_1 ATTTGATTTAGCTACATCCGAGG CACGAGATGTTTGTTTGAGAAAG 
TF 
dd_Smed_v6_14478_0_
1 
ACCTCTTGAAAATATTGACCAGTG 
CCAATTTCCAACAAACAAACAAAA
G 
THRA dd_Smed_v6_3012_0_1 ATTTGGTTCTAAGTGATGAAGCTAG ATATTAGAAATCGGGTGAAATCTCG 
TRAF2 dd_Smed_v6_4392_0_1 GATAAATGGATTGATGTTTGCCC GTGGATGTTTGGACTTTGAT 
PIWI-1 dd_Smed_v6_659_0_1 Plasmid obtained from Rink lab stock 
GYG dd_Smed_v6_885_0_1 TCAAACAAGCTGGAACTGAAAAAG CCAATTCTTCCTTCAATTCACAGTC 
 
RNA Extraction and Sequencing  
The experiment was performed in two biological replicates. The medium size animals (8mm – 
9mm) were kept in one container and starved for one month. Ten one-month starved animals 
were collected, homogenized in 600 µl Trizol (ThermoFisher Scientific, Cat. No.: 15596018) 
and frozen at -80ºC. The residual starved worms were fed and collected at defined time points 
after feeding (always 10 worms per time point), immediately homogenized in 600 µ Trizol and 
frozen at -80ºC. After all samples were collected, the RNA extraction was performed as 
described in the online supplement of (Eisenhoffer et al., 2008). RNA quality control was 
performed on a Bioanlyzer (Agilent). Illumina library preparation of poly-A selected RNA and 
75 bp-SE Illumina Sequencing (NextSeq 500) was carried out by the Genomics Core Facility, 
EMBL, Heidelberg. Data analyses was performed by Dr. H. Moon (Scientific Computing 
Facility, MPI-CBG) and Dr. A. Rozanski (Rink lab) using standard bioinformatics tools. 
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