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Abstract Open and reproducible research receives more and more attention in the
research community. Whereas empirical research may benefit from research data
centres or scientific use files that foster using data in a safe environment or with
remote access, methodological research suffers from the availability of adequate
data sources. In economic and social sciences, an additional drawback results from
the presence of complex survey designs in the data generating process, that has to
be considered when developing and applying estimators.
In the present paper, we present a synthetic but realistic dataset based on social
science data, that fosters evaluating and developing estimators in social sciences.
The focus is on supporting comparable and reproducible research in a realistic
framework providing individual and household data. The outcome is provided as an
open research data resource.
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Zusammenfassung In der Forschung nehmen Vergleichbarkeit und Reproduzier-
barkeit immer mehr an Bedeutung zu. Die empirische Forschung profitiert dabei
von Forschungsdatenzentren und Scientific Use Files. Für die angewandte Metho-
denforschung sind geeignete Datenquellen kaum verfügbar. Für angewandte Metho-
denforschung dagegen sind geeignete Datenquellen kaum verfügbar, obwohl gerade
in den Wirtschafts- und Sozialwissenschaften komplexe Stichprobendesigns bei der
Entwicklung und Anwendung von Schätzmethoden berücksichtigt werden müssen.
In dieser Arbeit wird ein synthetischer, jedoch realistischer Datensatz vorgestellt,
der gerade die Evaluierung und Entwicklung von Schätzmethoden in den Sozial- und
Wirtschaftswissenschaften unterstützt. Der Schwerpunkt liegt dabei auf vergleich-
barer und reproduzierbarer Forschung in einer realistischen Umgebung in Bezug auf
Individual- und Haushaltsdaten. Dieser Datensatz wird der Forschungsgemeinde frei
zur Verfügung gestellt.
Schlüsselwörter Vergleichbare und reproduzierbare Forschung · Open Data ·
Haushaltsdaten · Simulationsstudien
1 Introduction
Statistical applications using individual and household data in general are split into
the two areas design-based and model-based inference. Official statistics is mainly
interested in parameters of a finite population like totals, means, and proportions.
The adequate underlying concept of inference is design-based with respect to the un-
derlying sampling process. Empirical researchers using household- and individual-
level data are mainly interested in statistical models which are based on model in-
ference. Kalton (2002) stresses the importance of design-based inference and points
out that new model-based methods like imputation for handling missing values and
small area statistics urge the needs of considering both types of inference. Design-
and model-based inference are certainly using the same data which in social sci-
ences and humanities are mainly based on complex samples. One recent and highly
discussed topic is poverty measurement, which brings both worlds together (Pratesi
2016). In Europe, the major data source is the European Union Statistics on In-
come and Living Conditions (EU-SILC, http://ec.europa.eu/eurostat/web/microdata/
european-union-statistics-on-income-and-living-conditions).
Developing adequate estimators for household and individual data relies on hav-
ing appropriate data available. Due to disclosure limitations such data, however, are
not accessible for a large part of the research community. Further, evaluating or
developing estimation methods using complex survey designs is only possible when
having data at universe level as well as corresponding sample files. With the ongoing
increase in computational power, these evaluations and advances in methodologi-
cal research for social sciences and social statistics can be achieved using Monte-
Carlo simulation techniques. A huge advantage of using this kind of simulation is
the possibility to compare and evaluate estimation strategies in a close-to-reality
environment using complex survey sampling designs.
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To foster open and reproducible research for design-based Monte-Carlo simu-
lations, an appropriate realistic universe including samples drawn using different
underlying survey designs has to be made available. The present paper presents
the AMELIA dataset which provides a realistic framework for open and repro-
ducible research based on EU-SILC data (http://www.amelia.uni-trier.de). This data
source was first developed within the AMELI (Advanced Methodolgy for European
Laeken Indicators) research project enabling comparative research for poverty mea-
sures (http://ameli.surveystatistics.net and Graf et al. 2011a) and further developed
within the InGRID (Inclusive Growth Research Infrastructure Diffusion) research
infrastructur (Merkle and Münnich 2016). Within the EU research infrastructure In-
GRID2 (http://www.inclusivegrowth.eu), the data resource will be turned into a data
repository for individual- and household-level data. The aim is to foster method-
ological research in the area of poverty measurements as well as working and living
conditions. The steps suggest an enhancement with complex sampling designs, the
integration of longitudinal data for EU-SILC, and the integration of major variables
based on the Eurosystem’s Household Finance and Consumption Survey (HFCS,
https://www.ecb.europa.eu/stats/ecb_surveys/hfcs/html/index.en.html).
Following the aims of the research projects and the user requests, the data resource
shall support considering the following ideas:
Investigation of design-based properties of statistical methodsBudget constraints
or the interest in rare population often urge introducing sophisticated sampling
schemes. In many countries contributing to the HFCS, oversampling routines
yield so-called informative sampling designs (HFCN 2013). Using simulation
studies on this dataset enables to understand possible impacts of oversampling
(or other complex designs) on the inference of statistical methods, i. e. the
significance of variables in a model.
Releasing realistic test data for comparative research Using unit-level data for
individuals and households often suffers from disclosure limitations. Estab-
lishing new methods like small area estimation methods, however, depends
on the availability of microdata with the necessary granularity. Model-based
properties may also be investigated under different sampling designs. Further-
more, the realistic setting also provides a resource for investigating competing
methods.
Assistance in peer-review process In many articles, new methods are applied to
interesting datasets. However, since the datasets are often under subject to
data provision contracts, reviewers cannot test their own routines to compare or
better understand details of a study. The availability of a common similar open
dataset allows to apply the methods on the open dataset to enable reviewers to
compare results with their own methods.
Open and reproducible research One major task of open and reproducible re-
search is to foster sustainable use of data.
Code benchmarking Statistical research often focuses on the implementation of
better or alternative algorithms. Archived data can provide an essential base
for storing methods and results that allow comparing these results under con-
curring algorithms, with different software packages or implementations.
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AMELIA mimics real data, i. e. displays marginal distributions and basic inter-
actions between variables of EU-SILC data. Even if the dataset is an ideal platform
for methodological research, it cannot be used for displaying real data driven output
such as poverty or social exclusion indicators in Europe.
Fienberg (1994) shows the conflicts arising between microdata access and needs
for confidentiality (see also Hundepool et al. 2012, Chapts. 3.8 and 6). De Wolf
(2015) deals with this issue in case of public files of EU-SILC data (for further
reading see https://ec.europa.eu/eurostat/cros/search/custom-taxonomy/knowledge-
repository-general-innovation-area/disclosure-control_en).
Additional to mimicking the original distribution to provide one dataset, we aim
to provide a realistic dataset that is safe in terms of anonymity but supports method-
ological research in economic and social sciences and social statistics considering
the items above. The data resource will be accompanied by a database indicating
use and applications of the dataset.
2 AMELIA Platform
2.1 Methods
Within the AMELI project, the aim was to produce a synthetic but realistic dataset
based on EU-SILC variables that allows investigating and further developing statis-
tical methods for estimating poverty and social exclusion. Further, while mimicking
the underlying real distributions, rare variable combinations should not be resampled
or duplicated to avoid disclosure risks.
The main purpose of the AMELIA dataset is to foster comparing different sur-
vey methods and to assess reproducibility which are not only relevant for journal
reviewers and editors, but also for validation and comparison within the scientific
community. Synthetic data should reflect the properties of the underlying micro-
data, like the hierarchical structure of households within communities and regions.
The process of synthetic data generation invokes the preservation of the original
correlation between variables as well as the realistic heterogeneity between and
within hierarchical levels. There are manifold methods to create synthetic universes.
Amongst others, these techniques are described in Münnich et al. (2003), Münnich
and Schürle (2003), Kolb (2012) and Alfons et al. (2011b) as well as in microsimu-
lation literature like Lovelace and Dumont (2016) and Rahman and Harding (2016).
An established method to create synthetic universes beside regression modelling
is called synthetic reconstruction which is drawing from conditional distributions
(Huang and Williamson 2001). These distributions can be deduced from census
tables. Several statistics vary considerably for heterogeneous populations (Burgard
and Münnich 2010). Therefore, it is important that this heterogeneity is also reflected
in the synthetic dataset.
The use of synthetic data for statistical disclosure control is presented in Reiter
and Drechsler (2007), Drechsler et al. (2008a,b), Drechsler and Reiter (2008, 2012),
Templ and Alfons (2010), Drechsler (2011), Hundepool et al. (2012), and Templ
(2017). An extensive overview of the methods used can be found in Alfons et al.
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(2011a) and Kolb (2012). The remaining part of this section refers to these two
publications describing briefly the generation process of AMELIA.
Prior to drawing household variables for AMELIA, some initial steps have to
be conducted. The population size as well as the number of regions and the region
sizes have to be defined. The original EU-SILC dataset is divided into four regions
which reflect the main regions in Europe. Regional effects can be introduced by
using a regional indicator within the models and by separately drawing households
within these regions. Variable outcomes are sampled from a series of conditional
distributions which are deduced from EU-SILC data preventing sparse cells to ensure
avoiding disclosure limitations. Variables are generated step by step considering only
relevant explanatory variables for the conditional distributions. Cross tabulations
are derived for categorical variables as well as for categorized metric variables.
Afterwards, the categorized metric variables are retransformed to metric variables
while respecting for observed marginal distributions.
2.2 Contributions to Open and Reproducible Research
According to Peng (2015), reproducibility is important to create trust in data analysis.
This also holds for the comparison and evaluation of statistical methodology. As
introduced before, simple access to data especially in social sciences is seldom due
to disclosure control legislation and agreements. Besides the availability of data,
releasing the program code used to generate the results of a study is essential for
the evaluation of scientific research by editors or within the scientific community.
The authors of this paper support the use of platforms for program code sharing
and consider the AMELIA platform as a relevant contribution to facilitate open and
reproducible research.
Stodden (2015) gathered causes why reproducibility especially in the field of
statistics might fail. Among reasons like misapplications of tests, she declares the
lack of code and data as a source of issues. The AMELIA dataset and the corre-
sponding samples are a remedy in the field of methodological research. Especially,
it is a tool to assess the stability of statistical findings under a wide variety of set-
tings. Further, the data use is free of charge. By providing a fixed set of samples
under a given sampling design, the randomization of the simulations can be fully
controlled and reproduced by third parties.
The generation of new variables invokes the revision of data and meta data. For
this purpose, a version control system is in the AMELIA data description (Burgard
et al. 2017). Users of AMELIA can provide ideas or code for enhancing the AMELIA
dataset, either with variables or sampling designs. The core team will decide on the
inclusion of enhancements into the official AMELIA data.
For the next versions of the AMELIA dataset, the following is planned:
● Enhancement with two-stage and unequal probability sampling designs
● Inclusion of first oversampling routines
● Inclusion of major HFCS variables
● First version of longitudinal data
K
238 J. P. Burgard et al.
In exchange for a free use of the AMELIA data, we expect that the user cites this
article as well as the AMELIA homepage in her or his publication.
All scripts creating the core dataset were implemented in R. In order to support
open and reproducible research, the code for new scenario variables will be made
available on the AMELIA homepage. Users of the dataset are encouraged to make
codes available via e.g. www.runmycode.org which is described in Hurlin et al.
(2014).
The AMELIA platform addresses many of the FAIR principles described in
Wilkinson et al. (2016). These principles are a guideline for data stewardship and
management. The data should be findable (F), accessible (A), interoperable (I) and
reusable (R). The dataset is easily accessible via the AMELIA platform (www.
amelia.uni-trier.de). The access is independent of the computer software used. Inter-
operability is guaranteed by providing the data as RData and CSV files. CSV files
can be processed by practically any analytical software. Additionally, RData files
are provided for R users. Also, a data description (Burgard et al. 2017) is provided
on the AMELIA platform. This data description explains the variables of AMELIA
and the scheme and use of the sampling designs.
2.3 Properties of the Dataset
The synthetic dataset AMELIA consists of approximately 10 million individuals
in 3.7 million households. AMELIA encompasses typical socio-economic variables
like age, gender, marital status, activity status and different sources of income. The
latter are an important source for poverty measurement within EU-SILC. Four re-
gions with 11 provinces in 40 districts are implemented. Additionally, 1592 cities and
communities are provided. These regional levels provide an important information
for implementing realistic sampling designs. The sampling designs for collecting
households and individuals mainly follow the typical European household survey
designs. Additional sophisticated designs will be added, e.g. using oversampling
routines. The currently implemented sampling designs are available with sampling
fractions of 0.16%, 1% and 5%. For each design and each sample size, 10000
samples are drawn and split into files comprising 100 samples. The sample num-
ber, identifier of the drawn households, and probabilities of a household entering
the sample are stored. More details on the sample designs is provided in the data
description provided on the AMELIA platform (Burgard et al. 2017).
2.4 Community Recognition
Extensive design-based simulation studies have a long tradition. Increasing com-
puting power, however, allowed to introduce more and more sophisticated studies
incorporating several sources of error.
Within the DACSEIS project (Data Quality in Complex Surveys within the New
European Information Society, Münnich and Wiegert 2001), which was supported
under the fifth Framework Programme of the European Commission, variance es-
timation methods were investigated within several European surveys. The natural
basis for this simulation study was a group of datasets containing all the relevant
K
Synthetic data for open and reproducible methodological research in social sciences and... 239
information of the surveys to realize the according survey designs as well as the
estimation methods. One very computer-intensive challenge was the inclusion of
missing values and imputation. The output is provided in the DACSEIS recom-
mended practice manual.
The simulation environment was later used as a prototype for the seventh Frame-
work Programme, especially the AMELI project. AMELIA was an important compo-
nent of the AMELI project. Several design-based simulation studies were conducted
on this dataset. Graf et al. (2011b) dealt with the analysis of the two component
Dagum distribution and its fitting on the equivalized disposable personal income.
Small area estimators are compared in Lehtonen et al. (2011). Bruch et al. (2011)
evaluated the performance of different variance estimators based on different sam-
pling designs. All simulation results were presented in Hulliger et al. (2011). Kolb
et al. (2011) examined indicators on poverty and social exclusion.
The AMELIA dataset was further developed and used by the research community
within the InGRID (Merkle and Münnich 2016). The aim was to evaluate estimators
of income poverty and inequality using income classes considering different sam-
pling designs. The AMELIA platform is an outcome of this project and provides
a first source for open and reproducible methodological research in social sciences
as well as in survey and official statistics. Within the Horizon 2020 research in-
frastructure, the aim is to enhance the AMELIA data resource to further promote
comparable methodological research using EU-SILC and related data.
3 Application Example
Estimation strategies can comprise a mix of data handling steps or processes such
as data editing, imputation for missing data, sampling designs, estimation and un-
certainty measurements. Whereas each single step is mathematically proved to be
sound, the analysis of their interactions is mathematically ambitious and sometimes
impossible. Therefore, Monte-Carlo simulations are used for this purpose. As a use
case for such a simulation we will explore the estimation of regional parameters by
using a small area methods (Rao and Molina 2015) method. These methods typi-
cally make use of models for the prediction of population values. Additionally to
using the survey data gathered within a region of interest, a model across regions
is applied to reduce the variability of predictions on regional level. This is called
borrowing strength. If the model is inappropriate small biases on regional level may
occur.
One of the most widely used models in this context is the Battese-Harter-Fuller
(BHF) model (Battese et al. 1988). Basically, it assumes a random intercept model,
where the regions form the grouping variable. For a variable yij for unit i in region
j the random intercept model is specified as:
yij D x0ijˇ C uj C eij ;
with xij being the p C 1 vector of the covariates and ˇ the p C 1 vector of
coefficients. The random effect uj is constant for all units i in area j . As the
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areas are assumed to have a certain deviation from the overall regression model, the
prediction conditional on uj is of interest. The prediction from the model is thus:
byj D x0jbˇ Cbuj :
A popular way to evaluate the performance of new estimators is to perform
a model-based simulation. That is, under the model assumptions a sample is gen-
erated R times and the model is then estimated on each samples. Then, typical
measures such as the bias and the root mean squared error (RMSE) are deduced
from the distribution of parameter estimates over the R repetitions.
This, however, does not reflect the situation statistical offices and researchers are
in, when deciding on the estimator to choose. The sample the face is not a sample
from a model-based population, but a sample drawn according to a sampling design.
That is, the simulation used to choose an estimator should be design-based as well.
The results from both approaches can differ significantly.
The design-based simulation analyses the properties of an estimator under the
randomization of a sampling design. Fur this purpose, 10,000 samples are drawn
according to a stratified sampling design with proportional allocation or with optimal
allocation. As the focus of the example is to compare the model-based and design-
based simulation approaches, we try to make the settings as comparable as possible.
This is achieved by taking as dependent variable a prediction from a model. The
new variable yDesij D x0ijˇ C uj C eij ; uj  N.0; 2u/; ei;j  N.0; 2e / is
generated only once, and thus fixed over the simulation. This approach is denoted
by an upper index Des. In contrast, for the model-based simulation not the whole
population is needed, but only one sample. The first sample of the stratified propor-
tional allocation design is taken and in each simulation run the variable of interest
is generated anew. For the modela simulation, both the random effect uj and the
individual error term eij are generated in each simulation step r y
Moda; r
ij D
x0ijˇ C urj C erij ; urj  N.0; 2u/; eri;j  N.0; 2e /. This approach is de-
noted by an upper index Moda. In contrast, modelb takes the random intercept to be
a fixed population value, and only the individual error is drawn in each simulation
run yModa; rij D x0ijˇ C uj C erij ; uj  N.0; 2u/; eri;j  N.0; 2e /.
A typical issue when dealing with survey data in social sciences is that not all
relevant variables can be observed. We mimic this situation by estimating the models
twice. The results named with a trailing 1 are estimated with the true model, the
one that generated the data. Those, with a trailing 2, are lacking three variables in
the model.
The setting modela1 is the classical model-based simulation, where the dependent
variable is generated fully under the model assumptions. As can be seen in Fig. 1, it
shows to have the lowest bias over all areas and competing settings. When omitting
three variables, in setting modela2, some areas show to have an increase in bias.
When comparing these results with the fixed random intercept uj , the effect of
the violation of the model assumption E.uj / D 0; 8j D 1; ::: on the bias can
be seen. Many areas show to have at least small biases, in both cases, with the
full model (modelb1) and with the reduced one (modelb2). The sampling design of
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Fig. 1 Bias of the BHF estimate of EDI on district-level for the model-based and design-based simulation
Fig. 2 Root means squared error (RMSE) of the BHF estimate of EDI on district-level for the mod-
el-based and design-based simulation
course has no effect on the model-based simulations as they do not make use of the
randomization of the survey design.
When comparing the design-based simulations with the modelb simulation, the
results are almost alike. This is due to the fact, that both use the same data-gener-
ating process. However, when introducing the optimal allocation we can observe an
increase in RMSE (Fig. 2). The optimal allocation is optimal for the estimation of
the population mean or total. But for the estimation of regional figures it turns out
to be counter-productive. This effect is not observable when using the model-based
simulation as it does not take the sampling design into account. In surveys con-
ducted for the social sciences, often, due to budgetary constrains, complex sampling
schemes are applied. In order to evaluate the impact of such sampling design applied
to estimators at hand, such design-based simulations provide important information
on practical use of these estimators. This is especially important in the context of
official statistics. Therefore, for open, reproducible and comparable research, it is of
utmost importance to have common simulation frameworks as benchmark vehicles.
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4 Conclusion
The aim of the AMELIA data source is to provide a platform for comparable, open,
and reproducible research in social sciences and social statistics. The data are already
in use by several research projects and enable methodological advances in survey
statistics using design-based methods, investigating statistical methodologies under
complex survey designs including oversampling, comparing estimation strategies
under different practical settings, e.g. in the presence of non-response. Further, it
allows examining microsimulation methods based on single samples. Moreover, it
serves as a transnational access source within the research infrastructure InGRID2
(www.inclusivegrowth.eu), and, hence, supports the research community in social
sciences. In the future, the platform will be enhanced by further variables and survey
designs as well as a longitudinal component.
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