Abstract-An efficient transmission line model, in the micrometric order, is presented in this paper, to determine the thickness of thin dielectric films deposited on highly-doped substrates. In particular, the estimation of the thickness is based on the multiple reflections of an incident infrared electromagnetic wave that generate interference on the sensor. To this objective, the periodicity of the local maxima and minima, including the phase shift and wavelength dependence of the reflection at the layer-substrate interface, leads to the extraction of the required thickness. The featured theoretical transmission line model is, finally, validated via a direct comparison with Certified Reference Materials to indicate its overall accuracy and reliability level.
I. INTRODUCTION
The estimation of the thickness of thin dielectric films, placed atop highly-doped substrates of similar conductivity type, is deemed a very significant procedure for industrial, biomedical, and even cultural or heritage applications [1] - [6] . Specifically, thin epitaxial films can be located onto several critical objects in order to prevent their ageing or degradation. As a consequence, the accurate and trustworthy calculation of their thickness can indicate their protection efficiency together with other interesting properties and it has to be performed via non-destructive techniques (NDT) for in situ measurements [7] - [11] .
Several techniques have been, hitherto, developed for the determination of thin-layer dimensions in the micrometric order, such as the acoustic microscopy and the optical coherence tomography (OCT) [12] - [14] . Both of them acquire a tomographic image through the measurement of an incident echo duration (total time of flight); yet, they are prone to various limitations. Explicitly, the acoustic microscopy is not able to detect layers thinner than 50 µm, even when utilizing high frequency ultrasounds, approximately at the ferequency of 200 MHz. On the other hand, the OCT method requires an optically transparent film in order to accurately calculate its thickness, a fact which increases its complexity and total cost.
The prior limitations may be effectively bypassed through the infrared interference method (IRIM) [15] - [17] , which is based on the interferences that appear at the infraredspectrum measurement of the considered film, due to the medium 2 θ air multiple reflections on both of its sides. Ordinarily, the near infrared regime is observed because of its nature that is free of redundant information. Then, the periodicity of the local maxima and minima due to these interferences − taking into account the phase sift and the wavelength relation to reflection at the interface − can enable the desired thickness prediction.
Most of the existing IRIM models evaluate the thickness through the fundamental reflection theory of electromagnetic waves, considering, though, only the two initial reflections. In this context, the current work introduces a transmission line model, equivalent to the original thin-film scenario, for the precise analysis of the entire physical phenomenon. The key novelty and asset of the technique is the incorporation of multiple reflections in the prediction process, thus offering extra degrees of freedom, flexibility, and enhanced precision. For its validation, the proposed model is elaborately compared with the measurements of Certified Reference Materials (CRM).
II. MAIN CONCEPT AND THEORETICAL FORMULATION
Let us consider the configuration of Fig. 1 , which depicts the primary geometry of IRIM and involves two different layered media with refractive indices n 1 , n 2 and absorption coefficients a 1 , a 2 , respectively. In this context, and neglecting any polarization effects (which are indeed trivial if the incidence angle θ ≤ 30 • ), the reflection coefficient − taking into account points A and B in Fig. 1 − is given by
with r 2 1 the reflectivity at the air and first medium interface and r 2 2 the reflectivity at the first and second medium interface, expressed as
d the depth of the first medium and n 0 the air refractive index. Note that coefficients n i and a i (for i = 1, 2) are related to the real imaginary part of the complex refraction index in the sense of n c = n − ja. Furthermore, as already explained, the contribution of polarization effects can be safely omitted due to the fact that at θ = 30
• , the error of reflectivity r 2 1 is found to be less than 1% at the wavelength of λ = 50 µm. Equivalently, owing to the high value of n 1 , the incidence angle at the interface between the first and second medium has a maximum of 8.5
• at θ = 30
• , thus leading to a less than 0.5% error for reflectivity r 2 2 . It should be, finally, emphasized that the accuracy of the aforementioned technique is proven to be the best among the commonly employed for semiconductor epitaxially-based material measurements. Moreover, the proposed approach is mainly independent of the shape of the impurity profile. Therefore, it is not necessary to opt for extra profile corrections or rather simplistic conventions for any media variations, encountered during the measurement process. The latter deduction, naturally, implies that much thinner layers can be precisely and reliably evaluated, even when the influence of their profile becomes considerable.
III. DESIGN AND ANALYSIS OF THE PROPOSED MODEL In our analysis, the thin dielectric film of thickness d is considered atop a conductor, as depicted in Fig. 2(a) , since such a scenario is the most commonly analyzed. The sample is illuminated by an infrared source and the detector is located at approximately the same spot as the source. Then, the interference of the reflected waves on the upper and lower side of the film as well as the multiple reflections that occur, appear at the frequency spectrum. However, the type of interference, destructive or constructive, depends on frequency ω, due to the varying electrical length of the slab thickness. Consequently, several local maxima and minima are introduced on the infrared spectrum originating from the interferences.
In this framework, the periodicity of the extrema is connected to the thickness through the proposed transmission line model, illustrated in Fig. 2(b) , and it is fully equivalent to the real problem. The left part of the transmission line corresponds to air, where Z 0 = 376.73 Ω, while the right one models the thin film. Furthermore, the input impedance Z s of this region is computed by means of the film characteristics, namely its electric permittivity ε, magnetic permeability µ, and thermal losses σ, as
whereas the complex propagation constant γ is γ 2 = jωµ(σ + jωε).
The transmission line is terminated via a short circuit in order to correspond to the presence of a conductor as in the realworld problem. The input impedance Z in at the upper layer of the slab is calculated normally from the transmission line theory for short circuit terminated line as
while the reflection coefficient is finally computed as
The matching of the local extrema location of the sample measurement to those of the proposed model leads to the evaluation of thickness d. Additionally, it is important to mention that the multiple reflections are not neglected (as in existing implementations), due to the fundamental properties of the transmission line theory and the hence accuracy of the IRIM method is significantly enhanced. This is, actually, a key advantage of the featured technique, which can, now, handle more demanding problems, without the need of adopting simplified and rather coarse conventions. 
IV. VALIDATION PROCESS AND RESULTS
The effectiveness of our method is validated through its comparison with the measured spectra of the CRM, depicted in Fig. 3 . In particular, a genetic algorithm is utilized in the transmission line model to extract the thickness that minimizes the comparison error. The samples consist of a ferrous base and a thin film coating of ε = 2.2ε 0 , µ = µ 0 and σ = 10 2 S/m, where ε 0 and µ 0 are the free-space permittivity and permeability, respectively. The thickness of the samples is d = 15.55 µm, 39.71 µm, and 98.91 µm, while the Alpha Bruker FTIR is used for the infrared spectra measurements.
In this framework, Fig. 4 illustrates the spectrum of the ferrous base, indicating that at the near infrared regime the conductor nature degrades. For this reason, the region up to 1500 cm −1 is taken into account, where the infrared fingerprint of the material is located; therefore our estimation may be disturbed, as observed in Fig. 5 . However, the extrema due to the interferences can be located via the thorough examination of the extrema, considering those that exhibit a periodic pattern. In this way, the accuracy of the method is proven remarkable, since the relative error of the thickness estimation is calculated less than 1% for any sample.
Based on the above observations, the comparison analysis for the thinner sample, namely the one with d = 15.55 µm, is given in Fig. 5(a) , where, although the IR fingerprint peaks degrade significantly the spectrum, the interference peaks can be easily located, when considering both maxima and minima. As a consequence, the estimated value is 15.5 µm. Accordingly, the estimated value for the second sample, i.e. for d = 39.71 µm, is approximately 39.5 µm, while it is observed from Fig. 5(b) that the interference peaks may be more easily located. Finally, the spectrum of the thicker sample, that is d = 98.91 µm, is presented in Fig. 5(c) , where the interference peaks are limited up to 550 cm −1 . The explanation for this specific behavior stems from the larger electric length of the sample that leads to increased losses. Nonetheless, the estimation is still deemed exceptional, since the transmission line model evalautes a thickness of 98.8 µm through the extraction of the peaks, attributed to the interference.
V. CONCLUSION
A technique for the evaluation of thin-film thickness has been introduced in this paper. Extending the primary IRIM concept, the featured scheme takes into account − unlike existing approaches − the multiple reflections of an incident electromagnetic wave, which creates interference on a preselected sensor. Then, the formulation examines the local extrema of the received waveform in order to estimate the required thickness. For its validation, the results of the proposed method are compared to Certified Reference Materials, exhibiting promising accuracy, consistency, and reliability.
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