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Abstract 
In this paper we explore the multi-commodity flow formulation for the Asymmetric Traveling Salesman Problem (ATSP) to obtain dual bounds. 
The procedure employed is a variant of a relax and cut procedure proposed in the literature that computes the Lagrangean multipliers associated to 
the subtour elimination constraints preserving the optimality of the multipliers associated to the assignment constraints. The results obtained by the 
computational study are encouraging and show that the proposed algorithm generated good dual bounds for the ATSP with a low execution time. 
 
Keywords: traveling salesman problem; relax and cut; Lagrangean relaxation. 
 
 
Un enfoque relax and cut usando una formulación de flujo 
multiproductos para el problema del agente viajero 
 
Resumen 
En este artículo nosotros exploramos una formulación de flujo multiproductos para el Problema del Agente Viajero Asimétrico (ATSP) en 
la obtención de cotas duales de este problema. El procedimiento empleado es una variante del método relax and cut propuesto en la 
literatura que computa los multiplicadores lagrangianos asociados a las restricciones de eliminación de subrutas preservando la optimalidad 
de los multiplicadores asociados a las restricciones de asignación. Los resultados obtenidos con la experimentación computacional son 
alentadores y muestran que el algoritmo propuesto genera buenas cotas duales con un tiempo de ejecución bajo.  
 
Keywords: problema del agente viajero; relax and cut; relajación lagrangiana. 
 
 
 
1. Introduction 
 
The Traveling Salesman Problem (TSP) has been the 
subject of many works beginning with the seminal paper of 
Dantzig, Fulkerson, and Johnson in 1954 [3]. The 
applications can vary from everyday routing problems e.g. 
[1,17], to production planning problems [13]. Many of these 
works also discuss models and solution approaches for the 
TSP. For the majority of solution approaches, it is important 
to have good primal and dual bounds. The latter can be 
obtained by exploring different types of relaxations.  
The linear relaxation of a Mixed Integer formulation to an 
optimization problem can provide a dual bound and its quality 
depends on how close the formulation is to the convex hull of 
solutions. Oሷ ncan et al. [14] review several mathematical 
formulations for the ATSP and discuss the quality of the associated 
bounds.  The difference among the formulations is how the subtour 
elimination constraints are formulated. The formulation presented 
in [3], known as DFJ, provides a stronger dual bound and has been 
the basis for several solution methods for the ATSP [e.g. 16]. 
However it has an exponential number of subtour elimination 
constraints. Another formulation is the multi-commodity flow 
formulation (MC-ATSP) and it uses a polynomial number of 
constraints to eliminate subtours. It is as strong as the DFJ 
formulation; however, it might present difficulties when it comes 
to solving the associated linear relaxation.  
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Due to the computational effort necessary to solve the linear 
relaxation of the MC-ATSP, Rocha, Fernandes, and Soares [16] 
apply a Lagrangean relaxation to derive dual bounds for the 
ATSP.  In the present paper, we also explore Lagrangean bounds 
for the MC-ATSP formulation. However, instead of dualizing 
all the subtour elimination constraints at once, we dualize only 
the ones that are violated by the current solution of the relaxed 
problem. This idea has been denominated the Relax and Cut 
procedure. It was introduced in the works of Balas and 
Christofides [2] and Gavish [7], and it has been the subject of 
many studies in recent years, although it has not always been 
referred to as such [2,4,-6,8,9, 16,18]. 
To briefly describe the relax and cut method, consider an 
integer optimization problem (IP) defined by (1)-(4). 
 
 min݂ሺݔሻ ൌ ܿݔ (1) 
   
 ݏݑܾ݆݁ܿݐ	ݐ݋	ܣݔ ൑ ܾ (2) 
   
 ܥݔ ൑ ݀ (3) 
   
 ݔ ∈ ܺ (4) 
 
A relaxation of (IP) can be obtained by removing the 
constraints (2), and is denominated (RP). Let ̅ݔ be the optimal 
solution of (RP), and let ܽ௜ݔ ൑ ܾ௜ be a constraint of (IP) that is violated by ̅ݔ. A Lagrangean type relaxation of problem 
(IP) can be built by dualizing the violated constraint using 
ߣ ∈ 	ܴା௡ as stated in problem (LRP) defined by (5)-(7).  
 
Fixing the value of ߣ it is possible to obtain a dual bound 
for problem (IP). The best bound that can be obtained by the 
relaxation (LRP) is found by solving the associated dual 
problem stated in (8). 
 
 max
λஹ଴ሼ݃ሺߣሻሽ. (8)  
Having solved the problem (8), it might be possible to 
improve the dual bound obtained so far by identifying new 
valid inequalities for (IP) that are not satisfied by the current 
solution of (8), reformulating the relaxation (LRP) by 
dualizing them in a Lagrangean fashion, and solving the new 
Lagrangean dual problem. This procedure has been coined by 
Lucena [11] as a Delayed Relax and Cut method. A different 
procedure, coined as Non-Delayed Relax and Cut in [12], 
identifies new violated valid inequalities and reformulates the 
relaxation each time a multiplier is updated. 
The remainder of this paper is organized as follows. The 
non-delayed relax and cut method applied to a generic 
formulation of the ATSP is presented in section 2. In Section 2.1, 
the procedure presented in [2] for the DFJ formulation is briefly 
described followed by the description of our proposal to adapt it 
for MC-ATSP formulation presented in Section 2.2. A 
numerical study comparing the two procedures is presented in 
Section 3 and concluding remarks are given in Section 4. This 
paper is an extension of work presented at the CILOG 2014 [10]. 
 
2. The non-delayed relax and cut method applied to 
the ATSP 
 
Consider a Graph ܩሺܸ, ܣሻ	with |ܸ| ൌ ݊, |ܣ| ൌ ݊ଶ and a 
cost ܿ௜௝ for each arc ሺ݅, ݆ሻ ∈ ܣ. A generic mathematical formulation for the ATSP problem is stated in (9)-(13) and is 
denominated (GATSP). 
 
 ݒሺܣܶܵܲሻ ൌ min෍෍ܿ௜௝ݔ௜௝
௝∈௏௜∈௏
 (9) 
   
Subject to ෍ݔ௜௝
௝∈௏
ൌ 1, ݅ ∈ ܸ (10)  
   
 ෍ݔ௜௝
௜∈௏
ൌ 1, ݆ ∈ ܸ (11)  
   
 ෍෍ܽ௜௝௧ ݔ௜௝
௝∈௏௜∈௏
൒ ܽ௧଴, ݐ ∈ ܶ (12)  
   
 ݔ௜௝ ൌ 0/1, ݅, ݆ ∈ ܸ. (13)  
 
The variable ݔ௜௝ defines whether city ݆ succeeds city ݅ in the Hamiltonian cycle. The objective function (9) states the 
search for the minimum cost Hamiltonian cycle. Constraints 
(10)-(11) guarantees that each city is included exactly once 
in the Hamiltonian cycle. The constraints set (12) state the 
usual subtour elimination constraints in a generic format [2]. 
If constraints (12) are dropped we obtain a relaxation for the 
ATSP and this problem is known as the Assignment Problem 
(AP).  Given the properties of the constraint matrix of (AP), it can 
be solved as a continuous linear optimization problem. Let ݔ be 
the optimal primal solution to the continuous version of (AP), 
ሺݑ, ݒሻ be the associated optimal dual solution and ܤ be the 
associated optimal basis. If ݔ is feasible to the GATSP, we are 
done. Otherwise, it is of interest to compute strong primal and dual 
bound for the GATSP. In what follows, the non-delayed relax and 
cut method will be applied to the GATSP formulation in order to 
obtain dual bounds. 
Let ߣ௧, ݐ	 ∈ 	ܶ, be the Lagrangean multipliers associated to constraints (12) and ܺ be the feasible set associated to the 
relaxation (AP). Dualizing the constraints (12) we get the 
Lagrangean function (14). 
 
ܮሺߣሻ ൌ min௫∈௑ ቐ෍෍ܿ௜௝ݔ௜௝௝∈௏
െ෍ߣ௧
௧∈்
ቌ෍෍ܽ௜௝௧ ݔ௜௝
௝∈௏௜∈௏
െ	ܽ௢௧ቍ
௜∈௏
ቑ 
 
ൌ ൌ min௫∈௑ ቐ෍෍൭ܿ௜௝ െ෍ߣ௧ܽ௜௝
௧
௧∈்
൱ ݔ௜௝
௝∈௏௜∈௏
ቑ ൅෍ߣ௧ܽ଴௧
௧∈்
 (14)  
 
 
 ݃ሺߣሻ ൌ min 	݂ሺݔሻ ൌ ܿݔ െ ߣሺܽ௜ݔ െ ܾ௜ሻ (5)    
 ݏݑܾ݆݁ܿݐ	ݐ݋	ܥݔ ൑ ݀ (6) 
   
 ݔ ∈ ܺ (7) 
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A dual bound (DL) for the ATSP can be obtained by 
solving the associated Lagrangean dual (15). 
 
 ܦܮ ൌ max
λஹ଴ሼܮሺߣሻሽ. (15)   
Several methods can be used to solve (15), among them 
the subgradient method and the Volume algorithm (e.g. [8], 
[16]). Balas and Christofides [2] propose a non-delayed relax 
and cut algorithm in which the search for the optimal 
Lagrangean multipliers is done by searching for λ values that 
maintains the optimality of the primal solution ݔ for the 
relaxation (AP). That is, the search for ߣ	 ൒ 	0 that improve 
the dual bound given by the relaxation (AP), ݒሺܣܲሻ, is 
limited to dual solutions such that conditions (16) and (17) 
are satisfied. 
 
 
That is, conditions (16) and (17) impose the search for 
λ୲	among the values that guarantee feasible solutions to the dual of the problem (AP), problem (DAP) defined by (18)-
(20). 
 
 max෍ݑ௜
௜∈௏
൅෍ݒ௝
௝∈௏
൅෍ߣ௧ܽ଴௧
ఒ∈்
 (18)  
   
Subject to 
 ݑ௜ ൅ ݒ௝ ൅෍ߣ௧ܽ௜௝௧
ఒ∈்
൑ ܿ௜௝, ݅, ݆ ∈ ܸ (19)  
   
 ߣ ൒ 0. (20)  
 
Let 
 Λ ൌ ሼሺݑ, ݒ, ߣሻ: ሺ16ሻ; ሺ17ሻሽ. (21)  
 
The Lagrangean dual problem (15) can be restated as (22). 
 
  maxఒ∈Λሼܮሺߣሻሽ. (22)   
Note 1. We say that a constraint admits a positive 
multiplier if there is λ ൐ 0 such that B is optimal to (AP) and 
when it is dualized in a Lagrangean fashion it gives a better 
dual bound. 
Proposition 1. [2] If only a subset Tᇱ ⊆ T of constraints 
(12) are used to build the Lagrangean function L(λ), then: 
 
ݒሺܣܶܵܲሻ ൒ 	ݒ′ሺܣܶܵܲሻ
ൌ ෍ݑ௜
௜∈௏
	൅෍ݒ௝
௝∈௏
	൅	 ෍ ߣ௧ܽ଴௧
௧∈்′
. (23)  
 
The procedure proposed in [2] attempts to improve the 
dual bounds to the (ATSP) iteratively while keeping the 
solutions ݔ	and ሺu, vሻ, respectively, primal and dual optimal 
for (AP). The procedure identifies valid inequalities that: 
 
 ܽݎ݁	ݒ݅݋݈ܽݐ݁݀	ܾݕ	ݔ, ܽ݊݀ (24)
   
 ܽ݀݉݅ݐ	݌݋ݏ݅ݐ݅ݒ݁	݉ݑ݈ݐ݅݌݈݁ݎݏ. (25)
 
Once valid inequalities that satisfy (24) and (25) are 
identified, they are included in the (AP) formulation and dualized 
in a Lagrangean fashion with the maximum possible value that 
satisfies (16) and (17). The addition of new constraints to the 
reformulated (AP) implies in addition of new variables to the 
dual problem (18)-(20), in the term ∑ λ୲a଴୲୲∈୘ᇱ  of (23), so 
improving the dual bound given by the partial Lagrangean 
function Lሺλሻ. Given that violated constraints are identified (cut) 
and used to build a new Lagrangean relaxation to the problem it 
is a relax and cut procedure. Moreover, since the cuts are 
identified each time a new Lagrangean solution is found, the 
procedure proposed in [2] can be called a non-delayed relax 
and cut procedure, or simply RCP. In what follows, we will 
specify how to obtain valid inequalities that satisfy (24) and 
(25). 
 
2.1. The relax and cut procedure for the formulation 
 DFJ-ATSP 
 
Balas and Christofides [2] develop the RCP procedure for 
three types of subtour elimination constraints (cut set, clique 
and articulation point). To identify violated inequalities that 
admit positive multipliers, they consider an auxiliary 
spanning graph ܩ଴ሺܸ, ܣ଴ሻ in which there is an arc in ܣ଴ for each variable with zero reduced cost (i.e.an arc for each 
variable that satisfies (19) at equality).  
In the case of the cut set constraints, if ܳ ௧ ൌ ሺܵ௧, ܵ௧ሻ is the cut set associated to ܵ௧	ܸ	, ∀ݐ ∈ ܶ. Then the cut constraint (26) admits a positive multiplier if and only if condition (27) is 
satisfied. 
 
 
 ܳ௧ ∩ ܣ଴ ൌ ∅. (27)   
More details of how to identify violated cut set constraints 
can be found in [2] and [10]. 
 
2.2. The Relax and Cut procedure for the ATSP multi-
commodity formulation 
 
A strong formulation for the ATSP, with a polynomial 
number of constraints, is based on the multi-commodity network 
flow problem (e.g. [14]). In this formulation, the subtour 
elimination constraints are formulated in terms of a flow of 
ሺ݊	 െ 	1ሻ commodities in a network. The reasoning is based on 
the assumption that there are ሺ݊	 െ 	1ሻ commodities available at 
city 1 and a demand of one unit of commodity ݆, ݆ ് 1 at city ݆. 
The formulation is an extended one in the sense that besides the 
binary assignment variables ݔ௜௝, a set of continuous variables 
 ܫ݂	̅ݔ௜௝ ൌ 1, ݐ݄݁݊	ݑ௜ ൅ ݒ௝ ൅	෍ߣ௧ܽ௜௝௧
௧∈்
ൌ ܿ௜௝ (16)  
   
 ܫ݂	̅ݔ௜௝ ൌ 0, ݐ݄݁݊	ݑ௜ ൅ ݒ௝ ൅෍ߣ௧ܽ௜௝௧
௧∈்
൑ ܿ௜௝ (17)  
 ෍ ݔ௜௝
ሺ௜,௝ሻ∈ொ೟
൒ 1. (26)  
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ݕ௞௜௝߳	ܴ are defined to represent the flow of a commodity ݇ through the arc ሺ݅, ݆ሻ. The multi-commodity subtour elimination 
constraints are defined by (28)-(31). 
 
෍ݕ௞ଵ௜
௜∈௏
െ෍ݕ௞௜ଵ
௜∈௏
ൌ 1, ݇ ∈ ܸሼ1ሽ (28)  
  
෍ݕ௞௜௞
௜∈௏
െ෍ݕ௞௞௜
௜∈௏
ൌ 1, ݇ ∈ ܸሼ1ሽ (29)  
  
෍ ݕ௞௜௝
௜∈௏\ሼଵሽ
െ ෍ ݕ௞௝௜
௜∈௏\ሼଵሽ
ൌ 0, ݆, ݇ ∈ ܸሼ1ሽ, ݆
് ݇ 
(30)  
  
 0 ൑ ݕ௞௜௝ ൑ ݔ௜௝, ݅, ݆, ݇ ∈ ܸ, ݇ ് 1. (31)  
 
The constraints (28) guarantee that there is one unit of 
commodity ݇ available at node 1 and this product cannot flow 
back to node 1. For each node ݇	 ∈ 	ܸ	\ሼ1ሽ, constraint (29) 
imposes that the demand for product ݇ in node ݇ is met. 
Constraints (30) are the flow conservation constraints. Finally, 
constraints (31), impose that the flow of product ݇ goes through 
arc ሺ݅, ݆ሻ only if this arc is included in a path from node 1 to node 
݇. The multi-commodity formulation for the ATSP, MC−ATSP, 
is given by (9)-(11), (13) and (28)-(31). In what follows, we 
detail the RCP procedure defined in Section 2 to obtain dual 
bounds for the ATSP considering the MC−ATSP formulation. 
In an optimal solution to the Assignment Problem (AP) 
that includes subtours, the multi-commodity flow constraints 
(28)-(31) are violated for any node ݓ	 ∈ 	ܸ that is not in the 
same subtour that includes node 1, denoted hereafter as ଵܵ. That is, condition (24) is satisfied for every ݇ ∈ ܵଵ ൌ ܸ\ ଵܵ. Let us now derive the conditions to identify among the 
violated constraints the ones that admit positive multipliers. 
In order to do that, let us build the dual problem associated to 
the linear relaxation of MC-ATSP. For each commodity ݇	 ∈
	ܸ	\ሼ1ሽ, define ߙ௞, ߚ௞ and ߛ௝௞ as the dual variable associated to (28), (29) and (30) respectively. For each node ݆	 ∈ 	ܸ	\ሼ1, ݇ሽ, 
߮௞௜௝ is the dual variable associated to (31).  Let ܽ௞௜௝ఈ , 	ܽ௞௜௝ఉ , 	ܽ௞௜௝
ఊೕ  
and ܽ௞௜௝ఊ೔  be the nonzero coefficients of the flow variable ݕ௞௜௝ in constraints (28), (29), (30) and (31) respectively. A column of the 
constraints’ matrix of the MC-ATSP associated to the ݕ௞௜௝ variable is represented in Fig. 1, in which the coefficients are 
defined according to (32)-(35). 
 
 ܽ௞௜௝ఈ ൌ ൝
1, ݂݅	݅ ൌ 1;
െ1, ݂݅	݆ ൌ 1;
0, ݋ݐ݄݁ݎݓ݅ݏ݁.
 (32)  
   
 ܽ௞௜௝ఉ ൌ ൝
െ1, ݂݅	݅ ൌ ݇;
1, ݂݅	݆ ൌ ݇;
0, ݋ݐ݄݁ݎݓ݅ݏ݁.
 (33)  
   
 ܽ௞௜௝
௬ೕ ൌ ൜1, ݂݅	݆ ് 1, ݆ ് ݇	;0, ݋ݐ݄݁ݎݓ݅ݏ݁.  (34)  
   
 ܽ௞௜௝௬೔ ൌ ൜െ1, ݂݅	݅ ് 1, ݅ ് ݇;0, ݋ݐ݄݁ݎݓ݅ݏ݁.  (35)  
Figure 1. The columns of the flow variables ݕ௞௜௝, ݕସଶହ, ݕସଵଷ. 
Source: The authors  
 
 
The dual problem associated to the MC-ATSP 
formulation is defined by (36)-(39). 
 
 
max෍ݑ௜
௜∈௏
൅෍ݒ௝
௝∈௏
൅෍ሺߙ௞ ൅ ߚ௞ሻ
௡
௞ୀଶ
 (36)  
   
Subject to 
 
ݑ௜ ൅ ݒ௝ ൅෍߮௞௜௝
௡
௞ୀଶ
൑ ܿ̂௜௝, ݅, ݆ ∈ ܸ (37)  
   
ܽ௞௜௝ఈ ߙ௞ ൅ ܽ௞௜௝ఉ ߚ௞ ൅ ܽ௞௜௝
ఊೕ ߛ௝௞ ൅ ܽ௞௜௝ఊ೔ ߛ௜௞ െ ߮௞௜௝
൑ 0, ݅, ݆, ݇ ∈ ܸ, ݇ ് 1 (38)  
  
 ߮௞௜௝ ൒ 0, ݅, ݆, ݇ ∈ ܸ, ݇ ് 1. (39)  
 
The main idea of the RCP is to dualize only the multi-
commodity constraints that have a positive multiplier and 
therefore guarantee an improvement in the quality of the 
Lagrangean dual bound. As we can see in the objective 
function (36), to obtain better bounds it is necessary to 
identify constraints such that condition (40) is met, in which 
ܶᇱ is the set of dualized constraints. 
 
 ෍ ሺߙ௞ ൅	ߚ௞ሻ
௧∈்′
൐ 0. (40)  
 
The multiplier ߮	 ൌ 	 ሺ߮௞௜௝ሻ, associated to (27), has sign constraints. Therefore to guarantee (39), let ߮௞௜௝be fixed to the current value of the reduced cost,  ܿ̂௜௝, associated to the primal variable ݔ௜௝, see expression (41).  
 ߮௞௜௝ ൌ ܿ௜௝– ݑ௜– ݒ௝ െ ෍ ߮௞′௜௝.
௞′∈்′
	 (41)  
 
To simplify the notation, fixing ߮௞௜௝ to the value defined in 
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(41), constraints (37) and (38) can be replaced by (42) in the dual 
problem. 
ݑ௜ ൅ ݒ௝ ൅ ܽ௞௜௝ఈ ߙ௞ ൅ ܽ௞௜௝ఉ ߚ௞ ൅ ܽ௞௜௝
ఊೕ ߛ௝௞ ൅ ܽ௞௜௝ఊ೔ ߛ௜௞
൑ ܿ௜௝, 
݅, ݆ ∈ ܸ. 
(42)  
 
Now, it is necessary to derive feasible values to the dual 
variables ߙ௞, ߚ௞	and ߛ௝௞, for ݆ 	 ∈ 	ܸ	\ሼ1, ݇ሽ. There are two cases. In the first case, we consider ݔ௜௝ ൌ 1. To simplify the exposition, suppose that no subtour elimination constraints have 
been dualized yet, ܶ	 ൌ 	∅, and take a subtour ܵ௞ that contains node ݇. Let ݈ଵ ∈ ܵ௞ 	ൌ 	 ሼ݇, ݈ଵ, ݈ଶ, …	, ݈|ௌೖ|ሽ such that ݔ௞௟భ ൌ 	1. Then the dual constraint associated to the variable ݔ௞௟భ(42) is:  
 ݑ௞ ൅ ݒ௟భ െ ߚ௞ ൅ ߛ௟భ௞ ൌ ܿ௞௟భ. (43)   
The associated slack variable is zero and so for ሺ݇, ݈ଵሻ, ݑ௞ ൅ ݒ௞௟భ ൌ ܿ௞௟భ and we obtain (44) and (45).  
 െߚ௞ ൅ ߛ௟భ௞ ൌ 0 (44)     
 ߚ௞ ൌ ߛ௟భ௞ . (45)   
Consider now a second node ݈ଶ ∈ ܵ௞ such that ݔ௟భ௟మ ൌ 1, similarly we have: 
 
 ݑ௟భ ൅ ݒ௟మ ൅ ߛ௟భ௞ െ ߛ௟మ௞ ൌ ܿ௟భ௟మ,   
obtaining		ߛ௟ଵ௞ ൌ ߛ௟మ௞ . Continuing this reasoning we have:  
 ߛ௟೔௞ ൌ ߚ௞, ∀݈௜ ∈ ܵ௞. (46)   
Consider now a node in the same subtour as node 1, ݉ଵ ∈
ଵܵ ൌ ሼ1,݉ଵ,݉ଶ,… ,݉|ௌభ|ሽ such that ݔଵ௠భ ൌ 1. According to (42): 
 
 ݑଵ ൅ ݒ௠భ ൅ ߙ௞ ൅ ߛ‐௠భ௞ ൑ ܿଵ௠భ. (47)   
As the associated slack, reduced cost, is zero (ܿ̂ଵ௠భ ൌ 0) we get the equality ߙ௞ ൌ െߛ௠భ௞ , which is also valid for the other nodes  ݉௜ ∈ ଵܵ, that is:  
 ߙ௞ ൌ െߛ௠೔௞ , ∀݉௜ ∈ ଵܵ. (48)   
And so, ߛ௠೔௞ ൌ ߛ௠ೕ௞  for ݉ ௜, ௝݉ ∈ ଵܵ, ݉௜, ௝݉ ് 1,݉௜ ് ௝݉. In general, for a subtour ܵ௤, ܵ௤ ് ଵܵ and ܵ௤ ് ܵ௞, and any distinct nodes ݍ௜, ݍ௝ ∈ ܵ௤ we have (50).  
 ߛ௤೔ ൌ ߛ௤ೕ. (49)  
 
Consider now the case when ݔ௜௝ ൌ 0. Let ܵ௤ and ܵ௥ be two distinct subtours and the nodes ݍ௜and ݎ௝ , both different from 1 and ݇. Consider also the arc ሺݍ௜, ݎ௝ሻ and the respective constraint (42): 
 
 ݑ௤೔ ൅ ݒ௥ೕ ൅ ߛ௥ೕ௞ െ ߛ௤೔௞ ൑ ܿ௤೔௥ೕ. (50)  
 
As ݍ௜ and ݎ௝ do not belong to the same subtour, then ݔ௤೔௥ೕ ൌ 0. Moreover, as ݔ is the optimal solution to (AP), it is possible to say that ܿ̂௤೔௥ೕ ൒ 0, that is,ݑ௤೔ ൅ ݒ௥ೕ ൑ ܿ௤೔௥ೕ. As ܿ̂௤೔௥ೕ ൌ ܿ௤೔௥ೕ െ ݑ௤೔ െ ݒ௥ೕ, to keep the dual feasibility and according to (51): 
 
 ߛ௥ೕ௞ െ ߛ௤೔௞ ൑ ܿ̂௤೔௥ೕ. (51)  
 
Since (51) and picking one node in each subtour	ݍଵ ∈ ܵ௤ and ݎଵ ∈ ܵ௥ we have:  
 ߛ௥భ௞ െ ߛ௤భ௞ ൑ ܿ̂௤೔௥ೕ. (52)  
 
The inequality (53) is valid for any ݍ ∈ ܵ௤and ݎ	 ∈ ܵ௥. Then: 
 
 ߛ௥భ
௞ െ ߛ௤భ௞ ൑ min൛ܿ̂௤௥, ݍ ∈ ܵ௤, ݎ
∈ ܵ௥ൟ. (53)   
Similarly, taking the arc ሺݎ௝, ݍ௜ሻ we have:  
 ߛ௤೔௞ െ ߛ௥ೕ௞ ൑ ܿ̂௥ೕ௤೔ (54)  
   
 ߛ௤భ௞ െ ߛ௥భ௞ ൑ ܿ̂௥ೕ௤೔ (55)  
   
 ߛ௤భ௞ െ ߛ௥భ௞ ൑ minሼܿ̂௥௤, ݎ ∈ ܵ௥, ݍ ∈ ܵ௤ሽ (56)     
 ߛ௥భ
௞ െ ߛ௤భ௞ ൒ െminሼܿ̂௥௤, ݎ ∈ ܵ௥, ݍ∈ ܵ௤ሽ (57)  
 
We can restate (58) as, 
 
 max൛െܿ̂௥௤, ݎ ∈ ܵ௥, ݍ ∈ ܵ௤ൟ൑ ߛ௥భ௞ െ ߛ௤భ௞ . 
(58)  
 
From (54) and (59) we have: 
 
max൛െܿ̂௥௤, ݎ ∈ ܵ௥, ݍ ∈ ܵ௤ൟ ൑ ߛ௥భ௞ െ ߛ௤భ௞
൑ min൛ܿ̂௤௥, ݍ ∈ ܵ௤, ݎ ∈ ܵ௥ൟ. (59)  
 
To obtain (60), we supposed that ܵ௥ and ܵ௤ were different 
from both ଵܵ and ܵ௞. Using a similar argument and considering node ݉ଵ as representing the subtour ଵܵ we get 
ߛ௠భ௞ ൌ െߙ௞, and for ݈ଵ ∈ ܵ௞, ߛ௟భ௞ ൌ ߚ௞. Then we can derive:  
maxሼെܿ̂௠௟,݉ ∈ ଵܵ, ݈ ∈ ܵ௞ሽ ൑ ߙ௞ ൅ ߚ௞൑ minሼܿ̂௟௠, ݈ ∈ ܵ௞,݉∈ ଵܵሽ. 
(60)  
 
which gives bounds to ߙ௞ ൅ ߚ௞ that keeps the dual feasibility of the optimal basis ܤ. If minሼܿ̂௟௠, ݈ ∈ ܵ௞,݉ ∈
ଵܵሽ ൑ 0 then the constraints associated to ݇ do not admit positive multipliers. Otherwise, the maximum possible 
values for ሺߙ௞ 	൅	ߚ௞ሻ can led to an improved dual bound. 
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To summarize the optimization problem associated to the 
definition of the best values for ߙ௞ and ߚ௞, let:  
 ߛ௞௞ ൌ ߚ௞	 (61)     
 ߛଵ௞ ൌ െߙ௞. (62)   
From (47) and (62) we have that: 
 
 ߛ௞௞ ൌ ߛ௟೔௞, ∀݈௜ ∈ ܵ௞. (63)   
Similarly, from (49) and (63) we get: 
 
 ߛଵ௞ ൌ ߛ௠೔௞ , ∀݉௜ ∈ ଵܵ. (64)   
The problem to identify violated multi-commodity 
inequalities with positive multipliers is given by (66)-(70). 
 
 maxߙ௞ ൅ ߚ௞ (65)  
Subject to 
 ߙ௞ ൌ െߛଵ௞ (66)     
 ߚ௞ ൌ ߛ௞௞ (67)     
݄௞௥௤ ൑ ߛ௥௞ െ ߛ௤௞ ൑ ܪ௞௥௤, ܵ௥, ܵ௤ ∈ ࣭, ܵ௥ ് ܵ௤. (68)    
 ߙ௞, ߚ௞, ߛ௞	݂ݎ݁݁. (69)   
In (69), ݄௞௥௤ ≔ max൛െ߮௞௥ᇲ௤ᇲ, ሺݎᇱ, ݍᇱሻ ∈ ൫ܵ௥, ܵ௤൯ൟ;  
ܪ௞௥௤ ≔ min൛߮௞௤ᇲ௥ᇲ, ሺݍᇱ, ݎᇱሻ ∈ ሺܵ௤, ܵ௥ሻൟ; ࣭ is a collection of subtours associated to ݔ; ݎ and ݍ are nodes in ܵ௥ and ܵ௤, respectively,with ܵ௥ ് ܵ௤. If the optimal solution ሺߙ௞∗ , ߚ௞∗, ߛ௞∗ሻ of (66)-(70) is greater than zero, the set of constraints (28)-(31) associated to ݇ is 
violated by ݔ and dualized with positive multipliers. The 
reduced costs can be updated according to (71). 
 
ܿ̂௥௤ ൌ ܿ̂௥௤ ൅	ߛ௤భ௞ െ ߛ௥భ௞ , 	ܵ௥, ܵ௤ ∈ ࣭, ܵ௥ ് ܵ௤.	 (70)   
The MC-RCP procedure consists in iteratively evaluating 
all the subtours through the nodes ݇ᇱ ∈ ܸ\ሼ1, ݇ሽ. According 
to (36), at the end of the procedure an improved dual bound 
(ܮܤ) for the ATSP is given by (72). 
 
 ܮܤ ൌ ݒሺܣܲሻ ൅ ෍ ߙ௞ ൅ ߚ௞.
௞∈்ᇲ
 (71)  
 
The pseudocode of the MC-RCP procedure is shown in 
Fig. 2. 
 
3. Computational Study 
 
In this section, we present results of the computational 
implementation of the procedure relax and cut considering 
the cut set constraints (Procedure CS-RCP described in 
Section 2.1) and the multi-commodity constraints (Procedure 
MC-RCP described in Section 2.2). The multi-commodity  
1 Input: ATSP instance (GሺV, Aሻ, |V| ൌ n, |A| ൌ m, c୧୨, ∀ሺi, jሻ ∈
A) 
2 Output: Lower Bound, multi-commodity violated constraints. 
3 Begin 
4 Solve the AP associated to the ATSP 
5 LB ൌ vሺAPሻ 
6 Identify the set of subtours associated to x, ࣭. 
7 If |࣭| ൌ 1, stop. x is an optimal solution. 
8 Sଵ is the subtour containing vertex 1. 
9 Tᇱ ൌ ∅ 
10 N ൌ ∅ 
11 W ൌ V\Sଵ 
12 While W ് ∅	 
13 Begin 
14 Select k ∈ W ൌ V\ሺSଵ ∪ Tᇱ ∪ Nሻ 
15 If minሼcො୪୫, l ∈ S୩,m ∈ Sଵሽ ൌ 0, then N ൌ N ∪ ሼkሽ 
16 Else 
17 Begin 
18 Solve problem (66)-(70) 
19 If ൫α୩∗ , β୩∗ , γ୩∗൯ ൑ 0 then N ൌ N ∪ ሼkሽ 
20 Else 
21 Begin 
22 For ሺr, qሻ ∈ A do 
  cො୰୯ ൌ cො୰୯ ൅ γ୯భ୩ െ γ୰భ୩ , S୰, S୯ ∈ ࣭, ܵ௥ ് ܵ௤. 
23  LB ൌ LB ൅ α୩ ൅ β୩ 
24 	Tᇱ ൌ Tᇱ ∪ ሼkሽ 
25  N ൌ ∅ 
26 W ൌ W\ሼkሽ 
27 End 
28 End 
29 End 
30 x is a solution to the AP, LB is a lower bound for the ATSP 
and the constraints in Tᇱ were dualized to find LB 
31 End 
Figure 2. Pseudocode of MC-RCP procedure.  
Source: The authors  
 
formulation for the ATSP, model MC-ATSP, was written in 
the syntax of the AMPL modeling language. The CS-RCP 
and the MC-RCP algorithms were coded in the C++ 
programming language, using the CPLEX 12.5 libraries and 
run on a machine with Intel Core i5 2.67 GHz with 3.80 GB 
of RAM, operating system Windows 7 Ultimate. A 
maximum of 30 minutes (1800 seconds) of CPU time was 
allowed in each run. Thirteen instances of the TSPLIB library 
[15] were used in the tests (br17, ftv33, ftv35, ftv38, p43, 
ftv44, ftv47, ft53, ftv55, ftv64, ft70, ftv70, ftv170) ranging 
from 17 to 171 nodes. The instances size and the 
corresponding optimal solution values are given in [15]. 
As described in section 2, the relax and cut algorithms 
start from a solution of the Assignment Problem (AP) and 
search for violated valid inequalities that admits positive 
multipliers. For the cut set subtour elimination constraints 
(procedure CS-RCP), identifying valid inequalities is related 
to the existence of a reachable set ܴሺ݅ሻ ് 	ܸ of a node ݅ in 
the admissible graph ܩ଴ [10]. As for the multi-commodity subtour elimination constraints (procedure MC-RCP) the 
search is undertaken through all the subtours that do not 
include node 1 (see Fig. 2). 
At first the instances of the AP and the MC-ATSP models, 
as well as the linear relaxation of the model MC-ATSP (RMC-
ATSP) were solved by the solver CPLEX using the default 
parameters, except for the instances of the relaxation RMC-
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ATSP that were solved by the barrier method, as suggested in 
[14]. It was not possible to find feasible solution for 6 
instances (p43, ftv44, ftv55, ft70, ftv70 and ftv170) of the 
model MC-ATSP in 30 minutes (the allowed execution time). 
Also, the solver runs out of memory when solving instance 
ftv170 of the MC-ATSP model. The linear relaxation of the 
multi-commodity formulation is indeed very strong, it 
provided an average gap of 1.03%. The gap associated to the 
relaxation AP of the instances br17 and p43 is very high, 
100% and 97% respectively, which influences the results of 
the algorithms relax and cut as will be discussed next. 
To compare two bounds ߢ	 and 	ߩ we compute their 
relative value	ሺݒݎሺߢ, ߩሻሻ as in (73). 
 
 ݒݎሺߢ, ߩሻ ൌ 100 ሺߢ െ ߩሻߢ . (72)   
Table 1 presents comparisons between the RMC-ATSP 
relaxation (RMC) and the MC-RCP procedure (MC), 
presenting the obtained dual bounds, computational time, in 
seconds, and the relative value of the RMC and MC dual 
bounds, for each instance. 
For most instances (9 out of 13) the MC-RCP procedure 
provided dual bounds with relative value of less than 10% of 
the bound given by the linear relaxation of the MC-ATSP 
model. For all but one instance, the average CPU time taken 
to solve the linear relaxation RMC-ATSP was 258.71 
seconds while the average time to run the MC-RCP 
procedure was 4.96 seconds. The linear relaxation of the 
ftv170 instance of model MC-ATSP could not be solved in 
the allowed execution time for the solver (1800 seconds). 
Taken the optimal value for the instance ftv170 given in the 
TSPLIB, the MC-RCP provided a dual bound with a gap of 
4.39% in 16.53 seconds.  
We also compared the bounds given by the two relax and 
cut procedures presented in this work. Table 2 shows, for 
each instance, the dual bounds associated to the procedures 
CS-RCP and MC-RCP, CS and MC, respectively, and the 
corresponding CPU time (in seconds). For each bound (CS 
and MC), we also show the number of violated inequalities 
that are dualized in each procedure (cut), the integer gap and 
their relative value ݒݎሺܥܵ,ܯܥሻ. 
 
Table 1. 
Linear Relaxation and Relax and Cut results. 
Instance Dual Bounds Time (sec.) ݎݒሺRMC,MCሻ RMC MC RMC MC (%) 
br17 39.00 14.00 0.39 0.56 64.10 
ftv33 1286.00 1185.00 9.67 1.38 7.85 
ftv35 1457.33 1384.00 16.99 1.76 5.03 
ftv38 1514.33 1441.00 25.40 1.92 4.84 
p43 5611.00 501.00 55.16 12.26 91.07 
ftv44 1584.87 1530.00 49.17 3.67 3.46 
ftv47 1748.61 1708.00 111.49 8.77 2.32 
ft53 6905.00 5979.00 183.91 2.10 13.41 
ftv55 1584.00 1459.00 267.93 4.82 7.89 
ftv64 1807.50 1756.00 680.41 6.77 2.85 
ft70 38652.50 38194.00 728.10 6.43 1.19 
ftv70 1909.00 1794.00 975.85 9.14 6.02 
ftv170 * 2634.00 * 16.53 * 
*No value found within the allowed execution time (1800 sec.) 
Source: The authors  
 
 
Table 2. 
Procedures CS-RCP and MC-RCP - computational results. 
Instance Dual Bounds Time(sec.) Cuts gap(%) ݒݎሺܥܵ,ܯܥሻ (%) CS MC CS MC CS MC CS MC 
br17 37.00 14.00 0.96 0.56 11.00 3.00 5.13 64.10 62.16 
ftv33 1204.00 1185.00 1.10 1.38 2.00 0.00 6.38 7.85 1.58 
ftv35 1398.00 1384.00 1.48 1.76 3.00 1.00 5.09 6.04 1.00 
ftv38 1465.00 1441.00 1.76 1.92 3.00 1.00 4.25 5.82 1.64 
p43 5583.00 501.00 11.16 12.68 24.00 8.00 0.68 91.09 91.02 
ftv44 1538.00 1530.00 2.50 3.67 4.00 2.00 4.65 5.15 0.52 
ftv47 1664.00 1708.00 2.31 8.77 3.00 7.00 6.31 3.83 -2.64 
ft53 6693.00 5979.00 7.81 2.10 10.00 1.00 3.07 13.41 10.67 
ftv55 1451.00 1459.00 2.98 4.82 3.00 4.00 9.76 9.27 -0.55 
ftv64 1735.00 1756.00 4.18 6.77 3.00 5.00 5.66 4.51 -1.21 
ft70 38311.00 38194.00 8.36 6.43 5.00 1.00 0.94 1.24 0.31 
ftv70 1773.00 1794.00 3.77 9.14 2.00 4.00 9.08 8.00 -1.18 
ftv170 2634.00 2634.00 16.50 16.53 1.00 1.00 4.39 4.39 0.00 
Source: the authors  
 
 
The CS-RCP and MC-RCP procedures gave similar 
results. In 10 out of the 13 instances, the relative value of the 
associated bounds was no greater than 3%. However, the 
particularities of some instances resulted in big differences in 
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the results of the two procedures. For the instance, br17 v(AP) 
= 0, and the bound given by the MC-RCP procedure reduced 
the AP gap from 100% to 64.10%, whereas the CS-RCP 
procedure reduced it to 5.13%. The number of valid 
inequalities that can be identified in the CS-RCP procedure 
is higher than for the MC-RCP procedure. However, the 
proportion of cuts generated in relation to possible total is 
very close in both algorithms. The CS-RCP procedure 
identified 11 cuts out of 20, a ratio of 0.55, while the MC-
RCP identified 3 out of 5, with a ratio of 0.6. It is noteworthy 
that for the instance ftv170 the dual bound and the number of 
cuts was the same in both procedures. 
The work of Rocha, Fernandes and Soares [16] features 
an application of the Volume Algorithm to solve the dual 
Lagrangean problem associated to the formulation MC-
ATSP. They test the procedure on several TSPLIB instances, 
which includes the ones used in the present work. The number 
of iterations vary from instance to instance hanging from 
1000 to 10000, depending on the size of the instance. They do 
not report dual bounds for the ftv170 instance and therefore 
this instance is not included in the comparison. The average 
relative value of the best bounds obtained with the Volume 
Algorithm (κ) in comparison with the MC-RCP procedure (ρ) 
is 17%, and the standard deviation is 28.75%. Considering 
the number of iterations required to the MC-RCP, the relax 
and cut procedure proposed in this work provides good dual 
bounds with a reduced computational effort. The bounds 
obtained with the MC-RCP and the associated relaxed 
solution could be used as a starting point to the Volume 
Algorithm. This might improve the performance of the 
algorithm in terms of reducing the total number of iterations 
and execution time.  
 
4. Concluding Remarks 
 
In this work, we studied two procedures to obtain dual 
bounds to the Asymmetric traveling salesman problem. The 
procedures are based on the relax and cut method that starting 
from the optimal solution to the assignment problem, 
identifies violated inequalities and dualizes them to build a 
Lagrangean function. Two classes of valid inequalities are 
used. The CS-RCP procedure is based on cut set subtour 
elimination constraints, and the MC-RCP procedure is based 
on the multi-commodity subtour elimination constraints. 
The procedures were tested on a set of instances from the 
TSPLIB. The computational results obtained with both 
procedures are encouraging. The quality of the bounds given 
by the two algorithms is similar. The CPU time required to 
compute the dual bounds with both the CS-RCP and MC-
RCP are small when compared to the time necessary to obtain 
dual bounds solving the linear relaxation of the MC-ATSP 
formulation.  
The formulation CS-ATSP and MC-ATSP are equivalent 
and give the same linear relaxation values. Still, a 
combination of the two types of subtour elimination 
constraints can be useful in a relax and cut procedure. They 
could be used sequentially, since the valid inequalities 
identified are distinct. The matrix of reduced costs resulting 
from the CS-RCP can be used as starting point for the MC-
RCP. The implementation of the CS-RCP was important for 
two reasons: it served as a benchmark for the MC-RCP and 
updated the work of Balas and Christofides [2] since it was 
tested with instances of the TSPLIB while in the original 
work it was tested only with random data. 
The dual bounds obtained with the relax and cut 
procedures presented here can be useful to speed up the 
solution of large instances of the ATSP by the implicit 
enumeration methods present in commercial and 
noncommercial solvers. 
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