Abstract. In this paper, we introduce a sectorial episode of the form C → r, where C is a set of events and r is an event. The sectorial episode C → r means that every event of C is followed by an event r. Then, by formulating the support and the confidence of sectorial episodes, in this paper, we design the algorithm Sect to extract all of the sectorial episodes that are frequent and confidential from a given event sequence by traversing it just once. Finally, by applying the algorithm Sect to bacterial culture data, we extract sectorial episodes representing drugresistant change.
Introduction
The sequential pattern mining [3, 6, 7, 9, 10] is one of the data mining methods from time-related data. The purpose of sequential pattern mining is to discover frequent subsequences as patterns in a sequential database. On the other hand, the episode mining [4, 5] introduced by Mannila et al. [5] is known as another approach to discover frequent patterns from time-related data. The purpose of episode mining is to discover frequent episodes, not subsequences, that are a collection of events occurring frequently together in event sequences.
In episode mining, the frequency is formulated as the number of occurrences of episodes in every window that is a subsequence of event sequences under a fixed time span called the width of windows. Then, Mannila et al. [5] have introduced a parallel episode as a set of events and a serial episode as a sequence of events. By combining the above episodes, they have extended the forms of episodes as directed acyclic graphs of events of which edges specify the temporal precedentsubsequent relationship.
Concerned with episode mining, in this paper, we introduce a sectorial episode of the form C → r, where C is a parallel episode and r is an event. The sectorial episode C → r means that every event of C is followed by an event r, so we can regard every event in C as a causation of r. Note that, since a sectorial episode is captured as the direct precedent-subsequent relationship between events, it is just a candidate of causality in database (cf. [11] ).
We formulate the support supp(C → r) of a sectorial episode C → r as the ratio of the number of k-windows (i.e., a window with width k) in which C → r occurs for the number of all k-windows. For the minimum support σ such that 0 < σ < 1, we say that C → r is frequent if supp(C → r) ≥ σ. Also we can show that the sectorial episode preserves anti-monotonicity, that is, for C 1 ⊆ C 2 , if C 2 → r is frequent then so is C 1 → r. Furthermore, by regarding a sectorial episode as an association rule [1, 2] , we introduce the confidence conf (C → r) of a sectorial episode C → r as the ratio of the number of k-windows in which C → r occurs for the number of all k-windows in which C occurs. For the minimum confidence γ such that 0 < γ < 1, we say that C → r is confidential if conf (C → r) ≥ γ.
The purpose of this paper is to design the algorithm to extract all of the sectorial episodes that are frequent and confidential from a given event sequence. Since our sectorial episode is a combination of parallel and serial episodes, it is possible to extract all of the sectorial episodes that are frequent and confidential by combining the algorithms designed in [5] . On the other hand, in this paper, we design another algorithm Sect to extract them efficiently and appropriate to sectorial episodes.
The algorithm Sect consists of the following two procedures. The first procedure Scan is to extract all of the frequent sectorial episodes of the form C → r such that |C| = 1 and then store the information of windows in which C → r occurs. The second procedure is to extract all of the frequent sectorial episodes of the form C → r such that |C| ≥ 2 for every event r stored by Scan. Here, the frequency of the constructed sectorial episodes is computed by using the anti-monotonicity, as similar as the well-known algorithm AprioriTid [1, 2] .
Then, we show that the algorithm Scan runs in O((l+k)|E| 2 ) time and space, where l is the time span between the starting time and the ending time in a given event sequence, k is the width of windows and E is a set of all events, by traversing the event sequence just once. Hence, we show that the algorithm Sect extracts all of the sectorial episodes that are frequent and confidential from the sectorial episodes by Scan in O((l + k)|E| 2M+1 ) time and O((l + k)|E| M ) space without traversing the event sequence, where M = max{|C| | C → r is frequent}.
Finally, we apply the algorithm Sect to bacterial culture data. Note that, from the medical viewpoint, in order to extract sectorial episodes concerned with drug-resistant change, it is necessary to extract them based on the same detected bacterium and the same sample. Hence, in this paper, we divide the database into pages for the detected bacterium and the sample in whole 44 attributes, and then extract sectorial episodes representing drug-resistant changes from them.
Sectorial Episodes
As similar as [5] , we assume that an event has an associated time of occurrence as a natural number. Formally, let E be a set of event types. Then, a pair (e, t) is called an event , where e ∈ E and t is a natural number which is the (occurrence) time of the event. In the following, for a set E ⊆ E of event types, we denote {(e, t) | e ∈ E} by (E, t), and also call it by an event again. Furthermore, we denote a set {e 1 , . . . , e m } ⊆ E of event types by a string e 1 · · · e m .
An event sequence S on E is a triple (S, T s , T e ), where
is an ordered sequence of events satisfying the following conditions.
In particular, T s and T e are called the starting time and the ending time of S. We denote T e − T s by l S . For an event sequence S = (S, T s , T e ), we denote the set of all event types of S at t, that is, {E ⊆ E | (E, t) ∈ S} by evtyp(S, t).
A We call a window with width k in S a k-window , and denote the k-window
Note that we can regard a set E = e 1 · · · e m of event types as a parallel episode [5] . Here, we call the above m the size of E. Furthermore, in this paper, we newly introduce the following sectorial episode. Definition 1. Let c 1 · · · c m ⊆ E be a parallel episode and r an event type. Then, a sectorial episode is of the following form.
In this paper, we regard every event in c 1 · · · c m in a sectorial episode X as a causation of r, so we call every c i and r a causal type and a resulting type of X, respectively. For a set C = c 1 · · · c m , we also denote c 1 · · · c m → r by C → r. In particular, we call a sectorial episode C → r such that r ∈ C trivial .
We call both a parallel episode and a sectorial episode episodes simply.
Definition 2.
Let S be an event sequence S = (S, T s , T e ) and e an event type. Then, we say that e occurs in S if there exists an event (E, t) ∈ S such that e ∈ E. We denote {t | (E, t) ∈ S ∧ e ∈ E} by T (e, S). Also we denote st (e, S) = min{t | t ∈ T (e, S)} and et(e, S) = max{t | t ∈ T (e, S)}. We say that a parallel episode e 1 · · · e m occurs in S if every e i occurs in S. Also we say that a sectorial episode c 1 · · · c m → r occurs in S if r occurs in S, and, for every i
Let S be an event sequence and k a natural number. Then, we denote the set of all k-windows by W (S, k). Also, for an episode X, we denote the set of all k-windows such that X occurs in S by W (X, S, k).
Note that we can number all k-windows in W (S, k) from T s − k to T e . We call such a number i (T s − k < i < T e ) the label of the i-th k-window. For an event sequence S and an episode X, we identify W (X, S, k) with the set of all labels of k-windows in which X occurs in S. 
Furthermore, the event sequence w = ( (ac, 2), (bd, 3), (ce, 4) , 2, 5) is a 3-window of S starting from 2, that is,
For the above event sequence S, it holds that T (a, S) = {1, 2, 6, 7}, st(a, S) = 1 and et (a, S) = 7. Also there exist 12 3-windows, of which starting time is from −2 to 9. Furthermore, for the above window w, sectorial episodes ab → c, bc → e and acd → e occur in w, for example.
Let S be an event sequence, X an episode and k a natural number. Then, the frequency freq S,k (X) and the support supp S,k (X) of X in S w.r.t. k are defined as follows.
Definition 3.
Let σ be the minimum support such that 0 < σ < 1. Then, we say that an episode X is frequent if supp(X) ≥ σ.
Lemma 1 (Anti-monotonicity for sectorial episodes). Let C 1 and C 2 be parallel episodes such that
By regarding a sectorial episode C → r as an association rule, we can introduce the confidence conf S,k (C → r) of C → r in S w.r.t. k as follows.
Definition 4. Let γ be the minimum confidence such that 0 < γ < 1. Then, we say that a sectorial episode C → r is confidential if conf (C → r) ≥ γ.
Algorithm to Extract Sectorial Episodes
In this section, we design the algorithm to extract all of the sectorial episodes that are frequent and confidential from an event sequence S, the minimum support σ, the minimum confidence γ, and the width k of windows. We assume the lexicographic order ≺ on E. Also we extend ≺ to 2 E as follows:
The algorithm Scan described by Figure 2 extracts all of the frequent sectorial episodes of the form c → r, where c and r are events, and stores the set of labels of k-windows W (c → r, S, k) in which the sectorial episode c → r occurs as W [c] [r] and the set of labels of k-windows W (r, S, k) for every r ∈ E as V [r], by traversing S just once as similar as AprioriTid [1, 2] . Hence, the algorithm Scan stores all pairs (c, r) such that c → r appears in some k-window in S as P , so Scan outputs the set of all frequent sectorial episodes of the form c → r.
Since the number of the outer for-loop is T e − T s + k and the running time in the for-loop is O(|E | 2 ), the time complexity of the algorithm After applying the algorithm Scan, we apply the algorithm Sect described by Figure 3 to extract all of the sectorial episodes that are frequent and confidential. Here, the algorithm Sect extracts all frequent sectorial episodes C → r where |C| ≥ 2, by designing an AprioriTid-like procedure for every resulting type r ∈ R [1, 2] . Here, the function subs(S, T ) returns 1 if S contains all of the subsets of T of which length is |T | − 1. For every resulting type r ∈ R, the algorithm Sect extracts all of the causal types Xc and stores them as C
[r] and D[r], where C[r] denotes the set of all causal types that Xc → r is frequent, and D[r] denotes the set of all causal types that Xc → r is frequent and confidential.
The algorithm Sect computes the support of Xc → r by using W (X, S, k) and W (c, S, k). The following lemma guarantees the correctness of it. Lemma 3. Let C and D be parallel episodes and r an event type such that r ∈ C ∪ D. Then, the following statement holds:
Proof. The statement 1 is obvious. For the statement 2, suppose that
C = c 1 · · · c m and D = d 1 · · · d n . Also let l be a label such that l ∈ W (C ∩ D → r
, S, k). Then, C ∩ D → r occurs in the l-th k-window w(S, l, k), so it holds that st(c i , S) < et (r, S) and st(d j , S) < et(r, S) for every i and j
The converse direction similarly holds.
In order to maintain the computation of the support, we use the bit vector a of labels of windows from T s − k + 1 to T e − 1, which is a familiar technique for implementing the algorithm AprioriTid [1, 2] . For the bit vector a of the set A of labels of windows, i ∈ A if and only if a i = 1. Then, we can compute the intersection A ∩ B of two set of labels of windows as the bitwise logical product a b of two bit vectors a of A and b of B. 
Note that the algorithm Sect construct all causal types Y such that Y = Xc and Y → r is frequent from every X ∈ C m and c ∈ C 1 . Hence, C m+1 is the set of all causal types Y such that |Y | = m + 1 and Y → r is frequent. Since C[r] is the set 1≤i≤m C i such that 
. Since the number of the outer and inner foreach-loop is at most |E| and |E| M , respectively, and by Lemma 2, the time complexity of Sect For c ∈ R, it holds that 
As the result, the algorithm Sect(S, 0.5, 0.6, 3) returns the following frequent sectorial episodes, where ones with bold faces are frequent and confidential.
Empirical Results
In this section, by applying the algorithm Sect to bacterial culture data, which are complete data in [8] from 1995 to 1998, we extract sectorial episodes concerned with drug-resistant change.
First, we fix the width of windows as 30 days. Since the database contains the patient information not related to drug-resistant change such as date, gender, ward and engineer [8] , it is necessary to focus the specified attributes. Then, we select the attributes age, department, sample, fever, catheter, tracheo, intubation, drainage, WBC (white blood cell) count, medication, Urea-WBC, UreaNitocide, Urea-Occultblood, Urea-Protein, the total amount of bacteria, the detected bacterium, and the sensitivity of antibiotics as the causal types, and the sensitivity of antibiotics as the resulting type.
From the medical viewpoint, in order to extract sectorial episodes concerned with drug-resistant change, it is necessary to extract them based on the same detected bacterium and the same sample. Hence, in this paper, we divide the database into pages for the detected bacterium and the sample described as Figure 5 in whole 44 attributes. The column "patients" denotes the number of different patients consisting of more than two records in a page, and the column "max." denotes the maximum number of records for patients in a page. Here, the detected bacteria are Staphylococci (bac1), Enteric bacteria (bac7), glucose-nonfermentative gram-negative bacteria (bac8) and Anaerobes (bac11), and the samples are catheter/others (spl1), urinary and genital organs (spl3) and respiratory organs (spl5). Then, by connecting all records in a page into one event sequence such that the span between all records for one patient and ones for other patient is at least 30 days (the width of windows), we apply the algorithm Sect to it.
For the minimum support σ = 0.15 and the minimum confidence γ = 0.8, the column "episodes" in Figure 5 describes the number of the extracted sectorial episodes. Furthermore, we focus on the extracted sectorial episode C → r such that, for antibiotics Ant, C contains "Ant=S (susceptibility)" and r is "Ant=R (resistant)." In the column "antibiotics" in Figure 5 , Ant(n) denotes that n is the number of extracted sectorial episodes of the form C → (Ant=R) such that (Ant=S) ∈ C. Here, antibiotics are benzilpenicillin (PcB), augmentin (Aug), anti-pseudomonas penicillin (PcAP), 1st generation cephems (Cep1), 2nd generation cephems (Cep2), 3rd generation cephems (Cep3), anti-pseudomonas cephems Figure 5 means that different sectorial episodes representing drug-resistant change are extracted for every detected bacterium and sample. For (bac1,spl5), (bac7,spl5) and (bac11,spl1), the drug-resistant change for CBP occurs in the extracted episodes. In particular, for (bac7,spl5), the drug-resistant change CepAP also occurs in the extracted episodes. On the other hand, for (bac7,spl3), the drug-resistant change Cep3 and AG occurs in the extracted episodes.
Conclusion
In this paper, we have newly introduced the sectorial episode together with the parallel episode [5] . Then, we have designed the algorithm Sect to extract all of the sectorial episodes that are frequent and confidential. Finally, we have applied the algorithm Sect to bacterial culture data, and extracted sectorial episodes representing drug-resistant change.
Since the number of extracted sectorial episodes in Section 4 is large, it is a future work to introduce the concept of closed sectorial episodes like as closed sequential patterns [9, 10] , in order to reduce the number of extracted episodes.
In Section 4, we have treated the pages for patients as one event sequence such that every page is far from at least the width of windows. Then, it is a future work to introduce another frequency measure like as the frequency of pages. Also it is a future work to apply our algorithm to another time-related data and extract sectorial episodes from them.
