Abstract: A novel carrier phase recovery algorithm is proposed for coherent optical systems with circular multilevel quadrature amplitude modulation (C-mQAM). After amplitude segmentation and phase rotation, the particular distribution of the constellation points in a C-mQAM signal is exploited to construct a special cost function to provide a rough estimate of phase noise. The cost function can be replaced with a simple cosine function, and only two or three test phases are required for the calculation of its parameters. The performances of different cost functions are compared and simulation results show that the cost function can be chosen with the high phase noise tolerance and low computational complexity. Maximum-likelihood phase noise estimation algorithm is combined with the proposed algorithm to mitigate residual phase noise. Compared to the single-stage blind phase search and n-phase-shift keying partitioning algorithms, the numerical results demonstrate that the proposed two-stage algorithm shares similar phase noise tolerance and offers a lower computational complexity for a 28-GBaud back-to-back coherent optical QAM transmission system. Index Terms: Blind phase recovery (BPR), circular multilevel quadrature amplitude modulation (C-mQAM), coherent optical communication, computational complexity (CC).
Introduction
The combination of high order modulation and digital signal processing (DSP) is a good scheme for high-capacity coherent optical communication systems [1] - [4] . An important limit in these coherent optical communication systems is the phase noise induced by the laser at transmitter and the free running local oscillator (LO) laser at receiver, which constrains the laser linewidth tolerance and a cost-effective implementation [5] - [10] . Moreover, the higher order modulation signal is more sensitive to phase noise, where the system performance suffers seriously from phase noise at larger laser linewidths [8] - [10] . As a result, the development of coherent optical systems is highly dependent on efficient techniques for the laser phase noise.
With high spectral efficiency, various blind carrier phase recovery (CPR) algorithms have been proposed for coherent optical communication systems with square multilevel quadrature amplitude modulations (Sq-mQAM) [11] - [17] . Both the most representative blind CPR algorithms are blind phase search (BPS) and Nth power operation [18] - [21] . The BPS algorithm is currently a de-facto standard in coherent optical communication systems, and it shows high laser linewidth tolerance but at the cost of large computational complexity (CC) due to a large number of test phases. Moreover, the number of test phases increases sharply with the modulation order of Sq-mQAM in BPS algorithm, which leads to the larger CC. Because the number of test phases does not reduce effectively in several modified BPS algorithms, the CC does not decrease significantly [22] , [23] . The traditional Nth power operation has a low CC for high order Sq-mQAM, but it has a low linewidth tolerance since the number of constellation points that can be used for phase recovery decreases [20] .
Alternatively, in order to improve the symbol duration linewidth product v ·T s tolerance, Sq-mQAM is replaced with circular multilevel quadrature amplitude modulation (C-mQAM) in coherent optical communication systems [9] , [24] . Fig. 1(a) shows the distribution of constellation points for the proposed C-16QAM, which has been presented and studied in [24] . The C-16QAM has 16 symbols distributed in 4 amplitude circles uniformly. Considering the influence of additive noise and phase noise, the phase interval between any two constellation points in the neighboring circles is designed to π/4, and the circles' radii are designed so that the distance between any two adjacent points in the constellation diagram is approximately equal to the minimum distance between constellation points in the innermost circle. In this paper, higher order circular constellations (C-64QAM) are defined with a similar type. Such C-mQAM constellation design has a good ability to resist phase jitter due to the uniform phase distribution, which allows a direct application of Viterbi and Viterbi (V-V) carrier phase estimation [9] . However, the asymmetrical constellation rotations caused by the cycle slips has a significant influence on the performance of V-V method, and the mitigation of these asymmetries increases the CC of the entire V-V method. Recently, n-phase shift keying (n-PSK) partitioning has been presented in the coherent optical C-mQAM systems, which share a similar phase noise tolerance with single stage BPS algorithm with a low CC [25] . In the n-PSK partitioning algorithm, an amplitude pre-detection followed by a constant phase correction are firstly introduced to halve the required Nth power operation in the V-V method. In order to mitigate cycle slips, partial differential decoding is used in combination with unwrap operation, which are always applied in the general blind feed forward CPR schemes [21] , [24] , [27] . In this paper, a blind phase recovery (BPR) scheme with high phase noise tolerance and low CC has been proposed for coherent optical C-mQAM systems. For the received symbols, after amplitude segmentation and phase rotation, the phase noise can be mitigated coarsely by constructing the special cost function. The special cost function has the simple form of a cosine function, and only two or three test phases are required to obtain the phase to be estimated, which reduces its CC significantly. The combined linewidth symbol duration product tolerance of the proposed BPR algorithm is investigated through numerical simulations in a 28-Gbaud back-to-back (BTB) C-mQAM transmission system, and the proposed BPR algorithm is evaluated by comparing the performance and CC with different CPR algorithms. By combining with ML phase noise compensation method, the proposed two-stage BPR scheme achieves similar performance with a lower computational complexity in comparison to single-stage BPS and n-PSK partitioning algorithms.
Blind Phase Recovery Scheme for C-mQAM
Assuming that carrier frequency offset and time synchronization has been performed perfectly, in coherent optical C-mQAM systems, the kth received signal r(k) can be represented by Eq. (1) [12] , where s(k) is the kth transmitted symbol, θ(k) is the phase noise, and the notation n(k) is the additive Gaussian noise, as for instance the amplified spontaneous emission (ASE) noise generated by optical amplifiers in coherent optical QAM systems.
The block diagram of the proposed BPR scheme for C-mQAM constellations is illustrated in Fig. 2 . The proposed BPR algorithm can be divided into two stages. In the first stage, we obtain the crude estimation of phase noise, while the phase noise estimation is refined in the second stage. As shown in Fig. 1(a) , it is observed that the constellation diagram at the transmitter is rotational symmetry when all the constellation points are shifted by the angle of 2nπ/N, where n is an integer and N is the total number of different phases in the constellation. It is clear that N is 8 in C-16QAM and 16 in C-64QAM. Hence, in the first stage, with the same operation as the n-PSK partition method [24] , [25] , amplitude segmentation and phase rotation are firstly performed for each received symbol. The constellation circles in Fig. 1(a) can be classified into odd or even amplitude classes. The phases of these symbols belonging to odd amplitude classes are kept unchanged, while a 2π/N phase rotation is performed for symbols belonging to even amplitude classes. For the received symbols, after amplitude segmentation and phase rotation, the resulting constellation points are still rotated randomly by the phase noise, but the total number of different phases that composes the ideal resulting constellation is halved. That is to say, if the ideal C-16QAM constellation ( Fig. 1(a) ) is obtained at the receiver, after the amplitude segmentation and phase rotation, Fig. 1(b) represents the corresponding constellation, which has N/2 different phases (N = 8).
Secondly, a coarse blind phase noise estimation is proposed when the amplitude segmentation and phase rotation are completed for the original received symbols. Inspired by the adaptive phase recovery scheme based on dispersion minimization (DM) [28] - [31] , in this paper, a special class of cost functions are constructed elaborately to find the phase estimation, and one of them is represented by Eq. (2) or (3),
where the cost function with only the real or imaginary projection operation is proposed, r (k) is the received signal after amplitude segmentation and phase rotation, Re(·) and Im(·) denote the real and imaginary projection operators, respectively, and abs(z) returns the absolute value (or complex modulus) of z. There is a balance between the in-phase and the quadrature components of the ideal constellation points in Fig. 1(b) . In terms of the ideal constellation points shown in Fig. 1(b) , it is clear that the cost function in Eq. (2) reaches its maximum at ϕ = 0 while the cost function in Eq. (3) reaches its minimum at ϕ = 0. It means that the final phase noise compensation can be performed by rotating the original ideal constellation points by an angle ϕ = 0. In practice, these constellation points suffer from the phase noise seriously, which diverges radially and are rotated away from the ideal positions randomly. With the value of ϕ being changed, when r (k)·e
progressively approaches its original ideal constellation point in Fig. 1(b) , the cost function in Eq. (2) or (3) can achieve the corresponding extreme value. The rotation phase of the signal r (k) induced by phase noise can be estimated as the value of ϕ which makes the cost function to be the extreme value. It is common to use a stochastic gradient algorithm to maximize J 1 (ϕ) or minimize J 1 (ϕ), which will lead to the large CC.
Assuming that the arbitrary symbol r (k) has the exponential form of R·e −jφ , the cost function J 1 (ϕ) can be rewritten into,
where R is the modulus of the symbol r (k), and φ is the argument of the symbol r'(k). Then, the cost function J 1 (ϕ) is generally expressed as,
where A, B, C are three variables to be determined. Only using three test phases, for example, ϕ = 0, −π/4 and π/2, we get the equations as followed,
It is easy to find the solutions of A, B and C, which is represented as Eq. (7),
where C = (J 1 (0) + J 1 (π/2))/2. As a result, the estimated phase noiseθ (k) can be written as,
For the arbitrary symbol in the received signal constellation for 16QAM, after amplitude segmentation and phase rotation, Fig. 3 shows the calculated cost function J 1 (ϕ) in Eq. (2) and its estimations using three test phases as function of phase offset ϕ, and they have a period of π and agree well with each other. The numerical results also demonstrate that the cost function in Eq. (2) can be replaced with the cosine function in Eq. (5). Due to the symmetry of the C-mQAM constellations, the estimated phase noiseθ has a phase ambiguity of 2nπ/N, where n is a positive integer. Many blind carrier phase estimation algorithms suffer seriously from the cycle slip, including BPS, n-PSK partitioning [18] - [21] , [26] . Hence, in the paper, to suppress the cycle slip, partial differential encoding is implemented for C-16QAM and C-64QAM at the transmitter [24] , as illustrated in Fig. 1 . Then, at the receiver, for the proposed algorithm, the next step is the conventional unwrap operation in combination with the differential decoding [18] - [21] , [26] .
Subsequently, at the end of the first stage, the additive white Gaussian noise (AWGN) is averaged by the averaging filter for a block of symbols, and the rough estimated phase θ est1 is obtained for the symbol at the end of the block when completing the unwrap operation,
where N 1 is the length of the averaging filter.
In the second stage, the residual phase noise is estimated, where maximum-likelihood (ML) phase noise estimation algorithm is straightforwardly applied to the signal after the first stage [32] . Due to the presence of symbol decision, the ML phase noise estimation algorithm can achieve accuracy phase estimation only for the estimation of small phase offset. After the process, the estimated residual phase noise θ ml can be expressed as,
where the kth symbol after the first-stage compensation is indicated by s(k) and s'(k) is the decision result of the symbol s(k). The notation N 2 is the block size of ML, and the residual phase noise θ ml is obtained for the symbol at the end of the block. In the end, the total phase noise estimation can be written into, Then, the phase noise can be finally mitigated for the original received signal.
If the ideal C-64QAM constellation is obtained at the receiver, after the amplitude segmentation and phase rotation, the balance between its in-phase and quadrature components still satisfies so that the cost function J 1 (ϕ) or J 1 (ϕ) still can be used to estimate the phase noise by finding the extreme value of the cost function. For both C-16QAM and C-64QAM, only three test phases are required when solving the extreme value of the cost function in Eq. (5), and its computational complexity does not increase with the increasing modulation order. To calculate the estimation of cost function J 1 (ϕ) using three test phases, twenty-three real multiplications per symbol are required. To further reduce the computational complexity, several novel cost functions with similar properties have been proposed as follows,
In a similar way to the cost function J 1 (ϕ) or J 1 (ϕ), the estimated phase noiseθ can be obtained when the cost functions J 2 (ϕ) and J 3 (ϕ) achieve the minimum values and the cost function J 3 (ϕ) achieves the maximum value. The cost functions J 2 (ϕ) and J 3 (ϕ) can be easily derived as cosine functions with a period of π and 2π, respectively. Fig. 4(a) displays the calculated cost function J 2 (ϕ) and its estimations using two test phases as function of phase offsets for C-16QAM. It is obvious that J 2 (ϕ) is symmetric about the axis of J 2 (ϕ) = 0, and the parameter C in its cosine function (similar to the form in Eq. (5)) is zero. Only two test phases are required to calculate the values of A and B in its cosine function, for example, ϕ = 0 and −π/2. Although the calculated cost function J 2 (ϕ) and its estimations using several test phases does not match well, the values of ϕ at the minimum value of the calculated cost function and its estimation almost equal, which proves that it is still effective to replace the proposed cost functions with the corresponding cosine functions. Fig. 4(b) displays the calculated cost function J 3 (ϕ) and its estimations using two test phases as function of phase offsets for C-16QAM, and both of them are in good agreement with each other. Compared with these cost functions J 1 (ϕ) or J 1 (ϕ) and J 2 (ϕ), the cost function J 3 (ϕ) or J 3 (ϕ) has a simpler form expression. Hence, the proposed BPR algorithm using the cost function J 3 (ϕ) or J 3 (ϕ) has a lower computational complexity than the algorithm using other proposed cost functions, and a detailed analysis of their complexity has been presented in Section 4.
Simulation Results and Discussion
A 28GBaud back-to-back (BTB) coherent optical QAM transmission system is simulated to demonstrate the feasibility of the proposed blind phase recovery scheme, and the system is the same with that in [24] , [25] , which is built by Optisystem 13.0 and MATLAB. C-16QAM and C-64QAM modulation formats with partial differential encoding are adopted in the transmission system. For simplicity, The laser linewidth of local oscillator (LO) is identical with the laser at transmitter, and the twice of the linewidth of the laser is named as the combined laser linewidth. The laser phase noise originates from the transmitter and LO lasers, and it is modeled as a random walk Wiener process with zero mean and variance σ 2 = 2π vT s, where v is the combined laser linewidth and T s is the symbol duration [29] , [30] . For simplicity, only the BTB transmission system is considered to study the tolerance of the proposed BPR algorithms to AWGN and laser linewidth. A pseudorandom bit sequence consisting of 2 16 symbols is modulated onto a lightwave carrier at 1550 nm using a pair of Mach-Zehnder modulators for the in-phase and quadrature components. At the receiver, the signal is coherently detected in a 90°optical hybrid and resampled by 2 samples per symbol. Subsequently, the obtained digital data are sent to the DSP module, and only the CPR scheme is implemented. In order to investigate the effects of the proposed BPR algorithm on phase noise compensation in the BTB system, through numerical simulations, we compare the proposed BPR algorithm with different cost functions with single stage BPS and n-PSK partitioning techniques [18] , [24] , [25] . The system bit error rate (BER) is calculated by direct error counting using Monte Carlo simulation with a total number of symbols of 2 16 . In order to achieve good performance for the proposed algorithm, both the length N 1 of the averaging filter in Eq. (9) and the block size N 2 of ML in Eq. (10) are optimized. With the increasing of the laser linewidth, the phase noise becomes large, and the correlations between neighboring symbols become weaker, which eventually makes the optimum block size in these CPR algorithms become smaller [18] . It means that the optimum block size often depends on the symbol duration linewidth product v ·T s . For simplicity, the optimum block length can be obtained under the moderate symbol duration linewidth product within its range. As shown in Fig. 5(a) and (b) , the reciprocal of BER as a function of N 1 and N 2 is studied for C-16QAM and C-64 QAM modulation formats with 1 dB optical signal noise ratio (OSNR) penalty, where the the symbol duration linewidth products v ·T s are equal to 5.3e-4 and 1.8e-4, respectively. The OSNR penalties in this paper are calculated based on the required OSNR to achieve a certain BER level when the laser linewidths at transmitter and receivers are zero and no CPR algorithm is used. It is clear that there are different optimum values of N 1 and N 2 to achieve the lowest BER for different modulation formats, where N 1 and N 2 are selected as 8 and 7 for C-16QAM and C-64QAM. In this paper, for simplicity, N 1 and N 2 keep these values when using the proposed BPR algorithms. Fig. 6 shows one realization of the real carrier phase and its estimations after the first and second stage at the symbol duration linewidth product v ·T s = 6e-4 for C-16QAM with 1 dB OSNR penalty when using the proposed BPR algorithm with the cost function J 1 (ϕ), which are drawn by the dotted, dashed and solid lines, respectively. Compared with the estimations after the first stage, the phase estimations after the second stage is closer to the real carrier phase. During the first stage of the proposed BPR algorithm, the phase can be coarsely estimated with rather low CC, while the estimated phase can be significantly refined using the ordinary ML phase noise estimation algorithm in the second stage. In the case, the inset in Fig. 2 shows two corresponding constellation diagrams for C-16QAM after the first and second stage, it is also proved that it is effective to apply the proposed two-stage BPR method to compensate the phase noise.
Assuming that the pre-forward error correction (pre-FEC) BER should be lower than 1e-2 and 3.8e-3 for soft and hard decision forward error correction, respectively, the performance of all the algorithms is evaluated at the two BER target limits. Fig. 7 and Fig. 8 show separately OSNR penalty versus the symbol duration linewidth product v ·T s using the proposed algorithm with different cost functions (J 1 (ϕ), J 2 (ϕ) and J 3 (ϕ)) for C-16QAM and C-64QAM. On the whole, the proposed BPR algorithms with different cost functions show almost the same performance. The proposed algorithm with the cost function J 2 (ϕ) shows very little superiority over that with other cost functions, and the reason can be that the real and imaginary parts of the symbol are simultaneously considered in the form of J 2 (ϕ), which can improve slightly the phase estimation accuracy using such cost function. However, in comparison to the proposed algorithm with cost functions J 1 (ϕ) and J 2 (ϕ), the proposed algorithm with cost function J 3 (ϕ) achieves the lowest CC because the cost function J 3 (ϕ) in Eq. (13) is the simplest form and only two test phases are required with the cost function J 3 (ϕ) to be used. Its CC are analyzed detailedly in Section 4, and the cost function J 3 (ϕ) is adopted for the proposed BPR algorithm in subsequent performance comparison.
As a comparison, the performance of the single-stage BPS and n-PSK partitioning algorithms are investigated in the 28GBaud back-to-back (BTB) coherent optical QAM transmission system [18], [24] , [25] . The single stage BPS algorithm achieves a good v ·T s tolerance at the price of high computational complexity. The received data is rotated by a number of test phases and the distance between each shifted symbol and the closest constellation point is calculated in the reference constellation, where the closest constellation point in the reference constellation is found by using decision circuit in hardware implementation [18] . The optimum number of test phases in the BPS algorithm is 32 for both C-16QAM and C-64QAM modulation, and the optimum block length of the BPS algorithm is 17. In the n-PSK partitioning algorithm [24] , [25] , after amplitude pre-detection, the modulation component is removed by the V-V method, where the AWGN is averaged for a block of symbols, and the phase estimation can be obtained for the symbol in the middle of the block after completing the unwrap operation. The optimized block length of n-PSK partitioning algorithm is set to 19. Fig. 9 and Fig. 10 show OSNR penalty versus v ·T s using various carrier phase recovery algorithms at a BER of 1e-2 or 3.8e-3 for C-16QAM and C-64QAM. It can be seen that the proposed BPR algorithm with the cost function J 3 (ϕ) offers almost same performance in comparison to n-PSK partitioning algorithm, which is slightly inferior to the complicated BPS algorithm with 32 test phases altogether. As shown in Fig. 9(a) , at a BER of 1e-2, with 1 dB OSNR penalty, when the BPS algorithm achieves a v ·T s tolerance of 8.5e-4, n-PSK partitioning and the proposed BPR algorithms achieve a v ·T s tolerance of 6.9e-4 and 6e-4 respectively. Fig. 9 and Fig. 10 also displays the performance after the first stage of the proposed BPR algorithm. Compared with single stage BPS, n-PSK partitioning, and the proposed two-stage BPR algorithms, its performance is obviously inferior to that of them. However, the coarse results are obtained with rather low CC, and the ultimate results can be close to that of single stage BPS and n-PSK partitioning algorithms in combination with the ordinary ML phase noise compensation algorithm at the second stage.
Computational Complexity
In this section, we compare the CC of single stage BPS, n-PSK partitioning and the proposed twostage BPR algorithms and in terms of the required number of real multipliers, adders, comparators, decisions and lookup tables. For the C-mQAM constellation, the multiplication, summation and comparator operations are required in the decision circuit, where its CC must be considered. Moreover, the decision operation is also needed in these carrier phase recovery schemes, including BPS, n-PSK partitioning and our proposed BPR algorithms. Therefore, for the rest of the paper, the CC of the decision circuit is looked on as a separate variable "DC", as mentioned in [25] . Then, by replacing the cost function with a simple cosine function, the required number of test phases is not at all increased with the increase of the modulation order, and its CC can be reduced significantly especially for C-64QAM modulation compared with that of the BPS algorithm. In the second stage, the decision operation of the symbol is used in Eq. (10) . The calculation of CC of our proposed BPR scheme for C-16QAM is summarized. The CC of the calculation steps are carefully introduced as follows:
1) First, the amplitude of each symbol in the block is calculated, and the square operations of the real and imaginary parts of each symbol are required, where two real multiplications and one summation are needed. 2) For the C-16QAM, according to the amplitude levels of the symbols, they are classified into four categories to decide that the symbols belong to odd or even amplitude classes. Then, six comparators are required for each symbol. 3) For the cost function J 3 (ϕ), two test phases are required, and the coefficients can be found by using the values of J 3 (ϕ) at test phases, which requires ten real multiplications, two summations, one comparator and one look up table in total for each symbol. 4) In the averaging filter, one real multiplication and N 1 -1 summations are required. 5) In the unwrap operation, one real multiplication and one summation are required. 6) At the end of the first stage, phase correction operation for the block of symbols requires 4 real multiplications and 2 summations. 7) In the second stage, ML algorithm requires N 2 ·(DC mult + 2) real multiplications, N 2 + N 2 ·DC mult − 1 summations, N 2 ·DC mult comparators and N 2 look up tables, where DC mult, DC sum and DC comp are the numbers of real multiplications, summations and comparators in the decision circuit, respectively. 8) The ultimate phase correction operation for the block of symbols requires 4N 2 real multiplications and 2N 2 summations. The CC of various CPR algorithms are compared, and the required operation numbers per symbol are counted by type, as shown in Table 1 . In the proposed two-stage BPR algorithms, the results have to be counted based on a block of symbols, and the required operation numbers of the cost function are counted in detail. It is obvious that the proposed two-stage BPR algorithm using the cost function J 3 (ϕ) achieves a lowest CC than that using other two cost functions. Table 2 shows the CC reduction of the proposed BPR scheme using the cost function J 3 (ϕ) in the form of multipliers | adders with respect to other CPR algorithms. When the "DC" is realized by calculating minimum Euclidean distance to all ideal points in the constellation (DC = 1, implies a hard decision), a reduction of 45.09 | 29.58 and 40.6 | 40.82 in the form of multiplier | adders can be achieved for the BPS algorithm with C-16QAM and C-64QAM modulation, respectively. A reduction of 1.85 | 2.18 and 1.49 | 1.40 are achieved for n-PSK partitioning scheme with C-16QAM and C-64QAM modulation, respectively. The CC of the proposed BPR algorithm is obviously lower than that of BPS algorithm and slightly lower than that of n-PSK partitioning algorithm. When the "DC" only uses comparators (DC = 0, implies a soft decision), its CC is obviously lower than that of BPS and n-PSK partitioning algorithms. Tables.   TABLE 2 CC Reduction Factor
Conclusion
In this paper, the proposed BPR algorithm achieves high phase noise tolerance with rather low CC in coherent optical C-mQAM systems. When amplitude segmentation and phase rotation have been completed for the received symbols, a special cost function is constructed to estimate the phase noise roughly with rather low CC. These proposed cost functions have the simple form of a cosine function, and only two or three test phases are required to estimate the phase noise. It is different from the general dispersion minimization method [29] - [31] , and the estimate is implemented on a single value rather than any kind of averaging. Subsequent averaging filter performs a suppression of AWGN. For a 28 GBaud back-to-back (BTB) coherent optical C-mQAM transmission system, in combination with ML phase noise compensation algorithm, the proposed two-stage BPR algorithm achieves the similar performance in comparison to BPS and n-PSK partitioning algorithms. Simultaneously, the proposed BPR algorithms can offer lower computational complexity, especially at higher order C-QAM modulation under soft decision. The proposed BPR algorithm has a potential to provide a robust approach against phase noise with high accuracy and low complexity in high speed and high order C-mQAM coherent optical systems.
