Abstract-
I. INTRODUCTION

M
OST OF THE powerful data analysis techniques available to process time series are based on the stationarity assumption [2] . Unfortunately, many real-world signals of interest, such as speech, music, biomedical signals, industrial processes, and financial time series, have statistical properties that change over time. The time structure of these signals carries an important part of the signal's information. In speech, for example, during the phonation of a particular sound, the vocal track remains approximately constant while sculpting the spectral characteristics of the time series. However, this quasi-stable configuration is followed by another, and then another, producing what can be described as a locally stationary signal. The conventional way to treat locally stationary time series is to determine a sufficiently small interval where their characteristics (spectra or otherwise) are measured to guarantee that most of the time transitions are not within the window of observation. Otherwise, the statistics would become a mixture of two or more stationary segments. It is known that small windows of observation produce large variance for the parameters being estimated; therefore, there is a tradeoff in choosing the length of the observation window. We submit that a design goal should be to modulate the window of observation according to the length of the stationary interval of the time series. Unfortunately, this is not done in practice due to the difficulty of creating algorithms sensitive and robust enough to find signal transitions. In this paper, dividing a signal according to stationary intervals will be called segmentation. Modeling each one of the stationary intervals will be called identification.
We have been investigating competitive systems for the unsupervised segmentation and identification of such time series [7] . More formally, the time series is assumed to have been generated by mutually exclusive, piecewise, stationary dynamical systems with switching between dynamical systems occurring rapidly but where the average switching rate itself occurs at a much slower rate. The dynamical systems that produced the time series are unknown, as are the switching times. The goal is to segment the time series into stationary regions, model the resulting segments, and identify them. Toward this end, this paper develops a method that will extend the wellknown principal component analysis (PCA) framework [12] to locally stationary signals. In pattern recognition, PCA is a widely utilized technique to extract features from a cluster of data. The great appeal of PCA is its ability to project a collection of random vectors to a linear subspace with the best preservation of their variance. The axes of the projection space are the eigenvectors of the autocorrelation function. The axes are thus signal dependent, which normally implies more computation when compared with a priori determined bases such as Fourier analysis. However, the compactness of the representation is very appealing for data compression [9] , and seeking fast, on-line methods to compute subspace decompositions is an on-going research topic in communications and signal processing. The eigendecomposition of continuoustime stationary random processes has been formulated by Karhunen and Loeve (KLT) [see 26] . The analysis is difficult and only approximate solutions are known when finite window sizes are utilized. For stationary discrete time signals, the Karhunen-Loeve equations default to PCA analysis of random vectors when the quantities involved in the equations are interpreted as time estimators. Hence, PCA can be applied to discrete time series, which we call temporal PCA.
In this paper, we will integrate the mixture of experts (MOE) model with PCA to produce an input dependent PCA algorithm applicable to locally stationary time series. The result of the analysis is not only segmentation but identification of the time series as well. Any of the typical applications of PCA, such as noise reduction, encoding, or sinusoidal frequency estimation can then be applied to the stationary segments. The paper is divided into four main sections. Section II will deal with a brief overview of temporal PCA analysis. Section III will introduce a competitive framework for temporal PCA. Section IV will develop the algorithm. Section V will discuss implementation issues. Section VI will present two simulations. Section VII will suggest some possible extensions to the algorithm.
II. TEMPORAL PRINCIPAL COMPONENT ANALYSIS
A. Foundation
Let be a realization of a continuous, real, zero mean, random process defined in the time interval . Following Fukunaga [8] , can be expressed as a linear combination of orthonormal basis functions in a Hilbert space (1) where the basis functions are deterministic functions of time and the coefficients of the expansion are random variables. One possible orthonormal basis is the set of eigenfunctions of the autocorrelation function in which case, the are eigenfunctions satisfying the Fredolhm integral equation (2) where are the eigenvalues. The difficulty of solving the eigenvalue equation (2) can be overcome if we work with discrete time random processes. The discrete version of the KLT will be called temporal PCA for reasons that will become apparent shortly. If we sample the continuous time equations at equally spaced points, then we can approximate the integral with a summation, and (2) can be approximately written (3) or in matrix form (4) where and are the eigenvalues and eigenvectors, respectively, of the process average autocorrelation matrix , and where is a sampled version of at points. If the process is wide sense stationary, then only one infinitely long realization is necessary to describe its statistics. In this case, represents delayed versions of the sampled signal (5) and becomes a Toeplitz matrix with coefficients , where the autocorrelation function, depends only on the discrete lag. The temporal PCA derivation proceeds analogously to the static PCA case. Since the eigenvectors are orthonormal , they form a complete basis in the dimensional space. Thus, the vector can be represented without error by an expansion over the eigenvectors (6) where the matrix is deterministic and full rank. Furthermore, since is orthonormal, multiplying both sides of (6) from the left by immediately yields the coefficients of the expansion (7) The are called the principal components. Now, assume the eigenvalues have been arranged in decreasing order so that is the largest eigenvalue, and let , where the columns of have been separated into the first principal and last secondary eigenvectors, respectively, where . If the expansion is then performed over the first principal components, the result is an estimate of (8) where is the vector formed from the first principal components. This results in the architecture of Fig. 1 , which we call temporal PCA. The matrix is not full rank, and thus, the input can only be approximately reconstructed. It can be shown that minimizing the mean square reconstruction error over the data set under the same orthonormality constraints again results in the eigenvalue equation (4) . The eigenvectors are chosen on the basis of the largest corresponding eigenvalues. The minimum mean square reconstruction error is given by the sum of the secondary eigenvalues.
B. Properties of Temporal PCA
When viewed as a set of FIR filters referred to as eigenfilters, the eigenvectors of the autocorrelation matrix have very interesting properties. Szegö [23] showed that the eigenvalues are asymptotically equal to the power spectrum sampled at equal frequency intervals. To illustrate this in the infinite case, consider the Fourier transform of the eigenvalue equation (4) (9) where power spectrum associated with the input signal autocorrelation function; Fourier transform of the th eigenfilter; eigenfilter dimension as defined previously.
As , the Dirichlet function becomes a Dirac delta function, and (9) becomes (10) the solution of which is (11) That is, the eigenfilters form a fixed Fourier basis, and the eigenvalues become the power spectrum. Since the autocorrelation matrix is real and symmetric, the eigenvalues are real, and we can enforce the constraint that the eigenfilters be real. Then, each eigenvalue will be doubly degenerate, associated with two real sinusoidal eigenvectors separated in phase by 90 . Assuming that the eigenvalues have been ordered from largest to smallest so that is the largest eigenvalue, then is the maximum value of the power spectrum . For a finite-dimensional autocorrelation matrix, the basis is no longer fixed but depends on the signal itself. However, as implied by Szegö's theorem (see [16] and [24] ) for a finite but sufficiently large eigenfilter dimension , the eigenfilters act as bandpass filters centered around peaks in the signal power spectrum, subject to orthogonality constraints. The passband becomes increasingly narrow as the number of taps is increased. Thus, eigenfilters can be approximately regarded as FIR filters matched to peaks in the signal spectrum. We can estimate the bandwidth by noting that since is Toeplitz, the largest eigenfilter has all its zeros on the unit circle [18] and, thus, forms the passband through the suppression of a zero near the peak frequency. Thus, the bandwidth is approximately (12) III. COMPETITIVE TEMPORAL PCA Given that most time series of interest are nonstationary, we now seek a way to incorporate such knowledge in temporal PCA. As previously discussed, we assume that the time series is piecewise stationary, with rapid transitions between the stationary regimes. One possible solution is to use one of the on-line techniques for tracking the principal components, such as Sanger's rule [22] . Unfortunately, on-line PCA is very slow to converge because the principal components must converge approximately in order, from largest to smallest associated eigenvalue. This can be circumvented by performing a principal subspace decomposition, but then, the convenient interpretation of the PCA reduction as matched eigenfilters is lost. Therefore, instead of tracking the principal components, we propose a competitive multiple model approach, where several adaptable "experts" compete to explain the same data. The most successful experts are granted larger parameter updates. Such an approach has two key components: a competitive mechanism, through which the relative performance of the experts can be measured, and a competitive framework, which governs the competition between experts and relates the relative performance of the experts to their adaptation to the data.
Many of the most recent competitive systems arise from Jordan and Jacobs' formulation of a gated competition between experts. In the context of introducing their MOE model, Jacobs et al. [11] first presented a cost function that encourages competition among gated expert networks by individually comparing each experts' output with the desired signal (13) Here input; output of the th expert; desired signal; and the gate is some measure of the th expert being the correct one. When the gate represents the a priori probability of the th expert, and is an appropriate probability density function (pdf), (13) can be viewed as a statistical mixture model with an input dependent mean. When the gate is a function of the input , (13) forms the foundation of the MOE.
The formalism represented by (13) is a supervised algorithm in that it requires a desired response. However, we are interested in a completely unsupervised algorithm for performing segmentation and identification of a time series. A supervised algorithm becomes unsupervised when the desired signal is a fixed transformation of the input. Although many transformations are possible, the two most common transformations involve the delay operator and the identity matrix, resulting in prediction and autoassociation (reconstruction), respectively. All of the recent unsupervised algorithms in the literature [7] , [20] , [25] , [28] for time series analysis based on (13) use prediction as the competitive mechanism and differ primarily in the gating function. We now extend this body of work by developing the theory of competitive temporal PCA when the competition is governed by the MOE formalism.
IV. COMPETITIVE TEMPORAL PCA USING THE MIXTURE OF EXPERTS
In our model, the experts are linear PCA networks. These experts compete for the same data on the basis of their performance. A natural measure of PCA performance is reconstruction error, which becomes the competitive mechanism. By analogy with autoassociation, we propose to utilize the input time series itself as the desired signal and the reconstructed version of the input as the output of each expert so that (13) becomes (14) where is the reconstructed input by the th PCA expert. As previously discussed, there are several frameworks applicable to competitive PCA that can be described by (14) . Dony and Haykin [6] used hard competition with multiple PCA experts for image compression and segmentation. However, hard competition is extremely sensitive to initial conditions. We will utilize the nonlinear gated experts, where the gate is a nonlinear function of the input, and is an appropriate pdf.
A. System Architecture
We now bring together the MOE architecture and temporal PCA. The basic architecture is shown in Fig. 2 , where each expert is a temporal PCA network as in Fig. 1 . The input to the overall system is a tap delay line with delays, which creates an input vector . Each expert has two outputs: the principal components , which we call the expert system output, and the reconstructed input , which we call the expert training output. It is rather important to understand why this choice was made. In PCA, the goal is to either utilize the principal components or the eigenvectors themselves. However, it is not the principal components that drive the competition; rather, it is the reconstructions of the input by the experts. This is the reason the block diagram of Fig. 2 differs from the more conventional MOE networks, which display a single output. The gating outputs weigh both the system outputs and the training outputs . The total system and training outputs are thus given by (15) The gate is a multilayer perceptron that receives its inputs from the same delay line as the PCA experts. Thus, the gate is effectively a time delay neural network (TDNN) [9] .
Our first thought was to use the full set of PCA components to effect the reconstruction. However, each PCA expert is capable of perfectly reconstructing the input (the PCA transformation is full rank); therefore, there is no information to drive the competition. In order to create a difference in performance between the PCA experts, to drive the adaptation of the gate, we have to perform the reconstruction with fewer than the total number of eigenvectors. That is, the reconstruction has to be done from a subspace. However, we can still utilize the full set of eigenvectors or principal components as the overall system output, as may be required by PCA.
B. The pdf of Reconstruction Error
As mentioned previously, (13) can be viewed as a statistical mixture model that forms the foundation of the MOE (16) where the th gate output represents the a priori probability of the th expert, and is the conditional pdf of the desired signal, given the input and the parameters of the th expert. For regression, is usually modeled as a Gaussian distribution in the error between the desired signal and the th expert's output, which for autoassociation becomes (17) where is the weighted covariance matrix of the reconstruction error of the th expert. Equation (17) is perfectly valid when the experts are nonlinear autoassociators. However, as we will now show, when the experts are linear, is not full rank and, thus, not invertible. Consider a single PCA system with eigenvectors , as defined in Section II-A. Noting that , the reconstruction error of a single input can be written as , and the covariance of the reconstruction error is given by (18) Thus, the rank of the covariance matrix is given by the number of secondary eigenvectors . Since the covariance matrix is square and of dimension , it is not full rank for any dimensionality reduction. Ultimately, all such direct attempts at formulating PCA in a statistical framework fail because PCA is not a model for the data but merely a transformation of the data based on a decomposition of the covariance matrix. This is an undesirable situation because we would like to use the same statistical framework for both linear and nonlinear autoassociation. One way around this is to borrow some results from factor analysis [19] . Factor analysis is a model that attempts to explain an observed high-dimensional random vector in terms of an unobserved lower-dimensional random vector. In the Appendix, we show that under certain simplifying assumptions, factor analysis defaults to a PCA expansion. Factor analysis suggests that for the linear PCA case, instead of modeling the reconstruction error, as in (16), we should directly model the pdf of the input as the weighted sum of the conditional pdf of the input given the PCA models (19) However, in the Appendix, we also show that the conditional probability of the input given the PCA parameters of the th expert can be approximated as (20) where the variance is given by the mean value of the secondary eigenvalues (21) and is the th eigenvalue of the th expert. We will see shortly how to determine the eigenvectors and eigenvalues of the experts. Note that the approximate factor analysis model consisting of (19)- (21) is equivalent to the model based on reconstruction error in (16) and (17) if we set the covariance of the reconstruction error to have the diagonal form (22) and assume degrees of freedom. Thus, using (22), we can use the same reconstruction error model independent of whether the experts are linear or nonlinear. It is natural then to question the consequences of not using the exact pdf in (20) . First, even the exact formulation makes a Gaussian assumption, which may be violated by the data itself. Second, any approximation in the conditional pdf's of the experts can be accommodated by a small change in the mixture coefficients. Third, as we shall soon see, the approximation leads to a weighted mean square error derivation of the linear PCA parameters similar to the derivation for a single PCA system. Finally, the model works sufficiently well in practice.
C. Expectation-Maximization (EM) Algorithm
In the following development, for ease of reading, we leave out explicit functional dependence. Thus, it is assumed that and . In addition, there is an implicit iteration index in all the following equations. Given a finite data set consisting of input vectors, we are now in a position to derive equations for training the system. The free parameters of the MOE system to be determined, for competitive linear PCA, are the weights of the gating and expert networks. Following Weigend [25] , the total likelihood over the entire data set is given by (23) where, under the assumption that only one expert is valid at a given time, the binary indicator variable , indicating which expert is valid, allowed us to replace the sum of the likelihoods over the experts by a product. The indicator variable is "missing" in the sense that we do not know a priori which expert is valid at any time step. In the step of the EM algorithm, for a given set of free parameters of the experts and gate, the entire data set is evaluated, holding the free parameters constant, to determine and , for all and . We then replace the indicator variables at every time step by their expected value (24) Thus, is the posterior probability of expert , given both the input and output. For the step, (23) is maximized or, equivalently, the negative log-likelihood (25) is globally minimized over the free parameters. The process is then repeated. If, in the step, (25) is only decreased and not minimized, then the process is called the generalized EM (GEM) algorithm. This is necessary when either the experts or gate is nonlinear and a search for the global minimum is impractical.
The first term in the summation of (25) can be regarded as the cross entropy between the posterior probabilities and the gate. It has a minimum when only one expert is valid and, thus, encourages the experts to divide up the input space. Under the assumption that the gate is a multilayer perceptron with a softmax output (26) where is the th input to the softmax, the cross entropy term in (25) cannot be minimized in a single step. Thus, for a gate implemented as a multilayer perceptron, the GEM algorithm must be employed. If the gate is trained through gradient descent (backpropagation), the error backpropagated to the input side of the softmax is (27) This is the same equation that would result from a mean square error criteria if is interpreted as the desired signal for the output of a trainable network. Thus, the posterior probabilities act as targets for the gate.
D. Solution of Competitive PCA Decomposition
We will now show that the competitive PCA network will find the principal components of each stationary segment of the input signal. Since PCA is a linear transformation, we can globally minimize the second part of (25) with respect to the experts' weights. Since the experts have been decoupled in (25), we can minimize that part of the cost function with respect to each expert separately. Let the weights of the th expert be given by some unknown matrix so that the reconstruction error is given by (28) where we have included the unknown constant vector to allow for the possibility that is not zero mean. Then, the cost function of the th expert is (29) where the orthogonality condition allowed the simplification . Finding the constant first (30) and (31) We can now rewrite the cost function as Constant (32) where is a weighted autocorrelation matrix:
Let the th column of be given by . Since the columns of are already decoupled in (32), we need only append a normality constraint to the cost function, which becomes, after absorbing constants Tr Tr
The minimum of (34) occurs when the are chosen to be eigenvectors of (35) but chosen so that the eigenvectors correspond to the largest eigenvalues. That is to say, for the optimal reconstruction of the th expert at each step, we should choose the largest eigenvectors of . This clearly shows that the competitive PCA architecture is still solving an eigenvalue problem. Furthermore, if the posterior probabilities converge to binary values indicating the stationary regions of the time series, then each experts' autocorrelation matrix and eigenvectors will correspond to a different stationary regime.
Finally, at each iteration, the variance of each experts' pdf is set to the average of the discarded eigenvalues, according to (21 . The overall output, as defined by (15), can be calculated after the algorithm has converged.
V. PRACTICAL IMPLEMENTATION ISSUES
We envision four primary applications of competitive temporal PCA: 1) signal segmentation; 2) noise reduction; 3) adaptive encoding; 4) sinusoidal frequency estimation. Recall that eigenfilters act as matched FIR bandpass filters around peaks in the signal spectrum. Thus, temporal PCA is best suited to signals that are dominated by a few strong linear modes. It does not work well with broadband spectra, where the location of peaks are not well defined in the presence of noise. Since temporal PCA does not model notches at all, it is useless for bandstop signals. This points out an inherent peculiarity of eigenfilters. They model peaks in the signal spectrum but do so using FIR filters, which require a large number of delays to successfully model line spectra. This should be contrasted with a competitive system that uses linear predictors. Recall that linear prediction models the entire inverse spectrum, in a least squares sense, using an FIR filter. Thus, a linear predictor assumes the source is an AR process but must model both the dominant poles and zeros of the source. Thus, both linear predictors and temporal PCA use FIR filters, but linear prediction models the source as an AR process, whereas temporal PCA fits the peaks of the source spectrum, irrespective of the type of process.
In designing a system, the following parameters must be determined:
• the number of experts;
• the length of the tap delay line;
• the number of principal components per expert;
• number of processing elements of the gating network. The number of experts should be chosen so as to match the number of stationary regimes. In some cases, such as with speech, the number of stationary regimes can be estimated fairly well beforehand. In most cases, however, the number is unknown. In these cases, pruning or growing algorithms [10] , [27] can be employed but are beyond the scope of this paper. The number of principal components required per expert should be chosen on the basis of the number of experts. With just a few experts, the first two or four principal components will almost always provide sufficient differentiation between regimes. Large numbers of experts may require more principal components. As previously discussed, the length of the tap delay line determines the width of the matched bandpass eigenfilters in the frequency domain. For a signal dominated by very sharp spectrum peaks, a long tap delay line should be used. For optimal sensitivity, the bandwidth of the eigenfilters, as estimated in (12), should be on the order of the effective bandwidth of the largest peaks in the signal spectrum.
Spurious switching can be influenced by the size of the gating network. Recall that the posterior probabilities act as a target for the gate. If the gate has too many free parameters, it will tend to overfit the posterior probabilities, which can exhibit spurious switching errors due to noise. In this case, the gate will simply learn the switching errors. On the other hand, a gating network with a minimal number of free parameters is less likely to memorize spurious switching errors and, thus, is more likely to provide a smoother segmentation. Thus, it is important to find the gating network with the minimal number of free weights that can still learn the posterior targets reasonably well. The weights of the gating network should be initialized to small values so that the gate estimates all experts as being nearly equiprobable over the entire data set. The expert variances should be initialized to large values to express uncertainty in the initial weights of the PCA experts. There are several different ways to initialize the PCA experts. From the global KLT for the entire time series, the global eigenfilters can be calculated. In one scenario, all the expert eigenfilters can be made equal to the global eigenfilters, plus small random perturbations. In practice, this is equivalent to a completely random initialization. This is because early in the training, the gate estimates all experts as being equally probable, and since the expert variances are initially large, the experts' posterior probabilities are nearly identical over the entire data set. Thus, at least after the first iteration through the data set, the experts approximate the global eigenfilters. Another initialization technique, which we prefer, is to assign the first and second global eigenfilters to the first expert, the third and fourth global eigenfilters to the second expert, etc. The remaining eigenfilters of each expert are then initialized to normalized random vectors.
In our experience, the pdf's in (24) dominate the calculation of the posterior probabilities. The gate's contribution to the posterior probabilities during training is primarily to reinforce the pdf's by learning the posterior probabilities and to interpolate at the boundaries between regimes. Therefore, at a particular training iteration, it is not necessary to train the gate to full parameter convergence. For some harder problems, we find that annealing the number of principal components, starting from and progressing up to the final dimensionality reduction, yields better results.
In practice, the gate cannot be expected to produce reasonable output in the first or last samples of the time series when the tapped delay line contains zeros. Therefore, we only train when the tapped delay line is full of samples. Unfortunately, this also destroys the Toeplitz nature of the experts' autocorrelation matrices in (33). To circumvent this problem, we average along the diagonals to restore the Toeplitz structure prior to calculating the experts' eigendecomposition.
We wish to emphasize that not all training runs converge to a reasonable solution. However, degenerate solutions are usually quite obvious, often resulting in a very rapid switching between experts every few samples with no visible segmentation. Among runs that converge, we find that they produce qualitatively similar segmentations. However, there can be differences in the exact location of major regime transitions and in the amount of spurious switching. As with all complex adaptive systems, training must be repeated several times and the results compared. However, since the algorithm is unsupervised, care must be exercised in choosing the best training.
VI. SIMULATIONS
We now present two simulations to demonstrate the properties of the algorithm; one with artificially created data and the other with real-world data.
A. Signal Segmentation: Switching FIR Process
We first tested the algorithm on a toy problem consisting of a switching FIR process. A time series was generated by a Gaussian noise driven FIR filter with 20 taps. Every 100 samples, the filter's coefficients were switched between one of two normalized weight sets. The total time series generated was 400 samples long. The resulting time series is shown in Fig. 3(a) along with lines indicating the segmentation. The time series is difficult to segment by eye. Depending on the local properties of the driving noise, different spectral peaks can be excited within the same stationary region. There were two experts, each performing a dimensionality reduction of . The gate was a TDNN with two hidden layers and architecture 20-4-3-2. The gate and experts were trained for 200 epochs of the EM algorithm. For each step, the gate was trained for ten epochs. A reasonable segmentation was achieved after only 25 EM iterations, but with additional training, the transitions became better defined, and spurious gate switching errors were reduced. The results after training, shown in Fig. 3 , show that the gate has successfully segmented the switching FIR process. There is spurious switching near the transitions, especially during the stationary regime from samples 200 to 300. However, such switching is brief and represents a small fraction of the total time. Fig. 4 clearly demonstrates the tendency of the matched eigenfilters to pick out peaks in the signal spectrum. Examining column (b), the largest peak of FIR system II occurs at approximately 0.4 (Nyquist ) with a slightly smaller peak at 0.85. The spectra of the first two eigenfilters of expert II are matched to the largest peak, effectively ignoring the slightly smaller peak. The spectra of the third and fourth eigenfilters are matched to the second largest peak only and ignore the largest peak. The same behavior is observed for expert I. Fig. 5 shows various convergence metrics versus the number of EM iterations. This is important because we mathematically showed that each PCA expert develops a model for the individual time series segment, provided the segmentation is correct. In practice, however, the segmentation will always be noisy. Therefore, an important question is to find out experimentally how fast the PCA experts converge to the true eigenvectors as a function of the quality of the segmentation. A segmentation quality metric for an expert was defined as the mean value of either the gate output or posterior probabilities during the regime it was trying to model. This metric has a value of one for perfect segmentation and 0.5 for a segmentation chosen randomly. Panels (a) and (b) show the evolution of the segmentation quality of the experts during training, as measured by the gate and posterior probabilities. Convergence is monotonic, with the gate trailing the posterior probabilities, which have nearly converged by the 25th iteration. This is to be expected since the posterior probabilities act as targets for the gate. Panel (c) shows the evolution of the angle between each expert's first eigenvector and the true first eigenvector for the regime the expert is trying to model. We see that by the 25th iteration, the experts' eigenvectors have nearly converged to the true eigenvectors, even though the segmentation is only approximately 90% accurate, which shows that accurate models can be obtained in practice.
B. Noise Reduction
Consider the case where a time series is corrupted by additive zero-mean white noise. Let be the additive noise, and let the vector be some arbitrary FIR filter. The signal-to-noise power ratio at the output of the filter is given by SNR , where is the noise power. It is not difficult to show the well-known result that maximizing the SNR implies that is an eigenvector of the autocorrelation matrix: Max SNR . By symmetry arguments, the SNR will also be maximized in the reconstructed signal. We can exploit this property to filter out additive noise from time series, assuming that the time series is stationary. If it is not, the reconstructed signal can show dramatic distortion. We can achieve further noise reduction by noting that at the final reconstructed output vector, the components and both represent estimates of the same point in the time series . Thus, we can improve the reconstruction estimate by forming the average [16] (36) We tested the noise reduction properties of the algorithm on a digital recording ( Hz) of a violin playing four notes: C-A#-A-A#, where A corresponded to standard concert pitch (440 Hz). Observe that the second and fourth notes are nominally the same pitch. Since the violin has no frets, two nominally identical notes can still differ slightly in fundamental frequency, and transitions between notes may occur gradually. To the digital recording, we added white Gaussian noise for an SNR of 0 dB, which then became the input to our algorithm. There were three experts, each fed by a tap-delay line with 100 taps. The gate was a TDNN with two hidden layers and architecture 100-6-5-3. Because of the size of the data set, we used a slightly different training procedure. Each iteration corresponded to five epochs for training the experts and then 200 epochs for training the gate. The initial number of principal components was , which was , by adding two principal components at each iteration, for a total of five iterations. A reasonable segmentation was achieved after only two iterations. Fig. 6 shows the results after training. Qualitatively, we see in panel (c) that the reconstructed time series has removed much of the noise while retaining the envelope of the original signal. To the ear, there is a vast reduction in the noise level, but tonal quality was changed such that the signal was not readily identifiable as a violin by unbiased listeners 1 . By subtracting the original signal from the reconstructed version, we estimated an SNR in the reconstructed signal of 47 dB. Panels (d), (e), and (f) show the gate output for the three experts and shows that the gate successfully segmented the signal. Furthermore, the gate output corresponding to the second expert properly indicates that the second and fourth notes are the same. This gives us confidence that the experts' eigenfilters do indeed represent the stationary regimes of the time series, which we show in Tables I and II Only the first, third, fifth, seventh, and ninth eigenfilters are shown since the even eigenfilters' frequency response are nearly identical to the odd ones. Each expert's first eigenfilter is centered around one of the fundamental frequencies of the three pitches present in the note sequence. This is in spite of the fact that the eigenfilters have a bandwidth, from (12) , of approximately 110 Hz, which is larger than the 83-Hz difference between the A and C notes. Table I shows the peak frequencies of the original time series as measured from the global periodogram. Table II shows the peak frequencies of the expert and global eigenfilters for the noisy time series. By comparing the two tables, we see that the peak frequencies of the first eigenfilters of the experts do indeed correspond to the fundamental frequencies of the three notes. The double entries in some of the cells indicate that some of the eigenfilters exhibit two peaks of comparable power. For example, the ninth eigenfilter of the note C expert has two peaks at 467.3 and 612.0 Hz. This split is not caused by interference from the other fundamentals since the gate segmentation is nearly perfect. Rather, it is caused by residual energy around the note C fundamental that the first eigenfilter did not match. The splitting occurs because the orthogonality constraint means that higher order eigenfilters have zeros near the peak locations of lower order eigenfilters. The global eigenfilters, on the other hand, do exhibit interference across stationary regions. For example, the first global eigenfilter has a peak at 489.6 Hz, which is close to the average of the three fundamental peaks.
VII. EXTENSIONS
Pisarenko's harmonic retrieval (PHR) method [21] is an eigenanalysis technique for the special case when a time series consists of superimposed sinusoids in additive noise. It can be shown that for a given eigenvector with associated eigenvalue , all eigenvectors with associated eigenvalue , where , will have a zero at the location of the peak of the spectrum of . In practice, this also holds true for more complex signals. Thus, because of the orthogonality constraint, the eigenvector associated with the smallest eigenvalue essentially contains information about all the other eigenvectors. The MUSIC algorithm exploits this by looking at the inverse spectrum of the eigenfilters in the noise subspace (those with the smallest eigenvalues). Inspired by Pisarenko's work, instead of using the experts' reconstruction error as the competitive basis, we seek a cost function that is minimum for an orthogonal projection between the input and a weight vector. Thus, if the output of a single expert is , then would be the competitive metric. In the general case, minimizing over the entire data set, subject to the constraint , is equivalent to finding the eigenfilter associated with the smallest eigenvalue Min Min . Although the maximum eigenfilter can be regarded as a matched bandpass filter, the minimal eigenfilter can be regarded as an inverse filter. The minimal eigenfilter can also be found adaptively on-line through anti-Hebbian learning. In all cases, integration with the MOE formalism is straightforward.
It is often desirable to recognize a particular stationary regime independent of its power. Although matched eigenvectors are invariant to changes in the power of a signal, the eigenvalues are not. Since the variance is equal to the mean of the discarded eigenvalues, power variations can affect the expert pdf's and posterior probabilities. A single variance estimate for each of the experts may be inadequate in this case. An alternative approach is to model the variance as a function of the input . This can be accomplished with a neural network that learns to predict the variance on a sample by sample basis [1] .
Another extension that has already been mentioned is to use a principal subspace decomposition instead of a principal component decomposition. This may speed up on-line learning since it is no longer necessary that the eigenvectors converge in sequence, as is required for the on-line PCA algorithms. Principal subspace decomposition also allows the use of nonlinear expert networks for modeling nonlinear time series.
If signal segmentation is the primary goal, then it is desirable to remove spurious gate switching. One way is to accomplish this is to lowpass "filter" the posterior probabilities by computing the joint posterior probabilities for neighboring time steps and then use these as the target for the gate. A second way to remove spurious gate switching is to add some form of memory to the gating network. In the context of competitive prediction, Weigend used both global feedback of the gate output to the input, as well as an exponential memory on the hidden units of the gating network, and found that the latter approach worked better.
When gradient descent on the global cost function (25) is used for adaptation, all the free parameters of the competitive PCA architecture can be updated on a sample-by-sample basis. Sanger's rule computes the principal components in an online approach. The matrix form of Sanger's rule in the MOE framework becomes (37) where denotes the lower triangular operator, which sets all elements of the matrix above the diagonal equal to zero. The learning rates of the gate and of the expert networks must be carefully coordinated.
VIII. CONCLUSION
This paper presents an approach to extend principal component analysis (PCA) to locally stationary signals. PCA is originally a random vector approach that can be naturally extended to discrete-time stationary random processes. However, temporal PCA cannot be directly applied to locally nonstationary signals since the autocorrelation function is time varying. Hence, time has to be incorporated in the temporal PCA solution.
We proposed to utilize gated experts to bring time dependence into the PCA expansion. We created an architecture with several PCA experts that learns how to segment the time series in stationary intervals. The experts, in parallel, each attempt to reconstruct the original signal after performing a dimensionality reduction. The reconstruction must be done in a subspace to obtain the performance differences that drive the competition. The gate estimates the a priori probability of the experts, given the input only. The normalized product of the gate and the reconstruction probabilities provides the posterior probabilities, which act as a desired signal for the gate. Using this arrangement, the gate is able to segment the time series. Since each expert produces two outputs (the principal components for the application and the reconstruction for the training), the total system output can be the gate weighted sum of the principal components or the reconstructed signal. For certain applications, such as encoding, the eigenvectors themselves may be the system output. We call this architecture temporal competitive PCA.
We showed analytically that each expert finds the eigenvectors of each stationary region provided that the posterior probabilities represent an accurate segmentation of the input. We showed experimentally that accurate modeling is achieved even when the segmentation is only 90% correct. For more difficult signals, the segmentation tends to be more fragmented, and therefore, the PCA components are still biased by the properties of the other stationary regimes. In addition, further work needs to be done in testing the generalization properties of the algorithm.
We showed that temporal PCA tends to pick out the largest peaks in the signal spectrum and, thus, acts as a selective matched filter. This property implies that competitive PCA is best suited to signals dominated by a few strong linear modes. Examples of such signals are common, including measurements of earthquakes, speech, and music. There are many possible applications of the technique to such signals, including segmentation and local modeling, noise reduction, and adaptive data compression. We demonstrated the noise reduction properties of the algorithm on a short segment of recorded music.
The algorithm was developed and simulated under the EM framework, which is an off-line technique. The adaptation can also be implemented on-line, where a modified version of Sanger's rule is used to update the PCA experts and gradient descent is used to update the gate.
APPENDIX
Here, we examine the conditions under which factor analysis reduces to principal component analysis for the purpose of finding a statistical framework for PCA. According to Morrison [19] , this special factor model was studied by Lawley [17] . Here, we present an original derivation. We assume that an observed Gaussian random vector can be explained in terms of a postulated but unobserved lower dimensional Gaussian random vector such that
where is a matrix, , and is independent Gaussian noise with assumed to be diagonal. Given these assumptions, then is also Gaussian distributed with a population covariance given by
Note the similarity between (38) and the PCA expansion equation (8) . However, (38) is a model for the observed data in terms of the latent variable , whereas in (8) , is simply the principal components. The goal of factor analysis is to estimate and . This can be done by maximizing the likelihood of the sample population of under the assumed model for the covariance. For a sample data set of vectors, the resulting likelihood and negative log-likelihood (the criteria to be minimized) of the observed samples, after absorbing constants, are 
The maximum likelihood solution for and is found by taking the partial derivative of (41) with respect to those parameters and setting the results equal to zero. However, this can only find the space spanned by since any orthogonal rotation of still leads to the same value of . An additional constraint is needed to find a unique solution for . Here, we impose two constraints that are much stricter than those normally imposed in factor analysis, namely, that the columns of are orthogonal and that the components of the noise have equal variance (43) With these two constraints, factor analysis reduces to PCA. We will now outline a proof of this. Although we could use the calculus of variations and append the constraints to the criteria, it is more instructive to use them explicitly. The postulated population covariance can be written (44)
The first eigenvalues of can be readily found by multiplying (44) by (45) Simple examination of (44) shows that the remaining secondary eigenvalues are all given by . Since the determinant of a matrix is equal to the product of its eigenvalues, the log determinant of is equal to the sum of the log of the eigenvalues (46)
The constraints in (43) allow us to simplify a well-known matrix inversion theorem (47) Using (46) and (47), we can rewrite the criteria of (41), after absorbing constants, as Tr (
Note that direct application of the constraints has completely decoupled the columns of in the criteria. Minimizing (48) with respect to results in the equation (49) which can only be true in general if is an eigenvector of as (50) We have thus shown that under the assumptions in (43), factor analysis is equivalent to a PCA expansion. Substituting (50) back into (49) allows us to solve for the magnitudes of the eigenvectors (51) Substituting (51) into (48) and making use of the theorem that the trace of a matrix is equal to the sum of its eigenvalues results, after simplification, in the reduced criterion This implies that we can approximate the pdf of the input, given the factor analysis model, by a pdf in the PCA reconstruction error, given the PCA model (60) where both the factor analysis and PCA models are completely specified by and .
