The objective of this paper is to compare probabilistic models and fuzzy set models for design against uncertainty when there is limited information about the statistics of the uncertainty or modeling error. First, we compare the axioms of probabilistic and fuzzy set methods and the rules governing the arithmetic operations that these methods use. Then, we compare the two methods in designing for maximum safety under a given budget. In general, if there is sufficient information to build accurate probabilistic models of uncertainties, probabilistic methods are better than fuzzy set methods. On the other hand, fuzzy set methods can be better if little information is available. One reason is that it is easier to identify the most conservative fuzzy set model than the most conservative probabilistic model that is consistent with the available information.
Introduction
Probabilistic models and fuzzy set models primarily describe different aspects of uncertainty. Probabilistic models mainly describe random variability in parameters. In engineering system safety, examples are variability in material properties, geometrical dimensions, or wind loads. In contrast, fuzzy set models of uncertainty mainly describe vagueness, such as vagueness in the definition of safety.
When there is only limited information about variability, it is possible to use probabilistic models by making suitable assumptions on the statistics of the variability. However, it has been repeatedly shown that this can entail serious errors (Ben-Haim and Elishakoff, 1990, Neal, et al., 1992) . Fuzzy set models, which require little data, appear to be well suited to deal with design under uncertainty when 1 little is known about the uncertainty. Several studies have compared fuzzy set and probabilistic methods in analysis of safety of systems under uncertainty (e.g., Chiang and Dong, 1987 , Hasselman, et al., 1994 , Wood, et al., 1990 . However, no study has systematically compared the two approaches as a function of the amount of available information. Such comparison, in the context of design against failure, is the objective of the study presented in this paper.
For a given system design and a given amount of data about uncertainties, probabilistic analysis yields the probability of failure, a measure that varies between zero and one. Fuzzy set analysis yields a measure called possibility of failure, which also varies between zero and one, with small numbers indicating a higher degree of safety. However, the two measures are not directly comparable. Therefore, to compare the two approaches, we must concentrate on design rather than analysis. That is, with a given amount of resources and a given amount of data about the uncertainty, we use probabilistic methods and fuzzy set methods to obtain two designs. We would like to find which design is more likely to be safer as a function of the amount and accuracy of the available data.
The study presented in this paper is limited to problems in which failure is catastrophic. That is, failure is sudden and disastrous. This means the boundary separating failure and success is clear and crisp. Therefore, alternative designs can be ranked by comparing their relative frequencies of failure, which ideally are estimated from experiments.
To understand the differences between probabilistic and fuzzy set methods we do the following: a. Compare the axioms of probabilistic and fuzzy set methods. b. Compare fuzzy number calculus with probability calculus. c. Construct and solve simple design problems, in which probabilistic and fuzzy set methods give significantly different results.
The following sections describe each task. We use the terms "fuzzy set methods" and "possibility-based methods" interchangeably.
On the other hand, it is easier to determine the most conservative fuzzy set model than it is to determine the most conservative probabilistic model that is consistent with given information about a problem. A primary reason is that, although the area below the probability density function of a random variable must be equal to one, there is no such constraint on the possibility density function.
The following two examples demonstrate this point.
Consider a system with uncertain stiffness modeled using a triangular possibility distribution (possibility plotted vs. stiffness). It can be shown that increasing the assumed range of variation of the stiffness always increases the degree of conservatism of a fuzzy set model, if the nominal value is kept the same. In contrast, increasing the range of variation of the stiffness in a probabilistic model can yield less or more conservative results.
The second example is a system in which we do not know the correlation of two uncertain quantities. It can be shown that assuming that the variables are independent always makes a fuzzy set model more conservative. This is not the case when using a probabilistic approach. These examples suggest that if little information is available, a fuzzy set model can be better than a probabilistic model.
Comparison of fuzzy number calculus with
probability calculus The objective of this section is to identify differences in how probabilistic and fuzzy set methods calculate the probability and possibility of functions of uncertain variables.
Fuzzy numbers are described by a nominal value and a range of variation from the nominal value, with the possibility (called membership function) varying (usually linearly) from one at the nominal value to zero at the extremes. The rules governing arithmetic operations on fuzzy numbers are, of course, consistent with the axioms on possibility, and they lead to similar counterintuitive observations as listed in the previous section. For example, in fuzzy set theory there is no analogous property to the law of large numbers, which is fundamental in probability theory. The average of n fuzzy numbers with the same membership functions also has the same membership function for any n. In contrast, the average of n random variables, where n is large (say 100), tends to have a much narrower probability density function than each variable, unless the variables are equal. Similarly, the possibility of the maximum of these n fuzzy numbers being substantially larger than the nominal value remains small no matter how large n is. In contrast, the probability increases with n. This leads to the result, similar to observation 4 of the previous subsection; the possibility of a function American Institute of Aeronautics and Astronautics exceeding a number can be lower than the probability of the same event.
Consider a function y = f(x), where x is the value of an uncertain variable. Let poss x and poss ŷ be the most possible values of the independent and dependent variables. Then ) (
poss poss x f y = . However, in general, the mean value or mode of the probability density function of a dependent variable does not correspond to the mean values or modes of the probability of the independent variable(s).
Container Optimization
In order to illustrate the advantages of probabilistic method when there is full information about uncertainty we employ a simple design problem involving only the sum and product of two variables. We design a rectangular container of specified height and minimum required volume, by selecting the width x and the depth y. The volume requirement translates to the condition:
The cost is proportional to the surface area of the vertical sides, so that the cost limit translates to
Both the budget and the volume requirements are uncertain, with a relative budget uncertainty of at most ∆a, and the required performance (area) uncertainty of at most ∆b.
If exceeding our budget is equally bad as not meeting our volume requirement, we need to minimize the chance of failure defined as cost overrun or performance shortfall, by changing x and y. The optimum is a compromise between the two modes of failure.
A probabilistic designer minimizes the probability of failure, whereas a designer who uses a fuzzy set approach minimizes the possibility of failure.
The uncertainty in the budget and area are modeled using uniform probability distribution functions for the probabilistic design and symmetric triangular membership functions for the fuzzy set design. The algebra of these problems can be simplified normalizing by a, the unknown x and y: = x x/a, y= y/a, r = b/a 2 . The value of r measures how easy it is to satisfy the area requirement with the resources (budget) available. In the absence of uncertainty, r=0.25 guarantees the existence of a totally satisfactory design (x = y = a/2), and r<0.25 will allow more than one design which satisfies both the area and the cost requirements. For r> 0.25 it will be impossible to satisfy both requirements (every design either will be two expensive or will have a too small area).
The problem is formulated as follows: Find (x, y) which minimize the measure of failure ("cost overrun" x+y≥a or "area shortfall" x y≤b) where a and b are the normalized values of the minimum acceptable volume and the budget. These variables have: i) uniform probability distributions over [(1-∆a) We assume that 0≤∆a, ∆b ≤1 (i.e. the uncertainty in area and budget can be zero, but it is no larger than 100%).
The problem parameters were selected so that the probability of violating both the performance and cost constraints is not zero. Then the probability of "cost overrun or performance shortfall" is equal to the sum of the probabilities of these events minus the probability of their intersection.
It is possible to obtain analytical expressions for the coordinates of the optimum probabilistic and fuzzy set designs. For this simple problem we find that both designs will set x = y, so that the problem has only a single variable. As a consequence of the different calculi, the probabilistic design will tend to minimize the chances of failure due to the mode easier to satisfy. On the other hand, the fuzzy set design will be obtained for equal possibilities of failure in the two modes. We illustrate this difference by numerical results. In Table  1 , we maintain constant the degree of uncertainty in the budget (∆a=r=18%), as well as the nominal value for budget and area (a=6, b= 8.64) . We also select a degree of uncertainty in area much smaller than the one in budget (∆b<<∆a) and vary it from 10% to 0.5%.
The probabilistic design follows the common sense approach of concentrating on the easier/cheaper mode of failure. As the uncertainty in the area is smaller, the probabilistic design selects a design that eliminates or minimizes the uncertainty in area (by choosing a larger container), by paying a small price in increased chance of cost overrun. The fuzzy set design, on the other hand, is locked into equal possibilities of failure. The absurdity of that approach is evident for the smallest ∆b. For that case, the probabilistic design can eliminate the probability of area shortfall by a miniscule (0.002) change compared to the fuzzy set design, reducing the probability of failure to almost half of that of the fuzzy set design. American Institute of Aeronautics and Astronautics This problem illustrates that, for problems with two (or more) modes of failure, one of which is much easier to satisfy, probability methods are better than fuzzy set methods under conditions of full knowledge of the uncertainty. Example problem for comparing probability and possibility This section compares probabilistic and fuzzy set methods for a more complex design problem where we try to minimize the risk of failure for a given budget. This problem also involves trading-off the risks of failure due to cost overrun and performance shortfall. The problem shows that if there is limited information about uncertainties, possibility-based methods tend to yield safer designs than probabilistic methods. One reason is that it is easier to find the most conservative possibility distribution that is consistent with the available information.
General approach for comparison Figure 1 explains our approach for comparing methods for design against uncertainty. The key idea is to compare the safety of competing designs obtained with fuzzy set and probabilistic optimizations using the same amount of resources and same amount of information about uncertainty.
To simulate real life design, where we rarely have enough data about uncertainties, we design using only a portion of the available information. Both probabilistic and possibility-based optimizations maximize safety, but they use different metrics of safety. Probabilistic design minimizes the failure probability, whereas possibility-based design minimizes the failure possibility. Both use the same design variables.
Because of the incomplete information, both techniques must work with inaccurate models of the uncertainties. Once we have obtained the two competing designs we compare them using complete information about uncertainties. As noted in the Introduction, this study considers only random uncertainties and crisply defined failure. Therefore, the designs are compared on the basis of their relative frequency of failure or probability of failure. This means that with complete information available, the probabilistic design is safer.
However, if little information is available, probabilistic design optimizes a design using estimates of the probability of failure, which can be significantly different from the true probability of failure. Therefore, it American Institute of Aeronautics and Astronautics may yield designs that are less safe than their fuzzy set counterparts.
Design of a tuned damper system under incomplete information
The problem involves the design of a damped single-degree of freedom system with a dynamic vibration absorber. The objective is to minimize the risk of failure due to cost overrun or performance shortfall. The uncertainty lies in the system properties and in the budget. There are two narrow failure zones close to the nominal values of the uncertain variables.
This problem will demonstrate the advantages of the possibility-based design when there is limited information. In these types of problems, probabilistic design may seriously underestimate the risk of failure, if it assumes large tolerances in the uncertain variables.
Description of the tuned damper system Figure 2 illustrates a tuned damper system consisting of a single-degree of freedom system called the original system, and a dynamic vibration absorber used to reduce vibrations. The original system is excited by a harmonic force; the absorber is designed to reduce the response. The amplitude of the vibration depends on the following system parameters: the mass ratio of the absorber to the original system (R); the damping ratio of the original system (ζ); the ratio of the natural frequency of the original system to the excitation frequency (β 1 ); and the ratio of the natural frequency of the absorber to the excitation frequency (β 2 ).
The amplitude of the tuned damper system displacement is normalized by the amplitude of the quasi-static response, and is denoted by y. It is calculated using the following equation: 
This tuned damper system is ideal to demonstrate the advantages of possibility-based method when little information is available. Figures 3 and 4 show the vibration amplitude of the original system as a function of β 1 and β 2 . In Figure 4 , there is only one random variable β since β 1 and β 2 are assumed equal in the figure. Failure due to excessive vibration occurs in two narrow zones near the nominal values of β 1 and β 2 .
In design problems where little information is available, designers who use probabilistic methods tend to assume a large tolerance on the uncertain variables to be conservative. Otherwise, they may miss the peak values of the amplitude (Fig. 4) .
However, if a system has narrow failure zones, like the system in Fig. 4 , increasing tolerances usually makes a probabilistic model less conservative and leads to large errors in predicting the effect of design modifications on reliability. Figure 5 shows how the standard deviation of normalized frequencies β 1 and β 2 affects the estimated probability of failure due to excessive vibration as a function of mass ratio R. Failure is considered to occur when the normalized amplitude exceeds 20. It is observed that even a small change in the calculated standard deviation β 1 or β 2 dramatically changes the sensitivity of the probability of failure with respect to R.
Specifically, if the normalized frequency is uniformly distributed about one with a standard deviation of 5%, the probability of failure due to excessive vibration decreases dramatically as the mass ratio, R, increases. However, if the standard deviation is 10%, increasing the mass does not reduce the failure probability. When the standard deviation is small, increasing the mass pushes the failure zones outside the range of variation of the normalized frequency, which reduces the probability of failure (Fig.4) . When the standard deviation is larger (say 10%), the failure zones of all systems with R between 1% and 5% fall within the range of variation of the normalized frequency β so all these systems have nearly the same failure probability. Probabilistic design can lead to poor designs in this type of problems because it cannot estimate the sensitivities of the probability of failure with respect to the design variables.
F=cos(ω e t) The following scenario is considered for the design problem: a tuned damper system is designed to have low vibration, to be insensitive to variations in the normalized natural frequencies β 1 and β 2 , and to simultaneously satisfy the construction budget requirement of a client. The budget of the client is not clearly stated  the designer just knows the range in which it varies. The failure of this system consists of failure due to excessive vibration or construction cost overrun. Uncertainties We assume that the random variability in β 1 and β 2 is the only source of uncertainty. Two cases are studied: a) β 1 and β 2 are statistically independent. This is possible when the natural frequencies of the original system and the absorber are independent random variables, and the excitation frequency is deterministic. b) β 1 and β 2 are equal (The two variables are perfectly correlated). This can happen if both natural frequencies are deterministic and the excitation frequency is uncertain.
A random generator is used to generate sample values of β 1 and β 2 . With these data we will estimate the statistics of β 1 and β 2 .
The available information about β 1 and β 2 consists of samples of measured values of these variables. We will evaluate the effectiveness of the probabilistic and possibility-based methods as a function of the sample size.
Besides the uncertainties in the system properties, there is uncertainty in the budget, that is the maximum amount of money a client is willing to pay for a tuned damper system. In this paper the true probability distribution of the budget is assumed known. Design problem formulation In this design problem, both failure modes involve uncertainties. The design variable is the mass ratio R. A light absorber is cheaper but not effective in reducing the vibration. On the other hand, a heavy absorber successfully dampens the vibration but is more likely to exceed the budget.
The objective of the design problem is to reduce the risk of excessive vibration or construction cost overrun, by adjusting the mass ratio R. This ratio can vary between bounds R l and R u . An optimization design problem is thus formulated as follows: Find R to (2) Minimize: Risk of failure of the system due to excessive vibration or construction cost overrun Subject to:
In this problem, constraints are imposed on the allowable range of the mass ratio:
Probabilistic design
Formulating the probabilistic design problem The probabilistic method minimizes the probability of failure in this problem. The design problem is formulated as:
where g 1 (R) and g 2 (R) were defined in equation (3). P(A) stands for the probability of the construction cost of the system exceeding the budget; P(B) is the probability that vibration above a prescribed safe level occurs, and P(FS) is the probability of system failure.
Probabilistic design models uncertainties with probability distributions. In this paper, the main objective is to understand the effect of incomplete information about frequency ratios β 1 and β 2 on the effectiveness of probabilistic and possibility-based methods. The probabilistic designer will first select the type of the distribution either from intuition or based on prior knowledge, and then he/she will use a statistical inference method to estimate the parameter distribution of the random variables using the available sample values of β 1 and β 2 . Two statistical inference methods are used for estimating the probability distributions of β 1 and β 2 , the standard statistical method and Bayesian method. These methods are described below.
Standard statistical method
The standard statistical method uses the statistics of a sample to infer the distribution parameters of a variable. From a sample of size n, statistics, such as the sample mean and sample variance, are used to estimate the and the variance of the population. The probability distributions of β 1 and β 2 are built upon these estimates. As n approaches the size of the population, the estimates will approach the population parameters.
In this design problem, it is assumed that the population means of β 1 and β 2 are known to be one. This means that, on average, the dynamic vibration absorbers are perfectly tuned. The standard deviations of β 1 and β 2 are estimated from samples. Consider a random variable, X, and a sample x 1 ,…,x n . The mean square error of the sample,δ 2 , is an unbiased estimate of the population variance σ 2 (Deming, 1966) :
The standard error of δ 2 can be derived using a standard inference method: When very few sample data are available, it is reasonable to assume that there is uncertainty in the sample variances of β 1 and β 2 and calculate standard errors for these variances. Generally, if there is little information, it is reasonable to assume large tolerances for the uncertain variables. For this purpose, we add to the estimated variances their standard errors scaled by an inflation factor. We considered several values of the inflation factor ranging from one to fifteen. The results presented here correspond to an inflation factor of two:
Bayesian method In Bayesian statistics, the unknown parameters of the probability distributions of the uncertain variables are considered as random variables and have their own probability distributions.
Bayesian inference combines the objective information from numerical data and prior information about a distribution parameter into a posterior distribution of that parameter through a likelihood function.
A prior probability distribution for each distribution parameter is selected based on the available prior information.
The prior information could be either subjective or objective. If there is little knowledge about the system, the American Institute of Aeronautics and Astronautics prior that has minimal effect on the posterior distribution should be chosen. This kind of prior is called noninformative prior.
There are many techniques to derive priors for a given problem; they are acceptable as long as they have a minimal effect on the posterior distribution and satisfy some principals that are established based on intuition. In this paper, the invariance principle is employed to develop prior distributions, which requires two problems that are identical in structure to have the same noninformative prior. For example, if a probability density with parameter σ has the form of σ --1 f(x/σ), σ is called a scale parameter. The standard deviations in both normal and uniform distributions are examples of scale parameters. Problems with this structure are invariant under a scale transformation (where two variables X and Y satisfy X = c Y) and should have the same noninformative prior according to the invariance principle. The noninformative prior for scale parameter is 1/ σ. (Berger, 1985) Assume that X is a random variable with uniform distribution [µ,σ] . The population mean, µ, is known. The standard deviation, σ, is uncertain, and its posterior distribution is estimated using information from the sample and an assumed prior. The posterior probability density function and probability distribution of σ are derived as follows:
The posterior probability density function of σ is:
where: n is the sample size, X is the sample set, x 1 is the smallest value, x n is the biggest value in the sample, σ 1 is the lower boundary of σ, which is determined using the following equation:
Thus, σ 1 is the bigger one of the following quantities: 
The posterior probability distribution of σ is:
Calculation of the probability of failure The probability of failure due to excessive vibration over the maximum allowable limit is evaluated by Monte Carlo simulation. If the standard statistical method is adopted to infer the population parameter, samples for β 1 , β 2 are generated from their estimated probability distributions of β 1 and β 2 .
When a Bayesian method is used to infer a population parameter, σ, the posterior distribution of σ is obtained from a set of sample data. In that case, the probability of failure, P(B), is the expectation of the conditional probability of failure given the value of σ, over all possible values of σ (Der Kiureghian, 1990) : (12) where P f (σ) is the conditional probability of failure given the value of σ, p(σ) is the posterior density of σ, and p(x, σ) is the posterior joint density of the vector of random variables, x, and σ.
Using the above equation, in the problem considered in this study, x={β 1 , β 2 } T , the probability of failure could be evaluated from the joint distribution of x and σ by Monte Carlo simulation.
In this paper, we assume that the designer knows the true distribution of the budget. The construction cost of the system consists of a constant component and a component that is a linear function of the tuned damper mass, R. The equation for the construction cost is as follows:
The budget is assumed to be a random variable uniformly distributed between [20, 200] ; therefore, the probability of failure can be evaluated as:
The probability of failure due to excessive vibration or cost overrun is: American Institute of Aeronautics and Astronautics
Selecting optimum mass ratio In this paper, the mass ratio can assume 11 discrete values equally distributed from 1% to 5.5%. For each mass ratio, the probability of failure due to excessive vibration or construction cost overrun can be determined as described in the previous subsection. Among all the designs with different mass ratios, the one with the smallest estimated failure probability is selected.
Possibility-based design
Formulation of possibility-based design problem The possibility-based method minimizes the possibility of failure of the system. The formulation of the possibility-based optimization is:
where g 1 (R) and g 2 (R) were defined in equation (3).
L (A) is the possibility that the construction cost of the system exceeds the allowable budget; L(B) is the possibility that vibration exceeds the safety level. Note that both probabilistic and possibility-based designers use the same amount of information and have to satisfy the same constraints. However, they use different metrics of the chance of failure of a design.
Method of constructing a possibility-based model of uncertainty
The probabilistic design method and the possibility-based method differ in the way they model uncertainties and in the way they evaluate the risk of system failure. Since this paper emphasizes the latter aspect, we first construct a probabilistic model of an uncertain variable, as described in the previous section, and then transform this probability distribution into a possibility distribution. In this way, we ensure that both models are constructed using the same data.
The least conservative principle is used to construct a possibility distribution that is consistent with the given probability distribution (E. Nikolaidis et al, 1997) . This principle is based on the concept that, among all transformations that yield possibility distributions consistent with a given probability distribution, the one that results in the minimum loss of information is the best. A possibility distribution is said to be consistent with a probability distribution if the possibility of any event is greater or equal to its probability. Using the above principle, it can be shown that the least conservative distribution consistent with a uniform probability distribution supported by a given interval is a triangular distribution over the same interval, whose apex is at the center.
When using the Bayesian approach to model the uncertainty in the normalized frequencies, the standard deviations of these frequencies are treated as random variables. We could use the mean value of the standard deviation of a frequency, σ, as an estimate of σ. However, since little information is available about the frequencies of the original system and the absorber, we want to increase the assumed tolerance in the uncertain frequency. To do so, we calculate the standard deviation of σ and increase this mean value of σ by two standard deviations
where E(σ) is the posterior mean of σ, and σ σ is the standard deviation of σ. The latter statistic is calculated using the posterior distribution p(σ/X) obtained from equation (11).
After estimating the standard deviation of the normalized frequency, we translate the probability distribution of the normalized frequency into a possibility distribution using the least conservative distribution principle.
Calculating the possibility of failure The possibility of failure due to excessive vibration is evaluated using the vertex method (Dong and Shah, 1987) . This method allows us to calculate the possibility distribution for the system amplitude that is a function of R, ζ, β 1 and β 2 , from the possibility distributions of β 1 and β 2 .
As we know, the budget is uniformly distributed between [20, 200] . Its consistent possibility density is a triangular function over the same interval that has the maximum at the middle of the interval.
The possibility of failure of events A and B (failure due to budget overrun or excessive vibration, respectively) is:
Selecting optimum mass ratio For a given mass ratio, the possibility of failure due to excessive vibration or construction cost overrun can be determined. The optimum mass ratio is selected as the American Institute of Aeronautics and Astronautics value that corresponds to the smallest possibility of system failure.
Results

Factors considered in the study
This paper considers the effects of the following four factors on the effectiveness of probabilistic and possibility-based methods: a) the sample size; b) the correlation between β 1 and β 2 ; c) the method to infer the statistics of β 1 and β 2 ; and d) the error in the type of probability distribution of β 1 and β 2 . In this paper, we do not study the effect of errors in the correlation between variables.
Sample size reflects the amount of information one has to estimates the probability distributions of the uncertain variables. The larger the sample size, the more accurately the distribution generated from the sample represents the true distribution. Here, seven sample sizes of 3, 5, 10, 20, 100, 1000 and 3000 are studied. The first four sample sizes relate to situations where information about uncertainty is very limited. In these cases, the traditional hypothesis test tends to yield ambiguous result for a probability distribution generated from sample data. That is, probability distributions that are significantly different from the true probability distribution pass the χ 2 test. The last three sample sizes represent situations when information about uncertainty is sufficient to accurately identify the true probabilistic distribution.
In this paper, random variables β 1 and β 2 are either statistically independent or equal. The statistics of β 1 and β 2 are inferred by either the standard statistical method or by the Bayesian method. Two cases are studied to investigate the effect of the error in the type of the probability distribution: the true probability distribution of the uncertain variables is uniform while a normal distribution is assumed and vice-versa.
Optimal designs with known true probability distributions There are only random uncertainties and failure is crisply defined in this paper. Therefore, the true probability of failure of this system is used as the metric to compare the probabilistic and possibilitybased designs obtained with incomplete information. If the designer knows the true probability distributions, he/she will choose a probabilistic method to design his/her system. For each design, the probability of failure due to excessive vibration is calculated from Monte Carlo simulations using sample points for β 1 and β 2 . The probability of failure due to construction cost overrun is determined analytically as a function of the mass ratio. The true optimum mass ratio is the one with the smallest true probability of failure.
For comparison, the possibility distributions of β 1 and β 2 , which are consistent with the true probability distributions of β 1 and β 2 , are derived. The optimum R corresponding to the possibility-based method is thus calculated. Table 2 presents the optimum probabilistic and possibility-based designs calculated as described in the previous two paragraphs. From this table we observe that the optimum mass ratios obtained using the probabilistic method are sensitive to the correlation and the distribution of β 1 and β 2 , while the optimum mass ratios obtained using the possibility-based method are the same for different degrees of correlation and types of distribution.
Results when there is incomplete information The effectiveness of the two methods is assessed considering: 1. Which method produced safer designs, on average? 2. Which method produced designs whose mass or failure probabilities were less sensitive to sample-tosample variation?
The mean values of the normalized frequencies β 1 and β 2 both are equal to 1. The true standard deviations are 5%. Failure is assumed to occur when the normalized amplitude, y, exceeds 20. Note that without the dynamic vibration absorber, the normalized amplitude at resonance is 50. 100,000 replications are used in Monte Carlo simulation to calculate the true probability of failure due to excessive vibration.
Figures 6 and 7 compare the results of the two methods, when the standard deviations of the probability distributions of β 1 and β 2 are unknown and estimated from 3 and 3000 sample points, respectively using the probabilistic/standard statistic method. Figure 6 presents the 10 pairs of designs obtained using 10 sets of sample values. Each sample has three points, generated from a uniform distribution. The true standard deviations β 1 and β 2 were both 5%. This figure corresponds to a case where: a) β 1 and β 2 are equal, b) the designer knows the true type of correlation and distribution of these random variables, and c) he/she uses the standard statistical method to infer standard deviations of β 1 and β 2 . Table 3 shows the standard deviations estimated using the three sample points and equation (7), and the corresponding optima by probabilistic and possibility-based methods. American Institute of Aeronautics and Astronautics σ (from equation (7)) 7.54% 6.73% 8.21% 7.58% 6.29% 7.09% 6.17% 3.65% 1.96% 7.70% Table 4 Probabilistic vs. possibility-based optima when β 1 and β 2 are equal (3000 sample points) σ (from equation (7)) 5.03% 5.08% 5.00% 5.03% 5.09% 5.09% 5.09% 5.09% 5.06% 5.11% American Institute of Aeronautics and Astronautics Eight out of 10 probabilistic designs have higher probabilities of failure than the possibility-based counterparts. Among these designs, seven designs have optimum mass ratio of 1%, which means that the lightest possible absorber is used. In reality, this light absorber is cheap but unsafe in terms of excessive vibration. This absorber has high probability of failure. The possibility-based method, on the other hand, is likely to choose a heavier absorber, and on average, yields safer designs than the probabilistic method. Figure 7 and Table 4 compare probabilistic and possibility-based designs for a similar problem, except that the sample size is 3000 instead of 3. The estimated standard deviations of β 1 and β 2 are very close to their true values. All probabilistic designs have optimum R of 4%. On the other hand, all the possibility-based designs have R equal to 3%. The true probability of failure of these designs is considerably larger than the failure probabilities of their probabilistic counterparts. Figure 8 shows a coordinate system P1 -P3 whose axes represent the factors considered when assessing the effectiveness of the two methods. P1 represents the correlation of the frequencies, P2 the type of probabilistic analysis and P3 the type of probability distribution of the frequency. A cube, whose vertices correspond to the combination of factors considered in each comparison, is used to summarize the results (Fig.  8) . The vertex at the origin represents the case where: a) the frequencies are independent, b) we use probabilistic/standard statistic method, c) use the true type of probability distribution of the frequencies.
According to the above paragraph, a total of 7×2×2×2 = 56 cases are studied. In each case, 10 sets of sample values of frequencies are generated, and 10 pairs of alternative probabilistic and possibility-based designs are compared  one pair for each sample. Thus, 560 comparisons are performed.
Figures 9 and 10 compare the methods in terms of a) safety of the optimum designs and b) the variability in the failure probabilities. Black, white and gray bullets are used to show which method was found better in each case. A black bullet means that the probabilistic method is better, a white bullet means that the possibility-based method is better, and a gray bullet means that the results did not make clear which method is better. • When we know the true distribution (P3=0) and use large sample size (n≥100), the probabilistic/ standard statistic method yields safer designs.
• In cases where the true type of the probability distribution is not known (P3=1), a possibilitybased method yields safer designs. This observation applies to cases with small sample sizes.
• When the sample size is large enough (n ≈ 40), a hypothesis test can be used to identify if the sample data fit into the assumed distribution.
• In cases where the true type of the probability distribution is known (P3=0), the Bayesian probabilistic method (P2=1) is better than the possibility-based method, even for small samples.
• In cases where the wrong type of distribution is used (P3=1), possibility-based method yields safer designs than the Bayesian method (P2=1). This is more significant when two variables are equal (P1=1).
• Overall, the true failure probabilities and the optimal mass ratios of the possibility-based designs are less sensitive to sample to sample variation than those of the probabilistic designs are. There are 36 white bullets, 8 black bullets and 12 gray bullets in Figure 10 .
In general, probabilistic design is better when sufficient information is available about uncertainties because, in contrast to possibility-based design, it accounts for the sensitivity of the failure probability to the mass ratio when seeking the optimum design. This allows the probabilistic design to trade effectively requirements for low cost and high performance.
However, the probability of failure and the sensitivity of the failure probability with respect to design variables can be completely wrong if little information is available (Fig. 5) . For small samples and/or when the wrong type of probability distribution is used, the probabilistic design overestimates the variability in the frequencies (Table 3) , and grossly underestimates the probability of failure for low mass ratios (Fig. 5) . This also results in severe errors in the sensitivity of the probability of failure with respect to the mass ratio. (Fig. 5) The probabilistic design opts for the lowest possible mass to minimize the probability of budget overrun, because it neglects the effect of the mass on the probability of failure (see the curve corresponding to σ =10% in Fig. 5 ). This happened in most of the cases where the sample size was three or five and when the wrong type of probability distribution was assumed. For example, seven out of the 10 optimum probabilistic designs in Figure 6 have a mass ratio of 1% instead of 4%, which is the true optimum. These designs have high system failure probability (about 28%).
The Bayesian method is very effective when the true type of probability distribution of the frequency is known, because it uses this information when estimating the standard deviation of the frequency. However, when the type of distribution is not known, the use of information based on the wrong type of distribution becomes a disadvantage and the Bayesian approach tends to yield inferior designs to the possibility-based designs. Table 5 provides guidelines to select a method based on the amount of information available for a given design problem.
Conclusions
Although probabilistic theory predominates in the field of designing under uncertainty, it is not omnipotent. This paper presented methodology and an optimization design problem to analytically demonstrate the advantages and limitations of probabilistic method and possibility-based method. When full statistical information is available, a simple container example showed the clear advantage of the probabilistic design. This advantage stems from a more reasonable treatment of multiple components or multiple failure modes. However, we showed that when limited information is available for the uncertainty and there are narrow failure zones close to the mean values of the uncertain variables, the probabilistic method might produce unsafe designs. In these cases, a possibility-based method is better. A principal reason is that it is easy to determine what assumptions about the distribution parameters and the correlation of the uncertain variables make a possibility-based model more conservative whereas this is not the case with the probabilistic models. • Possibility-based method if n<40.
• Try to identify correct distribution type and use probabilistic methods if n>40.
