Abstract. In their study of the equivariant K-theory of the generalized flag varieties G/P , where G is a complex semisimple Lie group, and P is a parabolic subgroup of G, Lenart and Postnikov introduced a combinatorial tool, called the alcove paths model. It provides a model for the highest weight crystals with dominant integral highest weights, generalizing the model by semistandard Young tableaux. In this paper, we prove a simple and explicit formula describing the crystal isomorphism between the alcove paths model and the Gelfand-Tsetlin patterns model for type A.
Introduction
Lenart and Postnikov provided a Chevalley-type formula for the equivariant K-theory of generalized flag varieties G/P , where G is a complex semisimple Lie group, and P is a parabolic subgroup of G ( [LP07] ). Their formula is based on a combinatorial model for the highest weight crystals, called the alcove paths model, which was also introduced by them. To be more specific, let λ be a dominant integral weight, and A • the fundamental alcove. Then, Lenart-Postnikov's Chevalley-type formula tells us that the product of a Schubert class and the class of the line bundle L λ corresponding to −λ in the equivariant K-theory of G/P is determined by counting the number of certain subsequences (called the admissible subsets) of a fixed sequence of adjacent alcoves (called a reduced alcove path) from A • to A • − λ.
Their formula has applications in the representation theory of G, or its Lie algebra g. For each dominant integral weight λ, there exists a unique irreducible highest weight module V (λ) with highest weight λ. The characters s λ := µ (dim V (λ) µ )e µ , where the sum runs over the integral weights µ, and e µ is the standard basis of the group algebra of the integral weight lattice, play important roles in the representation theory of g. Each admissible subset J is assigned an integral weight wt(J), called its weight. Then, Lenart and Postnikov proved the following character formula: wt(b), and we have s λ = b∈B(λ) e wt(b) . Hence, there should exist a natural bijection between the set of admissible subsets and B(λ) which preserves the weights.
As we have mentioned above, the crystal basis B(λ) is the limit at q → 0 of B(λ), which is a genuine basis of V q (λ). Hence, for each x ∈ B(λ), the products E i x, F i x ∈ V q (λ) make sense, where E i , F i , i ∈ I are Chevalley generators of U q (g). Kashiwara [K90] defined operators E i , F i : B(λ) → B(λ) ⊔ {0} which are, roughly speaking, the limits of the actions of E i , F i at q → 0. These maps equip the crystal basis B(λ) with a combinatorial structure, called a crystal structure.
In [LP08] , Lenart and Postnikov defined operators E i , F i on the set of admissible subsets, and proved that these operators together with the map wt gives rise to a structure of crystal isomorphic to B(λ). One feature of the crystal structure of B(λ) is the existence of the highest weight vector. Namely, there exists a special element b λ ∈ B(λ) such that
Hence, there exists a special admissible subset J λ such that the map
gives a weight preserving bijection between the set of admissible subsets and the crystal basis B(λ). In fact, it is an isomorphism of crystals. Now, let us consider the case when G = SL n . It is well-known that the crystal basis B(λ) is modeled by the set SST(λ) of semistandard Young tableaux of shape λ filled with letters in {1, . . . , n}. Namely, SST(λ) is equipped with a crystal structure in a way such that it is isomorphic to B(λ). Combining the discussion above, we obtain an isomorphism of crystals between the set of admissible subsets and SST(λ). Then, it is natural to ask for an explicit description of this isomorphism.
The goal of this paper is to provide a simple and explicit formula describing such an isomorphism. In fact, our formula gives an isomorphism between the set of admissible subsets and the set of Gelfand-Tsetlin patterns of shape λ, the latter of which is in a natural one-to-one correspondence with SST(λ).
The crucial point in our strategy is to extend the fixed reduced alcove path. Recall that in the alcove paths model, one has to fix a reduced alcove path from A • to A • − λ, and consider its admissible subsets. In this paper, we fix a reduced alcove path Π = (A • = A 0 , A 1 , . . . , A u = w • A • − λ) from A • to w • A • − λ, where w • denotes the longest element of the Weyl group of G. After modifying the definition of admissible subsets, we prove that the set of admissible subsets of Π is equipped with a crystal structure isomorphic to B(λ).
When G = SL n , to each admissible subset J of Π, we can associate a tuple N(J) = (N i,j (J)) 1≤i<j≤n of nonnegative integers. Here, we omit the precise definition of N(J); see Subsection 4.2 instead. Then, our main result in this paper is the following:
. . , λ n ) be the partition corresponding to λ. Then, the assignment J → (λ i − N i,j (J)) 1≤i≤j≤n , where N i,i (J) := 0, gives rise to an isomorphism of crystals from the set of admissible subsets and the set of Gelfand-Tsetlin patterns of shape λ. This paper is organized as follows. In Section 2, we prepare basic notions concerning crystals. Especially, we recall the string data of Gelfand-Tsetlin patterns. Section 3 is devoted to reviewing Lenart-Postnikov's alcove paths model. In Section 4, we introduce the extended alcove paths model, and prove the main theorem by comparing the string data of the admissible subsets with those of the Gelfand-Tsetlin patterns.
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Crystals
In this section, we recall basic notions of (abstract) crystals, especially the highest weight crystals, string data, and the Gelfand-Tsetlin patterns. For details, see e.g., [BS17] . We also refer the readers to [BB05] or [H90] for basic knowledge about Coxeter groups.
2.1. Finite root systems. Let Φ be a finite root system in a Euclidean space (E, (·, ·)), ∆ = {α i | i ∈ I} a fundamental system, Φ + the set of positive roots. For α ∈ Φ, we denote its coroot by α ∨ := 2 (α,α) α. For α ∈ Φ, we denote by s α the reflection with respect to α, i.e.,
be the weight lattice, and
the set of dominant integral weights. For α ∈ Φ and k ∈ Z, consider the hyperplane
and the affine reflection
For each λ ∈ Λ, let t λ : E → E; v → v + λ denote the translation by λ. Then, from the definition of s α,k , we see that s α,k = t kα s α . Let W (resp., W aff ) be the subgroup of the affine transformation group of E generated by {s α := s α,0 | α ∈ Φ + } (resp., {s α,k | α ∈ Φ + , k ∈ Z}). It is the Weyl group (resp., affine Weyl group) associated to the coroot system Φ ∨ := {α ∨ | α ∈ Φ}. It is well-known that W (resp., W aff ) is generated by S := {s i := s α i | i ∈ I} (resp., S aff := S ⊔{s 0 := s θ,1 }, where θ is such that θ ∨ is the highest coroot). Moreover, (W, S) (resp., (W aff , S aff )) forms a Coxeter system.
, where {ǫ 1 , . . . , ǫ n } is the standard basis of R n . Then, Φ := {ǫ i − ǫ j | 1 ≤ i = j ≤ n} forms the root system of type A n−1 with simple roots ∆ :
The Weyl group W is isomorphic to the symmetric group S n ; the reflection s ǫ i −ǫ j corresponds to the transposition (i, j). Each λ ∈ Λ + is identified with a partition λ = (λ 1 , . . . , λ n ) by
Hence, we conclude that
Definition 2.1.4. A reflection order is a total order ≤ on Φ + satisfying the following: If α, β, γ ∈ Φ + is such that α < β and α + β = γ, then we have α < γ < β.
To a reduced word i = (i 1 , . . . , i N ), we associate a sequence (β 1 , . . . , β N ) of positive roots by
It is well-known that {β 1 , . . . , β N } = Φ + , and the total order < i on Φ + given by β 1 < i · · · < i β N is a reflection order. Moreover, this assignment gives a bijection between the set of reduced words and the set of reflection orders.
Example 2.1.5. Consider the case when our root system is of type A 2 . There are only two reduced words i 1 := (1, 2, 1), and i 2 := (2, 1, 2), and only two reflection orders
Remark 2.1.6. Let i = (i 1 , . . . , i N ) be a reduced word. Since the Weyl group for the root system Φ is the same as that for Φ ∨ , the word i is also a reduced word for Φ. Hence, the total order 
2.2. Crystals.
Definition 2.2.1. A crystal is a set B equipped with maps wt : B → Λ, E i , F i : B → B ⊔ {0} (0 is a formal symbol), i ∈ I satisfying the following:
(1) For each b, b ′ ∈ B and i ∈ I, we have 
A morphism ψ is said to be an isomorphism if it is a bijection and if ψ −1 is a morphism of crystals.
In some literature, what we just defined are called seminormal crystals or semiregular crystals, and strict morphisms of crystals.
To a crystal B, we associate a colored directed graph as follows. The vertex set is B.
. This graph is called the crystal graph of B.
The notion of crystals originates in the representation theory of complex semisimple Lie algebras (or, associated quantum groups). Given a finite-dimensional representation of the complex semisimple Lie algebra whose root system is isomorphic to our root system Φ, one can obtain a crystal by extracting some information about its module structure. In particular, for each λ ∈ Λ + , there exists a unique crystal B(λ) coming from the irreducible highest weight module V (λ) with highest weight λ. One feature of B(λ) is the existence of the highest weight vector b λ ∈ B(λ); it satisfies wt(b λ ) = λ, and
Example 2.2.3. Suppose that our root system is of type A 2 , and λ = (2, 1, 0). Then, the crystal graph of B(λ) is as follows:
• 1 y y r r r r r r 2 % % ▲ ▲ ▲ ▲ ▲ ▲ 
Lemma 2.2.5. Let B 1 , B 2 be crystals isomorphic to B(λ), i a reduced word. Suppose that there exists a bijection ψ :
Proof. Without loss of generality, we may assume that B 1 = B 2 = B(λ). Then, the injectivity of string i :
Hence, ψ is the identity map on B(λ), which is an isomorphism of crystals. This completes the proof.
2.3. Gelfand-Tsetlin patterns. In this subsection, assume that our root system is of type A n−1 . In particular, we identify the dominant integral weight λ with the partition (λ 1 , . . . , λ n ) as in Example 2.1.1. Definition 2.3.1. A Gelfand-Tsetlin pattern of shape λ is a tuple a = (a i,j ) 1≤i≤j≤n of nonnegative integers satisfying the following:
• a i,i = λ i for all i = 1, . . . , n.
• a i+1,j ≤ a i,j ≤ a i,j−1 for all 1 ≤ i < j ≤ n. Let GT(λ) denote the set of Gelfand-Tsetlin patterns of shape λ.
GT(λ) is in a natural bijection with the set SST(λ) of semistandard Young tableaux of shape λ filled with {1, . . . , n}. The bijection is given as follows. Let T ∈ SST(λ). We denote by T (i, j) the entry of the box in the i-th row and the j-th column. Then, the corresponding Gelfand-Tsetlin pattern a = (a i,j ) 1≤i≤j≤n is given as follows; for each j = 1, . . . , n, the tuple (a 1,j , a 2,j+1 , . . . , a n−j+1,n ) is the partition representing the shape of the tableau obtained from T by deleting the boxes whose entries are greater than n−j +1. Via this bijection, GT(λ) is equipped with a crystal structure isomorphic to B(λ).
Example 2.3.2. Suppose that n = 3, and λ = (2, 1, 0). The following are the crystal graphs of SST(λ) and GT(λ): 
Let us consider the following N-tuple:
As is well-known, this is a reduced word. Let us write Φ
In the sequel, we consider the i A -string datum of various crystals. Let B be a crystal, b ∈ B. Let us write string
One of the crucial property of GT(λ) is the following.
, where
(a m,n−j+m − a m,n−j+m+1 ).
Alcove paths model
In this section, we review basic results from [LP07] , [LP08] , [L07] concerning the alcove paths model. 3.1. Alcove paths and admissible subsets.
Definition 3.1.1. An alcove is a connected component of E \ α,k H α,k . The fundamental alcove A • is the alcove defined by
Two alcoves A, B are said to be adjacent if A = B and if their closures have a common facet (face of codimension 1). Such a common facet F is unique. In general, if F is a facet of an alcove, then there exist unique β ∈ Φ + and l ∈ Z such that F ⊂ H β,l . In this case, we set s F := s β,l . From now on, we fix λ ∈ Λ + . Let AP(λ) denote the set of reduced alcove paths from
The sequence of positive roots Γ(Π) associated to some Π ∈ AP(λ) is characterized by certain interlacing conditions:
β s ) if and only if the following two conditions are satisfied:
• For each β ∈ Φ + , we have ♯{i
Remark 3.1.5. In the second condition, we have
Definition 3.1.6. Let Π ∈ AP(λ) with Γ(Π) = (β 1 , . . . , β s ). An admissible subset associated to Π is a subset J = {j 1 < · · · < j t } of {1, . . . , s} such that there exists a saturated chain
in the Bruhat graph of W , i.e., for each k ∈ {1, . . . , t}, we have ℓ(
We understand that the empty set is an admissible subset. Let A(Π) denote the set of admissible subsets associated to Π.
When (k, l) = (1, t), we abbreviate w 1,t (J) and w 1,t (J) as w(J) and w(J), respectively. The following is immediate from the definition of admissible subsets.
3.2. Galleries. For our purposes, it is convenient to rewrite the admissible subsets in terms of galleries, which we recall now.
Definition 3.2.1. A gallery is a sequence γ = (A 0 , F 1 , A 1 , F 2 , A 2 , . . . , F s , A s , µ) satisfying the following:
• F i is a common facet of A i−1 and A i .
• µ ∈ Λ is a vertex of (the closure of) A s . Given a gallery γ, set
Example 3.2.2. Let Π = (A 0 , . . . , A s ) be an alcove path. Let F i denote the unique common facet of A i−1 and A i . Then, for each vertex µ ∈ Λ of A s , the sequence γ(Π; µ) :
is a gallery. In this case, we have J(γ(Π; µ)) = ∅.
be a gallery, and j ∈ {1, . . . , s}.
(
For each alcove path Π = (A 0 , A 1 , . . . , A s ) and a vertex µ of A s , let G(Π; µ) denote the set of galleries of the form φ J (γ(Π; µ)), J ⊂ {1, . . . , s}. Given an admissible subset J ∈ A(Π), set
• I(J, p) := {i ∈ {1, . . . , s} | β
where
s}).

Note that by definition, it always holds that
Remark 3.3.1. When Π ∈ AP(λ), J ∈ A(Π), and µ = −λ, the maps wt, E p , F p just defined above are the same as those defined in [L07, Section 3.7] (note that our l . Let λ ∈ Λ + , and Π ∈ AP(λ). Then A(Π), regarded as a subset of G(Π; −λ), is closed under E p , F p , p ∈ I. Namely, for each J ∈ A(Π), we have E p (J), F p (J) ∈ A(Π) ⊔ {0}. Moreover, A(Π) equipped with the maps wt, E p , F p , p ∈ I is a crystal isomorphic to B(λ) in a way such that ∅ ∈ A(Π) corresponds to b λ ∈ B(λ).
3.4. Yang-Baxter moves. Let Π 1 , Π 2 ∈ AP(λ). As we have seen above, both A(Π 1 ) and A(Π 2 ) are equipped with crystal structures isomorphic to B(λ). In particular, there exists a unique isomorphism A(Π 1 ) → A(Π 2 ) of crystals. Such an isomorphism can be realized as a sequence of Yang-Baxter moves, which we briefly explain now.
Recall • For each β ∈ Φ + , we have ♯{i
Remark 4.1.2. In the second condition, we have k = ((λ, α ∨ ) + 1) + ((λ, β ∨ ) + 1) + ((λ, γ ∨ ) + 1) = 2(λ, γ ∨ ) + 3. In particular, β i k ∈ {α, β}.
Definition 4.1.3. An admissible subset associated to Π = (A 0 , . . . , A u ) ∈ AP(λ) is a subset J = {j 1 < · · · < j N } of {1, . . . , u} such that there exists a saturated chain
in the Bruhat graph of W . Let A(Π) denote the set of admissible subsets associated to Π. For J = {j 1 < · · · < j N } ∈ A(Π) and 1 ≤ k < l ≤ N, we define w k,l (J), w k,l (J), w(J), and w(J) by the same way as in the ordinary alcove paths model.
Remark 4.1.4. Let Π ∈ AP(λ), J ∈ A(Π). Opposed to the ordinary alcove paths model, the Weyl group element w(J) is independent of J; we have w(J) = w • . However, w(J) depends on J; there exists ν = ν(J) ∈ P such that w(J) = t ν w • .
Example 4.1.5. Let Π = (A 0 , A 1 , . . . , A s ) ∈ AP(λ) with Γ(Π) = (β 1 , . . . , β s ). Fix a reduced word i = (i 1 , . . . , i N ), and consider the corresponding reflection order ≤ i . Let us write Φ + = {γ 1 < i · · · < i γ N }. Then, by Propositions 3.1.4, 4.1.1, Remarks 3.1.5, and 2.1.6, there exists a unique alcove path Π ∈ AP(λ) of the form Π = (A 0 , A 1 , . . . , A s , A s+1 , . . . , A s+N ) such that Γ( Π) = (β 1 , . . . , β s , γ 1 , . . . , γ N ). Let l i ∈ Z be such that the common facet F i of A i−1 and A i is contained in the hyperplane H β i ,l i . Then, by equation (1), we have
By [BFP99, Theorem 6.4], there exists a unique saturated chain
Thus, we obtain a bijection
The inverse map is given byJ →J ∩ {1, . . . , s}.
Let Π = (A 0 , . . . , A u ) ∈ AP(λ). Then,
is a gallery since −λ is a vertex of A u = w • A • − λ. For an admissible subset J ∈ A(Π), set γ(J) = γ(J; Π) := φ J (γ(Π; −λ)). As before, we regard A(Π) ⊂ G(Π; −λ). Proof. Let J = {j 1 < · · · < j t } ∈ A(Π), p ∈ I. We use the notation in Example 4.1.5. In particular, we write Φ(J) = {j 1 < · · · < j t < s + i 1 < · · · < s + i N −t }. Let us write γ(J) = (A as desired.
Next, we compute F p (Φ(J)). Obviously, I(Φ(J), p) = I(J, p) ⊔ I ′ for some subset I ′ of {s + 1, . . . , s + N}. Since the facets 
Since w( F p (J)) = w(J) (by Proposition 3.3.3 (6)), it follows that
Let us show that I
′ is not empty. Recall that we have a saturated chain
By Proposition 3.3.3 (7), we have s p w(J) > w(J). Since s p w • < w • , we can take the minimal k ∈ {1, . . . , N − t} such that s p w(J)
Let us write F p (J) = {j
is a saturated chain from e to s p w(J). Now, we show that 
Then, by induction on k, one can prove the claim.
This far, we have obtained saturated chains from e to s p w(J), from s p w(J) to w(J)s γ i 1 · · · s γ im , and from w(J)s γ i 1 · · · s γ im to w(J)s γ i 1 · · · s γ i N−t = w • . Concatenating these chains, we obtain a saturated chain from e to w • , which implies
The assertion concerning E p is proved in a similar way.
Let Π = (A 0 , . . . , A u ) ∈ AP(λ). We will relate A(Π) with A(Π ′′ ) for a certain alcove path Π ′′ ∈ AP(λ + ρ), where ρ ∈ Λ + denotes half the sum of positive roots. To do so, we need the following.
Lemma 4.1.8. There exists an alcove path For an admissible subset J = {j 1 < · · · < j N } ∈ A(Π), the set Ψ(J) := J, regarded as a subset of {1, . . . , u + r − N}, is a member of A(Π ′′ ). Clearly, this gives an injection
By definition, we have
Recall from Remark 4.1.4 that there exists ν ∈ Λ such that w(J) = t ν w • . Hence,
This shows that 
which shows the commutativity of Y and wt. Now, we prove that Y commutes with F p for all p ∈ I. To begin with, suppose that F p (J) = 0. This implies that M(J, p) = 0. By Lemma 4.1.10 and the fact that
here we used Proposition 3.3.3 (4). Again, by Lemma 4.1.10, we obtain M(Y (J), p) = 0. Hence, F p (Y (J)) = 0 = F p (J).
Next, suppose that M(J, p) < 0. Recall from Corollary 4.1.7 that {i ∈ I(J, p) | l J i = M(J, p)} = ∅. Then, by Lemma 4.1.10, there exists i ∈ I(J, p) such that M (Ψ(J, p) 
In particular, we have w(
) is an isomorphism of crystals, we obtain
By Proposition 3.3.3 (6) -(7), this implies that there exists
Hence, by Lemma 4.1.10 again, we see that
. Then, we obtain
Therefore, we have
Since Ψ is injective, this implies that
The commutativity of Y and E p can be proved in a similar way to the F p case. Thus, the proof completes.
Corollary 4.1.12. For each Π ∈ AP(λ), the set A(Π) equipped with maps wt, E p , F p , p ∈ I is a crystal isomorphic to B(λ). Moreover, the Yang-Baxter moves induce isomorphisms of crystals between A(Π)'s, Π ∈ AP(λ).
Then, the following hold:
(1) M(J, p) ≤ 0.
(2) We have
where m ∈ {1, . . . , N} is such that j m = min{i ∈ I(J, p) | l 
where k ∈ {1, . . . , N} is such that j k = max{i ∈ I(J, p) | l J i = M(J, p)}, and m = min(I(J, p) ∩ {j k + 1, . . . , j k+1 − 1}); here, we understand j N +1 = u + 1.
Almost i
Recall that the number of occurrences of β i in Γ(Π) is equal to (λ, β ∨ i ) + 1 and that
From now on, assume that our root system is of type A n−1 . Recall the reduced word i A from Subsection 2.3.
Definition 4.2.1. Let Π ∈ AP(λ) and J = {j 1 < · · · < j N } ∈ A(Π). We say that J is an almost i A -decreasing subset if it satisfies the following:
Now, we are ready to state our main result in this paper. 
is a Gelfand-Tsetlin pattern of shape λ. Moreover, this assignment gives rise to an isomorphism of crystals between A(Π) and GT(λ).
Before moving to a detailed discussion, we outline the proof. First, we construct a certain alcove path Π(λ) ∈ AP(λ), and show that each J ∈ A(Π(λ)) is an almost i Adecreasing subset. This proves item (1). Next, we prove item (3) for Π = Π(λ) by comparing the i A -string data of J and a(J). Finally, we prove item (2) by computing the i A -string datum of an arbitrary almost i A -decreasing subset. Then, we see that the isomorphism Y : A(Π) → A(Π(λ)) induced from the sequence of Yang-Baxter moves transforming Π into Π(λ) satisfies N(J) = N(Y (J)) for all J ∈ A(Π). Composing this isomorphism with the one A(Π(λ)) → GT(λ), we can prove item (3) for general Π ∈ AP(λ).
The rest of this subsection is devoted to investigating basic properties of almost i Adecreasing subsets.
Suppose that there exists k ∈ J such that k < j a,b and β k < i A β a,b . We can take the maximum k with this property. Since
Proceeding in this way, we obtain
where the last product is taken in the decreasing order of ≤ i A . (H β a,a+1 ,la,n−l a+1,n ) = H β a,a+1 ,la,n−l a+1,n .
Next, consider the case when b = a+1 < n. In this case, we have (a, a+1) < i A (c, d) ≤ i A (a + 1, a + 2) if and only if d = a + 2 and c ≤ a + 1. Noting that (β i,a+2 , β a,a+1 ) = 0 for all i < a, we compute as 
By the calculation above, we see that
Hence, we obtain
Then, we have
is an almost i A -decreasing subset, then β m = β j , and 
and set
Example 4.3.1. Suppose that n = 3 and λ = (2, 1, 0). Then, Proof. Let us write Γ(λ) = (β 1 , . . . , β u ). It is straightforwardly verified that for each i < j < k, the subsequence of Γ(λ) consisting of
Then, the lemma follows from Proposition 4.1.1.
Let Π(λ) denote the reduced alcove path from A • to w • A • −λ such that Γ(Π(λ)) = Γ(λ).
Example 4.3.3. Suppose that n = 3 and λ = (2, 1, 0). Then, the elements of A(Π(λ)) are {1, 2, 5}, {1, 2, 7}, {1, 4, 5}, {1, 4, 7}, {1, 6, 7}, {3, 4, 5}, {3, 4, 7}, {3, 6, 7}. These are all almost i A -decreasing subsets. The N(J)'s, J ∈ A(Π(λ)) are (1, 2, 1), (1, 2, 0), (1, 1, 1), (1, 1, 0), (1, 0, 0), (0, 1, 1), (0, 1, 0), (0, 0, 0) .
Proof. Let us write Γ(λ) = (β 1 , . . . , β u ). Let 1 ≤ k < l ≤ n. By the definition of Gelfand-Tsetlin patterns, we have
Hence, it follows that
Since the number of occurrences of ǫ k − ǫ l in Γ(λ) is equal to (λ, ǫ k − ǫ l ) + 1, there exists a unique i k,l ∈ {1, . . . , u} such that
Let J(a) := {j 1 < · · · < j N } be the rearrangement of {i k,l | 1 ≤ k < l ≤ n}. Clearly, we have {β j | j ∈ J(a)} = Φ + . We show that the total order on Φ + defined by β j 1 < · · · < β j N is a reflection order. Let 1 ≤ a, b, c ≤ N be such that β jc = β ja +β j b . Exchanging a and b if necessary, we can write β ja = ǫ i −ǫ j , β j b = ǫ j −ǫ k , β jc = ǫ i −ǫ k for some 1 ≤ i < j < k ≤ n. As we have seen in the proof of Lemma 4.3.2, ǫ i − ǫ j never appears before ǫ j − ǫ k . Hence, we must have b < c < a. Therefore, β j 1 < · · · < β j N is a reflection order. In particular, J(a) ∈ A(Π(λ)).
Finally, we prove that J(a) is an almost i A -decreasing subset. Let 1 ≤ a < b ≤ N be such that (β ja , β j b ) = 0. Then, there exist 1 ≤ i < j < k ≤ n such that one of the following holds:
• β ja = ǫ j − ǫ k and β j b = ǫ i − ǫ k . However, by the argument in the previous paragraph, only the second or fourth can happen. In each case, we obtain β j b < i A β ja . This proves that J(a) is an almost i Adecreasing subset. Then, for each 1 ≤ k ≤ n and 1 ≤ i < j ≤ n, we have λ k − N k,k = λ k , and λ i+1 − N i+1,j ≤ λ i − N i,j ≤ λ i − N i,j−1 . This shows that a(J) = (λ i − N i,j ) 1≤i≤j≤n is a Gelfand-Tsetlin pattern of shape λ, as desired.
By above, we obtain d k n−2 +1 (J) = ε n−3 ( E max n−2 (J)) = ε n−3 ( E max n−2 (J ′ )) = d k n−2 +1 (J ′ ).
In fact, equations (4) -(5) are valid for all 1 ≤ c < d ≤ n such that d − c ≥ 3, and we have I( E max n−2 (J), p) = I(J, p) for all p ≤ n − 3. Hence, we can proceed in this way to obtain d k n−2 +n−2−q (J) = ε q ( E for all q = n − 2, n − 3, . . . , 1. This far, we have shown that d k (J) = d k (J ′ ) for all k < k n−1 (note that k n−2 + n − 2 = k n−1 ). From the definition of string data, we have wt(J) + for all 1 ≤ q ≤ n − 1. Thus, the proof completes. 
