Abstract This article presents the Two-Variable-Per-Inequality abstract domain (TVPI domain for short). This so-called weakly-relational domain is able to express systems of linear inequalities where each inequality has at most two variables. The domain represents a sweetpoint in the performance-cost tradeoff between the faster Octagon domain and the more expressive domain of general convex polyhedra. In particular, we detail techniques to closely approximate integral TVPI systems, thereby finessing the problem of excessively growing coefficients, yielding-to our knowledge-the only relational domain that combines linear relations with arbitrary coefficients and strongly polynomial performance. 
domain is usually presented as a lattice D, , , and the analysis itself is formulated as a set of recursive equations over D. The recursive equations are solved iteratively, until a fixpoint is reached which is detected using the ordering predicate . Each equation expresses how a program statement transforms the state at one program point to the state at another. Equations may be recursive because of loops in the program. The meet and join operators arise when modelling control flow. For example, the state at the beginning of the then-branch of an if-then-else construct can be expressed as the meet of the condition with the state immediately before the conditional. Dually, the join operation summarises the two states from the then-and else-branch into a single state. Some lattice contain infinite ascending chains of the form d 1 d 2 . . . where d i ∈ D which can be generated during a fixpoint computation. In this case widening is required to induce termination [24] .
Research into abstract domains revolves around the trade-off between the expressiveness of the domain and the cost of its operations. This is no more so than for numeric abstract domains. For instance, the domain of convex polyhedra [25] provides the ability to infer linear relationships between any number of variables. However, common implementations of convex polyhedra [6, 10, 32, 44] suffer from scalability problems that relate to the calculation of the join operation which corresponds to the convex hull in the context of polyhedra. The classic approach of calculating the convex hull of two polyhedra is to convert the half-space representation using inequalities into the generator representation consisting of vertices, rays and lines. Vertices are points in the polyhedron that cannot be represented by a convex combination of other points. Rays and lines are vectors that represent unidirectional and bidirectional trajectories, respectively, towards which the polyhedron extends to infinity. The convex hull of two input polyhedra can be calculated by converting both polyhedra into their generator representation, joining their sets of vertices, rays and lines and converting these three sets back into the half-space representation. In order to illustrate the problems using this approach, consider Fig. 1 . Here, the shown polyhedra
contain neither rays nor lines as they are both bounded. The set of vertices are shown as crosses. These vertices are included in the resulting convex hull P 12 = P 1 P P 2 which is shown in the right graph of the figure. A similar example in three dimension is shown in Fig. 2 which depicts the convex hull P 12 = P 1 P P 2 of the polyhedra
. While in the two-dimensional case each input polyhedron can be described by four inequalities or, equivalently, four vertices, each input in the three-dimensional case is described by six inequalities or, equivalently, eight vertices. In general, calculating the convex hull of two d-dimensional hypercubes requires 2d inequalities to represent each input polyhedron or, equivalently, 2 d vertices. Thus, even though input and output polyhedra can be described by a small number of inequalities, the intermediate representation using generators can be exponential. Fig. 1 Calculating the convex hull P 12 = P 1 P P 2 of planar polyhedra using the generator representation
