We introduce StoDCuP (Stochastic Dynamic Cutting Plane), an extension of the Stochastic Dual Dynamic Programming (SDDP) algorithm to solve multistage stochastic convex optimization problems. At each iteration, the algorithm builds lower affine functions not only for the cost-to-go functions, as SDDP does, but also for some or all nonlinear cost and constraint functions. We show the almost sure convergence of StoDCuP. We also introduce an inexact variant of StoDCuP where all subproblems are solved approximately (with bounded errors) and show the almost sure convergence of this variant for vanishing errors.
Introduction
Risk-neutral multistage stochastic programs (MSPs) aim at minimizing the expected value of the total cost over a given optimization period of T stages while satisfying almost surely for every stage some constraints depending on an underlying stochastic process. These optimization problems are useful for many real-life applications, see for instance [22] and references therein for a thorough discussion on MSPs. Popular solution methods for MSPs are based on decomposition techniques such as Approximate Dynamic Programming [17] , Lagrangian relaxation, or Stochastic Dual Dynamic Programming (SDDP) [13] . Recently, several enhancements of SDDP have been proposed, see for instance [21] , [8] , [14] for risk-averse variants, [16] , [2] , [3] , for convergence analysis, or [12] , [5] to speed up the convergence of the method. In particular, in [5] , Inexact SDDP was proposed, which incorporates inexact cuts in SDDP (for both linear and nonlinear programs). The idea of Inexact SDDP is to allow us to solve approximately some or all primal and dual subproblems in the forward and backward passes of SDDP. This extension and the study of Inexact SDDP was motivated by the following reasons:
(i) solving to a very high accuracy nonlinear programs can take a significant amount of time or may even be impossible whereas linear programs (of similar sizes) can be solved exactly or to high accuracy quicker. Therefore one has to study how to extend the SDDP algorithm to still derive valid cuts and a converging Inexact SDDP or an Inexact SDDP with controlled accuracy when only approximate primal and dual solutions are computed for nonlinear MSPs. (ii) As explained in [5] , numerical experiments (see for instance [4, 7, 10] ) show that for both linear and nonlinear MSPs, for the first iterations and for the first stages, the cuts computed can be quite distant from the corresponding recourse function in the neighborhood of the trial point at which the cut was computed. Therefore, it makes sense, for both nonlinear and linear MSPs, to try and solve more quickly and less accurately (inexactly) all subproblems of the forward and backward passes corresponding to the first iterations and to increase the precision of the computed solutions as the algorithm progresses. A natural way of taking advantage of observation (i) above in the context of SDDP applied to nonlinear problems, consists in linearizing all nonlinear objective and constraint functions of the subproblems solved along the iterations of the method at the optimal solutions of the subproblems solved. However, to the best of our knowledge, this variant of SDDP, that we term as StoDCuP (Stochastic Dynamic Cutting Plane) has not been proposed and studied so far in the literature. In this context, the goal of this paper is to propose and study StoDCuP. As far as (ii) is concerned, it is interesting to notice that it is easy to incorporate inexact cuts in StoDCuP (i.e., to derive an inexact variant of StoDCuP), control the quality of these cuts (see Lemma 4.1) , and show the convergence of this method (see Theorem 4.3 below) . This comes from the fact that we can easily compute a cut for the value function of a linear program (and in StoDCuP all subproblems solved are linear programs) since the corresponding dual objective is linear, see Proposition 2.1 in [5] . However, deriving valid (inexact) cuts from approximate primal-dual solutions of the original problems solved in SDDP applied to nonlinear problems and showing the convergence of the corresponding variant of Inexact SDDP is technical and the computation of inexact cuts may require solving additional subproblems, see [5] for details.
The outline of the paper is the following. To ease the presentation and analysis of StoDCuP, we start in Section 2 with its deterministic counterpart, called DCuP (Dynamic Cutting Plane) which solves convex Dynamic Programming equations linearizing all cost-to-go, constraint, and objective functions. Starting with the deterministic case allows us to focus on the differences between traditional Dual Dynamic Programming and its convergence analysis with DCuP and its convergence analysis. Two variants, a forward DCuP and a forward-backward DCup, together with their convergence analysis are presented. In Section 3, we introduce forward StoDCuP and prove the almost sure convergence of the method. Finally, in Section 4, we present two variants of StoDCuP: forward-backward StoDCuP and Inexact StoDCuP which builds inexact cuts on the basis of approximate primal-dual solutions of the subproblems solved along the iterations of the method. We also prove the almost sure convergence of Inexact StoDCuP for vanishing noises.
We will use the following notation:
• For a real-valued convex function f , we denote by ℓ f (·; x 0 ) an arbitrary lower bounding linearization of f at x 0 , i.e., ℓ f (·;
is an arbitrary subgradient of f at x 0 . • The domain of a point to set operator T : A ⇒ B is given by Dom(T )= {a ∈ A : T (a) = ∅}. • For vectors x, y ∈ R n , x, y = x ⊤ y is the usual scalar product between x and y.
• For a ∈ R n ,B(a; ε) = {x ∈ R n : x − a 2 ≤ ε}. g t (x t , x t−1 ) ≤ 0, A t x t + B t x t−1 = b t , t = 1, . . . , T, x t ∈ X t , t = 1, . . . , T, where A t and B t are matrices of appropriate dimensions, f t : R n × R n → (−∞, ∞] and g t : R n × R n → (−∞, ∞] p . In this problem, for each step t, we have nonlinear and linear coupling constraints, g t (x t , x t−1 ) ≤ 0 and A t x t + B t x t−1 = b t respectively, and set constraints x t ∈ X t . For convenience, we use the short notation
With this notation, the dynamic programming equations corresponding to problem (2.1) are
for t = 1, . . . , T , with Q T +1 ≡ 0. Cost-to-go function Q t+1 (x t ) represents the optimal total cost for time steps t + 1, . . . , T , starting from state x t at the beginning of step t + 1.
The following assumptions are made throughout this section. (H1): There exists ε > 0 such that 1) for t = 1, . . . , T , (a) X t ⊂ R n is nonempty, convex, and compact;
(b) f t is a proper lower-semicontinuous convex function and X t ×[X t−1 +B(0; ε)] ⊂ int (domf t ); (c) each of the p components g ti , i = 1, . . . , p, of g t is a proper lower-semicontinuous convex function such that X t ×X t−1 ⊂ int (dom g ti ). 2) X 1 (x 0 ) = ∅ and X t +B(0; ε) ⊂ Dom(X 0 t+1 (·)). Observe that (H1)-1)-(b), (c) imply that the sets
are bounded for every t = 1, . . . , T and i = 1, . . . , p (see [11] ).
Forward DCuP.
Before formally describing DCuP algorithm, we give some motivation for it. At iteration k ≥ 1 and stage t = 1, . . . , T , the algorithm uses the following approximation to function Q t (·) defined in (2.4):
and Q k t+1 are polyhedral functions minorizing f t , g t and Q t+1 , respectively, i.e.,
For t = T + 1, we actually assume that Q k T +1 ≡ 0 and define Q k T +1 ≡ 0, and hence Q k T +1 = Q T +1 = Q k T +1 . Observe that for every k ≥ 0, t = 1, · · · , T , and x t−1 ∈ X t−1 , (2.6) and (2.7) imply that
, and hence that (2.9) Q k t ≤ Q t , ∀ t = 1, 2, . . . , T, ∀ k ≥ 0. At iteration k, feasible points x k 1 , . . . , x k T are computed recursively as follows: for t = 1, . . . , T , x k t is set to be an optimal solution of subproblem (2.5) with x t−1 = x k t−1 with the convention that x k 0 = x 0 . These points in turn are used to compute new affine functions minorizing f t , g t and Q t+1 which are then added to the bundle of affine functions describing f k−1 t , g k−1 t , and Q k−1 t+1 to obtain new lower bounding approximations f k t , g k t , and Q k t+1 for f t , g t and Q t+1 , respectively. The precise description of DCuP algorithm is as follows.
Forward DCuP (Dynamic Cutting Plane) with linearizations computed in a forward pass.
Step 0. Initialization.
Step 1. Forward pass. Set C k T +1 = Q k T +1 ≡ 0. Setting x k 0 = x 0 , for t = 1, 2, . . . , T , compute an optimal solution x k t of (2.10)
Step 2. Do k ← k + 1 and go to Step 1.
We now make a few remarks about DCuP. First, in view of the definition of f k t and g k ti in (2.11) and (2.12), respectively, and the remark following Assumption (H1), it follows that functions f k t and g k ti are Lipschitz continuous on X t ×X t−1 . We now explain how to compute a subgradient β k
Due to Assumption (H1)-2), for every
x t−1 ) ≤ 0, which implies that for every i = 1, . . . , p, and j = 1, . . . , k − 1, we have
x t−1 ) ≤ 0 and therefore Slater constraint qualification holds for problem (2.13) for every x t−1 ∈ X t−1 . Next observe that the feasible set of (2.13) is compact and therefore the objective function is bounded on the feasible set. It follows that the optimal value of (2.13) is finite and by the Duality Theorem, we can write problem (2.13) as the optimal value of the corresponding dual problem. To write this dual, it is convenient to rewrite Q k−1 t on X t−1 as
where e is a vector of ones of dimension k −1 and
) are matrices (resp. vectors) of appropriate dimensions. In particular, β 1:k−1 t+1 is a matrix with k − 1 rows with i-th row equal to (β i t+1 ) ⊤ and θ 1:k−1 t+1 is a vector of size k − 1 with i-th component given by
We now write the dual of (2.14) as
where dual function h t,xt−1 is given by
where Lagrangian L t,xt−1 (x t , f, θ; α, λ, µ, δ) is given by
be an optimal solution of (2.15) written for x t−1 = x k t−1 . With this notation, we have
. When X t is polyhedral, formula (2.17) follows from Duality for linear programming. For a more general convex set X t , formula (2.17) directly follows from applying to value function Q k−1 t Lemma 2.1 in [3] or Proposition 3.2 in [6] which respectively provide subgradients and a characterization of the subdifferential for value functions of general convex optimization problems (whose argument is in the objective function and in linear and nonlinear coupling constraints of the corresponding optimization problem). For the interested reader and for the sake of completeness, we provide a proof of relation (2.17) specializing to the particular case of value function Q k−1 t the proof of Lemma 2.1 in [3] .
2.3. Convergence analysis. Theorem 2.4 below shows the convergence of DCuP. It will use the following three lemmas: Lemma 2.1. Let Assumption (H1) hold and let 0 ≤ε < ε. The following statements hold for every k ≥ 0:
(a) Q t+1 is convex Lipschitz continuous on X t +B(0;ε) for t = 1, . . . , T ;
Let us show the result by backward induction on t. The result holds for t = T + 1 since Q T +1 ≡ 0. Now assume that t ≤ T and that Q t+1 is convex Lipschitz continuous on X t +B(0;ε). Convexity of Q t directly follows from the induction hypothesis and (H1)-1)-(a),(b),(c). Hypotheses (H1)-1)-(b) and (H1)
We already observed (see (2.9)) that Q t ≥ Q k−1 t and by definition of C k t and Q k t this implies Q t ≥ Q k−1 t ≥ C k t and therefore Q t ≥ Q k t for all k. Monotonocity of sequence (Q k t ) k is immediate while monotonocity of sequence (Q k t ) k comes from the monotonocity of sequences (f k t ) k and (Q k t+1 ) k and the fact that X k+1 t (x t−1 ) ⊂ X k t (x t−1 ). Lemma 2.2. Let Assumption (H1) hold. Then, the following statements hold for t = 2, . . . , T :
(a) the sequence {β k t } ∞ k=1 is bounded; (b) there exists L ≥ 0 such that Q k t is L-Lipschitz continuous for every k ≥ 1. Proof. (a) Let 0 ≤ε < ε and t ∈ {2, . . . , T }. Observe that Q 1 t is convex Lipschitz continuous on X t−1 and therefore we can define min
For every x t−1 ∈ X t−1 +B(0;ε), we have for k ≥ 2:
For β k t = 0, take
(b) immediately follows from (a).
Lemma 2.3. Lemma 5.2 in [2] . Assume that f is convex and Y is compact, and suppose that for any integer κ the sequence of L-Lipschitz convex functions f k , k ∈ N satisfies
Then for any infinite sequence y k ∈ Y we have
Theorem 2.4. Let Assumption (H1) hold. Define
Then H(t)-(i) holds for t = 1, . . . , T , H(t)-(ii),(iii) hold for t = 1, . . . , T + 1, and H(t)-(iv) holds for t = 2, . . . , T + 1. In particular, the limit of the sequence of upper bounds (
is the optimal value Q 1 (x 0 ) of (2.1) and any accumulation point of the sequence (x k 1 , . . . , x k T ) is an optimal solution to (2.1). Proof. We first prove H(t)-(i) for t = 1, . . . , T . Let t ∈ {1, . . . , T } be given and define the sequence {y k t } as
ti are convex Lipschitz continuous. Therefore, recalling (2.18), we can apply
Moreover, by the induction hypothesis
. Since x k t is an optimal solution of (2.10) and Q t (
where the equality is due to (2.20) and (2.21) . We now claim that
Indeed, assume by contradiction that the above claim does not hold. Then, it follows from last conclusion before the claim that
Hence, in view of H(t)-(i), (2.23), and the fact that f t and g t are lower semi-continuous on X t ×X t−1 and Q t is lower semi-continuous on X t−1 , we conclude that
due to the definition of X t and F t in (2.2) and (2.4), respectively. Since this contradicts the definition of Q t in (2.4), the above claim follows. Combining
t an optimal solution of (2.25),
Step 4. Do k ← k + 1 and go to Step 1.
Theorem 2.5. Let Assumption (H1) hold. Define
Then H(t), (i) holds for t = 1, . . . , T , H(t)-(ii),(iii) hold for t = 1, . . . , T + 1, and H(t)-(iv) holds for t = 2, . . . , T + 1. Moreover, the limit of the sequence
) is an optimal solution to (2.1).
Using the fact that
is bounded it has a finite limit sup which satisfies
The induction hypothesis gives
Together with (2.32), (2.33) this relation, implies
, which is a contradiction. Therefore (2.35) must hold and we have shown
As before, note that the optimal value of (2.25) is larger than the optimal value of (2.24), i.e.,
and we obtain H(t)-(iii). Finally, for t ≥ 2, 
In the constraint set above, X t is polyhedral and ξ t contains in particular the random elements in matrices A t , B t , and vector b t .
We make the following assumption on (ξ t ):
(H0) (ξ t ) is interstage independent and for t = 2, . . . , T , ξ t is a random vector taking values in R K with a discrete distribution and a finite support
For this problem, we can write Dynamic Programming equations: the first stage problem is
with the convention that Q T +1 is null.
We set X 0 = {x 0 } and make the following assumptions (H1)-Sto on the problem data: (H1)-Sto: there exists ε > 0 such that for t = 1, . . . , T , 1) X t is a nonempty, compact, and polyhedral set.
2) For every j = 1, . . . , M t , the function f t (·, ·, ξ tj ) is convex, proper, lower semicontinuous on X t ×X t−1 and X t ×[X t−1 +B(0; ε)] ⊂ int (domf t (·, ·, ξ tj )). 3) For every j = 1, . . . , M t , each component g ti (·, ·, ξ tj ), i = 1, . . . , p, of function g t (·, ·, ξ tj ) is convex, proper, lower semicontinuous such that X t ×X t−1 ⊂ int (domg t (·, ·, ξ tj )). 4) X 1 (x 0 , ξ 1 ) = ∅ and for every t = 2, . . . , T , for every j = 1, . . . , M t , for every
Remark 3.1. Nonlinear constraints of form h ti (x t , ξ t ) ≤ 0 or h ti (x t ) ≤ 0 at stage t can be handled, adding the corresponding component functions h ti in g t , as long as (H1)-Sto is satisfied. In particular, convexity of h ti (·, ξ tj ) is required for j = 1, . . . , M t .
It is easy to show that under Assumption (H1)-Sto, functions Q t are convex and Lipschitz continuous on X t−1 +B(0;ε) for every 0 ≤ε < ε:
Proof. The proof is analogue to the proof of Lemma 2.1.
3.2.
Algorithm. The algorithm to be presented in this section for solving (3.39) is an extension of the DCuP algorithm to the stochastic case. All inequalities and equalities between random variables in the rest of this section hold almost surely.
Due to Assumption (H0), the T t=2 M t realizations of (ξ t ) T t=1 form a scenario tree of depth T + 1 where the root node n 0 associated to a stage 0 (with decision x 0 taken at that node) has one child node n 1 associated to the first stage (with ξ 1 deterministic).
We denote by N the set of nodes, by Nodes(t) the set of nodes for stage t and for a node n of the tree, we define:
• C(n): the set of children nodes (the empty set for the leaves); • x n : a decision taken at that node; • p n : the transition probability from the parent node of n to n; • ξ n : the realization of process (ξ t ) at node n 1 : for a node n of stage t, this realization ξ n contains in particular the realizations b n of b t , A n of A t , and B n of B t . • ξ [n] : the history of the realizations of process (ξ t ) from the first stage node n 1 to node n: for a node n of stage t, the i-th component of ξ [n] is ξ P t−i (n) for i = 1, . . . , t, where P : N → N is the function associating to a node its parent node (the empty set for the root node). At each iteration of the algorithm, trial points are computed on a sampled scenario and lower bounding affine functions, called cuts in the sequel, are built for convex functions Q t , t = 2, . . . , T + 1, at these trial points. More precisely, at iteration k denoting by x k t−1 the trial point for stage t − 1, the cut (3.42)
is the null function (see below for the computation of θ k t , β k t ). As in SDDP, we end up iteration k with an approximation Q k t of Q t which is a maximum of k affine functions: Q k t (x t−1 ) = max 1≤j≤k C j t (x t−1 ). Additionally, the variant we propose builds cutting plane approximations of convex functions f t (·, ·, ξ tj ) and g ti (·, ·, ξ tj ), t = 1, . . . , T, i = 1, . . . , p, j = 1, . . . , M t , computing linearizations of these functions. At the end of iteration k, these approximations will be denoted by f k tj and g k t,i,j for f t (·, ·, ξ tj ) and g ti (·, ·, ξ tj ) respectively, and take the form of a maximum of k affine functions. We use the notation
where a ℓ tj , b ℓ tj , d ℓ tij , and e ℓ tij are n-dimensional row vectors. The trial points of iteration k are computed before updating these functions, therefore using approximations f k−1 tj , g k−1 tij , and Q k−1 t+1 of f t (·, ·, ξ tj ), g ti (·, ·, ξ tj ), and Q t+1 available at the end of iteration k−1. These trial points are decisions computed at nodes (n k 1 , n k 2 , . . . , n k T ) using these approximations, knowing that n k 1 = n 1 , and for t ≥ 2, n k t is a node of stage t, child of node n k t−1 , i.e., these nodes correspond to a sample (ξ k 1 ,ξ k 2 , . . . ,ξ k T ) of (ξ 1 , ξ 2 , . . . , ξ T ). At iteration k, the linearizations for f t (·, ·, ξ tj ), g ti (·, ·, ξ tj ) (resp. Q t ) are computed at (x k m , x k n ) (resp. x k n ) where n = n k t−1 , and m is the child node of node n such that ξ m = ξ tj . For convenience, for any node m of stage t, we will denote by j t (m) the unique index j t (m) such that ξ m = ξ tjt(m) . Before detailing the steps of StoDCuP, we need more notation: for all k ≥ 1, t = 1, . . . , T, j = 1, . . . , M t , let X k tj : X t−1 ⇒ X t be the multifunction given by
The same notation ξIndex is used to denote the realization of the process at node Index of the scenario tree and the value of the process (ξt) for stage Index. The context will allow us to know which concept is being referred to. In particular, letters n and m will only be used to refer to nodes while t will be used to refer to stages.
k dimensional vectors,
, and matrices and vectors
we can write problem (3.44) as
Due to Assumption (H1)-Sto-4), for every x t−1 ∈ X t−1 and j = 1, . . . , M t , there exists x t ∈ X t such that
tj ≤ 0 and therefore the above problem (3.45) is feasible. Recalling (H1)-Sto-1), this linear program also has a bounded feasible set and therefore its optimal value is the optimal value of the dual problem and can be expressed as:
The detailed steps of the algorithm are described below.
Forward StoDCuP (Stochastic Dynamic Cutting Plane) with linearizations computed in a forward pass.
Step 1) Initialization. For t = 1, . . . , T , take f 0 tj , g 0 tij : X t ×X t−1 → R affine functions satisfying f 0 t ≤ f t , g 0 t ≤ g t , and for t = 2, . . . , T , Q 0 t ≡ −∞. Set x n0 = x 0 , set the iteration count k to 1, and Q 0 T +1 ≡ 0.
Step 2) Generate a sample (ξ k 1 ,ξ k 2 , . . . ,ξ k T ) of (ξ 1 , ξ 2 , . . . , ξ T ) corresponding to a set of nodes (n k 1 , n k 2 , . . . , n k T ) where n k 1 = n 1 , and for t ≥ 2, n k t is a node of stage t, child of node n k t−1 . Set n k 0 = n 0 . Do θ k T +1 = 0 and β k T +1 = 0. For t = 1, . . . , T , Let n = n k t−1 . For every m ∈ C(n), compute an optimal solution x k m of (3.46)
Compute an arbitrary subgradient [s 1 ; s 2 ] of convex function f t (·, ·, ξ m ) at (x k m , x k n ) where s 1 , s 2 ∈ R n and do a k tjt(m) = s ⊤ 1 , b k tjt(m) = s ⊤ 2 . For i = 1, . . . , p, compute an arbitrary subgradient [s 1i ; s 2i ] of convex function g ti (·, ·, ξ m ) at (x k m , x k n ) where s 1i , s 2i ∈ R n and do
End For If t ≥ 2 compute:
End If End For
Step 4) Do k ← k + 1 and go to Step 2).
We have for StoDCuP the following analogue of Lemma 2.2 for DCuP: Lemma 3.3. Let Assumption (H1)-Sto hold. Then, the following statements hold for StoDCuP for t = 2, . . . , T :
(a) the sequence {β k t } ∞ k=1 is almost surely bounded; (b) there exists L ≥ 0 such that Q k t is L-Lipschitz continuous for every k ≥ 1. Remark 3.4 (On the cuts and linearizations computed). Assumptions (H0) is fundamental for StoDCuP, due to the following claim:
(C) StoDCuP builds a cut for Q t , t = 2, . . . , T , on any sampled scenario and a single cut for each of the functions f t (·, ·, ξ tj ), g t (·, ·, ξ tj ), t = 1, . . . , T, j = 1, . . . , M t , at each iteration. The validity of the formulas of the cuts for Q t will be checked in Lemma 3.7. The fact that a single cut is built for functions f t (·, ·, ξ tj ), g ti (·, ·, ξ tj ), i = 1, . . . , p, t = 1, . . . , T, j = 1, . . . , M t , comes from the fact that at iteration k and stage t a cut is built for each of functions f t (·, ·, ξ m ), g ti (·, ·, ξ m ), i = 1, . . . , p, m ∈ C(n), where n = n k t−1 , and due to Assumption (H0), to each m ∈ C(n), corresponds one and only one index j = j t (m) such that ξ m = ξ tj = ξ tjt(m) .
Remark 3.5. The algorithm can be extended to solve risk-averse problems. It was shown in [8] that dynamic programming equations can be written and that SDDP can be applied for multistage stochastic linear optimization problems which minimize some extended polyhedral risk measure of the cost. As a special case, spectral risk measures are considered in [9] where analytic formulas for some cut coefficients computed by SDDP are available. Similarly, StoDCuP can be extended to solve multistage nonlinear optimization problems with objective and constraint functions as in (3.39) if instead of minimizing the expected cost we minimize an extended polyhedral risk measure of the cost, as long as Assumptions (H0) and (H1)-Sto are satisfied. It is also possible to apply StoDCuP to solve risk-averse dynamic programming equations with nested conditional risk measures (see [19] , [20] for details on conditional risk mappings) and objective and constraint functions as in (3.39), again, as long as Assumptions (H0) and (H1)-Sto are satisfied. Using SDDP in this risk-averse setting was proposed in [21] .
We can simulate the policy obtained after k − 1 iterations of StoDCuP and define decisions x k n at each node n of the scenario tree as follows:
Simulation of StoDCuP after k − 1 iterations.
For every node n ∈ Nodes(t), For every m ∈ C(n), compute an optimal solution x k m of (3.48)
End For End For End For

Convergence analysis.
In what follows, if the stage associated to node n is τ (n), we use the notation (3.49) S n = {k ∈ N * : n k τ (n) = n}. In other words, S n the set of iterations k where the sampled scenario passes through node n.
We show in Lemmas 3.6 and 3.7 below properties of the algorithm useful to prove the convergence of StoDCuP given in Theorem 3.8. We start providing simple relations involving the linearizations of objective and constraint functions: Lemma 3.6. Let Assumption (H1)-Sto hold. For every t = 1, . . . , T , j = 1, . . . , M t , i = 1, . . . , p, we have almost surely
For all t = 1, . . . , T , for all n ∈ Nodes(t − 1), for all k ∈ S n , we have for all m ∈ C(n): 
Proof. Let us show (3.50). The relation holds for k = 0. Now let us fix t ∈ {1, . . . , T }, j ∈ {1, . . . , M t }, k ≥ 1 and ℓ ∈ {1, . . . , k}. At iteration ℓ, setting n = n ℓ t−1 , there exists one and only one node m in the set C(n) such that ξ m = ξ tj with j = j t (m) and by the subgradient inequality for every x t ∈ X t , for every
It follows that f t (·, ·, ξ tj ) and g ti (·, ·, ξ tj ) are above all linearizations built for these functions by StoDCuP and therefore also above f k tj and g k tij which is given by the maximum of the first k linearizations. Relation (3.50) follows and clearly inclusion (3.51) is a consequence of (3.50).
Take t ∈ {1, . . . , T }, take a node n ∈ Nodes(t − 1) and k ∈ S n . Then for any m ∈ C(n), a linearization is built for f t (·, ·, ξ m ) and g ti (·, ·, ξ m ) at (x k m , x k n ). Therefore,
, since n k t−1 = n, and (3.52) follows.
Relation (3.53) comes from the fact that x k m ∈ X k−1 tjt(m) (x k n ) by definition of x k m (see the simulation of StoDCuP).
Finally take a realization ω of StoDCuP. We want to show that 
For all t = 1, . . . , T , j = 1, . . . , M t , for every k ≥ 1, we have almost surely
we have for every n ∈ Nodes(t − 1) and for all k ∈ S n :
, a.s. Proof. Let us show (3.58)-(3.59) by backward induction on t. Relation (3.58) clearly holds for t = T + 1. Now assume that for some t ∈ {1, . . . , T }, we have Q t+1 (x t ) ≥ Q k t+1 (x t ) for all x t ∈ X t and all k ≥ 1. Using Lemma 3.6, we have for all k ≥ 1, for all j = 1, . . . , M t , for all
, which, together with the induction hypothesis Q k t+1 ≤ Q t+1 , implies (3.59) . Now observe that due to Assumption (H1)-Sto, for every x t−1 ∈ X t−1 , the optimization problem
, is a linear program with feasible set that is bounded (since X t is compact) and nonempty (it contains the nonempty set X t (x t−1 )). Therefore it has a finite optimal value which is also the optimal value of the dual problem given by
Now assume that t ≥ 2. Let us take m ∈ C(n k t−1 ). Recall that j t (m) is the unique index j such that ξ tj = ξ m . Clearly (α k m , µ k m , δ k m , ν k m , λ k m ) is feasible for dual problem (3.62) written for j = j t (m) and therefore for any
, for every x t−1 ∈ X t−1 , where for the last equality, we have used (3.42) and (3.47). Therefore we have shown (3.58). Now take n ∈ Nodes(t − 1) and k ∈ S n . Then by definition of (α k m , µ k m , δ k m , ν k m , λ k m ) and of C k t , we get for any m ∈ C(n):
To prove the convergence of StoDCuP, we need the following assumption:
(H2) The samples of (ξ t ) genereated in StoDCuP are independent: (ξ k 2 , . . . ,ξ k T ) is a realization of ξ k = (ξ k 2 , . . . , ξ k T ) ∼ (ξ 2 , . . . , ξ T ) and ξ k , k ≥ 1, are independent. For all t = 2, . . . , T + 1, for all node n ∈ Nodes(t − 1), we have almost surely
(ii) The limit of the sequence of first stage problems optimal values (f k−1 11 (x k n1 , x 0 ) + Q k−1 2 (x k 1 )) k≥1 is the optimal value Q 1 (x 0 ) of (3.40) and any accumulation point of the sequence (x k 1 ) is an optimal solution to the first stage problem (3.40).
Proof. We first show (3.66). Let us fix t ∈ {1, . . . , T }, i ∈ {1, . . . , p}, m ∈ Nodes(t), n = P(m). Recall from Lemma 3.6 that
We now show that For all ℓ ≥ 1, relation (3.52) gives
Let us now apply Lemma 2.3 to y ℓ = (x
tijt(m) , and f = g ti (·, ·, ξ m ) (observe that the assumptions of the lemma are satisfied with κ = 1). Since
tijt(m) (·, ·) and therefore (3.72) implies
Finally, we show in Lemma 4.4 in the Appendix that
which achieves the proof of (3.69) and therefore of (3.66). Let us now show H(t) by backward induction on t. H(T + 1) holds since Q T +1 = Q k T +1 . Assume now that H(t + 1) holds for some t ∈ {2, . . . , T } and let us show that H(t) holds. Take a node n ∈ Nodes(t − 1) and let us denote again by k(1), k(2), . . . , the iterations in S n with k(i) < k(i + 1): S n = {k(1), k(2), k(3), . . .}. Let us first show that
n ) and therefore for all ℓ ≥ 1 we get:
By definiton of x k m , we have 
Using (3.77) and (3.59) , we get
Therefore the sequence (f
n , ξ m )) ℓ≥1 is bounded and has a finite limit sup which satisfies
t+1 , and f = Q t+1 (observe that the assumptions of the lemma are satisfied), since from the induction hypothesis we know that
, which combines with (3.82) to give
Combining (3.80), (3.81), and (3.83), we obtain
Let us now show by contradiction that
Assume that (3.85) does not hold. Using the fact that sequence (x k m , x k n ) k∈Sn belongs to the compact set X t ×X t−1 , and the lower semicontinuity of f t (·, ·, ξ m ), g t (·, ·, ξ m ), Q t , Q t (·, ξ m ), there is a subsequence (x k m , x k n ) k∈K with K ⊂ S n converging to some (x m ,x n ) ∈ X t ×X t−1 such that
. This is in contradiction with the definition of Q t . Therefore we must have
which achieves the proof of H(t).
(ii) The proof of (ii) can easily be obtained from (i), see Theorem 4.1-(ii) in [3] for details.
Step 3) Backward pass. Set θ k T +1 = 0 and β k T +1 = 0. For t = T, . . . , 2,
For j = 1, . . . , M t , Compute an optimal solution x Bk tj of (4.90)
, and subgradients of f t , g ti at (x Bk tj , x k t−1 ) with corresponding linearizations ℓ ft(·,·,ξtj ) (·, ·; (x Bk tj , x k t−1 )) and ℓ gti(·,·,ξtj) (·, ·; (x Bk tj , x k t−1 )). Compute f 2k tj (·, ·) ← max f 2k−1 tj (·, ·), ℓ ft(·,·,ξtj) (·, ·; (x Bk tj , x k t−1 )) , g 2k tij (·, ·) ← max g 2k−1 tij (·, ·), ℓ gti(·,·,ξtj) (·, ·; (x Bk tj , x k t−1 )) .
Compute (for instance using Lemma 2.1 in [3] ) a subgradient β kj t of Q k t (·, ξ tj ) at x k t−1 and the cut coefficients:
Step 2) Generate a sample (ξ k 1 ,ξ k 2 , . . . ,ξ k T ) of (ξ 1 , ξ 2 , . . . , ξ T ) corresponding to a set of nodes (n k 1 , n k 2 , . . . , n k T ) where n k 1 = n 1 , and for t ≥ 2, n k t is a node of stage t, child of node n k t−1 . Set n k 0 = n 0 . Do θ k T +1 = 0 and β k T +1 = 0. For t = 1, . . . , T , Let n = n k t−1 . For every m ∈ C(n), compute an ε k t -optimal feasible solution x k m of (4.92)
End If End For
Clearly Lemma 3.6 still holds for Inexact StoDCuP. The quality of the cuts computed for Q t by Inexact StoDCuP is given in Lemma 4.1:
Lemma 4.1 (Validity and quality of cuts computed by Inexact StoDCuP). Let Assumption (H1)-Sto hold. For every t = 2, . . . , T + 1, for every k ≥ 1, we have
For all t = 1, . . ., j = 1, . . . , M t , for every k ≥ 1, we have
Proof. The proof of (3.58) and (3.59) in Lemma 3.7 can be used to prove (4.94) and (4.95) for Inexact StoDCuP, observing that only feasibility and not optimality of the primal and dual solutions computed as well as Lemma 3.6 (which, as we have already observed, holds) are needed in these proofs. Now take n ∈ Nodes(t − 1) and k ∈ S n . Then recalling that
by definition of (α k m , µ k m , δ k m , ν k m , λ k m ) and of C k t , we get (4.97) Let Assumption (H1) hold and assume that sequences ε k t are bounded: |ε k t | ≤ε for all t, k, for some 0 ≤ε < +∞. Then, the following statements hold for t = 2, . . . , T :
(a) the sequences {θ k t } ∞ k=1 and {β k t } ∞ k=1 are bounded; (b) there exists L ≥ 0 such that Q k t is L-Lipschitz continuous for every k ≥ 1. Proof. (a) Let 0 ≤ε < ε and t ∈ {2, . . . , T }. Observe that for every x t−1 ∈ X t−1 +B(0,ε) and every j = 1, . . . , M t , the set X 0 tj (x t−1 ) is nonempty and f 0 tj (·, x t−1 ) + Q 0 t+1 (·) is continuous on this set. Therefore Q 0 tj is convex and finite on X t−1 +B(0,ε), implying that Q 0 tj is Lipschitz continuous on X t−1 . It follows that Q 0 t is also Lipschitz continuous on X t−1 and we can define min
We can now easily extend the proof of Lemma 2.2: for every x t−1 ∈ X t−1 +B(0;ε), denoting n = n k t−1 , we have for k ≥ 2:
Using (4.96), we also have for n = n k t−1 : −ε + min
(b) immediately follows from (a). (x k 1 )) k≥1 is the optimal value Q 1 (x 0 ) of (3.40) and any accumulation point of the sequence (x k 1 ) is an optimal solution to the first stage problem (3.40 
Also, by definiton of x k m , we now have (4.100) Q
which, plugged into (4.99) gives (4.101)
The remaining relations and arguments used in the convergence proof of StoDCuP apply to prove the theorem.
Other variants.
It is also easy to incorporate in StoDCuP regularization as in [10] , to apply multicut variants as in [7] , [1] , and cut selection strategies for the bundles of cuts of Q t , for instance along the lines of [15] , [4] , [7] . Observe, however, that all linearizations for f t (·, ·, ξ tj ) and g ti (·, ·, ξ tj ) are tight and therefore no cut selection is needed for these linearizations.
an optimal solution of dual problem (2.15).
To prove (3.74) and (3.87), we will need the following lemma (a similar proof can be found in [2] for (ii) for a more general sampling process): (ii) Let ε > 0, t ∈ {1, . . . , T }, n ∈ Nodes(t − 1), and set
Let Ω 1 (ε) = {ω ∈ Ω : |K ε,n (ω)| is infinite} and assume that Ω 1 (ε) = ∅. Define on the sample space Ω 1 (ε) the random variables I ε,n (j), j ≥ 1, where I ε,n (1) = min{k ≥ 1 : k ∈ K ε,n (ω)} and for j ≥ 2 I ε,n (j) = min{k > I ε,n (j − 1) : k ∈ K ε,n (ω)}, i.e., I ε,n (j)(ω) is the index of jth iteration k such that Q t (x k n ) − Q k t (x k n ) ≥ ε. Then random variables (y Iε,n(j) n ) j≥1 defined on sample space Ω 1 (ε) are independent, have the distribution of y 1 n and therefore by the Strong Law of Large numbers we have Observe that the event I(j) = I j can be written as the union 1≤I1<I2<...<Ij E(I 1 , . . . , I j ) of events E(I 1 , . . . , I j ) := w I 1 = . . . = w I j = 1, w ℓ = 0, 1 ≤ ℓ < I j , ℓ / ∈ {I 1 , . . . , I j } .
Due to Assumption (H2) observe that random variable y
Ij n is independent of random variables w i , i = 1, . . . , I j , and therefore events {y ) j≥1 are independent. The proof of (ii) is similar to the proof of (i).
Proof of (3.74) and (3.87). Let us prove (3.74). By contradiction, assume that (3.74) does not hold. Then there is ε > 0 such that the set Ω 0 (ε) defined in Lemma 4.4 is nonempty. By Lemma 4.4, this implies that (4.110) holds. But due to (3.73), only a finite number of indices I ε,m,i (j) can be in S n (with corresponding variable y Iε,m,i(j) n being one) and therefore P lim N →+∞ 1 N N j=1 y Iε,m,i(j) n = 0 = 1, which is a contradiction with (4.110).
The proof of (3.87) is similar to the proof of (3.74), by contradiction and using (3.86) and Lemma 4.4-(ii) (see also [2] , [3] ).
