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Tato bakalářská práce se zabývá podporou paralelního vykonávání programů na platformě
EdkDSP. Nejdůležitější části práce tvoří analýza cílové platformy a návrh překladače. Ná-
vrh je zaměřen na překlad OpenMP pragmat do vícevláknového kódu a transformování
specifických typů cyklů. Překladač byl implementován pomocí frameworku ROSE compiler
a následně otestován.
Abstract
This bachelor´s thesis deals with parallel processing programs at the platform EdkDSP.
The most important parts of this thesis are an analyzation of the target platform and a
design of the translator. The design is aimed at translation of the OpenMP pragmas to a
multithreaded code and a transformation of the specific types of cycles. The translator was
implemented using the framework ROSE compiler and than tested.
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V současné době ustává tendence zlepšovat výkon procesorů pomocí zvyšování výkonu
jednoho procesorového jádra. Dosáhlo se jisté mezní úrovně a další vývoj je obtížný a ne tak
efektivní jako v minulosti. Dnešní procesory se při zvyšování výkonu především zaměřují
na zvyšování počtu výpočetních jader nebo u mikroprocesorových architektur využívají
specializované procesory či akcelerátory pro určité náročné výpočetní činnosti.
Tato bakalářská práce se zabývá urychlením vykonávání programu pomocí paralelního
zpracování časově náročných částí programu. Je zaměřena na podporu paralelního zpraco-
vání na platformě EdkDSP [8] s vektorovými akcelerátory. Techniky, které jsou zde navrženy
a použity, lze aplikovat i na jiné platformy.
V první části jsou rozebrány detaily cílové platformy a nástroj ROSE compiler, který byl
využit pro konstrukci překladače. Samotný paralelismus je založen na standardu OpenMP.
Ve spojitosti s ním je zde rozebírán nástroj Par4All a jeho možné využití v praxi. V násle-
dující části je popsán samotný návrh překladače a jsou zmíněny některé detaily týkající se
implementace. Na konci práce jsou diskutovány dosažené výsledky a je zhodnocen vytvořený
překladač.
Práce souvisí s evropským projektem SMECY [10], jehož jednou částí je generování
kódu pro platformu EdkDSP. V době vytváření zadání nebylo úplně jasné, na co především
se má práce zaměřit. Konkrétní cíle se specifikovaly až během akademického roku. První
bod zadání se ukázal jako nepříliš šťastně zvolený. Po konzultaci s vedoucím práce bylo
domluveno, že se práce nebude týkat jazyka CodAL, ale zaměří se na překlad pro platformu
EdkDSP. Jazyk CodAL byl sice v průběhu práce studován, ale není v práci nijak rozebírán,
protože nebyl následně využit. Implementační část zadání byla také po domluvě s vedoucím
upravena a spočívá v transformacích smyček a překladu OpenMP pragmat pomocí nástroje
Rose Compiler [12].
Posloupnost obsahu kapitol neodpovídá striktně postupu během práce na překladači,
ale spíše reflektuje jejich tematické zařazení. Zjišťování některých informací, které jsou




Cílová platforma a existující
nástroje
Tato kapitola pojednává o teoretických základech práce, z kterých vychází a na něž je
navázáno v následujících kapitolách. V prvé řadě se jedná o cílovou platformu EdkDSP
(kapitola 2.1), pro kterou byl překladač vyvíjen, nástroj pro analýzu programu Par4All
(kapitola 2.2), standard OpenMP (kapitola 2.3) zabývající se paralelizací programů a ROSE
compiler (kapitola 2.4) jakožto framework pro tvorbu překladačů.
Jednotlivé informace mají spíše informativní charakter, aby případného zájemce uvedly
do dané problematiky. Zaměřují se hlavně na skutečnosti důležité pro výsledný překladač.
Pro získání dalších informací bude zájemce odkázán na patřičnou literaturu.
2.1 Platforma EdkDSP
Platforma EdkDSP je vyvíjena v rámci evropského projektu SMECY [10]. Jedná se o ex-
perimentální platformu, jejímž cílem je umožnit urychlení programu pomocí hardwarových
akcelerátorů. Je kladen důraz na vektorové a aritmetické operace v plovoucí řádové čárce,
které jsou velmi často využívány v aplikacích pro zpracování signálů či obrazu. Tyto oblasti
výpočtů v programu jsou typicky velmi časově náročné.
Cílem této práce je umožnění efektivního paralelního zpracování programu v jazyce C
právě pro tuto platformu.
V dalších kapitolách budou popsány její charakteristické vlastnosti. Důraz bude kla-
den zejména na obecné vlastnosti platformy a na detaily, které se přímo týkají této práce
a překladače, jež pro tuto platformu vznikl. Níže probírané informace vycházejí z doku-
mentu [8], kde lze nalézt i další podrobnosti.
2.1.1 Obecný popis platformy
Základní částí platformy je obecný 32bitový procesor MicroBlaze. Tento procesor je založen
na principech RISC procesorů. Umožňuje vykonávání obecného programu, ale jeho výkon
je omezen pracovní frekvencí, protože je celá platforma implementována v FPGA.
Procesor MicroBlaze je doplněn čtyřmi jednoduchými hardwarovými akcelerátory spe-
cializovanými na vektorové aritmetické operace v plovoucí řádové čárce. Tento akcelerátor
se označuje anglickým termínem BCE (Basic Computing Element). Jeho architektura je
naznačena na obrázku 2.1.
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Obrázek 2.1: Základní schéma platformy EdkDSP.
2.1.2 Popis BCE
Struktura BCE je důležitá pro vyvíjený překladač i pro celou platformu. Z tohoto důvodu
budou zdůrazněny některé jeho vlastnosti. Celé BCE je řízeno velmi jednoduchým osmibi-
tovým procesorem PicoBlaze. Jeho činnost je dána předem naprogramovaným firmwarem,
který obsahuje posloupnost instrukcí procesoru (v BCE jsou přítomny dva firmwary, hlavní
program mezi nimi může přepínat). Dalšími částmi jsou 3 dvouportové paměti (pro každé
BCE), které umožňují předávání dat mezi hlavním procesorem a jednotlivými BCE – dvě
paměti pro vstupní data a jedna pro výstupní data. PicoBlaze je výpočetně úplný, ale kvůli
nedostatku paměti a nízké rychlosti se využívá pouze ke kontrole jednotky DFU (viz níže).
Nejdůležitějším prvkem BCE je jednotka pro výpočty v plovoucí řádové čárce. Tato
jednotka se označuje termínem DFU (Dataflow Unit). Umožňuje provádět hardwarově ak-
celerované aritmetické výpočty s podstatně vyšší rychlostí než obecný procesor MicroB-
laze. Tato jednotka pracuje na principu SIMD (Single Instruction Multiple Data), tudíž lze
velmi efektivně provádět především vektorové aritmetické operace. Při výpočtech využívá
zřetězeného zpracování instrukcí, což umožňuje jednotce v jednom hodinovém taktu načíst
2 operandy a zároveň zapsat jeden výsledek.
Činnost celého BCE je spouštěna a kontrolována hlavním procesorem. Je zodpovědný za
umístění operandů do pamětí, nastavení operací dle firmwaru a spuštění výpočtu. V průběhu
vykonávání výpočtů na BCE může hlavní procesor vykonávat jakoukoliv činnost. Po do-
končení činnosti BCE je hlavní procesor upozorněn a následně může získat a využít data
z pamětí. Struktura jednoho BCE je znázorněna na obrázku 2.2.
2.1.3 Omezení týkající se architektury
Struktura platformy popsána v předchozích kapitolách má několik omezení, které nyní
budou detailněji rozebrány. Bude objasněn pouze stávající stav a základní omezení této
platformy. V kapitole 3.1 budou navržena řešení níže definovaných problémů.
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Obrázek 2.2: Schéma jednoho BCE platformy EdkDSP. Převzato z [8].
1. Při překladu programu jsou pro procesory PicoBlaze vytvořeny firmwary. Pro jejich
vytvoření musí být překladač schopen určit počet opakování cyklu. Není tedy možné
v BCE vykonat cyklus, u kterého je počet opakování závislý na proměnné.
2. Paměti sloužící pro vložení dat do BCE a navracení výsledků mají omezenou kapacitu
na 256 operandů. Cykly, pro něž nejsou paměti dostatečné, musí být pro vykonání na
akcelerátoru upravovány.
3. Při využívání BCE je potřeba zvážit, zda akcelerace výpočtu povede k žádanému
zrychlení. Samotný výpočet je prováděn výrazně rychleji, ale před spuštěním vzniká
určitá režie, která je způsobena především přenosy dat. K dosažení zrychlení je po-
třeba, aby se jednalo o cykly s vyšším počtem opakování.
2.1.4 Stav překladače
Pro tuto platformu je vyvíjen překladač jazyka C (jedná se konkrétně o posloupnost několika
překladů). Tento překladač umožňuje využívání jednotlivých BCE, ale pouze při zachování
velmi specifických podmínek, které byly rozebrány v předchozí kapitole. Kvůli sekvenčnosti
programu neumožňuje logické využití více BCE zároveň. Po nastavení výpočtů a zahájení
operací v akcelerátoru vyčkává hlavní procesor na jejich dokončení. Pokud by byl schopen
zároveň ovládat více BCE, bylo by zrychlení výpočtu bylo výrazné.
Výsledek této práce by měl umožňovat využití více BCE zároveň a také zobecnit případy,
kdy je jejich využití možné. Jedná se především o cykly s počtem iterací daných proměnnou
nebo cykly, pro jejichž vykonání nestačí paměti jednoho BCE.
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2.2 Nástroj Par4All
Tento nástroj provádí analýzu a paralelizaci zdrojových kódů v jazycích C a Fortran. Je
vyvíjen pod záštitou společnosti HPC, ale jedná se zároveň o open-source projekt, který je
zapojen do několika výzkumných projektů (mimo jiné např. SMECY).
V dalších kapitolách budou rozebírány jeho vlastnosti a také návaznost a možnosti vy-
užití v rámci této práce. Základní informace o tomto nástroji vycházejí především z uživa-
telské příručky nástroje Par4All [2]. Případné další dostupné informace či samotný nástroj
lze získat na jeho webové stránce [11].
2.2.1 Možnosti nástroje
Je možné provádět analýzu jak programů v jazyce C, tak v jazyce Fortran. Par4All pracuje
jako překladač z kódu do kódu (angl. source-to-source compiler). Na vstupu je očekáván
validní zdrojový kód a na výstupu je zdrojový kód se zachovaným významem. Výstupní
text bývá různě upraven a označkován pro možnosti paralelního zpracování.
Nad vstupním kódem jsou prováděny analýzy pro detekci paralelizace a transformace
pro vytvoření míst pro paralelizaci. Tyto analýzy provádí výpočetní jádro PIPS, které
je vyvíjeno nezávisle na nástroji Par4All. Provádění analýz je možné ovlivnit zvolením
požadované techniky paralelizace. Jsou dostupné metody fine-grained a coarse-grained. Obě
tyto metody a jejich přednosti budou detailněji popsány v následující kapitole.
Provádět analýzu a překlad lze jak pro obecné procesory (CPU), tak pro grafické proce-
sory (GPU). Pro paralelizaci kódu využívá standardů OpenMP (bude podrobněji rozebrán
v kapitole 2.3) pro klasické procesory a OpenCL a CUDA pro grafické karty. Dle požadavků
před spuštěním je výstupní kód analyzován pro druh cílové platformy a označen v souladu
s jedním ze zvolených standardů.
Samotné přeložení do binárního kódu příslušného procesoru neprovádí Par4All, ale vy-
užívá pro ně zvolené standardní překladače, které dokáží pro cílovou platformu přeložit kód
označený dle zmíněných standardů.
2.2.2 Techniky paralelizace
Metoda fine-grained se zaměřuje na paralelizaci nejvnitřnějších cyklů. Hledá možnosti pa-
ralelizace na nejmenších úsecích. Byla vyvinuta zejména pro vektorové a VLIW procesory.
Jedná se především o paralelizaci na úrovni instrukcí, ale ne na úrovni bloků kódu. Pro
zlepšení oblasti paralelizace a dosažení vyšší efektivity je využíváno transformací smyček.
Jsou to transformace loop distribution a statement reordering [1].
Coarse-grained technika paralelizace vyhledává možnosti paralelizace na větších úsecích
kódu. Využívá se především pro paralelizaci vnějších cyklů či jiných rozsáhlejších oblastí
programu. Tento přístup je vhodný pro vícejádrové procesory. Části kódu jsou vykonávány
ve více vláknech, a tudíž mohou být vykonávány paralelně na více jádrech. Pro zlepšo-
vání získaných výsledků se opět využívají transformace smyček – loop privatization, loop
distribution a jiné [1].
2.2.3 Využití pro platformu EdkDSP
V rámci této práce byl nástroj otestován a vyzkoušen. Na jednodušších zdrojových kódech
funguje dobře, ale u složitějších programů nastávají různé problémy. Při složitějších kon-
strukcích složených například z ukazatelů a dynamických datových struktur není schopen
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provádět analýzu (často dokonce skončí kritickou chybou). Některými problémy se zabývá
odkazovaný dokument [3].
Při využití standardu OpenMP pro překlad pro platformu EdkDSP jej lze s výhodou
využít na analýzu jednodušších programů (či jejich částí) a generování značek. Kvůli ne-
dostatečné spolehlivosti nástroje jej nelze brát jako pevnou součást překladu pro cílovou
platformu, ale může být dle potřeb využit.
2.3 Standard OpenMP
OpenMP je programové rozhraní vyvinuté k umožnění paralelního programování na sys-
témech se sdílenou pamětí (především pro obecné procesory). Umožňuje principielně jed-
noduché označení části již exitujícího kódu, pro paralelní vykonávání, aniž by bylo nutno
psát celý program znovu s využitím nějakého přístupu k paralelizaci [4]. Velká část odpo-
vědnosti při realizování paralelizace je v tomto případě ponechána překladači. Je mu pouze
sděleno, jak s určitými částmi kódu naložit a jaké přístupy využít, ale detaily vykonání jsou
ponechány na překladači. Část problémů řeší staticky při překladu, ale některé je nucen
obstarat až za běhu programu (většinou se využívá speciální tzv. runtime knihovny).
Standard je poměrně rozšířen a podporován v překladačích, protože má již svou histo-
rii. Další jeho nespornou výhodou je skutečnost, že překladač, který není schopen OpenMP
direktivy přeložit, jej ignoruje a nijak nebrání vykonávání programu. Toho bylo dosaženo
využíváním konstrukcí pragmat (v jazyce C: #pragma omp), které překladač akceptuje a po-
kud je nezná, tak je ignoruje (typicky informuje uživatele, že neví, jak s danou direktivou
naložit).
OpenMP je zaměřeno na programovací jazyky Fortran, C a C++. Příklady v textu budou
zaměřeny pouze na jazyk C, který je podstatný pro tuto práci.
2.3.1 Způsoby využití
Pro většinu programů je typické, že mají části, které musí být vykonávány sekvenčně – např.
zavádění programu, vypisování výstupů (v každém programu to mohou být jiné části).
Takovéto části nelze paralelizovat, ale obvykle jejich vykonávání není výpočetně ani časově
náročné. Není tedy potřeba je urychlovat paralelizací a nijak do nich nebudeme zasahovat
pomocí OpenMP direktiv.
Pro paralelizaci a urychlení jsou zajímavá místa, kde program tráví většinu výpočetního
času (typicky jsou to malé úseky kódu vzhledem k času, jež jejich vykonávání trvá). V těchto
oblastech je vhodné zamyslet se nad konkrétními místy, které je možné paralelizovat a u ni-
chž by paralelizace výrazně zlepšila výpočetní výkon. Takováto místa lze označit jednou či
více OpenMP direktivami. Pro jejich základní využití není potřeba hluboká znalost stan-
dardu (některé konstrukce jsou jednoduché), ale při větších a komplikovanějších problémech
již zápis není triviální. Pro umístění OpenMP pragmat lze využít nástrojů pro analýzu míst
vhodných pro paralelizaci (např. nástroj Par4All rozebíraný v sekci 2.2), ale automaticky
generované direktivy nemusí být vždy vhodně umístěny. Účinnost takovýchto programů se
odvíjí od jejich kvality, ale taky od komplikovanosti zdrojového kódu pro analýzu.
2.3.2 Způsob paralelizace programu pomocí OpenMP
Základní myšlenkou provádění paralelizace programu v OpenMP je využívání vláken. V sys-
témech s procesory s více výpočetními jádry může každé vlákno využívat jiné jádro proce-
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soru a tím dochází k paralelnímu vykonávání programu. Další důležitou vlastností vláken
je sdílení paměti mezi nimi. Všechna pracují nad stejnou pamětí – nad daty programu, ve
kterém byly spuštěny. Každé vlákno má jen malé množství zdrojů, které má soukromé (lo-
kální proměnné, data uchovávající kontext vykonávání programu jako ukazatel zásobníku,
programový čítač apod.).
Při vykonávání programu mohou vlákna pracovat naprosto samostatně a nijak neovli-
vňovat ostatní vlákna (což je efektivnější přístup, ale často nesplnitelný) nebo mezi sebou
komunikovat a navzájem se ovlivňovat. Vzájemnou interakci vláken je potřeba koordino-
vat a specifikovat pomocí OpenMP direktiv. Tato činnost a její správné využití je jen na
programátorovi.
2.3.3 Základní direktivy OpenMP
Direktiv OpenMP pro paralelizování programu je velké množství a jejich detailní vysvětlení
není otázkou této publikace. Budou zde stručně popsány pouze ty direktivy, jež se dále
v textu objeví a bez jejichž vysvětlení by některé části práce nemusely být čtenáři srozumi-
telné. Detailnější popis níže zmíněných direktiv lze nalézt v knize [4], z níž byly informace
o OpenMP pro tuto publikaci čerpány.
Každý program začíná po vytvoření procesu operačním systémem jako jedno vlákno.
V tomto vlákně probíhá vykonávání programu sekvenčně až do chvíle, kdy je pomocí
OpenMP direktivy specifikováno paralelní vykonávání části programu (pomocí konstrukce
parallel). V tomto bodě je vytvořena skupina vláken, které začnou vykonávat danou část
programu paralelně. Lze specifikovat jejich počet i omezení týkající se jejich běhu. Na konci
specifikované oblasti pro paralelizaci se daná vlákna sloučí a zůstane pouze původní vlákno,
které pokračuje ve vykonávání programu opět sekvenčním způsobem. Ke sloučení vláken
zpět do jediného se využívá konstrukce barrier, jež zajistí, že vlákna na daném místě
vyčkají, než všechna dokončí svou činnost a následně se sloučí. Tato činnost se na konci
paralelní oblasti provádí automaticky.
Specifikování oblastí programu, které se vykonávají paralelně, je první krok při vyu-
žití OpenMP v programu, ale nezajistí požadované zvýšení rychlosti. Daná oblast kódu je
totiž celá provedena každým vláknem. Pro dosažení zrychlení programu je potřeba rozdě-
lit části kódu mezi jednotlivá vlákna. Základním způsobem vyřešení tohoto problému je
využití direktivy OpenMP for, jež zajistí zmíněnou distribuci úkolů pro vykonání jednotli-
vým vláknům (např. určení každému vláknu, které iterace smyčky má vykonat). Při využití
tohoto přístupu je velmi důležité zvážit, zda nebude narušen správný chod programu. Jed-
notlivé iterace cyklu musí být na sobě nezávislé nebo se musí zajistit synchronizací, že
zůstane zachována původní funkčnost programu.
Program s využitím zmíněných OpenMP direktiv lze nalézt v příkladu 2.3.1. V tomto
případě je rozdělení úkolů jednotlivým vláknům pouze v režii překladače (každé vlákno bude
vykonávat paralelně část specifikovaných iterací cyklu). Konstrukce for umožňuje specifi-
kovat různé přístupy pro zpracování ve vláknech. Více detailů lze nalézt v literatuře [4].
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for(int i = 0; i < 1000000; i++ ) {
result = array1[i] * array2[i] * 11;
}
}
Organizace činnosti vláken pomocí direktivy for je velmi mocná a pro mnoho programu
výhodná, ale umožňuje provádění paralelizace především pro menší úseky kódu. Pro pa-
ralelní vykonávání větších oblastí kódu, jež jsou na sobě nezávislé, je vhodná konstrukce
s využitím direktiv sections a section. Umožňuje programátorovi specifikování konkrét-
ních částí kódu, které jednotlivá vlákna vykonávají. Pokud se v programu nacházejí takové
oblasti, jejichž vykonávání je časově náročné, tak využití těchto direktiv má velký potenciál
k výraznému urychlení činnosti programu. Je možné specifikovat libovolné množství oblastí
pro vlákna. Každá oblast kódu je vykonána právě jednou a právě jedním vláknem. Pokud
je specifikovaných oblastí více než vláken, tak některá vlákna jich musejí vykonat více.
V opačném případě, kdy je specifikováno méně oblastí než vláken, tak přebytečná vlákna
nevykonávají žádnou činnost.
Program s využitím výše zmíněných konstrukcí pro paralelizaci je předveden na násle-
dujícím příkladu 2.3.2. Každá z funkcí compute1, compute2, compute3 bude vykonávána
v samostatném vlákně, a tudíž budou vykonávány paralelně (pokud bude nastaven počet
vláken alespoň na 3 a bude program spuštěn na procesoru s více jádry). V následujícím
příkladu je využito zkráceného zápisu, kdy jsou sloučeny direktivy parallel a sections
(obdobná úprava je možná i v předcházejícím příkladu 2.3.1).
Příklad 2.3.2. Ukázkový program s využitím OpenMP direktiv parallel, section
a sections.
















2.3.4 Implementace OpenMP v překladačích
Zpracování a překlad OpenMP je v některých překladačích jazyka C implementován, ale
není tomu tak vždy. Za zmínku stojí rozšířený překladač GCC, jenž umí překládat programy
s direktivami OpenMP. V překladači LLVM nad nímž je postaven překladač pro platformu
EdkDSP jeho podpora není zabudovaná.
2.4 ROSE compiler
ROSE compiler je open-source nástroj, který slouží jako framework pro výstavbu překla-
dačů. Umožňuje práci se zdrojovými kódy v mnoha jazycích (mimo jiné v jazyce C) a také je
schopen provádět analýzu binárních spustitelných souborů pro některé typy procesorů. Při
výstavbě překladače může uživatel využít vysokoúrovňového rozhraní pro provádění analýz
a transformací zdrojových kódů, jež jsou v něm zabudovány.
Další významnou vlastností ROSE compileru je knihovna, která napomáhá uživateli
s tvorbou zcela vlastních analýz a transformací programů. Poskytuje stabilní základ pro
vytváření uživatelských nástrojů. Uživatel není nucen implementovat komplexní podporu
pro analýzu a transformace programu – míněno zpracování vstupního souboru, základní
transformace programu, generování výsledného kódu aj. Při vytváření uživatelem definova-
ných překladačů je využíváno především překladu z kódu do kódu. Tento přístup odstiňuje
uživatele od cílové platformy a výsledného generování kódu.
Ve výsledném kódu je zachována srozumitelnost programu i programátorovi (nedochází
k narušení jeho struktury). Pro vytváření spustitelných souborů se využívají standardní
překladače daných jazyků.
ROSE compiler byl využit jako základ pro tvorbu překladače, jenž je výsledkem této
práce. V následujících kapitolách budou popsány jeho základy struktury a praktické využití
pro tvorbu překladače s důrazem na ty části, které jsou podstatné pro výsledný překladač.
Informace v této kapitole vycházejí z uživatelského manuálu ROSE compileru [6]. Doplňu-
jící informace byly čerpány z výukového materiálu pro tvorbu překladače pomocí ROSE
compileru [7]. Tento materiál byl využit především během praktické části této práce.
V případě hlubšího zájmu o tento nástroj je možné jej získat přes jeho domovskou
stránku [12].
2.4.1 Vnitřní reprezentace
Načtením zdrojového kódu ROSE compilerem je vytvořen abstraktní syntaktický strom
(angl. Abstract Syntax Tree neboli AST). Vyznačuje se tím, že je zbaven veškerých nepod-
statných informací o vstupním souboru (např. závorky, bílé znaky, středníky, atd.). Jeho
uzly uchovávají potřebné vstupní informace o zdrojovém programu pro analýzu, transfor-
mace a vytvoření kódu se stejnou výpovědní hodnotou. V překladači vytvořeném nad ROSE
compilerem je AST využíván jako vnitřní reprezentace programu. Umožňuje zpětně zkon-
struovat naprosto identický výstupní kód opatřen i totožnými komentáři, jež se nacházejí
ve zpracovávaném programu (je pouze potřeba nastavit styl odsazování apod.). Za běhu
programu je AST uchováván v paměti počítače, aby bylo dosaženo vysoké rychlosti práce
se vstupním kódem.
ROSE compiler poskytuje mechanismy pro práci s touto vnitřní reprezentací programu.
Jedná se především o průchody a analýzu programu, provádění úprav, transformací a ná-
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sledné vygenerování programu odpovídajícího výslednému AST. Popisem několika základ-
ních přístupů při práci s programem se zabývá následující kapitola.
Při zkoumání vstupního programu lze s výhodou využít vizualizaci AST (vizualizaci
je možné provést v libovolné chvíli při práci s programem). Je zde poskytována možnost
vytváření grafů ve formátu DOT [9], jež lze zobrazit např. programem Graphviz či XDot.
Tento formát je vhodný především pro menší programy, kdy graf není příliš rozsáhlý. Pro
programy většího rozsahu lze využít generování grafů ve formátu PDF.
Na obrázku 2.3 je ukázka vnitřní reprezentace ROSE compileru pro jednoduchý arit-
metický výpočet s přiřazením. Část programu, z kterého byl graf vytvořen, je na příkladu
2.4.1. Proměnné jsou v grafu reprezentovány jako uzly SgVarRefExp, celočíselná hodnota
uzlem SgIntVal, přiřazovací operace uzlem SgAssingOp a aritmetické operace uzly SgAddOp
a SgMultiplyOp. Každý uzel o sobě uchovává specifické informace (např. jméno proměnné,
hodnota konstanty, cíl odkazu apod.) V uzlech mohou být uloženy i komentáře před ním
umístěné, což umožňuje zmíněnou zpětnou rekonstrukci programu se zachováním všech
původních informací.
Příklad 2.4.1. Část programu v jazyce C pro demonstraci vnitřní reprezentace programu
ROSE compilerem. Příslušná grafická reprezentace se nachází na obrázku 2.3.
y = x + y * 10;
2.4.2 Způsob práce se zdrojovým kódem
Základním přístupem při práci s načteným programem jsou průchody stromem (anglicky
často označovány jako tree traversal). Takovýmto průchodem rozumíme operaci, která sys-
tematicky projde všemi uzly zpracovávaného stromu. Je zde předpřipraveno několik tříd,
které lze použít jako základ pro využívání této techniky.
Uživatel může využít prohledávání stromu shora dolů či zdola nahoru. V částech, jež
jsou binárním stromem, lze využít klasických průchodů preorder, inorder nebo postorder.
Při průchodech stromem lze propagovat informace z rodičovských uzlů směrem dolů (tzv.
zděděné vlastnosti) a analogicky při průchodech zdola nahoru (tzv. syntetizované vlast-
nosti). Samotný průchod stromem za uživatele obstarává ROSE compiler. Při jednodu-
chých průchodech bez předávání vlastností je potřeba pouze implementovat metodu, jež
bude provádět akce v každém zkoumaném uzlu stromu (metoda visit). U složitějších
průchodů, které využívají předávání atributů předchůdcům či následníkům, je zapotřebí
také vyhodnocovat atributy, jež se stromem propagují).
Zmíněné typy průchodů lze také kombinovat (např. průchod shora dolů a zdola na-
horu). Počet průchodů a jejich využití není nijak omezen. Nechovají se destruktivně, ale
je samozřejmě potřeba zvážit efektivitu programu, který provádí analýzu či transformace.
Průchody je také možné provádět nad libovolným podstromem AST. Jelikož je strom obou-
směrně vázaný, lze jednoduše při analýzách a transformacích získávat informace o okolních
uzlech.
Pro vyhledávání pouze konkrétních uzlů ve stromu jsou v ROSE compileru zabudované
dotazy nad AST (angl. AST Query). Jejich využití umožňuje zjednodušení a zrychlení im-
plementace analýzy či transformací. Takovýto dotaz vyhledá uživateli všechny uzly s vlast-
nostmi, které požaduje. V ROSE compileru jsou zabudovány základní metody, jež tyto do-
tazy využívají (vyhledávání cyklů for, deklarací proměnných apod.). Pro komplikovanější
dotazy je nutné vytvořit vlastní funkce pro konkrétní potřebu v programu. Jednoduchost
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Obrázek 2.3: Ukázka vnitřní reprezentace části programu ROSE compilerem. Zdrojový kód
této ukázky je v příkladu 2.4.1
jejich využití je pro uživatele výhodná. Nemusí obstarávat celý průchod AST ani nijak
organizovat ukládání nalezených uzlů.
Není vždy nutné pracovat s celým podstromem na úrovni průchodů či dotazů. V kon-
krétních uzlech lze zjistit, o jaký uzel se jedná, a dle toho definovat patřičné akce. U for
cyklů je možné získat jejich podmínku, vstupní výraz, iterační krok nebo tělo cyklu a pra-
covat s nimi. Možnosti se odvíjejí od konkrétní jazykové konstrukce.
Výše zmíněné přístupy umožňují uživateli hlavně provádění vlastních analýz zdrojových
kódů. Pro modifikace AST je zde zabudováno několik různých přístupů na čtyřech úrovních
abstrakce. Pro tuto práci není nutné je znát, a proto nebudou blíže rozebírány.
Poslední, pro ROSE compiler velmi podstatnou součástí, je využívání již zabudovaných
analýz a transformací zdrojových kódů. Můžeme využít vysokoúrovňového rozhraní funkcí
zaměřujících se například na transformace, optimalizace a normalizace cyklů. Takovéto
funkce lze jednoduše parametrizovat a využít nad konkrétním podstromem.
Zde uvedené případy byly zmíněny pouze pro uvedení do problematiky a objasnění
přístupů, jež jsou dostupné v ROSE compileru. Bližší informace lze nalézt ve výukovém
dokumentu [7] nebo v uživatelské příručce [6].
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2.4.3 Překlad OpenMP 3.0
ROSE compiler poskytuje vysokoúrovňové rozhraní pro práci s OpenMP 3.0 (standard
OpenMP je rozebírán v kapitole 2.3). Pro problematiku této práce a překlad pro více
výpočetních jader je jeho zpracování pomocí ROSE compileru velmi zajímavé. Z tohoto
důvodu budou rozebrány možnosti překladu OpenMP, jež poskytuje ROSE compiler.
Při načítání zdrojového programu lze využít několika přístupů ke zpracování
OpenMP:
1. Základní možností je načtení všech OpenMP direktiv jako vlastnosti konkrétních uzlů.
V tomto případě je pouze na uživateli, zda nějak bude nakládat s danými direktivami
nebo je bude ignorovat.
2. Více sofistikovaným přístupem, jež ROSE compiler nabízí, je vytvoření patřičných
uzlů AST odpovídajících sémantice OpenMP direktiv. Zde je již uplatňována zna-
lost jednotlivých direktiv, ale je pouze na uživateli, jak s nimi naloží. Tento přístup
umožňuje velkou volnost pro uživatele vytvářejícího překladač.
3. Lze také provést překlad OpenMP direktiv do vícevláknového kódu, jež umožňuje pa-
ralelní vykonávání programu. Ve výstupním programu ROSE compiler využívá abs-
traktní vrstvy XOMP. Tato vrstva slouží k abstrakci cílové tzv. runtime knihovny –
aktuálně jsou podporovány knihovny GCC GOMP a Omni OpenMP. Při vykonávání
výsledného kódu je potřeba podpory jedné ze zmíněných knihoven. Přístup s vyu-
žitím abstraktní vrstvy umožňuje v budoucnu využití více knihoven bez zásahu do
struktury programu.
Při zpracovávání OpenMP direktiv provádí ROSE compiler také kontrolu jejich séman-
tické a syntaktické správnosti. Zvolený princip zpracování umožňuje odstínění od výsledné
platformy a překlad do vícevláknového programu. Je pro ni pouze potřebná patřičná run-
time knihovna zpracovávající některé problémy, které není možné vyřešit v době překladu
programu[5].
V ROSE compileru také probíhá vývoj analýzy zdrojového programu zaměřený na de-
tekci míst vhodných pro paralelizaci. V této souvislosti využívají vkládání OpenMP prag-
mat. V době, kdy vzniká tato práce, je již první verze vytvořena v repozitáři, ale není





V této části budou poznatky z předchozí kapitoly jak shrnuty, tak i rozvedeny do dalších
detailů. Z ní vyplývající otázky jsou zde řešeny s návazností na překladač pro platformu
EdkDSP. Dále se kapitola zabývá analýzou platformy EdkDSP s ohledem na tvorbu překla-
dače (kapitola 3.1) a jsou zde zvoleny konkrétní přístupy a techniky pro jeho vytvoření
(kapitola 3.2). V dalších částech budou podrobně popsány transformace smyček, které byly
pro překladač navrženy (kapitoly 3.3 a 3.4).
3.1 Analýza možností platformy EdkDSP
Nyní budou shrnuty poznatky a problémy vyplývající z kapitoly 2.1, které se zabývá cílo-
vou platformou. Budou podrobněji rozebírány a rozšířeny pro potřeby návrhu výsledného
překladače. Na jejich základě budou formulovány konkrétní přístupy využité ve výsledném
překladači.
3.1.1 Analýza omezení akcelerátorů cílové platformy
Na hlavním procesoru platformy EdkDSP lze spustit různé obecné programy, ale rychlost
jejich vykonávání není vysoká. Pro dosažení rychlostně kvalitnějších výsledků je vhodné
maximalizovat využití akcelerátorů a výhod, které platforma nabízí. Jelikož akcelerátory
neumožňují vykonávat obecný program, ale pouze specifické výpočty, je potřeba vstupní
program patřičně upravit pro jejich potřeby.
1. Prvním problémem je omezená kapacita pamětí akcelerátoru. Umožňuje nahrání pouze
256 operandů do každé paměti, a tím velmi omezuje jeho využití. Cykly, pro jejichž
vykonávání by bylo zapotřebí nahrát do akcelerátoru více operandů, tedy nemohou
být akcelerovány. Překladač pro platformu EdkDSP si s tímto problémem neporadí,
a tak musí být provedeny na hlavním procesoru.
Je tedy potřeba rozdělit cykly s potenciálně větším počtem operandů než je schopen
akcelerátor pojmout, do částí, které již bude možné pomocí něj vykonat.
2. Před spuštěním vykonávání programu je nutné inicializovat firmware akcelerátorů
platformy EdkDSP. Do každého akcelerátoru je možné nahrát konkrétně dva firmwary,
mezi nimiž lze vybírat během výpočtů. Samotné nahrávání firmwarů do akcelerátoru
se provádí dynamicky v době běhu programu, ale jejich vytvoření probíhá staticky při
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překladu. Tato skutečnost neumožňuje vykonávání smyček v akcelerátoru, u nichž je
počet opakování dán proměnnou. Při překladu je potřeba znát počet iterací cyklu.
Pokud má být umožněno vykonávání takovéto smyčky v akcelerátoru, je zapotřebí
jejího rozdělení na úseky, kdy počet opakování bude specifikován konstantou, a tudíž
bude počet iterací zjistitelný při překladu programu.
3. Samotné provádění vektorových výpočtů na akcelerátoru je rychlejší než na hlavním
procesoru, ale pouze tato skutečnost není dostatečná pro dosažení zrychlení programu.
Předpřipravení dat pro akcelerátor a jeho spuštění vyžaduje nezanedbatelnou režii.
Zrychlení nelze tedy očekávat při akceleraci libovolného cyklu či libovolné operace.
Kvůli zmiňované režii by při nízkém počtu opakování cyklu spíše došlo ke zpomalení
výpočtů a ne k očekávanému zrychlení.
Pro efektivní akceleraci výpočtu je tedy nutné, aby se jednalo o cyklus s větším počtem
opakování (ideálně by se měl blížit k maximálnímu využití pamětí akcelerátorů).
4. V praxi není možné vykonávat komplikované jazykové konstrukce na procesoru
PicoBlaze v akcelerátoru. Tento procesor je sice výpočetně úplný, ale je zároveň velmi
pomalý a má velmi málo paměti. Slouží především k ovládání DFU jednotky. Současný
překladač platformy EdkDSP neumožňuje provádění cyklů s komplikovanými těly.
V těle cyklu jsou akceptovány pouze aritmetické výpočty (nemůže tam být např. další
cyklus). Toto omezení vzniká dostupnými instrukcemi v jednotce DFU v akcelerátoru.
V budoucnu zřejmě bude možné provádět jednoduché větvení výpočtu, ale v současné
situaci tomu ještě tak není, Proto jsou v těle cyklu uvažovány pouze aritmetické
operace.
3.1.2 Paralelizace pomocí přerušované obsluhy vláken
Celá platforma neumožňuje klasický současný běh několika vláken, jak je to možné na-
příklad u obecných vícejádrových procesorů. Akcelerátory kvůli své jednoduchosti nedokáží
provádět komplikovanější úseky kódu autonomně. Veškeré komplikovanější konstrukce musí
provádět hlavní procesor. Tato skutečnost ale neznamená, že nelze využít přístup parale-
lizace pomocí vláken na této platformě. Pro hlavní procesor existuje možnost využití i so-
fistikovanějších knihoven (např. knihovny pro práci s vlákny). U akcelerátorů samozřejmě
není nic podobného možné.
Po iniciování výpočtu na akcelerátoru musí (v současném stavu při vykonávání programu
v jediném vlákně) hlavní procesor vyčkat, než se výpočet dokončí. V té době nemůže pro-
vádět žádnou užitečnou činnost, protože ještě nemá výsledky aktuálního kroku programu
a porušil by tím sekvenčnost operací. Při výpočtu ve více vláknech by se po započetí vý-
počtu na akcelerátoru mohl hlavní procesor přepnout do jiného a provádět jeho obsluhu.
Tento přístup umožňuje efektivně vyplnit dobu, kdy hlavní procesor vyčkává na dokončení
operací v akcelerátoru. Při této přerušované obsluze vláken by mohly pracovat všechny
akcelerátory zároveň a hlavní procesor by zajišťoval pouze obecné operace a správu vláken.
Uvedený způsob provádění programu s více vlákny, která přerušovaně běží na hlavním
procesoru a na akcelerátorech, je naznačen na obrázku 3.1. V příkladu je pro jednoduchost
a přehlednost uvedeno pouze jedno spuštění výpočtů na akcelerátorech v každém vlákně.
Ve skutečnosti by bylo možné několikrát vystřídat vykonávání vlákna na akcelerátoru s vy-
konáváním na hlavním procesoru. Vše záleží na komplikovanosti vstupního programu a na
možnosti transformací a úprav, které lze s ním provést.
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Obrázek 3.1: Přerušované vykonávání více vláken na hlavním procesoru platformy EdkDSP
a na akcelerátorech. Popisek nad úsečkou označuje, jaké výpočetní jádro vykonává vlákno
v dané chvíli. Pokud není vlákno aktuálně vykonáváno, tak je zobrazen jeho současný stav.
3.2 Zvolení technik pro výstavbu překladače
Na základě definovaných problémů při zpracovávání programu pro platformu EdkDSP, které
byly diskutovány v předchozích kapitolách, budou v této části navržena jejich řešení.
3.2.1 Analýza omezení akcelerátorů
Tento text má přímou návaznost na kapitolu 3.1.1. Konkrétní navržená řešení postupně
odpovídají na problémy rozebírané v předešlé kapitole.
1. Cykly, které mají být vykonávány na akcelerátorech, je potřeba upravit do takové
podoby, aby splňovaly již zmíněné podmínky. U cyklů, pro které nejsou dostatečné
paměti akcelerátorů, je zapotřebí je rozdělit do částí, které již budou vykonatelné na
akcelerátorech. Pro vyřešení tohoto problému bude v kapitole 3.3 navržena transfor-
mace, která rozdělení cyklů provede a umožní jejich vykonání na akcelerátorech.
2. V případech, kdy počet iterací cyklu je specifikován proměnnou, je potřeba provést
úpravy, které zajistí znalost počtu iterací ještě před započetím výpočtů. Tento pro-
blém je řešen v kapitole 3.4, kde je navržena transformace, která rozdělí původní
cyklus tak, aby část iterací byla vykonatelná na akcelerátoru.
3. Určení, které cykly je vhodné vykonávat na akcelerátoru (dojde k výraznému zrych-
lení) a které ne, je komplikované a v některých případech nereálné (např. nelze určit
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počet iterací cyklu s proměnnou v podmínce). Pro vyřešení tohoto problému může
být velmi výhodné poskytnutí vysokoúrovňových direktiv, pomocí nichž si uživatel
sám označí části programu, které si přeje vykonat na akcelerátoru. Uživatel je schopen
si obstarat množství informací o průběhu vykonávání programu, které nelze v době
překladu zjistit (může využít profileru apod.).
Pro označení konkrétních cyklů, které si přeje vykonat na akcelerátoru, se bude vyu-
žívat vlastní pragmy. Při provádění analýz a transformací bude překladač vyhledávat
pouze cykly, které byly specifikovány uživatelem.
Pro náš překladač byla zvolena pragma ve formátu
”
#pragma codasip vectorize“.
Formát této pragmy byl po konzultaci takto zvolen kvůli jeho významu (vektorizace)
a návaznosti na výzkumný tým, v rámci něhož tato práce vznikla.
4. Případy, ve kterých je tělo cyklu příliš komplikované k vykonání na akcelerátoru, nelze
jednoduše automaticky řešit. Ve většině případů je to pravděpodobně nereálné. Proto
je zapotřebí kontrolovat tělo cyklu před provedením transformací s tím, zda jej vůbec
lze provést na akcelerátoru. V případě zjištění, že je příliš komplikované, se takovýto
cyklus přeskočí a bude se vykonávat na hlavním procesoru.
3.2.2 Návrh pro využití všech akcelerátorů
Jak již bylo řečeno v kapitole 3.1.2, použití vláken představuje možnost, jak využít více
akcelerátorů současně. Při rozdělení programu běžícího v hlavním procesoru do více vláken
by bylo možné narušit sekvenční zpracování a tím pádem využít současně více akcelerátorů
než jen jeden. Počet možných využitých akcelerátorů by se odvíjel od počtu běžících vláken
na hlavním procesoru.
K automatickému vykonávání takovéto činnosti lze použít standard OpenMP, který de-
finuje konstrukce pro provádění paralelního zpracování ve vláknech. Označení části kódu
pro paralelní zpracování pomocí OpenMP direktiv je možné provádět ručně nebo v něk-
terých případech upotřebit existující nástroje, které toho jsou schopny. Analýzu je možné
provádět například nástrojem Par4All rozebíraném v kapitole 2.2. Jelikož tento nástroj ne-
pracuje vždy spolehlivě, tak ve výsledku nebude na něj spoléháno. Při dodržení standardu
OpenMP nic nebrání jeho případnému využití pro generování pragmat.
Pro danou platformu nejsou výhodné všechny konstrukce OpenMP, jelikož se nejedná
o klasický procesor se sdílenou pamětí, ale při použití specifických konstrukcí lze dosáhnout
požadovaného efektu. Pro souběžný běh více vláken může být velmi užitečná například
konstrukce sections, jež zajistí rozdělení programu do vláken dle specifikace uživatelem
a tím umožní využití více akcelerátorů.
Návrhem zpracování OpenMP direktiv ve výsledném překladači se zabývá následující
sekce.
3.2.3 Nástroj pro výstavbu překladače
Samotná výstavba překladače od začátku je velmi časově náročná a její doladění do vý-
sledné podoby je dlouhý proces. Z tohoto důvodu se pro jejich výstavbu používají modu-
lární překladače nebo frameworky. Z analýzy požadavků na výsledný překladač vyplývá,
že využitý nástroj musí umožňovat provádění analýz a transformací zdrojového kódu pro-
gramu. Také by bylo velmi vhodné, aby využitý nástroj podporoval zpracování OpenMP
direktiv.
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Těmto požadavkům velmi dobře vyhovuje framework pro výstavbu překladačů ROSE
compiler (viz kapitola 2.4.3). Umožňuje na vyšší úrovni abstrakce pracovat se zdrojovým
programem a také podporuje několik způsobů zpracování OpenMP.
Jednou možností je využít ROSE compiler pouze k načítání direktiv do interní reprezen-
tace a následně provádět paralelizaci ručně. Tento způsob by byl zcela určitě velmi náročný
a jeho výsledek nejistý. Nejednalo by se asi o vhodný přístup.
Jako mnohem lepší varianta se jeví využití překladu zdrojového kódu s OpenMP di-
rektivami do vícevláknového kódu. Tato činnost je zabudovaná v ROSE compileru a je
již stabilní, takže lze očekávat její správný chod a efektivní výsledky. Její možné využití
a efektivita je potvrzeny i testy [5].
3.3 Návrh transformace smyček s předem známým počtem
opakování
Smyčky, pro jejichž vykonání nejsou dostatečné paměti akcelerátorů, musí být rozděleny
na menší části, jinak je není možné akcelerovat. Navrhl jsem transformaci, která umožní
jejich rozdělení a zachová původní význam kódu. V této kapitole budou postupně popsány
všechny kroky, jež musí být provedeny ve výsledném překladači k dosažení požadovaného
výsledku.
Všechny úseky kódu v této části jsou v jazyce C.
3.3.1 Analýza hlavičky smyčky
U vstupního cyklu se očekává, že bude mít specifický formát pro transformaci nebo jej bude
možné do tohoto formátu upravit (viz dále). Při této transformaci se očekávají smyčky typu
for, u nichž lze již v době překladu zjistit počet iterací.
V prvním kroku před samotnou transformací je potřeba provést normalizaci hlavičky
smyčky tak, aby měla tvar, se kterým lze v programu pracovat uceleným způsobem. Dále
musíme otestovat, zda je možné takovouto smyčku transformovat. Je nezbytné, aby byla
vstupní smyčka upravitelná do tvaru v ukázce 3.3.1 (za předpokladu, že ještě v tomto
tvaru není). Proměnná i je klasická indukční proměnná cyklu, která není v cyklu měněna,
zbylé identifikátory zastupují celočíselné hodnoty. Tato omezení také souvisí se samotnou
architekturou akcelerátorů. Komplikovanější cykly není možné na nich vykonat.
Ukázka kódu 3.3.1. Očekávaný tvar vstupní smyčky pro provedení transformace.
int i;
for(i = spodniHranice; i <= vrchniHranice; i += hodnotaInkrementu)
Pro navrženou transformaci je potřeba získat všechny údaje z hlavičky cyklu (název
indukční proměnné a všechny celočíselné hodnoty), a také jednu hodnotu dopočítat. Touto
hodnotou je počet iterací, který se při vykonání původního cyklu provede. Výpočet této
hodnoty je zobrazen v rovnici 3.1.
puvodniPocetIteraci = (vrchniHranice− spodniHranice+ 1)/hodnotaInkrementu
(3.1)
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3.3.2 Analýza těla původní smyčky
Tělo smyčky nemůže obsahovat změny indukční proměnné, protože by došlo k narušení
transformace. Kromě tohoto omezení, by bylo možné provést transformaci nad smyčkou
s libovolně komplikovaným tělem. Akceptovatelnost těla smyčky velmi omezuje struktura
a možnosti akcelerátoru. Vzhledem k omezením jsou brány v potaz pouze smyčky s jedno-
duchým tělem složeným z jednoho řádku aritmetických operací.
Pro provedení transformace je potřeba zjistit z těla smyčky množství výskytů konstant
a referencí do polí. Na základě těchto informací se určí maximální možný počet iterací trans-
formované smyčky. Při výpočtu se musí zajistit, aby nebyla překročena celková kapacita
vstupních pamětí (512 vstupních operandů). Hodnota konstanty se nahraje do paměti jen
jednou, ale u referencí do polí, nelze v době překladu jednoduše zjistit, kolik hodnot se bude
akcelerátoru předávat. Proto je uvažováno nahrání maximálního počtu hodnot pro každý
výskyt takovéto reference. Případný výskyt indukční proměnné v aritmetickém výpočtu
je ignorován (není potřeba ji uložit do pamětí). Výpočet maximálního počtu iterací nové
smyčky je uveden v rovnici 3.2.
maxPocetIteraci = (kapacitaPameti− pocetKostant)/pocetReferenciDoPoli (3.2)
3.3.3 Nový formát smyčky po transformaci
Nic nebrání provedení transformace cyklu v případě, že se obě analýzy zdařily a zjistily
se potřebné údaje o cyklu. Základní myšlenka této transformace je taková, že se cyklus
rozdělí na část, ve které se bude opakovat vykonávání smyčky ve formátu, jež je možné
zpracovat na akcelerátoru. Po této fázi proběhne provedení zbytku výpočtů samostatně,
aby se zachoval význam původní konstrukce.
Následujícím úsekem kódu je prezentován navržený výsledný formát transformovaného
cyklu. Jako vstupní kód se uvažuje kód z ukázky 3.3.1. Tělo cyklu není pro transformaci
zásadní, ale je nutné, aby splňovalo podmínky jednoduchosti popsané v předchozím textu.
Jednotlivé úseky prezentovaného kódu budou následně komentovány. Je zachován význam
identifikátorů (reprezentují stejné číslo), které se nacházejí v původním cyklu.
Ukázka kódu 3.3.2. Ukázka zobrazující výsledek navržené transformace. Všechny in-
dentifikátory zastupují celočíselné hodnoty kromě indukčních proměnných a identifikátoru
korekcePrvniSmycky, který reprezentuje celočíselnou proměnnou.
int korekcePrvniSmycky;
for (j = 1; j <= pocetOpakovaniHlavnihoCyklu; j += 1) {
korekcePrvniSmycky = (j - 1) * upravenyPocetIteraciVnitrniSmycky *
hodnotaInkrementu;
for(i = spodniHranice;i <= upravenaVrchniHranice;i += hodnotaInkrementu)
//telo puvodniho cyklu s upravenou indukcni promennou
}
for(i = spodniHranice; i <= hraniceProZbytek; i += hodnotaInkrementu )
//telo puvodniho cyklu s upravenou indukcni promennou
Nejprve se musí provést kontrola, zda vypočítaný maximální počet iterací ve vnitřní
smyčce (rovnice 3.2) je celočíselně dělitelný původní hodnotou inkrementu. V případě, že
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toto nesplňuje, je nutné jeho hodnotu snížit natolik, aby byla tato podmínka splněna.
Kdyby se tato úprava neprovedla, tak by během iterací hlavní smyčky docházelo k na-
rušování původního významu konstrukce a neprováděl by se očekávaný počet iterací ve
vnitřním cyklu. Dle sníženého počtu iterací se určí hodnota v podmínce vnitřního cyklu
(upravenaVrchniHranice). Výpočet vrchní hranice cyklu je uveden v rovnici 3.3. Když
známe konstantní počet iterací ve vnitřní smyčce, tak na základě původního počtu iterací
dopočítáme počet opakování vnitřní smyčky. Výpočet je v rovnici 3.4 (pozn. je využito
celočíselného dělení).
upravenaV rchniHranice = (upravenyPocetIteraci− 1) ∗ hodnotaInkrementu+
spodniHranice (3.3)
pocetOpakovaniHlavnihoCyklu = puvodniPocetIteraci/maxPocetIteraci (3.4)
Po vykonání několika cyklů s pevným počtem opakování je potřeba provést zbylou část
iterací, aby transformace nezměnila původní význam programu. Tento problém řeší poslední
cyklus. Počáteční hodnota indukční proměnné i hodnota inkrementu zůstávají stejné jako
v původním cyklu, ale dojde k přepočítání horní hranice v podmínce. Tento výpočet je
uveden v následující rovnici.
hraniceProZbytek = puvodniPocetIteraci−maxPocetIteraci∗
upravenyPocetIteraciV nitrnihoCyklu ∗ hodnotaInkrementu+
spodniHranice+ 1 (3.5)
3.3.4 Korektura těl nových smyček
Transformací dojde k narušení významu původní indukční proměnné v těle cyklu. Je po-
třeba provést takovou korekturu, aby nedošlo ke změně chování programu. V prvním cyklu
se nejprve vypočítá aktuální posunutí indukční proměnné vnitřního cyklu oproti původ-
nímu cyklu. Tento výpočet je uveden přímo v ukázce výsledku transformace (ukázka kódu
3.3.2). Jedná se o výpočet proměnné korekcePrvniSmycky. V těle vnitřní smyčky se nahradí
všechny výskyty původní indukční proměnné součtem proměnné korekcePrvniSmycky s in-
dukční proměnnou vnitřního cyklu (proměnná i).
Obdobnou úpravu je potřeba provést také v posledním cyklu. Zde nemusíme vypočítávat
hodnotu posunutí v době vykonávání programu, ale lze ji určit již v době překladu. V těle
cyklu se opět nahradí všechny výskyty původní indukční proměnné součtem hodnoty nové
indukční proměnné s hodnotou, jež zajistí korekturu významu. Výpočet této hodnoty je
dán následujícím výrazem:
pocetOpakovaniHlavnihoCyklu ∗ upravenyPocetIteraciV nitrnihoCyklu∗
hodnotaInkrementu (3.6)
Těmito úpravami se zajistí stejný význam výpočtů jako v původním programu a dosáhne
se požadavku, aby část výpočtů měla počet opakování proveditelný na akcelerátoru.
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3.4 Návrh transformací smyček s počtem opakování specifi-
kovaných proměnnou
Před spuštěním programu musí být vytvořeny firmwary pro akcelerátory, což způsobuje
omezení, že nelze vykonat na akcelerátoru smyčky, u nichž je počet opakování ovlivněn
proměnnou. Pro odstranění této komplikace jsem navrhl transformaci, která umožní část
výpočtu provést na akcelerátoru.
Způsob této transformace je principielně shodný s transformací navrženou v předchozí
kapitole, ale má jistá specifika. Je potřeba veškeré výpočty provádět dynamicky za běhu
programu, a tudíž zobecnit představenou transformaci.
Omezení a způsob analýzy těla cyklu je totožný s tím, který je uveden v kapitole 3.3.2.
Shodný je taktéž způsob zajištění, aby byl počet iterací ve vnitřní smyčce transformovaného
výpočtu celočíselně dělitelný původním inkrementem (uveden v kapitole 3.3.3).
Všechny úseky kódu v této části jsou v jazyce C.
3.4.1 Analýza hlavičky smyčky
Při analýzy hlavičky smyčky se postupuje shodně jako v kapitole 3.3.1. Očekává se stejný
tvar smyčky a platí stejná omezení s jediným rozdílem, že na pravé straně porovnávacího
výrazu se očekává libovolný výraz obsahující proměnnou. Formát hlavičky smyčky je v ná-
sledujícím příkladu.
Ukázka kódu 3.4.1. Očekávaný tvar vstupní smyčky pro provedení této transformace.
int i;
for(i = spodniHranice; i <= vyrazVPodmince; i += hodnotaInkrementu)
3.4.2 Nový formát smyčky
Myšlenka transformace zůstává stejná jako u předchozí transformace. Původní cyklus se
rozdělí na část, ve které se bude opakovat vykonávání smyčky s pevným počtem opako-
vání. Následně proběhne osamocené vykonání zbytku výpočtů, aby se nezměnil význam
konstrukce.
V následující ukázce je výsledný formát kódu této transformace. Vychází se z ukázky
3.4.1. Je zachován význam identifikátorů (reprezentují stejné číslo), které se nacházejí v pů-
vodním cyklu.
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Ukázka kódu 3.4.2. Ukázka zobrazující výsledek navržené transformace. Všechny iden-
tifikátory zastupují celočíselné hodnoty kromě indukčních proměnných a identifikátoru
korekcePrvniSmycky, který reprezentuje celočíselnou proměnnou.
int korekcePrvniSmycky;
int pocetOpakovaniHlavnihoCyklu = ((vyrazVPodmince - spodniHranice + 1) /
hodnotaInkrementu) / upravenyPocetIteraciVnitrnihoCyklu;
int hraniceProZbytek = ((vyrazVPodmince - spodniHranice + 1) -
pocetOpakovaniHlavnihoCyklu * upravenyPocetIteraciVnitrnihoCyklu *
hodnotaInkrementu) + spodniHranice + 1;
for (j = 1; j <= pocetOpakovaniHlavnihoCyklu ; j += 1) {
korekcePrvniSmycky = (j - 1) * pocetIteraciVnitrniSmycky *
hodnotaInkrementu;
for(i = spodniHranice; i <= upravenaVrchniHranice; i += hodnotaInkrementu)
//telo puvodniho cyklu s upravenou indukcni promennou
}
int korekcePosledniSmycky = pocetOpakovaniHlavnihoCyklu *
upravenyPocetIteraciVnitrnihoCyklu * hodnotaInkrementu;
for(i = spodniHranice; i <= hraniceProZbytek; i += hodnotaInkrementu )
//telo puvodniho cyklu s upravenou indukcni promennou
Smysl výpočtů je stejný, jak bylo vysvětleno v předchozí kapitole. Výpočty jsou závislé
na vstupním výrazu v podmínce cyklu a musí se tedy provádět za běhu programu. Po těchto
úpravách kódu je opět možné akcelerovat první vnitřní smyčku. Po provedení překladu bude
hlavička vnitřní smyčky obsahovat pouze celočíselné hodnoty.
3.4.3 Korektura těl nových smyček
K zachování původního významu kódu je opět potřeba nahradit původní indukční proměn-
nou v tělech cyklů. V prvním vnitřním cyklu se nahradí každý výskyt původní indukční
proměnné součtem proměnné korekcePrvniSmycky s indukční proměnnou vnitřního cyklu
(proměnná i). Analogická úprava se provede v posledním cyklu s jediným rozdílem, že se
místo proměnné korekcePosledniSmycky využije proměnná korekcePrvniSmycky.
Těmito úpravami se zajistí stejný význam výpočtů jako v původním programu.
23
Kapitola 4
Implementace a dosažené výsledky
První část této kapitoly se zaměřuje na vytvořený překladač, který byl hlavním cílem této
práce. Principy navržené v předcházejících kapitolách budou pomocí vytvořeného překla-
dače demonstrovány na ukázkovém příkladu.
Výstupy překladu budou otestovány na klasickém vícejádrovém procesoru a bude zhod-
nocena jejich efektivita. Nebylo možné provést testy výsledků překladu na platformě EdkDSP,
protože její překladač ještě není ve finální podobě a nepodporuje vlákna a využití více ak-
celerátorů zároveň. Tato podpora bude v blízké době dodělávána, ale v době vzniku této
práce tomu ještě tak není.
4.1 Výsledný překladač
Překladač byl vystavěn dle návrhu z předchozí kapitoly a implementuje všechny jeho na-
vržené části. Jako framework pro jeho vytvoření byl využit ROSE compiler a programovacím
jazykem pro implementaci byl jazyk C++. Výsledný překladač byl implementován pomocí
objektově orientovaného přístupu.
Nejnáročnější činností při tvorbě překladače bylo osvojení si frameworku, navržení trans-
formací a zprovoznění překladu OpenMP. Při implementaci byly využity informace z před-
chozích kapitol, kde již podstatné vlastnosti překladače byly sděleny.
Implementace bude rozebrána pouze na abstraktní úrovni. Její detaily obsahuje progra-
mová dokumentace na přiloženém CD, na kterém jsou také umístěny veškeré zdrojové kódy
vytvořeného překladače.
4.1.1 Implementace transformací smyček
Při analýze zdrojového kódu je využita navržená pragma #pragma codasip vectorize.
Sděluje překladači, že smyčka následující za ní, je uživatelem zvolená pro vykonávání na
akcelerátoru. Pokud je pragma umístěna v jiné pozici ve zdrojovém kódu nebo cyklus ne-
splňuje specifikované požadavky na transformaci, tak je tato pragma ignorována. Požadavky
na formát těla cyklu a jeho hlavičky byly rozebrány v kapitolách 3.3.1, 3.3.2 a 3.4.1.
Po nalezení cyklu je potřeba provést jeho normalizaci do tvaru, s kterým se následně
pracuje (tvar popsán v kapitole 3.4.1). Tato úprava se provádí pomocí funkce
SageInterface::forLoopNormalization, která je součástí ROSE compileru. Kdyby se ta-
kováto normalizace neprovedla, tak by se s cyklem pracovalo velmi těžko. Analýzy a trans-
formace by musely být velmi robustní. Pokud se nepovede provést normalizaci do požadova-
ného tvaru, tak není cyklus dále zpracováván (nemá požadovaný formát pro transformaci).
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Po normalizaci probíhá analýza hlavičky cyklu a jeho těla. Analýzu hlavičky provádí
třída ForInitAnalyzator, která z ní načte všechny potřebné informace a zjistí, kterou
transformaci je možné s cyklem provést. Pro zjištění, zda lze provést transformaci s pevným
počtem opakování, je implementována metoda isPossibleConstTransformation a pro
transformace s proměnnou v hlavičce slouží metoda isPossibleVarTransformation.
Pokud je možné provést jednu z transformací, tak je následně provedena analýza těla
cyklu. Tuto analýzu provádí třída ForBodyAnalyzator a konkrétně její metoda
isPossibleTransformation. Při analýze se zjišťuje, zda má tělo cyklu patřičný formát
a vypočítá pro něj maximální počet opakování cyklu, aby jej bylo možné vykonat na akce-
lerátoru (detailněji popsáno v kapitole 3.3.2).
Posledním krokem je vykonání samotné transformace. Při transformacích se využívají
načtené údaje z obou analyzátorů. Transformaci smyček s pevným počtem opakování za-
jišťuje třída ForConstTransformator (dle kapitoly 3.3) a transformaci smyček s počtem
opakování ovlivněným proměnnou provádí třída ForVariableTransformator (dle kapitoly
3.4). Samotnou transformaci vykonává v obou třídách metoda tranform.
Vstupní rozhraní celého překladače poskytuje třída Frontend. Zajišťuje zpracování
vstupních parametrů, direktiv OpenMP a také iniciuje provádění analýz a transformací.
Samotné řízení transformací obstarává metoda processTransformations.
4.1.2 Zpracování OpenMP pragmat
Při zpracovávání OpenMP pragmat se využívá vestavěných možností ROSE compileru. Je-
jich překlad do vícevláknového programu se provádí při načítání zdrojového programu do
vnitřní reprezentace. Využitím těchto možností ROSE compileru je zajištěna implemen-
tace všech direktiv OpenMP 3.0. Ve výsledném kódu je využitá XOMP abstraktní vrstva,
která umožňuje použití více runtime knihoven. Pro překlad pro platformu EdkDSP bude
využíváná knihovna GCC GOMP.
Aby výsledný upravený zdrojový kód programu nebyl závislý na instalaci ROSE compi-
leru, tak samotná knihovna XOMP byla ručně zkompilovaná a je možné ji během překladu
do binární podoby pouze
”
linkovat“. Tento přístup je velmi důležitý pro výsledný překlad
pro platformu EdkDSP. Při analýzách stačí využít metainformace knihovny a v poslední
fázi, při vytváření spustitelných souborů, se využije již předpřipravená knihovna XOMP
a knihovna GCC GOMP.
4.1.3 Použití
Provedení překladu výsledného překladače ze zdrojových kódů je popsáno v příloze B. Tato
příloha obsahuje také způsob přeložení knihovny XOMP. Parametry překladače a jejich
využitím se zabývá příloha C, kde je také umístěno přeložení testovacího příkladu na běžném
počítači.
4.2 Ukázkový příklad
V této části bude ukázaná činnost vytvořeného překladače na ukázkovém příkladu. Jelikož
jeho celé vypsání do této práce by bylo matoucí a velmi rozsáhlé, tak zde budou ukázány
pouze úseky, na kterých je vidět hlavní činnost překladače. Kompletní zdrojové kódy ukáz-
kového příkladu se nacházejí na přiloženém CD.
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Budou také uvedeny testy efektivity překladu ukázkového programu, které se prováděly
na počítači s vícejádrovým procesorem.
4.2.1 Vstupní program
Navržený ukázkový příklad v sobě zahrnuje dvě úrovně paralelizace, které jsou navrženy
pro akceleraci výpočtů na platformě EdkDSP. V první části se nacházejí smyčky, které je
potřeba transformovat, aby je bylo možné vykonat na akcelerátorech (označeny pragmami
#pragma codasip vectorize). V druhé části je pomocí konstrukce OpenMP překladači
specifikováno rozdělení funkcí do vláken. Tyto funkce se budou provádět paralelně.
Ukázka kódu 4.2.1. Ukázka části zdrojového kódu programu, na němž se bude demon-
strovat překlad vytvořeným překladačem. Vynechaná místa v programu jsou označena třemi
tečkami.
void compute1(int size, float res[], float a[], float b[]){
#pragma codasip vectorize
for (int i = 0; i < size; i += 1)
res[i] = a[i] * b[i];
}
...
void compute4(int size, float res[], float a[], float b[]){
#pragma codasip vectorize
for (int i = 0; i <= 300000001; i += 2)
res[i] = a[i] + b[i] - 10 * a[i];
}
...
#pragma omp parallel sections
{
#pragma omp section
{ compute1(size, res1, a, b); }
...
#pragma omp section
{ compute4(size, res4, a, b); }
}
V ukázkovém programu jsou 4 funkce s jednoduchou smyčkou (na ukázce vidíme 2
z nich) . Dvě jsou s počtem opakování specifikovaným proměnnou a dvě s počtem opakovaní
specifikovaným konstantou. Tedy ve formátu, pro něž byly navrženy transformace.
4.2.2 Program s transformovanými smyčkami
Po provedení navržených transformací překladačem je upraven kód do podoby uvedené
v následující ukázce. Jelikož výsledný kód je rozsáhlý, tak je zde uvedena pouze jedna
smyčka po transformaci.
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Ukázka kódu 4.2.2. Část vstupního programu s transformovanými smyčkami. V ukázce
jsou vynechány některé deklarace proměnných.
void compute1(int size,float res[],float a[],float b[])
{
int __mainLoopCount0__ = (size - 1 - 0 + 1) / 1 / 170;
int __restLoopCount1__ = size - 1 - 0 + 1 -
__mainLoopCount0__ * 170 + -1;
for (__j2__ = 1; __j2__ <= __mainLoopCount0__; __j2__ += 1) {
__mainLoopCorrection3__ = (__j2__ - 1) * 170;
#pragma codasip vectorize
for (i_nom_2 = 0; i_nom_2 <= 169; i_nom_2 += 1) {
res[i_nom_2 + __mainLoopCorrection3__] =
((a[i_nom_2 + __mainLoopCorrection3__] *




int __restLoopCorrection4__ = __mainLoopCount0__ * 170;
for (i_nom_2 = 0; i_nom_2 <= __restLoopCount1__; i_nom_2 += 1) {
res[i_nom_2 + __restLoopCorrection4__] =
((a[i_nom_2 + __restLoopCorrection4__] *




Výsledný kód programu přesně odpovídá formátu transformace navržené v kapitole
3.4. Vlastní definované pragma určuje smyčku, která je předpřipravena pro vykonávání na
akcelerátoru.
4.2.3 Program přeložený do vláken
Druhou součástí překladače je provádění překladu OpenMP direktiv do vícevláknového
kódu. Výsledek tohoto překladu vytvořeným překladačem je uveden v příloze D. Na vý-
sledném kódu je vidět, že pro každé vlákno je specifikován úsek kódu, který má vykonat.
Toto je pouze jedno z mnoha využití OpenMP direktiv.
4.2.4 Test efektivity na klasickém CPU
Jak upravený, tak původní program byl otestován na stolním počítači se čtyřjádrovým
procesorem. Byla otestována jak jeho funkčnost, tak také výkon při paralelním zpracování.
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Konfigurace počítače:
• Procesor – Intel(R) Core(TM) i5-2500K
• Operační paměť – 8 GB
• Operační systém – Xubuntu 11.10, 64bitový systém
Časy, které byly získány testováním, jsou zapsány v následující tabulce. Měření se provádělo
programově a to pouze na úseku kritických výpočtů specifikovaném direktivou OpenMP pa-
rallel. Při výpočtu s upraveným kódem byla využita 4 vlákna. Pro získání měřitelných časů
(s porovnatelnou dobou výpočtu) na výkonném procesoru musely být nastaveny velmi vy-
soké počty iterací, jinak by program proběhl velmi rychle a výsledky by se nedaly porovná-
vat. Jelikož u testovacího příkladu zabíraly podstatně více času alokace paměti a inicializace,
tak se musel měřit pouze část programu provádějící výpočty.
1 2 3 4 5 6 Průměr
Původní program 3.096 s 3,100 s 3,096 s 3,099 s 3,113 s 3,102 s 3,101 000 s
Upravený program 1,433 s 1,400 s 1,465 s 1,399 s 1,417 s 1,399 s 1,418 833 s
Tabulka 4.1: Tabulka zobrazující naměřené časy při testování.
Program přeložený vytvořeným překladačem byl v kritickém úseku kódu testovacího
příkladu více než dvakrát rychlejší než původní program, který se vykonával sekvenčně. Při
vykonávání programu na akcelerátorech, které jsou na vektorové výpočty specializované,
lze očekávat zrychlení ještě větší. Ovšem možnost zrychlení programu paralelizací je velmi




Výsledkem mé bakalářské práce je vytvořený překladač poskytující podporu paralelního
zpracování na platformě EdkDSP a rozšiřující možnosti využití jejich akcelerátorů. Pro
paralelní vykonávání programu byl zvolen přístup s využitím standardu OpenMP. Překla-
dač umožňuje překlad OpenMP do vícevláknového kódu, a tudíž paralelizuje vykonávaný
program.
Pro rozšíření možností akcelerátorů cílové platformy byly navrženy a implementovány
dvě transformace smyček, které odstraňují velmi omezující požadavky na vstupní vlastnosti
smyčky. Díky těmto transformacím se v hlavičkách cyklů pro akcelerátory mohou vyskytovat
proměnné a také není v cyklech omezen počet jejich iterací. V době překladu nemá vždy
překladač dostatek informací k tomu, aby rozpoznal, které smyčky je vhodné na akcelerátoru
vykonat. Z tohoto důvodu byla navržena vlastní pragma, s jejíž pomocí uživatel označí
smyčky, které si přeje transformovat.
Celý překladač byl vytvořen pomocí frameworku ROSE compiler a provádí překlad
z kódu do kódu. Při překladu OpenMP se využívá vestavěné podpory ROSE compileru pro
překlad do vícevláknového kódu. Transformace smyček byly implementovány ručně.
Pro specifikování míst požadovaných pro paralelizaci je potřeba zdrojový kód označit
pomocí vhodných OpenMP direktiv. Lze využít automatizovaných nástrojů pro analýzu,
jako například nástroje Par4All. Vytvořený překladač není na nástroj Par4All nijak vázán,
jelikož během testování tento nástroj nepracoval spolehlivě.
Překladač byl úspěšně otestován na vícejádrovém procesoru. Při využití paralelního
zpracování bylo dosaženo více než dvojnásobného zrychlení výpočtů. U platformy EdkDSP
lze očekávat zrychlení ještě větší, ale v době dokončování této práce to ještě nebylo možné
otestovat. Překladač pro platformu EdkDSP se vyvíjí, avšak ještě nemá zabudovanou pod-
poru vláken a využití více akcelerátorů zároveň. Vytvoření této podpory je plánováno, ale
zatím není hotovo.
Při vytváření překladače se práce soustředila především na zvolenou platformu, ale jeho
využití není omezeno pouze na ni. Během případného dalšího vývoje by bylo možné zobecnit
transformace i pro smyčky s klesající indukční proměnnou. Jejich využití není tak typické
jako využití smyček s rostoucí hodnotou indukční proměnné, ale v praxi by mohlo najít
uplatnění. Pokud se do překladače pro platformu EdkDSP zabuduje podpora složitějších
těl smyček, tak by bylo vhodné rozšířit vytvořený překladač o jejich analýzu.
Po konzultaci s vedoucím mé práce bylo zadání částečně změněno, protože v době jeho
vytváření ještě nebylo vše jasné. Na návrh vedoucího se má práce z praktického hlediska
zaměřila na platformu EdkDSP a na podporu překladu pro ni. Stanovených cílů se podařilo
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Přiložené CD má tuto strukturu:
• /doc – projektová dokumentace
• /src – zdrojové kódy vytvořeného překladače
• /examples – zdrojové kódy ukázkových příkladů
• /xomp – zdrojové kódy knihovny XOMP
• /thesis – text bakalářské práce
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Příloha B
Návod na přeložení vytvořeného
překladače
V této příloze je popsán postup pro přeložení vytvořeného překladače a knihovy XOMP.
Očekává se, že na počítači je nainstalovaný ROSE compiler a všechny programy na kterých
závisí.
Postup instalace:
1. Nastavení proměnných prostředí pro správnou funkci ROSE compileru:
• export JAVA HOME=cesta k openjdk
• export LD LIBRARY PATH=cesta k libjvm.so:$LD LIBRARY PATH
• export LD LIBRARY PATH=cesta k boost/lib:$LD LIBRARY PATH
• export LD LIBRARY PATH=cesta k rose/include:$LD LIBRARY PATH
2. Spuštění skriptu install.sh, který provede vytvoření souboru Makefile a přeloží apli-
kaci. Po dokončení překladu vznikne spustitelný soubor edkdsp frontend.




Popis použití překladače a překlad
testovacího příkladu
C.1 Použití překladače
V této části je popsáno použití překladače a jeho podporovaných přepínačů. Při spuštění
překladače je možné kombinovat všechny volby (s výjimkou nápovědy). Povinné je pouze
určení vstupního souboru (zadává se bez přepínače) a výstupního souboru (přepínač -o).
Přepínače překladače:
• – –transform loops – Zapne provádění transformací smyček označených pragmou
codasip vectorize.
• – –max operands N – Nastaví kapacitu pamětí akcelerátorů. Tato hodnota je využí-
vaná při transformacích. Standardně je nastavena na 512 operandů.
• – –translate openmp – Provede překlad OpenMP direktiv do vícevláknového kódu
využívajícího knihovny XOMP.
• – –call backend – Na konci zpracování bude výsledný kód zkompilován do binární
podoby standardním překladačem.
• – –check correctness – Zapnutí kontroly správného využití pragmy pro označení smy-
ček k transformaci. Pokud je pragma špatně požitá, tak se smaže (při výchozím cho-
vání jsou ignorovány).
• –o FILE – Parametr specifikující výstupní soubor.
• – –help – Vypíše nápovědu.
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C.2 Překlad ukázkového příkladu
Nejprve se provedou transformace smyček a překlad do vícevláknového kódu pomocí vy-
tvořeného překladače. Takto upravený program se následně přeloží klasickým překladačem
s využitím knihoven GCC GOMP a XOMP.
./edkdsp_frontend --translate_openmp --transform_loops sourceCode.c
-o translatedCode.c




Ukázkový příklad přeložený do
vícevláknového kódu
Tato příloha obsahuje výsledek překladu ukázkového příkladu rozebíraného v kapitole 4.2
vytvořeným překladačem. Místa programu, která nesouvisí s překladem do vláken, jsou
















__out_argv1__7205__.b_p = ((void *)(&b));
__out_argv1__7205__.a_p = ((void *)(&a));
__out_argv1__7205__.res4_p = ((void *)(&res4));
__out_argv1__7205__.res3_p = ((void *)(&res3));
__out_argv1__7205__.res2_p = ((void *)(&res2));
__out_argv1__7205__.res1_p = ((void *)(&res1));







static void OUT__1__7205__(void *__out_argv)
{
int *size = (int *)(((struct OUT__1__7205___data *)__out_argv)
-> size_p);
float **res1 = (float **)(((struct OUT__1__7205___data *)__out_argv)
-> res1_p);
float **res2 = (float **)(((struct OUT__1__7205___data *)__out_argv)
-> res2_p);
float **res3 = (float **)(((struct OUT__1__7205___data *)__out_argv)
-> res3_p);
float **res4 = (float **)(((struct OUT__1__7205___data *)__out_argv)
-> res4_p);
float **a = (float **)(((struct OUT__1__7205___data *)__out_argv)
-> a_p);
float **b = (float **)(((struct OUT__1__7205___data *)__out_argv)
-> b_p);




compute1( *size, *res1, *a, *b);
break;
case 1:
compute2( *size, *res2, *a, *b);
break;
case 2:
compute3( *size, *res3, *a, *b);
break;
case 3:
compute4( *size, *res4, *a, *b);
break;
default:
abort();
}
xomp_section_1 = XOMP_sections_next();
}
XOMP_sections_end();
}
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