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ABSTRACT
Characterizing Direction Specific Ganglion Cell Receptor Activation Using a
Perturbation Based Decomposition Method
Camila Paola Monchini Moline

Characterizing postsynaptic current signals in the retina by neuroreceptor activation
frequency is important for studying the mechanism of action behind phototransduction of
varied visual stimuli. A better understanding could in turn lead to the creation of methods
for early detection and prevention of debilitating optical neuropathies, such as glaucoma,
age-related macular degeneration, and retinitis pigmentosa. More recent in-vitro and invivo studies have aimed to differentiate the effects of various neurotransmitters, such as
acetylcholine, GABA, and glutamate, on receiving and processing different types of visual
stimuli from the retina into the visual cortex.
The focus of this work will be to evaluate a computational analysis method as a way to
determine the activation frequency of different neuroreceptors in the retina, specifically in
direction specific ganglion cells. The perturbation-based decomposition method developed
by R. Szlavik was utilized in this application using a simulated compound postsynaptic
current, comprised of nicotinic acetylcholine receptor, GABA receptor, and AMPA
receptor current components and experimental data. The resulting application of Szlavik’s
method produced a more satisfactory output compared to the results using a generalized
Fourier series method.
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Chapter 1
INTRODUCTION
Vision is one of the most essential senses that humans possess. The ability to see
the world around us allows us to learn, to communicate and connect with other people, and
to navigate within our environment. In the human eye, approximately 125 million
photoreceptor cells in the retina send light signals to the optic nerve. The optic nerve then
transmits visual information to the visual cortex of the brain for image generation [1].
Interestingly, not all visual information is encoded and processed by the visual cortex
similarly, with a specific distinction between static and motion images. When responding
to motion vision cues, rather than having direction specific photoreceptor activation, that
is photoreceptors that respond uniquely to inputs in one direction, vision motion is
computed from the spatial-temporal activation of at least two photoreceptors [2].
Directional selectivity begins in the retina, where excitatory and inhibitory
neurotransmitters are released in the direction of preferred movement [3]. Many vision
compromising diseases affect the activation of certain neuroreceptors in the retina, so being
able to detect changes in excitatory and inhibitory receptors would be useful, especially
when developing pharmacological drugs to prevent, reverse, or cure ocular diseases. The
purpose of this work is to present and evaluate a technique to decompose interneuron
signals generated by direction specific ganglion cells in order to indicate the frequency of
activation of certain neurotransmitter receptors, which could in turn, help identify the
underlying mechanism of different ocular diseases.
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1.1.

Motivation
There are many degenerative ocular neuropathies, such as glaucoma, age-related

macular degeneration (AMD), and retinitis pigmentosa (RP), whose underlying
mechanism of action is not well understood but has been linked to defective retinal
receptors. Unfortunately, due to the nature of these diseases, they are normally not
diagnosed until a significant amount of degeneration occurs and the effects are usually not
reversible or preventable. Besides having a huge impairment on the quality of life of
individuals suffering from these ocular neuropathies, there is a massive economic burden
in the form of medical costs and assistance programs that in 2020 alone surpassed $3 billion
[4]. In the United States, there is an average of 3 million people suffering from glaucoma
[4], 2 million from AMD [5], and 82,000 from RP [6], all of which, when progressed result
in partial or total blindness.
The ability to characterize complex neuronal signals from the retina into the
contributions of specific neurotransmitter receptors using computational methods would
reduce the need for in-vivo studies and use of pharmacological drugs. More studies on the
precursors and the progression of ocular neuropathies could ultimately lead to increased
prevention and early detection. A novel computational technique will be evaluated in this
work; this work will decompose a complex interneuron signal generated by direction
specific ganglion cells into the contributing signals from nicotinic acetylcholine receptors
(nAChRs), gamma-Aminobutyric acid receptors (GABARs), and α-amino-3-hydroxy-5methyl-4-isoxazolepropionic acid (AMPARs).

2

1.2.

Previous Work
Understanding the mechanism by which information enters the eyes and is

transmitted into the brain has always been of great interest to researchers. As early as 1865,
physiologists like Holmgren were studying how a light stimulus could cause an electrical
signal in the eye and recorded the first electroretinogram (ERG), which is a recording of
electric signals in the retina [7]. In 1908, researchers Einthoven and Jolly were the first to
separate the ERG potential response into specific waves as a result of changing light
stimulus [7]. More significant work was done in the 1970s by Marr, a neuroscientist and
physiologist, who defined the stages of vision as a process of converting a two-dimensional
visual array, which is the input, to a three-dimensional description of the world, which is
the output [8]. Some of the earliest studies on understanding neural coding, essentially how
the neural network of the eye encodes a visual scene, was done by Passaglia using the
lateral eyes of horseshoe crabs in 1997 [9]. It wasn’t until the early 2000s where additional
studies evaluated the presence of different neurotransmitters in the retina and presented a
greater understanding of the different neuronal cells that make up the retina and their roles
in phototransduction. More recently, in the 2010s, there have been many in-vitro studies
analyzing the impact of different neurotransmitters, such as acetylcholine, GABA, and
glutamate, in the phototransduction cascade as it related to different types of visual stimuli.
While almost all studies have used pharmacological agonist and antagonists on either invitro or in-vivo models, there are none which attempt to perform analysis on the activation
frequency of different neuroreceptors in the retina using computational methods. This
paper seeks to present a new analysis technique and novel application to compound retinal

3

current signals as a way to more easily study the current contributions from different
neuroreceptors in the retina.
1.3.

Outline
The organization of this thesis is as follows: first, a background on the anatomy and

physiology of the human visual system and human nervous system as well as the respective
biophysics of phototransduction and synaptic transmission is presented. This background
information is followed by a description of R. Szlavik’s perturbation decomposition
method and how it will be applied to this problem using experimental data [10]. Lastly,
this method will be validated by comparing the results of a simulated postsynaptic current
and experimental data to a generalized Fourier series method.
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2. Chapter 2
BACKGROUND

2.1.

The Human Visual System
The human visual system is comprised of the eye and parts of the central nervous

system (CNS). The eye is a sensory organ that acts as a transducer responding to light
stimuli. The CNS is the control center of the nervous system, where any sensory
information received by the brain is processed and interpreted to produce a corresponding
output.

2.1.1. Anatomy and Physiology of the Eye
Light waves travel into the eye by passing through the cornea, which is a thin, clear
coating that covers the exterior of the eye and is responsible for focusing light waves. Light
waves then pass through the pupil, which is responsible for limiting the amount of light
entering the eye by dilating or constricting, allowing more or less light to enter,
respectively. The pupil size is controlled by the muscles controlled by the iris, which is the
colored part of the eye. Once light waves pass the pupil, they pass through the eye lens,
which is a curved, transparent structure that further focuses the light waves. The cornea
and the lens work together to refract the light and produce an inverted image on the retina,
which is the light sensitive structure located in the back of the eye.
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Figure 2.1: Anatomy of the Eye [11]
The retina has two different types of photosensitive receptor cells called rods and
cones. Cones, found in the center (or fovea) of the retina, primarily work in brightly lit
environments to provide acute detail, spatial resolution, and color [11]. Rods primarily
work in dimly lit environments and provide the ability to detect movement in our peripheral
vision [11]. Rods and cones are connected to retinal ganglion cells via interneurons, whose
axons converge in the back of the eye to form the optic nerve. The optic nerve carries visual
information to the visual cortex.
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Figure 2.2: Diagram illustrating the two types of photoreceptor cells, rods (in green)
and cones (in blue) [11]
2.1.2. Anatomy and Physiology of the Retina
As previously mentioned, the retina is located in the back of the eyeball and it is
the key transducer between the light passing through the vitreous center of the eyeball and
electrical signals that reach the visual cortex. The retina itself is comprised of three layers
– the photoreceptive layer, the inner nuclear layer, and the ganglion cell layer [12]. The
photoreceptive layer is comprised of rods and cones, which interface with the bipolar cells
in the second layer. The inner nuclear layer is comprised of 4 types of horizontal cells, 11
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types of bipolar cells, and 22 to 30 types of amacrine cells [12]. The ganglion cell layer
consists of approximately 20 types of ganglion cells, which send impulses to the brain
through more than a million optic nerve fibers. There are two additional distinct regions
that separate the three layers. The space containing synapses that connect the
photoreceptive and inner nuclear layer is called the outer plexiform layer. The space that
connects the inner nuclear layer and the ganglion cell layer is called the inner plexiform
layer.

Figure 2.3: The discrete layers of the retina [12]
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2.1.2..1.

Photoreceptors

In a normal human retina, there are three types of cone photoreceptors and one type
of rod photoreceptor. These photoreceptors hyperpolarize in response to light stimulus,
from a photon and, upon depolarization there is a postsynaptic release the neurotransmitter
glutamate to horizontal and bipolar cells. Photoreceptors respond to light using a visual
pigment comprised of a protein called rhodopsin and a chromophore called retinal, both
derived from vitamin A obtained from beta-carotene rich food. There are approximately
80-100 million rod photoreceptor cells and 4-5 million cone photoreceptor cells [13].

Rod photoreceptors have a membrane containing large amounts of rhodopsin,
which allows for conformational changes to occur in the presence of photons. In the
absence of light, the concentration of cyclic guanosine monophosphate (cGMP) in the rods
is high as it meditates a standing sodium current [14]. The high sodium permeability also
leads to a high resting potential of about -40 mV [14]. When calcium concentrations
increase or cGMP levels decrease, the membrane potential is driven away from the sodium
equilibrium potential and towards the potassium equilibrium potential, leading to
hyperpolarization in response to light stimulus [14]. Hyperpolarization in the presence of
light waves also causes a reduction in the otherwise constant release of the neurotransmitter
glutamate [14]. The visual pigment rhodopsin molecules have a huge, but finite number of
photoisomerization events, so every day, the outer tenth of the rod photoreceptor is shed to
allow for renewal [14].
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While cones are generally less sensitive to light than rods cells, they have faster
response times to light stimulus. Cones are able to perceive finer detail and rapid changes
in images and color [15]. There are three types of cone cells that are sensitive to different
wavelengths in the visible spectrum; L-cones absorb red or long wavelengths, M-Cones
absorb green or medium wavelengths, and S-cones absorb blue or short wavelengths. Due
to different combinations of responses from the three types of cones, humans experience
tri-chromic vision [15]. However, the ratio of each type of cone present in the retina varies
from human to human, so different humans can perceive color differently. The process of
light transduction for cone photoreceptors is similar to that of rod photoreceptors. Cone
opsin undergoes a conformational change when exposed to light, which results in the
hyperpolarization of the cell. Like rods, cones release the neurotransmitter glutamate
continuously and respond to light exposure with a decrease in glutamate [14].

While rods and cones share a similar process for phototransduction, there are still
functional differences between them. First, rods are sensitive enough to detect one photon
of light, allowing for added capability in dim-light scenarios. Conversely, cones are 100fold less sensitive than rods, depriving humans of color vision at night. Furthermore, rods
saturate in moderate bright light but, since cones can adjust their sensitivity, humans rely
almost exclusively on cones to see during the day. Lastly, rods have a long recovery period
of approximately an hour after exposure to bright light, but since cones can recover in a
matter of minutes, humans have dark adaptation, meaning that humans can retain visual
perception in a rapidly changing light environment [16].
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2.1.2..2.

Horizontal Cells

Horizontal cells are laterally interconnecting neurons found in the inner nuclear
layer. These cells regulate the glutaminergic inputs from multiple photoreceptor cells and
form γ-aminobutyric acid (GABA)ergic synaptic contacts on adjacent rods and cones [14].
Horizontal cells play a critical role in both long and short term interactions with
photoreceptor cells. They are key in establishing the early stages of the concentric centersurround receptive field, where the center of the circular visual field evokes depolarization
and the doughnut-shaped outer rim evokes hyperpolarization. Long term, through
inhibitory feedback loops, they help in picture contrast enhancement [17].

2.1.2..3.

Bipolar Cells

Bipolar cells lie between the photoreceptor cells and the ganglion cells and serve
as the edge-detectors of the retina. There are approximately 36 million bipolar cells in the
retina [13]. Along with the horizontal cells, they compare activity inputs from the visual
field with surrounding areas to create concentric center-surround receptive field. There are
two types of bipolar cells: ON, or depolarizing, cells and OFF, or hyperpolarizing, cells.
As previously mentioned, photoreceptor cells are hyperpolarized in response to light,
meaning that the release of glutamate is decreased in response to light stimuli. In an ON
bipolar cell, glutamate acts to hyperpolarize the bipolar cell. This means that in the dark,
when photoreceptors are maximally releasing glutamate, ON bipolar cells are maximally
hyperpolarized.
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In cases where there is an increase in the light stimuli, the glutamate levels decrease
and the bipolar cell depolarizes and becomes active. In an OFF bipolar cell, glutamate acts
to depolarize the bipolar cell. This means that when there is an increase in light stimuli and
the glutamate levels decrease, the OFF bipolar cell hyperpolarizes and becomes inactive.
Table 2.1: Responses of Bipolar Cells to Light Stimuli [14]

2.1.2..4.

Amacrine cells

Amacrine cells are the most diverse and least understood cell type in the retina,
with approximately 24 broad types of amacrine cells that can be further subdivided by their
morphology [18]. Amacrine cells, also known as retinal interneurons, are found in the inner
nuclear layer and are responsible for approximately 70% of the inputs into ganglion cells,
with the other 30% coming from bipolar cells regulated by amacrine cells [19]. These cells
are excellent at detecting moving visual stimuli and are normally receptive to
neurotransmitter pairs like GABA and acetylcholine or glycine and a neuropeptide [14].
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The best characterized amacrine cell is AII amacrine cells, which connects rod
bipolar cell output to cone bipolar cell input thereby allowing the signal to transfer between
ganglion cells [19]. AII amacrine cells transfer the rod bipolar signal into the “cone
[bipolar] cell pathway via gap junctions with the axons of ON bipolar cells, and via
chemical (glycinergic) synapses with the OFF cone bipolar cells” [20].
2.1.2..5.

Ganglion Retinal Cells

Ganglion retinal cells are the output cells of the retina. They transform chemical
messages coming from bipolar and amacrine cells into nerve spikes that travel into the
visual cortex [18]. The axons that form the outputs of ganglion retinal cells converge to
form the optic nerve, optic chiasm, and the optic tract [21]. There are approximately 1-2
million ganglion cells per eye and the outputs of ganglion cells must converge to produce
a single coherent interpretation of the visual stimuli being received from all four sections
of the retina: superior nasal, inferior nasal, superior temporal, and inferior temporal [13].
Each ganglion cell receives inputs from approximately 100 rods and cones, which vary in
distribution density based off of retinal location. In the center of the retina, ganglion cells
communicate with as little as 5 photoreceptors, while, in the peripherals of the retina,
ganglion cells communicate with thousands of photoreceptors [21].

2.1.2..6.

Direction Selective Retinal Ganglion Cells

One type of ganglion cell, called Direction Selective Retinal Ganglion Cells
(DSGCs), perform the most complex information processing that can occur in the human
retina, which is to compute the direction of a moving or stationary visual object [22].
DSGCs “respond to visual stimuli moving in a preferred direction and are inhibited by
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stimuli moving in the opposite or null direction” [22]. The preferred direction is
independent of light or darkness or object complexity. Furthermore, DSGCs also have a
preferred speed of movement of slow or rapid movement. There are different types of
DSGCs that can be categorized based on two criteria. First, they either respond to both
light onset and offset (ON-OFF) or just ON [23]. Second, DSGCs detect movement in
different directions of motion. Because of these classifications, there are four types of ONOFF DSGCs (ooDSGCs) and three types of ON DSGCs: ooDSGCs detect motion in the
four cardinal directions and ON DSGCs detect motion in the dorsal, ventral, and nasal
directions [23].

Figure 2.4: DSGCs classified into their discrete types based off of direction and
functional properties. In this example, directional vectors preferences show four
types of ooDSGCs on the left and three types of ON-DSGCs on the right. [23]
ooDSGCs are the most widely studied and abundant direction selective retinal
ganglion cells. A light stimuli entering the receptive field of an ooDSGC in its preferred
direction elicits a strong action potential spike with the opposite happening in the null
direction. The preferred direction of a specific ooDSGC is established during the first two
weeks after birth. ooDSGCs interface with glutamatergic bipolar cells for excitatory inputs
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and starburst amacrine cells (SAC) for inhibitory inputs [23]. SACs, much like ooDSGGs,
also have a preferred direction that contributes to passing along inhibitory signals to
ooDSGCs. SACs also form additional dendrites in their null direction in order to make
more inhibitory synapses onto ooDSGC dendrites. Therefore, a large amount of inhibitory
responses from SACs located in the null side of ooDSGCs allows for direction selective
responses from ooDSGCs.

Figure 2.5: Interaction between SAC & ooDSGCs, with arrows indicating the
preferred direction of motion and the red dots indicating the inhibitory synapses onto
the ooDSGCs from SACs [23]

The other type of direction selective RGCs, called ON DSGCs, respond to
increased light stimuli in the dorsal, ventral, and nasal direction. In addition to responding
to light stimuli in these three directions, each direction has two types of ON DSGCs:
transient ON DSGCs and sustained ON DSGCs. As the name would suggest, sustained ON
DSGCs respond to increased illumination by sustaining spike responses for a longer period
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of time and as a result, they have three times as many terminal dendrites [24].
Comparatively, transient ON DSGCs respond to increased illumination by producing short
burst responses and as a result, they have short terminal dendrites [24]. Just like ooDSGCs,
ON DSGCs form inhibitory synapses with ON SACs on their null side, however “ON
DSGCs respond better to slower stimuli compared to ooDSGCs” [24].

Pharmacologically, there has been evidence to show that directional selectivity can
be terminated or interfered with. The inhibitory neurotransmitter GABA, acting on GABAc
receptors, has been shown to be important in neural circuitry, especially in generating
direction selective signals [22]. Additionally, the neurotransmitter acetylcholine, acting on
nACh receptors, has been shown to be a potent excitatory agent for directionally selective
ganglion cells [25]. The neurotransmitter glutamate, acting on AMPA receptors, also
mediates the synaptic inputs of ON-DSGCs. The analysis of how these neurotransmitters
and neuroreceptors are triggered in co-transmission is a main focus of this paper.

2.1.3. Anatomy and Physiology of the Visual Cortex
Once visual information reaches the optic nerve, it sends visual information directly
to the visual cortex, located in the occipital lobe, to be processed. Once the signal reaches
the visual cortex, it will be processed in five different areas of the visual cortex, based on
structural and functional classifications. The prevailing hypothesis is that the areas of the
visual pathway become more specialized as the signal progresses, with V1 containing
primarily simple cells and areas beyond (V2-V5) containing complex cells.
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Since V1 contains a large quantity of simple cells, this area is used to identify
simple visual components such as orientation and direction, which are later summed up to
provide more complicated pattern recognition later in the visual stream. As signals move
into V2, we see a larger presence of complex cells, which are responding to the summation
of several receptive fields integrated from simple cells in V1 and responding preferentially
to movement coming from specific directions [26]. Complex cells in region V2 have been
noted to respond to color differences, complex patterns, and object orientation [26]. The
prevailing theory is that once the visual information leaves V2, it is transferred through
two functionally specialized pathways: the occipitotemporal pathway and the
occipitoparietal pathway, located ventrally and dorsally, respectively [27]. The
occipitotemporal pathway, also known as the “what” pathway, is responsible for visual
identification of objects in the line of sight, compared to the occipitoparietal pathway, also
known as the “where/how” pathway, which is responsible for spatial and movement
relation.

Figure 2.6: Diagram of the visual pathways in the brain [11].
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2.2.

The Human Nervous System
The human nervous system is comprised of two parts: the central nervous system

(CNS) and the peripheral nervous system (PNS). The CNS consists of the brain and spinal
cord and, as the name suggests, serves as the control center for the nervous system. The
CNS processes sensory inputs and dictates outputs, such as thoughts and emotions, muscle
contractions, and gland secretions, accordingly. The PNS consists of all the nervous tissue
outside of the CNS, such as cranial nerves, spinal nerves, and skin sensory receptors [28].

Figure 2.7: Diagram of the human nervous system, including the CNS and PNS [28]
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2.2.1. The Neuron
Neurons are specialized cells that possess electrical excitability, which is the ability
to produce an action potential, or propagate an electrical signal, in response to a stimulus.
Neurons are able to communicate with other cells and systems to perform important bodily
functions, such as sensory reception, motor function, and perception, the latter being of
particular relevance to this paper. In order to complete said functions, neurons are arranged
in complex networks present throughout the body that relay inputs from sensory receptors,
muscles, and organs to the brain and spinal cord [28].
A typical neuron is comprised of three parts: cell body, dendrites, and an axon. The
cell body ranges in diameter from 5 to 140μm and it contains the nucleus and cell organelles
[29]. The dendrites are short, tapering, and highly branching extensions that come off of
the cell body and provide a large surface area for neurons to receive inputs from other
neurons. Lastly, each neuron has a long, cylindrical extension called an axon, that conducts
nerve impulses to other neurons, muscle fibers, or glandular cells [28]. These generated
and transmitted nerve impulses are called action potentials. When the action potential
travels to the axon terminal, chemicals called neurotransmitters are released, which either
excite or inhibit surrounding neurons.
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Figure 2.8: Structure of a neuron [30]

2.2.2. Neural Signaling
In order for neurons to become polarized and conduct an electrical signal, neurons
must experience a change in their membrane potential. A retinal neuron’s membrane is
naturally polarized with a resting membrane potential of approximately - 40mV [31]. This
polarization comes from differences in Na+ and Ca2+ concentrations inside and outside the
cell. When a neuron’s membrane permeability to ions changes, neurons can experience
either a positive change in voltage called depolarization or a negative change in voltage
called hyperpolarization. These changes cause two types of signals to be transmitted:
graded potentials and action potentials. Retinal neurons primarily work via graded
potentials due to the short distances needed to be traveled to transmit information [31].
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2.2.3. Postsynaptic Potentials and Currents
Graded potentials work passively to spread impulses to surrounding membranes
and are often short and localized. After the presynaptic neuron fires and releases a
neurotransmitter, graded potentials occur in the postsynaptic dendrite and are called
postsynaptic potentials (PSPs). These PSPs are usually summed together to eventually
reach a threshold membrane potential after which an action potential occurs in the distal
neuronal cell axon. PSPs are the result of postsynaptic currents (PSCs) across the
postsynaptic region as ion channels are opening. There are two types of PSPs, excitatory
post synaptic potentials (EPSPs) and inhibitory post synaptic potentials (IPSPs), that result
from two types of PSCs, excitatory post synaptic currents (EPSCs) and inhibitory post
synaptic currents (IPSCs), respectively. Electrical events, called EPSCs and EPSPs, induce
changes in graded potentials that make the membrane potential either more positive or less
negative and therefore make a postsynaptic neuronal cell more likely to have an action
potential. Conversely, electrical events, called IPSCs and IPSPs, cause changes that make
the membrane potential more negative and presumably, make postsynaptic neuronal cells
less likely to have an action potential.
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Figure 2.9: Excitatory Postsynaptic Potential compared to Inhibitory Postsynaptic
Potential [29]
A singular excitatory or inhibitory postsynaptic potential is not usually sufficient to
trigger an action potential in the neuron, which is why in order to generate an electrical
impulse, EPSPs and IPSPs usually add together to trigger an action potential. If there are
two or more EPSPs generated by a presynaptic neuron close in time, they usually add
together in temporal summation. If there are two or more EPSPs generated by more than
one presynaptic neuron at the same time and in different locations on the neuron, they
usually add together in spatial summation. Spatial summation may also happen when IPSPs
are generated by a presynaptic neuron while simultaneously EPSPs are generated by
another presynaptic neuron. In this case, the two opposing signals may cancel each other
out. EPSCs and IPSCs operate under the same summative principals.
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Figure 2.10: Types of summation between IPSPs and EPSPs [29]
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Bipolar cells, found in the retina, generate EPSPs and IPSPs that travel to retinal
ganglion cells, where the signal is then converted into an action potential that travels
through the optic nerve into the brain’s visual cortex [29].

2.2.4. Action Potentials
As previously mentioned, a summation of postsynaptic potentials leads to the
generation of an electrical impulse called an action potential. Action potentials are
important because they are how neuronal cells can communicate and interact with each
other. Action potentials are generated in the axon. The electrical signal then travels to the
axon terminal and causes the release of neurotransmitters at the synaptic junction and
initiates synaptic transmission with neighboring cells. Action potentials are all-or-none
phenomenon meaning that once the postsynaptic potentials reach the membrane threshold
voltage and an action potential is generated, the action potential will be propagated along
its axons length regardless if the stimulus continues or not [29].

2.3.

The Synapse
In the nervous system, neurons transmit key information to each other through

nerve impulses sent between the neural synapse. The synapse is a structure between two
neurons that facilitates the transmission of information in one direction by passing an
electrical or chemical signal from the presynaptic neuron to the postsynaptic neuron. The
presynaptic neuron, usually found on the axon terminal, is the neuron that is conducting an
impulse towards the synapse, meanwhile the postsynaptic neuron, usually found on the
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dendrite, is the neuron that sends the impulse away from the synapse to continue the signal
cascade.

Figure 2.11: Synapse structure and impulse flow [32]

There are two types of synapses: chemical synapses and electrical synapses. In a
chemical synapse, an electrical signal causes the presynaptic neuron to release a
neurotransmitter that crosses the synaptic cleft and binds to a neuroreceptor on the
postsynaptic neuron. Once the neurotransmitter reaches the postsynaptic neuron, the signal
is converted back into an electrical signal and continues to travel away from the synapse.
In an electrical synapse, an electrical signal is transmitted through a gap junction that passes
current from the presynaptic neuron to the postsynaptic neuron and causes voltage changes
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at the plasma membrane. An electrical synapse is much less common than a chemical
synapse, but transmission across electrical synapses is very fast [29].

2.3.1. Chemical Synaptic Transmission
For purposes of this paper, information transferred across two neurons occurs via chemical
synapses that generally operate through a similar chain of events. The process is as follows:
1. An action potential arrives at the presynaptic axon terminal.
2. The action potential causes a depolarization of the membrane, which opens
voltage-gated Ca2+ and creates an electrochemical gradient into the terminal.
3. The surge of Ca2+ causes synaptic vesicles to fuse with the axon membrane and
release neurotransmitters into the synaptic cleft. The magnitude of the release is
directly proportional to the pulse frequency of the nerve impulse reaching the
presynaptic terminal.
4. The neurotransmitters cross the synaptic cleft and bind to specific receptors on
the postsynaptic membrane.
5. As the neurotransmitter binds to the receptor protein, the receptor undergoes
conformational changes that open ion channels and create graded potentials that
either inhibit or excite the postsynaptic neuron.
6. The neurotransmitter effects are terminated by either reuptake, degradation, or
diffusion away from the synapse.
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Figure 2.12: Diagram of chemical synaptic transmission [29]

2.3.2. Neurotransmitters
Neurotransmitters are the chemicals that allow for communication between neurons;
they are chemicals made by the neuron specifically to send a message. In the human brain,
there are over 60 neurotransmitters known to date that play a major role in day to day
function. In order to classify whether a chemical should be considered a neurotransmitter,
there are a series of guidelines and conditions that needs to be met [33]. These guidelines
are listed below:
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1.

The chemical must be present or synthesized in the presynaptic neuron.

2.

The chemical must be released in response to presynaptic depolarization and
the release of Ca2+.

3.

The postsynaptic neuron must have neuro receptors that the chemical may bind
to.

Once all three conditions are met, a chemical can be considered to be a
neurotransmitter. It is important to note that although a chemical may act as a
neurotransmitter in one area of the body, its signaling effects could be entirely different in
another. Neurotransmitters act over a very small distance, often less than a micrometer
[33].

In general, neurotransmitters are classified as one of six types: amino acids, peptides,
monoamines, purines, gasotransmitters, and acetylcholine. Amino acid neurotransmitters
are synthesized from intermediary products of metabolization and create both inhibitory
and excitatory potentials in the CNS [34]. Peptide neurotransmitters are classified by their
amino acid chains linked by peptide bonds and produce neuronal response with slow onset
and long duration. Monoamine neurotransmitters are synthesized from amino acids
precursors through a series of enzyme catalyzed reactions group aminos to an aromatic ring
to create the active monoamine neurotransmitter. Purine neurotransmitter synthesis is
highly energy dependent, as it requires the use of multiple adenosine triphosphate (ATP)
molecules and it modulates cardiovascular and CNS function. Gasotransmitters, such as
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Nitrous Oxide, are a newer family of neurotransmitters that are found in a gaseous state
and have the ability to do retrograde signaling, that is transfer a signal back from the
postsynaptic neuron to the presynaptic neuron. Lastly, acetylcholine, the first
neurotransmitter discovered, is the primary neurotransmitter in both the muscular system
(muscarinic acetylcholine) and in the CNS (nicotinic acetylcholine) [35].
In this paper, the focus will be on receptors that are activated by Acetylcholine (Ach),
gamma-Aminobutyric acid (GABA), and glutamate, which are the key excitatory and
inhibitory neurotransmitters in phototransduction and in the brain. GABA and glutamate
are classified as amino acid neurotransmitters and Ach, as its name implies, is classified as
an acetylcholine neurotransmitter.

2.3.2..1.

Acetylcholine

Acetylcholine (Ach) is the neurotransmitter that is commonly found in the nervous
system and is responsible for transmitting fast excitation through nicotinic receptors linked
to the opening of Na+ channels. In the retina, it is most commonly released by amacrine
cells and has a key role in visual information processing. In the visual cortex, it has been
shown to selectively enhance detection of certain visual stimuli [36].

2.3.2..2.

GABA

GABA is the principal inhibitory neurotransmitter found through the CNS and
plays a predominant role in the retina. In the retina, electrophysiological data shows that
GABA is released by horizontal and bipolar cells and it is also found in the synapses of
amacrine cells [37]. GABA is a key neurotransmitter of the mechanism responsible for
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controlling light sensitivity and dim-light vision in the retina. Its function is well
established in suppressing signals from the rods in bright light conditions and enhancing
those same signals in dim light conditions. It operates through the GABAC receptor and it
is one of the few neurotransmitters that provides dynamic feedforward and feedback
inhibition in the retina [38].

2.3.2..3.

Glutamate

Glutamate is an important excitatory neurotransmitter in retinal synaptic circuitry
as photoreceptors, bipolar cells, and ganglion cells all release glutamate to regulate the
transfer of visual information from the retina to the visual cortex [39]. In the retina,
glutamate primarily acts on α-amino-3-hydroxy-5-methyl-4-isoxazole propionate (AMPA)
receptors.

2.3.3. Neurotransmitter Receptors
Neurotransmitter receptors are generally broken down into two classes: ionotropic
and metabotropic receptors. Ionotropic receptors operate using ligand-gated ion channels,
meaning that a neurotransmitter will bind to the receptor binding site and cause a
conformational change in the receptor structure thereby opening the ion channel. The
activation and deactivation of ionotropic receptors is immediate and there is a 1:1
relationship between the action and response at the receptor. Metabotropic receptors work
via secondary messenger-mediated effects after the neurotransmitter binding event. When
a neurotransmitter binds to a metabotropic receptor, there is a conformational change in
the receptor, which then triggers a biochemical cascade event. Because of the secondary
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messengers required to propagate the signal, metabotropic receptors tend to have a slower
onset and termination of effects, but they can create a greater amplification of the signals
[40].

Figure 2.13: Ionotropic Receptor [40]

31

Figure 2.14: Metabotropic Receptor [40]
In this paper, the focus will be on ionotropic receptors, specifically the pentameric
ligand-gated ion channel family (Cys-Loop receptors) and glutamate family. The three
receptors are classified as follows:
1.

Pentameric Ligand- Gated Ion Channel Family (Cys- Loop)

2.

a.

Nicotinic Acetylcholine Receptor (nAChR)

b.

GABAC Receptor

Glutamate Ionotropic Family
a.

2.3.3..1.

AMPA Receptor

Nicotinic Acetylcholine Receptors

Neuronal nicotinic acetylcholine receptors have five subunits, comprised of α and
β subunits, with the acetylcholine binding sites being directly proportional to the number
of α subunits. The most common configurations of the nAChR are seen below in Figure
15.
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Figure 2.15: Different types of nAChR configurations with different numbers of
subunits and the black hexagons represent binding sites [40]
Neuronal nAChR usually have a higher affinity for acetylcholine and in the CNS,
are normally located both presynaptically and postsynaptically. In cases where there is a
homomeric nAChR, that is one with five identical acetylcholine binding sits, there only
needs to be one binding event to activate the receptor. When the neuronal nAChR is
activated, calcium ions pass through the channel and can amplify neurotransmitter release
[40].
2.3.3..2.

GABAC Receptors

GABAC receptors are pentameric ligand-gated chloride channels that are made up
of five ρ subunits and has one binding site for GABA as seen in Figure 16. They are
considered major inhibitory transmitters in the CNS. GABAC receptors are about 10 times
more sensitive to the GABA neurotransmitter as GABAA receptors and can be activated by
lower concentrations of GABA in the retina. It also responds more slowly to GABA and
therefore, transmits more prolonged inhibitory signals [41].
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Figure 2.16: GABAc Receptor [41]

2.3.3..3.

AMPA Receptors

Glutamate is one of the most common neurotransmitters in the CNS and regulates
a broad variety of functions in the nervous system through the wide range of glutamate
receptors present in the brain. AMPA receptors are one of three ionotropic glutamate
receptor groups, named after the pharmacological artificial agonist used called α-amino-3hydroxy-5-methyl-4-isoxazoleproprionic acid (AMPA). AMPA receptors are the most
common glutamate receptors and they mediate very fast excitatory postsynaptic potentials.
They are tetrameric and have various combinations of GluA1, GluA2, GluA3, and GluA4
subunits, with two glutamate binding sites, as seen in Figure 17. Most AMPA receptors
conduct sodium and potassium to create a chemical gradient [40].
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Figure 2.17: AMPA Receptor [40]
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3. Chapter 3
METHODS

While the perturbation based decomposition method was originally applied to
compound postsynaptic potentials to determine the size distribution of nerve fibers, for this
paper, it was applied to a recording of a postsynaptic current and was used to identify which
types of neurotransmitter receptors contributed to a retinal neuron response. Since the
postsynaptic response is often a summation of many different signals co-transmitted by
different types of neurotransmitter receptors, without the use of pharmacological agonists
and antagonists, it can normally be difficult to determine the contributions of each
neuroreceptor to the generation of a specific signal. Szlavik’s technique could be used to
further understand how neurotransmitter co-transmission works in the retina and in the
future, could be used to diagnose ocular degenerative diseases caused by neurotransmitter
receptor deficits.

The perturbation based decomposition method, as applied to postsynaptic currents,
works by decomposing a compound postsynaptic current Y(t) into n individual
postsynaptic current contributions, Λ1 (t), . . . , Λn (t). The individual postsynaptic current
contributions, Λn (t), must be functionally defined prior to decomposing the compound
postsynaptic current, Y(t) [10]. In order to define postsynaptic contribution functions
experimentally, it may be necessary to isolate specific neuroreceptors with
pharmacological agonists and antagonists as was done in Sethuramanujam et al. As a proof
of concept, using individual postsynaptic currents for GABAR, AMPAR, and nAChR and
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a compound postsynaptic DSGC current found in Sethuramanujam et al. [42], this paper
will demonstrate the efficacy of Szlavik’s perturbation based decomposition method.

3.1.

Postsynaptic Current Models
In the study conducted by Sethuramanujam et al., multiple types of neuroreceptors were

isolated pharmacologically to understand the individual contributions of AMPAR,
GABAR, and nAChR neuroreceptor transmission to DSGC direction coding in the retina
[42]. Since each type of neuroreceptor can be distinguished by their voltage characteristics,
each type of receptor was pharmacologically isolated to generate the current responses
found in Figure 3.1B, 3.2B, 3.3B. The current responses at the holding potential of -68mV
were traced using WebPlotDigitizer and the data was curve fit using MATLAB’s Curve
Fitting Toolbox in Figure 3.1C, 3.2C, 3.3C. The equations generated by the output of the
curve fit were used to create the three individual current contribution equations, Λk (t).

GABA current:
2/(") = − 4.001 + 1.584 ∙ ?@ A(0.01371 ∙ ") − 2.651 ∙ A, 0(0.01371 ∙ ")
+ 2.385 ∙ ?@ A(2 ∙ 0.01371 ∙ ") + 2.197 ∙ A, 0(2 ∙ 0.01371 ∙ ")
– 1.148 ∙ ?@ A(3 ∙ 0.01371 ∙ ") + 1.231 ∙ A, 0(3 ∙ 0.01371∙ ")
− 0.2505 ∙ ?@ A(4 ∙ 0.01371 ∙ ") – 0.8671 ∙ A, 0(4 ∙ 0.01371 ∙ " )
+ 1.048 ∙ ?@ A(5 ∙ 0.01371 ∙ ") – 0.2229 ∙ A,0(5 ∙ 0.01371 ∙ ")

AMPA current:
2am (") = -206.6 + 180.1 ∙ cos(0.01558 ∙ t) -14.8 ∙ sin(0.01558 ∙ t)
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(1)

+ 23.81 ∙ cos(2 ∙ 0.01558 ∙ t) + 35.53 ∙ sin(2 ∙ 0.01558 ∙ ")

(2)

nACh current:
20(") = −25.76 + 13.67 ∙ cos(0.01678 ∙ t) – 27.26 ∙ sin(0.01678 ∙ t)
+ 17.7 ∙ cos(2 ∙ 0.01678 ∙ ") + 11.01 ∙ sin(2 ∙ 0.01678 ∙ t)
– 5.127 ∙ cos(3 ∙ 0.01678 ∙ t) + 11.58 ∙ sin(3 ∙ 0.01678 ∙ ")
– 7.302 ∙ cos(4 ∙ 0.01678 ∙ ") -1.538 ∙ sin(4 ∙ 0.01678 ∙ ")
-0.6683 ∙ cos(5 ∙ 0.01678 ∙ t) -3.733 ∙ sin(5 ∙ 0.01678 ∙ t)

38

(3)

Figure 3.1: In A and B, the figures show traced GABA experimental data from
Sethuramanujam, et al. and the original recordings that were traced at -68mV,
respectively. In C, the figure shows the output of MATLAB’s Curve Fitting toolbox
from which the individual contribution equation for GABA was derived.
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Figure 3.2: In A and B, the figures show traced AMPA experimental data from
Sethuramanujam, et al. and the original recordings that were traced at -68mV,
respectively. In C, the figure shows the output of MATLAB’s Curve Fitting toolbox
from which the individual contribution equation for AMPA was derived.
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Figure 3.3: In A and B, the figures show traced nACh experimental data from
Sethuramanujam, et al. and the original recordings that were traced at -68mV,
respectively. In C, the figure shows the output of MATLAB’s Curve Fitting toolbox
from which the individual contribution equation for nACh was derived.
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3.2.

Generalized Fourier Series Method
The most common way to decompose a signal into its’ contributing functions, or

basis functions, is through the generalized Fourier series approach. Equation 4 can used to
determine the contribution amount ξk′ of a single neuroreceptor current Λ! (t) for kth
#

neuroreceptor type in the compound current L("), where ∥ Λ! (t) ∥" = ∫$ ! Λ! (t)Λ! (t) O".
ξ%!

#!
1
=
Q L(" )Λ! (t)O"
∥ Λ! (t) ∥" $

(4)

One of the major conditions of utilizing the generalize Fourier series approach is that the
Λ! (t) functions form an orthogonal basis. However, in cases where the contributing
currents that make up the compound current are temporally overlapped, the orthogonality
condition is not satisfied. The consequence of this situation is that, while the Fourier series
approach may provide numerical estimates, the results are rough and have large errors. Due
to the fact that the DSGCs current responses are a results of three different neuroreceptors,
which may be activated at the same time, the generalized Fourier series is not the best way
to decompose the compound postsynaptic current.

3.3.

Generalized Perturbation Based Decomposition Method
Szlavik’s perturbation based decomposition method, otherwise known as

perturbative generalized series expansion, was developed to address inverse problems in
electrophysiology. Unlike the generalized Fourier series, Szlavik’s perturbation based
decomposition method does not require orthogonality, so it has a wider range of
S& ,
applications. For the compound current function L("), the contribution coefficients, R
from each neuroreceptor contribution current function, T& ("), can be determined using the
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perturbation based decomposition method. Szlavik’s method assumes that at any given
value of t, the contribution of each neuroreceptor current function T& (") to the compound
current function L(") is perturbed by contributions from the other neuroreceptor current
functions in the set.
'

S& λ& (t)
L(") = V R

(5)

&()

The compound current function in the frequency domain, Ψ(Y) = Ϝ[L(")], is composed
of contributions from each of the neuroreceptor contribution current functions, T& (Y) =
Ϝ[T& (")], perturbed by each other to a determinable degree, ]*,, . This can be written
mathematically as:

Λ) (f)
⎡
+
⎢
⎢ ])," Λ" (f)
Ψ(Y) = ⎢
+
⎢
⋮
⎢
+
⎢
⎣]),' Λ' (f)

+

]",) Λ) (f)
+
Λ" (f)
+
⋮
+
]",' Λ' (f)

+⋯+

]',) Λ) (f)
⎤
+
⎥
]'," Λ" (f)⎥
⎥
+
⎥
⋮
⎥
+
⎥
Λ' (f) ⎦

(6)

where ]*,, represents the perturbation of the ith component caused by the jth component.
Equation 6 may be evaluated at a specific frequency fk for k = 1, …, l and may be rewritten
to isolate the terms containing ]*,, as follows:
'
'
L(Y! ) − ∑'
*() λ* (Y! ) = ∑ *() ∑,() ]*,, Λ, (Y! )

(7)

* .,

Equation 7 forms an over-determined system of equations, where so long as l > m2 – m,
the system of equations can be evaluated to form an approximate solution, in the least
squares sense.
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It is convenient to rewrite (7) as follows to indicate the summation over rows:
S
L(Y) = ∑'
&() R& λ& (f)
S& = (]*,&
R

+

… +

]&/),& +

1 +… +

(8)
]',& )

(9)

S& represents the complex estimator. The real valued estimator can be calculated
where R
S& ∗ in the following equation:
using the conjugate R
S& = iR
S& R
S& ∗
R

3.4.

(10)

Pseudocode for Generalized Perturbation Based Decomposition Method
The generalized perturbation based decomposition method has been made available

to decompose complex signals through a MATLAB function written by Szlavik called
Perturbation.m. The function computes the perturbation based decomposition based off of
a set of component functions. The arguments of Perturbation.m are the sampling interval,
the scaling constant representing the number of equations in the perturbation method, the
compound function, and the contribution functions. The procedure is written below as
Algorithm 1.
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Algorithm 1 – Perturbation Based Decomposition Function

1:
2:
3:
4:

procedure PERTURBATION(ψ,[λ1,λ2, ...,λn])
Ψf = DiscreteFourierTransform(ψ)
Λi = DiscreteFourierTransform(λi)
If system is overdetermined, solve for j1,2 in the least-square sense using
Equations 6 & 7.
for i = 1, …, n do
S3 as in Equation 8
Solve for k
end
S3 as in Equation 9
Solve for k

5: return [kS4 , kS5 , … , kS6 ]

3.5.

Decomposition of Compound Postsynaptic Currents in the Direction Selective

Retinal Ganglion Cells
The generalized perturbation based decomposition method developed by Szlavik can be
applied to compound postsynaptic currents (PSCs) coming into DSGCs. Given a
compound PSC and a set of individual PSCs caused by postsynaptic starburst amacrine
cells, this technique can estimate the contribution of each individual PSC to the compound
PSC signal entering the DSGC. In this paper, we will be analyzing the co-transmission of
neurotransmitters by looking at individual PSCs as if they were firing synchronously.

For a compound postsynaptic current caused by individual PSCs firing at the same time,
the compound current signal L(") can be written as a linear summation of the individual
neuroreceptor currents In(t), Iam(t), and Ig(t), representing current contributions by nACh,
AMPA, and GABA neuroreceptors, respectively. The decomposition technique will use
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the following equation to estimate the coefficients and thereby the representative
contribution of each neuroreceptor type to the generation of the compound signal.
S) 2& (") + R
S" 27' (") + R
S8 29 (")
L(") ≈ R

(11)

The following assumptions apply:
1. Linear summation of postsynaptic current
2. nACh, AMPA, and GABA are the only contributing receptors
3. All receptors fire at the same time

3.6.

Statistical Analysis
All equations used to represent the currents of contributing receptors as well as current

of compound signal were found using MATLAB’s curve-fitting toolbox and goodness of
fit was assessed by inspection. Since the signals stem from experimental data, there is an
inherent error associated with the fit of the equations. It is generally challenging to quantify
the decomposition error using experimental data due to the nature of neuronal firing; there
may be an overlap in waveforms or timing delay between receptor firing. For the arbitrary
compound current signal, the coefficients that represent the decomposition equation and
the contributing receptor equations are known prior to conducting the decomposition
experiment and therefore, the output results can be deemed accurate.
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4. Chapter 4
RESULTS

The ability of Szlavik’s perturbation based decomposition algorithm to decompose a
compound postsynaptic current (PSCs) coming into DSGCs was evaluated. First, an
arbitrary postsynaptic signal was created using arbitrary coefficients and the contributing
receptor equations found in Figures 3.1, 3.2, and 3.3, where the nACh, AMPA, and GABA
receptors were activated synchronously. The known results were compared to results found
using the Fourier Series method. Then, Szlavik’s perturbation based decomposition
algorithm was applied to a real experimental compound DSGC signal for verification and
the signal reconstruction was compared to a reconstruction created with the results of the
Fourier Series method.

4.1.

Decomposition of Synchronous Superimposed Receptor Activation
To evaluate the proposed technique, an arbitrary compound postsynaptic current

signal !(#)!"#$% was created using three neuroreceptor contributing current equations.
!(#)!"#$% = 9(& (#) + 15('( (# ) + 7() (#)

(12)

This compound postsynaptic current signal can be considered a superposition of 9 nAChmediated signals, 15 AMPA-mediated signals, and 7 GABA-mediated signals, all firing at
the same time. While there is reason to believe these receptors are activated roughly around
the same time within the phototransduction cascade, we have yet to determine the exact
speed at which each receptor fires or the exact ratio of receptors activated. Therefore, it is
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important to note that both the ratio of signals and synchronicity does not follow a
physiological example, but rather it is being used to demonstrate the proposed technique.
Basis Functions for Postsynaptic Firing
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Figure 4.1: Contributing functions for synchronous postsynaptic firing, In(t), Iam(t)
and Ig(t)
Arbitrary Compound Function for Postsynaptic Firing

1000

0

-1000

Current (pA)

-2000

-3000

-4000

-5000

-6000

-7000
0

100

200

300

400

500

600

700

Time (ms)

Figure 4.2: Arbitrary Compound Function m(n)?@ABC

48

800

Szlavik’s algorithm was run on the arbitrary compound current function
!("):;<=> with contributing functions Λ1 = In(t), Λ2 = Iam(t), and Λ3 = Ig(t). The returned
frequencies are β1′ = 9, β2′ = 15, and β3′ = 7, which are the exact frequencies of the
contributing functions in the arbitrary compound equation. In Figure 4.3, there is a
frequency distribution plot comparing the original frequencies, βk , with the outputs of
Szlavik’s decomposition, βk′ , indicating the signal was decomposed with no error.
Frequency Distribution from Decomposition
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Figure 4.3: Frequency Distribution of Decomposed Arbitrary Signal, m(n)?@ABC
In comparison, when the same arbitrary signal was decomposed using the Fourier
Series method, the resulting estimates was wildly incorrect. This is in part due to the fact
that the contributing functions do not meet the orthogonality requirement. The
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comparison of the difference in results from two methods can be seen in Figure 4.4,
where ξk′ represents the coefficient estimate per the Fourier Series method.

Figure 4.4: Comparison of error difference between results of Fourier Series
Method (|βk − ξk′ |) and Perturbation based decomposition method (|βk − βk′ |)

4.2.

Decomposition of Experimental Data
Szlavik’s perturbation based decomposition method was also evaluated against

experimental data from Sethuramanujam et al. , where the ratio of neuroreceptor activation
is unknown, but it can still be assumed that type of neuroreceptors activated are limited to
nACh-mediated receptors, AMPA-mediated receptors, and GABA-mediated receptors.
The current response of the compound signal at the holding potential of -68mV, seen in
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Figure 4.5, was traced using WebPlotDigitizer and the data was curve fit using MATLAB’s
Curve Fitting Toolbox. The equation in Figure 16C was used to model the compound
current equation, !("):;<=> . The contributing current equations Λ1 = In(t), Λ2 = Iam(t), and
Λ3 = Ig(t) are the same as those used in section 4.1 and can be seen in Figure 4.6.

Figure 4.5: Compound DSGC signal derived from figures and data found in
Sethuramanujam et al.
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Basis Functions for Postsynaptic Firing
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Figure 4.6: Contributing functions for postsynaptic firing, In(t), Iam(t) and Ig(t),
derived from figures and data found in Sethuramanujam et al.
Szlavik’s perturbation based decomposition method returned the frequency
distribution seen in Figure 4.7, with coefficients βk′ of 0.522, 0.483, and 4.449 for nAChmediated signals, AMPA-mediated signals, and GABA-mediated signals, respectively.
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Frequency Distribution from Decomposition - Experimental Data
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Figure 4.7: Frequency distribution as a result of Szlavik's perturbation based
decomposition method using experimental data
By using the resulting βk′ coefficients to reconstruct the compound current signal
and comparing the raw reconstruction to the original compound signal, it is evident that
Szlavik’s perturbation based method does an excellent job in recreating the signal’s distinct
features, as can be seen in Figure 4.8.
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Figure 4.8: Reconstruction of compound signal using resulting βk′ coefficients
In running the same decomposition experiment using the Fourier Method, different,
more erroneous results are obtained. As can be seen in Figure 4.9, the Fourier
decomposition method returned coefficients βk′ of 2.992, 0.583, and 22.982 for nAChmediated signals, AMPA-mediated signals, and GABA-mediated signals, respectively,
which is significantly different from the results of Szlavik’s decomposition.
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Figure 4.9: Comparison of frequency results from Szlavik's perturbation based
decomposition and Fourier series method
While it is difficult to analyze the effectiveness of the results by simply looking at
the frequency distributions, by also reconstructing the compound current signal as shown
by the results of the Fourier series method, it is evident that Szlavik’s decomposition
creates more favorable results. As seen in Figure 4.10, Szlavik’s reconstruction follows
more closely the compound current signal traced from experimental data, whereas the
Fourier series reconstruction significantly overestimates the response and neglects to
adequately show key features.
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Figure 4.10: Comparison of reconstruction of compound signal generated as a
results of both Szlavik's perturbation based decomposition and Fourier Series
decomposition
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5.

Chapter 5
DISCUSSION

The results of this work evaluated Szlavik’s perturbation based decomposition
technique applied to a decomposition of compound current signals generated by direction
specific ganglion cells. Szlavik’s technique proved efficacious in determining the
frequency of activation of different types of neurotransmitter receptors and it showed it can
be used to more accurately decompose non-orthogonal functions compared to the Fourier
Series method. When using an arbitrary compound current signal, Szlavik’s perturbative
based decomposition returned the exact frequency of contributing current signals from each
of the three neuroreceptors: nACh-mediated signals,

AMPA-mediated signals, and

GABA-mediated signals. Since these contributing current signals did not meet the
orthogonality requirements, the Fourier Series Method returned values that were
inaccurate. In the experimental compound signal, Szlavik’s technique produced far more
favorable decomposition results compared to the results of Fourier Series Method, where
the reconstructed signal was significantly overestimated and key features were lost.

5.1.

Implications
The implications of the results presented in this paper demonstrate that Szlavik’s

perturbative based decomposition method can be applied to a retinal postsynaptic current
and be used to identify which types of neurotransmitters contribute to a retinal neuron
response. The results of Szlavik’s decomposition method could be used to more easily
study the pathogenesis of ocular diseases that cause retinal degeneration, such as glaucoma
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or retinitis pigmentosa, by quantifying the activation frequency of nACh-mediated
receptors, AMPA-mediated receptors, and GABA-mediated receptors [4] [43]. Szlavik’s
method would allow for the determination of the activation frequency of the
aforementioned neuroreceptors without the use of pharmacological agonists and
antagonists and would further facilitate the use of computational models for clinical testing
and research.

Furthermore, the implications of Szlavik’s perturbative based decomposition
method as a whole on biopotential signal processing are expansive as it provides a new and
accurate alternative mathematical method to decompose a variety of compound signals.
Often times many biological compound raw signals prove to be too complex for a specific
diagnosis to be made because it is difficult to quickly and visually differentiate the
overlapping potentials and artifacts into a discernable, isolated contribution. However,
using Szlavik’s method, it may now be possible to more accurately model biopotential
signals that are generated as a result of multiple contributing signals.

5.2.

Limitations and Future Work
There are quite a few assumptions within the work completed in this paper that

limit the results generated from this model and additional work may be needed in the future
to augment the results obtained and to form a more comprehensive picture. The primary
limitation revolves around the timing of the synaptic firing for all three receptors and the
assumption that there were only three receptors captured in the compound current signal.
An assumption was made that all three receptors were fired at the same time, at the
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beginning of the captured electrical signal and that they only fired once. There may be a
case where the three receptors fired at staggered times or continue to fire. While unlikely,
there may have also been receptors other than those mentioned in this paper that fired and
contributed to the compound current signal, that were originally not isolated in the
Sethuramanujam et al. study. Additionally, an assumption was made that there were no
recording artifacts that distorted the compound signal.

In the future, there is a possibility to use machine learning to analyze compound
signal data and automate the process of extracting the frequency of activation and the
neuroreceptor type that is contributing to a compound current signal. Using artificial
intelligence, a system could, in theory, learn the general time and shape characteristics of
an electrical signal generated by a specific neuroreceptor and create a better function to
represent the contributing functions. This, in turn, would allow a system to identify patterns
in compound signals and more easily identify divergent conditions by which neuropathies
may develop in an individual. In order to accomplish future steps, a process would need to
be set in place to aggregate electrical signal information for non-healthy or atypical
neuroreceptor activation and the data would need to be collected under similar lab
conditions for scalability.

5.3.

Conclusion
Many optical neuropathies have mechanisms of action that are yet to be fully

understood. Unfortunately, because of this lack in understanding, patients are living with
degenerative diseases for decades before they know about their condition, and they only
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discover that there is a problem when it is far too late to prevent vision loss. If these diseases
can be more easily studied, without the need for expensive and time consuming in-vivo
studies using pharmacological agents, precursors could be better understood to then
develop early diagnosis and curative measures. The perturbation based decomposition
method developed by R. Szlavik can be used as a tool to more easily study the
neuroreceptors associated with diseases like glaucoma, AMD, and RP and estimate the
activation frequency of different types of neuroreceptors, so long as the postsynaptic
potential model or postsynaptic current model is known. With the results of future studies
using Szlavik’s decomposition method, additional early-detection and preventative
methods could be made available to patients sooner and in many cases, prevent devastating
visual impairments.
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APPENDICES
APPENDIX A: Decomposition Script

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%%%%
%
% Script: Synchronous_Decomposition.m
% Revision Date: 03/08/2021
% Author: Camila P. Monchini Moline
%
% Description: This scripts uses Perturbation.m by Robert
Szlavik to
% decompose compound postsynaptic currents into individual
contributing
% components currents of nACh, AMPA, & GABA.
%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%%%%
close all
clear
clc
%% Compound signal eqn constants
cpa0 = -118.8;
cpa1 = 94.62;
cpb1 = -37.99;
cpa2 = 13.78;
cpb2 = 24.65;
cpa3 = -2.229;
cpb3 = 7.65;
cpa4 = 1.79;
cpb4 = 0.5758;
cpa5 = -2.992;
cpb5 = -0.502;
cpw = 0.01489;
%% Basis functions & constants
% nACh Contribution Equation Constants
na0 = -25.76;
na1 = 13.67;
nb1 = -27.26;
na2 = 17.7;
nb2 = 11.01;
na3 = -5.127;
nb3 = 11.58;
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na4 = -7.302;
nb4 = -1.538;
na5 = -0.6683;
nb5 = -3.733;
nw = 0.01678;
% AMPA Contribution Equation Constants
ama0 = -206.6;
ama1 = 180.1;
amb1 = -14.8;
ama2 = 23.81;
amb2 = 35.53;
amw = 0.01558;
% GABA Contribution Equation Constants
ga0 = -4.001;
ga1 = 1.584;
gb1 = -2.651;
ga2 = 2.385;
gb2 = 2.197;
ga3 = -1.148;
gb3 = 1.231;
ga4 = -0.2505;
gb4 = -0.8671;
ga5 = 1.048;
gb5 = -0.2229;
gw = 0.01371;
%% Create the basis/compound functions evaluated at each
time point
span = 400;
tstep = .5;
In = zeros(round(span/tstep),1);
Iam = zeros(round(span/tstep),1);
Ig = zeros(round(span/tstep),1);
Icmpd = zeros(round(span/tstep),1);
i = 0;
for t = 1:.5:400
i = i + 1;
In(i,1) = na0 + na1*cos(t*nw) + nb1*sin(t*nw) +
na2*cos(2*t*nw) + nb2*sin(2*t*nw) + na3*cos(3*t*nw) +
nb3*sin(3*t*nw) + na4*cos(4*t*nw) + nb4*sin(4*t*nw) +
na5*cos(5*t*nw) + nb5*sin(5*t*nw);
Iam(i,1) = ama0 + ama1*cos(t*amw) + amb1*sin(t*amw) +
ama2*cos(2*t*amw) + amb2*sin(2*t*amw);
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Ig(i,1) = ga0 + ga1*cos(t*gw) + gb1*sin(t*gw) +
ga2*cos(2*t*gw) + gb2*sin(2*t*gw) + ga3*cos(3*t*gw) +
gb3*sin(3*t*gw) + ga4*cos(4*t*gw) + gb4*sin(4*t*gw) +
ga5*cos(5*t*gw) + gb5*sin(5*t*gw);
Icmpd(i,1) = cpa0 + cpa1*cos(t*cpw) + cpb1*sin(t*cpw) +
cpa2*cos(2*t*cpw) + cpb2*sin(2*t*cpw) + cpa3*cos(3*t*cpw) +
cpb3*sin(3*t*cpw) + cpa4*cos(4*t*cpw) + cpb4*sin(4*t*cpw) +
cpa5*cos(5*t*cpw) + cpb5*sin(5*t*cpw);
end
basis = [In Iam Ig];
compound = Icmpd;
scale = 3;
%% Perturbation Decomposition for Arbitrary Compound Signal
beta = [9 15 7];
arbcompound = beta(:,1) .* basis(:,1) + beta(:,2) .*
basis(:,2) + beta(:,3) .* basis(:,3);
[Arb_Transform, Arb_error_matrix]
scale, arbcompound, basis);

= Perturbation(tstep,

%% Fourier Decomposition for Arbitrary Compound Signal
beta_fourier_est = zeros(size(basis,2),1);
for i = 1:size(basis,2)
num = tstep*trapz(basis(:,i).*arbcompound);
den = tstep*trapz(basis(:,i).*basis(:,i));
beta_fourier_est(i) = num/den;
end
%% Error between Perturbation-Based and Fourier
Decomposition
perturbation_error = zeros(size(beta,2),1);
fourier_error = zeros(size(beta,2),1);
for i = 1:size(beta,2)
perturbation_error(i) = abs(beta(i) - Arb_Transform(i));
fourier_error(i) = abs(beta(i) - beta_fourier_est(i));
end
%% Perturbation Decomposition for Actual Compound Signal
[Transform, error_matrix] = Perturbation(tstep, scale,
compound, basis);
%% Reconstruction of Compound Signal from Basis Functions Perturbation Method
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Transform = Transform';
reconstructcompound = Transform(:,1) .* basis(:,1) +
Transform(:,2) .* basis(:,2) + Transform(:,3) .*
basis(:,3);
%% Fourier Decomposition for Actual Compound Signal
beta_fourier_est_actual = zeros(size(basis,2),1);
for i = 1:size(basis,2)
num = tstep*trapz(basis(:,i).*compound);
den = tstep*trapz(basis(:,i).*basis(:,i));
beta_fourier_est_actual(i) = num/den;
end
%% Reconstruction of Compound Signal from Basis Functions Fourier Method
beta_fourier_est_actual = beta_fourier_est_actual';
reconstructcompoundfourier = beta_fourier_est_actual(:,1)
.* basis(:,1) + beta_fourier_est_actual(:,2) .* basis(:,2)
+ beta_fourier_est_actual(:,3) .* basis(:,3);
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