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EXISTENCE OF SOLITARY-WAVE SOLUTIONS TO NONLOCAL
EQUATIONS
MATHIAS NIKOLAI ARNESEN
Abstract. We prove existence and conditional energetic stability of solitary-wave solutions
for the two classes of pseudodifferential equations
ut + (f(u))x − (Lu)x = 0
and
ut + (f(u))x + (Lu)t = 0,
where f is a nonlinear term, typically of the form c|u|p or cu|u|p−1, and L is a Fourier multiplier
operator of positive order. The former class includes for instance the Whitham equation with
capillary effects and the generalized Korteweg-de Vries equation, and the latter the Benjamin-
Bona-Mahony equation. Existence and conditional energetic stability results have earlier been
established using the method of concentration-compactness for a class of operators with symbol
of order s ≥ 1. We extend these results to symbols of order 0 < s < 1, thereby improving
upon the results for general operators with symbol of order s ≥ 1 by enlarging both the class
of linear operators and nonlinearities admitting existence of solitary waves. Instead of using
abstract operator theory, the new results are obtained by direct calculations involving the
nonlocal operator L, something that gives us the bounds and estimates needed for the method
of concentration-compactness.
1. Introduction
In this paper we discuss solitary-wave solutions of pseudodifferential equations of the form
(1.1) ut + (f(u))x − (Lu)x = 0
or
(1.2) ut + (f(u))x + (Lu)t = 0,
where u and f are real-valued functions, and L is a Fourier multiplier operator with symbol m
of order s > 0. That is,
L̂u(ξ) = m(ξ)û(ξ),
where the hat denotes the Fourier transform f̂(ξ) =
∫
R
e−2piixξf(x) dx with respect to the spatial
coordinate, and m is a function satisfying
A1|ξ|s ≤ m(ξ) ≤ A2|ξ|s, |ξ| ≥ 1,
0 ≤ m(ξ) ≤ A2, |ξ| ≤ 1,
for some constants A1, A2 > 0. Our inspiration comes from [8] and a series of recent papers on
nonlinear dispersive equations with weak [15] or very weak [14] dispersion. This includes investi-
gations into existence [7], stability [12,13] and travelling waves [9] of the Whitham equation. We
mention here that our results yield existence of solitary-waves to the capillary Whitham equation
(see [14]), a case not earlier covered in the literature [1, 11, 19].
A solitary-wave is a travelling wave of the form u(x, t) = u(x − ct), where c > 0 is the speed
of the wave moving from left to right, that vanishes as x − ct → ±∞. Assuming that u is a
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solitary-wave solution of (1.1) or (1.2), we obtain the following equations by integrating (1.1) or
(1.2), respectively, with respect to the spatial variable:
(1.3) Lu+ cu− f(u) = 0
and
(1.4) c(Lu+ u)− f(u) = 0.
For studying existence and stability of solutions to (1.3) and (1.4) by variational methods
one can consider constrained variational problems (see equations (2.4) and (2.5)). The loss
of compactness that results from working in the unbounded domain R is overcome by the
method of concentration-compactness as introduced in [16]. The main challenge in applying
the concentration-compactness method is usually, particularly in the nonlocal case, to preclude
dichotomy (cf. Lemma 2.6), for which one needs a result like Theorem 3.6 to hold for the operator
L.
Albert, Bona and Saut [3] prove existence of solitary-wave solutions to the Kubota-Ko-Dobbs
equation, which belongs to the class of equations (1.1) with an operator of order s = 1, and their
approach is presented in a more general form in [1]. The results are remarked to hold for any
nonlinearity f(u) = |u|p, p ∈ (1, 2s + 1) or f(u) = up, p ∈ N ∩ (1, 2s + 1) and any operator L
with symbol m of order s ≥ 1 satisfying
(1.5) ‖L(θf)− θL(f)‖L2 ≤ C‖θ′‖L∞‖f‖L2,
for any function θ and f ∈ C∞0 . Using general commutator estimates ([6, Theorem 35]), (1.5)
leads the authors of [3] and [1] to impose the condition
(1.6) sup
ξ∈R
|ξ|n
∣∣∣∣( ddξ
)n(
m(ξ)
ξ
)∣∣∣∣ <∞ for all n ∈ N.
This condition is never satisfied when s > 1 or 0 < s < 1. By a splitting argument, Zeng
[19] establishes a similar inequality to (1.5) for all operators with symbol m satisfying (1.6) for
(m(ξ)−m(0))/k, 0 ≤ n ≤ 4 for |ξ| < 1 and (1.6) for
√
m(ξ)/ξs/2 for |ξ| ≥ 1. This also excludes
symbols of order 0 < s < 1, but allows one to consider operators of order s > 1, for instance the
fractional Laplace operator (−∆)s/2 where m(ξ) = |ξ|s. Zeng [19] does this for equations of the
form (1.4) for nonlinearities satisfying Assumption (B) (see the Assumptions below), but this
argument can easily be implement in the method of [1] to extend the results of that paper for
(1.3) to operators satisfying the assumptions of [19].
For pseudodifferential operators of order 0 < s < 1, however, the only known result is, to the
author’s knowledge, the recent publication [11], which proves existence of solitary-wave solutions
to (1.1) for L = (−∆)s/2 (m(ξ) = |ξ|s) and f(u) = cpu|u|p−1, where p ∈ (1, 2s+ 1). That result
was achieved by using a commutator estimate that has only been established for the fractional
Laplace operator. The authors of [10] remark that the method of Weinstein [17], used to prove
solitary-wave solutions of (1.1) and (1.2) when s ≥ 1, holds equally well when 0 < s < 1. While
it is true that the method in [17] can be modified to prove the existence for s ∈ (0, 1) (which is
one of the results in this paper), as noted in [3] and proved in the Appendix, further care needs
to be taken to the nonlocal part of the problem than what is done in [17]; in particular, equation
(3.20) in [17] does not hold in general. In this paper we will establish Theorem 3.6 by direct
calculation without any reference to general results on commutator estimates. This allows us to
treat all operators of any order s > 0 that satisfies natural and easy to check assumptions (see
Assumption (A)). Moreover, in the Appendix we prove that our assumptions are, almost if not
completely, as weak as they can be: under weaker assumptions, the method of concentration
compactness cannot be applied.
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The structure of the paper is as follows: In Section 2 we state and describe our assumptions
and results in detail. The main result on the existence of solitary-wave solutions, Theorem 2.1,
will be proved in three parts, using the method of concentration-compactness, in Sections 3, 4
and 5. In Section 6, Theorem 2.3 concerning the stability of the sets of solutions is proved, as well
as a result on the regularity of solutions. Lastly, in the Appendix, we prove by counter-example
the necessity of a continuity assumption on the symbol m in order to obtain compactness from
the concentration-compactness method. The general outline of the procedure in Sections 3, 4
and 5 is inspired primarily by [19], and also by [1]. While [19] works only with (1.2) and [1]
with (1.1), we will relate the variational formulation (2.5) of (1.4) to solutions of (1.3) using a
scaling argument from [17]. This allows us to extend the range of nonlinearities for which we
have existence of solutions to (1.3).
For 1 ≤ p ≤ ∞ and measurable sets Ω ⊆ R we will write Lp(Ω) for the usual Banach spaces
with norm ‖f‖Lp(Ω) =
(∫
Ω
|f |p dx)1/p if 1 ≤ p < ∞, and ‖f‖L∞(Ω) = ess supx∈Ω |f(x)|. The
ambient space is always R and we will for convenience write Lp for Lp(R). Similarly, we denote
by Hs the Hilbert space Hs(R) with norm ‖f‖Hs =
(∫
R
(1 + |ξ|2)s|f̂(ξ)|2 dξ
)1/2
.
2. Assumptions and main results
In this section we will state our fundamental assumptions and describe our results. The
precise, technical details of our results are contained in Theorems 2.1 and 2.3, while a simpler
summary of which nonlinearities we have existence and stability of solitary-wave solutions for is
given in Table 1.
(A) The operator L is a Fourier multiplier with symbol m of order s > 0. That is,
L̂u(ξ) = m(ξ)û(ξ),
where m satisfies
A1|ξ|s ≤ m(ξ) ≤ A2|ξ|s for |ξ| ≥ 1,
0 ≤ m(ξ) ≤ A2 for |ξ| ≤ 1,(2.1)
for some constants A1, A2 > 0. Furthermore, we assume that m is piecewise continuous
with finitely many discontinuities.
(B) The nonlinearity f is of one of the forms:
(B1) f(u) = cpu|u|p−1 where cp > 0,
(B2) f(u) = cp|u|p where cp 6= 0,
where either p ∈ (1, 2s + 1) or p ∈ (1, 1+s1−s ). When s ≥ 1, p ∈ (1, 1+s1−s ) should be
interpreted as p ∈ (1,∞).
The assumption (2.1) in (A) is to ensure that
(∫
R
uLu+ u2 dx
)1/2
is an equivalent norm to
the standard norm on Hs/2. The continuity assumption is essential for proving Theorem 3.6
which is necessary in order to exclude dichotomy, and in the Appendix we will show that a
continuity assumption is necessary. The two different forms (B1) and (B2) of the nonlinearity
are considered to cover both the case when the sign of u does affect the sign of f and when
it does not, generalizing the cases when p is, respectively, an odd or an even integer. The two
ranges of p are related to stability and existence. For e.g. the generalized Korteweg-de Vries
equation (where s = 1), it is known that p = 2s+ 1 is the critical exponent beyond which one
loses stability, while one has existence for all p ∈ (1,∞) (see, for instance, [4]).
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To state our results, let F be the primitive of f . That is,
(2.2) F (x) :=
{
cp
|x|p+1
p+1 , if f(x) = cpx|x|p−1,
cp
x|x|p
p+1 , if f(x) = cp|x|p.
As one can check (or see e.g. Lemma 1 in [2]), if u solves equation (1.1) with initial condition
u(x, 0) = ψ(x) for all x ∈ R where ψ ∈ Hr, r ≥ s/2, the functionals
(2.3) E(u) = 1
2
∫
R
uLu dx−
∫
R
F (u) dx
and
Q(u) = 1
2
∫
R
u2 dx
are independent of t. Likewise, the functionals
J (u) = 1
2
∫
R
(
uLu+ u2
)
dx
and
U(u) =
∫
R
F (u) dx
are invariant in time for solutions of equation (1.2). Furthermore, the Lagrange multiplier prin-
ciple (cf. [18]) implies that, for every q > 0, minimizers of the constrained variational problem
(2.4) Iq := inf{E(w) : w ∈ Hs/2 and Q(w) = q}
solve equation (1.3) with c being the Lagrange multiplier. We denote by Dq the set of minimizers
of Iq . Equation (2.4) is the variational problem studied in [1] for a class of symbols with s = 1,
and as we shall show the results of [1] can be extended to hold for all operators satisfying
assumption (A). This formulation, however, has the disadvantage that Iq is unbounded below
when p ≥ 2s+1, and so the range of p for which one can find minimizers is restricted to (1, 2s+1).
One would expect a change in behaviour at the critical exponent p = 2s+ 1, as with the GKdV
equation as mentioned above, but one would also expect existence, if not stability, beyond the
critical exponent. This is indeed the case, as we will show. For any λ > 0, equation (1.4) is the
Euler-Lagrange equation of the constrained variational problem
(2.5) Γλ = inf{J (w) : w ∈ Hs/2 and U(w) = λ}.
For all p ∈ (1, 1+s1−s ), one can show that Γλ is well defined. The Lagrange multiplier principle
implies that if u is a minimizer of Γλ, then there exists a γ such that
Lu+ u− γf(u) = 0
in a weak sense, here meaning that∫
R
(Lu+ u+ γf(u))ϕdx = 0
for all ϕ ∈ Hs/2. Hence u solves equation (1.4) with c = 1/γ. If we define
(2.6) Jκ = 1
2
∫
R
uLu+ κu2 dx,
where κ > 0, we get that minimizers of Γλ = Γλ(κ), which now depends on κ (we will generally
omit this from the notation where it is clear from the context), solve
Lu+ κu− γf(u) = 0.
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Letting
(2.7) β−1v = u, βp−1 = γ
one gets that v solves (1.3) with wave-speed c = κ > 0. We will denote by Gλ(κ) the set of
minimizers of Γλ(κ). For equation (1.4) one can consider J (= J1) again and let
(2.8) β−1v = u, βp−1 = κγ
for κ > 0. Then v will be a solution to (1.4) with wave speed c = κ. This is equivalent to
consider κJ instead of Jκ in (2.5), which in turn is equivalent to scaling λ by some factor. Thus
every wave speed c can be attained as (the reciprocal of) the Lagrange multiplier by varying λ.
As in [19], we will also consider inhomogeneous nonlinearities of the form g(u) = u + f(u),
where f satisfies Assumption (B). For solitary-wave solutions of (1.1), the difference between
homogeneous nonlinearities f and inhomogeneous nonlinearities g(u) = u + f(u) is trivial. A
variational formulation in terms of conserved quantities is given by minimizing E −Q in place of
E in (2.4), which clearly makes no difference for the existence of minimizers. And if κ > 0, every
element of Gλ(κ) will be a solitary-wave solution with wave speed c = κ+ 1 upon scaling as in
(2.7). For (1.2) it is more complicated. Equation (1.2) in this case becomes
(2.9) ut + ux + f(u)x + (Lu)t = 0
and solitary-wave solutions satisfy
(2.10) cLu+ (c− 1)u− f(u) = 0.
For κ > 1, every element of Gλ(1− 1/κ) will be a solution to (2.10) with wave speed c = κ upon
scaling as in (2.8). The functional J1−1/κ is, however, not a preserved quantity for (1.2), nor is
the functional U , and we are therefore not able to prove stability of the set of minimizers. We
consider instead J (= J1), set
U˜(u) =
∫
R
(
u2
2
+ F (u)
)
dx
and look for minimizers of
Γ˜λ = inf{J (w) : w ∈ Hs/2 and U˜(w) = λ}.
We denote by G˜λ the set of minimizers of Γ˜λ. By the Lagrange multiplier principle, any element
of G˜λ will be a solution of (2.10) with c = 1/γ, where γ is the Lagrange multiplier. Furthermore,
the functionals J and U˜ are preserved quantities for (2.9) and we can therefore prove stability for
the set of minimizers of Γ˜λ (cf. Theorem 2.3 and Section 6). Note that since U˜ is inhomogeneous,
the scaling arguments performed on the elements of Gλ in order to choose the wave speed
cannot be performed for the minimizers of Γ˜λ; we will only get the wave speeds given by the
Lagrange multiplier principle. Moreover, when p > 2s+ 1 existence of minimizers of Γ˜λ can only
be established for λ > λ0 for some λ0 ≥ 0 whose precise value is unknown. Equation (2.9)
can thus be said to have more in common with (1.1) than (1.2) in that fixing the wave speed
comes at the cost of stability, and in the change of behaviour at the critical exponent p = 2s+ 1.
The precise details of our main results on existence and stability of solitary-wave solutions are
contained in Theorem 2.1 and Theorem 2.3 below.
Theorem 2.1 (Existence of solitary-wave solutions). Assume L satisfies Assumption (A) and
f satisfies Assumption (B). Then:
(i) If p ∈ (1, 2s+ 1), the set Dq of minimizers of Iq is non-empty for any q > 0, and every
element of Dq is a solution to (1.3) with the wave speed c being the Lagrange multiplier
in this constrained variational problem.
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(ii) If p ∈ (1, 1+s1−s ), the set Gλ = Gλ(κ) of minimizers of Γλ = Γλ(κ) is non-empty for any
λ, κ > 0, and if f satisfies (B2), then this is true also for λ < 0. If κ = 1, then every
element of Gλ solves (1.4) with the wave speed c being the reciprocal of the Lagrange
multiplier in this constrained variational problem, and by varying the parameter λ one
can get any wave speed c > 0. Moreover, scaling the set Gλ(κ) as in (2.7) for any κ > 0,
or the set Gλ(1−1/κ) as in (2.8) for any κ > 1, every element will be a solution to (1.3)
or (2.10), respectively, with wave speed c = κ.
(iii) If p ∈ (1, 1+s1−s ), there exists a λ0 ≥ 0 such that the set G˜λ of minimizers of Γ˜λ is non-
empty for any λ > λ0, and every element of G˜λ is a solution to (2.10) with the wave speed
c being the reciprocal of the Lagrange multiplier in this constrained variational problem.
If p ∈ (1, 2s+ 1), then λ0 = 0.
Moreover, if {un}n ⊂ Hs/2 is a minimizing sequence of Iq, Γλ(κ) or Γ˜λ, under the conditions of
(i), (ii) or (iii), respectively, then there exists a sequence {yn} ⊂ R such that a subsequence of
{un(· + yn)}n converges in Hs/2 to an element of Dq, Gλ(κ) or G˜λ, respectively. Furthermore,
Dq, Gλ(κ), G˜λ ⊂ Hs.
Remark 2.2. Scaling elements of Gλ(κ) in order to choose the wave speed comes at the cost of
losing information about the quantity U(u) for solutions u. For given energy U(u) = λ one faces
the opposite problem, that the wave speed c is given as the reciprocal of the Lagrange multiplier
which one cannot directly control. However, the Lagrange multiplier γ, which is the unknown
factor in the scalings (2.7) and (2.8), can be expressed in terms of the quantities λ, p and Γλ as
follows (see Section 3):
(2.11) γ =
2Γλ
(p+ 1)λ
.
This expression illustrates at least the relationship between the different quantities c, λ and Γλ.
Theorem 2.3 (Conditional energetic stability). The sets Dq, (any positive scaling of) Gλ and
G˜λ are, under the conditions in Theorem 2.1 (i), (ii) and (iii) respectively, stable sets for the
initial value problems of (1.1), (1.2) and (2.9), respectively, in the following sense as described
for Dq: For every ε > 0 there exists δ > 0 such that if
inf
w∈Dq
‖u0 − w‖Hs/2 < δ,
where u(x, t) solves (1.1) with u(x, 0) = u0(x), then
inf
w∈Dq
‖u(·, t)− w‖Hs/2 < ε
for all t ∈ R.
Remark 2.4. While the upper bounds 2s+ 1 and 1+s1−s on p appear in the proof of Theorem 2.1
by appealing to Sobolev embedding and interpolation theorems rather than from the equations
themselves, they are, in fact, strictly related to existence and stability of solitary-wave solutions.
In [15], it is proven that for m(ξ) = |ξ|s and p = 2, there are no non-trivial solutions to (1.3)
if s < 1/3. If s = 1/3, then p = 2 is the upper bound 1+s1−s . Their arguments can easily be
generalized to show that if p > 1+s1−s , for any s > 0, there are no solutions to (1.3). Similarly,
as already mentioned one has instability for p > 2s + 1 for equations like the GKdV, and this
limitation on p is therefore also not due to any limitations of the proofs presented in this paper.
The following table summarizes the essential content of Theorems 2.1 and 2.3 in terms of
which nonlinearities one has existence for, and for which one has stability, for equations (1.1),
(1.2) and (2.9).
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Equation Wave speed Existence Stability
ut + (f(u))x − (Lu)x = 0
any c > 0 p ∈ (1, 1+s1−s )
Lagrange multiplier p ∈ (1, 2s+ 1) p ∈ (1, 2s+ 1)
ut + (f(u))x + (Lu)t = 0 any c > 0/Lagrange multiplier p ∈ (1, 1+s1−s ) p ∈ (1, 1+s1−s )
ut + ux + (f(u))x + (Lu)t = 0
any c > 1 p ∈ (1, 1+s1−s )
Lagrange multiplier p ∈ (1, 1+s1−s ) p ∈ (1, 1+s1−s )
Table 1. Ranges of existence and stability of solitary-wave solutions of (1.1),
(1.2) and (2.9) in terms of the exponent p of the nonlinearity. The Lagrange
multipliers come from variational formulations in terms of conserved quantities,
while ”any” c is obtained through scaling arguments.
Remark 2.5. Recall that existence and stability of solitary-waves for equation ut+ux+(f(u))x−
(Lu)x = 0 is equivalent to that of ut + (f(u))x − (Lu)x = 0 (see the discussion leading up to
Theorem 2.1).
We end the section by stating the concentration-compactness lemma that will be the main
ingredient in the sequel:
Lemma 2.6 (Lions [16]). Let {ρn}n ⊂ L1 be a sequence that satisfies
ρn ≥ 0 a.e. on R,∫
R
ρn dx = µ
for a fixed µ > 0 and all n ∈ N. Then there exists a subsequence {ρnk}k that satisfies one of the
three following properties:
(1) (Compactness). There exists a sequence {yk}k ⊂ R such that for every ε > 0, there exists
r <∞ satisfying for all k ∈ N:∫ yk+r
yk−r
ρnk(x) dx ≥ µ− ε.
(2) (Vanishing). For all r <∞,
lim
k→∞
sup
y∈R
∫ y+r
y−r
ρnk dx = 0
(3) (Dichotomy). There exists µ¯ ∈ (0, µ) such that for every ε > 0 there exists a natural
number k0 ≥ 1 and two sequences of positive functions {ρ(1)k }k, {ρ(2)k }k ⊂ L1 satisfying
for k ≥ k0,
‖ρnk − (ρ(1)k + ρ(2)k )‖L1 ≤ ε,
|
∫
R
ρ
(1)
k dx− µ¯| ≤ ε,(2.12)
|
∫
R
ρ
(2)
k dx− (µ− µ¯)| ≤ ε,
dist(supp(ρ
(1)
k ), supp(ρ
(2)
k ))→∞.
Remark 2.7. The condition
∫
R
ρn dx = µ can be replaced by
∫
R
ρn dx = µn where µn → µ (see
[5]).
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3. Concentration-compactness for (2.5)
The variational problem
(3.1) Γλ = inf{Jκ(w) : w ∈ Hs/2 and U(w) = λ}.
is equivalent to the one considered in [17], where it was arrived at by first considering the
functional
J(u) =
1
2
∫
R
(
uLu+ κu2
)
dx(∫
R
F (u) dx
) 2
p+1
,
for some constant κ > 0 and noting that it is invariant under the scaling u 7→ θu for θ 6= 0.
As minimizers of the constrained variational problem then also minimize the unconstrained
functional over Hs/2, one can ascertain some a-priori information about the sign and size of the
wave speed 1/γ in terms of the quantities p, λ and Γλ. We henceforth assume p ∈ (1, 1+s1−s ), so
that by the Sobolev embedding theorem,
∫
R
F (u) dx is finite for all u ∈ Hs/2.
Assume now that u is a minimizer of Γλ. Then
d
dt
J(u+ tϕ)|t=0 = 0,
for all ϕ ∈ Hs/2. Calculating the derivative, we get∫
R
ϕLu+ κϕu dx
(∫
R
F (u) dx
) 2
p+1
− 1
p+ 1
∫
R
uLu+ κu2 dx
(∫
R
F (u) dx
) 1−p
p+1
∫
R
ϕf(u) dx = 0.
That is,
Lu+ κu− 1
p+ 1
∫
R
uLu+ κu2 dx
(∫
R
F (u) dx
)−1
f(u) = 0.
Thus, if κ = 1 and λ > 0, minimizers of Γλ will be solutions of equation (1.4) with wave speed
(p+1)λ
2Γλ
> 0. Moreover, this establishes the expression for γ given in Remark 2.2.
Now we turn to the existence of minimizers of (2.5), which we will prove using concentration-
compactness arguments. As u ∈ Hs/2 implies F (u) ∈ L1 and we fix U(u) = λ, it would
be natural for a minimizing sequence {un}n of Γλ to apply Lemma 2.6 to {F (un)}n as in [17].
Unfortunately, F (u) does not satisfy the non-negativity criterion for all nonlinearities f we would
like to consider. Nor does the other natural candidate uLu + κu2. We therefore replace uLu
with a non-negative term the integral of which (over R) is equal to that of uLu. We define the
operator L
1
2 by replacing m with
√
m in Assumption (A), and let
ρn = κu
2
n +
(
L
1
2un
)2
,
µn =
∫
R
ρn dx.
Thus ρn ≥ 0 and there exist k1, k2 > 0 depending on κ such that
(3.2) k1‖un‖2Hs/2 ≤
∫
R
ρn dx ≤ k2‖un‖2Hs/2 .
In order to apply Lemma 2.6 we will need the following lemma.
Lemma 3.1. If {un}n is a minimizing sequence of Γλ, then there exists M > 0 and N > 0 such
that N ≤ ‖un‖Hs/2 ≤M for all n. Furthermore, Γλ > 0.
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Proof. Noting that Assumption (A) implies that for any κ > 0, (Jκ(·))1/2 defines a norm on
Hs/2 equivalent to the standard norm, the upper bound follows trivially from the boundedness
of {Jκ(un)}n ⊂ R. Similarly, the lower bound is a consequence of
∫
R
|F (u)| dx = λ and the
Sobolev embedding theorem. That Γλ > 0 is an immediate consequence of the lower bound. 
By (3.2) and Lemma 3.1, for any minimizing sequence {un}n ⊂ Hs/2 of Γλ, the sequence
{µn}n ⊂ R as defined above will be bounded. Moreover, µn > 0 for all n. Thus there exists
a number µ > 0 and a subsequence of {ρn}n, still denoted by {ρn}n, such that
∫
R
ρn → µ. By
Remark 2.7, Lemma 2.6 then applies to the sequence {ρn}n and there exists a subsequence,
still denoted by {ρn}n, for which either compactness, vanishing or dichotomy holds. In what
follows we will eliminate vanishing and dichotomy. To this purpose, we will first establish some
structural properties of Γλ considered as a function of λ, as well as some general properties of
minimizing sequences for Γλ.
We start with the following Lemma from [19] (Lemma 2.9).
Lemma 3.2. If λ2 > λ1 > 0, then Γλ2 ≥ Γλ1 .
Proof. For any ε > 0, there exists a function ϕ ∈ Hs/2 such that U(ϕ) = λ2 and Jκ(ϕ) ≤ Γλ2+ε.
Since U(aϕ) is a continuous function of a ∈ R, then by the intermediate value theorem we can
find C ∈ (0, 1) such that U(Cϕ) = λ1. Hence
Γλ1 ≤ Jκ(Cϕ) = C2Jκ(ϕ) < Jκ(ϕ) < Γλ2 + ε.
This proves the result. 
Lemma 3.3. For λ > 0 and any α ∈ (0, λ),
Γλ < Γλ−α + Γα.
Proof. Let θ ∈ (1, λα−1). Then,
Γθα = inf{Jκ(u) : u ∈ Hs/2,
∫
R
F (u) dx = αθ}
= inf{Jκ(θ
1
p+1 v) : v ∈ Hs/2,
∫
R
F (v) dx = α}
= θ
2
p+1Γα
< θΓα,
where the last inequality follows from that θ > 1 and, by Assumption (B), p > 1. Now if
α ≥ λ− α,
Γλ = Γλ−α+α = Γα(1+ λ−αα )
<
(
1 +
λ− α
α
)
Γα
= Γα +
λ− α
α
Γ α
λ−α (λ−α)
< Γα + Γλ−α.(3.3)
For α ≤ λ− α one can derive the same inequality in a similar manner. 
To exclude vanishing, we will need the following result from [1]:
Lemma 3.4. Given K > 0 and δ > 0, there exists η = η(K, δ) > 0 such that if v ∈ Hs/2 with
‖v‖Hs/2 ≤ K and ‖v‖Lp+1 ≥ δ, then
sup
y∈R
∫ y+2
y−2
|v(x)|p+1 dx ≥ η.
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Proof. Without loss of generality we may assume s/2 ≤ 1; if s/2 > 1 then ‖v‖H1 ≤ K and the
argumentation that follows can be carried out for H1. Choose a smooth function ζ : R → [0, 1]
with support in [−2, 2] and satisfying∑j∈Z ζ(x − j) = 1 for all x ∈ R, and define ζj(x) = ζ(x−j)
for j ∈ Z. The map T : Hr → l2(Hr) defined by
Tv = {ζjv}j∈Z
is easily seen to be bounded for r = 0 and r = 1. For r = 0,
‖Tv‖2l2(L2) =
∑
j∈Z
‖ζjv‖2L2 ≤
∑
j∈Z
∫ 2+j
−2+j
v2 dx = 4‖v‖2L2,
and one can argue similarly when r = 1, recalling that ζ is a smooth function. By interpolation
the map T is therefore also bounded for r = s/2. That is, there exists a constant C0 such that
for all v ∈ Hs/2, ∑
j∈Z
‖ζjv‖2Hs/2 ≤ C0‖v‖2Hs/2 .
Since lp+1 →֒ l1, there exists a positive number C1 such that
∑
j∈Z |ζ(x − j)|p+1 ≥ C1 for all
x ∈ R. We claim that for every v ∈ Hs/2 that is not identically zero, there exist an integer j0
such that
(3.4) ‖ζj0v‖2Hs/2 ≤
(
1 + C2|‖v‖−p−1Lp+1
)
‖ζj0v‖p+1Lp+1,
where C2 = C0K
2/C1. To see this, assume to the contrary that
‖ζjv‖2Hs/2 >
(
1 + C2|‖v‖−p−1Lp+1
)
‖ζjv‖p+1Lp+1,
for every j ∈ Z. Summing over j, we obtain
C0‖v‖2Hs/2 >
(
1 + C2|‖v‖−p−1Lp+1
)∑
j∈Z
‖ζjv‖p+1Lp+1
and hence by our choice of C2
C0K
2 >
(
1 + C2|‖v‖−p−1Lp+1
)
C1‖v‖p+1Lp+1 = C1‖v‖p+1Lp+1 + C0K2,
for ‖v‖Hs/2 ≤ K, which is a contradiction. This proves (3.4).
Observe now that from (3.4) and the assumptions of the lemma it follows that
‖ζj0v‖2Hs/2 ≤
(
1 + C2/δ
p+1
) ‖ζj0v‖p+1Lp+1.
For p ≤ 1+s1−s , we have by the Sobolev embedding theorem that
‖ζj0v‖Lp+1 ≤ C‖ζj0v‖Hs/2
where C is independent of v. Combining the above two inequalities we get that
‖ζj0v‖Lp+1 ≥
[
C2
(
1 + C2/δ
3
)]1/(1−p)
,
and since ∫ j0+2
j0−2
|v|p+1 dx ≥ ‖ζj0v‖p+1Lp+1
the result follows, with η =
[
C2
(
1 + C2/δ
3
)](p+1)/(1−p)
. 
We may now exclude vanishing.
Lemma 3.5. Vanishing does not occur.
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Proof. Let {un}n be a minimizing sequence for Γλ. The constraint
∫
R
F (un) dx = λ > 0 for
all n ∈ N implies that ‖un‖Lp+1 ≥ δ for δ = (|c−1p |λ)1/(p+1), where cp is the constant from
Assumption (B). By Lemma 3.1, we additionally have that there is a K such that ‖un‖Hs/2 ≤ K
for all n ∈ N. The criteria for Lemma 3.4 are therefore satisfied for all n ∈ N and there exists an
η(K, δ) > 0 such that supy∈R
∫ y+2
y−2
|un|p+1 dx ≥ η for all n ∈ N. The result now follows from the
Sobolev embedding theorem:
Cη2/p+1 ≤ sup
y∈R
C
(∫ y+2
y−2
|un|p+1 dx
)2/p+1
≤ sup
y∈R
∫ y+2
y−2
ρn dx,
for all n ∈ N, where C > 0 is an embedding constant. 
Now it only remains to preclude dichotomy. The following theorem is the key result in order
to do so.
Theorem 3.6. Assume that L satisfies Assumption (A). Let u ∈ Hs/2 and ϕ, ψ ∈ C∞ satisfy
0 ≤ ϕ ≤ 1, 0 ≤ ψ ≤ 1,
ϕ(x) =
{
1, if |x| < 1,
0, if |x| > 2,
and
ψ(x) =
{
0, if |x| < 1,
1, if |x| > 2.
Define ϕr(x) = ϕ(x/r) and ψr(x) = ψ(x/r) for all x ∈ R. Then∫
R
ϕru(L(ϕru)− ϕrLu) dx→ 0
and ∫
R
ψru(L(ψru)− ψrLu) dx→ 0
as r →∞.
Proof. Let ε > 0 be given. By Plancherel’s theorem and elementary properties of the Fourier
transform,∫
R
ϕru(L(ϕru)− ϕrLu) dx =
∫
R
ϕ̂ru(ξ) [m(ξ)(ϕ̂r ∗ û)(ξ) − (ϕ̂r ∗ (mû))(ξ)] dξ
=
∫
R
ϕ̂ru(ξ)
∫
R
ϕ̂r(t)û(ξ − t)(m(ξ) −m(ξ − t)) dt dξ.
Now choose R > 0 such that∫
|ξ|>R
∣∣∣∣ϕ̂ru(ξ)∫
R
ϕ̂r(t)û(ξ − t)(m(ξ) −m(ξ − t)) dt
∣∣∣∣ dξ ≤ ε
for all large r. This can be done since, for all r, the expression inside the absolute value signs
is in L1 (this follows from that u ∈ Hs/2 and the definition of ϕ). Assume first that m has no
discontinuities. Then it is uniformly continuous on [−R,R]. Therefore, we can choose k = k(R)
sufficiently small so that |m(ξ)−m(ξ− t)| < ε for all |ξ| ≤ R and |t| ≤ k. We may safely assume
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that 1/r ≤ k. Thus∫
|ξ|≤R
|ϕ̂ru(ξ)
∫
|t|≤k
ϕ̂r(t)û(ξ − t)(m(ξ)−m(ξ − t)) dt| dξ
≤ ε
∫
|ξ|≤R
|ϕ̂ru(ξ)|
∫
|t|≤k
|ϕ̂r(t)û(ξ − t)| dt dξ
= ε
∫
|t|≤k
|ϕ̂r(t)|
∫
|ξ|≤R
|ϕ̂ru(ξ)û(ξ − t)| dξ dt
≤ ε sup
|t|≤k
{‖ϕ̂ru(·)û(· − t)‖L1(−R,R)}‖ϕ̂‖L1 .(3.5)
The last element rests on the trivial fact, following from the elementary properties of the Fourier
transform, that ‖ϕ̂r‖L1 = ‖ϕ̂‖L1 . For all k,
sup
|t|≤k
{‖ϕ̂ru(·)û(· − t)‖L1(−R,R)}‖ϕ̂‖L1 ≤ C1(R)
for some constant C1 = C1(R) uniformly in r > 1/k. Moreover, C1(R) is bounded from above
as R→∞. From (3.5) we thus conclude
(3.6)
∫
|ξ|≤R
|ϕ̂ru(ξ)
∫
|t|≤k
ϕ̂r(t)û(ξ − t)(m(ξ) −m(ξ − t)) dt| dξ ≤ C1(R).
Consider now |t| > k and assume for simplicity and without loss of generality that |ξ|s ≥ |ξ−t|s.
Then ∫
|ξ|≤R
|ϕ̂ru(ξ)
∫
|t|>k
ϕ̂r(t)û(ξ − t)(m(ξ)−m(ξ − t)) dt| dξ
≤
∫
|ξ|≤R
|ϕ̂ru(ξ)|
∫
|t|>k
|ϕ̂r(t)û(ξ − t)|(A2|ξ|s −A1|ξ − t|s) dt dξ
≤ sup
|t|>k
{|ϕ̂r(t)||t|s/2+1+δ}
∫
|ξ|≤R
|ϕ̂ru(ξ)|
∫
|t|>k
|û(ξ − t)|
|t|s/2+1+δ (A2|ξ|
s −A1|ξ − t|s) dt dξ,
where we have chosen δ > 0. The first term goes to zero as r →∞ since ϕ̂ is a Schwartz function:
sup
|t|>k
{|ϕ̂r(t)||t|s/2+1+δ} = sup
|t|>rk
{r|ϕ̂(t)||t/r|s/2+1+δ} → 0
as r →∞, while R <∞ and u ∈ Hs/2 implies∫
|ξ|≤R
|ϕ̂ru(ξ)|
∫
|t|>k
|û(ξ − t)|
|t|s/2+1+δ (A2|ξ|
s −A1|ξ − t|s) dt dξ
≤
∫
|ξ|≤R
|ϕ̂ru(ξ)|
(∫
|t|>k
|û(ξ − t)|2 |A2|ξ|
s −A1|ξ − t|s|2
|t|s dt ·
∫
|t|>k
1
|t|2+2δ dt
)1/2
dξ ≤ C2(R)
for some constant C2 = C2(R), where we used Ho¨lder’s inequality. Combining this with (3.6) we
conclude that for r sufficiently large we have∫
|ξ|≤R
|ϕ̂ru(ξ)
∫
R
ϕ̂r(t)û(ξ − t)(m(ξ − t)−m(ξ)) dt| dξ ≤ ε.
This proves the first part when m is a continuous function. If we allow m to have a finite number
of discontinuities as in Assumption (A), only the case |t| < k is affected. Now (3.6) will fail in
an interval of length 2k around each discontinuity in the interval (−R,R). The total measure of
the set where the inequality does not hold is, however, bounded by a constant C(k,N), where
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N is the total number of discontinuities and C(k,N) → 0 as k → 0. Moreover, the integral is
bounded over this set. This proves the first part of the result under Assumption (A).
To see that ∫
R
ψru(L(ψru)− ψrLu) dx→ 0
as r →∞, note that since u ∈ Hs/2 the integral ∫
R
uLu dx is finite. Thus∫
R
|ψ2ruLu| dx ≤
∫
|x|≥r
|uLu| dx→ 0
as r → ∞. Assumption (A) implies that (∫
R
uLu+ u2 dx
)1/2
is an equivalent norm to the
standard norm on Hs/2. For any non-negative integer j ∈ N, if u ∈ Hj then clearly ‖ψru‖Hj → 0
as r → 0. By interpolation it follows that ‖ψru‖Hs/2 → 0 as r → 0 for any number s > 0, and so∫
R
ψruL(ψru) dx→ 0
as r →∞. 
Using Theorem 3.6 we are able to prove the equivalent of Lemma 2.15 in [19] for a much larger
class of operators L, in particular extending the result to operators of order 0 < s < 1.
Lemma 3.7. Assume the dichotomy alternative holds for ρn. Then for each ε > 0 there is a
subsequence of {un}n, still denoted {un}n, a real number λ¯ = λ¯(ε), N ∈ N and two sequences
{u(1)n }n, {u(2)n }n ⊂ Hs/2 satisfying for all n ≥ N :
|U(u(1)n )− λ¯| ≤ ε,(3.7a)
|U(u(2)n )− (λ− λ¯)| < ε,(3.7b)
|Jκ(un)− Jκ(u(1)n )− Jκ(u(2)n )| < ε.(3.7c)
Furthermore,
(3.8) |Jκ(u(1)n )− µ¯| ≤ ε
and
(3.9) |Jκ(u(2)n )− (µ− µ¯)| ≤ ε,
where µ¯ is defined as in Lemma 2.6.
Proof. By assumption we can for every ε > 0 find a number N ∈ N and sequences of positive
functions {ρ(1)n }n and {ρ(2)n }n satisfying the properties (2.12). In addition, we may assume (see
[16]) that {ρ(1)n }n and {ρ(2)n }n satisfy
supp ρ(1)n ⊂ (yn −Rn, yn +Rn),
supp ρ(2)n ⊂ (−∞, yn − 2Rn) ∪ (yn + 2Rn,∞),
where yn ∈ R and Rn →∞. Then
(3.10)
∫
Rn≤|x−yn|≤2Rn
ρn dx ≤ ε.
Choose ϕ, ψ as in Theorem 3.6, satisfying ϕ2 + ψ2 = 1 in addition, and define
ϕn(x) = ϕ((x − yn)/Rn),
ψn(x) = ψ((x− yn)/Rn)
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and set u
(1)
n = ϕnun, u
(2)
n = ψnun. Since U(u(1)n ) is uniformly bounded for all n ∈ N, there
exists a subsequence of {u(1)n }n, still denoted {u(1)n }n, and a real number λ¯ = λ¯(ε) such that
U(u(1)n )→ λ¯. This implies that (3.7a) holds for sufficiently large n.
To prove (3.7b), we write∫
R
F (un) dx =
∫
|x−yn|≤Rn
F (un) dx+
∫
|x−yn|≥2Rn
F (un) dx
+
∫
Rn≤|x−yn|≤2Rn
F (un) dx
=
∫
|x−yn|≤Rn
F (u(1)n ) dx+
∫
|x−yn|≥2Rn
F (u(2)n ) dx
+
∫
Rn≤|x−yn|≤2Rn
F (un) dx(3.11)
=
∫
R
F (u(1)n ) dx+
∫
R
F (u(2)n ) dx
+
∫
Rn≤|x−yn|≤2Rn
F (un)− F (u(1)n )− F (u(2)n ) dx.
By the Sobolev embedding theorem, (3.10) implies∫
Rn≤|x−yn|≤2Rn
|un|p+1 dx ≤ Cε2/(p+1),
where C > 0 is independent of n. This implies that the last line of (3.11) can be made less than
ε by taking n large enough. Thus |U(un) − U(u(1)n ) − U(u(2)n )| ≤ ε and (3.7b) follows. To prove
(3.7c), note that
Jκ(u(1)n ) + Jκ(u(2)n ) =
=
∫
R
ϕ2nunLun dx+
∫
R
ϕnun(L(ϕnun)− ϕnLun) dx
+
∫
R
ψ2nunLun dx+
∫
R
ψnun(L(ψnun)− ψnLun) dx
+
∫
R
(ϕ2n + ψ
2
n)κu
2
n dx.
By Theorem 3.6,
∫
R
ϕnun(L(ϕnun) − ϕnLun) dx → 0 and
∫
R
ψnun(L(ψnun) − ψnLun) dx → 0
as n→∞. Thus N can be chosen sufficiently big so that
Jκ(un)− ε ≤ Jκ(u(1)n ) + Jκ(u(2)n ) ≤ Jκ(un) + ε,
for all n ≥ N .
To prove (3.8), we first write(
L
1
2 u(1)n
)2
=
(
L
1
2 (ϕnun)− ϕnL 12 un
)2
(3.12)
+ 2ϕnL
1
2un
(
L
1
2 (ϕnun)− ϕnL 12 un
)
+ ϕ2n
(
L
1
2un
)2
.
Theorem 3.6 holds equally well for L
1
2 , and so N can be taken sufficiently large so that∫
R
(
L
1
2u(1)n
)2
dx =
∫
R
ϕ2n
(
L
1
2 un
)2
dx+O(ε),
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for all n ≥ N . Thus we can write
Jκ(u(1)n ) ≥
∫
R
κ(u(1)n )
2 +
(
L
1
2 u(1)n
)2
dx
=
∫
R
ϕ2nρn dx+O(ε)
=
∫
|x−yn|≤Rn
ρn dx+
∫
Rn≤|x−yn|≤2Rn
ϕ2nρn dx+O(ε)
=
∫
R
ρ(1)n +O(ε)
≥ µ¯+O(ε),
where the fourth line follows from (2.12) and our assumptions on the support of ρ
(1)
n . This proves
(3.8). To prove (3.9) we proceed similarly, noting that (3.12) holds for u
(2)
n and ψn, and that
Theorem 3.6 still applies in this case. We get
Jκ(u(2)n ) ≥
∫
R
κ(u(2)n )
2 +
(
L
1
2u(2)n
)2
dx
=
∫
R
ψ2nρn dx+O(ε)
=
∫
|x−yn|≥2Rn
ρn dx+
∫
Rn≤|x−yn|≤2Rn
ψ2nρn dx+O(ε)
=
∫
R
ρ(2)n +O(ε)
≥ µ− µ¯+O(ε).

As a consequence of Lemma 3.7, we have the following result from [19]:
Lemma 3.8. Assume that dichotomy holds for ρn. Then there exists λ1 ∈ (0, λ) such that
Γλ ≥ Γλ1 + Γλ−λ1 .
Proof. This is Lemma 2.16 in [19], and having established Lemma 3.7 and Lemma 3.2, the proof
presented there holds without modification in the present case. 
As an immediate consequence of 3.8 we can preclude dichotomy.
Corollary 3.9. Dichotomy does not occur.
Proof. This follows directly from Lemma 3.3 and Lemma 3.8. 
With vanishing and dichotomy excluded we are able to state the main existence result of this
section:
Lemma 3.10. The set Gλ is non-empty for every λ > 0. Moreover, for every minimizing
sequence {un}n, there exists a sequence of real numbers {yn}n such that {un(· + yn)}n has a
subsequence that converges in Hs/2 to an element w ∈ Gλ.
Proof. Let {un}n be a minimizing sequence. From Lemmas 2.6, 3.5 and Corollary 3.9 we know
that compactness occurs. That is, there exists a subsequence of {un}n, which we denote by
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{un}n, and a sequence of real numbers {yn}n such that for any ε > 0, one can find R > 0 for
which ∫
|x−yn|≤R
ρn dx ≥ µ− ε
for all n, which implies
ε ≥
∫
|x−yn|≥R
ρn dx ≥
∫
|x−yn|≥R
κu2n dx.
We define u˜n(x) = un(x+ yn). Then
(3.13) κ
∫
|x|≥R
u˜2n dx ≤ ε.
Thus, for every k ∈ N, there exists an Rk such that∫
|x|≥Rk
u˜2n dx ≤
1
k
.
Furthermore, {u˜n}n is bounded inHs/2, and so, for every k ∈ N, there exists a wk ∈ L2([−Rk, Rk]c)
and a subsequence of {u˜n}n, denoted {u˜k,n}n, such that u˜k,n → wk in L2([−Rk, Rk]c) and
(3.14)
∫
|x|≥Rk
u˜2k,n dx ≤
1
k
for all n. A Cantor diagonalization argument on the sequences {u˜k,n}n yields a subsequence
of {u˜n}n, still denoted by {u˜n}n, that converges strongly in L2 to some function w ∈ L2.
Furthermore, {u˜n}n converges weakly in Hs/2 by the Banach-Alaoglu theorem, and so w ∈ Hs/2
as well. The L2 and weak Hs/2 convergence implies Lp+1 convergence:
‖u˜n − w‖Lp+1 ≤ C‖u˜n − w‖H(p−1)/2(p+1)
≤ C‖u˜n − w‖((p+1)s−p+1)/(s(p+1))H0 ‖u˜n − w‖
(p−1)/(s(p+1)
Hs/2
(3.15)
≤ C′‖u˜n − w‖((p+1)s−p+1)/(s(p+1))L2 .
Recall that we are assuming 1 < p < 1+s1−s , and so
p−1
2(p+1) <
s
2 , which makes the above use of the
Sobolev interpolation inequality valid.
Thus
(3.16) U(w) = λ.
By weak lower semi-continuity of the Hilbert norm we have
Jκ(w) ≤ lim inf Jκ(u˜n) = Γλ,
hence, by (3.16) and the definition of Γλ,
Jκ(w) = Γλ
and w ∈ Gλ. The above equations and remarks imply u˜n → w in Hs/2. 
Now observe that if f satisfies (B2), then {un}n is minimizing sequence for Γλ if and only
if {−un}n is a minimizing sequence for Γ−λ. Recalling the calculations regarding the Lagrange
multiplier at the beginning of the section and the scalings (2.7) and (2.8), we have proven
Theorem 2.1 (ii).
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4. Concentration-compactness for (2.4)
In this section we will prove existence of minimizers of
Iq := inf{E(w) : w ∈ Hs/2 and Q(w) = q},
for q > 0. The basic approach to finding minimizers of Iq is the same as for Γλ, and many of the
arguments above can be reused and/or modified to the present case. In this section we assume
that p ∈ (1, 2s+ 1).
Lemma 4.1. For all q > 0, one has
−∞ < Iq < 0.
Proof. Note that the first integral in (2.3) is non-negative. Thus, in order to prove Iq < 0, it
suffices to show that there exist a ϕ ∈ Hs/2 satisfying Q(ϕ) = q, such that
(4.1)
∫
R
F (ϕ) dx >
1
2
∫
R
ϕLϕdx.
Choose ϕ ∈ Hs/2 such that Q(ϕ) = q and F (ϕ) is non-negative. This can be done by taking ϕ
to be non-positive if cp < 0, and ϕ non-negative if cp > 0. For any t > 0, define
ϕt(x) =
√
tϕ(tx).
Then Q(ϕt) = q,
(4.2)
∫
R
F (ϕt) dx =
t(p−1)/2
p+ 1
‖ϕ‖p+1Lp+1,
and
(4.3)
∫
R
ϕtLϕt dx =
∫
R
m(tξ)|ϕ̂(ξ)|2 dξ ≤ Cts‖ϕ‖2Hs/2 ,
for some constant C > 0 independent of t. Since (p − 1)/2 < s per assumption, the right hand
side of (4.3) will go to zero faster than the right hand side of (4.2) as t→ 0 from above. Hence
we can find a t > 0 such that inequality (4.1) holds for ϕt. This implies Iq < 0.
To prove Iq > −∞, we use the Sobolev embedding and interpolation theorems to obtain∣∣∣∣∫
R
F (ϕ) dx
∣∣∣∣ ≤ C‖ϕ‖p+1H(p−1)/(2(p+1)) ≤ C‖ϕ‖((p+1)s−p+1)/sH0 ‖ϕ‖(p−1)/sHs/2 .
Thus
E(ϕ) = E(ϕ) +Q(ϕ)−Q(ϕ)
=
1
2
∫
R
ϕLϕ+ ϕ2 dx−
∫
R
F (ϕ) dx − q(4.4)
≥ C1‖ϕ‖2Hs/2 − C2q((p+1)s−p+1)/s‖ϕ‖(p−1)/sHs/2 − q
where C1, C2 > 0 depend only on the symbol m and the Sobolev embedding constant, respec-
tively. By assumption (p− 1)/s < 2, hence the growth of the term with negative sign in the last
line of (4.4) is bounded by the growth of the positive term, and it follows that Iq > −∞. 
Lemma 4.2. If {un}n is a minimizing sequence for Iq, then there exists constants K > 0 and
δ > 0 such that
(i) ‖un‖Hs/2 ≤ K for all n,
(ii) ‖un‖p+1 ≥ δ for all sufficiently large n.
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Proof. By Assumption (A), Pareseval’s inequality and the Sobolev embedding and interpolation
theorems, we have, for some constant θ depending only on m, that
θ‖un‖2Hs/2 ≤ E(un) +Q(un) +
∫
R
F (un) dx
≤ sup
n
E(un) + q + C‖un‖p+1H(p−1)/(2(p+1))
≤ C′ + Cq((p+1)s−p+1)/s‖un‖(p−1)/sHs/2 .
By assumption, (p − 1)/2 < 2, and so we have bounded the square of ‖un‖Hs/2 by a smaller
power, and the existence of a bound K follows. To prove statement 2 we argue by contradiction.
If no such constant δ exists, then
lim inf
n→∞
∫
R
F (un) dx ≤ 0,
which implies
Iq = lim
n→∞
(
1
2
∫
R
unLun dx−
∫
R
F (un) dx
)
≥ lim inf
n→∞
(
−
∫
R
F (un) dx
)
≥ 0,
contradicting Lemma 4.1. 
Lemma 4.3. For all q1, q2 > 0, one has
I(q1+q2) < Iq1 + Iq2 .
Proof. We start by claiming that for t > 1 and q > 0,
Itq < tIq.
To see this let {un} be a minimizing sequence for Iq and define u˜n =
√
tun for all n, so that
Q(u˜n) = tq and hence E(u˜n) ≥ Itq for all n. Then for all n we have
Itq ≤ 1
2
∫
R
u˜nLu˜n dx−
∫
R
F (u˜n) dx = tE(un) + (t− t(p+1)/2)
∫
R
F (un) dx.
Now taking n→∞ and using Lemma 4.2, we obtain
Itq ≤ tIq + 1
2
(t− t(p+1)/2)δ < tIq
since p + 1 > 2 and t > 1. Now the proof follows by the same arguments as in the proof of
Lemma 3.3. 
We note that for any minimizing sequence {un}n of Iq, the sequence { 12u2n}n satisfies the
conditions for Lemma 2.6 with µ = q. We will now preclude vanishing and dichotomy, and
thereby prove that compactness occurs.
Lemma 4.4. Vanishing does not occur.
Proof. From Lemmas 4.2 and 3.4 we conclude that there exists a number η > 0 and an integer
N ∈ N such that
sup
y∈R
∫ y+2
y−2
|un|p+1 dx ≥ η
for all n > N . The result now follows from standard embedding and interpolation arguments. 
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Lemma 4.5. Assume dichotomy occurs. Then for each ε > 0 there is a subsequence of {un}n,
still denoted {un}n, a real number q¯ ∈ (0, q), N ∈ N and two sequences {u(1)n }n, {u(2)n }n ⊂ Hs/2
satisfying for all n ≥ N :
|Q(u(1)n )− q¯| < ε,(4.5a)
|Q(u(2)n )− (q − q¯)| < ε,(4.5b)
E(un) ≥ E(u(1)n ) + E(u(2)n ) + ε.(4.5c)
Proof. This proof follows along the lines of the proof of Lemma 3.7, but we present it in detail
for the sake of clarity as some different argumentation are needed.
As noted in Lemma 3.7, we can, by assumption, for ε > 0 find a number N ∈ N and sequences
{ρ(1)n }n and {ρ(2)n }n of positive functions satisfying the properties (2.12), where ρn = 12u2n, µ = q
and q¯ = µ¯. We may assume that {ρ(1)n }n and {ρ(2)n }n satisfy
supp ρ(1)n ⊂ (yn −Rn, yn +Rn),
supp ρ(2)n ⊂ (−∞, yn − 2Rn) ∪ (yn + 2Rn,∞),
where yn ∈ R and Rn →∞. Then
(4.6)
1
2
∫
Rn≤|x−yn|≤2Rn
u2n dx ≤ ε,
for all n ≥ N . Now choose ϕ, ψ as in Theorem 3.6, satisfying ϕ2 + ψ2 = 1 in addition, and
define ϕn(x) = ϕ((x− yn)/Rn), ψn(x) = ψ((x− yn)/Rn), u(1)n = ϕnun and u(2)n = ψnun. By the
definitions of u
(1)
n and ρ
(1)
n ,∣∣∣∣Q(u(1)n )− ∫
R
ρ(1)n dx
∣∣∣∣ = ∫
|x−yn|≤Rn
|1
2
u2n − ρ(1)n | dx+
1
2
∫
Rn≤|x−yn|≤2Rn
ϕ2nu
2
n dx
≤ ε+ 1
2
∫
Rn≤|x−yn|≤2Rn
u2n dx ≤ 2ε,
for all n ≥ N . The last inequality follows from (4.6). Since
∣∣∣∫
R
ρ
(1)
n dx− q¯
∣∣∣ ≤ ε, we get (4.5a) by
repeating the procedure for ε/3. Comparing Q
(
u
(2)
n
)
to
∫
R
ρ
(2)
n dx, we obtain (4.5b) by exactly
the same arguments. To prove (4.5c), we write
E(u(1)n ) + E(u(2)n ) =
=
1
2
[∫
R
ϕ2nunLun dx+
∫
R
ϕnun(L(ϕnun)− ϕnLun) dx
]
+
1
2
[∫
R
ψ2nunLun dx+
∫
R
ψnun(L(ψnun)− ψnLun) dx
]
−
∫
R
(
ϕ2n + ψ
2
n
)
F (un) dx
+
∫
R
[
(ϕ2n − ϕp+1n ) + (ψ2n − ψp+1n )
]
F (un) dx.
It follows from Theorem 3.6 that by taking n sufficiently large (so that Rn is large enough), we
get
E(u(1)n ) + E(u(2)n ) ≤ E(un) + ε+
∫
R
[
(ϕ2n − ϕp+1n ) + (ψ2n − ψp+1n )
]
F (un) dx.
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For |x − yn| 6∈ (Rn, 2Rn) we have, by our choice of ϕ and ψ, that ϕ2n = ϕp+1r and ψ2r = ψp+1r .
Thus ∣∣∣∣∫
R
[
(ϕ2n − ϕp+1n ) + (ψ2n − ψp+1n )
]
F (un) dx
∣∣∣∣ ≤ ∫
Rn≤|x−yn|≤2Rn
2 |F (un)| dx
≤ CK(p−1)/sε((p+1)s−p+1)/s,
where we used the usual Sobolev embedding and interpolation theorems, combined with the
boundedness of un in H
s/2 and (4.6). As ((p + 1)s − p + 1)/s > 0, this proves that there is an
N such that (4.5c) holds for all n ≥ N . 
Corollary 4.6. Dichotomy does not occur.
Proof. Assume to the contrary that dichotomy occurs for a minimizing sequence {un}n. Then
by Lemma 4.5 there is for every ε > 0, a subsequence of {un}n, still denoted {un}n, a number
q¯ ∈ (0, q), N ∈ N and two sequences {u(1)n }n, {u(2)n }n ⊂ Hs/2 such that (4.5a)-(4.5c) are satisfied
for all n ≥ N . Then
Iq = lim inf
n→∞
E(un)
≥ lim inf
n→∞
E(u(1)n ) + E(u(2)n ) + ε
≥ Iq¯±ε + I(q−q¯)±ε + ε.
Taking ε→ 0+, we get a contradiction with Lemma 4.3. 
Now we are able to present the main existence result of this section.
Lemma 4.7. Let {un}n be a minimizing sequence for Iq. Then there exists a sequence {yn}n ⊂ R
such that the sequence {u˜n}n defined by u˜n(x) = un(x+ yn) has a subsequence that converges in
Hs/2 to a minimizer of Iq. In particular, the set of minimizers is non-empty.
Proof. Let {un}n be a minimizing sequence for Iq. By Lemma 4.4 and Corollary 4.6 we know that
compactness occurs. That is, there is a subsequence of {un}n, denoted {un}n, and a sequence
{yn} ⊂ R such that for every ε > 0, there exists 0 < r <∞ satisfying for all n ∈ N:
1
2
∫
|x−yn|≤r
u2n dx ≥ q − ε.
This implies that for every k ∈ N we can find rk ∈ R+ so that
1
2
∫
|x|≤rk
u˜2n dx ≥ q −
1
k
.
Furthermore, by Lemma 4.2 and the Rellich-Kondrachov theorem, for every k ∈ N, there is a
subsequence of {u˜n}n, denoted {u˜k,n}n, and a function wk ∈ L2 ([−rk, rk]) such that u˜k,n →
wk in L
2 ([−rk, rk]). From the inequalities above, we deduce that Q(wk) ≥ q − 1k . Now the
arguments in the proof of Lemma 3.10, involving a Cantor diagonalization argument, can be
straightforwardly be applied to the present case. 
It only remains to prove that minimizers of Iq solve (1.3) with positive wave speed c.
Lemma 4.8. Any minimizer of Iq is a solution to (1.3) with the wave speed c > 0 being the
Lagrange multiplier.
Proof. Let w ∈ Hs/2 be a minimizer of Iq. Then by the Lagrange multiplier principle there
exists γ ∈ R such that
E ′(w) + γQ′(w) = 0,
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where E ′(w) and Q′(w) denote the Fre´chet derivatives of E and Q at w. The the Fre´chet
derivatives E ′(w) and Q′(w) are given by
E ′(w) = Lw − f(w)
Q′(w) = w.
Thus w solves (1.3) with c = γ. Now it remains to prove c = γ > 0. Note first that
d
dθ
E(wθ)|θ=1 =
∫
R
wLw dx − (p+ 1)
∫
R
F (w) dx = 2E(w)− (p− 1)
∫
R
F (w) dx.
But E(w) = Iq < 0 and
∫
R
F (w) dx > 0, so that
d
dθ
E(wθ)|θ=1 < 0.
By the definition of Fre´chet derivative,
d
dθ
E(wθ)|θ=1 =
∫
R
E ′(w) · d
dθ
[wθ]|θ=1 dx = −γ
∫
R
Q′(w)w dx = −γ
∫
R
w2 dx,
and thus γ > 0. 
This concludes the proof of Theorem 2.1 (i).
5. Concentration-compactness for inhomogeneous nonlinearities
In this section we will prove Theorem 2.1 (iii). That is, we will consider nonlinearities of the
form g(u) = u+ f(u), where f is as in (B). Recall that we have set U˜(u) = ∫
R
1
2u
2+F (u) dx and
Γ˜λ = inf{J (w) : w ∈ Hs/2 and U˜(w) = λ}.
For a minimizing sequence {un}n of Γ˜λ we will define the sequence {ρn}n as in Section 3. As
before, we will show existence of minimizers by precluding vanishing and dichotomy and appeal
to Lemma 2.6. To do so, we need the following Lemma from [19]:
Lemma 5.1. There exists a real number λ0 ≥ 0 such that for all λ > λ0, any minimizing
sequence {un}n of Γ˜λ satisfies for sufficiently large n:∫
R
|un|p+1 dx ≥ δ,
for some δ > 0. If 1 < p < 2s+ 1 the statement holds for λ0 = 0.
Proof. Observe that J (u)−U˜(u) = E(u) and any minimizing sequence for Γ˜λ is also a minimizing
sequence for Γ¯λ = inf{E(u) : u ∈ Hs/2 and U˜(u) = λ}. If Γ¯λ < 0 then the result follows from
the proof of Lemma 4.2 (ii). If there is a function ϕ ∈ Hs/2, U˜(ϕ) = λ, such that∫
R
F (ϕ) dx >
1
2
∫
R
ϕLϕdx
then Γ¯λ < 0. When 1 < p < 2s + 1 we can use the results on E and Iq from Section 4. In
the proof of Lemma 4.1, that Iq < 0 for all q > 0 was shown by finding a family of functions
ϕt ∈ Hs/2 satisfying Q(ϕt) = q for all t > 0, such that F (ϕt) ≥ 0 and
∫
R
ϕtLϕt dx → 0 as
t → 0+ faster than ∫
R
F (ϕt) dx → 0. That is, for any q > 0 and any ε > 0, there are functions
u ∈ Hs/2 satisfying Q(u) = q and E(u) < 0 with ∫
R
F (u) dx < ε; i.e. |U˜(u)− q| < ε. Since ε was
arbitrary this proves that Γ¯λ < 0 for all λ > 0 when 1 < p < 2s+ 1.
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Now we consider 2s + 1 < p < 1+s1−s . As in Lemma 4.1, choose a function ϕ ∈ Hs/2 so that
F (ϕ) ≥ 0. For any λ > 0 there exists a real number a = a(λ) > 0 such that U˜(aϕ) = λ. Now
E(aϕ) = a
2
2
∫
R
ϕLϕdx− ap+1
∫
R
F (ϕ) dx.
Note that a(λ)→∞ as λ→∞, so E(aϕ) < 0 for sufficiently large λ. This proves the result. 
Lemma 5.1 illustrates the difference between homogeneous and inhomogeneous nonlinearities
in (1.2), and that there is a change in behaviour for the inhomogeneous case at the critical
exponent p = 2s+ 1.
Lemma 5.2. Vanishing does not occur.
Proof. Having established Lemma 5.1 the conditions in Lemma 3.4 are satisfied and the result
follows from the proof of Lemma 3.5. 
Lemma 5.3. If λ > λ0 and θ > 1 then Γ˜θλ < θΓ˜λ
Proof. Let {un}n be a minimizing sequence for Γ˜λ. Choose αn > 0 such that U˜(αnun) = θλ.
Since U˜(un) = λ we find
α2n = θ −
α2n(α
p−1
n − 1)
λ
∫
R
F (un) dx.
Thus
Γ˜θλ ≤ J (αnun) = α2nJ (un)
=
(
θ − α
2
n(α
p−1
n − 1)
λ
∫
R
F (un) dx
)
J (un).
Considering the proof of Lemma 5.1 we see that the statement of that lemma is true with F (un)
replacing |u|p+1. Thus for there is a δ > 0 such that ∫
R
F (un) dx ≥ δ for all sufficiently large n.
Furthermore, since θ > 1 and U˜(αnun) = θλ it is clear that αn ≥ 1 + ε for some ε > 0 for all
sufficiently large n. It follows that
θ − α
2
n(α
p−1
n − 1)
λ
∫
R
F (un) dx < θ,
and so
Γ˜θλ ≤ α2nJ (un) < θΓ˜λ.

Lemma 5.4. If λ > λ0, λ1 > 0, λ2 > 0 and λ1 + λ2 = λ, then Γ˜λ < Γ˜λ1 + Γ˜λ2 .
Proof. Observe that Γ¯λ = Γ˜λ − λ and it is sufficient to prove that Γ¯λ < Γ¯λ1 + Γ¯λ2 .
From the proof of Lemma 5.1 we conclude that Γ¯λ < 0. Hence if Γ¯λ1 , Γ¯λ2 ≥ 0 the claim is
trivial. Assume therefore that, say, Γ¯λ1 < 0. Then Lemma 5.3 holds for Γ¯λ1 . From here the
result can be proven in the same fashion as in Lemma 4.3 or equation (3.3). 
Lemma 3.7 and Lemma 3.8 carry over to the present case straightforwardly, and from Lemma
5.4 we then conclude that dichotomy does not occur. The arguments in Lemma 3.10 then gives
the existence of minimizers. This concludes the proof of Theorem 2.1 (iii).
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6. Stability and Regularity
In this section we will prove Theorem 2.3 and discuss the regularity of solutions to equations
(1.3), (1.4) and (2.10).
Proof of Theorem 2.3. We prove it only forDq; the proofs for Gλ and G˜λ are equivalent. Assume
the statement is false. That is, there exist a number ε > 0, a sequence {ϕn}n ⊂ Hs/2, and a
sequence of times {tn}n ⊂ R such that
inf
w∈Dq
‖ϕn − w‖Hs/2 <
1
n
and
inf
w∈Dq
‖un(·, tn)− w‖Hs/2 > ε
for all n, where un(x, t) solves (1.1) with un(x, 0) = ϕn(x). Since ϕn → Dq in Hs/2, E(w) = Iq
and Q(w) = q, we have E(ϕn)→ Iq and Q(ϕn)→ q.
Choose a sequence {αn}n ⊂ R such that Q(αnϕn) = q for all n ∈ N. Then αn → 1. As E(u)
and Q(u) are independent of t if u solves (1.1), the sequence fn := αnun(·, tn) satisfies Q(fn) = q
for all n and
lim
n→∞
E(fn) = lim
n→∞
E(un(·, tn)) = lim
n→∞
E(ϕn) = Iq.
The sequence {fn}n is therefore a minimizing sequence for E and from Theorem 2.1 and the
translation invariance of the functionals E and Q we deduce that there is an N ∈ N such that
for n ≥ N , there exists wn ∈ Dq satisfying
‖fn − wn‖Hs/2 ≤
ε
2
.
So for n ≥ N we have
ε ≤ ‖un(·, tn)− wn‖Hs/2
≤ ‖un(·, tn)− fn‖Hs/2 + ‖fn − wn‖Hs/2
≤ |1− αn|‖un(·, tn)‖Hs/2 +
ε
2
.
Taking n→∞ we get ε ≤ ε/2, a contradiction. 
Next we consider regularity of the solutions. Since L : Hr → Hr−s for all r ∈ R, Lu ∈ H−s/2
for u ∈ Hs/2 and the solutions we have found may be only distributional solutions of (1.3) and
(1.4). However, the solutions inherit regularity from the equations themselves.
Lemma 6.1. If f satisfies (B) with p ∈ (1, 1+s1−s ), then any solution u ∈ Hs/2 of (1.3), (1.4) or
(2.10) is in L∞.
Proof. Let p ∈ (1, 1+s1−s ) be given. Applying the Fourier transform on both sides of (1.3), (1.4) or
(2.10) yields
(k +m(ξ))û = f̂(u),
for some constant k > 0 depending on the wave speed c. Without loss of generality, we may
assume k = 1, and so
û =
f̂(u)
1 +m(ξ)
.
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Since u ∈ Hs/2 we have u ∈ Lq and f(u) ∈ L qp for all q ∈ [2, 21−s ]. It follows that f̂(u) ∈ Lq for
all 22−p(1−s) ≤ q ≤ ∞. By assumption (A), (1 +m(·))−1 ∈ Lq for all q > 1/s. Let ε > 0 be a
number such that 21+s+ε ≥ 1. We have
(6.1) ‖û‖2/(1+s+ε)
L2/(1+s+ε)
= ‖û 21+s+ε ‖L1 ≤ ‖f̂(u)
2
1+s+ε ‖Lr‖(1 +m(·))− 21+s+ε ‖Lr′ ,
where r, r′ > 0 are such that 1/r + 1/r′ = 1. We choose the smallest r for which we can
guarantee the first term on the right-hand side is finite. That is 2r1+s+ε =
2
2−p(1−s) , which gives
r = 1+s+ε2−p(1−s) . Then r
′ = 1+s+ε(1−s)(p−1)+ε . In order for ‖(1 +m(·))−
2
1+s+ε ‖Lr′ to be finite we need
2
(1− s)(p− 1) + ε >
1
s
,
which gives the inequality (1 − s)(p − 1) + ε < 2s to be satisfied. We claim that ε > 0 can
always be chosen such that this holds. For p minimal, i.e. close to 1, ε ≤ s is sufficient. If p is
large, let δ be the distance from p to 1+s1−s . Then we get 2s+ ε− (1− s)δ < 2s, which is satisfied
when ε < (1− s)δ. Assuming ε > 0 is appropriately chosen we get û ∈ L2/(1+s+ε) which implies
u ∈ L2/(1−s−ε), and so f(u) ∈ Lq for 1 ≤ q ≤ 2p(1−s−ε) and f̂(u) ∈ Lq for 22−p(1−s−ε) ≤ q ≤ ∞.
Inserting 2ε instead of ε in (6.1) and repeating the procedure by choosing r minimal with respect
to the new lower bound on q for the f̂(u) ∈ Lq we get the inequality (1−s)(p−1)+ε(2−p)< 2s
to be satisfied, which is already guaranteed by the first step since 2 − p < 1. In general we get
the inequality (1− s)(p− 1) + ε(n+ 1− np) < 2s to be satisfied after n iterations. By iterating
the procedure enough times, we get û ∈ L1 and thus u ∈ L∞. 
Theorem 6.2. If f satisfies (B) with p ∈ (1, 1+s1−s ), then any solution u ∈ Hs/2 of (1.3), (1.4)
or (2.10) is in Hs.
Proof. We apply the Fourier transform on both sides of (1.3), (1.4) or (2.10) and obtain
(6.2) (k +m(ξ))û = f̂(u),
for some k > 0. As in Lemma 6.1 we assume, without loss of generality, that k = 1 and
furthermore that cp = 1. By Plancherel’s Theorem and Lemma 6.1 we have
‖f̂(u)‖L2 = ‖f(u)‖L2 ≤ ‖u‖p−1L∞ ‖u‖L2 <∞,
and so, by (6.2), (1 +m(ξ))û ∈ L2 which implies u ∈ Hs. 
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Appendix: The necessity of a continuity assumption on the symbol m.
In this appendix we prove that assuming only that m satisfies (2.1), the existence of solitary
wave solutions of either (1.1) or (1.2) cannot in general be proved using the method of concentra-
tion compactness as in the previous sections. This will be done by providing a counter example,
where Dichotomy cannot be precluded for minimizing sequences.
Let E ⊂ R+ be a closed nowhere dense set of non-zero measure such that every point of E
is a limit point of the set. Such a set can be made by constructing a fat Cantor set C ⊂ [0, 1]
with measure 1 − α ∈ (0, 1) and let E be a union of disjoint translates of C. To be precise, we
first remove from [0, 1] the open interval with centre 1/2 and length α/2. In the next step, we
remove from each of the two remaining closed intervals the middle open interval of length α/8.
At the n-th step one removes from each remaining closed interval the middle open intervals of
length α/(22n−1). What remains in the limit is called the (fat) Cantor set of measure 1 − α. If
we define m by
m(ξ) :=
{
A2|ξ|s, if ξ ∈ R \ E,
A1|ξ|s, if ξ ∈ E
for any s > 0, then m satisfies (2.1). Assume that u ∈ S (R), the space of smooth, rapidly
decreasing functions. Let ϕr be as in Theorem 3.6. Then L(ϕru)− ϕrLu ∈ L2 and thus∫
R
ϕru(L(ϕru)− ϕrLu) dx =
∫
R
(m(ξ)(ϕ̂r ∗ û)(ξ)− (ϕ̂r ∗mû)(ξ)) ϕ̂ru(ξ) dξ.
Using standard properties of the Fourier transform and convolutions, the right hand side can be
written as ∫
R
∫
R
ϕ̂r(t)û(ξ − t)(m(ξ) −m(ξ − t)) dtϕ̂ru(ξ) dξ.
Consider now ξ ∈ E. For every r > 0, the set Ec ∩ [ξ− 1/r, ξ+1/r] has non-zero measure, where
Ec = R \E. This can be seen by taking any point x ∈ Ec ∩ [ξ − 1/r, ξ+1/r] (such a point must
exist since the closure of E has empty interior); if there exists no interval
(x− ε, x+ ε) ⊂ Ec ∩ [ξ − 1/r, ξ + 1/r]
then x is in the closure of E and, moreover, (ξ− 1/r, ξ+1/r) ⊂ E, which is a contradiction since
E is nowhere dense. Let L be the Lebesgue measure on the real line. We claim that there exists
a constant k = k(α) ∈ (0, 2) independent of ξ and r such that
L (Ec ∩ [ξ − 1/r, ξ + 1/r]) ≥ k(α)/r for all ξ ∈ E and all r > 1.
This means the ratio
L (Ec ∩ [ξ − 1/r, ξ + 1/r])
L ([ξ − 1/r, ξ + 1/r)
is bounded from below; i.e. a minimum portion of the interval in the sense of measure always
belongs to Ec. To see that this claim is true, let P be the collection of all open intervals deleted
from [0, 1] in the construction of the Cantor set and their translates according the definition
of E. Let P ′ denote the corresponding collection of closed sets remaining at each step of the
construction. Let ξ be given. If there is a P ∈ P such that, say, L (P ∩ [ξ − 1/r, ξ + 1/r]) >
1/(2r) the result is satisfied by k(α) = 1/2. Assume therefore that this is not the case. By
assumption there exists a point τ1 ∈ [ξ+1/(2r), ξ+1/r] that is a left endpoint of some P ′ ∈ P ′.
Similarly, there is a point τ2 ∈ [ξ − 1/r, ξ − 1/(2r)] that is the right endpoint of some P ′ ∈ P ′.
Now [τ1, τ2] ⊆ [ξ − 1/r, ξ + 1/r] and L ([τ1, τ2]) > 1/r. Furthermore, [τ1, τ2] can by construction
be written as a union of disjoint elements of P ′ and P . Clearly, L (Ec ∩ P ) = L(P ) and by the
construction of the Cantor set, L (Ec ∩ P ′) = αL(P ′). Thus L (Ec ∩ [τ1, τ2]) > α/r and therefore
our claim holds with k(α) = α.
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Observe next thatm(ξ)−m(ξ−t) ≤ −(A2−A1)|ξ|s+A2|1/r|s when t ∈ (Ec−ξ)∩ [−1/r, 1/r].
Furthermore, we may assume that û ≥M for some M > 0 in all intervals [ξ−1/r, ξ+1/r] where
ξ ∈ E for r sufficiently large. Thus∫
(Ec−ξ)∩[−1/r,1/r]
ϕ̂r(t)û(ξ − t)(m(ξ − t)−m(ξ)) dt
≥M(A2 −A1)|ξ|s
∫
(Ec−ξ)∩[−1/r,1/r]
ϕ̂r(t) dt
=M(A2 −A1)|ξ|s
∫
r((Ec−ξ)∩[−1/r,1/r])
ϕ̂(x) dx
≥ N(A2 −A1)|ξ|s,
for some constant N > 0 that does not depend on r. This follows since the measure of the area
of integration in line three is greater than k(α) and so the integral of ϕ̂ over the set is non-zero.
Hence
lim inf
r→∞
∣∣∣∣∣
∫
E
∫
(Ec−ξ)∩[−1/r,1/r]
ϕ̂r(t)û(ξ − t)(m(ξ) −m(ξ − t)) dtϕ̂ru(ξ) dξ
∣∣∣∣∣
≥ N(A2 −A1)
∣∣∣∣∫
E
|ξ|sϕ̂ru(ξ) dξ
∣∣∣∣ > 0.
Assume now that dichotomy occurs for a minimizing sequence {un}n. In Lions’ [16] construction
of the sequences in the case of dichotomy u
(1)
n = ϕR1un and u
(2)
n = ψrnun for suitably large R1
and rn →∞, where ϕr, ψr are defined as in Theorem 3.6. We have
J (un) =J (u(1)n ) + J (u(2)n ) +
1
2
∫
R
ηrn
(
uLu+ κu2
)
dx
−
∫
R
ϕR1un(L(ϕR1un)− ϕR1Lun) dx
−
∫
R
ψrnun(L(ψrnun)− ψrnLun) dx,
where ηrn = χR − ψ2rn − ϕ2R1 . For any ε > 0 the last term can be taken to be smaller than ε in
absolute value by choosing rn big enough according to Theorem 3.6, as continuity of m was not
used in that part of the proof. By assumption,
∫
R
ηrn |u|p+1 dx ≤ ε for n sufficiently large. If un
is, say, a rapidly decreasing function so that Lu ∈ L(p+1)/p then Ho¨lder’s inequality implies that
1
2
∫
R
ηrn
(
c1uLu+ c2u
2
)
dx goes to zero as ε goes to zero. However, as our calculations above
show, the term
∫
R
ϕR1un(L(ϕR1un)−ϕR1Lun) dx can in general be bounded away from zero for
all choices of R1 for elements un ∈ Hs/2.
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