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{ Lasso (Tibshirani [1996])
{ SCAD (Fan and Li [2001])
{MCP (Zhang et al. [2010])
{ブリッジ回帰 (Frank and Friedman [1993])




^ = arg min

(jjy  Xjj22 + jjjj1) (1)
{ Elastic net
^ = arg min

(jjy  Xjj22 + 2jjjj2 + 1jjjj1) (2)
チューニングパラメータの選び方によって大きく結果が変わってしま
う問題がある(以下、Lassoの場合)。



























;F ; P )を考える。Fを実内積空間、 L(f; !) : F  
 ! Rと
する。また、L(f ) = L(f; ) 2 L1(P )とする。この時、Fをパラメータ空
間、L(f )をf 2 Fのロス関数と考える。そして、L : F! R





とする。更に、E : F! [0;1)















仮定1(Convexity)  7! L(f; !)は任意の! 2 
に対して、凸である。
仮定2(Quadratic margin)以下を満たす c > 0、Flocal  Fが存在
する。
8f 2 Flocal; E(f )  ckf   f0k2
 S  f1;    ; pg
  = (ij)1i;jp = (h i;  ji)1i;jp
 2(L; S) = minfjSj> : kSk1 = 1; kSck  Lg
  = argmin0 L(f):
 2pos() = minfkfk2 : kk1 = 1;   0g
ZM = sup:k k1M jv()  v()j
 f = f, f^ = f^, S = fj : j 6= 0g and s = jSj
定理
仮定1、2、さらに := 2pos() > 0、2 := 2(3C=; S) > 0、ただし、
C := max1jp k jk2が満たされている時、 > 0で








s2; M = "=:
とする。また、f 2 Flocalで 2 Rpがk   k1 Mを満たすとする。
この時、fZM  "gにおいて、












E(f^ )  5
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