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ABSTRACT 
The solvability of linear equations with solutions in the interior of a closed convex 
cone is characterized. Corollaries include Lyapunov’s theorem characterizing stable 
matrices and a generalization of Stiemke’s theorem of the alternative for complex 
linear inequalities. 
INTRODUCTION 
Theorem 1, the main result, characterizes the solvability of the system 
TX = b, x e int S (1) 
where T E CmXn, b E Cm and S a closed convex cone in Cn.l Corollaries 
and special cases of this theorem include Lyapunov’s characterization of 
stable matrices (by taking S the cone of positive semi-definite matrices 
in the real space of Hermitian matrices, T(X) = AHX + XA, b = - I) 
and a generalization of Stiemke’s theorem of the alternative for complex 
linear inequalities (by taking b = 0). 
* Contribution is part of a Ph.D. Dissertation in Applied Mathematics at North- 
western University, 1970. 
t Research partly supported by the National Science Foundation, projects 
GP7550 and GP6627 at Northwestern University. 
1 Nomenclature section to be found at end of article. 
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1. THE SOLVABILITY THEOREM 
The following theorem is a special case of Mazur’s theorem, or the 
geometric form of the Hahn-Banach theorem, e.g., [7, p. 691 or [16, p. 461. 
An elementary proof is presented here, for the sake of completeness. 
THEOREM 1. Let T E CmXn, b E Cm, S a closed convex cone with nonempty 
interior in 0. Then the following are equivaled: 
(a) The system 
TX = b, x E int S (1) 
is consistent. 
(b) b E l?(T) and 0 # THy E S* implies Re(b, y) > 0. 
Proof. 
(a) 3 (b) : Statement (a) clearly implies b E R(T). Also, 
Re(b, y) = Re(Tx, y) 
= Re(x, THy), 
>0 if Of THy~S* and xEintS. 
(b) * (a): If b E R(T) then the solutions of 
TX = b 
constitute the manifold 
T+b + N(T). 
Statement (a) is therefore equivalent to 
b E R(T) and {T+b + N(T)} flint S # 0 
rewritten as 
b E R(T) and T+b E N(T) + int S. 
From Statement (b) it follows that 
0 # THy E S* =P 0 < Re(b, y) 
= Re(TT+b, y) 
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(since TT+ is the projector on R(T), [5]) 
= Re(T+b, THy), 
which implies that 
T+b E int[R(TH) fl S*]*. 
But 
[Z?(TH) flS*]* = cl[R(TH)* + S**], by [3, Corollary 1.71 
(2) 
= cl[N(T) + S], by [3, Example 1.2(a) and Theorem ~II].~ 
(3) 
From Eqs. (2) and (3) it follows that 
T+b E int{cl[N(T) + S]} ’ 
= int{N(T) + S} 
= N(T) + int S, by [15, Corollary 6.6.21 
which completes the proof. q 
2. LYAPUNOV’S THEOREM 
Lyapunov’s theorem characterizes stable matrices as follows. 
THEOREM 2 [lo, 11. Let A E CnXn. Then the following are eqakalent: 
(a) The matrix equation 
AHX+XA= -I (4) 
has a positive definite solution X. 
(b) A is stable; i.e., 
Re a(A) < 0. (5) 
Generalizations, related results and further references are given in 
[l, 2, 17, 191. 
2 cl denotes closure, which here, like intevior above, can bc defined algebraically 
(see Nomenclature). 
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In this section we prove Theorem 2 as a corollary of, in fact a special 
case of, Theorem 1. Let 
V be the real space of n x n Hermitian 
matrices (V is isomorphic to Rn(n+1)/2) (6) 
S be the cone of positive semidefinite matrices in V 
and let an inner product be defined on V by (7) 
(X, Y) = tr(XYH).3 (8) 
For this inner product it is now shown that the cone S of positive semi- 
definite matrices is self-polar: 
LEMMA 1. Let V, S, and ( ,) be given by Eqs. (6), (7) and (8). Then 
s = s*. 
Proof. 
S C S* : This is equivalent to 
A ES, BES implies (A,B) 30. 
Let A ES, BE S. Then A o B E S [ll, p. 121, Theorem 4.5.21, which 
implies that 
((A 0 B)x, x) >, 0 for all x E P. (9) 
Let e denote the vector of ones. Then 
(A, B) = 2 aijbij 
ij 
= ((A 0 B)e, e) 
30, by(g). 
S* c S: Let A ES*. For any x E C”, xxH E S and therefore 0 < 
(A, xx”) = (Ax, x), which proves A E S. q 
3 This is the Euclidean inner product of the matrices regarded as nz-dimensional 
vectors. Since Ii is a space of Hermitian matrices (X, Y) = tr XY is a real valued 
function. 
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The interior of S (= int(S*) by Lemma 1) is characterized in the 
following lemma which is similarly proved.4 
LEMMA 2. Let V’, S, and ( , ) be given by (6), (7), and (8). Thea 
int S = the positive definite matrices in CnXn. 
For any A E Cnxn consider the linear operator T,: V + V given by 
TA(X) = AHX + XA. (10) 
The adjoint TAH of T,, defined by 
(TA(X), Y) = (X, TAH(Y)) for all X, YE V, (11) 
is given in the following lemma. 
LEMMA 3. 
TAH = T,,, i.e., TAH(Y) = AY + YAH. 
Proof. 
(TA(X), Y) = tr AHXY + tr XAY 
= tr XYAH + tr XAY 
= (X, AY + YAH). n 
These results give the following special case of Theorem 1: 
COROLLARY 1. Let A E 0~“. Then the following aye equivalent: 
(a) The matrix equation 
AHX+XA = -I (4) 
has a positive definite solution X. 
(b) The matrix equation (4) has a sol&ion, and 0 # AY + YAH 
positive semi-definite implies tr Y < 0. 
4 If V is changed from (6) to the complex space of n x n complex matrices, but 
S and ( , ) are still given by (7) and (8) respectively, then Lemmas 1 and 2 are false; 
for then the matrix iI is in S* but not in S (contradicting Lemma l), and int S is 
empty since there is no X E S with Re(X, iI) > 0 (contradicting Lemma 2). 
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Proof. In Theorem 1 we take S given by Eq. (7), T = T, as given by 
Eq. (10) and b = - I. Then parts (a) and (b) of Theorem 1 reduce to 
parts (a) and (b) of Corollary 1, by using Lemmas 1, 2, and 3. n 
Since parts (a) of Corollary 1 and of Theorem 2 are identical, the proof 
of the equivalence of their parts (b) given below, is a proof of Theorem 2. 
Proof of Tkeorenz 2. We show that Corollary l(b) is equivalent to 
Theorem 2(b). 
Corollary l(b) 3 Tlzeorem 2(b). Assuming Corollary 1 (b) we first show 
that the consistency of Eq. (4) implies that A has no pure imaginary eigen- 
values. Let X be any solution of Eq. (4). Then 
0 > - (26, U) = ((PX + XA)U, U) 
= (XU, Azc) + (XAzt, U) for all 0 # U E C”. (12) 
Suppose now that ai is a pure imaginary eigenvalue of A, and u is the 
corresponding eigenvector 
Au = (c+. 
Then 
(Xu, Az4) + (XAu, u) = - cri(X~, U) + ai(Xu, U) 
= 0, contradicting Eq. (12). 
Next we show that A is stable: Let 1 E o(A), let x be the corresponding 
eigenvector Ax = ilx, and let 
Y = (Re ;1)~#. 
For this Y we get 
A Y + YAH = (Re 2) [JzP + %#I 
which is positive semidefinite, and nonzero since A is not pure imaginary. 
From Corollary l(b) it follows that 
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0 > tr Y = tr(Re A)xA? 
= (Re A)x~x, 
proving that A is stable. 
Theorem 2(b) 3 Corollary l(b). Let A be stable. Then AH and - A 
have no common eigenvalue and therefore the matrix equation (4) has a 
unique solution, e.g., [8, p. 2251. This solution is Hermitian because 
&(X + X”) is a solution of Eq. (4) whenever X is. 
To prove the second half of Corollary l(b) let E > 0 and let T be a 
nonsingular matrix such that 
i 
A1 b12 ..- bl, 
TAT-l=B= 
0 
with 
n-l n-l 
2 2 lbj < e, e.g., [l, p. 1981. 
i=l j=i+1 
(13) 
The stability of A implies that all the diagonal entries of B in Eq. (13) 
have negative real parts. Therefore it is possible to choose E > 0 and 
corresponding T and B in Eqs. (13) and (14) such that 
Re(Bu, M) < 0 
for every 0 # u E Cn. Let Y be any matrix in V such that 
O#AY+YAH is positive semidefinite. 
(15) 
(16) 
We have to prove that tr Y < 0, for which it suffices to show that Y is 
negative semidefinite, since Y # 0 by (16). The negative semidefiniteness 
of Y is equivalent to that of 
Z = TYTH 
since Y and Z are hermitely congruent, [ll, pp. 84-851. 
To show that Z is negative semidefinite we first note that 
BZ + ZBH = T(AY + YAH)THt 
(17) 
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by Eqs. (13) and (17). Thus BZ + ZBH and A Y + YAH are hermitely 
congruent, and BZ + ZBH is positive semidefinite by Eq. (16). This 
means that 
0 < ((BZ + ZBH)2t, U) = ((I32 + (B.ZJH)u, U) for all U E Cn 
which implies that 
0 < Re(BZu, U) for all u E C”. (19) 
Suppose now that Z has a positive eigenvalue A, corresponding to an 
eigenvector U. Then 
Re(BZu, U) = 1 Re(Bti, U) 
> 0, by Eq. (18). 
Therefore 
Re(BzL, W) 3 0 contradicting Eq. (14). 
Therefore 2 and Y are negative semidefinite which completes the 
proof. H 
The methods of this section, based on Theorem 1, were used on [6] to 
study the various relatives of Lyapunov’s theorem given in [Z, 9, 17, 191. 
3. A THEOREM OF THE ALTERNATIVE FOR COMPLEX LINEAR INEQUALITIES 
The conclusion Re(b, y) > 0 in Theorem l(b) cannot hold if b = 0. 
This proves the following theorem of the alternative for complex linear 
inequalities : 
THEOREM 3. Let T E CmXn, S a closed convex cone with nonempty 
interior in C”. Then exactly one of the following two systems is consistent: 
(1) TX = 0, x E int S, 
(II) 0 # THyd”. 
For a polyhedral S this theorem was proved in [4], where other theorems 
of the alternative and references are given. Theorem 3 is the first theorem 
of the alternative for complex linear inequalities over a general (non- 
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polyhedral) closed convex cone. A special case of Theorem 3 is Stiemke’s 
theorem of the alternative for real linear inequalities, stated as follows: 
COROLLARY 2 [13]. Let T eRmxn. Thex exactly one of the follouing 
two systems is consistent: 
(1) TX = 0, x > 0, 
(II) Tty 3 0.5 
Proof. Follows from Theorem 3 in the real case by taking S = 
R”=S* + . n 
Other theorems of real linear inequalities, e.g., [12, 131, may be general- 
ized to complex linear inequalities over non-polyhedral closed convex 
cones, by using the methods of this paper. 
NOMENCLATURE 
Cn[Rn] = the n-dimensional complex [real] vector space. 
Cmxn[Rmxn] = the m x n complex [real] matrices. 
R n = {x E Rn: xi 3 0 (i = 1,. . , n)} = the nonnegative orthant in R”. 
Fir any x = (xi) E Rn : 
x&Odenotesxi>O(i = l,...,~) 
x 3 0 denotes 0 # x 2 0 
x>Odenotesxi>O(i= l,...,~z). 
For any x, y E 0 the inner product is given by 
(x, y) = y%. 
For any A E Cmxn we denote by 
AC the conjugate of A 
At the transpose of A 
AH = Act 
R(A) the range of A 
N(A) the null space of A 
a(A) the spectrum of A 
5 Recall that 2 0 means 2 but # 0 
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tr(A) the trace of A 
A+ the generalized inverse of A i 141. 
For any A = (a,J, B = (bij) in CmXn we denote by 
(A, B) = tr(ABH) = ci,j aijbij-the inner prodabet of A, B 
A o B = (aijbij) E CrnXn the Hadamard product of A, B [ll]. 
The matrix A E CnXn is said to be stable if the real parts of the eigenvalues 
of A are negative. 
A nonempty set S in Cn is a 
(i) convex coqze if S + S C S and if ct 3 0 implies a.S C S, 
(ii) pointed convex cone if it satisfies (i) and if S fl (- S) = (0). 
For any nonempty set S in Cn let the polar of S be defined by 
S* = {y E 0: x E S * Re(y, X) > 0}, e.g. 131. 
The polar S* is a closed convex cone. Since S* coincides with the polar 
of the smallest closed convex cone containing S, e.g. [3], it suffices to 
study polars of closed convex cones. 
The interior of S* is defined (algebraically) as: 
intS* ={y~S*:O#x~S*Re(y,x)>0}. 
For any closed convex cone S, int S* is nonempty if and only if S 
is pointed, e.g. [4]. 
Since S = S** if and only if S is a closed convex cone, e.g. [3, Theorem 
1.51, it follows that for a closed convex cone S, int S defined by int S = 
{x E S: 0 # y E S* * Re(y, X) > 0}, is nonempty if and only if S* is 
pointed. 
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