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ABSTRACT
Spreen, Christopher M. PhD, Purdue University, December 2017. Automated Patch
Point Placement Capability For Hybrid Trajectory Targeting . Major Professor:
Kathleen C. Howell.

In this investigation, the automation of trajectory discretization, in the form of
patch point placement, is explored, along with the eﬀects of such automated strategies
on diﬀerential corrections processes. To begin, current diﬀerential corrections algorithms are presented and evaluated. Extensions of these algorithms into a higher-order
ephemeris force model are explored and a hybrid diﬀerential corrections algorithm
suitable for high-ﬁdelity dynamical environments is proposed. With an appropriate
diﬀerential corrections algorithm in place, a metric for quantifying the sensitivity of
a trajectory to small perturbations is detailed. This sensitivity metric, known as a
Lyapunov exponent, is subsequently leveraged to provide information regarding the
beneﬁcial placement of new patch points along a trajectory path. From the patch
point placement information supplied by the Lyapunov exponents, a preliminary, automated trajectory discretization algorithm is developed. The resulting patch point
conﬁguration generated from this automated algorithm is then evaluated through the
implementation of the previously provided diﬀerential corrections algorithm.
The remaining sections of this investigation seek to improve the performance of the
preliminary, automated patch point placement algorithm through the incorporation
of higher-order, nonlinear dynamical information. In the pursuit of this objective,
processes for the computation of higher-order state transition matrices, employing
both analytical and numerical techniques, are presented, along with the employment
of such higher-order state transition matrices in the generation of higher-order Lya-
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punov exponents. The higher-order information available from this work is then directly implemented within the previously presented automated trajectory discretization algorithm. At the conclusion of this investigation, the performance of both
automated algorithms are evaluated and compared to determine the eﬀect that the
inclusion of nonlinear information has on the automated placement of patch points
along a trajectory path.
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1. INTRODUCTION
Targeting and guidance, as well as baseline trajectory design, are nontrivial processes
that are critical components of all successful space missions. Additional complexities
arise when these processes are applied within non-Keplerian dynamical environments.
For such applications, analysis is typically accomplished by an expert familiar with
the gravitational models and any perturbations expected along the path. Also, such
an expert possesses an intuitive understanding of the types of solutions likely to yield
a successful result. A common trajectory design approach is primarily based on the
decomposition of a preliminary guess for a solution into multiple separate segments
or arcs. Subsequently, some solution scheme for a two-point boundary value problem,
i.e., a diﬀerential corrections, or targeting, strategy is simultaneously applied to all
segments to blend them into a single continuous path. This problem formulation, frequently denoted as a multiple-shooting approach, mitigates the numerical issues often
inherent in diﬀerential corrections algorithms. Constraints, such as path continuity,
are enforced at the intersection points between the separate arcs. These intersection points are interchangeably labeled patch points, or nodes. Beyond providing
locations to enforce trajectory constraints, these patch points also oﬀer convenient
locations for the implementation of impulsive maneuvers. Due to the impact of these
patch point locations on both the targeter convergence behavior as well as the characteristics of the ﬁnal solution path, the design of a suitable trajectory beneﬁts from
well-formulated diﬀerential corrections algorithms and the intelligent placement of
patch points along a preliminary path.
For trajectories inﬂuenced by the gravity of the Sun and planets, the successful
delivery of a pre-planned baseline solution path is the primary objective in the de-
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velopment of targeting algorithms. Also, in the event that a spacecraft signiﬁcantly
departs from the originally targeted baseline, or nominal path, a new trajectory that
meets the mission speciﬁcations requires rapid and eﬃcient construction. Given the
increasing complexity of future mission goals, however, many situations may arise
that are challenging to even an experienced designer. In such future scenarios, additional tools that introduce additional autonomy into the design process can aid
both ground-based and on-board trajectory design capabilities. For example, an autonomous, on-board spacecraft trajectory design capability mitigates the impact of
time delays associated with long distance communications as well as the requirement for additional time-sensitive ground analysis. However, the development of
such an automated processes is particularly challenging, especially within complex,
multi-body dynamical regimes. The resulting strategy must be focused and robust
since multiple aspects of an expert analysis are to be distilled into simple algorithms.
While a single cohesive, autonomous, on-board trajectory design structure may be an
eventual goal, speciﬁc aspects of the trajectory design process are ﬁrst explored and
automated individually, then, combined over time to create an increasingly capable
automated framework. This investigation focuses on the development of one speciﬁc
aspect of the trajectory design process, i.e., the intelligent distribution of patch points
along a baseline trajectory path prior to the implementation of diﬀerential corrections
processes.

1.1

Motivation

One of the main drivers behind this investigation involves the Orion spacecraft,
currently under development as part of NASA’s eﬀort to return humans to space
beyond low Earth orbit. As part of this initiative, several exploration missions are
currently planned. Eﬀective targeting strategies directly support such exploration
missions; the ﬁrst two are, in fact, aptly named Exploration Mission 1 (EM1) and
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Exploration Mission 2 (EM2). In the case of EM1, the goal is to send NASA’s Orion
spacecraft (without a crew) beyond the Moon to enter into a Distant Retrograde Orbit
(DRO) before returning to Earth. This mission aims to demonstrate the capabilities of
the Orion spacecraft as well as the reliability of NASA’s other advancing technologies
before including a crew in EM2.
The complexity of EM2 is signiﬁcantly increased beyond that of EM1 simply because a crew is involved. However, several additional mission objectives also add
challenges. For example, the main goal of EM2 is transporting a crew beyond the
Moon using a circumlunar free-return trajectory, similar to mission scenarios during
the Apollo Program. Along with this primary objective, NASA also hopes to insert
an unmanned second spacecraft into a linearly stable orbit near the Moon to establish a long-term presence in the lunar vicinity. A potential approach to accomplish
this secondary objective is an autonomous delivery, i.e., independent of continuous
communications with Earth. Such a possibility, in the near or far future, demands
more autonomy in targeting and guidance.
A second motivating factor for the development of an automated node placement
capability in the targeting problem originates from the current structure of the ﬂight
software on-board the Orion spacecraft. The ﬂight software includes a diﬀerential
corrections algorithm formulated as a Two-Level Targeter (TLT) [1,2]. This on-board
version of the TLT incorporates patch points, or nodes, to decompose the larger twopoint boundary value problem into smaller, more computationally manageable pieces.
However, within the ﬂight software, the maximum number of allowable patch points is
pre-speciﬁed. This maximum value prevents the algorithm from employing too many
smaller arcs that might increase the computational burden. The TLT also employs
the patch points to apply constraints that ensure that the necessary requirements
for the mission trajectory are satisﬁed. However, the number of constraints is often
below the maximum number of allowable patch points. Therefore, a signiﬁcant focus
of this investigation concerns the number of patch points associated with constraints;
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if the number of nodes does not reach the maximum allowable number, the addition
of more points at advantageous locations along the trajectory path may improve the
convergence behavior of the diﬀerential corrections algorithm.

1.2

Previous Work

A review of previous work oﬀers a context for this investigation. In particular,
previous developments in targeting and diﬀerential corrections is a useful foundation.
Diﬀerential corrections algorithms originally date to Newton [3] and serve as powerful tools for solving constrained two-point boundary value problems. However, the
eﬀective formulation of diﬀerential corrections algorithms is problem-dependent. For
this application, the diﬀerential corrections algorithms are all categorized as shooting
methods, described in detail by Keller, Roberts, and Shipman [4,5]. Shooting schemes
of various types are employed in the aerospace community. Two such methods include parallel-shooting and the two-level targeting method. A particular implementation for parallel shooting is a free-variable/constraint method and is eﬀectively a
multi-dimensional application of Newton’s root ﬁnding scheme. A number of authors,
including Grebow, Pavlak, Koon, Lo, Marsden, Ross, Szebehely, Keller, Roberts, and
Shipman, as well as others, discuss various forms of this numerical scheme [4–10].
However, the formulation detailed by Pavlak [8] is employed, as appropriate, for this
investigation.
Similar to a free-variable/constraint approach, the two-level targeting method is
also a variation of a Newton root-ﬁnding scheme. However, a TLT algorithm is decomposed into two distinct processes or levels and is, therefore, very well-suited for
on-board applications. Howell and Pernicka presented the original version of this algorithm in 1988 [11] and, subsequently, several updates and modiﬁcations have been
incorporated. For example, Wilson and Howell developed a scheme for processing additional constraints in 1998 [12]; Marchand, Howell, and Wilson introduced additional

5
alterations to the algorithm in 2007 [13]. In 2009, Scarritt, Marchand, and Weeks
incorporated a ﬁnite-thrust capability into the basic formulation [1]. Based on the
similarities between the free-variable/constraint method and the two-level targeting
scheme, Harden, in 2013, proposed a feasible hybrid algorithm within the context of
the Circular Restricted Three-Body Problem (CR3BP) which leverages the strengths
of both algorithms [14]. Extending this hybrid process into higher-ﬁdelity dynamical
models is an objective of this current investigation.
As a foundation for an automated patch point placement algorithm, sensitivity
analyses, in the form of Lyapunov exponents, oﬀer signiﬁcant insight. Authors including Short, Anderson, Lo, Born, and Harden detail the usefulness of Lyapunov exponents and oﬀer examples that leverage them for applications in navigation, maneuver
planning, and trajectory design under a variety of dynamical models [14–16]. Haapala
formulates a potential strategy to place patch points using sensitivity analysis, and
Harden extends the application by implementing the Lyapunov exponents within a
preliminary patch point placement process in the circular restricted three-body problem [14,17,18]. Beyond this preliminary eﬀort, Spreen et al. introduces an automated
patch point placement prototype, implemented within the n-body ephemeris force
model in 2015 [19]. This prototype also serves to expand the preliminary process
by Harden into a fully automated process within a more complex dynamical environment. However, linear analysis (as performed by Harden and Spreen [14, 19]) is
likely not suﬃciently accurate for applications in scenarios to be encountered during future missions. In addition, linear analysis may not be suﬃciently reliable for
crewed missions. Therefore, investigation of ways to combine nonlinear information
with the information available from linear Lyapunov exponents is necessary. Nonlinear information might be incorporated via state transition matrices constructed to
higher orders of accuracy. Park and Scheeres [20–22], as well as Turner, Junkins, and
Majji [23, 24], suggest methods to compute these matrices analytically, while several
other authors, e.g., Lyness, Moler, Squire, Trapp, Lai, Crassidis, Cheng, and Lan-
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toine, illustrate numerical methods that are directly applicable to the computation
and manipulation of these matrices numerically [23–30].

1.3

Current Work

The primary goal of this investigation is the development of methodologies through
which the natural dynamics and sensitivities that exist along a trajectory path are
incorporated into targeting applications. These natural sensitivities are leveraged to
construct baseline trajectory solutions such that diﬀerential corrections algorithms
more eﬀectively and eﬃciently transform the baseline path into a new solution that
satisﬁes imposed constraints or boundary conditions. More speciﬁcally, this investigation seeks to accomplish the following steps:

1. Based on sensitivity information, determine the most beneﬁcial locations for
patch point placement along a trajectory path.
2. Conﬁrm that the resulting patch point conﬁguration, once generated from an
automated algorithm, leads to convergence under a diﬀerential corrections process.
3. Assess the impact of nonlinear information on the automatically generated patch
point conﬁguration and, therefore, on the performance of the diﬀerential corrections process.

To complete these steps in the analysis, the investigation is organized as follows:

• Chapter 2 - System Force Models:
The equations of motion governing behavior in the circular restricted three-body
problem are derived; speciﬁc tools and solutions that exist within this dynamical
system are developed. Then, the equations of motion governing a higher-ﬁdelity
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N -body ephemeris force model are also derived. Finally, the procedures are
detailed by which a speciﬁc spacecraft state is transformed between the two
diﬀerent force models and their associated reference frames and coordinates.
• Chapter 3 - Diﬀerential Corrections And Targeting:
To evaluate the impact of patch point locations on the performance of diﬀerential corrections strategies, understanding of these strategies is vital. Therefore,
this chapter oﬀers an in-depth exploration of several diﬀerent types of diﬀerential corrections algorithms. Examples of the application of such algorithms
are also included. The development of a new hybrid algorithm that combines
two other processes to leverage the advantages of both within a higher-ﬁdelity
N -body ephemeris force model is also included.
• Chapter 4 - Lyapunov Exponents:
The derivation and applications of Lyapunov exponents and several variations
are introduced in this chapter. These exponents are the metric through which
natural sensitivity along a trajectory path is measured and assessed. Several
techniques for visualizing the information provided by the Lyapunov exponents
are also oﬀered.
• Chapter 5 - Patch Point Placement:
The purpose of this chapter is to present a new methodology for placing patch
points at advantageous locations along a trajectory based on the dynamical
sensitivity information extracted from Lyapunov exponents. Two speciﬁc ﬁrstorder algorithms are described and their respective results are displayed and
analyzed.
• Chapter 6 - Including Nonlinear Eﬀects:
The automated point placement capabilities previously employed use ﬁrst-order,
or linear, approximations of the natural dynamics. These capabilities are extended by incorporating nonlinear information into the sensitivity evaluation
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and point placement processes. First, procedures to construct nonlinear state
transition matrices are derived to more accurately approximate the natural dynamics. Then, using these nonlinear state transition matrices, techniques to
produce more representative dynamical sensitivities along a trajectory path are
introduced. Finally, a methodology to detect the level of nonlinearity that exists
along a trajectory arc is presented.
• Chapter 7 - Investigation Results:
In this chapter, all of the prior developments are incorporated into a comprehensive test scenario. First, a general automated patch point placement algorithm
is deﬁned. Then, leveraging this algorithm, several diﬀerent scenarios are evaluated with various levels of nonlinear information. After points are automatically placed along a sample path, a diﬀerential corrections strategy is applied
to better evaluate the relationship between the patch point conﬁguration and
the diﬀerential corrector performance. All test results are then collected and
evaluated.
• Chapter 8 - Concluding Remarks:
The ﬁnal chapter includes the results from each of the test scenarios. Additionally, several real-world applications are discussed. Finally, recommendations for
possible additional work are oﬀered.
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2. SYSTEM FORCE MODELS
For missions in the near-vicinity of the Earth, a two-body gravitational force model
supplies the necessary accuracy required for preliminary design and simulation of
spacecraft trajectories. However, as a spacecraft path evolves further from the Earth
vicinity, this simpliﬁed model is not suﬃcient. In such scenarios, the gravitational
forces due to other celestial bodies contribute a non-negligible eﬀect and, therefore,
must be incorporated into trajectory design processes. Unfortunately, adding even
one additional gravitational force to the problem formulation yields a set of diﬀerential
equations with no closed-form, analytical solution. However, through the implementation of several important assumptions and numerical processes, useful information
and insight is still available.

2.1

Gravitational Force Model

The solar system is comprised, potentially, of an inﬁnite number of objects, denoted Pj , each possessing a unique mass, mj , assumed to be spherically symmetric.
As illustrated in Figure 2.1, each of these bodies applies a gravitational force on every
other body in the system.
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Figure 2.1. Potentially inﬁnite number of bodies located relative to an
inertially-ﬁxed base point

An inertial reference frame appears in Figure 2.1, deﬁned in terms of the right-handed
ˆ Yˆ , and Z.
ˆ Also in the ﬁgure is a system comprised of n
triad of unit vectors X,
individual bodies located relative to an inertially-ﬁxed base point by their respective
position vectors, denoted rk . Each of these individual bodies is also characterized by
a unique mass, labeled mk . Selecting a speciﬁc body of interest, Pi , the diﬀerential
equations governing the motion of body Pi relative to an inertially-ﬁxed base point,
and under the inﬂuence of the gravitational forces of the remaining bodies, are derived
as the following expression,
mi ¨ri = −G

n
X
mi mj
j=1
j6=i

3
rji

rji

(2.1)

Equation (2.1) indicates that the acceleration of the speciﬁed body, Pi , is proportional
to the sum of the gravitational forces applied to body Pi due to all other bodies in
the system. Note that in Equation (2.1) overbars identify vectors, dots indicate
diﬀerentiation with respect to time, and double subscripts, such as rnq in Figure 2.1,
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indicate the vector pointing from one body to another. Returning to Equation (2.1),
the value of n identiﬁes the total number of bodies. Equation (2.1) deﬁnes the motion
of body Pi relative to an inertially-ﬁxed point. In the two-body problem, transforming
from an inertial formulation to a relative formulation enables a closed-form solution.
However, if the number of bodies exceeds two, the transformation does not result in
an available closed-form solution, but a relative form nevertheless proves beneﬁcial.
Therefore, the equations governing the motion of body Pi relative to another body,
Pq , under the gravitational inﬂuence of all the other bodies in the system, are written
as
n

X
rij
rqj
¨rqi + G(mi + mq ) rqi = G
mj ( 3 − 3 )
3
rqi
rji rqj
j=1

(2.2)

j6=i,q

The second term on the left of Equation (2.2) is denoted the dominant term. The
right side of Equation (2.2) incorporates all of the perturbing accelerations. These
include the forces imposed on both bodies Pi and Pq due to the gravity of all other
bodies in the system. Again, note that an object cannot impart a gravitational force
upon itself, so therefore, the index j in Equation (2.2) can never be equal to either i
or q.

2.2

Circular Restricted Three-Body Problem

For many mission scenarios, the number of relevant bodies to be included in a
system model are reasonably limited to three for preliminary analysis. While all of
the bodies in the solar system introduce gravitational forces on the spacecraft, the
vast majority of these bodies are so far away that their force contributions become
negligible. For consideration of only three bodies (e.g., two celestial bodies and a
spacecraft), the inertially-ﬁxed system is deﬁned in Figure 2.2.
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Figure 2.2. Three bodies located relative to an inertially-ﬁxed base point

In such a three-body scenario, the second-order, vector diﬀerential equation governing
the position and velocity of body P3 with respect to an inertial observer are
m3 ¨r3 = −G

m3 m2
m3 m1
r13 − G 3 r23
3
r31
r23

(2.3)

Equation (2.3) is a reduced version of Equation (2.1) where only the three bodies of
interest are included. For the problem deﬁned by Equation (2.3), a complete, closedform solution requires 18 integrals of the motion (i.e., Equation (2.3) can be rewritten
as 18 ﬁrst-order scalar diﬀerential equations). However, only 10 integrals of the motion
are known; thus, a closed-form solution to Equation (2.3) is not available. Therefore,
a reformulation of the problem, employing some additional assumptions, oﬀer new
insight into this three-body problem. Several of these additional assumptions are
speciﬁed in more detail as follows:
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• A ﬁrst assumption deﬁnes the three bodies of interest such that the mass of
body P3 is inﬁnitesimally small compared to the masses of bodies P1 and P2 .
This assumption is reasonable when considering that body P3 represents a small
body, such as a spacecraft or small moon, moving in the vicinity of much larger
bodies such as planets. This assumption is reﬂected as the restricted three-body
problem. Of course, as a consequence, the center of mass, or barycenter, of the
three-body system is now located on the line connecting bodies P1 and P2 .
• Given that body P3 is assumed inﬁnitesimally small compared to bodies P1 and
P2 , then P1 and P2 exist in an isolated two-body system. The system comprised
of bodies P1 and P2 is denoted as the primary system where P1 is arbitrarily
deﬁned as the larger of the two bodies and P2 is deﬁned as the smaller body.
For example, in a system containing the Earth, the Moon, and a spacecraft, the
Earth is the larger primary, P1 , the Moon is the smaller primary, P2 , and the
spacecraft is the inﬁnitesimal third body, P3 .
• In a two-body problem, the relative paths of the primaries are conic sections.
However, an assumption that is useful to capture the signiﬁcant behavior of P3
deﬁnes the paths of the primary bodies P1 and P2 as circular orbits about the
system barycenter. With the inclusion of circular orbits, the problem is labeled
as the circular restricted three-body problem. While this circular orbit assumption helps simplify analysis, it is not essential. For example, the primaries
could remain orbiting the system barycenter along their natural elliptical orbits if desired. However, if the primaries follow elliptical orbits, the problem is
then known as the elliptic restricted three-body problem. For the purposes of
this derivation, however, the assumptions consistent with the circular restricted
three-body problem are employed.

Additional deﬁnitions in the circular restricted three-body problem aid in derivations.
For example, since the behavior of primaries P1 and P2 is consistent with Keplerian
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motion, these two primary bodies are dynamically constrained to move within a
single plane of motion. The body P3 , however, is free to move in three-dimensional
space. Also, the origin of the inertial reference frame, illustrated in Figure 2.2, is
ﬁxed at the barycenter, now denoted B, of the primary system. Incorporating all
of the assumptions and simpliﬁcations, yields the system deﬁnition as displayed in
Figure 2.3.

Yb
P3 (m3 )

yb

D

R
x
b
P

P2 (m2 )
D2

Θ

b
X

D1
P1 (m1 )

B

Figure 2.3. Schematic deﬁnition of the circular restricted three-body problem

In Figure 2.3, the origin of the inertial frame, deﬁned by the right-handed triad of
ˆ Yˆ , and Z,
ˆ is ﬁxed at the barycenter, B, of the primary system (note
unit vectors X,
that a caret identiﬁes a vector of unit magnitude). However, a new rotating frame is
deﬁned which is also centered at the primary system barycenter. This rotating frame
is deﬁned by the right-handed triad of unit vectors x̂, ŷ, and ẑ, where x̂ is always
deﬁned along the line connecting the two primary bodies, ŷ is deﬁned orthogonal
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to x̂ and is located in the plane of motion of the primaries, and ẑ completes the
right-handed triad. To relate the two reference frames illustrated in Figure 2.3, Θ is
the angle reﬂecting the orientation of the rotating frame with respect to the inertial
frame. The associated angular velocity relating the two frames is Θ̇ where dots again
imply diﬀerentiation with respect to time. Also, in the circular restricted problem,
˙ = N.
the angular velocity is constant and deﬁned as Θ
The three bodies depicted in Figure 2.3 are all located relative to each other and
to the primary system barycenter through the vectors deﬁned in the ﬁgure. The
vectors D and R locate the spacecraft, P3 , relative to each of the primary bodies
respectively; then, the vector P locates the spacecraft relative to the primary system
barycenter, B. Finally, the two primary bodies are located relative to the primary
system barycenter through the vectors D1 and D2 . With these deﬁnitions, and the
distance values between bodies, deﬁned in Figure 2.3, Equation (2.3) is rewritten as
m3 P¨ = −G

m3 m2
m3 m1
D−G
R
3
R3
D

(2.4)

These substitutions do not alter the meaning of Equation (2.3), but the form displayed in Equation (2.4) is more convenient for nondimensionalization. To prepare
for nondimensionalization, characteristic values are deﬁned. The characteristic length
is deﬁned as the linear distance between the two primary bodies in the three-body
system. In equation form, this value is written as
l∗ = D1 + D2

(2.5)

A characteristic mass value associated with the three-body system is deﬁned as the
sum of the masses of both primary bodies, i.e.,
m∗ = m1 + m2

(2.6)
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Based on the assumption that the third body, P3 , possesses negligible mass relative to
the two primary bodies, the characteristic mass value, m∗ , is equal to the total mass of
the three-body system. The characteristic time is deﬁned to remove the gravitational
constant, G, from Equation (2.4). Thus, the deﬁnition of the characteristic time value
is written as
s
t∗ =

s

)3

(D1 + D2
=
G(m1 + m2 )

l∗ 3
Gm∗

(2.7)

This characteristic time ensures that the nondimensional gravitational constant is
equal to one, i.e.,
e = G m∗ t∗ 2 = 1
G
l∗ 3

(2.8)

Employing the characteristic quantities to nondimensionalize mass, distance, and
time, several additional parameters are introduced,
v∗ =

l∗
;
t∗

µ=

d=

D
;
l∗

m2
;
m∗

1−µ=

r=

e
a=

R
;
l∗

m1
;
m∗

ρ=

τ=

P
l∗

t
t∗

(2.9)

(2.10)

a
=1
l∗

(2.11)

In Equation (2.11), e
a is the nondimensional semi-major axis associated with the
˙ = N , is
primary system and is equal to one. The dimensional angular velocity, Θ
also nondimensionalized. This process yields
r
N=

G(m1 + m2 )
=
a3

s

Gm∗
=
(e
al∗ )3

r

Gm∗
l∗ 3

(2.12)
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r
n = N t∗ =

Gm∗
l∗ 3

s

l∗ 3
=1
Gm∗

(2.13)

Thus, the magnitude of the nondimesional angular velocity, n, is also equal to one in
the circular restricted three-body problem.
Originating with Equation (2.4) and exploiting the characteristic quantities, the
second order vector diﬀerential equation for the motion of P3 , relative to the system
barycenter, is rewritten in nondimensional form, i.e,
d2 ρ ¨
d
r
= ρ = −(1 − µ) 3 − µ 3
2
d
r
dτ

(2.14)

To express Equation (2.14) in ﬁrst-order, scalar form, the kinematic expansion for
the left side of Equation (2.14) is leveraged. Using the rotating frame, deﬁned in
Figure 2.3, as the working frame, the representation of the position vector ρ, relative
to the system barycenter, is expanded and written in terms of rotating coordinates
such that ρ = xx̂ + yŷ + zẑ. The velocity of body P3 is the time derivative of ρ. Of
course, the independent variable corresponding to the derivative is nondimensional
time, τ . Also, since ρ is deﬁned in terms of rotating reference frame coordinates
and the derivative is accomplished with respect to an inertially-ﬁxed observer, the
basic kinematic equation is applied for diﬀerentiation to accommodate the motion of
the rotating frame relative to the inertial frame. Thus, the ﬁrst derivative of ρ with
respect to time is evaluated from the kinematic expansion,
dρ inertial dρ rotating I R
=
+ ω ×ρ
dτ
dτ

(2.15)

In Equation (2.15), let the quantity I ω R represent the angular velocity of the rotating
frame with respect to the inertially-ﬁxed frame, i.e.,
I

ω R = nẑ

(2.16)
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By substituting this angular velocity expression into Equation (2.15), and diﬀerentiating ρ with respect to nondimensional time relative to the rotating frame, the
kinematic expansion with respect to an inertial observer is expressed as
dρ inertial
= (ẋx̂ + ẏŷ + żẑ) + nẑ × (xx̂ + yŷ + zẑ) =
dτ

(2.17)

ẋx̂ + ẏŷ + żẑ − ynx̂ + xnŷ
Diﬀerentiating Equation (2.17) and equating the resulting acceleration to the forces,
the following nondimensional form of the vector equation of motion results
d
r
ρ¨ = (ẍ − 2ẏn − xn2 )x̂ + (ÿ + 2ẋn − yn2 )ŷ + z̈ẑ = −(1 − µ) 3 − µ 3
r
d

(2.18)

In Figure 2.3, d and r represent the nondimensional position vectors from the primary
bodies to the spacecraft, P3 . Recalling the deﬁnition of ρ, the vectors d and r are
evaluated as
d = (x + µ)x̂ + yŷ + zẑ

(2.19)

r = (x − (1 − µ))x̂ + yŷ + zẑ = (x − 1 + µ)x̂ + yŷ + zẑ

(2.20)

The resulting magnitude of each of these vectors is
d=

r=

p

(x + µ)2 + y 2 + z 2

p
(x − 1 + µ)2 + y 2 + z 2

(2.21)

(2.22)

Substituting both the r and d vectors, as well as the magnitudes, into Equation (2.18)
yields the general second-order, scalar equations of motion governing the behavior of
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P3 in the circular restricted three-body problem. These scalar equations of motion
are
ẍ − 2ẏn − xn2 = −

(1 − µ)(x + µ) µ(x − 1 + µ)
−
d3
r3

(2.23)

(1 − µ)y µy
− 3
d3
r

(2.24)

ÿ + 2ẋn − yn2 = −

z̈ = −

(1 − µ)z µz
− 3
d3
r

(2.25)

Recalling that the value of n is equal to one, the three scalar equations of motion are
easily rewritten as
ẍ − 2ẏ − x = −

(1 − µ)(x + µ) µ(x − 1 + µ)
−
d3
r3

(2.26)

(1 − µ)y µy
− 3
d3
r

(2.27)

ÿ + 2ẋ − y = −

z̈ = −

(1 − µ)z µz
− 3
d3
r

(2.28)

Since this three-body system is conservative, the above equations of motion are also
straightforwardly written in terms of a potential function. Associated with Equations (2.26) through (2.28) is the “pseudo potential” function
U∗ =

(1 − µ) µ 1 2 2
(1 − µ) µ 1 2
+ + n (x + y 2 ) =
+ + (x + y 2 )
d
r 2
d
r 2

(2.29)

The gradient of U ∗ produces the scalar equations of motion in Equations (2.26)
through (2.28) but retains a convenient form. In terms of the pseudo potential function, the equations appear as follows,
ẍ − 2ẏ =

∂U ∗
∂x

(2.30)
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ÿ + 2ẋ =

z̈ =

∂U ∗
∂y

∂U ∗
∂z

(2.31)

(2.32)

To solve for the motion of body P3 relative to the system barycenter, either set of differential equations, Equations (2.26) through (2.28) or Equations (2.30) through (2.32)
are available. However, since the equations are nonlinear and coupled, no closed-form
solution exists. However, to gain some insight into the solution space, possible integrals of the motion are sought.

2.2.1

Integrals of the Motion

The system of governing diﬀerential equations in the three-body problem are derivable from a potential function, thus, a constant of the motion may exist. Consider
an operation on the equations of motion that yields a scalar as a dot product, in
particular, an inner product. A dot product between the original spacecraft rotating
velocity vector, ρ̇, and the circular restricted equations of motion in terms of the
pseudo potential yields
ẋẍ − 2ẋẏ =

∂U ∗
ẋ
∂x

(2.33)

ẏÿ + 2ẋẏ =

∂U ∗
ẏ
∂y

(2.34)

żz̈ =

∂U ∗
ż
∂z

(2.35)
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Summing the equations yields,
ẋẍ + ẏÿ + żz̈ =

∂U ∗
∂U ∗
∂U ∗
ẋ +
ẏ +
ż
∂x
∂y
∂z

(2.36)

Since U ∗ is a function only of position, the right side of Equation (2.36) deﬁnes the
total derivative, or the derivative of U ∗ with respect to nondimensional time, τ . The
integral of Equation (2.36) is now straightforward, i.e.,
1 2
(ẋ + ẏ 2 + ż 2 ) = U ∗ + constant
2

(2.37)

For convenience, Equation (2.37) is modiﬁed and rewritten in the form
(ẋ2 + ẏ 2 + ż 2 ) = 2U ∗ − C

(2.38)

where the integration constant is deﬁned as −C. The left side of Equation (2.38)
is equal to the squared magnitude of the relative velocity of P3 with respect to an
observer in the rotating frame. Therefore, this equation is expressed as
v 2 = 2U ∗ − C

(2.39)

The constant C on the right side of Equation (2.39) is labeled the Jacobi Constant,
while Equation (2.39) is denoted Jacobi’s Integral. Rearranging this expression yields
the relationship for evaluation of the Jacobi Constant
C = 2U ∗ − v 2

(2.40)

Note that C is an energy-like quantity. The Jacobi Constant oﬀers additional understanding of the behavior in the circular restricted three-body problem.
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2.2.2

Equilibrium Solutions

In the circular restricted three-body problem, equilibrium solutions to the nonlinear diﬀerential equations are initially sought. Such an analysis delivers locations for
the particle P3 , such that P3 remains stationary (assuming no outside perturbations)
relative to the rotating frame. If velocity and acceleration terms are assumed to be
equal to zero, the following relationships emerge,
∂U ∗
∂U ∗
∂U ∗
=
=
=0
∂x
∂y
∂z

(2.41)

Based on analysis by Euler and Lagrange in the early 1770’s, ﬁve locations in the
rotating frame exist where gravitational and centrifugal forces cancel. These ﬁve
equilibrium points are typically denoted Lagrange or libration points. To compute
the locations of these ﬁve points, Equation (2.41) is solved for the component values,
in the directions x̂, ŷ, and ẑ, that satisfy the equations. The relative locations of the
ﬁve equilibrium points are illustrated in Figure 2.4. Note that the ﬁve equillibrium
points are all located in the plane of motion of the primaries.
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yb
L4

L3

L1

L2

B
γ3

γ1

x
b

γ2

L5

Figure 2.4. Locations of ﬁve equilibrium points( or Lagrange points) in
the circular restricted three-body problem

In Figure 2.4, the positions of the three collinear points (L1−3 ) are deﬁned relative
to the primaries using the distances γ1 , γ2 , and γ3 relative to the primaries along the
x
b axis. The two equilateral points (L4 and L5 ) are located such that an equilateral
triangle is formed with P1 , P2 , and either L4 or L5 as the three vertices. Using triangle
geometry, the locations of the equilateral points are straightforward to compute.
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L4

√

3
2

P1

P2
B
1−µ

µ
1

Figure 2.5. Deﬁnition of equilateral Lagrange point locations

Figure 2.5 illustrates the right triangle employed to locate equilibrium points L4 and
L5 . Based on Figure 2.5, each side of the equilateral triangle has a nondemensional
length of one, and all of the internal angles are equal to sixty degrees. Therefore,
√

L4 is located with a nondimensional ŷ component of
√

system, L5 also has a nondimensional ŷ value of −

3
.
2

Given the symmetry of the

3
.
2

While the locations of the equilateral points are relatively straightforward to compute, determining the locations of the collinear points is iterative. From an initial
guess, an update process is employed. The details of this process include the following
list of steps:

1. Deﬁne an initial guess for the distance γ1 , γ2 , or γ3 . A good initial guess is to
use the distance µ for both γ1 and γ3 and to approximate γ2 as 1 − µ.
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2. Update the value of γ using a Newton update, i.e.,
γi+1 = γi −

1−µ
µ
( (1−γ
2 ) − ( γ 2 ) − 1 + µ + γi
i)
i

2(1−µ)
( (1−γ
3)
i)

+ ( 2µ
)+1
γ3

(2.42)

i

where γi is the current value of γ
3. Compare the new value of γ to the previous value and compute the diﬀerence,
that is |γi+1 − γi |.
4. Repeat steps 2 and 3 until the diﬀerence between the new and old γ values falls
below a small speciﬁed tolerance, i.e., until |γi+1 − γi | ≤ .
5. The ﬁnal value of γi+1 is the distance of interest. Note that γi+1 is only the
horizontal distance, as deﬁned in Figure 2.4. To compute the actual components
of the collinear equilibrium points relative to the barycenter in the rotating
frame, use the following deﬁnitions.
b
L1 = (1 − µ − γ1 )x

(2.43)

L2 = (1 − µ + γ2 )x
b

(2.44)

L3 = −(µ + γ3 )x
b

(2.45)

Also, since these points are collinear and in the fundamental plane, the ŷ and
ẑ components of their locations are all zero.

The locations of the collinear points are a function of the mass parameter. The
speciﬁc components of position for each of the ﬁve Lagrange points relative to the
system barycenter in the Earth-Moon system appear in Table 2.1.
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Table 2.1. Equilibrium point locations in Earth-Moon system
Point

x
b Dist (km)

yb Dist (km)

zb Dist (km)

L1

321736.50994

0

0

L2

444280.57447

0

0

L3

-386377.69812

0

0

L4

187544.66341

332927.40903

0

L5

187544.66341

-332927.40903

0

While the ﬁve equilibrium points are valuable for better understanding the dynamical behavior within the circular restricted three-body problem, they are only one
type of particular solution to the equations of motion. An examination of Jacobi’s
integral also yields further understanding.

2.2.3

Zero Velocity Surfaces

Leveraging the information supplied by the Jacobi Constant enables the generation
of zero velocity surfaces. These Zero Velocity Surfaces (ZVS) oﬀer additional insight
into the three-dimensional CR3BP by enabling visualization of the regions of motion.
By combining Equations (2.29) and (2.40), the deﬁnition of the Jacobi Constant is
written in the form



(1 − µ) µ 1 2
2(1 − µ) 2µ
2
C=2
+ + (x + y ) − v 2 =
+
+ (x2 + y 2 ) − v 2
d
r 2
d
r

(2.46)

However, since C is a function of position as well as relative velocity, consider the
contours when relative speed equals zero. The deﬁnition of the Jacobi Constant then
becomes
C=

2(1 − µ) 2µ
+
+ x2 + y 2
d
r

(2.47)
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For a speciﬁed value of Jacobi Constant, there are an inﬁnite number of combinations
of x, y, and z values where Equation (2.47) is satisﬁed. However, to determine these
values, an iterative scheme is implemented, such as a Newton-Raphson method. By
plotting these combinations together, a set of three-dimensional surfaces emerges.
Since these surfaces are constructed from the solutions that exist when the velocity,
v, is equal to zero, they are collectively labeled as zero velocity surfaces. An example of
the three-dimensional zero velocity surfaces associated with a nondimensional Jacobi
Constant value of 3.15 in the Earth-Moon system is illustrated in Figure 2.6.

(a) Full ZVS

(b) Half ZVS

Figure 2.6. Zero velocity surface example within the Earth-Moon system

If the zero velocity surfaces are evaluated at ẑ = 0, then only the components of
the surface that are those in the x̂ − ŷ plane. Thus, a two-dimensional set of curves
emerges in the planar CR3BP as indicated by the red lines in Figure 2.6(b). These
curves in the x̂ − ŷ plane are denoted zero velocity curves. As with the surfaces, the
curves vary for diﬀerent values of Jacobi Constant. To clarify this concept, Figure 2.7
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illustrates zero velocity curves for diﬀerent values of Jacobi Constant as evaluated in
the Earth-Moon system.

Figure 2.7. Zero velocity curves in the Earth-Moon system for diﬀerent
values of Jacobi Constant

Each curve displayed in Figure 2.7 represents the locus of solutions to Equation (2.47) for the speciﬁed value of the Jacobi Constant. It is also apparent that
the zero velocity curves are always closed, regardless of the shape. Observe that, for
particle P3 (representing a spacecraft) on the curve, relative speed equals zero but the
acceleration is generally nonzero. Based on the derivation of the Jacobi Constant,
for a spacecraft to cross one of the closed zero velocity curves requires an imaginary velocity. That is, the value v 2 , in Equation (2.46), becomes negative. As a
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consequence, the region enclosed by the zero velocity curves is suitably labeled the
“forbidden region”. For clarity, in Figure 2.7 the forbidden regions are shaded in
pink.
Examining Figure 2.7 more closely, several important shifts occur as the zero
velocity curves evolve with the variation in the value of Jacobi Constant. In Figure 2.7(a), the zero velocity curves enclose the Earth and the Moon separately such
that a spacecraft originating in the vicinity of either body is not physically able to
enter the vicinity of the other body without changing the value of energy, and therefore, the Jacobi Constant value. Also, from a location in either enclosed area, the
spacecraft is not able to depart the system. This restriction also holds in reverse, that
is, a body outside the system cannot enter the Earth-Moon vicinity with the current
energy level.
The evolution of the Jacobi Constant value as represented in Figure 2.7(b) again
illustrates the behavior in the Earth-Moon system, but now, the Jacobi Constant
value is decreased to 3.2, corresponding to an increase in energy. As displayed in the
ﬁgure, the Earth and Moon remain in separate regions, but the edges of these regions
are moving closer implying that, with this slightly higher energy level, the spacecraft,
from the vicinity of either body, is now capable of approaching the other body, but
still not free to move from one body to the other.
As the value of Jacobi Constant further decreases, the zero velocity curves continue
to evolve. In Figure 2.7(c), the separate regions that were previously surrounding the
Earth and the Moon are now linked, thereby creating an opening between the two
primaries through which a particle potentially moves between the regions surrounding
each primary. This opening is frequently denoted the L1 gateway since it exists in
the vicinity of L1 . Also, in this particular image, it is clear that a second opening,
to the right of the Moon, labeled the L2 gateway, is nearly clear but the Jacobi
Constant is not yet at the necessary energy level. Increasing the energy further
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results in Figure 2.7(d), where both the L1 and L2 gateways are open. A particle
(or spacecraft) now possesses suﬃcient energy to completely escape the system. Of
course, if a particle can depart the system, an outside object, e.g., an asteroid, also
could enter the system.
The plots Figure 2.7(e) and (f) demonstrate the behavior of the zero velocity
curves as the energy is further increased. Figure 2.7(e) shows the system shortly after
the opening of the L3 gateway to the left of the Earth. With this higher energy level, a
spacecraft is free to depart or enter the system from either side of the primaries. The
ﬁnal image in Figure 2.7 (i.e., (f)) illustrates the zero velocity curves corresponding
to a Jacobi Constant of 3.001. This plot is valuable because it demonstrates that,
at this energy level, the curves surround only the equilibrium points L4 and L5 . As
the energy continues to increase, the forbidden region within the plane continues to
shrink until the surfaces no longer intersect the x̂ − ŷ plane. While the shape and
behavior of the zero velocity curves change for diﬀerent energy levels, they also change
for diﬀerent three-body system mass ratios. Exploration of the ZVS in systems with
other mass ratios is an interesting study, and a very important part of trajectory
design within three-body systems [31].

2.3

N -Body Ephemeris Model

For the purposes of preliminary analysis and mission design, the assumptions
consistent with the circular restricted three-body problem are suﬃcient. However,
for design of a trajectory for actual ﬂight, this force model is not adequate since
additional perturbations are not incorporated. To develop an accurate higher-ﬁdelity
force model, return to Equation (2.2), which represents the equation of motion of one
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body with respect to another while also incorporating perturbations from additional
bodies in or near the system. Recall the vector diﬀerential equation
¨rqi = − G(mi + mq ) rqi + G
3
rqi

n
X
j=1
j6=i,q

mj (

rij
rqj
− 3 )
3
rji rqj

(2.48)

Equation (2.48) governs the motion of body i relative to body q by incorporating
the gravitational forces due to not only body q but also due to n additional bodies.
By numerically integrating Equation (2.48), the time histories of the position and
velocity of the spacecraft become available.
The use of a higher-ﬁdelity force model requires precise information for the locations of the included perturbing bodies. To improve the accuracy of the model,
ephemerides are employed to access the precise locations of all included bodies at
speciﬁed points in time. With the inclusion of ephemeris data, time is also an important factor within any simulations. Therefore, the initial epoch corresponding
to a set of initial states, as well as the length of the simulation, must be carefully
selected to ensure that appropriate data is collected from the desired ephemerides.
Throughout the completion of this investigation, two speciﬁc sets of ephemeris data
are employed. These two sets are labeled the Development Ephemeris 405 (DE405)
and the Development Ephemeris 421 (DE421) respectively. Both of these ephemeris
solar system models are produced and maintained at the Jet Propulsion Laboratory
in Pasadena, California [32]. To access either of these data sets, a speciﬁc reference,
or epoch, time is required. For the majority of the ephemeris work accomplished
within this investigation involving NASA’s Exploration Mission 1 (EM1) trajectory,
an epoch time associated with the Julian Date of 2458103.07712561days is deﬁned.
In a standard date and time format, this Julian Date corresponds to December 15,
2017 at a time of approximately 13:51. However, as analysis continues beyond this
investigation, the epoch date must change as the speciﬁc details of EM1 change.
For completeness, several of the constants employed throughout this investigation
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must also be speciﬁed. Since the work performed in this document is focused in
the Earth-Moon dynamical system, the three-body gravitational parameter, µ, is
deﬁned as µ = 0.012150585609624. The individual gravitational parameters associated with the Earth and the Moon are deﬁned as 398600.432896939km3 /s2 and
4902.80058214776km3 /s2 respectively, and the characteristic length value employed
throughout this investigation is equal to 385692.5km. The results throughout this
investigation are based on these fundamental parameter values.
A ﬁnal clariﬁcation is required to exploit a higher-ﬁdelity ephemeris force model,
that is, the number of additional perturbations. Additional perturbing forces, such
as solar radiation pressure and others, can improve the accuracy of the model. However, note that as more forces are included in the model, the computational cost
increases accordingly. Thus, a trade-oﬀ between improvements in accuracy and the
corresponding increased computational requirements must be considered.

2.4

Transformations Between Models

Throughout the trajectory design and simulation process, a transformation from
one reference frame to another is frequently required. Originating with the rotating
frame, labeled R, deﬁned as part of the circular restricted three-body framework,
transformations to and from an inertial frame, labeled I, are often necessary. However,
based on the motion of the primary bodies over time, inertial frames are deﬁned
diﬀerently at diﬀerent times. Thus, transitioning from a rotating frame to both an
arbitrary inertial frame, as well as an inertial frame associated with a speciﬁc date,
are introduced.
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2.4.1

Transformation From Rotating Frame To Arbitrary Inertial Frame

If a particular time or date is not speciﬁed, the transformation from an EarthMoon rotating coordinate frame (such as the rotating reference frame used as part of
the circular restricted three-body problem) to an arbitrary inertial coordinate frame
is accomplished through the use of a simple rotation matrix. In this section, the
transformation process is split into two separate sections. Section 2.4.1.1 covers the
transformation of the position components and Section 2.4.1.2 covers the transformation of the velocity components. Then, ﬁnally, these two separate sections are
rejoined to deﬁne the transformation of the entire state vector.

2.4.1.1

Transformation Of Position Vectors

A rotating reference frame moving relative to an inertial reference frame with its
base point ﬁxed at the barycenter of the primary system is displayed in Figure 2.8.
These frames are similar to those previously deﬁned as part of the deﬁnition of the
circular restricted three-body problem. The rotating frame is oriented relative to the
inertial frame through the rotation angle, θ, where θ is deﬁned as the mean motion
of the primary system orbit multiplied by the time that has elapsed since the initial
time (assuming that θ = 0 at t = 0). Such an angle deﬁnition is valid only when the
angular velocity is constant. The rotating frame is composed of right-handed vectors
x̂, ŷ, and ẑ, where x̂ is always directed along the line connecting the two primary
bodies and ŷ is both orthogonal to x̂ and located within the plane of motion of the
two primaries. The ﬁnal vector, ẑ, is deﬁned such that it completes the right-handed
triad and, in Figure 2.8, extends directly out of the page. Recalling Figure 2.3, the
origin of the reference frames in Figure 2.8 can be shifted to the center of either one
of the primary bodies through a simple translation in the ±x̂ direction (increase x̂
value for P1 -centered and decrease x̂ value for P2 -centered).
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Figure 2.8. Deﬁnition of rotating frame moving relative to arbitrary inertial frame

Given the x̂ translation, the position of a spacecraft relative to either primary body
is written in terms of rotating coordinates as
h
iT
rrot
=
x
x̂
+
y
ŷ
+
z
ẑ
=
y
z
x
pc
pc
pc
pc
pc
pc
pc

(2.49)

where the subscript pc indicates that the basepoint of this position vector is primarycentered and the superscript rot reﬂects the fact that the vector is written in terms
of rotating coordinates. With the primary-centered position vector of the spacecraft
deﬁned in terms of rotating coordinates by Equation(2.49), the rotating unit vectors
ˆ Yˆ ,
(x̂, ŷ, and ẑ) in this equation are expressed in terms of inertial coordinates (X,
ˆ as
and Z)
ˆ + Sin(θ)Yˆ
x̂ = Cos(θ)X

(2.50)

ˆ + Cos(θ)Yˆ
ŷ = −Sin(θ)X

(2.51)

ˆ
ẑ = Z

(2.52)
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Combining these three equations into a matrix yields (note that matrices are indicated
by boldface letters)
⎡

⎤

Cos(θ) Sin(θ) 0
⎢
⎥
⎢
⎥
I R
L = ⎢−Sin(θ) Cos(θ) 0⎥
⎣
⎦
0
0
1

(2.53)

While Equation (2.53) represents the direction cosine matrix for rotating frame unit
vectors as a function of the inertial directions, the transpose of this matrix is also
frequently employed. Thus, the transpose of Equation (2.53) yields the direction
cosine matrix
⎡
⎤
Cos(θ) −Sin(θ) 0
⎢
⎥
⎢
⎥
I R
I R T
C = ( L ) = ⎢ Sin(θ) Cos(θ) 0⎥
⎣
⎦
0
0
1

(2.54)

Multiplying the direction cosine matrix, C, by the individual components of the
spacecraft position vector, written in terms of rotating coordinates (xpc , ypc , zpc ) from
Equation (2.49), the components of the spacecraft position vector, written in inertial
coordinates (Xpc , Ypc , Zpc ), are obtained as
⎡

rinert
pc

⎤

⎡
⎤⎡ ⎤
⎡ ⎤
Cos(θ) −Sin(θ) 0 xpc
x
X
⎥⎢ ⎥
⎢ pc ⎥
⎢ pc ⎥ ⎢
⎥ ⎢
⎢ ⎥
⎥⎢ ⎥
⎢
= ⎢ Ypc ⎥ = ⎢ Sin(θ) Cos(θ) 0⎥ ⎢ ypc ⎥ = C · ⎢ ypc ⎥ = C · rrot
pc
⎦ ⎣
⎦⎣ ⎦
⎣ ⎦
⎣
Zpc
0
0
1
zpc
zpc

(2.55)

Equation (2.55) represents the transformation of a position vector from rotating coordinates to inertial coordinates. However, transformation of the velocity vector of a
spacecraft from one set of coordinates to another is also often necessary. This process
is completed through the use of time derivatives.
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2.4.1.2

Transformation Of Velocity Vectors

The starting point for this derivation is Equation (2.55). Written in a simpliﬁed
manner, Equation (2.55) becomes
rinert
= C · rrot
pc
pc

(2.56)

Derivation of the velocity transformation equation requires the time derivative of
Equation (2.56). However, since both the direction cosine matrix, C, and the spacecraft position vector, rrot
pc , change as functions of time, the chain rule is applied to
accomplish this derivative. The results from this chain rule implementation are written as
inert

ṙpc

rot

inert
rot
rot
= v pc
= Ċ · rrot
pc + C · ṙ pc = Ċ · r pc + C · v pc

(2.57)

Within Equation (2.57), the spacecraft position and velocity, expressed in terms of
rotating coordinates, as well as the position vector transformation matrix, C, are
available. The remaining quantity of interest is the rate of change of the direction
˙
cosine matrix, denoted C.
˙ the angular velocity of the rotating frame with respect to the inTo evaluate C,
ertial frame must be available. Based on the assumptions for the circular restricted
three-body problem, the angular velocity of the rotating frame with respect to the
inertial frame is constant and normalized to be equal to unity. With this required angular velocity value in hand, a kinematic expansion process, as detailed by Pavlak [8],
˙ The results of this process are
is implemented to derive the value of C.
⎡
⎤
−Sin(θ) −Cos(θ) 0
⎢
⎥
R
⎢
⎥
I
Ċ = ⎢ Cos(θ) −Sin(θ) 0⎥
⎣
⎦
0
0
0

(2.58)
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Returning to Equation (2.57), the known values, as well as the newly calculated value
˙ are substituted into the equation yielding the velocity transformation equation
of C,
˙ · rrot + C · v rot =
v inert
=C
pc
pc
pc
⎡
⎤
⎡
⎤
−Sin(θ) −Cos(θ) 0
Cos(θ) −Sin(θ) 0
⎢
⎥
⎢
⎥
⎢
⎥ rot ⎢
⎥
·
r
+
⎢ Cos(θ) −Sin(θ) 0⎥ pc
⎢ Sin(θ) Cos(θ) 0⎥ · v rot
⎣
⎦
⎣
⎦ pc
0
0
0
0
0
1

(2.59)

Equation (2.59) is written in a single matrix as
⎡

⎤

⎢ ⎥
⎥
⎡
⎤⎢
⎢ ypc ⎥
⎢
−Sin(θ) −Cos(θ) 0 Cos(θ) −Sin(θ) 0 ⎢ ⎥
Ẋ
⎢ pc ⎥ ⎢
⎥ ⎢z ⎥
⎢
⎥ ⎢
⎥ pc ⎥
⎥
= ⎢ Ẏpc ⎥ = ⎢ Cos(θ) −Sin(θ) 0 Sin(θ) Cos(θ) 0⎥ ⎢
⎥
⎣
⎦ ⎣
⎦⎢
⎢ẋpc ⎥
⎢
Żpc
0
0
0
0
0
1 ⎢ ⎥
⎥
⎢ ẏpc ⎥
⎣ ⎦
żpc
⎡

v inert
pc

xpc

⎤

(2.60)

where the multiplication of the large 3 × 6 matrix, [Ċ C], and the 6 × 1 vector,
[rrot
pc

T
v rot
pc ] , results in the spacecraft velocity vector expressed in terms of inertially-

ﬁxed coordinates.

2.4.1.3

Full State Transformation

By combining the position transformation in Equation (2.55) with the velocity
transformation in Equation (2.60), both position and velocity vectors are transformed
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from rotating coordinates to inertial coordinates in a single step. The necessary total
state transformation matrix is
⎡
⎤ ⎡
Cos(θ) −Sin(θ)
Xpc
⎢
⎥ ⎢
⎢
⎥ ⎢
⎢ Ypc ⎥ ⎢ Sin(θ)
Cos(θ)
⎢
⎥ ⎢
⎢
⎥ ⎢
⎢ Zpc ⎥ ⎢
0
0
⎢
⎥=⎢
⎢
⎥ ⎢
⎢Ẋpc ⎥ ⎢−Sin(θ) −Cos(θ)
⎢
⎥ ⎢
⎢
⎥ ⎢
⎢ Ẏpc ⎥ ⎢ Cos(θ) −Sin(θ)
⎣
⎦ ⎣
Żpc
0
0

⎤⎡ ⎤
⎡ ⎤
x
0 xpc
⎢ pc ⎥
⎥⎢ ⎥
⎢ ⎥
⎥⎢ ⎥
⎢ ypc ⎥
0
0
0
0⎥ ⎢ ypc ⎥
⎢ ⎥
⎥⎢ ⎥
⎢ ⎥
⎥⎢ ⎥
⎢z ⎥
1
0
0
0⎥ ⎢ zpc ⎥
⎥ ⎢ ⎥ = D ⎢ pc ⎥ (2.61)
⎢ ⎥
⎥⎢ ⎥
⎢ẋpc ⎥
0 Cos(θ) −Sin(θ) 0⎥ ⎢ẋpc ⎥
⎢ ⎥
⎥⎢ ⎥
⎢ ⎥
⎥⎢ ⎥
⎢ ẏpc ⎥
0 Sin(θ) Cos(θ) 0⎥ ⎢ ẏpc ⎥
⎣ ⎦
⎦⎣ ⎦
0
0
0
1
żpc
żpc
0

0

0

Equation (2.61) illustrates the transformation of a full spacecraft state from rotating
coordinates to inertial coordinates. However, this process is also applicable in the
opposite direction. That is, for transformations from inertial coordinates to rotating
coordinates. For the reverse procedure, the inverse transformation matrix, D−1 , is
exploited. The resulting transformation equation from inertial coordinates back to
rotating coordinates is
⎡

⎤

⎡

⎤

X
x
⎢ pc ⎥
⎢ pc ⎥
⎢
⎥
⎢ ⎥
⎢ Ypc ⎥
⎢ ypc ⎥
⎢
⎥
⎢ ⎥
⎢
⎥
⎢ ⎥
⎢
⎥
⎢ zpc ⎥
Z
pc
⎥
⎢ ⎥ = D−1 ⎢
⎢
⎥
⎢ ⎥
⎢Ẋpc ⎥
⎢ẋpc ⎥
⎢
⎥
⎢ ⎥
⎢
⎥
⎢ ⎥
⎢ Ẏpc ⎥
⎢ ẏpc ⎥
⎣
⎦
⎣ ⎦
Żpc
żpc

(2.62)

To summarize the transformation from rotating coordinates to an arbitrary inertial
frame, the process is listed out as follows:

1. Translate the basepoint of the spacecraft position vector from the primary system barycenter to the center of either one of the primary bodies by adjusting
the value in the x̂ direction. Remember that centering the vector at diﬀerent
primaries produces a diﬀerent result, so be consistent with the vector transla-
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tion (i.e. shifting to P1 results in a P1 -centered inertial frame while shifting to
P2 results in a P2 -centered inertial frame).
2. Calculate the value of the rotation angle, θ, at each point in time by multiplying
the primary system mean motion by the current time past the initial time.
3. Evaluate the values in the transformation matrix shown in Equation (2.61).
4. Multiply the transformation matrix by the full primary-centered state written
in terms of rotating coordinates at each step in time to obtain the full primarycentered state written in terms of inertial coordinates at each step in time.

The process required to transform a state from arbitrary inertial frame coordinates
to rotating coordinates eﬀectively involves the reverse of the list of steps displayed
above. More speciﬁcally, this reverse transformation process is listed out as follows:
Inertial to Rotating

1. Calculate the value of the rotation angle, θ, at each point in time by multiplying
the primary system mean motion by the current time past the initial time.
2. Evaluate the values in the inverse transformation matrix shown in Equation (2.62).
3. Multiply the inverse transformation matrix by the full primary-centered state
written in terms of inertial coordinates at each step in time to obtain the full
primary-centered state written in terms of rotating coordinates at each step in
time.
4. Translate the basepoint of the spacecraft position vector from the center of either
one of the primary bodies to the primary system barycenter by modifying the
value in the x̂ direction.

The next section of this document repeats the same process shown in this section.
However, instead of transforming from rotating coordinates to an arbitrary inertial
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frame, now the transformation proceeds from rotating coordinates to coordinates
ﬁxed in a body-centered J2000 inertial frame deﬁned at a speciﬁc date and time.

2.4.2

J2000 Inertial Frame

When a particular time and date are speciﬁed, the transformation from an EarthMoon rotating coordinate frame to a J2000 inertial coordinate frame is accomplished
through the use of a simple rotation matrix. However, the relationship between
the inertial and rotating frames is not deﬁned simply by a rotation angle. Rather,
the rotating frame is deﬁned based on the speciﬁc, instantaneous locations of the
primary bodies relative to one another and then related back to the inertial frame
at every point in time. The transformation process is again split into two parts,
i.e., the transformation of the position components and the transformation of the
velocity components. Then, these two separate sections are rejoined to deﬁne the
transformation of the entire state vector.

2.4.2.1

Transformation Of Position Vectors

A rotating reference frame with its origin translated and ﬁxed at the center of
the larger primary body P1 is illustrated in Figure 2.9. As was the case earlier, this
rotating frame is composed of right-handed unit vectors x̂, ŷ, and ẑ where x̂ is always
deﬁned along the line connecting the two primary bodies and ŷ is both orthogonal to
x̂ and located within the plane of motion of the two primaries. The ﬁnal vector, ẑ, is
deﬁned such that it completes the right-handed triad and extends directly out of the
page.
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Figure 2.9. Deﬁnition of a primary-centered rotating frame

Based on the frame deﬁnitions illustrated in Figure 2.9, the position of a spacecraft,
P3 , relative to a central body, P1 , is written in terms of rotating frame coordinates as
rrot
pc = xpc x̂ + ypc ŷ + zpc ẑ

(2.63)

where the subscript pc again indicates that this position vector is primary-centered
and the superscript rot reﬂects the fact that the vector is expressed in terms of rotating
coordinates. To express this position vector with respect to the smaller primary body
(P2 ), Equation (2.63) remains unaltered, except that the value of xpc is decreased by
the magnitude of the vector R which represents the position vector locating P2 with
respect to P1 .
With the primary-centered position vector of the spacecraft deﬁned in terms of
rotating coordinates (from Equation (2.63)), the unit vectors of the rotating frame
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are instantaneously written in terms of inertial J2000 coordinates. These rewritten
unit vectors appear as
R
||R||

(2.64)

R×V
||R × V ||

(2.65)

x̂˜ =

ẑ˜ =

ỹˆ = ẑ˜ × x̃ˆ

(2.66)

where R and V are the ephemeris position and velocity vectors respectively locating
the body P2 with respect to P1 and written in terms of inertial J2000 coordinates.
Since these two vectors are determined from planetary ephemeris data, the values
of R and V change as a function of time and therefore, the vectors x̂, ŷ, and ẑ,
written in terms of inertial J2000 coordinates, also evolve over time. To represent
this dependence on time, the rotating vectors x̂, ŷ, and ẑ, written in terms of inertial
J2000 coordinates, are now denoted x̂˜, ỹˆ, and z̃ˆ. The tilde above each of these unit
vectors indicates that they are instantaneous vectors and must be evaluated at each
separate instant of time.
With the rotating frame unit vectors written in terms of instantaneous inertial
J2000 coordinates, based on planetary ephemeris information, a direction cosine matrix is deﬁned representing the transformation of the position vector rrot
pc from rotating
coordinates into inertial coordinates. This direction cosine matrix is deﬁned as
⎡
⎤
C11 C12 C13
⎥
h
i ⎢
⎥
⎢
I R
(2.67)
C = x̃ˆ ỹˆ z̃ˆ = ⎢C21 C22 C23 ⎥
⎦
⎣
C31 C32 C33
where the unit vectors x̂˜, ỹˆ, and ẑ˜, written in inertial coordinates, each form a column
of the matrix C. By multiplying the direction cosine matrix, C, by the components of
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the spacecraft position vector, written in terms of rotating coordinates (xpc , ypc , zpc ),
the components of the spacecraft position vector, written in terms of inertial coordinates (Xpc , Ypc , Zpc ), are obtained as
⎡

rinert
pc

⎤

⎡

⎤⎡

⎤

⎡

⎤

X
C
x
x
C12 C13
⎢ pc ⎥ ⎢ 11
⎥ ⎢ pc ⎥
⎢ pc ⎥
⎢
⎥ ⎢
⎥⎢ ⎥
⎢ ⎥
= ⎢ Ypc ⎥ = ⎢C21 C22 C23 ⎥ ⎢ ypc ⎥ = C · ⎢ ypc ⎥ = C · rrot
pc
⎣
⎦ ⎣
⎦⎣ ⎦
⎣ ⎦
Zpc
C31 C32 C33
zpc
zpc

(2.68)

Equation (2.68) represents the transformation of a position vector from rotating coordinates to J2000 inertial coordinates. However, transformation of the velocity vector
of a spacecraft from one set of coordinates to another is also often necessary. This
transformation is again completed through the use of time derivatives.

2.4.2.2

Transformation Of Velocity Vectors

The starting point for this derivation is Equation (2.68). Written in a simpliﬁed
manner, Equation (2.68) becomes
rinert
= C · rrot
pc
pc

(2.69)

To derive the velocity transformation equation, the time derivative is taken of Equation (2.69). However, since both the direction cosine matrix C and the spacecraft
position vector, rrot
pc , change as functions of time, the chain rule is employed to carry
out this derivative. The results from this chain rule implementation are
inert

ṙpc

rot

inert
rot
rot
= v pc
= Ċ · rrot
pc + C · ṙ pc = Ċ · r pc + C · v pc

(2.70)

Within Equation (2.70), the spacecraft position and velocity, written in terms of
rotating coordinates, as well as the position transformation direction cosine matrix,
C, are known. The only part of Equation (2.70) that is not known is the rate of
˙
change of the direction cosine matrix, again denoted C.
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˙ at any speciﬁc time, the instantaneous angular velocity of the roTo calculate C
tating frame with respect to the inertial J2000 frame is computed. This instantaneous
angular velocity value is determined from
||R × V ||
θ̃˙ =
||R||2

(2.71)

where R and V are again the ephemeris position and velocity vectors, respectively,
locating the body P2 with respect to P1 written in terms of inertial J2000 coordinates.
Unlike the previous case, where an arbitrary inertial frame was used, this case requires
speciﬁc planetary locations, and the angular velocity of the primary system is not
constant since the primary orbits are no longer assumed to be circular.
With the relative frame angular velocity value in hand, a kinematic expansion
process, similar to that described in the previous section, is implemented to derive
˙ The results of this process are
the instantaneous value of C.
⎡
⎤
˙θC
˙
˜
˜
−θC11 0
⎢ 12
⎥
⎢ ˜˙
˜˙ 21 0⎥
Ċ = ⎢θC22 −θC
⎥
⎣
⎦
˙θC
˙
˜
˜
32 −θC31 0

(2.72)

˙ are subThe previously known values, as well as the newly calculated value of C,
stituted into Equation (2.70). This substitution yields the velocity transformation
equation

⎡

˜˙
θC
⎢ 12
⎢ ˜˙
⎢θC22
⎣
˜˙
θC
32

˙ · rrot + C · v rot =
v inert
=C
pc
pc
pc
⎤
⎡
⎤
˙
˜
C
−θC11 0
C12 C13
⎥
⎢ 11
⎥
⎥
⎢
⎥ rot
rot
˙
˜
−θC21 0⎥ · rpc + ⎢C21 C22 C23 ⎥ · v pc
⎦
⎣
⎦
˜˙ 31 0
−θC
C31 C32 C33

(2.73)
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This equation is written in a single matrix as
⎡

x
⎢ pc ⎥
⎢
⎤ ⎢ ypc ⎥
⎥
⎥
C13 ⎢
⎢
⎥ ⎢z ⎥
⎥ pc ⎥
⎥
C23 ⎥ ⎢
⎥
⎦⎢
⎢ẋpc ⎥
⎢
C33 ⎢ ⎥
⎥
⎢ ẏpc ⎥
⎣ ⎦
żpc

⎡

inert
v pc

⎤

⎤ ⎡
˜˙
˜˙ 11 0 C11 C12
˙
X
θC
−θC
⎢ pc ⎥ ⎢ 12
⎢
⎥ ⎢ ˜˙
˜˙ 21 0 C21 C22
= ⎢ Ẏpc ⎥ = ⎢θC
−θC
⎣
⎦ ⎣ 22
˜˙ 32 −θC
˜˙ 31 0 C31 C32
Z˙ pc
θC

(2.74)

where the multiplication of the large 3 × 6 matrix, [Ċ C], and the 6 × 1 vector,
[rrot
pc

T
v rot
pc ] , results in the spacecraft velocity vector written in terms of inertially-

ﬁxed coordinates.

2.4.2.3

Transformation Of Full State

By combining the position transformation from Equation (2.68) with the velocity
transformation from Equation (2.74), both position and velocity vectors are transformed from rotating coordinates to inertial coordinates in a single step. The necessary total state transformation matrix is
⎡

⎤

⎡

⎤⎡

⎤

⎡

⎤

C
x
x
C12
C13 0
0
0
X
⎢ pc ⎥
⎥ ⎢ pc ⎥
⎢ pc ⎥ ⎢ 11
⎥ ⎢
⎢ ⎥
⎥⎢ ⎥
⎢
⎢ ypc ⎥
⎢ Ypc ⎥ ⎢ C21
C22
C23 0
0
0 ⎥ ⎢ ypc ⎥
⎥ ⎢
⎢ ⎥
⎥⎢ ⎥
⎢
⎥ ⎢
⎢ ⎥
⎥⎢ ⎥
⎢
⎢z ⎥
⎢ Zpc ⎥ ⎢ C31
C32
C33 0
0
0 ⎥ ⎢ zpc ⎥
⎥=⎢
⎥ ⎢ ⎥ = D ⎢ pc ⎥
⎢
⎥ ⎢ ˜˙
⎥
⎢ ⎥
⎥
⎢
⎢
˜˙ 11 0 C11 C12 C13 ⎥ ⎢ẋpc ⎥
⎢ẋpc ⎥
⎢Ẋpc ⎥ ⎢θC12 −θC
⎥ ⎢
⎢ ⎥
⎥⎢ ⎥
⎢
⎥ ⎢ ˜˙
⎢ ⎥
⎥⎢ ⎥
⎢
˙
˜
⎥
⎢ ẏpc ⎥
⎥
⎢
⎢ Ẏpc ⎥ ⎢θC
−θC21 0 C21 C22 C23
ẏ
⎦ ⎣ 22
⎣ ⎦
⎦ ⎣ pc ⎦
⎣
˙
˙
˜
˜
˙
Zpc
θC32 −θC31 0 C31 C32 C33
żpc
żpc

(2.75)

Equation (2.75) illustrates the transformation of a full spacecraft state from rotating
coordinates to inertial coordinates. However, this process is also applicable in the
opposite direction. That is, for transformations from inertial coordinates back to ro-
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tating coordinates. To apply this reverse procedure, the same transformation matrix,
D, is used. However, D must now be placed on the other side of the equation by
taking its inverse. The resulting transformation equation from inertial coordinates
back to rotating coordinates is
⎡

⎤

⎡

⎤

X
x
⎢ pc ⎥
⎢ pc ⎥
⎢
⎥
⎢ ⎥
⎢ Ypc ⎥
⎢ ypc ⎥
⎢
⎥
⎢ ⎥
⎢
⎥
⎢ ⎥
⎢
⎢ zpc ⎥
Z ⎥
⎢ ⎥ = D−1 ⎢ pc ⎥
⎢
⎥
⎢ ⎥
⎢Ẋpc ⎥
⎢ẋpc ⎥
⎢
⎥
⎢ ⎥
⎢
⎥
⎢ ⎥
⎢ Ẏpc ⎥
⎢ ẏpc ⎥
⎣
⎦
⎣ ⎦
Żpc
żpc

(2.76)

To summarize the transformation from rotating coordinates to a speciﬁc J2000 inertial frame, the process is listed as follows:

1. Translate the basepoint of the spacecraft position vector from the primary system barycenter to the center of either one of the primary bodies by adjusting
the position value in the x̂ direction.
2. Calculate the Julian date associated with each time past an initial epoch that
a transformation is desired.
3. Obtain the position vector, R, and velocity vector, V , of body P2 with respect
to P1 at the previously computed Julian dates by employing ephemeris data.
4. Calculate instantaneous characteristic quantities based on the relative locations
of the primary bodies at each point in time using the equations
L∗inst = |R|

∗
Tinst
=p

L∗inst 3
(µP1 + µP2 )

(2.77)

(2.78)

47
∗
Vinst
=

∗
Linst
∗
Tinst

(2.79)

5. Dimensionalize the primary-centered rotating state using the above instantaneous characteristic quantities at each separate point in time.
6. Deﬁne the instantaneous rotating unit vectors x̂˜, ỹˆ, and ẑ˜ in terms of J2000 inertial coordinates using Equations (2.64) through (2.66). NOTE: x̂˜ is ALWAYS
deﬁned pointing from body P1 to body P2 .
7. Deﬁne the instantaneous direction cosine matrix governing the position transformation using the instantaneous rotating axes illustrated in Equation (2.67).
8. Deﬁne the instantaneous angular velocity using ephemeris information and
Equation (2.71).
9. Substitute the direction cosine matrix components and the angular velocity
value into the full state transformation matrix, shown in Equation (2.75), and
evaluate the transformation matrix at each time.
10. Multiply the transformation matrix, shown in Equation (2.75), by the full
primary-centered state written in terms of rotating coordinates at each time
to obtain the full primary-centered state written in terms of J2000 inertial coordinates at each time.
11. Nondimensionalize the resulting inertial state using the mean characteristic
quantities (i.e. the characteristic quantities found in the derivation of the circular restricted three-body problem as deﬁned by Equations (2.5) and (2.7)).

As was also the case when transforming to an from an arbitrary inertial frame, the
process required to transform a state from speciﬁc J2000 inertial frame coordinates
to rotating coordinates eﬀectively involves the reverse of the list of steps displayed
above. More speciﬁcally, this reverse transformation process is listed out as follows:
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1. Calculate the Julian date associated with each time past an initial epoch at
which a transformation is desired.
2. Obtain the position vector, R, and velocity vector, V , of body P2 with respect to
body P1 at the previously calculated Julian dates through employing ephemeris
data.
3. Calculate instantaneous characteristic quantities based on the relative locations
of the primary bodies at each point in time using Equations (2.77) through (2.79).
4. Deﬁne the instantaneous rotating unit vectors x̂˜, ŷ˜, and z̃ˆ in terms of J2000 inertial coordinates using Equations (2.64) through (2.66). NOTE: x̂˜ is ALWAYS
deﬁned pointing from body P1 to body P2 .
5. Deﬁne the instantaneous direction cosine matrix governing the position transformation using the instantaneous rotating axes, as illustrated in Equation (2.67).
6. Deﬁne the instantaneous angular velocity using ephemeris information and
Equation (2.71).
7. Substitute the direction cosine matrix components and the angular velocity
value into the full inverse state transformation matrix shown in Equation (2.76)
and evaluate the inverse transformation matrix at each desired time.
8. Dimensionalize the primary-centered state using the mean characteristic quantities at each point in time (i.e. the characteristic quantities found in the derivation of the circular restricted three-body problem as deﬁned by Equations (2.5)
and (2.7)).
9. Multiply the inverse transformation matrix shown in Equation (2.76) by the
full primary-centered state written in terms of J2000 inertial coordinates at
each step in time to obtain the full primary-centered state written in terms of
rotating coordinates at each step in time.
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10. Nondimensionalize the resulting rotating state using the instantaneous characteristic quantities.
11. Translate the basepoint of the spacecraft position vector from the center of the
appropriate primary body to the primary system barycenter by modifying the
position value in the x̂ direction.

The processes displayed in this section for transitioning between the coordinate sets
associated with diﬀerent reference frames are a vital part of trajectory design and
modiﬁcation, both of which are highly-visual ﬁelds. While these frame transformation
procedures apply to many problems across numerous disciplines, within trajectory
design, any analysis performed within an ephemeris force model is likely carried out in
terms of inertial coordinates, but visual inspection of the resulting trajectory solutions
is often more intuitive when displayed in a rotating reference frame. Therefore, the
ability to quickly and accurately switch between working frames and coordinates as
necessary is a highly useful and valuable skill.
Throughout this chapter, several diﬀerent dynamical force models are deﬁned and
described. Also, capabilities for transitioning between the diﬀerent force models and
their respective coordinate frames are presented. Within the remainder of this document, the circular restricted three-body problem force model and an ephemeris force
model are employed regularly. In most scenarios within this investigation, a Mooncentered inertial reference frame and its associated coordinates are employed. However, for ease of comparison between the ephemeris and CR3BP results, all ephemeris
results are transformed into coordinates associated with an Earth-Moon rotating reference frame for the purposes of plotting. The next chapter delves deeper into the
mathematical foundation required throughout the remainder of this investigation.
Speciﬁcally, processes employed to solve diﬀerential equations are presented and examined. Since most of these solution processes are numerical, they fall within the
topic area of diﬀerential corrections and targeting algorithms.
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3. DIFFERENTIAL CORRECTIONS AND TARGETING
Within the discipline of aerospace engineering, the dynamical environment is modeled
in terms of sets of nonlinear, ordinary diﬀerential equations. Given the dynamical
model, a solution is sought such that both initial and ﬁnal constraints must be satisﬁed. These types of problems are frequently deﬁned as Two-Point Boundary Value
Problems (TPBVP). In contrast to initial value problems, TPBVP are frequently
challenging, that is, delivering a trajectory arc while also satisfying all of the required
initial and ﬁnal conditions can be nontrivial. Often, TPBVP cannot be solved analytically. Thus, to solve this type of boundary value problem, many diﬀerent numerical
approaches are exploited. A particularly productive set of strategies are collectively
described as diﬀerential corrections [5].
In the ever-expanding ﬁeld of numerical methods, various diﬀerential corrections
schemes are commonly employed for solving TPBVP. Several of these methods, along
with a brief description of each, are described below as summarized by Roberts and
Shipman [5].

1. Interpolation methods - The diﬀerential equation is numerically integrated using
diﬀerent sets of initial conditions. The correct initial values to satisfy the deﬁned
boundary conditions are delivered via inverse interpolation.
2. Variational methods - The original TPBVP is replaced by a variational problem
involving minimization of a particular integral. This variational problem is then
solved using the Rayleigh-Ritz method.
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3. Method of collocation - The solution is represented by a function that satisﬁes
the boundary conditions. This approximation is substituted into the TPBVP
and the parameters are determined.
4. Picard’s method - A sequence of approximate solutions to the TPBVP is constructed that converges to the TPBVP solution.
5. Discrete methods - The derivatives are replaced by ﬁnite diﬀerence representations and the actual solution is determined at discrete values of the independent
variables.
6. Quasilinearization - The original nonlinear problem is replaced by a system of
linear problems.
7. Shooting methods - The initial slope of the solution is varied until the solution
hits the desired target.

While these, and many other alternative approaches are available to solve TPBVP,
the focus in this investigation is primarily on the applications of shooting methods.

3.1

Single-Shooting Diﬀerential Corrections Process

In any simple, ﬁrst-order shooting method, a set of initial conditions is assumed or
approximated and the corresponding equations of motion are numerically integrated.
The ﬁnal point is then compared to the desired state that conforms to the speciﬁed
boundary conditions. If these two points are the same, to within an allowable tolerance, then the process is converged. If these two ﬁnal states diﬀer signiﬁcantly,
then the diﬀerence between them is employed to modify the initial conditions in an
iterative process. Various formulations are available for such a “shooting” scheme
and two speciﬁc shooting diﬀerential corrections algorithms are detailed below.
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3.1.1

Contemporaneous Variations

The fundamental basis of any targeting scheme is illustrated via the development
of a contemporaneous single-shooting diﬀerential corrections algorithm. Note that
contemporaneous is deﬁned as existing or occurring in the same period of time. Also,
the term single-shooting indicates that the trajectory consists of only one segment
or arc. Figure 3.1 illustrates the framework for the derivation of a contemporaneous
diﬀerential corrector. The lower curve is denoted as the reference path. This curve
is, eﬀectively, the path over time given the current initial conditions. The upper path
is the actual desired trajectory from initial conditions that are currently unknown.
Based on the diagram, both the upper and lower curves originate at an initial time,
t0 , with an initial six-dimensional state vector, labeled x0 and x∗0 , respectively. Both
curves end with a ﬁnal state vector at the same time tf , labeled xtf and x∗tf , respectively. The ﬁnal state along each curve is directly dependent on the initial state
as well as the propagation time. For clarity, the values associated with the known
reference curve are marked with an asterisk.

Des
ired
Pat
h

x0

x(x0 , tf )

δxtf
δx0
Ref

x∗0

eren
ce

Pat
h

x(x∗0 , tf )

Figure 3.1. Schematic deﬁning the parameters necessary to complete a
contemporaneous derivation of a single-shooting method diﬀerential corrector
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The initial and ﬁnal points in Figure 3.1 are distinguished by the initial and ﬁnal
contemporaneous deviations δx0 and δxtf respectively. Therefore, the corrections
process is denoted as “ﬁxed-time”. This formulation is also applicable for trajectories
comprised of several individual propagated segments.
To derive a basic, contemporaneous, single-shooting diﬀerential corrector, the
value of δx0 is deﬁned in terms of the initial states of both the desired and reference solution paths. This deﬁnition appears as
δx0 = x0 − x∗0

(3.1)

By rearranging Equation (3.1) the value of x0 becomes
x0 = x∗0 + δx0

(3.2)

Consistent with Equation (3.1), the value of δxtf is deﬁned in terms of the ﬁnal states
of both paths as
δxtf = x(x0 , tf ) − x(x∗0 , tf )

(3.3)

Equation (3.3) illustrates the deﬁnition of δxtf . However, it is beneﬁcial to write this
equation completely in terms of the reference path. To accomplish this reformulation,
Equation (3.2) is substituted into Equation (3.3) producing
δxtf = x(x∗0 + δx0 , tf ) − x(x∗0 , tf )

(3.4)

Next, the ﬁrst term on the right side of Equation (3.4) is expanded using a ﬁrst-order
Taylor series. This expansion process yields
x(x∗0 + δx0 , tf ) ≈ x(x∗0 , tf ) +

∂x(x∗0 , tf )
δx0 + HOTs
∂x∗0

(3.5)

Through the previous series expansion, Equation (3.5) appears as shown with the
addition of higher-order terms. However, since this is a ﬁrst-order expansion, the
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higher-order terms are neglected. Substituting the results from Equation (3.5) into
Equation (3.4) provides the deﬁnition for δxtf , written completely in terms of reference
path values, as
δxtf = x(x∗0 , tf ) +

∂x(x∗0 , tf )
δx0 − x(x∗0 , tf )
∂x∗0

(3.6)

By simplifying Equation (3.6), the two x(x∗0 , tf ) values cancel. Therefore, Equation (3.6) is written in its ﬁnal form as
δxtf =

∂x(x∗0 , tf )
δx0 = Φ(tf , t0 )δx0
∂x0∗

(3.7)

where the partial derivative in Equation (3.7) is also labeled the State Transition
Matrix (STM). The elements of the STM, denoted Φ(tf , t0 ), are deﬁned as
⎡ ∂x

tf

∂xtf

∂xtf

∂xtf

∂xtf

∂xtf

⎢ ∂x0
⎢
⎢ ∂yt
⎢ f
⎢ ∂x0
⎢
⎢
⎢ ∂ztf
⎢
⎢ ∂x0
Φ=⎢
⎢ ∂ ẋ
⎢ tf
⎢ ∂x0
⎢
⎢
⎢ ∂ ẏt
⎢ f
⎢ ∂x0
⎢
⎣

∂y0

∂z0

∂ ẋ0

∂ ẏ0

∂ ż0

∂ytf

∂ytf

∂ytf

∂ytf

∂y0

∂z0

∂ ẋ0

∂ ẏ0

∂ztf

∂ztf

∂ztf

∂ztf

∂y0

∂z0

∂ ẋ0

∂ ẏ0

∂ ẋtf

∂ ẋtf

∂ ẋtf

∂ ẋtf

∂y0

∂z0

∂ ẋ0

∂ ẏ0

∂ ẏtf

∂ ẏtf

∂ ẏtf

∂ ẏtf

∂y0

∂z0

∂ ẋ0

∂ ẏ0

∂ żtf

∂ żtf

∂ żtf

∂ żtf

∂ żtf

∂x0

∂y0

∂z0

∂ ẋ0

∂ ẏ0

⎤

⎥
⎥
∂ytf ⎥
⎥
∂ ż0 ⎥
⎥
⎥
∂ztf ⎥
⎥
∂ ż0 ⎥
⎥
⎥
∂ ẋtf ⎥
∂ ż0 ⎥
⎥
⎥
∂ ẏtf ⎥
⎥
∂ ż0 ⎥
⎥
⎦
∂ żtf
∂ ż0

(3.8)
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where the STM deﬁnes the variations at time tf as a result of the variations applied
to the initial states at time t0 . Then, rewriting Equation (3.7) in an expanded form
yields
⎡

∂xtf

∂xtf

∂xtf

∂xtf

∂xtf

∂xtf

⎢ ∂x0
⎢
⎧
⎫ ⎢ ∂y
⎢ tf
⎪
⎪
⎪
⎢ ∂x0
δxtf ⎪
⎪
⎪
⎪
⎪
⎢
⎪
⎪
⎪
⎪
⎢
⎪
⎪
⎪
⎪
δytf ⎪ ⎢ ∂ztf
⎪
⎪
⎪
⎪
⎪ ⎢
⎪
∂x
⎨ δz ⎪
⎬ ⎢
⎢ 0
tf
=⎢
⎢ ∂ ẋtf
⎪
⎪
⎪
⎪
⎢ ∂x
δẋ
tf ⎪
⎪
⎪
⎪
⎢ 0
⎪
⎪
⎪
⎪
⎢
⎪
⎪
⎪
⎪ δẏtf ⎪
⎪ ⎢
∂ ẏ
⎪
⎪
⎪
⎪ ⎢ tf
⎪
⎩ δż ⎪
⎭ ⎢
⎢ ∂x0
tf
⎢
⎢ ∂ żtf
⎣

∂y0

∂z0

∂ ẋ0

∂ ẏ0

∂ ż0

∂ytf

∂ytf

∂ytf

∂ytf

∂y0

∂z0

∂ ẋ0

∂ ẏ0

∂ztf

∂ztf

∂ztf

∂ztf

∂y0

∂z0

∂ ẋ0

∂ ẏ0

∂ ẋtf

∂ ẋtf

∂ ẋtf

∂ ẋtf

∂y0

∂z0

∂ ẋ0

∂ ẏ0

∂ ẏtf

∂ ẏtf

∂ ẏtf

∂ ẏtf

∂y0

∂z0

∂ ẋ0

∂ ẏ0

∂ żtf

∂ żtf

∂ żtf

∂ żtf

∂y0

∂z0

∂ ẋ0

∂ ẏ0

∂x0

⎤

⎥
⎥
⎧ ⎫
⎥⎧ ⎫
∂ytf ⎥
⎪
⎪
⎪
⎥
⎪
⎪
⎪
⎪
δx
δx0 ⎪
0⎪
∂ ż0
⎪
⎪
⎥⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎥⎪
⎪
⎪
⎪
⎪ δy0 ⎪
⎪
⎪
⎥
⎪
⎪
⎪
δy0 ⎪
∂ztf
⎪
⎪
⎪
⎪
⎥⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
∂ ż0 ⎥ ⎪
⎨
⎬
⎨
⎥ δz0
δz0 ⎬
⎥
=Φ
∂ ẋtf ⎥ ⎪
⎪
⎪
⎥
⎪
⎪
⎪
⎪
δẋ0 ⎪
δẋ
0⎪
⎪
⎪
∂ ż0 ⎥ ⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎥⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎥
⎪
⎪
⎪
⎪
δẏ
δẏ
0
0
⎪
⎪
⎪
∂ ẏtf ⎥ ⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎥
⎪
⎪
⎪
⎪
∂ ż0
⎩
⎭
⎩
⎭
⎥ δż0
δż0
⎥
∂ żtf ⎥
⎦

(3.9)

∂ ż0

For convenience, the state vector can be decomposed into position and velocity. For
example, the values δx0 , δy0 , and δz0 are combined into a single position vector, δr0 ,
where
⎡

δx0

⎤

⎢ ⎥
⎢ ⎥
δr0 = ⎢ δy0 ⎥
⎣ ⎦
δz0

(3.10)

Similarly, additional three-dimensional vectors are expressed as
⎡

δrtf

⎤

δx
⎢ tf ⎥
⎢
⎥
= ⎢ δytf ⎥ ;
⎣
⎦
δztf

⎡ ⎤
δẋ
⎢ 0⎥
⎢ ⎥
δv 0 = ⎢ δẏ0 ⎥ ;
⎣ ⎦
δż0

⎡

δv tf

⎤

δẋ
⎢ tf ⎥
⎢
⎥
= ⎢ δẏtf ⎥
⎣
⎦
δżtf

(3.11)

The matrix in Equation (3.9) is also separable into four diﬀerent submatrices. For
example, the upper left 3×3 matrix within the larger 6x6 matrix is simply the Jaco-
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bian of the ﬁnal position vector, rtf , with respect to the initial position vector, r0 ,
or
⎡

∂x
⎢ ∂x0

⎢
⎢
∂rtf
∂y
=⎢
⎢ ∂x0
∂r0
⎢
⎣
∂z
∂x0

⎤

∂x
∂y0

∂x
∂z0 ⎥

∂y
∂y0

∂y ⎥
∂z0 ⎥

∂z
∂y0

⎥
⎥

∂z
∂z0

(3.12)

⎥
⎦

This process is also applicable to the remaining three submatrices in Equation (3.9),
resulting in
⎡

∂x
⎢ ∂ ẋ0

⎢
⎢
∂rtf
∂y
=⎢
⎢ ∂ ẋ0
∂v 0
⎢
⎣

∂x
∂ ẏ0
∂y
∂ ẏ0

⎤

∂x
∂ ż0 ⎥

⎥
⎥
∂y ⎥
∂ ż0 ⎥
⎥
⎦

∂z
∂ẋ0

∂z
∂ẏ0

∂ẋ
⎢ ∂x0

∂ẋ
∂y0

∂ẋ
∂z0 ⎥

∂ẏ
∂y0

∂ẏ ⎥
∂z0 ⎥

⎡

⎢
⎢
∂v tf
∂ẏ
=⎢
⎢ ∂x0
∂r0
⎢
⎣

∂z
∂ż0

⎤
⎥
⎥
⎥
⎦

∂ż
∂x0

∂ż
∂y0

∂ż
∂z0

∂ẋ
⎢ ∂ẋ0

∂ẋ
∂ẏ0

∂ẋ
∂ż0 ⎥

∂ẏ
∂ẏ0

∂ẏ ⎥
∂ż0 ⎥

⎡

⎢
⎢
∂v tf
∂ẏ
=⎢
⎢ ∂ẋ0
∂v 0
⎢
⎣
∂ż
∂ẋ0

∂ż
∂ẏ0

⎤
⎥
⎥

∂ż
∂ż0

⎥
⎦

(3.13)
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Therefore, by rewriting both of the vectors in Equation (3.9) in terms of the position
and velocity vectors at both the initial and ﬁnal times, and rewriting the matrix in
terms of the Jacobians, Equation (3.9) is condensed and rewritten as
⎧
⎫
⎨δr ⎬
tf

=

⎩δv ⎭
tf

⎧ ∂rt
f
⎪
⎨ ∂r0

∂rtf

⎪
⎩ ∂vtf

∂v tf

∂r0

∂v 0

∂v 0

⎫⎧ ⎫
⎪
⎬ ⎨δr ⎬
0

(3.14)

⎪ ⎩δv ⎭
⎭
0

For simpliﬁcation, the matrix in Equation (3.14) is labeled as K where

K=

⎧ ∂rt
f
⎪
⎨ ∂r0

∂rtf

⎪
⎩ ∂vtf

∂v tf

∂v 0

∂r0

∂v 0

⎫
⎪
⎬

(3.15)

⎪
⎭

Using this simpliﬁcation, Equation (3.14) becomes
⎧
⎫
⎨δr ⎬
tf

⎩δv ⎭
tf

= [K]

⎧ ⎫
⎨δr ⎬
0

(3.16)

⎩δv ⎭
0

where all of the information from Equation (3.7) has now been rewritten for convenience.
In any targeting problem, the deviations at the ﬁnal time are known. The deviations at the initial time and, therefore, the correct initial conditions, are sought.
Equation (3.16) supplies a relationship between the known ﬁnal deviations, δrtf and
δv tf , and the unknown initial deviations, δr0 and δv 0 , through the matrix K (in this
case, the STM). To solve for the variation values at the initial time, Equation (3.16)
is inverted. Since K is a square matrix, the equation is inverted and is written as
⎧ ⎫
⎨δr ⎬
0

⎩δv ⎭
0

= [K−1 ]

⎧
⎫
⎨δr ⎬
tf

(3.17)

⎩δv ⎭
tf

Equation (3.17) is the general equation for a contemporaneous (ﬁxed-time), singleshooting, diﬀerential corrector. As illustrated in Figure 3.1, there exists a reference
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solution that is initially known and a desired solution that is initially unknown. By
numerically integrating the known initial conditions corresponding to the reference
solution for the appropriate time interval, the ﬁnal state of the reference solution is
available. The behavior of the reference solution is fully known over time through
numerical integration, however this is not also true for the desired solution. The ﬁnal
state along the unknown neighboring path (or at least some of it) is the target state
and is usually available based on the required boundary conditions imposed on the
problem.
With the ﬁnal state requirements for the desired solution known, and the ﬁnal state
of the reference solution known from numerical integration, the diﬀerence or variation
between these ﬁnal states results in the values for both δrtf and δv tf . Equation (3.17)
is then employed to solve for the variation between the initial states along the two
solution paths. These initial state variations, from Equation (3.17), are added to
the currently known initial state of the reference solution and this updated state is
numerically integrated to form a fully-updated reference solution. While this new
reference solution is likely closer to the desired trajectory than the original reference
solution, iterations are required since the STM is a linear approximation of a nonlinear
system. Therefore, the process is repeated, or iterated, until the updated reference
solution becomes equal to the desired solution to within a speciﬁed tolerance. For
clarity, the entire process for a basic diﬀerential corrector is detailed as follows:

1. Numerically integrate the initial state corresponding to the reference solution
for the desired amount time.
2. Compare the ﬁnal state of the integrated reference solution to the required target
state of the desired solution to obtain the diﬀerence, or variation, between the
two.
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3. Use Equation (3.17) to estimate the required initial state variations between
the desired and reference paths by employing the ﬁnal state variations and the
inverse of the reference solution STM.
4. Add the initial state variations from Step 3 to the initial state of the reference solution and numerically integrate again to produce an updated reference
solution.
5. Repeat Steps 2-4 until the ﬁnal state variation between the reference and desired
solutions is less than an allowable tolerance.

By following this procedure, an initially known reference solution is used to systematically determine a set of initial conditions to produce the desired solution that solves
the original TPBVP.

3.1.2

Non-contemporaneous Variations

Based on the deﬁnition of contemporaneous variations, the meaning of non-contemporaneous
variations is apparent. While contemporaneous implies existing or occurring over the
same period of time, non-contemporaneous reﬂects diﬀerent time intervals. The fact
that time is no longer equal between the reference and desired arcs indicates a larger
impact on the formulation of a diﬀerential corrector. Figure 3.2 illustrates the basic
framework for the derivation of a non-contemporaneous diﬀerential corrector.
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Figure 3.2. Schematic deﬁning the parameters necessary to complete a
non-contemporaneous derivation of a shooting method diﬀerential corrector

The schematic in Figure 3.2 is updated relative to Figure 3.1. Both systems employ
a known reference solution and an unknown desired path. The initial and ﬁnal states
along these two solutions are still assessed using the variations δx0 and δxtf . The
main diﬀerence, however, is that the desired solution no longer requires the same
time interval as the reference path. To accommodate the time diﬀerence, additional
terms are deﬁned to measure the variation between the two solution paths at both
the initial and ﬁnal states. These values are denoted δq 0 and δq tf and are illustrated
in Figure 3.2.
To initiate the derivation of the non-contemporaneous approach, the process employed for a contemporaneous formulation is repeated, until the Taylor series expansion. The Taylor series expansion now incorporates the time variations, i.e.,
x(x∗0 + δq 0 , tf + δτtf ) ≈ x(x∗0 , tf ) +

∂x(x∗0 , tf )
∂x(x∗0 , tf )
δx
+
δt + HOT s
0
∂t
∂x∗0

(3.18)
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Again, since this is a ﬁrst-order Taylor series expansion, any higher order terms
are neglected. Substituting Equation (3.18) into Equation (3.4) yields the following
deﬁnition for δxtf ,
δxtf = x(x∗0 , tf ) +

∂x(x∗0 , tf )
∂x(x∗0 , tf )
δx
+
δt − x(x∗0 , tf )
0
∂t
∂x∗0

(3.19)

By simplifying Equation (3.19), the two x(x∗0 , tf ) values cancel and only the partial
derivatives of x(x∗0 , tf ) with respect to x∗0 and time remain. Therefore, Equation (3.19)
is written in its ﬁnal form as follows,
δxtf =

∂x(x∗0 , tf )
∂x(x∗0 , tf )
δx
+
δt = Φ(tf , t0 )δx0 + ẋtf δt
0
∂t
∂x∗0

(3.20)

Note that Equation (3.20) is written in terms of the reference solution state transition
matrix Φ(tf , t0 ). However, Equation (3.20) also includes the partial derivatives of x
with respect to time. These dependencies on time are rewritten as
⎧ ⎫
⎪
⎪
⎪
ẋtf ⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
ẏ
t
⎪
f⎪
⎪
⎪
⎪
⎪ ⎧ ⎫
⎪
⎪
⎨
⎬
⎨r˙ ⎬
żtf
∂x
tf
= ẋtf =
=
⎩
⎪
⎪
∂t
⎪
v˙ tf ⎭
ẍtf ⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
ÿ
t
⎪
f⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎩ z̈ ⎭
tf

(3.21)

Based on this deﬁnition, as well as the process illustrated in Equations (3.10) through (3.13),
Equation (3.20) is condensed and rewritten as
⎧
⎫
⎨δr ⎬
tf

⎩δv ⎭
tf

=

⎧
⎪ ∂rtf
⎨
∂r0

∂rtf

⎪
⎩ ∂vtf

∂v tf

∂r0

∂v 0

∂v 0

⎫⎧ ⎫
⎪
⎬ ⎨δr ⎬
0

⎪
⎭ ⎩δv 0 ⎭

+

⎧ ⎫
⎨r˙ ⎬
tf

⎩v˙ ⎭
tf

δt

(3.22)
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Through basic matrix manipulation, Equation (3.22) is further modiﬁed and expressed as
⎧
⎫
⎨δr ⎬
tf

=

⎩δv ⎭
tf

⎧ ∂rt
⎪ f
⎨
∂r0

∂rtf

⎪
⎩ ∂vtf

∂v tf

∂r0

∂v 0

∂v 0

⎧ ⎫
⎫⎪ ⎪
⎪δr ⎪
r˙ tf ⎪
⎬⎪
⎨ 0⎪
⎬
δv 0
⎪
⎪
⎪
⎪
⎭⎪
⎪ ⎭
⎪
v˙ tf ⎩
δt

(3.23)

By carrying out the actual matrix multiplication, it is apparent that Equations (3.22)
and (3.23) are equivalent. For simpliﬁcation, the matrix in Equation (3.23) is labeled
as K (the same notation is employed as for the contemporaneous case since K again
represents the matrix containing the partial derivatives of the ﬁnal variations with
respect to the initial variations) and is written as

K=

⎧ ∂rt
f
⎪
⎨ ∂r0

∂rtf

⎪
⎩ ∂vtf

∂v tf

∂r0

∂v 0

∂v 0

⎫
˙rtf ⎪
⎬

(3.24)

⎪
⎭
v˙ tf

Next, Equation (3.23) must be inverted to solve for the variations at the initial time
as a function of the variations at the ﬁnal time. However, since K is not a square
matrix, taking the standard inverse of K is not possible. Also, because K is a block
2×3 matrix, there are actually more unknowns than equations. Thus Equation (3.23)
represents an under-determined system. Since Equation (3.23) is under-determined,
it is satisﬁed by an inﬁnite number of solutions. To select one solution, various criteria could be employed. One useful option is the minimum norm solution [33]. The
minimum norm solution is accomplished by use of a pseudo inverse. From Equation (3.23), the variations at the initial time (including the integration time), written
as a function of the variations at the ﬁnal time, take the form
⎧ ⎫
⎪
⎪
⎪δr0 ⎪
⎪
⎪
⎨
⎬

⎧
⎫
⎨δr ⎬
tf

T
T −1
δv 0 = [K (KK ) ]
⎩δv ⎭
⎪
⎪
⎪ ⎪
tf
⎪
⎩ δt ⎪
⎭

(3.25)

64
Equation (3.25) is the general equation for a non-contemporaneous (variable-time)
diﬀerential corrector. For this corrector to work properly, the integration time must
now be included as one of the variables updated on every iteration. By utilizing
Equation (3.25) in place of Equation (3.17), the diﬀerential corrections process deﬁned
in the previous section is modiﬁed slightly to account for the variable integration time.
This modiﬁed process is described as follows:

1. Numerically integrate the reference solution for the initially given time interval
starting from the known initial conditions.
2. Compare the ﬁnal state of the integrated reference solution with the required
ﬁnal state of the desired solution to obtain the diﬀerence, or variation, between
them.
3. Use Equation (3.25) to solve for the initial state variations employing both
the ﬁnal state variations and the pseudo inverse of the reference solution state
transition matrix.
4. Add the initial state variations from Step 3 to the initial state of the reference
solution including the variation in integration time and numerically integrate
(using the updated time interval) to ﬁnd an updated reference solution.
5. Repeat Steps 2-4 until the ﬁnal state variation between the reference and desired
solutions is less than a small tolerance.

At this point, both the contemporaneous (ﬁxed-time) and non-contemporaneous (variabletime) correctors have been derived. As stated, the next section details the process of
solving an under-determined system of equations using the minimum norm solution
as well as a derivation for the necessary pseudo inverse.
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3.1.3

Minimum Norm Solution and Pseudo Inverse

An under-determined system of equations contains an inﬁnite number of possible
solutions. An example of an under-determined system of equations is shown as follows,
ax1 + bx2 + cx3 = y1

(3.26)

dx1 + ex2 + f x3 = y2
With matrices deﬁned as
⎡ ⎤
⎡ ⎤
x1
⎢
⎥
a b c
y1
⎥
⎦;x = ⎢
J=⎣
⎢ x2 ⎥ ; y = ⎣ ⎦
⎣ ⎦
d e f
y2
x3
⎡

⎤

(3.27)

Equation (3.26) is also written in an augmented matrix form as
⎡

⎤

a b c y1
⎢
⎥
⎢
⎥
⎢ d e f y2 ⎥
⎣
⎦
0 0 0 0

(3.28)

From Equation (3.28), it is clear that the variable x3 is free and therefore there are
indeed an inﬁnite number of possible solutions that satisfy this system. This is the
same problem that occurs in Equation (3.23). To remedy this dilemma of choosing
a solution from an inﬁnite number of possibilities, select the solution of minimum
Euclidean norm among all possible solutions. This minimum Euclidean norm solution
gives rise to the name “minimum norm” solution.
To derive the minimum norm solution, the method of Lagrange multipliers is
employed to solve the optimization problem
⎧
⎪
⎨Minimize

xT x

⎪
⎩Subject to Jx = y

(3.29)
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Based on the given function and constraint, the Lagrangian is deﬁned by
Λ = xT x + λT (Jx − y)

(3.30)

Computing the gradient of the Lagrangian and setting it equal to zero yields
∂Λ
= 2x + JT λ = 0
∂x

(3.31)

∂Λ
= Jx − y = 0
∂λ

(3.32)

and

This system consists of two equations and three unknowns. However, the value of x,
in terms of y, is available. Solving Equation (3.31) for x, produces
x=

−JT λ
2

(3.33)

and plugging Equation (3.33) into Equation (3.32) and solving for λ yields
λ=

−2y
= −2(JJT )−1 y
JJT

(3.34)

Substituting Equation (3.34) back into Equation (3.33) provides
x=−

JT
(−2(JJT )−1 y)
2

(3.35)

and simplifying Equation (3.35) results in the equation
x = JT (JT J)−1 y

(3.36)

where the term, JT (JJT )−1 , is referred to as the pseudo inverse.
Here, note that Equation (3.36) takes the same form as Equation (3.25) which is
the solution to the under-determined system of equations deﬁned in Equation (3.23).
This similarity indicates that the pseudo inverse function is appropriate for solving
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under-determined systems of equations and also that Equation (3.25) utilizes a minimum norm solution. At this point, the reasoning behind use of the minimum norm
solution and pseudo inverse has been established and it is now time to move on to
examples of both the contemporaneous and noncontemporaneous diﬀerential correctors deﬁned thus far. In the next section, several examples are provided to illustrate
how diﬀerent problems require diﬀerent corrector setups and also how it is possible
to solve the same problem using multiple diﬀerent corrector formulations.

3.1.4

Application and Examples of Basic Corrector

In this section, several examples are presented to clarify the setup and use of the
two diﬀerent types of diﬀerential correction algorithms discussed so far. The ﬁrst example demonstrates a contemporaneous (ﬁxed-time) corrector, while the second and
third examples illustrate two diﬀerent noncontemporaneous (variable-time) correctors. All of the examples involve trajectories within the circular restricted three-body
problem force model.

3.1.4.1

Contemporaneous Example

For this contemporaneous example, an initial three-dimensional position and velocity are are given within the circular restricted three-body problem, and the goal is
to use a ﬁxed-time diﬀerential corrector to target a trajectory that ends at a speciﬁed
ﬁnal three-dimensional position without modifying the initial position. Since this is
a ﬁxed-time corrector, the integration time always remains the same throughout the
corrections process. The only values permitted to change to achieve the ﬁnal position
requirements are the initial velocity values. Since the initial velocities are allowed to
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change and the ﬁnal position is constrained to a speciﬁed value, the basic form of this
corrector is written as
⎧
⎫
⎪
⎪
⎪
⎪
δx
⎪
⎬
⎨ tf ⎪

⎧ ⎫
⎪
⎪δẋ ⎪
⎪
⎪
⎨ 0⎪
⎬

δytf = [K] δẏ0
⎪
⎪
⎪
⎪
⎪
⎪ ⎪
⎪
⎪
⎪
⎩ δz ⎪
⎭
⎩ δż ⎪
⎭
tf

(3.37)

0

The vector on the left-hand side of Equation (3.37) contains the values that the
corrector is trying to achieve, or the deviation constraints that the solution must
meet. In this case, that means that the variation between the ﬁnal position of the
integrated trajectory and the speciﬁed ﬁnal position location must go to zero. The
vector on the right-hand side contains the values that the corrector is permitted to
change in order to satisfy the constraints. These are also called the free variables.
Therefore, for this problem, the overall goal of the diﬀerential corrections process is to
update the initial velocity values such that the variation of the ﬁnal position values go
to zero. However, to accomplish this update process, the matrix K must be deﬁned.
To compute K, the partial derivatives of each of the constraint values is taken with
respect to each of the free variables. This K matrix is deﬁned as
⎡

∂x
⎢ ∂ ẋ0

⎢
⎢
∂y
K=⎢
⎢ ∂ ẋ0
⎢
⎣
∂z
∂ ẋ0

⎤

∂x
∂ ẏ0

∂x
∂ ż0 ⎥

∂y
∂ ẏ0

∂y ⎥
∂ ż0 ⎥

∂z
∂ ẏ0

⎥
⎥

∂z
∂ ż0

(3.38)

⎥
⎦

Written in terms of components of the state transition matrix Φ(t, t0 ), Equation (3.38)
becomes
⎡

⎤

Φ15 Φ16
Φ
⎥
⎢ 14
⎥
⎢
K = ⎢Φ24 Φ25 Φ26 ⎥
⎦
⎣
Φ34 Φ35 Φ36

(3.39)
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With K now deﬁned for this corrector, it is plugged back into Equation (3.37). Since
K is a square matrix, ﬁnding its inverse is straightforward. Therefore, multiplying
the standard inverse of K to both sides of Equation (3.37) yields
⎧ ⎫
⎧
⎫
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
δx
⎪δ x˙ 0 ⎬
⎪
⎪
⎨
⎨ tf ⎪
⎬
−1
δẏ0 = [K ] δytf
⎪
⎪
⎪
⎪
⎪ ⎪
⎪
⎪
⎪
⎪
⎪
⎩ δż ⎭
⎩ δz ⎪
⎭
0

(3.40)

tf

Equation (3.40) deﬁnes the variation of the free variables (initial velocity) as functions
of the reference solution state transition matrix as well as of the variation of the ﬁnal
integrated position from the desired ﬁnal position. To meet the required constraints
(i.e. successfully target the desired ﬁnal position) the following process is applied:

1. Numerically integrate the CR3BP EOM’s for the speciﬁed amount of time starting from the originally given initial conditions.
2. Measure the variation between the ﬁnal state values of interest of the integrated
trajectory and the desired ﬁnal state values.
3. Compute the K matrix associated with the reference solution using the state
transition matrix elements and then generate K−1 .
4. As shown in Equation (3.40), multiply K−1 by the ﬁnal state variations (found
in Step 2) and solve for the corresponding variations of the initial state values.
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5. From the solution to Equation (3.40), update the initial conditions of the reference solution by adding the variation of the initial state to the original initial
state as follows,

x1 =

⎧
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎨

⎫
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎬

x0
y0
z0

(3.41)

⎪
⎪
⎪
ẋ0 + δẋ0 ⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
ẏ
+
δẏ
0
0
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎩ ż + δż ⎭
0

0

Equation (3.41) is the initial state of the updated reference solution. The subscript 1 on the left-hand side of the equation indicates that it is the initial state
of the new reference solution after the ﬁrst iteration. Notice how the initial
position of the reference solution is not altered in Equation (3.41).
6. Numerically integrate the CR3BP EOM’s for the speciﬁed time starting from the
updated initial conditions (from Equation (3.41)) to obtain the new reference
solution.
7. Repeat Steps 2-6 until the variations (from Step 2) between the ﬁnal values of
the integrated trajectory and the desired ﬁnal values of interest go to zero (i.e.
fall below a small tolerance).

By following these steps, the reference solution is corrected over a few iterations until
it matches the desired solution to within a small tolerance. For additional clarity, the
results of an actual numerical example of this type of corrector are worked out and
displayed below.
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The given initial conditions for the reference solution within the Earth-Moon
circular restricted three-body problem system are
⎧
⎫
⎪
⎪
⎪
x0 = 300, 000 km ⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
=
0
km
y
0
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎨ z =0
⎬
km
0
x0 =
⎪
⎪
⎪
km/s⎪
ẋ0 = 0
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
ẏ0 = 0.5
km/s⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎩ ż = 0.5
km/s⎭
0

(3.42)

The goal of this diﬀerential corrections algorithm is to determine the initial conditions
required to target a ﬁnal point location such that

rtf

⎧
⎫
⎪
⎪
⎪
⎪
=
500,
000
km
x
⎪
⎪ tf
⎨
⎬
= ytf = −90, 000 km
⎪
⎪
⎪
⎪
⎪
⎩ z = 200, 000 km⎪
⎭
tf

(3.43)

Also, the time of ﬂight of this trajectory is speciﬁed and ﬁxed at exactly 10 days and
the initial position of the trajectory is not to be changed.
Following the seven steps listed above, and using Equation (3.40) to calculate the
initial velocity updates, this diﬀerential corrections process converges on the desired
solution after only four iterations. The norm of the variation values between the ﬁnal
position of the integrated trajectory and the desired ﬁnal position (from Step 2) are
calculated along the way and displayed as
kδrtf (Baseline)k = 6.15981E + 04 km
kδrtf (It : 1)k = 1.77992E + 04

km

kδrtf (It : 2)k = 1.48515E + 02

km

kδrtf (It : 3)k = 5.43342E − 02

km

kδrtf (It : 4)k = 7.38278E − 09

km

(3.44)
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With a tolerance deﬁned as  = 1e−12nd, or  = 3.856925e−07km, the error is less
than the tolerance after the fourth iteration, and therefore, the corrections process
ends because the reference solution is considered to be converged.
To better understand what the actual trajectory (reference solution) looks like after each initial velocity update, Figure 3.3 displays a three-dimensional image of each
updated trajectory path starting from the initial guess (before correction) and ending
with the ﬁnal trajectory satisfying the ﬁnal position requirement of the problem.

Figure 3.3. Example of a corrections process applied to a 3D trajectory
in the CR3BP

In Figure 3.3, the original guess trajectory is shown in red and the subsequent four
updated trajectories are shown in diﬀerent colors as detailed in the ﬁgure legend. The
large green dot on the left of the ﬁgure represents the Earth and the smaller black dot
to the right represents the Moon. The small green star represents the starting position
of the initial guess trajectory as well as the starting points of each of the updated
reference solutions since the initial position is not permitted to change. Lastly, the
small red star indicates the location of the required ﬁnal position that the corrected
trajectory must reach. Based on the path of the initial guess, or baseline solution
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shown in red, the uncorrected position of the ﬁnal point is not equal to the required
ﬁnal position indicated by the red star. Therefore, correction is needed.
After the ﬁrst iteration of the corrections algorithm, the updated reference solution
is the trajectory shown in dark blue in Figure 3.3. This trajectory ends closer to
the red star than did the baseline trajectory, but still does not adequately satisfy the
problem requirements and thus requires further correction. In fact, this ﬁrst corrected
solution actually over-corrects the initial conditions to the point that it misses the
red star on the opposite side from the baseline solution. For the next three iterations
however, the solutions continue to end closer to the required ﬁnal position. Also, it
is interesting to notice that after only two iterations, the trajectories do not change
enough to physically see a diﬀerence by simply looking at Figure 3.3. While the
diﬀerences between iterations 2,3, and 4 may not be visible to the naked eye, iterations
2 and 3 clearly do not meet the imposed tolerance (as shown by Equation (3.44)) and
thus are not close enough to stop the corrections process. With this example complete,
it is time to move on to examples detailing variable-time corrections algorithms. These
examples are shown in the following sections.

3.1.4.2

Noncontemporaneous Example 1

The noncontemporaneous example detailed in this section begins similarly to the
previous ﬁxed-time example, however two key modiﬁcations are made. For this example, an initial three-dimensional position and velocity are each given within the
circular restricted three-body problem and the goal is again to target a trajectory
that ends at a speciﬁed ﬁnal three-dimensional position without altering the initial
position. However, instead of having the three initial velocity components free, as was
the case previously, now the initial velocity component in the x̂ direction is ﬁxed, but
the integration time is permitted to vary. The variable integration time is essential
to this scenario being considered a variable-time corrections example. In this case,

74
the only values permitted to change to achieve the ﬁnal position requirements are the
initial velocity values in the ŷ and ẑ directions and the integration time. Based on
these three free values, and also the fact that the ﬁnal position is constrained, the
basic form of this corrector is
⎧
⎫
⎧ ⎫
⎪
⎪
⎪
⎪δx ⎪
⎪δẏ ⎪
⎪
⎪
⎪
⎬
⎨ 0⎪
⎬
⎨ tf ⎪
δytf = [K] δż0
⎪
⎪
⎪
⎪
⎪
⎪ ⎪
⎪
⎪
⎪
⎩ δz ⎪
⎭
⎩ δt ⎪
⎭

(3.45)

tf

As was also the case in the previous example, the vector on the left-hand side of
Equation (3.45) contains the constraints that the solution must meet. The vector
on the right-hand side contains the free variables that the corrector is permitted to
change to satisfy the constraints. Therefore, for this problem, the overall goal of
the diﬀerential corrections process is to update the two initial velocity values and
the integration time such that the variation of the ﬁnal position values go to zero.
However, to accomplish this, the matrix K must be more speciﬁcally deﬁned. To
compute K, the partial derivatives of each of the constraint values is taken with
respect to each of the free variables. This K matrix is deﬁned as
⎡

∂x
⎢ ∂ ẏ0

⎢
⎢
∂y
K=⎢
⎢ ∂ ẏ0
⎢
⎣
∂z
∂ ẏ0

⎤

∂x
∂ ż0

∂x
∂t ⎥

∂y
∂ ż0

∂y ⎥
∂t ⎥

∂z
∂ ż0

⎥
⎥

∂z
∂t

(3.46)

⎥
⎦

Written in terms of the state transition matrix Φ(t, t0 ), Equation (3.46) becomes
⎡

Φ15 Φ16 ẋ

⎤

⎢
⎥
⎢
⎥
K = ⎢Φ25 Φ26 ẏ ⎥
⎣
⎦
Φ35 Φ36 ż

(3.47)

With the matrix K now deﬁned for this corrector, it is plugged back into Equation (3.45). Since K is again a square matrix, ﬁnding its inverse is again straight-
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forward. Therefore, multiplying the standard matrix inverse of K to both sides of
Equation (3.45) yields
⎧ ⎫
⎪
⎪δẏ ⎪
⎪
⎪
⎨ 0⎪
⎬

⎧
⎫
⎪
⎪
⎪
δx ⎪
⎪
⎨ tf ⎪
⎬

−1
δż0 = [K ] δytf
⎪
⎪
⎪
⎪
⎪ ⎪
⎪
⎪
⎪
⎪
⎩ δt ⎪
⎭
⎩ δz ⎪
⎭
tf

(3.48)

Equation (3.48) deﬁnes the variations of the free variables (initial ŷ and ẑ velocity
components and integration time) as functions of the reference solution state transition matrix as well as of the variations of the ﬁnal integrated position states from
the desired ﬁnal position. Similarly to the previous example, to meet the required
constraints (i.e. successfully target the desired ﬁnal position) the corrections process
deﬁned earlier is again followed. In this case however, the initial conditions of the
reference solution are updated by adding the variation of the two initial velocities to
the original initial state and also by adding the variation of the integration time to
the initial integration time as

x1 =

⎧
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎨

x0
y0
z0

⎫
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎬

ẋ0
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
ẏ
+
δẏ
0
0
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
ż
+
δż
0
0⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎩ t + δt ⎭
0

(3.49)

Following the same steps as laid out in the earlier list, the reference solution is corrected over a few iterations until it matches the desired solution to within a small
tolerance. For additional clarity, the results of another numerical example are worked
out and displayed as follows.
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The given initial conditions for the reference solution within the Earth-Moon
circular restricted three-body problem system are
⎧
⎫
⎪
⎪
⎪
x0 = 300, 000 km ⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
=
0
km
y
0
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
=
0
km
z
0
⎪
⎪
⎨
⎬
x0 =
km/s
ẋ0 = 0
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
ẏ0 = 0.5
km/s⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
=
0.5
km/s
ż
0
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎩ t = 10
⎭
days
0

(3.50)

and the goal of this diﬀerential corrections algorithm is again to determine the initial
conditions required to target a ﬁnal point location such that

rtf

⎧
⎫
⎪
⎪
⎪
x = 500, 000 km⎪
⎪
⎪
⎨ tf
⎬
= ytf = −90, 000 km
⎪
⎪
⎪
⎪
⎪
⎪
⎩
⎭
ztf = 200, 000 km

(3.51)

By once again following the seven steps listed previously and employing Equation (3.48)
to calculate both the initial two velocity updates and the update on integration time,
this diﬀerential corrections process is slightly slower than the previous example since
it now converges on the desired solution after six iterations. The norm of the variation values between the ﬁnal position of the integrated trajectory and the desired
ﬁnal position (from Step 2 in the list) are computed along the way and displayed as
kδrtf (Baseline)k = 6.15981E + 04 km
kδrtf (It : 1)k = 2.60736E + 04

km

kδrtf (It : 2)k = 3.26324E + 03

km

kδrtf (It : 3)k = 8.07425E + 02

km

kδrtf (It : 4)k = 8.99866E + 00

km

kδrtf (It : 5)k = 2.32559E − 03

km

kδrtf (It : 6)k = 9.84433E − 09

km

(3.52)
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Interesting to note, the same initial conditions are used for the baseline solution here
as for the earlier ﬁxed-time corrector, the same error, or variation, is found associated
with the baseline solution in each of the two examples. Then starting with the ﬁrst
iteration, the variations deviate from each other between the two examples since the
correction schemes are diﬀerent. In this variable-time corrector, the steps of the
variations towards zero, shown in Equation (3.52), are smaller than those shown in
Equation (3.44) and therefore, this variable-time corrector takes more iterations to
reach convergence than were needed by the earlier ﬁxed-time example. However, this
is not always the case as will be illustrated in the next example in the following section.
The convergence tolerance for this example is once again deﬁned as  = 1e−12nd,
or  = 3.856925e−07km, and the error only becomes less than the tolerance after
the sixth iteration. At this point the correction process ends because the reference
solution is considered converged.
To better understand what the actual trajectory (reference solution) looks like
after each update, Figure 3.4 displays a three-dimensional image of each trajectory
starting from the initial guess (before correction) and ending with the ﬁnal trajectory
satisfying the ﬁnal position requirements of the problem.

78

Figure 3.4. Example of a noncontemporaneous corrections process on a
3D trajectory in the CR3BP

In Figure 3.4, the same color scheme applies as was employed in Figure 3.3. That
is, the original guess trajectory is shown in red and the subsequent six updated
trajectories are shown in diﬀerent colors as detailed in the ﬁgure legend. Based
on the path of the initial guess, or baseline solution shown in red, the uncorrected
position of the ﬁnal point is not equal to the required ﬁnal position indicated by
the red star. Therefore, correction is needed. This initial guess is identical to the
baseline solution that was produced previously in the ﬁxed-time example since the
initial conditions are the same between both problems. After the ﬁrst iteration of the
corrections algorithm, following the seven steps listed earlier, the updated reference
solution is the trajectory shown in dark blue. This trajectory ends closer to the
red star than did the initial baseline trajectory, but still does not adequately meet
the problem requirements and thus requires further correction. In fact, this ﬁrst
corrected solution again over-corrects the initial conditions to the point that it misses
the red star on the opposite side from the baseline solution. This over correction was
also witnessed in the previous ﬁxed-time example as well. For the next ﬁve iterations
however, the solutions continue to move closer to satisfying the required ﬁnal position.
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In the previous ﬁxed-time example, after only two iterations, the trajectories did
not change enough to visually see a diﬀerence by simply looking at Figure 3.3. In this
variable-time case, however, the baseline, ﬁrst, and second iterations are all clearly
visible and unique. Now, the third through sixth iteration trajectories visually appear
identical in Figure 3.4. While the diﬀerences between iterations 3 through 6 may not
be visible to the naked eye, iterations 3, 4, and 5 do not meet the imposed tolerance
(as shown by Equation (3.52)) and thus are not close enough to stop the correction
process. For additional practice with variable-time corrections algorithms, a second
example is presented in the next section.

3.1.4.3

Noncontemporaneous Example 2

This example follows the same process as the previous two examples except that
in this case, both integration time and all of the initial velocity components are free.
In the ﬁrst example, which was ﬁxed-time, all of the initial velocity components
were free, but the integration time was not. Then in the second example (the ﬁrst
variable-time example), the integration time was free and only two of the initial
velocity components were free. Now, all three of the initial velocity components and
the integration time are free. Based on these four free values and the constraint that
the ﬁnal position is ﬁxed on speciﬁed values, the basic form of this corrector is
⎧
⎫
⎪
⎪δx ⎪
⎪
⎪
⎨ tf ⎪
⎬
δytf

⎪
⎪
⎪
⎩ δz

tf

⎪
⎪
⎪
⎭

= [K]

⎧ ⎫
⎪
⎪
⎪
δẋ0 ⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎨ δẏ ⎪
⎬
0

(3.53)

⎪
⎪
⎪
δż0 ⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎩ δt ⎭

Similarly to the previous examples, the vector on the left-hand side of Equation (3.53)
contains the constraints that the solution must meet. The vector on the right-hand
side contains the free variables that the corrector is permitted to change to achieve the
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constraints. Therefore, for this problem, the overall goal of the diﬀerential corrections
process is to update the three initial velocity values and the integration time such
that the variation of the ﬁnal position values goes to zero. However, to accomplish
this objective, the matrix K must be deﬁned. To calculate K, the partial derivatives
of each of the constraint values is taken with respect to each of the free variables.
This K matrix is deﬁned as
⎡

∂x
⎢ ∂ ẋ0

⎢
⎢
∂y
K=⎢
⎢ ∂ ẋ0
⎢
⎣
∂z
∂ ẋ0

⎤

∂x
∂ ẏ0

∂x
∂ ż0

∂x
∂t ⎥

∂y
∂ ẏ0

∂y
∂ ż0

∂y ⎥
∂t ⎥

∂z
∂ ẏ0

∂z
∂ ż0

⎥
⎥

∂z
∂t

(3.54)

⎥
⎦

Written in terms of components of the state transition matrix Φ(t, t0 ), Equation (3.54)
becomes
⎡
⎤
Φ15 Φ16 ẋ
Φ
⎥
⎢ 14
⎥
⎢
K = ⎢Φ24 Φ25 Φ26 ẏ ⎥
⎦
⎣
Φ34 Φ35 Φ36 ż

(3.55)

With the matrix K now deﬁned for this corrector, it is plugged back into Equation (3.53). However, in this case, K is NOT a square matrix. K has three rows and
four columns which means that there are more unknowns than equations, and thus,
Equation (3.53) represents an under-determined system with an inﬁnite number of
solutions. Therefore, the standard matrix inverse of K does not exist. However, as
discussed earlier, the minimum norm solution is found using the pseudo inverse of K.
Therefore, applying the pseudo inverse of K to both sides of Equation (3.53) yields
⎧ ⎫
⎪
⎪
⎪
δẋ0 ⎪
⎪
⎪
⎪
⎪ ⎪
⎪
⎪
⎨ δẏ ⎪
⎬

⎧
⎫
⎪
⎪
⎪δxtf ⎪
⎪
⎪
⎨
⎬
0
= [KT (KKT )−1 ] δytf
⎪
⎪
⎪
⎪
⎪
⎪
⎪
δż0 ⎪
⎪
⎪
⎪
⎩ δz ⎪
⎭
⎪
⎪
⎪
⎪
tf
⎪
⎪
⎩ δt ⎭

(3.56)
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Equation (3.56) deﬁnes the variation of the free variables (initial x̂, ŷ, and ẑ velocity
components and integration time) as functions of both the reference solution state
transition matrix and the variation of the ﬁnal integrated position from the desired
ﬁnal position. Similarly to the previous examples, to meet the required constraints
(i.e. successfully target the desired ﬁnal position), the corrections process deﬁned
earlier is again employed. In this case however, the initial conditions of the reference
solution must be updated by adding the variation of the three initial velocities to the
original initial state and also by adding the variation of the integration time to the
initial integration time as follows,
⎧
⎫
⎪
⎪
⎪
x0 ⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
y
0
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
z0 ⎪
⎪
⎪
⎨
⎬
x1 = ẋ0 + δẏ0
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
ẏ0 + δẏ0 ⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
ż
+
δż
0
0
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎩ t + δt ⎭
0

(3.57)

Following the same steps as laid out in the earlier list, the reference solution is corrected over a few iterations until it matches the desired solution to within a small
tolerance. For additional clarity, the results of a third numerical example are worked
out and displayed as follows.
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The given initial conditions for the reference solution within the Earth-Moon
circular restricted three-body problem system are
⎧
⎫
⎪
⎪
⎪
x0 = 300, 000 km ⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
=
0
km
y
0
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
=
0
km
z
0
⎪
⎪
⎨
⎬
x0 =
km/s
ẋ0 = 0
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
ẏ0 = 0.5
km/s⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
=
0.5
km/s
ż
0
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎩ t = 10
⎭
days
0

(3.58)

The goal of this diﬀerential correction algorithm is again to determine the initial
conditions required to target a ﬁnal point location such that

rtf

⎧
⎫
⎪
⎪
⎪
x = 500, 000 km⎪
⎪
⎪
⎨ tf
⎬
= ytf = −90, 000 km
⎪
⎪
⎪
⎪
⎪
⎪
⎩
⎭
ztf = 200, 000 km

(3.59)

By once again following the seven steps listed previously and employing Equation (3.56),
this diﬀerential corrections process behaves similarly to the ﬁrst (ﬁxed-time) example
since it also converges on the desired solution after only four iterations. The norm
of the variation values between the ﬁnal position of the integrated trajectory and
the desired ﬁnal position (from Step 2 in the list) are computed along the way and
displayed as follows,
kδrtf (Baseline)k = 6.15981E + 04 km
kδrtf (It : 1)k = 1.70976E + 04

km

kδrtf (It : 2)k = 1.49245E + 02

km

kδrtf (It : 3)k = 5.18272E − 02

km

kδrtf (It : 4)k = 1.60880E − 09

km

(3.60)
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Since the same initial conditions are used for the baseline solution here as in the
baseline solutions for both of the earlier corrector examples, the same variation from
the baseline solution appears in all three of the examples. Then starting with the ﬁrst
iteration, the variations deviate from each other between the three examples since the
corrections schemes are all slightly diﬀerent. In this variable-time corrector, the steps
of the variations towards zero, shown in Equation (3.60), are larger than those shown
in Equation (3.52), and similar in size to those shown in Equation (3.44). Therefore,
this second variable-time corrector takes fewer iterations to reach convergence than
were needed by the previous variable-time example and a similar number of iterations
to what was needed in the earlier ﬁxed-time example.
The convergence tolerance is again deﬁned as  = 1e−12nd, or  = 3.856925e−07km.
The error becomes less than the convergence tolerance after the fourth iteration thus
terminating the corrections process. Figure 3.5 displays each trajectory from the
initial guess to the ﬁnal converged trajectory.

Figure 3.5. Example of a second noncontemporaneous corrections process
on a 3D trajectory in the CR3BP
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In Figure 3.5, the same color scheme applies as was the case in Figures 3.3 and 3.4.
That is, the original guess trajectory is shown in red and the subsequent four updated
trajectories are shown in diﬀerent colors as detailed in the ﬁgure legend. Based
on the path of the initial guess, or baseline solution shown in red, the position of
the ﬁnal point is not equal to the required ﬁnal position indicated by the red star.
Therefore, further correction is required. Overall, this example behaves similarly
to the ﬁxed-time problem example. Both cases require four iterations to achieve
convergence. In comparing Figures 3.3 and 3.5, the baseline trajectory and all four
updated trajectories look similar between the two images. In fact, the only way
to actually detect a diﬀerence between them is to compare the measured variations
shown in Equations (3.44) and (3.60). For reference, these values are shown as
Iteration

Fixed Time (FT)

Variable Time (VT)

kδrtf (Baseline)k :

F T = 6.15981 + 04km;

V T = 6.15981E + 04km

kδrtf (It : 1)k :

F T = 1.77992E + 04km; V T = 1.70976E + 04km

kδrtf (It : 2)k :

F T = 1.48515E + 02km; V T = 1.49245E + 02km

kδrtf (It : 3)k :

F T = 5.43342E − 02km; V T = 5.18272E − 02km

kδrtf (It : 4)k :

F T = 7.38278E − 09km; V T = 1.60880E − 09km

(3.61)

The ﬁrst column of Equation (3.61) displays the iteration number being compared,
the second column shows the variation for the ﬁxed-time example, and the third
column shows the variation for the second variable-time example. Based on these
columns, the earlier statement that the baseline solutions are identical between the
two examples is conﬁrmed. When comparing the remaining four iterations, however,
the values between the two examples are not the same. Interestingly, while the
speciﬁc error values diﬀer, the size of the steps between the two examples are very
similar, and thus the variations decrease on the same order of magnitude for each
iteration. This chart leads to the conclusion that, in this particular case, a ﬁxedtime corrector and a variable-time corrector behave similarly when all other variables
are identical between them. That is, if the same variables (excluding time) are free
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and the same variables are ﬁxed between the two correctors, neither one behaves
signiﬁcantly better or worse than the other. Therefore, either choice of corrector
provides equivalent quality (accuracy and speed) of ﬁnal result. This conclusion holds
true for this problem, but it may not be true in more complex examples addressed
later in this document.
Another conclusion that appears from these three examples is that ﬁxing an initial
velocity component value (such as the x̂ velocity component in the ﬁrst variable-time
example) causes the corrector to require more iterations than if the initial velocity
values are all allowed to vary. With all three velocity values free, the updates to the
initial state (including time) take larger steps and therefore move toward the desired
solution more quickly than if only two initial velocities are permitted to change.
Also, when initial velocity values are constrained, changes in the initial state cannot
be made in the constrained direction. Therefore, the corrections algorithm is forced
to compensate in other ways to reach the solution. This additional compensation
required to satisfy the constraints very much contributes to a greater number of
corrections iterations.
Thus far, the presented examples have all dealt with the same underlying problem.
That is, starting from a given position and velocity and correcting for arrival at a
speciﬁed three-dimensional location. However, the basic shooting method has nearly
inﬁnite applications beyond this single type of problem. Therefore, in the next section
a second application of the basic shooting method is presented and discussed. This
application is periodic orbits.

3.1.5

Correcting Periodic Orbits

In mathematics, the word periodic is used in many diﬀerent situations, but in most
cases it describes a behavior that occurs at ﬁxed intervals of time. Therefore, applying
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this deﬁnition to orbits indicates that a periodic orbit is an orbit that exactly repeats
itself at ﬁxed time intervals. In the two-body problem, consisting of a spacecraft
with a single attracting central body, the concept of period is well deﬁned. That is,
the period of an orbit is the time required for the spacecraft to complete one full
revolution about the central body along its current trajectory path. In other words,
the time required for the spacecraft to return to the point it started from is one period
of the orbit, and since this behavior repeats over and over, the orbit is referred to as
periodic.
The concept of periodic orbits applies to the circular restricted three-body problem
as well. According to the formal deﬁnition by Hénon [34], a solution deﬁned at an
initial time (t = 0) by R(0) is called periodic if there is a time T such that R(T ) =
R(0). In this case, T is called the period of the solution, and a solution that is periodic
repeats itself an inﬁnite number of times [34]. In this force model, periodic orbits
exist and are computed through straightforward means. Many diﬀerent methods for
generating periodic orbits have been developed and demonstrated over time starting
with Poincaré, Moulton, Hénon, and others [34–36]. However, this section serves to
illustrate how the basic shooting method diﬀerential corrections process is applied
within the circular restricted three-body problem to compute periodic orbits.
While there are an inﬁnite number of periodic orbits that exist within the circular
restricted three-body problem, this document focuses on only one type of periodic solution: planar, symmetric periodic orbits. In this orbit type, the solution is symmetric
about the x̂ axis. This symmetry can be exploited to help simplify the corrections
process.
Based on the equations of motion governing the circular restricted three-body
problem, the diﬀerential equations remain largely unchanged if time runs backwards.
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In this backwards time case, the standard state and time variables are replaced as
follows,
t ⇒ −τ
x ⇒ x0

(3.62)

y ⇒ −y 0
z ⇒ z0

Therefore, if [x(t) y(t) z(t) ẋ(t) ẏ(t) ż(t)] is a solution to the equations of motion then
[x0 (t) y 0 (t) z 0 (t) ẋ0 (t) ẏ 0 (t) ż 0 (t)] is also a solution to the equations of motion. This
means that for every trajectory, there is an exact mirror image trajectory that exists
across the x̂-axis which runs in reverse time [37]. This symmetry observation was
developed by Roy and Ovenden into what is now called The Mirror Theorem [37]. A
picture to help illustrate The Mirror Theorem is displayed in Figure 3.6.
Ŷ

t),
[x(

y

,z
(t)

]
(t)

(ẋ0 , ẏ0 )
X̂
(x0 , y0 )

[x(
τ)
,−
y(
τ)
,z

(ẋ0 , −ẏ0 )
(τ
)]

Figure 3.6. Every trajectory (blue) has a mirror image across the x̂ axis
that runs in backwards time (red) [37]

Based on the results provided through The Mirror Theorem, a planar, symmetric
periodic orbit is obtained by numerically integrating for only half of the orbital period.
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This statement may seem strange at ﬁrst, but through the use of Figure 3.6, it
will shortly become clear. Figure 3.6 illustrates that every trajectory has an exact
mirror image trajectory across the x̂ axis that runs in backwards time. However, if
a trajectory is found such that it crosses the x̂ axis perpendicularly, (i.e. ẋ = 0)
then the trajectory and its mirror image form a continuous path. This occurrence is
illustrated in Figure 3.7.

Figure 3.7. Mirror Theorem applied to a trajectory with perpendicular
crossings

When a continuous path is formed between a trajectory and its mirror image,
this indicates that the original trajectory, if propagated for twice the amount of
time, would form a repeating path and therefore also a periodic orbit. Thus, to use
diﬀerential corrections to ﬁnd planar, symmetric periodic orbits, only a half orbit that
always crosses the x̂ axis perpendicularly is required. This requirement serves as a
constraint when incorporated into diﬀerential corrections processes.
There are many diﬀerential corrections algorithms that are available to target a
simple, periodic orbit, but the basic requirements always remain the same. For the
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orbit to be periodic in the planar, symmetric case, the half-orbit must start and
stop at y = 0 with an initial and ﬁnal x̂ velocity equal to zero. There are many
choices for free-variables in this type of corrector, but in the simplest version, the
only parameter permitted to vary is the initial x̂ velocity. With this free-variable, as
well as the constraints on the ŷ position and x̂ velocity, the basic diﬀerential corrector
used to target a simple, periodic orbit takes the following form
⎧
⎫
⎨ δy ⎬
tf

⎩δẋ ⎭

n o
= [K] δẏ0

(3.63)

tf

Where K is again deﬁned as the partial derivatives of the constraints with respect to
the free-variables as
⎡

K=

⎤

∂y
⎣ ∂ẏ0 ⎦
∂ẋ
∂ẏ0

(3.64)

While this corrector setup appears to follow the desired plan, a major issue exists
within it that must be remedied.
In Equation (3.63), K is a matrix with dimensions 2×1. This matrix is not square,
so inverting Equation (3.63) is not as simple as ﬁnding K−1 . However, this matrix is
also not under-determined, so the minimum norm pseudo inverse is not appropriate
here either. Instead, this matrix has two diﬀerent equations governing one variable,
and thus the system is over-determined. By multiplying Equation (3.63) out, the
following system of equations is obtained,
∂y
δẏ0
∂ẏ0

= δytf
(3.65)

∂ẋ
δẏ0
∂ẏ0

= δẋtf

In this system of equations, both partial derivatives on the left are known as well as
both variations on the right. The variable of interest being solved for is δẏ0 . However,
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two diﬀerent equations are available governing this variable. If the system shown in
Equation (3.65) is solved for δẏ0 , the result is
δytf
∂y
)
( ∂ẏ
0

=

δẋtf

(3.66)

∂ẋ
)
( ∂ẏ
0

If the two ratios in Equation (3.66) are equal, then there are an inﬁnite number of
possible values for δẏ0 . However, if the two ratios are NOT equal, then there is NO
solution for δẏ0 . Since, in the majority of cases, the ratios will not be equal, no
solution for δẏ0 will exist. Therefore, this corrector setup is not valid for targeting a
periodic orbit and must be modiﬁed.
The corrector shown in Equation (3.63) was originally intended to be a ﬁxedtime diﬀerential corrector. However, there is another way to implement a corrector
without explicitly deﬁning the integration time as a free-variable. This alternate
corrector setup is deﬁned as
δẋtf =

n

∂ẋ
∂ẏ0

o

δẏ0

(3.67)

Equation (3.67) is a diﬀerential corrector in which the free-variable is again the initial
ŷ velocity, but now, the only constraint value is the ﬁnal x̂ velocity. Since K is a single
numeric value, obtaining the inverse becomes trivial. Inverting this equation to solve
for δẏ0 is accomplished by dividing both sides of Equation (3.67) by
δẏ0 =

n

∂ẋ
∂ẏ0

o−1

δẋtf

∂ẋ
∂ẏ0

resulting in
(3.68)

Nothing in this corrector speciﬁes that the ﬁnal ŷ position must be equal to zero.
However, this criterion remains a requirement of planar, symmetric periodic orbits,
and so must be accounted for somewhere. To maintain the missing ŷ position constraint, a numerical integration strategy is implemented. This strategy is referred to
as an event. By deﬁning an event, the numerical integration is instructed to terminate
integration when a desired event occurs. For example, in this case, the ﬁnal ŷ posi-
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tion must equal zero, therefore instead of including this constraint in the corrector
deﬁnition, the numerical integration is simply terminated whenever the event y = 0
occurs. In other words, whenever the trajectory crosses the x̂ axis, the integration
stops.
While the implementation of an event allows the integration to stop every time
y = 0, thus ensuring that this constraint is met, this corrector can no longer be
considered a ﬁxed-time algorithm. Instead, it is now a variable-time algorithm since,
although an integration time is not explicitly deﬁned, the path is only propagated
until the y = 0 condition has been reached. As corrections take place and the solution is slightly modiﬁed, diﬀerent amounts of time for the event to occur, and
thus for the integration to stop, may be required. Therefore, within this corrections
scheme, integration time is being varied implicitly. By deﬁning events instead of
adding more constraint values to the corrector, the structure of the corrector is often
greatly simpliﬁed. Next, an example of the implicit variable-time algorithm deﬁned
in Equation (3.68) is presented.

3.1.5.1

Implicit Variable-Time Example

For this example, the given initial conditions for the reference solution within the
Earth-Moon CR3BP system are
⎧
⎫
⎪
⎪
⎪
⎪
=
449,
594.86999
km
x
0
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
y
=
0
km
0
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎨
⎬
z0 = 0
km
x0 =
⎪
⎪
⎪
km/s⎪
ẋ0 = 0
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
=
−0.05523
km/s
ẏ
0
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎩
km/s⎭
ż0 = 0

(3.69)
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The deﬁnition for initial integration time does not matter as long as the time is deﬁned
long enough so that the y = 0 event is active. For safe practice, it is better to deﬁne
an integration time much longer than necessary, and let the event function terminate
integration rather than to deﬁne a time that is too short. If the time is too short,
the path will not reach the x̂ axis, and therefore that trajectory will not meet the
required constraints necessary for a periodic orbit. For this example, the integration
time is speciﬁed as 21.82200 days (5 nondimensional time units).
The goal of this diﬀerential corrections algorithm is to employ Equation (3.68)
to determine the initial conditions required to target a perpendicular crossing of the
x̂-axis (i.e. ẋtf = 0). As in all previous examples, the integration tolerance, as
well as the corrections tolerance, is deﬁned as  = 1e − 12 nondimensional units.
However, in this example since a constraint is imposed only on a velocity term, the
dimensional value of the corrections tolerance is equal to  = 1.02283e − 12 km/s.
By following the basic process outlined by the seven steps listed in Section 3.1.4.1,
and using Equation (3.68) to compute the initial ŷ velocity update, this diﬀerential
corrections process converges on the desired solution after fourteen iterations. The
norm of the variation values between the ﬁnal x̂ velocity of the integrated trajectory
and the desired ﬁnal x̂ velocity (from Step 2 in the list) are computes along the way
and displayed as
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kδrtf (Baseline)k = 3.88912E − 02 km/s
kδrtf (It : 1)k = 7.82582E − 03

km/s

kδrtf (It : 2)k = 1.06965E − 03

km/s

kδrtf (It : 3)k = 1.68451E − 04

km/s

kδrtf (It : 4)k = 2.60828E − 05

km/s

kδrtf (It : 5)k = 4.04961E − 06

km/s

kδrtf (It : 6)k = 6.28479E − 07

km/s

kδrtf (It : 7)k = 9.75429E − 08

km/s

kδrtf (It : 8)k = 1.51390E − 08

km/s

kδrtf (It : 9)k = 2.34964E − 09

km/s

kδrtf (It : 10)k = 3.64735E − 10

km/s

kδrtf (It : 11)k = 5.66857E − 11

km/s

kδrtf (It : 12)k = 8.79067E − 12

km/s

kδrtf (It : 13)k = 1.33255E − 12

km/s

kδrtf (It : 14)k = 2.15258E − 13

km/s

(3.70)

Based on the output displayed in Equation (3.70), this algorithm converges on the
desired solution very slowly. The explanation of this result goes back to the earlier
discussion of free initial velocities versus constrained initial velocities. In this case, to
achieve a periodic orbit, the initial x̂ velocity is constrained to equal zero. Therefore,
only the initial ŷ velocity is permitted to vary. As discussed earlier, when initial
velocity values are constrained, updates to the initial state cannot be made to the
constrained component. Therefore, the corrections algorithm must compensate in
other ways to reach the solution. This additional compensation required to meet
the constraints very much contributes to additional correction iterations. To better
visualize the behavior of the reference solution in this correction process, Figure 3.8
displays an image of each trajectory from the initial guess to the converged solution.
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Figure 3.8. Simple implicit variable-time corrector targeting a periodic
half-orbit
In Figure 3.8, the original guess trajectory is shown in red, and the subsequent
fourteen updated trajectories are shown in diﬀerent colors as detailed in the ﬁgure
legend. The small green star represents the starting position of the initial guess
trajectory as well as the starting points of each of the updated reference solutions
since the initial position is not permitted to change. The black star shows the location
of the L2 equilibrium point as deﬁned in the CR3BP. Based on the path of the initial
guess (shown in red) the x̂ velocity of the ﬁnal point is not equal to the desired
value of zero. Instead, based on the ﬁgure, the ﬁnal x̂ velocity is positive. Therefore,
correction is needed. The ﬁrst iteration after the baseline solution yields the dark
blue trajectory on the far left of the ﬁgure. This path result indicates that the
corrector over-adjusted the initial conditions after the baseline solution and has now
produced a solution with a negative ﬁnal x̂ velocity. In the subsequent iterations,
the ﬁnal x̂ velocities of the various paths start walking towards zero as shown in
Figure 3.8. However, after the third iteration, the changes in trajectories become
so small that the individual trajectories are no longer visible by eye. At this point,
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the corrector is having diﬃculty adjusting the initial conditions suﬃciently to achieve
convergence since it has only one free-variable to work with and so must take very
small steps. Eventually, after fourteen correction updates, the error drops below the
speciﬁed tolerance and convergence is achieved. In Figure 3.8, note that all of the
trajectories exhibit ﬁnal ŷ values exactly equal zero due to the implementation of the
event function.
With the half-orbit corrected such that the ﬁnal x̂ velocity is equal to zero, the
requirements are satisﬁed for a planar, symmetric periodic orbit to exist. To generate
the full periodic orbit, the converged half-orbit is simply propagated again, starting
from the corrected initial conditions, for exactly twice the amount of time as before.
The full periodic orbit resulting from this double time propagation process is shown
in Figure 3.9. In the literature, this type of planar periodic orbit is known as a
Lyapunov orbit.

Figure 3.9. Full periodic Lyapunov orbit about the L2 equilibrium point
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According to previous authors, the addition of another equation to the corrector
deﬁned in Equation (3.68) greatly improves the speed of convergence [6]. Therefore,
returning back to Equation (3.63), integration time is added as an additional freevariable. With integration time now included, the new corrector takes the form
⎧
⎫
⎨ δy ⎬

⎧ ⎫
⎨δẏ ⎬
tf
0
= [K]
⎩δẋ ⎭
⎩ δt ⎭

(3.71)

tf

where K is again deﬁned as the partial derivatives of the constraints with respect to
the free-variables as
⎡
⎢
K=⎣

∂y
∂ẏ0
∂ẋ
∂ẏ0

ẏ

⎤
(3.72)

⎥
⎦
ẍ

With the inclusion of integration time as a free-variable, K becomes a square matrix
(and thus invertible) indicating that there is now a unique solution that satisﬁes Equation (3.71). Multiplying both sides of Equation (3.71) by [K]−1 yields the following
corrector deﬁnition,
⎧ ⎫
⎨δẏ ⎬
0

⎩ δt ⎭

= [K]−1

⎧
⎫
⎨ δy ⎬
tf

(3.73)

⎩δẋ ⎭
tf

This corrector diﬀers from Equation (3.68) in that now the constraint enforcing the
ﬁnal ŷ position to be equal to zero is explicitly stated. Also, the integration time
is now available for update by the algorithm and so, the speciﬁcation of an event
is no longer necessary. To better observe the diﬀerences in performance between
Equations (3.68) and (3.73), a variable-time example is now presented employing
Equation (3.73) as the corrector.
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3.1.5.2

Variable-Time Example

In this variable-time example, the initial conditions are exactly the same as those
shown in Equation (3.69) except that the initial integration time must now be explicitly speciﬁed. Therefore, the initial conditions, including time, are
⎧
⎫
⎪
⎪
⎪
⎪x0 = 449, 594.86999 km ⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
=
0
km
y
0
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
z0 = 0
km ⎪
⎪
⎪
⎨
⎬
x0 =
km/s
ẋ0 = 0
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
ẏ
=
−0.05523
km/s
0
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
km/s⎪
ż0 = 0
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎩
t0 = 8.29236
hrs ⎭

(3.74)

The goal of this diﬀerential corrections algorithm is to use Equation (3.73) to determine the initial conditions required to target a perpendicular crossing of the x̂ axis
(i.e. ẋtf = 0). Again, the integration tolerance, as well as the corrections tolerance,
are deﬁned as  = 1e − 12 nondimensional units. However, in this case, the corrector
is working towards satisfying constraints of diﬀerent units, i.e., position and velocity units. Therefore, all computations are performed and all results are displayed in
terms of nondimensional units. Using the basic process outlined by the seven steps
listed in Section 3.1.4.1, and Equation (3.73) to calculate the updates of the initial
ŷ velocity and integration time, this diﬀerential corrections process converges on the
desired solution after only ﬁve iterations, which is a signiﬁcant improvement over the
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previous example. The norm of the variation values between the ﬁnal x̂ velocity and
ﬁnal ŷ position are calculated and displayed as
kδrtf (Baseline)k = 3.80231E − 02
kδrtf (It : 1)k = 9.30342E − 03
kδrtf (It : 2)k = 5.07343E − 04

(3.75)

kδrtf (It : 3)k = 6.16018E − 07
kδrtf (It : 4)k = 6.01601E − 12
kδrtf (It : 5)k = 2.37029E − 15
Based on the output displayed in Equation (3.75), this algorithm converges on the
desired solution relatively quickly; much quicker than in the previous implicit variabletime example which converged quite slowly. With an additional free-variable to leverage against, the corrections algorithm has more power to implement larger adjustments to the initial conditions than before. To see the behavior of the reference
solution during this corrections process, Figure 3.10 displays the corrector behavior.

Figure 3.10. Simple variable-time corrector targeting a periodic half-orbit
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Employing the same color scheme as in Figure 3.8, Figure 3.10 displays the original
guess trajectory in red and the subsequent ﬁve updated trajectories in diﬀerent colors
as detailed in the ﬁgure legend. The small green star again represents the starting
position of the initial guess trajectory as well as the starting points of each of the
updated reference solutions since the initial position is not permitted to change. Also,
the black star indicates the location of the L2 equilibrium point as deﬁned in the
CR3BP.
The behavior of this corrections scheme is quite diﬀerent from the one shown
previously in Figure 3.8. In this case, the corrector does not over-correct the baseline
solution as seen in the previous case, but instead, actually under-corrects the baseline
solution to create the ﬁrst iteration trajectory with a slightly positive ﬁnal x̂ velocity.
The second iteration appears quite close to the desired solution, but the error is not
suﬃcient for convergence. Therefore, three more small updates are required before
convergence is achieved.
Another diﬀerence between this case and the previous case is that here the ﬁnal ŷ
location of each trajectory is not exactly equal to zero. In fact, in the ﬁrst iteration,
the ﬁnal ŷ location is almost 2000 km away from the desired value of zero. However,
after the ﬁfth iteration, the ﬁnal ŷ location is back to being equal to zero. Including
time as a free-variable in this case greatly improves the speed of convergence over
the implicit variable-time example, which made use of the events function. This conclusion is in complete agreement with the statement made by the authors mentioned
earlier that said that adding an additional equation improves the convergence of the
diﬀerential correction process [6].
With the half-orbit corrected such that both the ﬁnal x̂ velocity and ﬁnal ŷ position
are equal to zero, the requirements are again satisﬁed for a planar, symmetric periodic
orbit to exist. By propagating again, starting from the corrected initial conditions,
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for exactly twice the amount of time as before, the full periodic orbit is calculated,
and shown in Figure 3.11. This periodic orbit is also a Lyapunov orbit.

Figure 3.11. Full periodic Lyapunov orbit about the L2 equilibrium point

Thus far, two diﬀerent corrections algorithms have been employed to generate
periodic L2 Lyapunov orbits. But the question is, are these two orbits the same?
While an inﬁnite number of L2 Lyapunov orbits exist, for a speciﬁc initial value of x̂
position, there is only one possible L2 Lyapunov orbit that satisﬁes the periodic orbit
criteria. Therefore, the orbits generated by the two diﬀerent correction algorithms
should be equivalent. To compare these orbits, the maximum and minimum values in
both x̂ and ŷ are computed and compared. This comparison is displayed as follows,
Implicit Variable Time

Variable Time

Max X value :

449594.86999km

449594.86999km

Min X value :

441396.95359km

441396.95359km

Max Y value :

11929.11892km

11929.11892km

Min Y value :

−11929.01577km

−11929.01577km

(3.76)
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From the information shown in Equation (3.76), the maximum and minimum values
match perfectly between the two orbits. This result means that both corrections
algorithms converged to the same L2 Lyapunov solution as expected.
The end of this example concludes the section discussing planar, symmetric periodic orbits. Based on the two correctors presented, both of the diﬀerent methods
yield the same ﬁnal result. However, explicitly including integration time as a freevariable drastically improves the convergence speed. Another point to emphasize is
that while the two algorithms presented here work well, they are by no means the
only possibilities for generating planar, symmetric periodic orbits. In fact, both of
these correctors are written with the initial x̂ position ﬁxed. This restriction is not
always required. If the x̂ position is permitted to vary, the corrector will again perform slightly diﬀerently because of the increased correction leverage resulting from
the additional free-variable. A consequence of freeing the initial x̂ position is that
while the corrector will likely converge onto a planar, symmetric periodic Lyapunov
orbit, it will be a slightly diﬀerent orbit than was found in the examples shown in
this section. Therefore, the displayed correctors can be altered and modiﬁed based
on whichever characteristics are most important to the user.

3.1.5.3

Distant Retrograde Orbits

As stated previously, there are an inﬁnite number of periodic solutions that exist
within the circular restricted three-body problem dynamical model. However, certain
orbits have more immediate potential applications than others. One speciﬁc orbit of
current interest to NASA is known as a Distant Retrograde Orbit (DRO). A DRO is an
orbit about the smaller primary body (i.e., the Moon in the Earth-Moon system) with
an orbital direction opposite to the motion of the rotating frame relative to the inertial
frame. Hence the name distant retrograde orbit. DROs are of particular interest due
to their stability characteristics. Most of the orbits in the DRO family are either
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stable or nearly stable. This stability trait is valuable since once a spacecraft enters a
DRO, the station keeping costs to keep the spacecraft in the orbit are naturally quite
low.
However, before continuing further with the discussion of DROs, an important
point was raised in the previous paragraph that must be addressed. That is the
concept of orbital families. The discussion of periodic orbits so far in this document
has been limited to single orbit solutions, but this leads to the following question;
what happens if the same process used to ﬁnd the periodic orbits in the previous
section are applied again, but with a slightly diﬀerent initial state? If the corrector
is written such that one or more of the initial values is held ﬁxed, then the result of
the corrections process must be a diﬀerent orbit than was found previously. However,
since the initial state is only slightly modiﬁed, this new orbit should be quite similar
to the previous orbits in terms of all orbital characteristics. This orbital similarity is
the foundation of the concept of orbital families.
To generate a family of orbits, only one converged orbit is required. Starting
from the initial state of this one converged orbit, one value of the state is increased
or decreased slightly and then the corrections process is applied to this modiﬁed
initial state while holding the changed variable ﬁxed. By repeating this process
again, now using the converged initial state of the second orbit as an initial guess
for the corrector, a third orbit with similar characteristics emerges. Using this same
simple process, entire families of similar orbits become available. As an example of
this process, commonly known as single parameter continuation, the familes of the
Lyapunov orbits about L1 , L2 , and L3 are displayed in Figure 3.12.
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Figure 3.12. L1, L2, and L3 families of Luapunov orbits in the EarthMoon CR3BP system

While the single parameter continuation process is powerful when generating some
families of period orbits, many other continuation methods, such as pseudo arclength
continuation, exist. For more detailed information regarding the pseudo arclength
continuation process and other periodic orbit families, refer to [6, 8].
Returning to the DROs, a continuation process can also be applied to these orbits
to generate a family. The DRO family computed within the Earth-Moon system is
illustrated in Figure 3.13. From the ﬁgure, it is apparent that the DROs are retrograde
orbits centered around the Moon, and as they increase in size, the gravitational eﬀects
of the Earth bend the orbits in the −x̂ direction. The overall DRO family is depicted
in Figure 3.13 in black, but two speciﬁc DROs are traced in magenta. These two
speciﬁc orbits are DROs that are under investigation by NASA for potential use in
future missions due to their speciﬁc sizing and timing characteristics.
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Figure 3.13. Family of Distant Retrograde Orbits in the Earth-Moon
CR3BP system

The applications and uses of DROs are far reaching and these orbits come up
again later in this document. However, at this point, it is important to continue on
with the discussion of single-shooting diﬀerential corrections processes. Thus far, the
derivation of these processes has been discussed, as well as some of their applications,
but these single-shooters also prove useful in many other situations. However, some of
the applications in which these algorithms are applied require additional portions of
the problem to be constrained beyond simply holding state variables constant. Therefore, the next section details the procedure for incorporating additional constraints
into the problem formulation.
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3.1.6

Adding Additional Constraints

In modern space missions, there are myriad requirements imposed on the spacecraft trajectory. For example, the spacecraft might be required to pass by the Moon
at a speciﬁc altitude or with a speciﬁc velocity and the spacecraft must also enter
Earth’s atmosphere at the correct angle. Each of these requirements is enforced on
the trajectory path through the use of additional constraints. In the case of a singleshooting diﬀerential corrections process, since the entire trajectory consists of a single
segment arc, these additional constraints are imposed at either the beginning or the
end of the arc.
In the second noncontemporaneous example of the single-shooting diﬀerential corrections process shown earlier, the goal was to reach a speciﬁc three-dimensional ﬁnal
position by allowing the initial velocity of the spacecraft, as well as the time of ﬂight,
to vary as needed. However, this corrector formulation kept the position of the spacecraft at the initial time ﬁxed in place by not allowing updates to occur for these
variables. Depending on the situation, in practice there may be no reason to preserve any particular initial state variable guesses, and therefore it is often beneﬁcial
to leverage the entire initial state when attempting to satisfy trajectory constraints.
By including all of the initial state variables into the corrector formulation, the basic
corrector algorithm is rewritten as
⎧ ⎫
⎪
⎪
⎪
δx ⎪
⎪
⎪ 0⎪
⎪
⎪
⎪
⎪
⎪
⎪
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⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
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⎪
⎪
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⎪
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⎪
⎪
⎪
⎪
⎩ δt ⎪
⎭

(3.77)
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where the right vector contains all of the variables that are free to change, the left
empty vector holds a vector of constraints to be satisﬁed (i.e., driven to zero), and the
empty matrix in the middle contains the partial derivatives of the constraints with
respect to the free variables. For convenience, and consistency with later sections
of this document, it is now beneﬁcial to deﬁne labels for each of the components of
Equation (3.77). The vector of free variables on the right of the equation is labeled
X, the vector of constraints on the left is labeled F , and the matrix in the middle,
relating the constraints to the free variables, is labeled DF. These designations are
written in equation form as
n o h
in o
F = DF X

(3.78)

Now that the basic structure of the corrector is in place, it is up to the user to determine which constraints are necessary for their speciﬁc application. These constraints
are placed in the vector labeled F on the left side of Equation (3.78), and the partial derivatives, or Jacobian, of F with respect to the free variables, X, populate
the elements of the central matrix, DF. In the examples shown previously, the only
constraints consisted of restrictions imposed on position by placing the ﬁnal position
deviation in the constraint vector, F . To apply constraints on velocity, the process is
identical. That is, the ﬁnal velocity deviations are placed in the constraint vector, F ,
to be driven to zero. However, constraints are also applicable to the initial position
and velocity components. Any initial state value that requires a constraint is simply
placed in the constraint vector, F , as was the case with ﬁnal values. However, when
constraints are imposed on ﬁnal state variables, the DF matrix contains elements
of the STM relating the ﬁnal state back to the initial state, but if constraints are
imposed on initial state variables, the partial derivatives are equal to unity in the
form of identity matrices. As a rule of thumb, for any required constraint, ﬁrst write
the constraint equation as a function of the free variables. Then proceed to take
the partial derivatives of the new constraint equation with respect to all of the free
variables. These resulting derivatives populate an entire row of the sensitivity matrix,
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DF. Repeat this process for all constraints imposed on the problem. For a detailed
discussion of diﬀerent constraints that occur frequently within aerospace applications
and their partial derivatives, refer to [38].
The application of constraints within a corrections problem provides a great deal
of ﬂexibility to the potential solutions that become available. A small change in constraints, or enforcement, can drastically alter the solution space. However, while the
addition of constraints is extremely beneﬁcial to trajectory designers, it is possible
to impose too many constraints on a particular problem. If too many constraints are
included, there may be no solutions that exist satisfying all of the boundary conditions. To remedy this problem, the most common solution is to remove a constraint,
or to make use of implicit constraints that exist within the dynamical force model.
For example, within the circular restricted three-body problem, the Jacobi Constant
value acts as an implicit constraint. That is, if ﬁve state variables are given a set
of numerical values, then the sixth variable can only possess a value that satisﬁes
the conservation of energy through the Jacobi Constant. Therefore, to constrain a
full state to match another state, only ﬁve variables must have associated constraints
because the Jacobi Constant already restricts the sixth value. No options that violate
fundamental dynamical rules, such as the conservation of Jacobi Constant within the
CR3BP, exist within a given dynamical model.
In the ﬁeld of trajectory design, the fact that over-constraining a problem often
leads to the existence of no physical solutions adds an additional challenge. The
spacecraft must depart from where it currently is and arrive to where it is needed,
so a viable solution must be found. There are several techniques used to alter the
problem or expand the search space such that an appropriate trajectory results, but
in other ﬁelds, such as spacecraft navigation, over-constrained problems occur quite
commonly. In these situations, it is often not necessary to ﬁnd a solution that perfectly
matches all imposed boundary conditions, but rather the closest answer to the desired
actual solution is suﬃcient. However, in an over-constrained problem, the K matrix
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is again not square (now K is tall whereas in under-constrained problems, K is wide).
But this time, instead of an inﬁnite number of solutions resulting, no solutions exist.
In these over-constrained situations, the minimum norm solution is not appropriate,
but instead a process known as least squares determines the closest existing answer
to the nonexistent desired actual solution.

3.1.7

Least Squares Solution

An over-determined system of equations contains no possible solutions. An example of an over-determined system of equations is shown as
ax1 + bx2 + cx3 = y1
dx1 + ex2 + f x3 = y2

(3.79)

gx1 + hx2 + ix3 = y3
jx1 + kx2 + lx3 = y4
with matrices deﬁned as
⎡
a
⎢
⎢
⎢d
H=⎢
⎢
⎢g
⎣
j
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h i⎥
⎦
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⎣ ⎦
x3
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y
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⎢y2 ⎥
⎥
y=⎢
⎢ ⎥
⎢y3 ⎥
⎣ ⎦
y4

(3.80)

Equation (3.79) can also be written in an augmented matrix form as
⎡

a b c y1

⎤

⎢
⎥
⎢
⎥
⎢ d e f y2 ⎥
⎢
⎥
⎢
⎥
⎢ g h i y3 ⎥
⎣
⎦
j k l y4

(3.81)

From Equation (3.81), it is clear that there are more equations than variables to be
solved for and therefore, no combination of x values will solve this system. To remedy
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this dilemma of ﬁnding a solution when none exist, it is necessary to determine the
value of x that is closest to solving the system of equations shown above. In other
words, even though no value of x actually solves the system Hx = y, the least squares
solution is the one that minimizes the value ||Hx − y||2 [33].
If W is deﬁned as the column space of the matrix H, then the vector within W
that is closest to y is the projection of y onto W . This projection is denoted here as
projW y. If a solution, x, is found such that Hx = projW y, then the quantity |y − Hx|
will be minimized [33]. This explanation is better visualized using Figure 3.14.

y

projw y
W

Figure 3.14. Illustration of how the projection of y into the column space
W of H is the minimum norm solution. Adapted from [33].

Based on Figure 3.14, it can be proven that y − Hx is orthogonal to every vector
contained in W , and therefore also orthogonal to every column of H [33]. Therefore,
the following equation appears,
HT Hx = HT y

(3.82)

Equation (3.82) is called the normal system of equations associated with Hx = y [33].
In general terms, if H is a matrix of size m × n with a matrix rank of n, then HT H is
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invertable and therefore the system Hx = y has a unique least squares solution given
by the equation
x = (HT H)−1 HT y

(3.83)

The proof of Equations (3.82) and (3.83) is not presented in this document because
it deviates from the document’s main purpose, however, a complete mathematical
proof of the origins of these equations is explicitly presented in [33].

3.2

Computation of State Transition Matrix Values

In several of the previous sections, elements of the state transition matrix are
required for the diﬀerential corrections processes to work. Also, the STM itself is
deﬁned in matrix form as a function of both the ﬁnal and initial states of the integrated
arc segment. However, although it is now more clear which values comprise the
STM, calculating these values has yet to be presented. Therefore, in this section, the
procedure used to calculate the individual STM values is discussed.
In the previous chapter, the diﬀerential equations associated with several diﬀerent
dynamical force models are derived. The state transition matrix can be calculated
using any of these sets of equations or the equations associated with any other force
model. Regardless of which dynamical model is chosen, for the purposes of this
discussion, the diﬀerential equations of motion governing the dynamical system are
denoted as f . Thus
ẋ(t) = f (t, x(t))

(3.84)

where
h
iT
x = x y z ẋ ẏ ż ,

h
iT
ẋ = ẋ ẏ ż ẍ ÿ z̈

(3.85)
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For a given set of initial conditions, trajectories within this dynamical environment,
subject to the equations of motions, f , follow a particular general ﬂow. This ﬂow is
denoted as φ and is deﬁned as
x = φ(t, t0 ; x0 )

(3.86)

Equation (3.86) illustrates that the ﬂow map, φ, which maps the motion of an object
from its initial location at time t0 to its ﬁnal location at time t. This solution ﬂow
is also dependent on the initial state of the object which is why x0 is also shown in
Equation (3.86). By plugging Equation (3.86) into Equation (3.84), it is clear that
the ﬂow map, φ, also satisﬁes the dynamical system equations of motion, i.e.,
dφ(t, t0 ; x0 )
= f (φ(t, t0 ; x0 ))
dt

(3.87)

Next, the partial derivative of Equation (3.87) is taken with respect to the initial
state, x0 . The result of this diﬀerentiation, incorporating the chain rule, is


∂
∂x0



dφ(t, t0 ; x0 )
=
dt



∂(f (φ(t, t0 ; x0 )))
∂x0



∂(φ(t, t0 ; x0 ))
∂x0


(3.88)

Equation (3.88) is reorganized and rewritten as
d
dt



∂φ(t, t0 ; x0 )
∂x0




=

∂(f (φ(t, t0 ; x0 )))
∂x0



∂(φ(t, t0 ; x0 ))
∂x0


(3.89)

The terms in Equation (3.89), where the partial derivative is taken of the system ﬂow,
φ, with respect to the initial state, x0 , are, in essence, the state transition matrix.
Therefore, these partial derivatives are directly replaced by the variable Φ. The
middle term of Equation (3.89), where the partial derivative is taken of the equations
of motion, f , with respect to the initial state, x0 , is directly evaluated using the
equations of motion. This term, which is currently known, is denoted as A. With
these new deﬁnitions, Equation (3.89) is again rewritten in a simpler form as
Φ̇(t, t0 ) = A(t)Φ(t, t0 )

(3.90)
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Equation (3.90) is the diﬀerential equation that governs the state transition matrix
relating the state at time t to the original state at time t0 , and therefore it must be
solved to obtain the STM values themselves. There are several methods for solving
this equation and these methods are discussed in more detail in the following sections.
However, since the STM takes the form of a 6 × 6 matrix, Equation (3.90) actually
represents 36 separate ﬁrst-order diﬀerential equations that must all be solved simultaneously. As previously stated, the matrix A is simply the partial derivatives of
the equations of motion, f , with respect to the initial state, x0 . Since A depends on
both the current state and time along the trajectory, it must be computed at every
time step at which the STM is desired. Also, since Equation (3.90) is an initial value
problem, initial conditions for Φ are required. Because the STM relates the state at
some current time back to the state at the initial time, at the initial time, the current
and initial times are identical. Therefore, the initial condition for Φ, or Φ(t0 , t0 ), is
equal to a 6 × 6 identity matrix.
Since A is not constant, Equation (3.90) cannot be solved analytically. Thus,
some other solution method is required. In the following sections, two viable and
frequently-used methods for solving the STM equations of motion are illustrated.
These two methods include numerical integration and numerical approximation using
ﬁnite diﬀerencing. Both of these processes have advantages and disadvantages as
well as speciﬁc situations to which they are best suited. The discussions of these
methodologies begin with numerical integration.

3.2.1

Solution Using Numerical Integration

Using numerical integration to solve Equation (3.90) is one of the most straightforward methods for obtaining the individual elements of the STM. There are many
diﬀerent integration schemes and processes available that are applicable to this endeavor, and all that is required from the user are the current value of Φ (6 × 6
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identity matrix at time t0 ) and the value of the matrix A at the current time step.
Also, although numerical integration is a numerical process that only approximates
the actual solution, this integration process provides one of the most accurate results
when calculating the STM values.
To implement numerical integration to ﬁnd the solution to Equation (3.90), the
36 individual scalar equations contained within Equation (3.90) are separated and
combined with the six equations of motion governing the dynamical force model.
This combination yields 42 total scalar diﬀerential equations that must be solved
simultaneously. To begin this solution process, all of the 42 diﬀerential equations
must be written in ﬁrst-order form. Equation (3.90), however, already exists in ﬁrstorder form and therefore does not require further modiﬁcation. In contrast, the
diﬀerential equations governing the state variables are not all currently in ﬁrst-order
form, but these six equations are rewritten in the correct form by ﬁrst assigning each
state variable a speciﬁc letter designation as
x = s1 , y = s2 , z = s3 , ẋ = s4 , ẏ = s5 , ż = s6

(3.91)

Next, each one of these state variables is diﬀerentiated to reveal
ẋ = ṡ1 , ẏ = ṡ2 , ż = ṡ3 , ẍ = ṡ4 , ÿ = ṡ5 , z̈ = ṡ6

(3.92)

At this point, when considering Equations (3.91) and (3.92), several equivalencies
appear. For example, since ẋ = ṡ1 from Equation (3.92), ṡ1 is also equal to s4
from Equation (3.91). Exploiting the visible equivalencies between Equations (3.91)
and (3.92) yields
ṡ1 = s4 , ṡ2 = s5 , ṡ3 = s6

(3.93)
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In addition to these three ﬁrst-order equations, the remaining three equations of
motion take the form
¨ ṡ5 = y,
¨ ṡ6 = z̈
ṡ4 = x,

(3.94)

where ẍ represents the acceleration of the spacecraft in the x̂ direction and ÿ and z̈
represent the accelerations of the spacecraft in the ŷ and ẑ directions respectively.
All 42 of the required equations are now in ﬁrst-order form. These equations are
summarized as
ṡ1 = s4 , ṡ2 = s5 , ṡ3 = s6 ,
¨
ṡ4 = x,

ṡ5 = y,
¨

ṡ6 = z,
¨

(3.95)

Φ̇ = AΦ
Given an appropriate initial value for each of these equations, all 42 equations are
solved simultaneously by using a numerical integration procedure. However, note that
the equations governing the STM cannot be solved alone, but instead must always be
included and solved along with the six equations associated with the state variables.
Without the state information at the current time step, the values populating the
˙ cannot be determined.
matrix A are not available and thus Φ
While numerical integration is an extremely useful and powerful procedure for
calculating the elements of the STM, there are situations where this procedure encounters challenges. One prime example of when numerically integrating the STM is
not the best method is when propagating a solution within an ephemeris force model
near a body that is not the central body of the system. In this situation, as the solution gets closer to the center of the body, the numerical integrator must take smaller
and smaller steps in time. Thus, even a short trajectory, when close to another body,
often takes millions of steps in time thereby greatly slowing down the entire process. However, there are other ways to more quickly generate the STM values near a
non-central celestial body. One possibility is to implement a ﬁnite diﬀerences scheme.
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3.2.2

Solution Using Finite Diﬀerencing

Within the ﬁeld of ﬁnite diﬀerencing, numerous methodologies exist, including
forward diﬀerencing, backward diﬀerencing, and central diﬀerencing, as well as many
others. The general goal behind ﬁnite diﬀerence processes is to numerically evaluate
diﬀerential equations by approximating the slope, or derivative, of the solution at
discretized points in time. For the purposes of this investigation, however, only
central diﬀerencing is discussed. The process of approximating the ﬁrst derivative of a
general function, f , containing one independent variable, x, using central diﬀerencing
is written as
∂f (x)
f (x + h) − f (x − h)
=
∂x
2h

(3.96)

where h represents a small perturbation value. Equation (3.96) also proves valuable
to better explain how the central diﬀerencing process works.
In Equation (3.96), there exists a general function, f , which is itself a function of
a single independent variable, x. If a speciﬁc value of x is selected, say a, then the
function, f (x), is evaluated at the point where x = a. This evaluated point is marked
by the green dot in Figure 3.15.
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Figure 3.15. Explanatory schematic describing the central diﬀerence approximation method

At the point x = a, the derivative, or slope, of the function f (x) is desired. This
derivative can be obtained by directly diﬀerentiating the function f (x) and evaluating
the resulting derivative function at the point where x = a, but this diﬀerentiation
process is often signiﬁcantly involved or time consuming. Therefore, a second way of
obtaining the desired derivative, or slope, is to approximate it through the use of a
central diﬀerencing process. By evaluating the function f (x) at a point slightly before
x = a (i.e., x = a − h) and at a second point slightly after x = a (i.e., x = a + h),
the slope at the desired point, x = a, is approximated through the diﬀerence between
the two function evaluations divided by the total perturbation distance, 2h. This
approximation process is as described in Equation (3.96).
While the process of central diﬀerences is straightforward overall, applying this
methodology to the calculation of STM values is slightly more complicated. Instead
of a simple function, f (x), the calculation of the STM depends on the equations of
motion governing the speciﬁc dynamical force model. However, instead of the 42
diﬀerential equations that were present when solving for the STM values through
numerical integration, now only the six state equations governing velocity and acceleration are required.
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To begin the process of generating the STM through the incorporation of central
diﬀerencing, an initial six-dimensional state is needed. This state contains the initial
position and velocity of the spacecraft. From this point, a small value, h, is added to
the ﬁrst component of the six-dimensional initial state. In equation form, the small
addition of h to the ﬁrst component of the initial state vector appears as
n
o
=
x+
(x
+
h)
y
z
ẋ
ẏ
ż
0pert

(3.97)

where the other state variables are unaﬀected by the perturbation. This newly perturbed state, x+
0pert , is now ready to be propagated for a desired time interval using
the six diﬀerential equations governing the dynamical force model. Since the analysis
discussed in this document makes use of the central diﬀerence version of ﬁnite diﬀerencing, the same perturbation and propagation processes must also be applied to the
original initial state vector in the negative direction. That is, subtracting h from the
ﬁrst component of the initial state vector instead of adding it. In equation form, this
subraction process is represented as
n
o
=
x−
(x
−
h)
y
z
ẋ
ẏ
ż
0pert

(3.98)

where again the other state variables are unaﬀected by the perturbation. As was the
case with the positive perturbation case, this negatively perturbed state must also be
propagated using the six diﬀerential equations governing the dynamical force model
for the same time interval that was used previously.
At this point, two perturbed initial states have been individually propagated over
the same time interval subject to the governing dynamical equations of motion of the
system. At the completion of both of these propagations, a ﬁnal state is available for
each of the two cases. These ﬁnal states are analogous to the values f (x + h) and
f (x − h) shown previously in Equation (3.96), except that now each state consists
of six components instead of a single value. However, by treating each component
separately, Equation (3.96) produces the entire ﬁrst column of the STM. By repeat-
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ing this entire perturbation and propagation process for the second component of the
original initial state vector and again applying Equation (3.96), the second column
of the STM is revealed. The entire STM results from implementing the same perturbation and propagation process for the remaining four components of the original
initial state vector. Although this method of generating the full STM involves 12
numerical integrations of the six diﬀerential equations of motion, as opposed to one
numerical integration of the 42 diﬀerential equations shown in the previous section,
in many situations, such as when using an ephemeris force model, the central diﬀerencing procedure requires much less computational time than does the full numerical
integration method. Also, for appropriately chosen values of h, the results from the
central diﬀerencing method are extremely similar to those obtained from the full
numerical integration process.
The ﬁnal topic to discuss in this section involves the selection of appropriate values
of the perturbation parameter, h. This parameter is quite problem dependent, but
for the purposes of this investigation, several speciﬁc values are recommended. When
working in the nondimensionalized circular restricted three-body problem, as well as
the nondimensionalized ephemeris force model, a nondimensional value of h = 1e − 8
is appropriate for all components of the state vector. In contrast, when working
with dimensional force models (CR3BP and ephemeris), a velocity perturbation of
h = 1e − 4 m/s and a position perturbation of h = 1e − 3 m work well. However,
again note that the perturbation value is quite problem dependent and therefore, no
one perturbation value is best for all applications.

3.3

Limitations of Single-Shooting Corrections Process

From the previous sections, the processes of both contemporaneous and noncontemporaneous single shooting diﬀerential corrections algorithms are in place as well
as several methodologies for computing the values found within the state transition
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matrix. While these corrections algorithms are very versatile and powerful, there are
limitations to the situations in which they perform reliably. As dynamical environments become more complicated, or solution complexity increases, single-shooting
corrections algorithms can struggle to achieve convergence. One helpful way to explain this phenomena is to represent a diﬀerential corrections problem in terms of a
game of golf. As shown in Figure 3.16(a), a golf course hole can be deﬁned such that
the shot originates from the small red plus sign at the bottom of the image (i.e. the
tee box) and the objective is to reach the hole marked by the red ﬂag at the top of
the image.

(a) Golf course deﬁnition

(b) Ideal golf shot

Figure 3.16. Representation of single-shooting diﬀerential corrections algorithm as a game of golf

Under ideal conditions, assuming no wind or other perturbations and perfect shot
execution, to go from the tee box to the hole, a golfer aims in a straight line connecting
the starting location with the hole. This ideal situation and solution are illustrated in
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Figure 3.16(b). If a situation like this is encountered by a single-shooting diﬀerential
corrections algorithm, the initial conditions are already correct to satisfy the desired
ﬁnal conditions and therefore no correction is necessary. However, most problems
that are presented to a single-shooting diﬀerential corrections algorithm are more
realistic and therefore not so simple. For example, assume that a constant wind is
blowing across the golf hole as shown in both images of Figure 3.17.

(a) Wind perturbes the ﬂight of the ball

(b) Single-shooting algorithm works within
the dynamics to correct the shot

Figure 3.17. Simple golf example illustrating problems for which a singleshooting scheme is well-suited

If the same straight shot taken in Figure 3.16(b) is taken again in this new windy
scenario, the golf ball is perturbed by the wind and therefore blown oﬀ course as
shown in Figure 3.17(a). However, this type of behavior is a perfect ﬁt for a singleshooting corrections algorithm. By measuring the deviation between the ﬁnal point
of the perturbed golf ball path and the hole (marked by the red double-sided arrow),
the initial conditions of the shot (the direction and magnitude of how the golfer hits
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the ball) are modiﬁed by the corrections algorithm such that the next shot taken
by the golfer will account for the wind by aiming slightly to the right of the desired
destination and be much closer to achieving the objective of reaching the hole. This
updated shot and solution are shown in Figure 3.17(b). In reality, when applying a
single-shooting corrections algorithm to a problem like this, the correct solution may
not be reached after one update as indicated by the picture, but may instead require
additional iterations to attain the desired solution. These iterations occur because
the corrections algorithm calculates the necessary updates to the initial conditions
through the use of the state transition matrix, which is a linear approximation of the
true nonlinear dynamical behavior of the system. However, for many problems of this
type, the desired solution is usually reached within only a handful of iterations.
The examples shown previously qualitatively demonstrate the power and behavior
of a single-shooting diﬀerential corrections algorithm, but what happens if the problem becomes more complicated? What if the wind is not blowing uniformly across
the hole as was shown in Figure 3.17, but instead the wind is much less predictable,
as illustrated in Figure 3.18(a)?
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(a) Unpredictable wind conﬁguration

(b) Single-shooter attempts to work within
complex dynamics

Figure 3.18. In complex, unpredictable scenarios, single-shooting often
diverge

If the same straight shot taken in Figure 3.16(b) is attempted in this new unpredictable windy situation, the behavior might end up like the red path shown in
Figure 3.18(b). However, as was the case earlier, the single-shooting corrections algorithm takes the deviation between the actual ﬁnal state and the desired ﬁnal state
and uses this information to modify the initial state. The information provided by
the red path in Figure 3.18(b) tells the golfer (i.e. the corrector) to aim slightly right
of the hole. However, due to the erratic nature of the wind, the shot does not end
up closer to the hole, but instead ends up following the purple path. This path may
seem out of place on a golf course, but this type of behavior is quite common when
considering the paths of spacecraft during missions in space, especially if the path
passes close by a celestial body. But, again the single-shooting corrections algorithm
takes the deviation between the new actual ﬁnal state and the desired ﬁnal state and
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uses this information to again modify the initial state. In the third attempt, the
golfer aims even farther to the right of the hole in an attempt to accommodate the
wind, but due to the strange perturbation conﬁguration, the ball is actually blown
signiﬁcantly to the right and short of the hole as depicted by the blue path. This is an
example of a single-shooting diﬀerential corrections algorithm diverging rather than
converging. That is, the golfer is unable to ﬁnd a set of initial conditions such that
the ball reaches the hole in one shot due to the complications added to the problem
by the complex ﬂow of wind. However, in space missions (especially those with people
on board), a solution must still be found.
There are several options that the golfer (or space mission designers) can take
to build a solution to this complex problem. One option is to break the problem
into smaller pieces. Consistent with the golf analogy, this option means that the
golfer must work their way from the tee box to the hole using multiple shorter shots.
Based on information gathered from the previous attempt shown in Figure 3.18(b),
the golfer knows the basic path that the ball will follow if a straight shot is taken.
Therefore, the golfer can use this information when planning the approach that they
wish to take to work towards the hole.
One option for the golfer is to hit the same straight shot which follows the red
path shown in Figure 3.18(b) and then take another, very short shot from there to the
hole. Or the golfer can begin with a shorter shot and repeat the corrections problem
a couple times on the way to the desired solution. This second option is depicted
here. By hitting the ball in the same straight direction as before, but now with only
half of the speed, the ball ends up at the location marked by the intermediate ﬂag
shown in Figure 3.19(a). From this new intermediate location, the golfer can now
assess a second shot in an attempt to reach the hole. By breaking the hole up into
pieces, the ball travels less on each shot and therefore spends less time exposed to the
wind during each segment. With this strategy in mind, the golfer takes a shot from
the intermediate location aiming directly at the hole, but the ball is again perturbed
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by the wind. However, the amount of perturbation that the ball exhibits is much less
than previously in the one-shot scenario. Based on this wind information, the golfer
can then modify the direction of the shot from the intermediate location to better
account for the wind and is now able to successfully reach the desired solution as
illustrated in Figure 3.19(b).

(a) Leveraging knwon information for ashorter (b) A single-shooter can accomodate the
shot

smaller problem

Figure 3.19. Breaking the problem into smaller numerical pieces proves
useful in complex scenarios

By breaking the solution up into smaller numerical pieces, each leg of the solution
is subjected less to the eﬀects of the nonlinear forces (the wind in this case) that
exist in the problem. This premise is exactly what is behind the development of
multiple-shooting diﬀerential corrections algorithms. In the golf example above, the
intermediate point was marked by an intermediate ﬂag, but in real space missions, no
physical objects exist at these break points along the path. Instead, the intermediate
ﬂags are replaced by numerical points called patch points, or nodes interchangeably,

125
which are simply numerical tools used to aid in the convergence of a solution within
a complex problem. Also, although only one intermediate patch point was needed in
the golf example, many patch points are often employed in real trajectory solution
calculations. That is, the path is broken up into numerous separate sections to provide
the numerical diﬀerential corrections algorithm with a better chance of achieving
convergence. This is especially true for trajectories that pass close by a celestial
body, where many patch points are often required near the body and fewer points are
needed as the spacecraft gets farther away from the body. The construction and use
of multiple-shooting algorithms is discussed in more detail in the next section.
At this point, another question arises; if breaking up a solution can provide convergence beneﬁts in certain situations, how many breaks or patch points should be
used and where along the trajectory should these points be located? This is one of the
main fundamental questions that this research seeks to answer. After the completion
of this chapter, the remainder of this document is primarily focused on analyzing and
developing new processes that work towards answering this fundamental question.

3.4

Multiple-Shooting Corrections Process

The concept of multiple-shooting diﬀerential corrections algorithms dates back to
work done by Newton, and is a powerful tool for solving complicated, constrained
two-point boundary value problems [3, 4]. A wide array of formulations exist for
implementation within many diﬀerent scenarios. However, in this investigation, two
currently available shooting method formulations are summarized for the purpose of
later developing a hybrid process that incorporates the strengths of both algorithms
into one scheme. The free-variable and constraint algorithm and the two-level corrector are each brieﬂy discussed before combining them into one hybrid strategy.
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3.4.1

Free-Variable And Constraint Algorithm

The free-variable and constraint diﬀerential corrections formulation is analogous to
the Newton root-ﬁnding method except that it is implemented in multiple dimensions.
As in a Newton solver, the multivariable approach seeks to satisfy the following
equation,
F (X) = 0

(3.99)

where F represents a vector of scalar constraint equations and the free-variables in
the vector X are determined to satisfy Equation (3.99). The notation used here is
equivalent to that presented previously in the single-shooting portion of this chapter,
but now the free-variable vector contains the states and times associated with multiple
separate segment arcs. To solve for the free-variable vector, X, a Taylor series is
expanded on F about some free-variable initial guess X0 . In the familiar mathematical
form, the expansion is written as follows,
F (X) ≈ F (X0 ) +

∂F
(X0 )(X − X0 )
∂X

(3.100)

and truncated to ﬁrst order. The partial derivative term in Equation (3.100) is the
Jacobian of the constraint vector, F , with respect to the free-variable vector, X. This
term is also denoted as the matrix DF and is evaluated at X0 along the reference
path. Substituting Equation (3.99) into Equation (3.100) and simplifying shows that
the updated, or improved, solution for the free-variable vector, X, can be written
as a function of both the constraint vector, F , and the initial guess vector, X0 , as
displayed in the traditional update equation as
X = X0 − DF(X0 )−1 F (X0 )

(3.101)

Since the actual problem is nonlinear, Equation (3.101) serves as the basis of an iterative process. Iterations continue until Equation (3.99) is satisﬁed to within some
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speciﬁed tolerance. Additional explanation and discussion of this particular corrections process is presented in great detail by Pavlak [8].
While the free-variable and constraint algorithm is applicable to two-point boundary value problems across many diﬀerent ﬁelds, the current context is trajectory design/modiﬁcation. Therefore, discretizing the trajectory into a series of nodes or
patch points is a critical step. Each patch point reﬂects a speciﬁc six-dimensional
state, xi , containing position and velocity information, as well as a time along the
path, ti . To implement the free-variable and constraint methodology, the free variable vector includes any quantity that is allowed to change to meet the constraints,
and the constraint vector is comprised of all objectives to be satisﬁed. Then, the
Jacobian matrix is constructed from the partial derivatives of the constraint vector
components with respect to the free-variable vector components, and this Jacobian
matrix is inverted to yield the solution. In this application, the solution is delivered
as a set of states and times corresponding to the patch points that satisfy the imposed
constraints.
Given the structure of the free-variable and constraint corrections scheme and the
independence of each trajectory arc segment prior to convergence, the Jacobian matrix within this method is straightforward to compute. Such transparency is one of the
major strengths of this corrections implementation. However, since all of the separate
trajectory segments must be corrected simultaneously, this approach involves signiﬁcant computational requirements. In contrast, the two-level corrector, which divides
the problem into two pieces instead of implementing the entire computation simultaneously, oﬀers great advantages in terms of computational load, and the monotonic
convergence behavior associated with this method yields an algorithm well-suited for
on-board applications.
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3.4.2

Two-Level Corrections Algorithm

The two-level corrector, as detailed by Howell and Pernicka [11], is decomposed
into two separate levels or processes. When applied to trajectory design or targeting,
the ﬁrst level (level one) adjusts the velocities of the nodes to achieve position continuity along the entire path. The second level (level two) then adjusts the positions
and times of the nodes to remove any velocity discontinuities along the trajectory and
to accommodate any additional constraints that are imposed. Through iteration, convergence is achieved when the path is continuous in both position and velocity along
its entire length and all desired constraints are satisﬁed.
Given the limited goals in level one, the algorithm requires the same vectors X
and F from the free-variable and constraint method, but they are constructed in a
way unique to the two-level corrector formulation. Thus, level one of the two-level
corrections process is written as a simpliﬁed version of the free-variable and constraint
algorithm with the elements of the free-variable vector, X, deﬁned as the velocity
departing each patch point, and the constraint vector, F , including the diﬀerence in
position between the end of one propagated arc and the subsequent patch point. Using
an iterative Newton-type process, the ﬁrst level converges resulting in a trajectory
that is continuous in position along the entire length. With a fully continuous path
in position, additional information becomes available that is employed when deriving
level two of the algorithm.
The input to level two is a position-continuous path that includes velocity discontinuities. These discontinuities arise from diﬀerent velocities entering and departing
each node. In the subsequent discussion, the entering velocities are marked with a
superscript ‘minus’, and the departing velocities are marked with a superscript ‘plus’.
In level two, recall that the goal is the adjustment of the positions and times of the
nodes to remove any velocity discontinuities along the path that were introduced in
level one. To accomplish this reduction of velocity discontinuities, the Jacobian of
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the constraint vector (velocity discontinuities), with respect to the free-variable vector
(node positions and times), is required. However, since the path is already continuous in position, a relationship between each node and those nodes immediately before
and after it appears which was not available in the free-variable and constraint formulation. For more details on the speciﬁcs of these relationships, see References [11]
and [13]. By leveraging this new inter-node relationship, it is possible to write the
velocity discontinuities present at each node purely in terms of the positions and
times of the nodes nearby. By reformulating the velocity discontinuities in terms of
positions and times, the partial derivatives required within the Jacobian matrix are
simpliﬁed.
Prior to the construction of the Jacobian matrix associated with level two, it is
ﬁrst necessary to better understand the new inter-node relationships that are available
by considering the trajectory as a collection of separate three-node groups. In each
group, the ﬁrst node is labeled o, the second node is p, and the third node is f . After
the ﬁrst group is considered, the three-node set slides down the trajectory by one node.
That is, a node that was p in the ﬁrst group is now o in the new group, and so on,
until reaching the end of the path. Since the ﬁrst and last nodes along the trajectory
introduce no changes in velocity, there are no velocity continuity constraints applied
at these locations, and thus, no partial derivatives to be evaluated. Therefore, the
process originates with node p of the ﬁrst three-node group. Figure 3.20 more clearly
illustrates the movement of the three-node groups along a trajectory path, as well
as deﬁning the notation for the diﬀerent state transition matrices that exist in this
problem.
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Figure 3.20. Deﬁnition of three-node groups and their progression along
a trajectory

From Figure 3.20, it is clear that the state transition matrix and its formulation
has a key role within the two-level corrector. As usual, the state transition matrix
is deﬁned as a 6 × 6 matrix that reﬂects the relationship between the six states at
one speciﬁed time, tj , to those farther downstream at a time ti . In the two-level
corrector, however, the state transition matrix is decomposed into four separate 3 × 3
sub-matrices for convenience. This subdivision process is illustrated as
⎡
Φi,j = ⎣

Ai,j Bi,j
Ci,j Di,j

⎤
⎦

(3.102)

where Ai,j represents the portion of the matrix relating position to position, Bi,j
and Ci,j both represent mix-unit relationships, and Di,j represents the portion of the
matrix relating velocity to velocity.
Returning to the calculation of the Jacobian matrix beginning at the ﬁrst node
p along the path, the partial derivatives must now be taken of the velocity discontinuities, denoted Δv and written fully in terms of the node positions and times as
described in [11, 13], with respect to the components of the free-variable vector, i.e.,
node positions and times. Following the speciﬁc formulation presented by Marchand
et al. [13], these partial derivatives associated with the ﬁrst node p along the path
are written as
∂ Δv p
= −B−1
o,p
∂ ro

(3.103)
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∂Δv p
+
= B−1
o,p v o
∂to

(3.104)

∂Δv p
−1
= B−1
o,p Ao,p − Bf,p Af,p
∂rp

(3.105)

∂Δv p
−1 −
−1 +
−
= a+
p − ap + Dp,o Bp,o v p − Dp,f Bp,f v p
∂tp

(3.106)

∂Δv p
= B−1
f,p
∂rf

(3.107)

∂Δv p
−
= −B−1
f,p v f
∂tf

(3.108)

where Δv p is more speciﬁcally deﬁned as,
−
Δv p = v +
p − vp

(3.109)

and the subscripts associated with each STM sub-matrix are written as deﬁned in
Figure 3.20. The partials evaluated from these equations form a block consisting of
three rows (corresponding to the three scalar directions of velocity being constrained
at point p) and twelve columns (corresponding to the free-variable position vectors
and times associated with points o, p, and f ) when placed within the larger Jacobian
matrix. Then the same calculations are repeated for the next three-node group along
the trajectory. Once this second set of partial derivatives is computed, these new
values are appended onto the earlier 3 × 12 block requiring an additional three rows
and spanning from column ﬁve to column sixteen within the larger Jacobian matrix.
This process repeats until all of the three-node groups along the path have been
accommodated. With all partial derivatives incorporated into the Jacobian matrix,
the ﬁnal size of this matrix (without any additional constraints) is (3n − 3) × (4n + 4)
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where n equals the number of arcs composing the trajectory. This Jacobian matrix
of partials is now denoted M.
Similar to the free-variable and constraint method, an update equation is developed using the Jacobian matrix M. However, based on diﬀerences in velocity discontinuity deﬁnitions between the two-level algorithm and the previous free-variable and
constraint method, the matrix M has the opposite sign to that of the matrix DF.
With this sign change in mind, the update equation associated with level two of the
two-level corrector is written as
X = X0 + M(X0 )−1 (ΔV )

(3.110)

where the constraint vector is now denoted ΔV , which is the vector of velocity discontinuities, Δv p , at all of the separate nodes p. M represents the Jacobian matrix
and the X 0 vector contains the current positions and times of the nodes along the
path. After the evaluation of Equation (3.110), with the newly updated free-variable
vector, X, the process returns to level one and commences iterations through both
levels until all discontinuities are removed to within a speciﬁed tolerance.
While the signiﬁcant computational requirements of the free-variable and constraint method suggest that the algorithm is less suited to on-board applications than
the two-level corrector, implementation of the two-level corrector presents challenges
as well. For example, depending on the additional constraints imposed upon the trajectory, writing additional velocity constraints purely in terms of patch point positions
and times is often less straightforward. Given the advantages and disadvantages associated with both the free-variable and constraint method and the two-level corrector,
the combination of these two algorithms into one hybrid scheme could potentially
exploit the beneﬁts of both approaches while removing the signiﬁcant drawbacks.
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3.5

Hybrid Multiple-Shooting Corrections Process

A viable hybrid diﬀerential corrections algorithm, within the context of the circular restricted three-body problem, was previously developed and presented by
Harden [14]. However, in contrast to that work, the current investigation remains entirely within an ephemeris force model. In this higher-ﬁdelity environment, Harden’s
previous approach requires modiﬁcation due to the inclusion of time variance into the
problem. Thus, employing Harden’s original framework as a foundation, an updated
algorithm is developed here.
For his original circular restricted hybrid corrections scheme, Harden proposes
modifying only the second level of the two-level algorithm to include all of the freevariables rather than only those associated with position and time [14]. First, the
Jacobian of the constraint vector, F , with respect to the full free-variable vector, X
(consisting of the positions, departing velocities, and times of each node) must be
constructed. Then, the Jacobian of the full free-variable vector, X, with respect to
the level-two free-variable vector, denoted X

II

(comprised of only node positions and

times) can be computed. By multiplying these two matrices together, the same M
matrix that emerged from the standard two-level process is obtained. However, by
adding the full free-variable vector, X, into the process, the constraints for velocity
continuity are now no longer required to be written solely in terms of node positions
and times. Rather, they can be directly diﬀerentiated since the variables all appear
explicitly, thereby greatly simplifying the process.
While Harden’s approach of applying a chain rule process incorporating the constraint vector, full free-variable vector, and level-two free-variable vector is successful
within the circular restricted three-body problem, further modiﬁcation is required to
accommodate the additional time dependencies involved within an ephemeris force
model. In this current work, the additional time dependencies are accounted for by
deﬁning a new free-variable vector, X new . This new vector, as well as the vectors
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used previosly by Harden, are deﬁned for a system of ﬁve nodes linked by four arcs
as follows [19],
⎡

v−
⎢ 2

−

⎤

v+
2⎥

⎢
⎥
F = ⎢v 3− − v 3+ ⎥
⎣
⎦
−
+
v4 − v4

h
iT
X = r1 v 1 r2 v 2 r3 v 3 r4 v 4 r5 v 5 t1 t2 t3 t4 t5

X

II

h

= r1 t1 r2 t2 r3 t3 r4 t4 r5 t5

(3.111)

iT

h

X new = r1 v 1+ v 2− r2 v 2+ v 3− r3 v 3+ v 4− r4 v 4+
v−
5

r5

v+
5

t1 t2 t3 t4 t5

iT

For systems with diﬀerent numbers of nodes, these vectors must be extended or reduced as necessary. Within Equation (3.111), F represents the vector of velocity
continuity constraints applied in level two of the two-level corrector. If any additional constraints are to be incorporated, they must be appended to the end of this
II

vector. The vectors X and X , also appearing in Equation (3.111), are the full state
free-variable vector and the level-two free-variable vector, respectively. In the original
formulation proposed by Harden, as discussed earlier, these three vectors (F , X, and
II

X ) are all that are required to complete the chain rule process and calculate the
necessary M matrix [14]. However, since additional time-variance must now be incorporated within the ephemeris force model, another vector, X new , comprised of the
position and time of every node, as well as both the incoming and outgoing velocities
associated with each node, replaces X in the ephemeris chain rule formulation.
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As illustrated previously, the overall purpose of level-two is to construct a ﬁnal
matrix, M, containing the partial derivatives of the constraints, F , with respect to
II

the level-two free-variables, X . However, again, the construction of M is greatly
simpliﬁed through the implementation of a chain rule procedure. In this procedure,
two sub-matrices, K and R, are deﬁned such that the product of the two is equal
to the desired matrix M, i.e., M = KR. These sub-matrices, K and R, are deﬁned
more speciﬁcally as
K=

∂F
,
∂X new

R=

∂X new
II
∂X

(3.112)

where K represents the partial derivatives of the constraint vector, F , with respect to
the new, expanded free-variable vector, X new , and R represents the partial derivatives
II

of X new with respect to the level-two free-variable vector, X . While the partial
derivatives illustrated in Equation (3.112) appear straightforward, it is important to
remember the goals associated with the hybrid process when determining how these
derivatives should be evaluated. The objective behind this hybridization was to bring
together pieces of both original corrections algorithms to exploit the advantages and
remove the disadvantages. The great advantage of the free-variable and constraint
method involves the ease of deﬁning and diﬀerentiating constraint equations while
the two-level corrector excels computationally due to the additional relationships that
become available after the completion of level one. With these algorithm properties
again in mind, the two matrices, K and R, can also be thought of as representative
pieces of the two original corrections algorithms, with K representing the free-variable
and constraint method and R representing the two-level corrector. These two matrices
are addressed individually in the following paragraphs where the relationship of each
matrix to a speciﬁc one of the two original corrections algorithms becomes apparent.
Since the matrix K represents the contribution to the hybrid algorithm from the
free-variable and constraint method, the partial derivatives that reside within K are
evaluated directly, i.e., without considering any relationships between the separate
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segments along the trajectory, as is the case within the the free-variable and constraint
method itself. The direct evaluation of the partial derivatives within K results in a
Jacobian matrix full of only zeros, ones, and negative ones. An example of the
transpose of the matrix, K, associated with a trajectory consisting of ﬁve nodes
connected by four segments (as displayed in Figure 3.20), appears as

(K)T =



∂F
∂X new

T
=

+
v−
2 − v2

+
v−
3 − v3

+
v−
4 − v4

r1

03

03

03

v+
1

03

03

03

v−
2

I3

03

03

r2

03

03

03

v+
2

−I3

03

03

v−
3

03

I3

03

r3

03

03

03

v+
3

03

−I3

03

v−
4

03

03

I3

r4

03

03

03

v+
4

03

03

−I3

v−
5

03

03

03

r5

03

03

03

v+
5

03

03

03

t1

03

03

03

t2

03

03

03

t3

03

03

03

t4

03

03

03

t5

03

03

03

(3.113)

Equation (3.113) depicts the transpose of the matrix, K, that houses the partial
derivatives of the constraint vector, F , with respect to the expanded free-variable
vector, X new . The reasoning behind displaying (K)T rather than K stems simply
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from space considerations on the page and is not intended to alter the true meaning
or use of K. In the equation, the vector of constraint equations, F , extends across the
top of the matrix (only velocity continuity constraints are included in this example),
and the expanded free-variable vector, X new , extends vertically down the left side of
the matrix. Ordinarily, when considering K rather than (K)T , these vector positions
are swapped. In any case, the contents of each cell within the matrix results directly
from the explicit partial derivative taken of the value at the top of the corresponding
column with respect to the value to the left of the corresponding row. Since the
position and velocity values are vectors, the resulting partials are shown as matrices
where
⎡

⎤
0 0 0
⎥
⎢
⎥
⎢
03 = ⎢0 0 0⎥ ,
⎦
⎣
0 0 0

⎡

⎤
1 0 0
⎢
⎥
⎢
⎥
and I3 = ⎢0 1 0⎥
⎣
⎦
0 0 1

(3.114)

However, the partial derivatives taken with respect to time result in vectors instead
of matrices where
h

i
03 = 0 0 0

or

h

iT
0 0 0

(3.115)

The elements within the matrix in Equation (3.113) further serve to illustrate the
process of direct diﬀerentiation, where only explicitly stated dependencies are considered. For example, although a relationship does exist between the ﬁnal velocity
along the ﬁrst trajectory segment, v −
2 , and the initial velocity along the same segment, v +
1 , this relationship is not explicitly stated within the constraint equation
and so is not included in this matrix. The partials computed later for the matrix R
will ﬁll in any relationship gaps not expressed explicitly and therefore not included
within K. In cases where additional constraints are desired, the equations deﬁning
the new constraints are appended to the end of the existing constraint vector, F .
Then, the partials of the new constraint equations are directly taken with respect to
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the values in the extended free-variable vector, X new , and the new partials are placed
correspondingly into the matrix K as illustrated above.
While the matrix K represents the contribution to the hybrid algorithm from the
free-variable and constraint method, the matrix R represents the contribution from
the two-level corrector. The structure of the two-level corrector is set up such that
the completion of level one produces additional relationships between the diﬀerent
segments along a trajectory path. These segments, which are no longer disconnected
from each other, now each exhibit dependencies on the other segments nearby. In
the papers by Howell and Pernicka, as well as by Marchand et al. [11, 13], a point
along the path, here labeled p, is connected to both the preceding point, o, and the
subsequent point, f , through two diﬀerent sets of noncontemporaneous variational
equations. One set of equations related the point p forward in time to the point f ,
while the second set of equations related the point p backwards in time to the previous
point o. Through manipulation of these equations, relationships between the velocity
discontinuities at point p and the position and time of points o, p, and f appear.
In this investigation, similar relationships are derived. However, due to the diﬀerent
requirements within the matrix R, the two sets of equations emanating from point p
to both points o and f , found in the previous papers, are now supplemented with two
additional sets of equations, going from points o and f respectively to point p from
either side. These four sets of equations, in both general and more speciﬁc forms, are
written as
∂x−

p
+
δx−
p = Φ(tp , to )δxo + ∂t (δtp − δto )
⎧
⎫ ⎡
⎫ ⎧ ⎫
⎤⎧
⎨ δr ⎬
⎨
⎬
Apo Bpo
δro ⎬ ⎨v −
p
p
⎦
+
(δtp − δto )
=⎣
⎩
⎩δv − ⎭
⎩
+⎭
−⎭
C
D
δv
a

p

po

po

o

p

(3.116)
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∂x−

δxf− = Φ(tf , tp )δxp+ + ∂tf (δtf − δtp )
⎧
⎫ ⎡
⎫ ⎧ ⎫
⎤⎧
⎨ δr ⎬
⎨
⎬
Af p Bf p
δrp ⎬ ⎨v −
f
f
⎦
=⎣
+
(δtf − δtp )
⎩δv − ⎭
⎩δv + ⎭ ⎩a− ⎭
C
D
f

fp

fp

p

(3.117)

f

∂x+

−
p
δx+
p = Φ(tp , tf )δxf + ∂t (δtp − δtf )
⎧
⎫ ⎡
⎫ ⎧ ⎫
⎤⎧
⎨ δr ⎬
⎨ δr ⎬ ⎨v + ⎬
A
B
p
pf
pf
f
p
⎦
=⎣
+
(δt − δtf )
⎩δv + ⎭
⎩δv − ⎭ ⎩a+ ⎭ p
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(3.118)

p

f

and
+

∂xo
−
δx+
o = Φ(to , tp )δxp + ∂t (δto − δtp )
⎧
⎫ ⎡
⎫ ⎧ ⎫
⎤⎧
⎨ δr ⎬
⎨
⎬
Aop Bop
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⎦
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⎩δv − ⎭ ⎩a+ ⎭
C
D
o
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p

(3.119)

o

where Equation (3.116) represents the forward connection from point o to point p,
Equation (3.117) represents the forward connection from point p to point f , Equation (3.118) represents the backward connection from point f to point p, and Equation (3.119) represents the backward connection from point p to point o. Manipulation of Equations (3.116) through (3.119) produce numerous diﬀerent connections
and relationships between the points o, p, and f . Diﬀerent manipulations of these
equations result in slightly diﬀerent relationships, as is evidenced by the small variations between the method of Howell and Pernicka [11] and the method of Marchand et
al. [13]. However, for the purposes of this investigation, manipulations are performed
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such that the partial derivatives of the resulting relationships, taken with respect to
the position and time values of points o, p, and f , are written as
∂v +
o
∂r o
∂v +
o
∂to

= −B−1
po Apo

−1 +
= a+
o − Dop Bop v o
∂v +
o
∂rp
∂v +
o
∂tp

= B−1
po

−
= −B−1
po v p

∂v −
p
∂ro

= B−1
op

∂v −
p
+
= −B−1
op v o
∂to
∂v −
p
= −B−1
op Aop
∂rp
∂v −
p
∂tp

(3.121)

−1 −
= a−
p − Dpo Bpo v p

∂v +
p
∂rp
∂v +
p
∂tp

(3.120)

= −B−1
f p Af p

−1 +
= a+
p − Dpf Bpf v p
∂v +
p
∂rf
∂v +
p
∂tf

= B−1
fp

(3.122)

−
= −B−1
f p vf

and
∂v −
f
∂rp

∂v −
f

∂v −
f
∂tf

∂tp
∂v −
f
∂rf

= B−1
pf

+
= −B−1
pf v p

= −B−1
pf Apf

(3.123)

−1 −
= a−
f − Df p Bf p v f

The partials shown in Equation (3.120) relate the departing velocity from point o to
the positions and times associated with both points o and p. The partials shown in
Equation (3.121) relate the arriving velocity at point p to the positions and times
associated with both points o and p. The partials shown in Equation (3.122) relate
the departing velocity from point p to the positions and times associated with both
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points p and f , and ﬁnally the partials shown in Equation (3.123) relate the arriving
velocity at point f to the positions and times associated with both points p and
f . The relationships illustrated in Equations (3.120) through (3.123) provide almost
all of the partial derivatives required to construct the matrix R, which relates the
II

expanded free-variable vector, X new , to the level-two free-variable vector, X , for a
particular trajectory. The only partials contained within R that are not displayed
in Equations (3.120) through (3.123), are equal to either one or zero. The following
example serves to more clearly illustrate how the derivatives, shown above, ﬁt into
the matrix R for a particular trajectory.
The trajectory selected for this example, as was also the case for the example of
the K matrix shown earlier, consists of ﬁve nodes connected by four segments and
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is displayed in Figure 3.20. Employing the above derivatives, the matrix, R, for the
example trajectory is written as

R=

r1
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(3.124)

Equation (3.124) depicts the matrix, R, that houses the partial derivatives of the
expanded free-variable vector, X new , with respect to the level-two free-variable vector,
II

X . In the equation, the expanded free-variable vector, X new , extends vertically
II

down the left side of the matrix, and the level-two free-variable vector, X , extends
across the top of the matrix. The contents of each cell within the matrix results
directly from the partial derivative taken of the value to the left of the corresponding
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row with respect to the value at the top of the corresponding column. In cases when
the derivatives of vectors are taken with respect to other vectors, the resulting partials
take the form of matrices, but since time is a scalar quantity, any partials involving
time result in either vectors or scalars.
Most of the partial derivatives within Equation (3.124) are equal to either zero or
one, but several blocks of values within the R matrix exhibit diﬀerent relationships.
In Equation (3.124), these diﬀerent blocks are marked with the colors red, blue, and
gray. While there are numerous viable processes to ﬁll in these colored blocks, this
investigation presents only one. To begin the explanation behind this process, as
well as the meanings of the three colors, it is necessary to return to the image of the
example trajectory shown in Figure 3.20. For convenience, another version of this
trajectory, continuous in position after the completion of level one, is displayed in
Figure 3.21.

Figure 3.21. Position-continuous trajectory containing several velocity
discontinuities after the completion of level one

This ﬁgure depicts the example trajectory consisting of ﬁve nodes (marked with red
points) connected by four segments (indicated by black curves). However, Figure 3.21
also marks the separate three-node groups (of which there are three) that exist along
the path. Each of these three-node groups consists of three points, o, p, and f ,
and each of these three-node groups is associated with a speciﬁc color. The ﬁrst
three-node group is marked in red, the second group is blue, and the third group
is black. The standard two-level corrector, as presented in [11–13], functions as a

144
“p-based” scheme since the algorithm begins from the ﬁrst point p (red) and gathers
information regarding the relationships between the velocity discontinuity at p and
the surrounding points o and f before shifting down the trajectory to repeat the same
process for the next p (blue). However, since the velocity discontinuities present at
each of the points p are not considered in the R matrix of the hybrid algorithm,
this portion of the process (for this particular formulation) functions as an “o-based”
scheme. That is, instead of beginning at the ﬁrst point p and gathering information
from the previous and subsequent points along the path, this portion of the hybrid
scheme begins at the ﬁrst point o and gathers information only from the next point
(point p) before shifting down the trajectory to repeat the process for the next point
o. Therefore, instead of working in three-node groups, this algorithm eﬀectively works
in two-node groups on every trajectory segment except for the ﬁnal segment.
For the ﬁnal segment along the trajectory, the algorithm returns to the threenode group system and relates information at the ﬁnal point f back to the ﬁnal point
p. The modiﬁed structure of this algorithm also explains the colors displayed on
the matrix of Equation (3.124). In other words, the ﬁrst two-node group along the
path consists of the red points o and p as illustrated on Figure 3.21. Then, instead of
remaining within the red group to relate the points p and f , the algorithm steps down
the trajectory to the next two-node group, now consisting of the blue points o and p.
This group shift corresponds to the color change in Equation (3.124). After the blue
two-node group, the algorithm takes one ﬁnal step along the path to where the black
two-node group, consisting of the black points o and p, is considered. However, since
the only remaining segment after this group is also the ﬁnal segment of the trajectory,
the algorithm includes the ﬁnal point f as part of the black three-node group. For
visual clarity, the black node group is indicated in gray in Equation (3.124).
At this point, with the matrices K and R both in hand, the desired matrix M is
obtained by multiplying K and R as described in Equation (3.112). This matrix M,
familiar from Equation (3.110) presented in the section describing the traditional two-
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level corrector, relates the desired constraints (contained in F ) to the speciﬁc level
II

two free-variables (contained in X ). However, since M is now obtained through
a chain rule process, where the constraints are written as they were for the freevariable and constraint method, the sign of M switches once again compared to the
traditional two-level corrector. With this sign change in mind, the update equation
for the speciﬁc level two free-variables is written as
X

II

II

II

= X 0 − M(X 0 )−1 F

(3.125)

II

Applying these updates to X , and substituting the new position and time values
(but not velocity values) into X, yields the updated full free-variable vector. The
newly updated vector, X, is then returned back to level one and the entire process is
repeated until all of the constraints in F are satisﬁed to within a speciﬁed tolerance.
While this hybrid corrections algorithm computationally behaves in exactly the
same manner as the traditional two-level corrections scheme, the addition of the
chain rule into level two makes the deﬁnition and diﬀerentiation of constraint equations much more straight-forward and convenient. To prove the validity of this hybrid
process, an approximation of NASA’s upcoming Exploration Mission 1 (EM1) trajectory is corrected using this algorithm within a Sun-Earth-Moon ephemeris force
model [2, 39]. Viewed in an Earth-Moon rotating frame, the results are displayed in
Figure 3.22. The patch points used during the diﬀerential corrections of this solution
are marked in the ﬁgure by both black and colored (indicating a maneuver point)
dots.
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Figure 3.22. Ephemeris approximation of EM1 trajectory as viewed in
an Earth-Moon rotating frame with the non-maneuver points marked by
black dots and the four maneuver points marked by colored dots [2, 39]

The procedure illustrated in this section describes only one way to structure a
hybrid diﬀerential corrections algorithm that leverages the advantages of two other
schemes. Other viable options exist to accomplish every portion of the process from
level one to the speciﬁc construction of the matrix R in level two and more. This
particular method was conceived based on speciﬁc application goals and built by
combining learned knowledge from other diﬀerential corrections processes and sources.
However, the development of this hybrid algorithm serves as a demonstration of the
overall process as well as a foundation from which to produce updated capabilities.

147

4. LYAPUNOV EXPONENTS
At this point, the more general background information and processes required within
this investigation are in place. Therefore, now is the time to turn toward the more
specialized area of placing patch points at beneﬁcial locations along a trajectory. As
discussed in more detail later in this document, these beneﬁcial locations are found
based on the level of sensitivity to perturbations that exists along the trajectory path.
Therefore, a metric must be deﬁned to quantify the level of sensitivity that is present.
In this investigation, Lyapunov exponents are employed for this purpose.
In basic terms, a Lyapunov exponent is traditionally deﬁned as a value that quantiﬁes the separation over time between two propagated trajectories originating from
initial conditions inﬁnitesimally close to one another. Intuitively, if these two trajectories remain close, even after some long integration time, the starting points of
the trajectories lay within a region of stability. Conversely, if the two trajectories
separate or deviate signiﬁcantly from one another over time, the starting points likely
exist in a location of lower stability, i.e., a small change to the initial point results in
a large change to the path downstream. If the stability, or sensitivity to change, of
the points along a path is well known and understood, useful insight can be leveraged
to deliver possible modiﬁcations to an initial guess, for example, that are beneﬁcial
towards achieving convergence. To more clearly explain the concept of Lyapunov
Exponents, Figure 4.1 proves valuable.
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Figure 4.1. Propagation of perturbed initial conditions within a nonlinear
force model resulting in solution stretching downstream [14–18]

Figure 4.1 illustrates an initial state labeled x0 . When this state is propagated
subject to some nonlinear force model for time, Th , the solution follows the path shown
in black. At the end of the propagation, the ﬁnal state of the solution is labeled xf .
However, things happen diﬀerently if the initial state is perturbed away from x0 . In
Figure 4.1, the red circle shown to the left represents an inﬁnite number of possible
small perturbations of the initial state away from x0 . If each of these perturbed initial
states is propagated subject to the same force model as the original point, for the
same amount of time, Th , then the ﬁnal points of each of these segments will also form
a shape. However, this ﬁnal shape often exhibits stretching due to the eﬀects of the
dynamical forces acting on the path. An example of a stretched ﬁnal shape is shown
in red on the right side of the ﬁgure. The concept that points beginning in a circle
form a diﬀerent shape when propagated serves to illustrate the power of a nonlinear
force model to stretch a solution as it ﬂows downstream. While this example is a
simpliﬁed two-dimensional case, it provides deeper insight into the actual meaning of
Lyapunov Exponents.
Considering the ﬁnal red curve in Figure 4.1, some of the perturbed solutions
clearly deviate farther from the desired ﬁnal state, xf , than others. For example,
points that end near the minor axis of the ﬁnal curve indicate a low level of stretching away from the original circular conﬁguration while points near the major axis
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illustrate a considerably larger deviation. Characterizing the size of these downstream deviations becomes very important when considering that most diﬀerential
corrections algorithms rely on perturbing the baseline solution to satisfy imposed
constraints. However, if a corrections algorithm perturbs a solution that exhibits
large downstream deviations or stretching (like those ending near the major axis of
the ﬁnal curve in Figure 4.1), then the resulting change in solution path can become
too large for the linear assumptions within the corrections algorithm to hold, resulting
in non-convergence.

4.1

Local Lyapunov Exponents

In general, Lyapunov exponents are produced in the form of a spectrum calculated
over inﬁnite time where each individual value represents the expansion, or contraction
of the trajectory within a unique, fundamental direction of the phase space [14, 18].
When reduced and evaluated over non-inﬁnite time intervals, the resulting spectrum
is labeled a Finite-Time Lyapunov Exponent (FTLE). Although the spectrum of an
FTLE exists in many dimensions, a simpliﬁed example of the information it provides
is to describe the amount and direction of stretching along the entire ﬁnal curve
shown in Figure 4.1. Starting from the initial red circle, the solution ﬂows over time
with some directions deviating more than others from the original circle. The FTLE
spectrum serves to predict the amount of deviation, or stretching, in each direction.
However, within the FTLE spectrum, a single dominating value is often present that
reﬂects the most expanding direction. This value is frequently employed to represent
the diverging character of the spectrum. This single bounding value is labeled the
Local Lyapunov Exponent (LLE) [14, 15]. Continuing the analogy from Figure 4.1,
the LLE value indicates the maximum amount of stretching that arises as the solution
ﬂows downstream, i.e., the length of the major axis of the curve. Therefore, since the
stability of the system is ultimately dictated by the largest Lyapunov exponent value,

150
the LLE is suﬃcient for stability analysis and thus is the only Lyapunov exponent
value computed within this investigation.
Following notation previously presented by Short, the LLE (represented as λmax )
is computed for a given point along a trajectory using
λmax =

1
ln ||Φ(t0 + Th , t0 )||
|Th |

(4.1)

where Th represents the horizon time, or propagation time, and Φ(t0 +Th , t0 ) identiﬁes
the state transition matrix relating the six-dimensional state at time t0 + Th back to
the state at the original time, t0 [15]. The notation ||Φ(t0 + Th , t0 )|| implies the
following,
||Φ(t0 + Th , t0 )|| =

p

max eigenvalue of ((Φ(t0 + Th , t0 ))T (Φ(t0 + Th , t0 )))

(4.2)

which explicitly deﬁnes a quantity that is not a standard norm but is based on the
eigenvalues of the STM [14]. Recall from Chapter 3 that the STM can be computed by
direct numerical propagation of the equations of motion using small variations in each
scalar state variable (i.e., a ﬁnite diﬀerences process). This procedure is employed here
to avoid long computation times associated with numerical integration near celestial
bodies within a higher-ﬁdelity ephemeris force model.
The LLE value associated with a speciﬁc state along a trajectory quantiﬁes the
sensitivity of that state to small perturbations as the path evolves over time. Therefore, to compute the LLE value for such a point, selection of an appropriate length of
horizon time is ﬁrst necessary. The horizon time is the speciﬁc time interval over which
a perturbed initial state is propagated. Ideally, long horizon times more suitably reﬂect the concept of Lyapunov exponents because they better illustrate the long-term
behavior of the system rather than simply the local ﬂow. Long horizon times better
allow LLE numbers to settle and reduce sensitivity to local variations, thus providing
a more accurate representation of the stability of the point of interest. Also, when
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calculating speciﬁc LLE values of points along a trajectory, each integration is carried
out ballistically. That is, the integration does not account for, or include, any future
maneuvers existing along the original path, but instead, consists only of pure propagation of the speciﬁed state for the selected horizon time duration. Also, depending
on the location of the point along the trajectory and the length of horizon time being
used, LLE propagations can often extend beyond the end of the original trajectory.
A horizon time propagation extending beyond the end of a trajectory is acceptable
since the sensitivity of only the starting point is being evaluated.

4.2

Local Lyapunov Exponent Proﬁles

To investigate the sensitivity and stability characteristics of a complete trajectory,
along with its surrounding solution space, LLE values are computed and compared
for a range of points along the path. To do this, the state corresponding to each point
along the path is ﬁrst propagated for some speciﬁed interval of horizon time, and the
state transition matrix relating the ﬁnal point of this propagation back to the original
point is computed. Then, using Equation (4.1), an LLE value is produced for each
point along the path, and plotting these values as a function of the time at which
they occur along the trajectory yields what is known as an LLE proﬁle.
To demonstrate the generation of a speciﬁc LLE proﬁle, the approximated EM1
trajectory displayed earlier in Figure 3.22 proves useful. For this trajectory, the associated LLE proﬁle (generated using integration within a Sun-Earth-Moon ephemeris
force model) is displayed in Figure 4.2. As is apparent from this ﬁgure, the LLE
proﬁle is comprised of a curve containing both peaks and troughs. Since the LLE
value associated with a given point reﬂects the sensitivity of the downstream behavior to small changes in the initial state, peaks in the curve indicate regions of high
dynamical sensitivity while troughs represent less sensitive regions. In other words,
if a slight modiﬁcation is made to a trajectory in a region of high sensitivity (near a
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peak), the change in the state downstream could be large in proportion to the size of
the initial adjustment. In contrast, in a region of low sensitivity (near a trough), even
relatively large modiﬁcations to the initial state usually result in only small eﬀects
on downstream behavior. This information is very useful when assessing potential
modiﬁcations to an initial guess.

(a) Without node lines marked

(b) With node lines marked (maneuvers in
color)

Figure 4.2. LLE proﬁle of approximate EM1 trajectory

Both images in Figure 4.2 were produced using a horizon time value equal to
ﬁve nondimensional time units (approximately 21 days) as well as 100 equally-spaced
intermediate points placed between each original pair of nodes for the purposes of
plotting a smooth curve. Image (a) displays the EM1 LLE proﬁle with no additional
markings so that the details of the curve are clearly visible. Image (b) includes
additional information about the trajectory overlaid on the LLE proﬁle. In plot (b),
the vertical lines mark the locations in time along the trajectory at which the original
patch points exist. More speciﬁcally, the colored vertical lines indicate patch points
at which maneuvers occur, i.e., where a change of velocity takes place (marked in
colors corresponding to Figure 3.22). Also, the colored boxes at the top of the image
correlate each section of the LLE proﬁle with the corresponding regions along the
trajectory. For example, the red and magenta vertical lines mark the locations in
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time of the two lunar ﬂybys that occur during this mission, while the green and blue
vertical lines indicate the DRO insertion and departure burns respectively.
In the section of the LLE proﬁle to the right of the magenta vertical line (i.e.,
after the second lunar ﬂyby), noise begins to appear and remains through the end of
the proﬁle. This noise is likely caused by close passes of the Earth during the analysis
of the inbound leg of the trajectory. In other words, if a slightly perturbed initial
condition results in propagation through the Earth, then the measured separation
between the perturbed and non-perturbed solutions after propagation is extremely
large, resulting in a correspondingly large LLE value. Since a perturbation aﬀects
each point along the path diﬀerently when propagated, some initial conditions result
in passage through the Earth more or less than others, leading to the visible chatter
in the proﬁle.
With the background regarding the calculation of LLE values and the creation of
basic LLE proﬁles in place, a discussion of several additional decisions that must be
made when generating LLE proﬁles for speciﬁc trajectories is important. Throughout
this discussion, the EM1 trajectory in Figure 3.22 serves as the baseline solution. The
ﬁrst parameter for selection in the creation of LLE proﬁles is the length of the horizon
time. As previously mentioned, the horizon time dictates the length of propagation
downstream along the trajectory to assess the eﬀect of any perturbation. In general,
longer horizon times better approximate Lyapunov exponents by allowing the LLE
behavior to settle, but longer values of the horizon time also result in correspondingly
longer integration times that can signiﬁcantly slow the entire process depending on
the force model. For this investigation, the time of ﬂight along the EM1 trajectory
is approximately 25 days and the horizon time value selected corresponds to about
21 days (ﬁve nondimensional time units). The best value for horizon time is quite
problem-dependent, but the improved accuracy delivered by a longer horizon time is
often worth the additional cost in terms of integration time.
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The second key parameter is the number of intermediate points, if any, to place
between nodes to aid in LLE proﬁle plotting. Clarity in viewing a proﬁle may impact
the interpretation of results. Figure 3.22 illustrates the placement of each of the 23
nodes originally used to correct the approximation of the EM1 trajectory. If the LLE
value is calculated at only these 23 points, the corresponding proﬁle is quite rough,
i.e., straight lines may appear connecting points at the times associated with each
node. If nodes are separated by large amounts of time, important stability information
is missed by the LLE proﬁle. For example, a proﬁle computed with no intermediate
points between the original 23 nodes appears in Figure 4.3(a), and a proﬁle with
ten intermediate points between each pair of nodes is plotted in Figure 4.3(b). In
contrast, the proﬁle in Figure 4.2 was calculated with 100 intermediate points evenly
spaced in time between each pair of original nodes.

(a) Zero Intermediate Points

(b) Ten Intermediate Points

Figure 4.3. Eﬀect of number of intermediate points on LLE proﬁle

By increasing the number of intermediate points at which the LLE value is computed, the overall LLE proﬁle curve becomes smoother and more detail is apparent.
Such additional clarity is evident even between the two examples in Figure 4.3. However, by adding additional points, the required computation time increases. Note the
similarities in detail between the ten-point case and the 100-point example. Wise
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selection of the number of intermediate points provides suﬃcient detail while also
reducing computational time. Based on the author’s experience, the number of intermediate points is again problem dependent, but a good starting range for preliminary
analysis is ten to twenty points between each node pair. Once the number of intermediate points and the length of the horizon time have been selected, Equation (4.1),
and the process described earlier, are invoked to compute the LLE values associated
with each point along the path. Plotting these points as a function of time along the
path results in an LLE proﬁle for the trajectory.

4.3

Local Lyapunov Exponent Surfaces

While proﬁles of LLE values are quite useful for displaying the stability of a trajectory over time, they provide information associated with only one horizon time. To
view the eﬀects of diﬀerent horizon times on system stability, additional proﬁles must
be computed. However, examining multiple proﬁles individually becomes tedious and
diﬃcult and there is no guarantee that the proﬁle with the most beneﬁcial horizon
time will even be considered. Therefore, a more useful way to compare proﬁles of
diﬀering horizon times is to construct an LLE surface.
An LLE surface displays the LLE proﬁles associated with a continuum of diﬀerent
horizon time values. That is, LLE proﬁles are generated for many diﬀerent horizon
times between zero and the full period of the trajectory. Then, by “stacking” all
of these proﬁles together, a plot is created that displays the LLE information as a
function of both time along the trajectory and horizon time. However, since an LLE
surface is created by stacking many separate LLE proﬁles together, the surface must
be viewed from above rather than face-on as was the case in Figure 4.3. But, from
above, the relative heights of the peaks and troughs are no longer visible, especially
if all of the proﬁles remain the same color. To remedy this problem, a grey scale is
applied to the surface based on LLE value; dark colors mark low values and light colors
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indicate higher values. With these new colors, the actual peaks and troughs again
become visible. Also, by incorporating a continuous color scale, the actual numerical
values corresponding to the peak and trough heights are directly represented by pixel
color. An example of the creation of a speciﬁc LLE surface is presented in the following
paragraphs.
The LLE proﬁle displayed in Figure 4.2(a) is associated with a single horizon time
value. Repeating that proﬁle generation process for other horizon times results in
numerous separate individual LLE proﬁles. These proﬁles, as illustrated in Figure 4.4,
are stacked next to each other in increasing order of horizon time.

Figure 4.4. Stacking process for multiple individual LLE proﬁles

As more separate proﬁles are added to the stack, a three-dimensional surface begins
to appear. Such a surface is visible in Figure 4.5.
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Figure 4.5. Continuum of LLE proﬁles, with horizon times ranging from
zero to the full period of the trajectory, stacked into a single surface

However, as also apparent from Figure 4.5, simply stacking numerous curves next to
each other does not provide beneﬁcial information. Therefore, by applying a color
pattern, such as a gray-scale based on LLE value, to Figure 4.5, a much more useful
surface results. An example of this concept appears in Figure 4.6.

Figure 4.6. Application of color scheme better reveals LLE information
contained in the surface

By rotating this new surface and viewing it directly down the ẑ axis, an interesting
pattern emerges. Throughout this investigation, this pattern is referred to as an LLE
surface.
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However, before continuing the discussion of LLE surfaces, a note must ﬁrst be
made regarding the normalization that is shown in Equation (4.1). Following this
equation, each Lyapunov exponent is normalized, or scaled, by its own associated
horizon time value, Th . This normalization holds for each individual LLE proﬁle
and therefore also for each horizontal line across the corresponding LLE surface.
However, by performing this normalization, each LLE proﬁle becomes a function of
its own horizon time which prevents it from being directly compared to values found
using other horizon times. This problem carries over into the generation of LLE
surfaces, and a surface where the comparison of any two points provides inconsistent
results is less than beneﬁcial. To get around this normalization problem, there are
many possible scaling solutions that can be implemented. However, for this work,
the solution is to simply remove the normalization term from Equation (4.1) which
leaves a modiﬁed LLE value deﬁned as
λmod = ln ||Φ(t0 + Th , t0 )||

(4.3)

By no longer dividing by diﬀerent horizon times, the calculated LLE values are now
each only an eigenvalue of a matrix and can thus all be freely compared. However,
this normalization change also aﬀects any later arithmetic involving the LLE, which
becomes important in later chapters. Also, for the remainder of this document, all
LLE values are actually modiﬁed LLE values, computed using Equation (4.3). But,
for convenience, the simple term, LLE, remains. With this scaling concept in mind,
an example of an LLE surface corresponding to the EM1 sample trajectory, with
appropriate color scheme applied and viewed down the ẑ axis, appears in Figure 4.7.
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Figure 4.7. LLE surface associated with the sample EM1 trajectory

Based on Figure 4.7, as well as LLE surfaces previously constructed by Harden
within the circular restricted three-body problem, two main types of peaks emerge [14].
These peaks are indicated by vertical white lines and diagonal white lines with a slope
equal to −1. The vertical lines indicate that a high level of sensitivity is present at
a particular time along the path regardless of the distance downstream over which
the perturbation is propagated. In Figure 4.7, there appear to be four white vertical
lines, of apparently diﬀerent levels of intensity. Two white vertical lines appear at
the start and end of the path, and two white vertical lines also appear at times that
precisely match those associated with the lunar ﬂyby maneuvers in the EM1 trajectory. This behavior is not unexpected and indicates that regions in close proximity
to planetary bodies are strongly aﬀected by gravity, resulting in high sensitivities to
small perturbations.
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In contrast to the vertical lines, the diagonal peaks visible in Figure 4.7 mark
regions of high sensitivity that shift as functions of horizon time. The ﬁgure also
indicates that each of the diagonal lines is bounded on the right by the intersection
with a vertical line. Upon closer examination, the value of the horizon time associated
with any point along a diagonal line is exactly equal to the distance in time along
the trajectory from that point to the next vertical line to the right. This realization
implies that diagonal lines mark the starting points of propagation segments that
end exactly on vertical lines, and this correlation produces the negative unit slope.
Another important note to make about the LLE surface in Figure 4.7 involves the
presence of the two discontinuities visible at times along the trajectory of about 1.5
and 3 nondimensional time units. These two discontinuities are associated with the
DRO insertion and departure maneuvers respectively.
As previously mentioned, when computing individual LLE values, it is perfectly
acceptable if the propagation associated with a point extends beyond the end of
the trajectory on which the point exists. This is also true for the computation of
both LLE proﬁles and surfaces. However, when considering processes such as patch
point placement, where nodes cannot be located anywhere other than on the physical
trajectory itself, any information that goes beyond the trajectory is no longer useful.
For this reason, LLE information associated with none of the points existing above
the main diagonal of Figure 4.7 must be computed. By removing this large number of
nonessential points from the LLE surface, the required computational time is greatly
reduced. The LLE surface associated with the approximate EM1 trajectory, with
only the necessary points computed (all not calculated points are set to zero which
corresponds to black), is displayed in Figure 4.8.

161

Figure 4.8. LLE surface associated with the sample EM1 trajectory with
unnecessary points excluded

Within this chapter, the concepts of LLE values, as well as the processes required for
the generation of LLE proﬁles and surfaces are demonstrated. These concepts and
capabilities are important in the following chapter, where they are employed for the
placement of new patch points along trajectories.
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5. PATCH POINT PLACEMENT
The natural dynamics present in space cause the amount of sensitivity present over
the course of a trajectory to vary. The local Lyapunov exponent provides a means
to detect and visualize this sensitivity variation. However, while knowledge of the
changes in sensitivity along a path is extremely valuable, local Lyapunov exponents
only provide the ﬁrst step in the trajectory design process. The next step is to use
the sensitivity information gained from local Lyapunov exponents to work within and
around natural dynamics to build a path that achieves all desired mission constraints.
One way to directly apply LLE sensitivity information is through the distribution of
patch points along a trajectory.
Patch points are non-physical points marking the intersections between separate
discrete portions of a trajectory path. The beneﬁt of discretizing a solution into
multiple pieces is purely mathematical, and is employed by many diﬀerential corrections algorithms to break a large and complex problem down into smaller, more
manageable pieces. While patch points often exist at locations along the path where
maneuvers occur, since these discontinuous maneuvers mark natural breaks between
diﬀerent segments of the path, patch points themselves are not inherently associated
with burns, or even with state discontinuities. In fact, many patch points are placed
along perfectly continuous portions of a solution path to help the diﬀerential corrections algorithm leverage information to address either an earlier or later discontinuity
that requires correction. To further emphasize the diﬀerence between trajectory maneuvers and patch points, from a sensitivity standpoint, burns are usually placed
in regions along a trajectory exhibiting low sensitivity while patch points are often
placed at regions of high sensitivity. The reasoning behind this statement is that
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while burns achieve more “bang for their buck” at high sensitivity spots, an error in
burn execution leads to potentially catastrophic results downstream. The goal of a
patch point, as is discussed throughout this chapter, is to decrease the total trajectory
sensitivity such that the linear assumptions present within diﬀerential corrections algorithms hold even within nonlinear dynamical regimes. Therefore, patch points are
often placed at highly sensitive locations such that the total trajectory sensitivity is
reduced.
An interesting speciﬁc motivation behind the development of an automated patch
point placement algorithm, i.e., one of the main goals of this entire investigation,
involves the ground and ﬂight software associated with the upcoming Exploration
Missions of the Orion Spacecraft. In the NASA software, patch points coincide with
locations where trajectory maneuvers (both large and small) occur. However, even
by including a patch point at every maneuver location along the path, the deﬁned
maximum number of patch points permitted by the software is not met or exceeded.
Therefore, the question arises; if additional patch points are added to the trajectory,
does the additional information improve the performance of diﬀerential corrections
algorithms in terms of convergence, and if so, where are beneﬁcial locations to place
these additional points? Answers to both of these questions appear throughout this
chapter.

5.1

Placing Points On LLE Surfaces

The unique relationship between vertical and diagonal peak lines on an LLE surface supplies useful information for the placement of patch points along a trajectory
in support of a corrections process. Employing a minimal node solution, consisting of
only patch points located at the start and end of the trajectory and at any place in
time where a maneuver occurs, there are a total of six patch points separated by ﬁve
arc segments associated with the EM1 orbit. These six original nodes are denoted by
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letters a through f and the times at which they occur along the EM1 trajectory are
marked with blue lines on Figure 5.1. However, each of these points can be placed
more speciﬁcally on the LLE surface.

Figure 5.1. LLE surface corresponding to the sample EM1 trajectory with
minimal node locations marked

Such a minimal node conﬁguration locates the ﬁnal patch point, f , precisely at
the end time of the trajectory with no subsequent propagation beyond it. Therefore,
this ﬁnal point must lay somewhere on the vertical peak line on the right edge of
the surface. Also, since the horizon time can be thought of as the length of time for
which a point is propagated, the fact that this ﬁnal node point is not propagated at
all implies a horizon time value of zero. Thus, the ﬁnal node is placed in the very
bottom right corner of the EM1 LLE surface as displayed in Figure 5.2.
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Figure 5.2. Placement of points f and e on LLE surface

Based on the fact that diagonal lines mark the starting points of propagation
segments that end exactly on vertical lines, it is possible to construct a diagonal line
that corresponds to any arbitrary vertical line placed anywhere on the LLE surface.
Thus, a diagonal line with slope −1 is introduced such that it intersects the vertical
line on which the ﬁnal node f lies at a horizon time value of zero. This new diagonal
line is then extended backwards in trajectory time to intersect a new vertical line
placed at the trajectory time corresponding to the time of patch point e. This point
of intersection is the location of patch point e on the LLE surface as also illustrated
in Figure 5.2.
Repeating this process, the vertical line on which point e sits is extended vertically
down to a horizon time value of zero and then a diagonal line of slope −1 is extended
backwards in trajectory time from this point until it intersects another vertical line
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corresponding to the time associated with point d. The placement of point d is
illustrated in Figure 5.3(a). This process continues until reaching the ﬁrst patch
point along the path (point a). For the EM1 trajectory minimal node solution, this
placement process yields the patch point locations displayed in Figure 5.3(b).

(a) Placing minimal nodes on LLE surface

(b) Complete minimal node locations

Figure 5.3. Placement of minimal node solution on LLE surface

5.2

Gathering LLE Data From LLE Surfaces

Now that points have been successfully placed on the LLE surface, there are two
diﬀerent approaches for obtaining the LLE value associated with each point. The ﬁrst
approach is to simply identify the color of the pixel on which each point is located.
Based on the continuous grey-scale color map applied to the LLE surfaces, the pixel
color is a direct representation of the LLE value at that speciﬁc location. However,
picking pixel values oﬀ of these surfaces can be problematic. As mentioned earlier,
to generate an LLE surface, many diﬀerent LLE proﬁles must ﬁrst be calculated.
Each of these proﬁles is built from a ﬁnite number of points along the path. When
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a ﬁnite number of points are used along a ﬁnite number of proﬁles, the result is
actually an LLE grid instead of a fully-continuous surface. To ﬁll in the entire surface
continuously, either an enormous number of points along an enormous number of
proﬁles must be calculated (a prohibitively time consuming process especially within
ephemeris force models), or interpolation must be used between points. Interpolation
is what was used to generate Figure 4.8, but if the actual grid points corresponding
to the computed LLE values are plotted on this ﬁgure, considerable empty space
appears between points. The green points in Figure 5.4 illustrate the calculated LLE
grid distribution over a zoomed-in section of the LLE surface. The red dot and lines
show a part of the minimal node solution placed similarly to what was shown in the
previous section of this document. The yellow point along the red line illustrates a
potential new point to be added along the trajectory. The sparsity of the LLE grid
proves that interpolation is almost always required when determining the LLE value
of an individual point since it is quite unlikely that the point of interest will coincide
exactly with one of the grid points.
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Figure 5.4. LLE grid distribution for one portion of the EM1 trajectory
where grid points (green) do not coincide with red or yellow points along
the diagonal segment, so interpolation must be used

While interpolation provides a timely solution for obtaining LLE values associated
with speciﬁc points from full LLE surfaces, it can also potentially remove some of the
detail that is supposed to be captured by the surface itself. Depending on the type
of interpolation used, sharp features can be missed or skipped and it is often exactly
these features that need to be visualized. Therefore, to circumvent the problems associated with interpolation, the second approach for obtaining the LLE value associated
with a speciﬁc point is to not pick the corresponding pixel oﬀ of the LLE surface, but
instead to use Equation 4.3 and freshly calculate the LLE value for each individual
point as needed. There are several beneﬁts to this updated approach. First, determining the LLE values for a handful of points can be completed in seconds while the
computations required to generate dense LLE surfaces can take hours or even days
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to complete. This amount of time is not a luxury often available during missions. A
second beneﬁt of directly calculating the LLE value for each point individually is that
the need for interpolation is removed. If the LLE value is calculated directly at the
point where it is needed, it is no longer necessary to determine which point on a grid
is closest and which interpolation method is most appropriate. Instead, the “grid”
will match perfectly every time and no additional points must be computed beyond
those explicitly being used.
Based on these two diﬀerent options for gathering desired LLE information for a
speciﬁc set of points, such as the minimal node solution presented in Figure 5.3(b),
the second method is used for the remainder of this investigation. That is, instead of
generating entire LLE surfaces and relying on picking points and interpolation, the
data required for each individual point is calculated fresh for that point, and only
when necessary. This decision cuts down greatly on overall computation time and
required memory, but also means that LLE surfaces are not used for the remainder of
this point placement investigation. However, during the remaining discussion, plots
are shown overlaid on an LLE surface. This LLE surface is included in plots purely for
reference, scaling, and clarity of explanation. Also, as is discussed in more detail later,
this individual point calculation process allows for information to be recycled and
reused which serves to further decrease both the number of computations performed
as well as the amount of run-time required by the algorithm.

5.3

Evaluation Of Placed Points

The goal of a patch point placement process is to decrease the maximum amount
of dynamical stretching that occurs along each segment of a trajectory. This stretchreduction is performed so that small perturbations introduced during diﬀerential corrections processes do not result in downstream deviations growing larger than the
recovery capabilities of a corrections algorithm. This goal is achieved through the
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addition of patch points along the path. However, an evaluation process must be
implemented to determine which points, if any, might be beneﬁcial to add to the
discrete trajectory representation. This evaluation process incorporates the sensitivity of each point to stretching when propagated using the LLE value corresponding
to that speciﬁc point. A parameter denoted the dispersion factor, identiﬁed as

,

governs the node point evaluation process. The dispersion factor is deﬁned as
=

n
X

e(2(LLE))

(5.1)

i=1

A parameter similar to the dispersion factor was originally deﬁned by Harden to
estimate the magnitude of trajectory constraint violations based on assumed random
errors [14,18]. However, this dispersion factor formulation is simply a modiﬁcation of
Equation (4.3). To remove the natural logarithm from the right side of Equation (4.3),
an exponential is applied to both sides of the equation, producing
eλmax = ||Φ(t0 + T, t0 )|| =

p

max eigenvalue of ((Φ(t0 + T, t0 ))T (Φ(t0 + T, t0 )))
(5.2)

Then, to remove the square root (now visible in Equation (5.2)), both sides of Equation (5.2) are squared. These modiﬁcations alter Equation (5.2) to the following
form,
e2λmax = e(2(LLE)) = max eigenvalue of ((Φ(t0 + T, t0 ))T (Φ(t0 + T, t0 )))

(5.3)

Since the maximum eigenvalue of the Cauchy-Green Tensor represents an approximation of the maximum magnitude of stretching that occurs along the path as it is
propagated downstream, the left side of Equation (5.3), and therefore also the dispersion factor in Equation (5.1), is well-suited to the task of evaluating the eﬀect of
adding new nodes to a trajectory path. Also, the exponential, present in the dispersion factor equation, serves as a reminder that detecting sensitivity along a trajectory
path is not a linear process. The summation in Equation (5.1) ensures that the dis-
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persion factor is computed for as many points as necessary along the trajectory; the
use of this summation capability is revisited later.
The goal of the patch point placement process presented in this chapter is to
decrease the total dispersion factor of the entire trajectory as much as possible. Since
the dispersion factor is a function of the LLE value (which in turn is a function of
the STM and therefore propagation time), this reduction process becomes more clear
by brieﬂy returning to Figure 4.1. When a perturbed initial point is propagated for
a time, Th , subject to a nonlinear force model, the solution exhibits an amount of
stretching relative to an unperturbed solution propagated for the same time interval.
However, if the amount of propagation time is reduced, then the nonlinear force
model does not have as much time to aﬀect the solution and thus, the overall amount
of stretching is decreased. In other words, as the propagation time decreases, the
linear STM is able to more accurately approximate the true nonlinear dynamics. This
behavior is illustrated in Figure 5.5 which summarizes the entire principle behind this
point placement process. That is, if the stretching of a solution is larger than what can
be accommodated by the linear assumption within a diﬀerential corrections process,
then the addition of a patch point decreases the propagation time of the state, in turn,
also reducing the stretching of the solution. This reduction of stretching improves the
approximation of the linear STM, thus allowing the diﬀerential corrections algorithm
to more quickly and easily converge upon a new solution.

Figure 5.5. The addition of an intermediate point often decreases the
amount of solution stretching experienced when a perturbed initial condition is propagated within a nonlinear force model
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Another interesting way to think about Figure 5.5 is to return to the analogy of
playing golf on a windy day. If a golfer aims straight at a hole 300 yards away and
hits the ball, the wind pushes the ball far oﬀ course from the intended destination.
However, if an intermediate hole, or aim point, is placed 50 yards from the golfer, who
aims the same direction as before, now the wind does not have as much time to act
on the ﬂight of the ball and so, the ball lands much closer to the intermediate target.
This is the same basic idea of an automated patch point placement algorithm. By
shortening the length of each “shot”, through the addition of patch points, the “wind”
is not able to aﬀect the path of the spacecraft as much as it would over longer time
intervals. To further complicate this problem, however, it is important to remember
that the nonlinear forces aﬀecting a spacecraft are not as intuitive or predictable as
the wind on a golf course. However, the concept of taking smaller steps in unstable
regions still holds eﬀective.

5.4

Algorithm Setup

In this investigation, two versions of an automated patch point placement algorithm are presented. The ﬁrst version is a segment-by-segment approach, while the
second version evaluates the entire trajectory at once. These two methods diﬀer signiﬁcantly, but the setup and initialization of both methods are the same. Therefore,
this portion of the process is discussed here, while the diﬀerences speciﬁc to each of
the two algorithm versions are presented in the following two sections.
The ﬁrst task associated with the automatic placement of patch points is to generate, what will from now on be referred to as, a “saw-tooth” plot. This term is
simply another name for the plot displayed in Figure 5.3(b). The process to generate
this plot is exactly the same as previously presented, except that now, the actual plot
need not be physically created or displayed. Instead, the time along the trajectory
values, as well as the horizon time values, associated with each minimal node point
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is simply stored for later use. However, for the purposes of this document, the plots
are displayed to aid in explanation. Also, recall the example trajectory to which this
point placement process will be applied. For this explanation, the approximated EM1
trajectory shown in Figure 3.22 is used and its minimal node solution requires a total
of six points; one point located at both the beginning and end of the trajectory, one
point at each of the two close lunar ﬂybys, and one point on each the DRO insertion
maneuver and the DRO departure maneuver.
Once the saw-tooth plot is complete, the next step in the process is to break each
diagonal segment up into a number of equally spaced points. These points are each
potential new patch points to be added to the trajectory. Each point will be evaluated
and the best points will be selected and added as new nodes. Intuitively, having a
large number of potential points seems better than a smaller number since the search
of the solution space is ﬁner and less likely to miss beneﬁcial solutions. While this idea
is true, a large number of potential points also adds unnecessary calculations, and
therefore time, to the overall process. Also, in a separate investigation performed by
the authors, the diﬀerence in solutions found over a range of potential point numbers
is not largely signiﬁcant. Therefore, for the purposes of this investigation, 15 points
are distributed along each diagonal segment (10 points are displayed on the plots
for ease of viewing). Figure 5.6 displays the minimal node saw-tooth plot with each
diagonal segment broken up into equally spaced potential points.
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Figure 5.6. Distribution of potential points to add (yellow) and their
corresponding modiﬁed original points (cyan)

Before continuing on to the evaluation of each of these potential points, it is
important to note that the addition of a point along a diagonal segment of the sawtooth plot also changes the location of the preceding red original point. That is,
if a potential point along the segment is added to the trajectory, a vertical line
must be dropped down from this point to zero horizon time and a line of slope −1
must be extended backwards in trajectory time until it intersects the trajectory time
associated with the previous point. To clarify this statement, Figure 5.7(a) illustrates
a zoomed-in view of one segment of the original saw-tooth plot with potential new
points marked in yellow, and Figure 5.7(b) shows the modiﬁcations to the plot that
must be made if either the ﬁrst or sixth potential points where added to the trajectory
respectively. The cyan points mark the modiﬁed location of the original point if each
respective yellow point were added to the trajectory.
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(a) Potential points along diagonal segment

(b) Modiﬁed original points associated with 1st
and 6th potential points respectively

Figure 5.7. Zoom-in view of one segment of original saw-tooth plot

Now that the common elements of the automated patch point placement algorithm have been discussed, it becomes necessary to split the point evaluation process
explanation into two separate parts. One evaluation process is used for the segmentby-segment version of the algorithm and a diﬀerent process is used for the global
trajectory version. Each of these two methods is presented in detail in the following
two sections beginning with the segment-by-segment case.

5.5

Segment-Wise Patch Point Placement

For the segment-wise version of the point placement algorithm, the goal is to
examine the trajectory piece by piece and add any patch points found to be beneﬁcial
to the solution as they are identiﬁed. To begin the point evaluation process, the
dispersion factor is calculated for each individual original point separately. That is,
for each red dot shown in Figure 5.3(b), except for the ﬁnal dot (point f ), the LLE
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values are computed using Equation 4.3 with the horizon time equal to the amount of
time needed to reach the next red point. Then each of these LLE values is separately
multiplied by two and by its respective horizon time value. The exponential of each
of these products yields the dispersion factor associated with each original point
along the saw-tooth plot. As an example, using the original point letter labels from
Figure 5.1, the dispersion factor calculation for point a is shown as

a

= e(2∗LLEa )

(5.4)

and the remaining four original dispersion factors are computed in exactly the same
way.
With the original dispersion factor value computed for each separate trajectory
segment, the process of evaluating the potential points begins with the left-most diagonal segment of the saw-tooth plot. An example segment, with distributed potential
points shown in yellow, is displayed in Figure 5.7(a). For each potential point along
this segment, the dispersion factor is calculated for the potential point itself, as well
as for its associated modiﬁed original point as deﬁned in Figure 5.7(b). These two
dispersion factor values are summed, and the process then moves on to the next point
pair along the segment. An example of the calculation of the dispersion factor for a
potential point pair along the segment is illustrated as
= e(2∗LLEmod orig ) + e(2∗LLEnew )

(5.5)

where LLEmod orig is the LLE value of the modiﬁed original point (shown in cyan in
Figure 5.7(b)), and where LLEnew is the LLE value of the potential point to be added
to the trajectory (shown in yellow in Figure 5.7(b)).
When the dispersion factor has been computed for each point pair along the segment, the pair producing the minimum combined dispersion factor is identiﬁed. This
minimum value is then compared to the dispersion factor of the original point of the

178
segment. If the new minimum value is less than that of the original, the potential
point associated with the minimum dispersion factor is added to the trajectory segment and its associated modiﬁed original point replaces the actual original point. If
the new minimum value is not less than that of the original value, no point is added to
the segment. Regardless of which of these two outcomes occurs, the algorithm moves
on to the next segment to the right, and the entire process repeats. For each separate segment, the potential points are evaluated and a point is added if the segment
dispersion factor is decreased. This process continues through all of the trajectory’s
segments, however the ﬁnal point, f , is excluded from all calculations as it has no
segment following it and does not aﬀect the segment preceding it. After completion
of all of the segments, the new point conﬁguration becomes the updated baseline, or
original, solution and the process of distributing potential points along the segments
and evaluating each segment begins again.
This automated point placement algorithm continues to repeat over each separate
segment for every updated baseline solution and does not end until it has reached
one of several possible stopping conditions. These conditions can include, but are not
limited to the following examples:

1. No new points along any segment are able to decrease the dispersion factor of
that segment
2. The number of total points along the trajectory reaches a maximum value speciﬁed by the user
3. The time spacing between points reaches a minimum tolerance set by the user.

If one or more of these conditions is satisﬁed during the course of the run, the algorithm ends, and the current updated conﬁguration of patch points is output back to
the user.
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5.6

Global Patch Point Placement

Often in the case of real-world missions, ﬁnding all beneﬁcial node locations along
a trajectory, as done in the segment-wise point placement method, is not useful.
Instead, in these situations, diﬀerent questions are being asked. In this case, for
example, the question changes from “where are ALL of the beneﬁcial node locations
along the path” to “if mission and software requirements limit the total number of
patch points that can be employed, where are the n BEST node locations along
the trajectory, if n is some user-speciﬁed number”? To answer this new question,
it is necessary to extend the segment-by-segment approach to a global process that
examines the entire trajectory as a whole. Then all potential points across the entire
path can be evaluated and compared and the point most beneﬁcial to the overall
solution can be added.
To begin the point evaluation process for the global point placement algorithm,
the dispersion factor associated with the entire original trajectory is computed so
that later modiﬁcations have something to be compared against. To perform this
computation, the LLE values associated with each red point shown in Figure 5.3(b)
are obtained using Equation 4.3 with a horizon time equal to only the interval of time
needed to reach the next red point. These LLE values are then each individually multiplied by two and the exponential of each of these separate products is evaluated. By
adding all of these exponential values together, the ﬁnal result is the total dispersion
factor associated with the entire original baseline trajectory. However, again since
the ﬁnal point, f , always has both an LLE value and a horizon time value equal to
zero, it never contributes anything to the dispersion factor and therefore is removed
from this and all future global dispersion factor calculations. As an example, using
the original point letter labels from Figure 5.1, the calculation of the total original
trajectory dispersion factor is computed as

orig

= e(2∗LLEa ) + e(2∗LLEb ) + e(2∗LLEc ) + e(2∗LLEd ) + e(2∗LLEe )

(5.6)
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where points a, b, c, d, and e represent the ﬁrst ﬁve points of the EM1 minimal node
solution.
With the original dispersion factor value calculated, the potential points are evaluated to determine which, if any, decrease the total dispersion factor from the original
value. The process for evaluating these points is to proceed one point at a time
across the entire trajectory and, at the end, determine which potential point provides
the smallest overall dispersion factor value. If this smallest value is less than the
original value, then this point is added to the trajectory. However, when evaluating
these points, again remember that each potentially added point also modiﬁes the
corresponding original point preceding it. Thus, when computing the total trajectory
dispersion factor with a speciﬁc potential point included, the modiﬁed original point
on the same segment as the potential point must be used in place of the actual original
point associated with that segment.
To better visualize the global patch point placement process, especially the concept
of replacing original points with modiﬁed original points when necessary, an example
proves beneﬁcial. For this example, Figure 5.8 is employed.
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(a) Point addition on 1st segment

(b) Point addition on 4th segment

Figure 5.8. Points used to calculate total trajectory dispersion factor

Figure 5.8(a) shows all of the points that must be included in the total trajectory
dispersion factor calculation if a new patch point is added along the ﬁrst segment. In
contrast, Figure 5.8(b) shows the necessary points required for the total trajectory
dispersion factor calculation if a new point is added along the fourth segment. The
dispersion factor calculations associated with both of these image situations are also
described by the equations
= e(2∗LLEa mod ) + e(2∗LLEnew ) + e(2∗LLEb ) + e(2∗LLEc ) + e(2∗LLEd ) + e(2∗LLEe )

(5.7)

= e(2∗LLEa ) + e(2∗LLEb ) + e(2∗LLEc ) + e(2∗LLEd mod ) + e(2∗LLEnew ) + e(2∗LLEe )

(5.8)

and

While both of these occurrences are shown only as examples, the process described
here is what must be used for each potential point along the entire trajectory. That is,
starting from the ﬁrst potential point, the dispersion factor is computed including the
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new point, its associated modiﬁed original point, and all other un-aﬀected original
points (all marked in green in Figure 5.8). This calculation is repeated until all
potential points have been evaluated and then the overall minimum dispersion factor
of all potential points is found. If this minimum point has a dispersion factor less than
that of the original trajectory, the new point is added to the trajectory, but if not, the
process ends, meaning that no additional points can decrease the dispersion factor
of the original trajectory. However, if a new point is added, this solution becomes
the updated baseline or original point distribution and the process of distributing
potential points along the segments and evaluating each point begins again. The
entire process ends if the speciﬁed number of additional patch points has been added,
if the algorithm determines that the addition of any more points will not further
decrease the trajectory dispersion factor, or if any other speciﬁed stopping condition
is met.
While this process is quite simple in concept, it can easily be employed very
ineﬃciently. For example, the calculation of the dispersion factor for each potential
point can be performed on every iteration regardless of if the point has been modiﬁed
or not. This approach requires many unnecessary calculations to obtain information
that is already known. Instead, unlike the segment-wise approach, this algorithm can
be written to reuse all points from previous calculations except for those that have
directly been modiﬁed. An example of which points must be updated and which can
simply be recycled is illustrated in Figure 5.9.
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(a) All points require computation initially

(b) Point added to 1st segment; only yellow
points require new computation

Figure 5.9. Majority of points are recycled from iteration to iteration

In both panes of Figure 5.9, a yellow dot indicates a point for which the LLE value
must be computed and a green dot means that the information for that speciﬁc point
is already known. Figure 5.9(a) shows that starting from the original conﬁguration,
before any new points have been added, all points in the image are yellow indicating
that integration must be performed for every one. However, when incorporating
the ﬁrst additional node, as shown in Figure 5.9(b), most of the points along the
trajectory are green meaning that the information needed for these points has already
been calculated and only a small number of points require further integration. By
incorporating this point recycling process, the run time required for the algorithm is
drastically reduced.
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5.7

Results

With both of the two diﬀerent patch point placement processes covered in detail,
this section presents their actual performance when implemented using the approximated EM1 trajectory example. The ﬁrst case to be addressed is the segment-bysegment process and this is followed by the global implementation.

5.7.1

Segment-Wise Patch Point Placement

Beginning from the minimal node solution, as illustrated in Figure 5.3(b), the
process deﬁned previously, which governs the automated placement of patch points
along the trajectory using the segment-by-segment point evaluation scheme, is now
implemented. As described, this method computes the total dispersion factor from
each separate pair of points along a given segment and then compares the minimum
of these values to the original dispersion factor value of the segment itself. If the new
value is less than the original, the point corresponding to the minimum dispersion
factor is added to the segment. This process repeats for each segment along the
trajectory and then for each new baseline solution until no potential points are able
to further decrease the dispersion factor of any of the segments along the trajectory
or another user-speciﬁed stopping condition is reached.
With this segment-wise process in mind, Figure 5.10(a) displays the updated sawtooth plot after a single pass across the trajectory. To be clear, a single pass means
that each diagonal segment of the original saw-tooth plot is evaluated and either
one or zero points are added to each segment. From the plot in Figure 5.10(a), a
total of four points are added to the original minimal node conﬁguration. Since only
ﬁve segments are present in the original baseline solution, the ﬁrst pass through the
algorithm results in one point being added to each original segment, except for the
segment between the DRO departure and the second lunar ﬂyby. Using this new point
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conﬁguration as an updated baseline solution, the algorithm performs a second pass
across the trajectory yielding the updated point distribution shown in Figure 5.10(b).
As stated by this ﬁgure, a total of 12 patch points have been added since the original
minimal node solution corresponding to an addition of 8 points in the second pass
alone. This means that for the second iteration, a new point has been added to each
available segment along the trajectory, except for the segment between the DRO
departure and the second lunar ﬂyby again. By allowing this process to continue for
a third pass, the resulting patch point conﬁguration is displayed in Figure 5.11(a).

(a) First pass through the point placement al- (b) Second pass through the point placement
gorithm

algorithm

Figure 5.10. Updated saw-tooth plots illustrating the patch point distributions after the ﬁrst and second iterations of the point placement algorithm
respectively
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(a) Third pass through the point placement al- (b) EM1 trajectory with 24 points added to the
gorithm

minimal node solution

Figure 5.11. Solution from segment-wise point placement algorithm showing 24 points added to the minimal node solution in both saw-tooth and
full trajectory form

As indicated by Figure 5.11(a), after the third pass, the segment-wise automated
patch point placement algorithm successfully adds 12 additional points for a total of
24 new patch points beyond the original minimal node solution from Figure 5.3(b).
From visual inspection of the new point conﬁguration in Figure 5.11(a), while the
new points are distributed widely along each trajectory segment (except for the third
segment), the density of the new points increases at the beginning and end of the
trajectory and also at each of the close lunar ﬂyby locations (the two visible vertical
white lines). This distribution is expected since the sensitivity to perturbations is
often higher near both the Earth and the Moon. To get a better sense of the physical
meaning portrayed by Figure 5.11(a), each patch point of the solution is placed along
the EM1 trajectory plot, as displayed in Figure 5.11(b). Based on this trajectory
image, the placement of points exhibits the same density distribution as presented in
the third saw-tooth plot.
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By allowing this segment-wise point placement algorithm to continue, more points
are added along all of the trajectory segments except for the segment between the
DRO departure and the second lunar ﬂyby. To better visualize the results of the
automated placement of new points, the resulting patch point conﬁguration after the
tenth pass over the trajectory is displayed in Figure 5.12.

(a) Tenth pass through the point placement al- (b) EM1 trajectory with 1268 points added to
gorithm

the minimal node solution

Figure 5.12. Solution from segment-wise point placement algorithm showing 1268 points added to the minimal node solution in both saw-tooth and
full trajectory form

As indicated by Figure 5.12(a), after the tenth pass, the segment-wise automated
patch point placement algorithm has successfully added a total of 1268 new patch
points to the EM1 trajectory beyond the original minimal node solution and still has
not reached a stopping condition to end the algorithm. From visual inspection of
the point conﬁguration after the tenth pass, the new points continue to be placed
near the primary bodies, i.e., on both the Earth departure and arrival legs as well
as tightly after each of the two lunar ﬂybys. However, the sheer number of points
placed along the path, especially near the primary bodies, is not feasible for a modern
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diﬀerential corrections algorithm and also not likely beneﬁcial for convergence. But,
Figure 5.12(a) clearly illustrates both the behavior of the automated algorithm and
the need for wisely speciﬁed stopping conditions deﬁned by a user. To get a better
sense of the physical meaning portrayed by Figure 5.12(a), each patch point of the
solution is placed along the EM1 trajectory plot, as displayed in Figure 5.12(b). The
placement of new patch points along the EM1 trajectory by the segment-wise algorithm will continue beyond what is visible in Figure 5.12 until a stopping condition
is reached. When a stopping condition is ﬁnally satisﬁed, the ﬁnal patch point information is ready for direct input into a diﬀerential corrections algorithm, such as the
hybrid two-level method presented earlier in this document.

5.7.2

Global Patch Point Placement

Similar to the segment-wise algorithm, the global point placement method also
begins from the minimal node solution illustrated in Figure 5.3(b). However, this
algorithm evaluates the placement of points using the entire trajectory as a whole,
instead of one segment at a time. To implement this process, the dispersion factor
from each separate pair of points, along with the unmodiﬁed original points, across
the entire path is calculated and then the overall minimum value is compared to the
total dispersion factor of the original point conﬁguration as a whole. If the new value
is less than the original, the point corresponding to the minimum dispersion factor is
added to the trajectory. Thus, employing this method, on each iteration a maximum
of only one point can be added to the solution. However, by repeating this process, a
point is added every iteration until the addition of further points no longer decreases
the total trajectory dispersion factor or another stopping condition is satisﬁed, in
which case, the algorithm concludes.
Figure 5.13(a) displays the modiﬁcation that occurs to the minimal node solution
after one patch point is added to the solution. This single new point also represents
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the completion of the ﬁrst iteration of the global algorithm. However, remember
that, unlike the segment-wise process, this single additional point is determined to be
the one that decreases the overall dispersion factor of the entire trajectory the most.
Then, by using this new point conﬁguration as an updated baseline solution, the algorithm performs a second iteration which yields the updated point distribution shown
in Figure 5.13(b). Through repetition of this process, the resulting patch point conﬁguration after the twenty-fourth pass of the algorithm is displayed in Figure 5.14(a).
After this twenty-fourth pass, the global process successfully adds 24 new points to
the original minimal node solution. However, since a stopping condition is not yet
satisﬁed at this point, the global algorithm continues to place additional points along
the path.

(a) First point added to the trajectory

(b) Second point added to the trajectory

Figure 5.13. Updated saw-tooth plots illustrating the patch point distributions after the ﬁrst and second new points are added to the trajectory
respectively
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(a) 24 beneﬁcial points added to the trajectory (b) EM1 trajectory showing 24 beneﬁcial points
added to the trajectory

Figure 5.14. Solution from the global point placement algorithm showing
24 points added to the minimal node solution in both saw-tooth and full
trajectory form

From visual inspection of the point conﬁguration in Figure 5.14(a), the new points
are distributed much less evenly along the path than was evident previously in the
segment-wise case. The 24 points placed by the global scenario are predominantly
grouped near the Earth and the Moon with only a few new points placed elsewhere.
Also, points are placed along the fourth segment (where the segment-wise algorithm
placed none), but no additional points are distributed along the DRO segment. However, based on the higher sensitivity to perturbations near both the Earth and the
Moon, the point distribution generated with the global algorithm also intuitively
makes sense. However, this new solution diﬀers signiﬁcantly from the segment-wise
solution above. To get a better sense of the physical meaning portrayed by Figure 5.14(a), each patch point of the solution is placed along the EM1 trajectory plot,
as displayed in Figure 5.14(b). Based on this trajectory image, the placement of points
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exhibits the same density distribution as presented in the corresponding saw-tooth
plot.
The results displayed in Figures 5.13 and 5.14 yields insight into how the global
point placement formulation operates. For example, the ﬁrst new point added to
the original minimal node solution, as illustrated in Figure 5.13(a), is placed towards
to the end of the trajectory, i.e., near the Earth on the ﬁnal leg of the path. Then
when a second point is added, illustrated in Figure 5.13(b), this point is located again
near the Earth, but now on the Earth-departure leg of the trajectory. Interestingly,
since the global algorithm evaluates all potential points along the entire trajectory
before adding the most beneﬁcial point to the solution, the results from both panes
of Figure 5.13 indicate that the most numerical support is initially required along
the trajectory near the Earth. As more points are added to the trajectory, visible
in Figure 5.14(a), further support is required on both segments near the Earth, but
additional numerical leverage also proves necessary near the Moon. The increased
numerical support required near each celestial body is visible in both panes of Figure 5.14.
As was also the case previously with the segment-wise scheme, by allowing the
global algorithm to continue beyond the results displayed in Figure 5.14, more points
are added along all of the trajectory segments including the third segment corresponding to the DRO. For consistency with the segment-wise results, the resulting patch
point conﬁguration after the addition of 1268 points to the trajectory employing the
global scheme is displayed in Figure 5.15.
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(a) 1268th pass through the point placement (b) EM1 trajectory with 1268 points added to
algorithm

the minimal node solution

Figure 5.15. Solution from the global point placement algorithm showing
1268 points added to the minimal node solution in both saw-tooth and
full trajectory form

As indicated by Figure 5.15(a), after 1268 passes, the global automated patch
point placement algorithm has successfully added a total of 1268 new patch points
to the EM1 trajectory beyond the original minimal node solution and still has not
reached a stopping condition to end the algorithm. From visual inspection of the point
conﬁguration in Figure 5.15(a), the new points continue to be placed predominantly
near the primary bodies, i.e., on both the Earth departure and arrival legs as well as
tightly around each of the two lunar ﬂybys. However, again the sheer number of points
placed along the path, especially near the primary bodies, is not feasible for a modern
diﬀerential corrections algorithm and also not likely beneﬁcial for convergence. These
results again reiterate the importance of wisely chosen stopping conditions for any
automated algorithm. To get a better sense of the physical meaning portrayed by
Figure 5.15(a), each patch point of the solution is placed along the EM1 trajectory
plot, as displayed in Figure 5.15(b). The placement of new patch points along the EM1
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trajectory by the global algorithm will continue beyond what is visible in Figure 5.15
until a stopping condition is reached. When a stopping condition is ﬁnally satisﬁed,
again, the ﬁnal patch point information is ready for direct input into a diﬀerential
corrections algorithm, such as the hybrid two-level method presented earlier in this
document.
To gain further insight into the behavior of both the global point placement
method, as well as the segment-wise method, some results of each process are directly compared to one another. For consistency, the two methods must be compared
for cases when the same number of new points has been added to the trajectory solution. Therefore, a comparison between the segment-wise result after the third pass of
the algorithm and the global result after the twenty-fourth iteration is appropriate.
Both of these two scenarios, where a total of 24 new points have been added to the
minimal node solution, are displayed together in Figure 5.16.

(a) Segment-wise result

(b) Global result

Figure 5.16. Comparison between results of the segment-wise process and
the global algorithm when 24 new points are added to the trajectory

Figure 5.16 oﬀers an opportunity to view the results of both the segment-wise
point placement process and the global point placement algorithm side by side. From
this view, comparisons between the two sets of results become available. For example,
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an immediate diﬀerence between the results in pane (a) and those in pane (b) is that
the global algorithm did not place a single new point along the third segment of the
trajectory, while the segment-wise process did not place a single new point along the
fourth segment of the trajectory. However, when considering the two cases where 1268
nodes were added using each process (Figures 5.12 and 5.15), the global algorithm
eventually does place some points along the DRO segment while the segment-wise
scheme never adds any additional nodes to the fourth segment of the trajectory.
The fact that the fourth trajectory segment always remains empty when subjected
to the segment-wise case but not when subjected to the global scenario proves interesting considering the fundamental formulations behind the two diﬀerent schemes.
When each segment along the trajectory is evaluated separately and individually, the
placement of points on a particular segment is unaﬀected by information elsewhere
along the path. Therefore, even as points are placed on other segments along the
path, the dispersion factor associated with the fourth segment of the trajectory never
changes, and therefore this segment never receives a new point. In contrast, within
the global formulation, a single point is placed along the trajectory based on dispersion factor information gathered across the entire path. Therefore, as each new
point is located, the dispersion factor of the entire trajectory changes. Thus, although
initially no point proves beneﬁcial along the fourth segment, as the total trajectory
dispersion factor decreases, eventually the placement of a point on the fourth segment
does improve the solution. The ability to adapt as the overall trajectory changes is a
true advantage of the global point placement algorithm.
The fundamental diﬀerence in the formulations of the two schemes must remain in
mind when considering the placement of points along other portions of the trajectory
path. For example, when visually inspecting the regions of the trajectory far from
the primary bodies, only two newly placed points appear identical between the two
schemes. The two equivalent points are located near the maximum ŷ amplitude
along the ﬁrst trajectory segment and along the ﬁfth trajectory segment shortly after
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the second lunar ﬂyby respectively. The lack of more similarity between the two
solutions again points to the diﬀerence in their construction. In the case of the
global algorithm, points are placed such that the sensitivity to perturbation of the
entire trajectory is decreased as much as possible. In contrast, the segment-wise
process seeks only to decrease the sensitivity along each individual segment without
knowledge of the trajectory as a whole. While each of these algorithms accomplishes
the task asked of it, the node conﬁguration result produced by the global algorithm
appears much more similar to the results often obtained by expert designers than
does the node conﬁguration result produced by the segment-wise process. Therefore,
as this investigation continues, it is important to always keep in mind the goal behind
the placement of patch points and to continue to question which, if either, of the
algorithms presented in this chapter best work toward achieving that goal.
Through the completion of this chapter, two basic automated patch point placement algorithms are now available. These two algorithms have demonstrated that
they both have the capability to place new patch points along a given trajectory
based on the sensitivities present along the path. However, both of these algorithms
currently rely on linear assumptions applied through the use of linear STM information. In the next chapter, the possibility of incorporating nonlinear information into
an automated point placement algorithm is investigated.
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6. INCLUDING NONLINEAR EFFECTS
The goal behind placing patch points along a trajectory is to ﬁnd locations subject to
high amounts of dynamical sensitivity and to reduce this sensitivity by breaking the
solution into smaller pieces, that are less aﬀected by dynamical forces. The locations
at which patch points are placed along the path are determined through the use of
the dispersion factor, which quantiﬁes the total sensitivity present along a trajectory
segment arc. The dispersion factor is directly a function of the LLE value associated
with the segment in question. In turn, the LLE is a direct function of the STM
corresponding to the segment. However, the STM is a fully-linear quantity resulting
from linear assumptions made during its derivation. Employing linear information
to a nonlinear problem may not sound appropriate, but this application is carried
out frequently. For example, diﬀerential corrections algorithms often apply linear assumptions (again through the linear STM) to obtain solutions to nonlinear problems.
However, note that diﬀerential corrections algorithms, using linear assumptions, are
successful when applied to nonlinear problems due to their leveraging of iteration. By
iterating, an algorithm with linear information is able to hone in on a nonlinear solution by taking small steps in the direction of the desired solution until the imposed
boundary conditions are met.
While iteration proves beneﬁcial for diﬀerential corrections algorithms, iteration is
not possible during either the evaluation of sensitivity or the placement of new patch
points along a trajectory path. In these cases, there is nothing to iterate on. The
sensitivity along a trajectory is what it is, and any applied iteration process would
repeatedly produce the same result. Therefore, with no possibility of iteration, the
only way to more adequately capture the true nonlinear dynamics present within the
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system is to replace any linear assumptions with nonlinear information. The incorporation of nonlinear information into an automated point placement algorithm must
start at the beginning and build up to a fully-nonlinear dispersion factor. The building block of the dispersion factor is the STM, and therefore, within the computation
of the STM is where the new nonlinear assumptions must ﬁrst be incorporated.

6.1

Computation Of Higher-Order State Transition Matrices

The STM, which relates states along a trajectory segment back to the initial state,
has numerous applications within the ﬁelds of trajectory design and targeting. Most
commonly, a linear, or ﬁrst-order, version of this matrix is employed. The ﬁrst-order
STM, discussed and derived earlier in this document, is governed by 36 diﬀerential
equations. In matrix form, and consistent with the derivation detailed by Park and
Scheeres [20–22] as well as by Koon et al. [9], the diﬀerential equation governing the
ﬁrst-order STM is rewritten as
Φ̇(t, t0 ) =

∂f
(t, x(t))Φ(t, t0 ) = A(t, x(t))Φ(t, t0 )
∂x

(6.1)

This equation reﬂects an initial value problem with the initial condition, Φ0 , equal
to a 6 × 6 identity matrix. In equation form, that is Φ0 = Φ(t0 , t0 ) = I. Therefore,
the solution to Equation (6.1) (i.e., the ﬁrst-order STM relating some initial time, t0 ,
to some ﬁnal time, t) is also in the form of a 6 × 6 matrix. The matrix A(t, x(t))
represents the Jacobian, or partial derivatives, of the system governing equations of
motion, f , with respect to each of the state variables in the vector, x. Equation (6.1)
is rewritten using a subscript notation as
Φ̇i,a = Ai,α Φα,a

(6.2)

In Equation (6.2), the indices i and a simply identify speciﬁc matrix elements as they
individually assume the separate values 1 through 6. These two indices, however, do
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not indicate summation. In contrast, the subscript α does imply summation. That is,
for each combination of i and a, α is summed from 1 to 6. For example, the speciﬁc
case when i = 2 and a = 4 is more clearly illustrated as follows,
Φ̇2,4 = A2,α Φα,4 =

6
X

A2,α Φα,4 = A2,1 Φ1,4 + A2,2 Φ2,4 + . . . + A2,6 Φ6,4

(6.3)

α=1

˙ i,a , the process depicted in EquaTo accommodate all elements of the matrix Φ
tion (6.3) is applied over all other combinations of i and a where i = 1, 2, . . . , 6
and a = 1, 2, . . . , 6.
While a ﬁrst-order formulation of the STM provides signiﬁcant information, higherorder representations of the STM more accurately approximate the true nonlinear
dynamics present in most space applications. Leveraging work performed by Park
and Scheeres [20–22] as well as by Majji, Junkins, and Turner [23, 24], the diﬀerential equations governing the second-order STM are obtained through diﬀerentiating
Equation (6.2) with respect to time using the chain rule. The result of this time
diﬀerentiation is
Φ̇i,a,b = Ai,α Φα,a,b + Ai,α,β Φα,a Φβ,b

(6.4)

where Ai,α again represents the Jacobian of the dynamical system equations of motion with respect to each of the state variables at each time, but where Ai,α,β now
represents the Hessian, or second-order partial derivatives, of the dynamical system
equations of motion with respect to each of the state variables at each time. The
second-order partial derivatives represented by Ai,α,β take the form of a 6 × 6 × 6
third-order tensor (note that tensors are represented by underlined boldface letters).
The same is true for the value Φα,a,b . Instead of using an identity matrix as the initial
condition, as was the case for Φα,a and Φβ,b , the initial condition for Φα,a,b consists of
a 6 × 6 × 6 third-order tensor of all zeros. By solving Equation (6.4), the second-order
state transition matrix, in the form of a 6 × 6 × 6 third-order tensor, is produced.
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Through repetition of the time diﬀerentiation procedure shown above, the diﬀerential equations governing the third and fourth-order STMs respectively are obtained.
This process is spelled out in great detail by Park and Scheeres [20–22], but the resulting equations for the two cases are
Φ̇i,a,b,c = Ai,α Φα,a,b,c + Ai,α,β (Φα,a Φβ,b,c + Φα,a,b Φβ,c + Φα,a,c Φβ,b )+

(6.5)

Ai,α,β,γ Φα,a Φβ,b Φγ,c
and
Φ̇i,a,b,c,d = Ai,α Φα,a,b,c,d + Ai,α,β (Φα,a,b,c Φβ,d + Φα,a,b,d Φβ,c + Φα,a,c,d Φβ,b +
Φα,a,b Φβ,c,d + Φα,a,c Φβ,b,d + Φα,a,d Φβ,b,c + Φα,a Φβ,b,c,d )+

(6.6)

Ai,α,β,γ (Φα,a,b Φβ,b Φγ,d + Φα,a,c Φβ,b Φγ,d + Φα,a,d Φβ,b Φγ,c + Φα,a Φβ,b,c Φγ,d +
Φα,a Φβ,b,d Φγ,c + Φα,a Φβ,b Φγ,c,d ) + Ai,α,β,γ,δ Φα,a Φβ,b Φγ,c Φδ,d
Equations (6.5) and (6.6) result from the application of repeated diﬀerentiations with
respect to time and employing the chain rule. The values Ai,α , Ai,α,β , Ai,α,β,γ , and
Ai,α,β,γ,δ represent the ﬁrst, second, third, and fourth-order partial derivatives taken of
the dynamical system equations of motion with respect to each of the state variables
at each time, respectively. In the case of the initial conditions used for all of the
various Φ values, Park succinctly states that all initial values are equal to zero except
Φx,y = 1 when x = y [20]. Although these higher-order results take the form of
tensors, within this investigation, all values of Φ are referred to as state transition
matrices, with the order speciﬁed, for convenience.
As was the case for the ﬁrst and second-order situations, solving Equations (6.5)
and (6.6) yield the third and fourth-order state transition matrices respectively. However, in the case of the third-order solution, the resulting STM takes the form of a
6 × 6 × 6 × 6 fourth-order tensor, while in the case of the fourth-order solution, the
resulting STM takes the form of a 6 × 6 × 6 × 6 × 6 ﬁfth-order tensor. Computing
the solutions of Equations (6.2) through (6.6) is a nontrivial task with many diﬀerent
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approaches available. However, for the purposes of this work, three solution processes
are investigated. The three solution methodologies discussed here include numerical
integration, approximation using ﬁnite-diﬀerences, and approximation using complexstep diﬀerentiation.

6.1.1

Solution Using Numerical Integration

To solve for any order STM using numerical integration, the six ﬁrst-order equations of motion governing the dynamical system are needed. As originally discussed
in a previous chapter, the six ﬁrst-order equations of motion governing the dynamical
system are written in state-space form as
ṡ1 = s4 , ṡ2 = s5 , ṡ3 = s6 ,
¨
ṡ4 = x,

ṡ5 = y,
¨

(6.7)

ṡ6 = z,
¨

Along with these six ﬁrst-order dynamical equations of motion, the diﬀerential equations governing the desired-order STM itself are also required, as well as the differential equations governing all STMs at orders less than the desired order. For
example, when solving for a third-order STM, the diﬀerential equations illustrated in
Equation (6.5) are needed, but the diﬀerential equations contained in Equations (6.4)
and (6.2) are also required since information from these lower-order STMs is included
in Equation (6.5). This compounding of equations causes the number of diﬀerential
equations to be solved simultaneously by the numerical integrator to increase exponentially as the desired order of the STM goes up. In the case of a ﬁrst-order STM,
the STM itself takes the form of a 6 × 6 matrix which represents a total of 36 diﬀerential equations. By combining the six dynamical equations of motion back into the
problem, a total of 42 diﬀerential equations must be solved simultaneously to obtain
the ﬁrst-order STM. However, in the case of a second-order STM, the STM itself
takes the form of a 6 × 6 × 6 tensor representing a total of 216 diﬀerential equations.
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By combining the six dynamical equations of motion back into the problem, as well as
the 36 diﬀerential equations associated with the ﬁrst-order STM, a total of 258 diﬀerential equations must be solved simultaneously to obtain the second-order STM. This
trend continues as the STM order increases. In the cases of the third and fourth-order
STMs, a total of 6 + 36 + 216 + 1296 = 1554 and 6 + 36 + 216 + 1296 + 7776 = 9330 differential equations must be solved simultaneously to obtain the third and fourth-order
STMs respectively.
While the number of diﬀerential equations grows exponentially as the order of
the desired STM increases, another aspect of these STM diﬀerential equations also
demands signiﬁcant eﬀort. That is, the evaluation, at each instant of time, of the
partial derivatives that make up the matrix and tensors Ai,α , Ai,α,β , Ai,α,β,γ , and
Ai,α,β,γ,δ present in Equations (6.2) through (6.6). For reference, these matrix and
tensor values are deﬁned in equation form as
Ai,α =

∂f
,
∂x

Ai,α,β =

∂ 2f
,
∂x∂x

Ai,α,β,γ =

∂3f
,
∂x∂x∂x

Ai,α,β,γ,δ =

∂4f
(6.8)
∂x∂x∂x∂x

where f represents the six dynamical system equations of motion, and x represents
the six state variables present within the system. Similar to the diﬀerential equations
governing the STM, these matrix and tensor values individually consist of 36, 216,
1296, and 7776 partial derivatives respectively. Also, for a given-order STM, the
partial derivatives associated with the tensor, A, of that order must be evaluated,
along with all of the partial derivatives associated with any A’s of lower orders.
The evaluation of such an enormous number of partial derivatives at each time
step of integration to obtain the desired A’s poses a signiﬁcant numerical challenge.
One way to determine the time-varying equations associated with each of these partial derivatives is to analytically compute the partial derivatives by hand. While
this process is straightforward, it is not practical when the desired order of STM is
greater than one. Also, these partial derivatives only hold true within the one dynamical force model in which they are derived. Therefore, if a second force model
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is employed, the partial derivatives must be fully recalculated for that diﬀerent force
model. Another potential method for obtaining these partial derivatives is to employ
a symbolic diﬀerentiation process, like the one that exists within the symbolic toolbox
in MATLAB. Such a symbolic diﬀerentiation capability can dramatically decrease the
time and eﬀort required to generate the time-varying equations associated with each
of these partial derivatives.
With all of the required STM diﬀerential equations, as well as all of the necessary partial derivatives, in place, a numerical integration scheme is employed to
compute the state values, as well as all of the STM values, at each integration time
step. However, especially for higher-order STMs, the simultaneous solution of so
many diﬀerential equations takes signiﬁcant time regardless of the software platform
employed. Therefore, any way to decrease the number of equations requiring simultaneous solution is extremely beneﬁcial. Interestingly, by leveraging a speciﬁc feature
present within STMs of order greater than one, the number of diﬀerential equations
is drastically reduced. This beneﬁcial feature is symmetry. STMs of order greater
than one exhibit symmetry in accordance with the principle of equality of mixed
partials. That is, for partial derivatives of second-order or greater, certain partial
derivatives are equivalent. For example, for some function b(x, y), the second-order
partial derivative,

∂2b
,
∂x∂y

is equivalent to the second-order partial derivative,

∂2b
.
∂y∂x

This

property extends to higher-order derivatives as well, as long as the number of derivatives taken with respect to each variable is equivalent. For example, for some new
function b(x, y, z), the fourth-order partial derivative,
fourth-order partial derivative,

∂4b
∂y 2 ∂z∂x

∂4b
,
∂x∂y∂z∂y

is equivalent to the

, since the derivative of b is taken twice with

respect to y and once with respect to each x and z. Following this logic, the previous
partial derivatives are also equal to

∂4b
∂x∂y 2 ∂z

and

∂4b
∂z∂y∂x∂y

as well as numerous others.

By leveraging the natural symmetry present within STMs of order greater than
one, the number of diﬀerential equations requiring simultaneous solution drops signiﬁcantly. In fact, in his dissertation, Park presents a formula to predict the number
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of equations remaining after symmetry is exploited [22]. Park’s presented equation,
which employs the binomial coeﬃcient, is written as
N =6


m 
X
6−1+i
i=0

i

=6

m
X
i=0

(6 − 1 + i)!
i!(6 − 1 + i − i)!

(6.9)

where m represents the desired order and the number 6 represents the length of the
state vector used within this investigation. Since symmetry does not hold true for the
ﬁrst-order STM, the total number of diﬀerential equations to be solved simultaneously
in this case (the six dynamical equations of motion as well as the 36 STM equations)
remains at 42. In the case of the second-order STM, the total number of diﬀerential
equations to be solved equals 6 + 36 + 216 = 258. However, by exploiting symmetry,
the total number of equations drops from 258 down to 168. For the third and fourthorder STM calculations, the original numbers of equations to be solved are 1554 and
9330 respectively. Leveraging symmetry reduces these two numbers to 504 and 1260
equations respectively.
The beneﬁts of exploiting the natural symmetry within the higher-order STMs are
substantial. However, the fact remains that simultaneously integrating hundreds of
diﬀerential equations is a time consuming process. The required computational time
increases further when working in higher-ﬁdelity force models such as an ephemeris
model. In these situations, even relatively short trajectories can often require hours
or even days to compute due to the combination of the large number of equations with
the tiny time steps taken by the integrator near primary bodies. While other tactics
may be implemented to shave down the computational time slightly, waiting days
for results is not acceptable, especially if a spacecraft is already in ﬂight. Therefore,
other numerical approaches must be explored. In the ﬁrst-order scenario discussed
in an earlier chapter, the implementation of a ﬁnite-diﬀerencing scheme proved beneﬁcial. However, application of these methodologies to higher-order regimes requires
modiﬁcation and extension of the relevant algorithms.
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6.1.2

Solution Using Finite Diﬀerences

Previously in this document, the process of approximating the ﬁrst derivative of a
general function, f , containing one independent variable, x, using central diﬀerencing,
was illustrated. The equation to accomplish this derivative was written as
∂f (x)
f (x + h) − f (x − h)
=
∂x
2h

(6.10)

where h represented a small perturbation value. Also, the process for using derivative
approximations like this one to build the ﬁrst-order STM was presented. That process
of perturbing one variable at a time followed by integrating the dynamical equations of
motion to obtain the evaluated functions and then plugging these evaluated functions
into equations like Equation (6.10), still holds true for the calculation of higher-order
STMs. However, the speciﬁc equations that the evaluated functions are plugged into
change as the order of the STM increases.
To begin the discussion of the central-diﬀerence equations required for approximating higher-order derivatives, a review of Equation (6.10) is necessary. If the
general function, f , is dependent on several independent variables, Equation (6.10)
is rewritten as
∂f (x, y, z, x,
˙ y,
˙ ż)
f (x + h, y, z, x,
˙ y,
˙ ż) − f (x − h, y, z, x,
˙ y,
˙ ż)
=
∂x
2h

(6.11)

To compute the partial derivative of f with respect to an independent variable other
than x, Equation (6.11) is rewritten such that the variable of interest receives the
perturbation. As an example, the partial derivative of f with respect to ẏ is written
as follows,
∂f (x, y, z, x,
˙ y,
˙ ż)
f (x, y, z, x,
˙ ẏ + h, ż) − f (x, y, z, x,
˙ ẏ − h, ż)
=
∂ẏ
2h

(6.12)
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where the perturbation, h, is now applied to the ẏ term. To extend this derivativeapproximation capability to higher orders, the central-diﬀerence equation is applied
again to the ﬁrst-order, central-diﬀerence formula (like Equation (6.11) or Equation (6.12)) instead of taking multiple derivatives of the original function, f , itself.
For example, to approximate the second derivative

∂ 2 f (x,y,z,x,
˙ y,
˙ ż)
,
∂ẋ2

instead of diﬀeren-

tiating the function, f (x, y, z, x,
˙ y,
˙ ż), twice with respect to x, the central-diﬀerence
equation is applied again to the previously approximated derivative,

∂f (x,y,z,x,
˙ y,
˙ ż)
,
∂x

shown in Equation (6.11). For clarity, this example is written in equation form as
∂ 2 f (x, y, z, x,
˙ y,
˙ ż)
∂
=
2
∂x
∂x



∂f (x, y, z, x,
˙ y,
˙ ż)
∂x

where the central-diﬀerence equation is now applied to
∂
∂x



∂f (x, y, z, x,
˙ y,
˙ ż)
∂x


=

∂f
(x
∂x



f (x,y,z,x,
˙ y,
˙ ż)
,
∂x

(6.13)
producing

+ h, y, z, x,
˙ y,
˙ z)
˙ − ∂f
(x − h, y, z, x,
˙ y,
˙ ż)
∂x
2h

(6.14)

To evaluate the two terms in the numerator of Equation (6.14), Equation (6.11) is
applied to each term individually with x replaced by x+h and x−h respectively. This
process enables the two terms in the numerator of Equation (6.14) to be rewritten as
∂f
f (x + 2h, y, z, x,
˙ y,
˙ ż) − f (x, y, z, x,
˙ y,
˙ ż)
(x + h, y, z, x,
˙ y,
˙ ż) =
∂x
2h

(6.15)

∂f
f (x, y, z, x,
˙ y,
˙ ż) − f (x − 2h, y, z, x,
˙ y,
˙ ż)
(x − h, y, z, x,
˙ y,
˙ ż) =
∂x
2h

(6.16)

and

Plugging these two evaluated terms back into Equation (6.14) yields
˙ y,
˙ ż)
∂ 2 f (x, y, z, x,
=
2
∂x

f (x + 2h, y, z, x,
˙ y,
˙ ż) − 2f (x, y, z, x,
˙ y,
˙ ż)
+ f (x − 2h, y, z, x,
˙ y,
˙ ż)
2
4h

(6.17)
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Through the use of simpliﬁcation and additional assumptions, Equation (6.17) is
rewritten as
∂ 2 f (x, y, z, x,
˙ y,
˙ ż)
=
2
∂x

f (x + h, y, z, x,
˙ y,
˙ ż) − 2f (x, y, z, x,
˙ y,
˙ ż)
+ f (x − h, y, z, x,
˙ y,
˙ ż)
2
h

(6.18)

which is the approximation of the second-order partial derivative of the function
f (x, y, z, x,
˙ y,
˙ ż) with respect to the variable x. By repeating this process again and
applying Equation (6.11) to Equation (6.18), the approximation of the third-order
partial derivative of the function f (x, y, z, x,
˙ y,
˙ ż) with respect to the variable x is
revealed as
˙ y,
˙ ż)
∂ 3 f (x, y, z, x,
=
3
∂x

f (x + 2h, y, z, x,
˙ y,
˙ ż) − 2f (x + h, y, z, x,
˙ y,
˙ ż)
+ 2f (x − h, y, z, x,
˙ y,
˙ ż) − f (x − 2h, y, z, x,
˙ y,
˙ ż)
3
2h

(6.19)

By continuing to apply Equation (6.11) to each successive result, higher-order partial
derivatives of the function f (x, y, z, x,
˙ y,
˙ ż) with respect to the variable x appear. The
process is exactly the same for repeated derivatives of f with respect to any other
variable. In those cases, the perturbations currently applied to x shift instead to the
new variable of interest.
The example shown thus far describes the process for obtaining successively higherorder partial derivatives of a function with respect to the same variable. However,
since the function f depends on multiple variables, a discussion of the process for
computing mixed partial derivatives is important. For mixed partial derivatives, the
process is similar to that of the single variable derivatives in that Equation (6.11)
is successively applied to obtain higher-derivatives. However, the variables receiving
perturbations now change based on the speciﬁc derivative desired. For example, the
second derivative,

∂ 2 f (x,y,z,x,y,
˙ ˙ ż)
,
∂x∂y

∂ 2 f (x, y, z, x,
˙ y,
˙ ż)
∂
=
∂x∂y
∂y



is obtained as follows,

∂f (x, y, z, x,
˙ y,
˙ ż)
∂x


=

∂f
(x, y + h, z, x,
˙ y,
˙ ż)
∂x
∂f
− ∂x (x, y − h, z, x,
˙ y,
˙ ż)

2h

(6.20)
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where the two numerator terms are deﬁned as
∂f
f (x + h, y + h, z, x,
˙ y,
˙ ż) − f (x − h, y + h, z, x,
˙ y,
˙ ż)
(x, y + h, z, x,
˙ y,
˙ ż) =
(6.21)
∂x
2h
and
∂f
f (x + h, y − h, z, x,
˙ y,
˙ ż) − f (x − h, y − h, z, x,
˙ y,
˙ ż)
(x, y − h, z, x,
˙ y,
˙ ż) =
(6.22)
∂x
2h
Plugging these two evaluated terms back into Equation (6.20) yields
˙ y,
˙ ż)
∂ 2 f (x, y, z, x,
˙ y,
˙ ż)
∂ 2 f (x, y, z, x,
=
=
∂x∂y
∂y∂x

f (x + h, y + h, z, x,
˙ y,
˙ ż) − f (x − h, y + h, z, x,
˙ y,
˙ ż)
− f (x + h, y − h, z, x,
˙ y,
˙ ż) + f (x − h, y − h, z, x,
˙ y,
˙ ż)
4h2

(6.23)

which is the approximation of the second-order partial derivative of the function
f (x, y, z, x,
˙ y,
˙ ż) with respect to both variables x and y. Through continued repetition
of similar processes, third and higher-order mixed partial derivatives are obtained.
The approximations of the derivatives

∂ 3 f (x,y,z,x,
˙ y,
˙ ż) ∂ 3 f (x,y,z,x,
˙ y,
˙ ż)
,
,
∂x2 ∂y
∂x∂y 2

and

∂ 3 f (x,y,z,x,
˙ y,
˙ ż)
∂x∂y∂z

are written as
∂ 3 f (x, y)
=
∂x2 ∂y

f (x + h, y + h) − 2f (x, y + h) + f (x − h, y + h)
− f (x + h, y − h) + 2f (x, y − h) − f (x − h, y − h)
2h3

∂ 3 f (x, y)
=
∂x∂y 2

f (x + h, y + h) − 2f (x + h, y) + f (x + h, y − h)
− f (x − h, y + h) + 2f (x − h, y) − f (x − h, y − h)
2h3

(6.24)

(6.25)

and
f (x + h, y + h, z + h) − f (x − h, y + h, z + h)
− f (x + h, y − h, z + h) + f (x − h, y − h, z + h)
−f (x + h, y + h, z − h) + f (x − h, y + h, z − h)
∂ 3 f (x, y, z)
+ f (x + h, y − h, z − h) − f (x − h, y − h, z − h)
=
∂x∂y∂z
8h3

(6.26)
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where the values z, ẋ, ẏ, and ż are omitted from the equations when possible due
to space requirements, but the function, f , continues to depend on these values.
The equations displayed here are only a sample of the possible derivative approximations available through central diﬀerencing. However, by employing the information
presented in this section, the approximation equations for diﬀerent derivatives or
higher-order derivatives are straightforward to derive.
While the method of central diﬀerencing is powerful for approximating derivatives
when implemented numerically, this process is subject to two numerical phenomena
commonly known as catastrophic cancellation and loss of signiﬁcance respectively.
These two issues often arise during subtraction when the diﬀerence between two
numbers falls close to or below the numerical precision of the computer performing
the calculation (consider the operation f (x + h) − f (x − h) when h is very small).
In these cases, instead of detecting the true diﬀerence between the two numbers, the
computer either truncates the result down to the number of digits the machine can
hold, thereby losing signiﬁcant information, or perceives the result as equal to zero. In
either of these cases, the loss of signiﬁcant information causes numerical error to build
up to unacceptable levels. Therefore, depending on the application, the higher-order
derivative approximation equations discussed in this section may not be suitable for
sensitive calculations involving small perturbations due to the number of subtraction
operations present within the equations. Thus, this approximation process is not
implemented in this study to calculate higher-order STMs. Instead, another method,
known as complex-step diﬀerentiation, proves more suitable for this task.
As the name implies, complex-step diﬀerentiation employs the use of small perturbations in imaginary directions to approximate derivatives. However, to approximate
higher-order derivatives, multiple perturbations, often in multiple diﬀerent imaginary
directions, are required. The existence of multiple diﬀerent imaginary directions is
a nontrivial concept, but an understanding of these multiple diﬀerent imaginary directions, in the form of multicomplex numbers, is necessary before a higher-order

210
complex-step diﬀerentiation process can be leveraged to numerically approximate
STMs.

6.1.3

Multicomplex Numbers

The concept of multicomplex numbers extends directly from the more familiar
ﬁeld of complex numbers. A complex number is written as
z = x + iy

(6.27)

where i is deﬁned as
√

i=

−1,

i2 = −1

(6.28)

The complex number, z, can also be written as a matrix of real numbers, i.e.,
⎡
z = x + iy = ⎣

x −y
y

x

⎤
(6.29)

⎦

However, in order to advance this discussion into the realm of multicomplex numbers,
four ﬁrst-order complex numbers are needed. These ﬁrst-order complex numbers, and
their corresponding matrices, are deﬁned as follows,
z1 = x1 + ix2 ,

⎡
⎤
x1 −x2
⎦,
z1 = ⎣
x 2 x1

z2 = x3 + ix4 ,

⎡

x3 −x4

z2 = ⎣
x4

x3

z3 = x5 + ix6 ,

⎤
⎦,

⎡

z4 = x7 + ix8

x5 −x6

z3 = ⎣
x6

x5

⎤
⎦,

⎡

(6.30)

x7 −x8

z4 = ⎣
x8

x7

⎤
⎦

(6.31)
where all xi represent real numbers.

211
Using the ﬁrst-order complex numbers shown previously, it is now possible to
deﬁne bicomplex, and later, tricomplex numbers. For these discussions, information
and terminology from Price, Lantoine, Russell, and Dargent is useful [30, 40, 41].
The easiest way to think about a bicomplex number is to return to Equation 6.27.
Bicomplex numbers are written in the same form as Equation 6.27, but with the real
numbers, x and y, replaced with the ﬁrst-order complex numbers, z1 and z2 . Also,
since a bicomplex number is a second-order complex number, the imaginary value
, i, used in Equation 6.27, is replaced with a diﬀerent imaginary value, j, which is
deﬁned and related to i as follows,
j=

√

−1,

j 2 = −1,

ij = ji 6= ±1

(6.32)

Returning to Equation 6.27 and replacing the real numbers with complex numbers,
and the imaginary i with j, a bicomplex number is written as
ζ1 = z1 + jz2

(6.33)

By substituting the complex deﬁnitions of z1 and z2 from Equation 6.30 into Equation 6.33, the bicomplex number ζ1 appears, written entirely in terms of real coeﬃcients as follows,
ζ1 = z1 + jz2 = (x1 + ix2 ) + j(x3 + ix4 ) = x1 + ix2 + jx3 + ijx4

(6.34)

Through repetition of the same process with the complex numbers z3 and z4 , a second
bicomplex number, ζ2 is also deﬁned as
ζ2 = z3 + jz4 = (x5 + ix6 ) + j(x7 + ix8 ) = x5 + ix6 + jx7 + ijx8

(6.35)

Bicomplex numbers, like ﬁrst-order complex numbers, can also be expressed using
matrices. However, unlike ﬁrst-order complex numbers, a bicomplex matrix takes the
form of a 2 × 2 matrix consisting of only complex numbers. But, by again making
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substitutions, this 2 × 2 complex matrix is reformulated as a 4 × 4 matrix of all real
numbers. This process is illustrated as follows,
⎡

⎡
ζ1 = ⎣

z1
z2

⎡

z3
ζ2 = ⎣
z4

⎤

x −x2 −x3 x4
⎢ 1
⎥
⎢
⎥
⎢x2 x1 −x4 −x3 ⎥
−z2
⎥
⎦=⎢
⎢
⎥
⎢x3 −x4 x1 −x2 ⎥
z1
⎣
⎦
x4 x 3
x2
x1

(6.36)

⎡
⎤
x5 −x6 −x7 x8
⎥
⎤ ⎢
⎢
⎥
⎢
−z4
x
x5 −x8 −x7 ⎥
⎥
⎦=⎢ 6
⎢
⎥
⎢x7 −x8 x5 −x6 ⎥
z3
⎣
⎦
x8 x7
x6
x5

(6.37)

⎤

where all xi again represent real numbers and all zi now represent ﬁrst-order complex
numbers.
Previously, when deﬁning bicomplex numbers, ﬁrst-order complex numbers were
inserted into an equation of the same form as Equation 6.27, and the imaginary value,
i, was replaced by a diﬀerent imaginary value, j. If this same process is repeated at one
order higher, the deﬁnition of a tricomplex number, denoted η, becomes available. In
other words, if instead of substituting ﬁrst-order complex numbers into Equation 6.27,
bicomplex numbers are inserted, and the imaginary value, i, is replaced by a third,
unique imaginary value, k, the tricomplex number η appears as
η = ζ1 + kζ2

(6.38)

By substituting the deﬁnitions of the bicomplex numbers ζ1 and ζ2 , written in terms
of complex numbers, into Equation 6.38, η is expanded and written purely in terms
of complex numbers as follows,
η = z1 + jz2 + k(z3 + jz4 ) = z1 + jz2 + kz3 + jkz4

(6.39)

213
Repeating this process by writing the complex numbers in terms of real coeﬃcients
and grouping like terms yields the tricomplex number, η, as a function of purely real
coeﬃcients, or
η = x1 + ix2 + jx3 + ijx4 + kx5 + ikx6 + jkx7 + ijkx8

(6.40)

At this point, step back and better deﬁne the new imaginary value, k. Basic properties
of k as well as how it relates to both i and j are deﬁned as follows,
k=

√

−1,

k 2 = −1,

ik = ki 6= ±1,

jk = kj 6= ±1,

ijk = ikj = . . . =
6 ±1
(6.41)

Finally, as was the case with both complex and bicomplex numbers, tricomplex numbers can also be expressed in the form of a matrix. Starting with a 2 × 2 matrix
consisting of only bicomplex numbers, successive substitutions are performed to write
the tricomplex number in terms of a 4 × 4 complex matrix followed by an 8 × 8 matrix
containing only real elements. These three diﬀerent matrices are displayed as follows,
⎡

⎡

ζ1
η=⎣
ζ2

⎡
x
⎢ 1
⎢
⎢x2
⎢
⎢
⎢x3
⎢
⎢
⎢x4
η=⎢
⎢
⎢x5
⎢
⎢
⎢x6
⎢
⎢
⎢x7
⎣
x8

z −z2 −z3 z4
⎥
⎢ 1
⎥
⎢
⎢z2 z1 −z4 −z3 ⎥
−ζ2
⎥
⎦=⎢
⎥
⎢
⎢z3 −z4 z1 −z2 ⎥
ζ1
⎦
⎣
z4 z3
z2
z1
⎤

−x2 −x3
x1

x4

−x5

x6

x7

−x4 −x3 −x6 −x5

x8

−x2 −x7

−x5

−x4

x1

x3

x2

−x6 −x7
x5

⎤

x1
x8

x8

−x8 −x7 −x6
x1

−x2 −x3

−x8 −x7

x2

x1

−x4

−x8

x5

−x6

x3

−x4

x1

x7

x6

x5

x4

x3

x2

−x8

(6.42)

⎤

⎥
⎥
x7 ⎥
⎥
⎥
x6 ⎥
⎥
⎥
−x5 ⎥
⎥
⎥
x4 ⎥
⎥
⎥
−x3 ⎥
⎥
⎥
−x2 ⎥
⎦
x1

(6.43)
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The deﬁnitions and procedures introduced in this section regarding bicomplex and tricomplex numbers, and their respective representations, are also applicable to higherorder multicomplex numbers as well. Extension of these methods to obtain such
higher-order multicomplex numbers is straightforward.

6.1.4

Solution Using Complex-Step Diﬀerentiation

Given the fundamental concept of multicomplex numbers, return to the problem
of solving Equations (6.2) through (6.5) to produce the values corresponding to the
ﬁrst through third-order STMs. As stated previously, the method of complex-step
diﬀerentiation is applied to accomplish this task. For brevity, the fourth-order case
is omitted here, but it, as well as other higher-order equations, are straightforward
to derive by extending the information provided. The use of complex numbers to
approximate the ﬁrst derivatives of real functions was originally introduced by Lyness
and Moler in 1967 and extended by Squire and Trapp in 1998 [25, 26]. More recently,
numerous authors have continued work in this ﬁeld and extended the original concept
to utilize multicomplex numbers for the evaluation of higher-order derivatives of real
functions [27–30, 41]. For the purposes of this discussion, the imaginary values, i, j,
and k, are now written as i1 , i2 , and i3 for clarity.
To initiate the discussion of the complex-step diﬀerentiation process, consider the
simplest case, i.e., computing the ﬁrst derivative of a single variable function. The
equation for approximating the ﬁrst derivative of a single variable function is
∂g(x)
Im (g(x + hi1 ))
= 1
∂x
h

(6.44)

Equation (6.44) reﬂects the partial derivative of a general function g (itself a function
of the variable x) with respect to the variable x. To successfully construct this derivative, the value of x within the function g is replaced everywhere with the quantity
(x + hi1 ). The value of h is set equal to 1e − 100 (for greater detail behind the selec-
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tion of this parameter value, see the writings of Lantoine et al. [30, 41]). The value
i1 indicates that x is perturbed by the amount h in an imaginary direction. With all
instances of x replaced by (x + hi1 ), the function g is then evaluated. This evaluation
produces a complex result since imaginary values have now been introduced into the
function. Then, the imaginary, or i1 , component of the evaluated function result is
isolated, as indicated by the Im1 notation in Equation (6.44). Finally, this imaginary
component is divided by the perturbation magnitude, h, and the approximation of the
partial derivative appears. To more clearly illustrate this process, a simple example
serves as a demonstration, i.e.,
g(x) = sin(x);

g(7) = sin(7) = 0.65699;

∂g(x)
= cos(x);
∂x

∂g(7)
= cos(7) = 0.75390
∂x

∂g(x)
Im1 (g(x + hi1 ))
Im1 (sin(x + hi1 ))
=
=
∂x
h
h

(6.45)

∂g(7)
Im1 (sin(7 + hi1 ))
Im1 (0.6569 + 7.53902e − 101i1 )
7.53902e − 101i1
=
=
=
= 0.75390
∂x
h
1e − 100
1e − 100

For the example in Equation (6.45), the ﬁrst line includes the function deﬁnition
and the analytical evaluation of the partial derivative. The second and third lines
illustrate the complex-step diﬀerentiation process and the fact that the approximated
result is equal to the analytical solution.
The process employed to produce the ﬁrst derivative is also directly applicable to
functions containing multiple variables. For these types of functions, the variable s
(Note that s may represent x, y, or z) is perturbed by hi1 in the same manner as
the single-variable case, and the expression is again evaluated. If a diﬀerent partial
derivative of the function is sought, the new variable then becomes the variable to
receive the perturbation. This process is illustrated for derivatives taken with respect
to x and y as
∂g(x, y, z)
Im (g(x + hi1 , y, z))
= 1
,
∂x
h

∂g(x, y, z)
Im (g(x, y + hi1 , z))
= 1
∂y
h

(6.46)
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and any partial derivative taken with respect to z follows a similar pattern.
Again referencing the work of Lantoine et al. [30, 41], a similar complex process is
employed to evaluate the second partial derivative of a function of multiple variables.
Two useful relationships to accomplish this task are
Im12 (g(x + h(i1 + i2 ), y, z))
∂ 2 g(x, y, z)
=
h2
∂x2

(6.47)

∂ 2 g(x, y, z)
Im (g(x + hi1 , y + hi2 , z))
= 12
∂x∂y
h2

(6.48)

where Equation (6.47) represents the second partial derivative of the general function
g with respect to the variable x. To accomplish this double derivative, the variable
x within the function is perturbed twice, once for each order of the derivative. However, since these two derivatives are of diﬀerent orders, the perturbations occur in
diﬀerent imaginary directions with the ﬁrst perturbation in the i1 direction and the
second in the i2 direction. A similar occurrence emerges in Equation (6.48) where
the second partial derivative of the general function g is computed with respect to
the diﬀerent variables x and y. Since a derivative is evaluated with respect to each of
these two variables, each one is perturbed prior to evaluation of the function. Since
the derivative with respect to x occurs ﬁrst, x is perturbed in the i1 direction and
then y is perturbed in the i2 direction for the second derivative. This perturbation
process follows the same pattern for derivatives with respect to any combination of
two variables i.e., ∂y∂y, ∂z∂z, ∂x∂z, ∂z∂y.
Evaluation of the function following both perturbations results in a second-order
multicomplex number, or bicomplex number. From the previous section, bicomplex numbers contain a real term, an i1 term, an i2 term, and an i1 i2 term. From
the notation, Im12 , the coeﬃcient of the i1 i2 term is sought. Then, this real-valued
coeﬃcient is divided by the squared perturbation magnitude, h2 , to obtain the approximate second-order partial derivative. The same procedure is readily expanded
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to derive the partial derivative approximation equations for any higher-order derivatives. For example, the equations approximating three diﬀerent types of third-order
partial derivatives are written as follows,
Im (g(x + h(i1 + i2 + i3 ), y, z))
∂ 3g
= 123
3
h3
∂x

(6.49)

∂ 3g
Im (g(x + hi1 , y + h(i2 + i3 ), z))
= 123
2
h3
∂x∂y

(6.50)

Im (g(x + hi1 , y + hi2 , z + hi3 ))
∂ 3g
= 123
∂x∂y∂z
h3

(6.51)

and

In each of these equations, three perturbations exist. Evaluation of the functions
following all perturbations results in a third-order multicomplex number, or tricomplex number. Tricomplex numbers contain a real term, an i1 term, an i2 term, an
i1 i2 term, an i3 term, an i1 i3 term, an i2 i3 term, and an i1 i2 i3 term. From the notation, Im123 , the coeﬃcient of the i1 i2 i3 term is desired. This real-valued coeﬃcient is
then divided by the cubed perturbation magnitude, h3 , to obtain the approximated
third-order partial derivative. Continuing this expansion process readily produces the
partial derivative approximation equations for further higher-order derivatives.
One ﬁnal deﬁnition is necessary, i.e., the function, g. Since the purpose for implementing the complex-step diﬀerentiation processes is to obtain the values of the STM,
the functions employed must consist of the six dynamical system equations of motion
previously deﬁned as f in Equation (3.84). Originating from some initial state, one,
two, three, or more variables corresponding to this state receive imaginary direction
perturbations based on the particular order of derivative desired. Using this new perturbed initial state, the diﬀerential equations of motion are numerically integrated
over the desired time interval. If the desired numerical integration scheme accepts
complex and multicomplex numbers, then the user need only provide the initial mul-
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ticomplex state, as well as an integration time interval, and allow the integrator to
proceed freely. However, many numerical integration processes are unable to accept
ﬁrst or higher-order complex numbers as input. In these cases, this challenge is overcome by breaking down the multicomplex numbers into the real coeﬃcients of each
term and passing each coeﬃcient into the numerical integrator separately.
Once inside the numerical integrator, most schemes employ some process of numerous function evaluations of the dynamical diﬀerential equations of motion to solve
for the state variables at each instant of time. In preparation for these function evaluations, the individual real coeﬃcients that were passed separately into the integrator
are now reassembled into the original multicomplex state variables. However, representation of the multicomplex state variables in matrix form, as illustrated in the
previous section, is often beneﬁcial since most software platforms have the ability to
work with matrices while few are able to handle complex or multicomplex values.
With the multicomplex state variables arranged in the desired form, the equations
of motion are evaluated at the current step in time. This evaluation process is often
nontrivial due to the combination of multicomplex numbers or matrices with very
small perturbation values. Therefore, depending on the equations of motion, alternative methods may be beneﬁcial for certain mathematical operations. One operation
where this is particularly true is the computation of square roots. However, speciﬁc
details regarding alternative mathematical operations are beyond the scope of this
document.
After evaluation of the equations of motion using the multicomplex state variables is complete, the resulting velocity and acceleration values are also in the form
of multicomplex numbers, whether in multicomplex form or matrix form. These multicomplex values must again be broken down into the real coeﬃcients of each term
before being passed on to the next phase of the integrator. Throughout the numerical
integration process, whenever function evaluations are required, the same process of
breaking the multicomplex state values down into the real coeﬃcients, reassembling
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the state variables into multicomplex form within the integrator, evaluating the governing equations of motion, and breaking down the resulting multicomplex velocity
and acceleration values into real coeﬃcients before proceeding must be implemented.
The steps of this required process are readily automated to remove the user from the
loop and allow the integrator to proceed as normal.
After completion of the numerical propagation, a multicomplex value is returned
for each of the six state variables at each integration time step. These results correspond to the evaluation of the original perturbed function, as apparent in many of
the earlier equations. The next step is identiﬁcation of the appropriate component of
this solution, i.e., the Im1 (i1 ) component for a ﬁrst-order derivative, the Im12 (i1 i2 )
component for a second-order derivative, the Im123 (i1 i2 i3 ) component for a secondorder derivative, and so on. The identiﬁed component is then divided by hn , where
n equals the order of the desired derivative, and one value of the STM matrix or
tensor is obtained. If all six output states for a given integration time step are used
simultaneously, an entire column of the STM matrix or tensor, i.e., the column associated with that speciﬁc time step, is generated in one step. Again observe that the
second-order STM (and higher orders as well) exhibit symmetry (i.e.,

∂•
∂x∂y

=

∂•
,
∂y∂x

etc.) which is exploited to decrease the overall number of required computations.
Through these processes, Equations (6.2) through (6.6), as well as higher-order equations, are solved numerically to provide the individual values populating the desired
STM.

6.1.5

Assessment Of Accuracy

In the preceding sections, several methodologies for computing various-order STM
values are presented. Unfortunately, for calculations beyond ﬁrst-order, the method
of ﬁnite diﬀerences is prone to levels of numerical error that are unacceptable for this
investigation. Therefore, the method of ﬁnite diﬀerences is no longer considered for
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any STM calculations higher than ﬁrst-order, but the processes of numerical integration and complex-step diﬀerentiation remain available. Numerical integration is
a well-known process that consistently achieves accurate results, but assurance that
the results obtained through complex-step diﬀerentiation match well to the numerically integrated values is important. Close agreement between these two methods
is essential since the original objective of including complex-step diﬀerentiation in
this investigation was to replace numerical integration, without sacriﬁcing results,
in situations where the computational requirements of numerical integration become
excessive. Therefore, the purpose of this section is to compare the results obtained
through numerical integration to the results obtained through complex-step diﬀerentiation in an attempt to demonstrate that complex-step diﬀerentiation is a suitable
replacement for numerical integration when necessary. Also, by comparing the results
obtained from each of these two methods for multiple diﬀerent-order solutions, valuable insight becomes available as to not only how well the diﬀerent results correlate to
each other, but also regarding the eﬀect that the inclusion of higher-order information
has on the quality of the approximations themselves.
To compare the two diﬀerent STM calculation processes to each other over several diﬀerent orders, a reference trajectory from which the diﬀerent STM values are
computed, is required. For the purposes of this investigation, two diﬀerent reference
solutions are deﬁned. The ﬁrst trajectory consists of an orbit within the circular restricted three-body force model, and the second trajectory consists of an orbit within
an Earth-Moon-Sun ephemeris force model. Since these two reference solutions exist
within diﬀerent force models, no calculations made with respect to one are compared
to calculations made using the other. Instead, the purpose of including two separate
reference solutions, existing in diﬀerent force models, is to better assess the quality of the STM computations within multiple diﬀerent dynamical regimes. The two
diﬀerent reference trajectories used in this investigation are illustrated in Figure 6.1.
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(a) Circular restricted three-body problem reference trajectory

(b) Sun-Earth-Moon ephemeris reference trajectory

Figure 6.1. Reference trajectories for use within the assessment of accuracy of STM computation methods

Each of the trajectories displayed in Figure 6.1 represents an initial state in the
vicinity of the Moon (marked by the dull red sphere in the center) that is propagated
for a period of time; 10 nondimensional time units for the CR3BP trajectory, and
5 nondimensional time units for the ephemeris trajectory. Along each of these two
paths, every integer nondimensional time unit is marked by a colored dot. These dots
shift from green to red as a function of time.
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Now that the two diﬀerent reference trajectories are in place, review of an important property of the STM is necessary. As shown during the initial deﬁnition of the
STM in an earlier chapter, the STM itself relates a deviation away from the reference
trajectory at an initial time to a deviation away from the reference trajectory at a
later time. In equation form, this relationship was ﬁrst illustrated in Equation (3.7),
and is written again as
δxtf =

∂x(x∗0 , tf )
δx0 = Φ(tf , t0 )δx0
∂x∗0

(6.52)

This same type of relationship also holds for higher-order STMs. However, for higherorder STMs, additional terms must be added to the equation. Park and Scheeres [20]
present a thorough derivation for the above variational equation and also its extension
to higher-orders. Following their work, and adopting their notation, the variational
equations, extended to ﬁrst, second, and third-order, are written as
δxi (t) = Φi,k1 δk01

(6.53)

1
δxi (t) = Φi,k1 δk01 + Φi,k1 ,k2 δk01 δk02
2

(6.54)

1
1
δxi (t) = Φi,k1 δk01 + Φi,k1 ,k2 δk01 δk02 + Φi,k1 ,k2 ,k3 δk01 δk02 δk03
2
6

(6.55)

and

where δxi (t) represents the deviation of the full state vector at time t, δk0i represents
the deviation of the particular state variable ki at the initial time, Φi,k1 denotes the
(i, k1 ) element of the ﬁrst-order STM, and Φi,k1 ,k2 ,... denotes a particular element of
higher-order STMs. While Equations (6.53) through (6.55) represent the STM variational equations for three diﬀerent orders, they all have something important in
common. That is, given an initial deviation of the state away from the reference solution, these three equations, with the various STM values included, all approximate
the deviation of the state away from the reference solution at a later time, t, down-
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stream. This ability to approximate a downstream deviation given an initial deviation
provides an excellent opportunity to compare the accuracy of STMs computed using
diﬀerent methods and to diﬀerent orders. Given an initial deviation, two STMs of a
particular order should approximate the downstream deviation identically, and as the
order is increased, the approximations of the downstream deviation should improve
accordingly.
To begin the assessment of accuracy of the various calculated STMs, a “truth”
solution, to which all of the approximated results are compared, must be established.
To generate this “truth” solution, at the initial time along each reference trajectory
(marked by the bright green dot on the right side of both images in Figure 6.1), a
series of perturbations are made to the reference trajectory initial state. Together,
when plotted, these initial perturbed states form a shape centered about the original
green reference point. A general example of such a shape is illustrated in Figure 6.2.

Figure 6.2. Example of a shape formed by perturbed initial states

If each of these individual perturbed initial states is propagated downstream, subject
to the same dynamical force model as was the reference solution, then at a point in
time later along the path, the ﬁnal point of each propagation segment, when plotted,
also forms a shape centered about the reference solution. However, these downstream
shapes are stretched by the dynamical forces over time causing them to diﬀer significantly from the shape formed by the initial perturbations. For clarity, Figure 6.3
illustrates the process of propagating each perturbed initial state downstream for
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a speciﬁed time interval, and the shape created by plotting the ﬁnal point of each
propagation segment.

(a) Each perturbed point is propagated down- (b) Each point is propagated over the same
stream

time interval

(c) Stretched shape formed by plotting the ﬁnal point of each
propagated segment

Figure 6.3. Propagation process of perturbed initial points

The shape formed by the ﬁnal points of each propagation segment, as illustrated in
Figure 6.3(c), represents the “truth” solution that the computed STMs will attempt
to approximate at that speciﬁc time. For a more thorough evaluation of accuracy, the
perturbed initial points are propagated for the entire length of the reference trajectory
(i.e., 10 nondimensional time units for the CR3BP case and 5 nondimensional time

225
units for the ephemeris case), and the resulting downstream “truth” shapes are plotted
at each integer nondimensional time along the path. All of these downstream plots
are illustrated along the two reference trajectories in Figure 6.4.

(a) Circular restricted three-body problem reference orbit

(b) Ephemeris reference orbit

Figure 6.4. Stretched downstream shapes illustrated along both reference
solutions

Before moving into the test cases, note that throughout the results shown below, the numerical integration method of computing the STM is referred to as the
“analytical” method, while the complex-step diﬀerentiation process is referred to as
the “numerical” method. Although the numerical integration method is not actually
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an analytic process, it produces results with an accuracy corresponding to the tolerances set within the applied numerical integration process, and, in contrast to the
complex-step diﬀerentiation method, does not rely on perturbation values deﬁned by
the user. Therefore, the labels “analytical” and “numerical” are employed to more
clearly diﬀerentiate the results from the two diﬀerent methods.
With the overall process introduced, investigation of each of the two separate test
cases (CR3BP and ephemeris) can begin. For each of these two test cases, a set of
perturbations is applied to the initial state along the reference trajectory. Then, using
the known deviation away from the reference solution of each perturbed initial point,
the calculated STMs, along with Equations (6.53) through (6.55), are employed to
approximate the deviation away from the reference solution at speciﬁed ﬁnal times
downstream. The approximated ﬁnal set of deviated points at each time is compared
to both the “truth” solution and to the corresponding result from the other STM
method. From these comparisons, conclusions regarding STM accuracy are drawn.

6.1.5.1

Circular Restricted Three-Body Problem

For the test case within the circular restricted three-body problem force model,
the deﬁnition of a perturbation structure to apply to the initial state of the reference trajectory is necessary. Figures 6.2 and 6.3(a) above show a perfectly circular,
planar perturbation, but for the purposes of this investigation, a more complicated
scenario is preferable. Since the purpose of these tests is to assess how well the STM
computation methods presented earlier match both the true solution and each other,
a more taxing test case better illustrates the eﬀects of the diﬀerent methods and
orders. By implementing a large and challenging initial perturbation, the ﬁrst-order
approximations will likely not produce adequate results thereby allowing higher-order
information to be more clearly visible. The initial perturbation applied to this test
case includes perturbations in both the position and velocity values of the initial state
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(although only position values are visible in any displayed plots). This perturbation
scheme is illustrated in Figure 6.5.

Figure 6.5. Perturbation of initial points for circular restricted three-body
problem assessment of accuracy

More speciﬁcally, this scheme consists of a circular perturbation in the x and y position values with a radius of 250km. To add a third dimension to the initial position
perturbation, a sinusoidal pattern with an amplitude of 500km is applied to the z
position values. In the case of the velocity state variables, the same circular and sinusoidal patterns are applied, but now both the circle radius and sinusoidal amplitude
are equal to 2m/s.
To create the shape of the initial perturbation scheme illustrated in Figure 6.5, a
total of 1025 points are perturbed away from the initial reference state in the manner
previously described. Therefore, the speciﬁc initial deviations associated with each
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of these perturbed points is known. Using this information, as well as the calculated
STMs and Equations (6.53) through (6.55), the approximated deviations away from
the reference trajectory at desired points downstream become available. The approximated ﬁnal deviation results are displayed later in Figures 6.6 through 6.15. Each
of these separate ﬁgures corresponds to the results associated with one of the integer
nondimensional time steps taken downstream along the reference trajectory (from 1
to 10), and in each of these ﬁgures, pane (a) illustrates the results for the analytical
STM generation process and pane (b) illustrates the results for the numerical STM
generation process. The truth solution associated with each integer nondimensional
time step, found from propagating each of the perturbed initial points downstream,
is marked with black dots. For a given integer nondimensional time value, the truth
solution is the same between the two diﬀerent panes of the associated ﬁgure.
Also displayed in each ﬁgure are the approximated ﬁnal deviation values associated
with each of the 1025 perturbed initial points. These ﬁnal deviation approximations
are colored based on order (i.e., which of Equations (6.53) through (6.55) was used
to calculate it) with ﬁrst-order approximations in blue, second-order approximations
in green, and third-order approximations in magenta. The expectation is that the
two panes of each ﬁgure will be equivalent with the higher-order solutions matching
more closely to the truth than the lower-orders. However, due to the complexity
that quickly increases when using multicomplex numbers to evaluate the dynamical
equations of motion within the complex-step diﬀerentiation process, the results for
this process are only computed up to second-order. In contrast, within the CR3BP
test case, the analytical solutions display results up to third-order.
To better explain the results depicted in Figures 6.6 through 6.15, an example
proves beneﬁcial. Figure 6.6 displays the downstream deviation results computed at
1 nondimensional time step (approximately 4.3 days) along the reference trajectory.
In this ﬁgure, pane (a) illustrates the results for the analytical STM generation process, and pane (b) illustrates the results for the numerical STM generation process.
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In both of these two image panes, the same truth solution (propagated from the initial time to 1 nondimensional time) is marked with black dots, and the point along
the reference trajectory corresponding to 1 nondimensional time is indicated by the
colored star in the center. Using the STMs generated with the analytical process, the
approximated downstream deviation values, corresponding to 1 nondimensional time
along the reference trajectory, are displayed in pane (a), with ﬁrst-order approximations in blue, second-order approximations in green, and third-order approximations
in magenta. Similarly, the approximated downstream deviation values, corresponding to 1 nondimensional time along the reference trajectory, found using the STMs
generated with the numerical process are displayed in pane (b), with the ﬁrst-order
approximations in blue and the second-order approximations in green. All of the ﬁgures associated with this test case, encompassing results from 1 nondimensional time
to 10 nondimensional time, are marked the same way.

(a) Analytical results for 1 nondimensional (b) Numerical results for 1 nondimensional
time of propagation

time of propagation

Figure 6.6. Deviation results associated with 1 nondimensional time step
along the CR3BP reference trajectory
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(a) Analytical results for 2 nondimensional (b) Numerical results for 2 nondimensional
time of propagation

time of propagation

Figure 6.7. Deviation results associated with 2 nondimensional time step
along the CR3BP reference trajectory

(a) Analytical results for 3 nondimensional (b) Numerical results for 3 nondimensional
time of propagation

time of propagation

Figure 6.8. Deviation results associated with 3 nondimensional time step
along the CR3BP reference trajectory
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(a) Analytical results for 4 nondimensional (b) Numerical results for 4 nondimensional
time of propagation

time of propagation

Figure 6.9. Deviation results associated with 4 nondimensional time step
along the CR3BP reference trajectory

(a) Analytical results for 5 nondimensional (b) Numerical results for 5 nondimensional
time of propagation

time of propagation

Figure 6.10. Deviation results associated with 5 nondimensional time step
along the CR3BP reference trajectory
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(a) Analytical results for 6 nondimensional (b) Numerical results for 6 nondimensional
time of propagation

time of propagation

Figure 6.11. Deviation results associated with 6 nondimensional time step
along the CR3BP reference trajectory

(a) Analytical results for 7 nondimensional (b) Numerical results for 7 nondimensional
time of propagation

time of propagation

Figure 6.12. Deviation results associated with 7 nondimensional time step
along the CR3BP reference trajectory

(a) Analytical results for 8 nondimensional (b) Numerical results for 8 nondimensional
time of propagation

time of propagation

Figure 6.13. Deviation results associated with 8 nondimensional time step
along the CR3BP reference trajectory
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(a) Analytical results for 9 nondimensional (b) Numerical results for 9 nondimensional
time of propagation

time of propagation

Figure 6.14. Deviation results associated with 9 nondimensional time step
along the CR3BP reference trajectory

(a) Analytical results for 10 nondimensional (b) Numerical results for 10 nondimensional
time of propagation

time of propagation

Figure 6.15. Deviation results associated with 10 nondimensional time
step along the CR3BP reference trajectory

Based on the ﬁgures shown above, the STMs generated using the analytical and
numerical approaches are very similar. This statement is supported by the fact that
for each ﬁgure displayed above, the blue ﬁrst-order curve from pane (a) visually
matches the blue ﬁrst-order curve from pane (b). The same is true for the green
second-order curves. This visual result indicates that the complex-step diﬀerentiation process performs similarly to the numerical integration process and may be a
good candidate for situations when numerical integration proves too cumbersome.
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Also from the above ﬁgures, as the order of the approximations increase, the results
more closely match the truth curve. While an inﬁnite-order approximation is required
to perfectly replicate the truth solution, the second-order green solutions match the
truth better than the ﬁrst-order blue solutions. In the analytical results shown in
pane (a) of each ﬁgure, the third-order magenta curves match the truth solution
still better than did the second-order green curves. However, based on these results,
which started from a substantial initial perturbation, the small amount of additional
information provided by the third-order approximation may not be worth the additional computational time required to compute it. The diﬀerence between these
two approximations is also likely to decrease as the initial perturbation size becomes
smaller. However, this trade-oﬀ decision is left to the user and may be diﬀerent for
diﬀerent scenarios.
While the results displayed in Figures 6.6 through 6.15 match extremely well when
considered visually, a visual inspection is not a suﬃcient comparison. To remedy this
issue, at each integer nondimensional time step along the reference trajectory, a Root
Mean Square (RMS) process is applied to compare the approximation values to each
other and to the truth. These RMS results are displayed in Figure 6.16 with the
comparison between the analytical approximations and the truth illustrated in pane
(a), the comparison between the numerical approximations and the truth illustrated
in pane (b), and the comparison of the analytical approximations and the numerical
approximations to each other illustrated in pane (c). However, note the colors in the
ﬁgure. The ﬁrst-order values are now shown in blue, the second-order values in red,
and the third-order values in green.
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(a) Comparison of analytical approximations to (b) Comparison of numerical approximations to
the truth

the truth

(c) Comparison of analytical approximations to numerical approximations

Figure 6.16. Comparison of approximation results to the truth and to
each other in the CR3BP test case

Panes (a) and (b) of Figure 6.16, illustrating both the comparison of the analytical approximations to the truth and of the numerical approximations to the truth
respectively, readily conﬁrm the previous statement, that as the order of the approximations increase, the approximations more closely match the truth solution. However,
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pane (c) of the ﬁgure proves that while the STMs generated from the two diﬀerent
methods produce similar results, the results are not identical. When comparing the
ﬁrst-order approximations obtained from both the numerical and analytical processes,
the results diﬀer by at most about 1e − 8, based on the RMS results along the entire
reference trajectory. In the case of the second-order approximations, these RMS results diﬀer by at most just below 1e − 6. However, when considering the processes
through which each of these approximations was obtained, these results make sense
and are quite acceptable. In the case of the complex-step diﬀerentiation process, an
additional numerical process is required for each additional order of STM desired.
Each of these separate numerical processes contains a small amount of numerical error. However, when these processes are performed in sequence, as is the case when
approximating a higher-order STM, the amount of numerical error compounds. This
increase in numerical error explains why the diﬀerence between the second-order results of the numerical and analytical processes is greater than the diﬀerence between
the ﬁrst-order results. Overall, based on the analysis presented in this section, when
computing the STM subject to the CR3BP force model, the complex-step diﬀerentiation process is an adequate replacement for the numerical integration process when
necessary.

6.1.5.2

Ephemeris Problem

For the test case within the ephemeris force model, the same procedure implemented for the CR3BP case is employed. The perturbations applied to the initial
point along the reference trajectory are the same as are the contents of the approximation plots. The only diﬀerences between this test case and the previous one
include the reference trajectory and the order to which the analytical approximations
are computed. The reference trajectory begins from the same initial state but is
now propagated for half the previous time using the ephemeris force model instead
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of the CR3BP force model. As for the order to which the analytical approximations
are computed, due to the complexity of the ephemeris force model dynamical system equations of motion, both the analytical and numerical approximations are now
extended only to second-order. Following the same organizational structure as the
previous test case, Figures 6.17 through 6.21 display the approximated ﬁnal deviation results for the integer nondimensional time steps from 1 to 5 with the reference
trajectory point marked by the colored point in the center, the truth solution indicated with black dots, the ﬁrst-order approximation in blue, and the second-order
approximation in green.

(a) Analytical results for 1 nondimensional (b) Numerical results for 1 nondimensional
time of propagation

time of propagation

Figure 6.17. Deviation results associated with 1 nondimensional time step
along the ephemeris reference trajectory
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(a) Analytical results for 2 nondimensional (b) Numerical results for 2 nondimensional
time of propagation

time of propagation

Figure 6.18. Deviation results associated with 2 nondimensional time step
along the ephemeris reference trajectory

(a) Analytical results for 3 nondimensional (b) Numerical results for 3 nondimensional
time of propagation

time of propagation

Figure 6.19. Deviation results associated with 3 nondimensional time step
along the ephemeris reference trajectory
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(a) Analytical results for 4 nondimensional (b) Numerical results for 4 nondimensional
time of propagation

time of propagation

Figure 6.20. Deviation results associated with 4 nondimensional time step
along the ephemeris reference trajectory

(a) Analytical results for 5 nondimensional (b) Numerical results for 5 nondimensional
time of propagation

time of propagation

Figure 6.21. Deviation results associated with 5 nondimensional time step
along the ephemeris reference trajectory

As was apparent from the CR3BP test case results, the results depicted in the
previous ﬁgures visually illustrate a strong similarity between the numerical and analytical approximations. Also, as expected, the second-order approximations match the
truth much more closely than do the ﬁrst-order approximations. However, extending
beyond a visual inspection, by applying an RMS process to evaluate the diﬀerences
between the two approximation schemes, is again necessary. These RMS results are
depicted in Figure 6.22 which employs the same color scheme as Figure 6.16.
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(a) Comparison of analytical approximations to (b) Comparison of numerical approximations to
the truth

the truth

(c) Comparison of analytical approximations to numerical approximations

Figure 6.22. Comparison of approximation results to the truth and to
each other in the ephemeris test case

Panes (a) and (b) of Figure 6.22, which show the comparisons of the analytical
approximations to the truth, and of the numerical approximations to the truth respectively, support the concept that as the order of the approximations increase, they
more closely match the truth solution. However, as was also the case in the CR3BP
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test, pane (c) of the ﬁgure proves that the approximation results generated from the
two diﬀerent methods are not exactly the same. While the diﬀerent approximation
results are not identical for any order, the two curves displayed in the ephemeris case
are much more similar to each other than was apparent in the CR3BP test case.
When comparing the ﬁrst and second-order approximations obtained from both the
numerical and analytical processes, the results diﬀer by at most just below 1e − 3.
The reasoning provided in the previous section discussing that the two second-order
approximations display slightly worse agreement than do the two ﬁrst-order approximations also holds true in this ephemeris scenario. Therefore, based on the analysis
presented in this section, when computing the STM subject to an ephemeris force
model, the complex-step diﬀerentiation process is again an adequate replacement for
the numerical integration process when necessary.

6.1.6

Useful Property Of Higher-Order State Transition Matrices

For a trajectory consisting of multiple segments separated by nodes or patchpoints,
it is often necessary to compute the STM (to whatever order desired) relating each of
the points along the path to several of the others. However, the generation of STM
values requires both time and computational resources, neither of which are usually
available in abundance. Therefore, a process through which desired STM values are
obtained while reducing the total number of necessary numerical integrations is quite
appealing. By leveraging certain properties of the STMs themselves, such a process,
where many STM values become available from the explicit calculation of a few,
appears. However, the exploitation of these particular STM properties relies heavily
upon knowledge of STM inverses. For application to a ﬁrst-order STM, the inverse
evaluation is well-known and displayed for reference as follows,
Ψi,a = Φ−1
i,a

(6.56)
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The inverse for a second-order STM, evaluated via the series reversion process used
by Park and Scheeres [21], yields the equation
Ψi,a,b = −Ψi,α Φα,j,k Ψj,a Ψk,b

(6.57)

By repeating and extending the series reversion process, third and fourth-order STM
inverse equations appear as
Ψi,a,b,c = −[Ψi,α Φα,j,k,l + Ψi,α,β (Φα,j Φβ,k,l + Φα,j,k Φβ,l +

(6.58)

Φα,j,l Φβ,k )]Ψj,a Ψk,b Ψl,c
and
Ψi,a,b,c,d = −[Ψi,α Φα,j,k,l,m + Ψi,α,β (Φα,j,k,l Φβ,m + Φα,j,k,m Φβ,l +
Φα,j,l,m Φβ,k + Φα,j,k Φβ,l,m + Φα,j,l Φβ,k,m + Φα,j,m Φβ,k,l +
Φα,j Φβ,k,l,m ) + Ψi,α,β,γ (Φα,j,k Φβ,l Φγ,m + Φα,j,l Φβ,k Φγ,m +

(6.59)

Φα,j,m Φβ,k Φγ,l + Φα,j Φβ,k,l Φγ,m + Φα,j Φβ,k,m Φγ,l +
Φα,j Φβ,k Φγ,l,m )]Ψj,a Ψk,b Ψl,c Ψm,d
The beneﬁt and power of these inverse STMs lie in the relationships that are constructed by exploiting them. By combining matrix STMs and their inverses, new
values are generated without requiring additional integration [21]. For clarity, consider Figure 6.23.

Figure 6.23. General multi-segment trajectory path, illustrating points o,
r, s, and f
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Figure 6.23 illustrates a general trajectory path consisting of ﬁve nodes linked by four
arcs. Four of the nodes are labeled with the letters o, r, s, and f . If the STM relating
point o to point s is known and the inverse of the STM relating point o to point r is
also known, then the STM relating point r to point s is constructed using
Φi,a (ts , tr ) = [Φ(ts , t0 )Φ−1 (tr , t0 )]i,a = Φi,α (ts , t0 )Ψα,a (t0 , tr )

(6.60)

where the known values are simply plugged into the equation and no additional
numerical integration is necessary. A similar equation exists for use within the secondorder arena. This second-order equation, is written in the form
Φi,a,b (ts , tr ) = Φi,α (ts , t0 )Ψα,a,b (t0 , tr ) + Φi,α,β (ts , t0 )Ψα,a (t0 , tr )Ψβ,b (t0 , tr )

(6.61)

This expression exploits known information relating points o and s, as well as an
established model for the relationship between points o and r; the second-order STM
relating point r to point s then emerges. Park and Scheeres [21] also display these
equations extended to both third and fourth-orders. Applying the same notation as
shown above, these two higher-order equations are written as
Φi,a,b,c (ts , tr ) = Φi,α (ts , t0 )Ψα,a,b,c (t0 , tr )+
Φi,α,β (ts , t0 )(Ψα,a (t0 , tr )Ψβ,b,c (t0 , tr ) + Ψα,a,b (t0 , tr )Ψβ,c (t0 , tr )+
Ψα,a,c (t0 , tr )Ψβ,b (t0 , tr )) + Φi,α,β,γ (ts , t0 )Ψα,a (t0 , tr )Ψβ,b (t0 , tr )Ψγ,c (t0 , tr )

(6.62)
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and
Φi,a,b,c,d (ts , tr ) = Φi,α (ts , t0 )Ψα,a,b,c,d (t0 , tr )+
Φi,α,β (ts , t0 )(Ψα,a,b,c (t0 , tr )Ψβ,d (t0 , tr ) + Ψα,a,b,d (t0 , tr )Ψβ,c (t0 , tr )+
Ψα,a,c,d (t0 , tr )Ψβ,b (t0 , tr ) + Ψα,a,b (t0 , tr )Ψβ,c,d (t0 , tr )+
Ψα,a,c (t0 , tr )Ψβ,b,d (t0 , tr ) + Ψα,a,d (t0 , tr )Ψβ,b,c (t0 , tr )+
Ψα,a (t0 , tr )Ψβ,b,c,d (t0 , tr )) + Φi,α,β,γ (Ψα,a,b (t0 , tr )Ψβ,c (t0 , tr )Ψγ,d (t0 , tr )+

(6.63)

Ψα,a,c (t0 , tr )Ψβ,b (t0 , tr )Ψγ,d (t0 , tr ) + Ψα,a,d (t0 , tr )Ψβ,b (t0 , tr )Ψγ,c (t0 , tr )+
Ψα,a (t0 , tr )Ψβ,b,c (t0 , tr )Ψγ,d (t0 , tr ) + Ψα,a (t0 , tr )Ψβ,b,d (t0 , tr )Ψγ,c (t0 , tr )+
Ψα,a (t0 , tr )Ψβ,b (t0 , tr )Ψγ,c,d (t0 , tr ))+
Φi,α,β,γ,δ (ts , t0 )Ψα,a (t0 , tr )Ψβ,b (t0 , tr )Ψγ,c (t0 , tr )Ψδ,d (t0 , tr )
By utilizing the above equations, many additional STM values become available without the increased time and computational load required by numerical integration
processes. This capability becomes important later in this document.

6.2

Higher-Order Local Lyapunov Exponents

In the discussion regarding the computation of ﬁrst-order Local Lyapunov Exponents (LLEs), presented earlier in this document, an LLE value associated with
a particular trajectory segment is directly dependent on the STM corresponding to
that segment. However, based on the previous sections of this chapter, as the order
increases beyond ﬁrst-order, the associated STMs change from two-dimensional matrices to higher-dimensional tensors. Therefore, to obtain the LLE value associated
with a higher-order tensor STM, the LLE computation process must adapt accordingly. The goal of this section is to present a process for computing higher-order LLE
values. To begin this discussion, an appropriate place to start is with techniques to
manipulate or shape the higher-order tensor STMs into more useful forms.
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6.2.1

Tensor Manipulation

For a ﬁrst-order STM, in the form of a 6 × 6 matrix (second-order tensor), manipulation as required by Equations (4.1) and (4.2) is straightforward and familiar. In
contrast, for a second-order STM, in the form of a third-order, or 6×6×6, tensor, even
seemingly simple mathematical processes exhibit large increases in complexity. For
this application, tensor manipulation methodologies are a key capability to construct
higher-order local Lyapunov exponents.
To pursue tensor manipulation methodologies, only one tensor is actually required.
This tensor, which is third-order and comprised of 216 (6 × 6 × 6) real numbers, is
denoted P such that P ∈ IR6×6×6 . Since each third-order tensor in this investigation
contains a 6 × 6 × 6 grid of real numbers, each “slice”, or sub-matrix, is comprised of
a 6 × 6 matrix of real numbers. To distinguish between diﬀerent slices, or matrices,
within a tensor, speciﬁc notation is introduced. Therefore, with the ﬁrst and second
coordinates representing the row and column, and the third coordinate representing
the particular 6 × 6 matrix slice, the full ith slice of the tensor P is denoted as
Pi = P(:, :, i) where Pi is a single “slice” or 6 × 6 matrix of real numbers.
Given a basic deﬁnition for the tensor P and the individual slices that comprise P,
the representation of a third-order tensor as a second-order tensor, or two-dimensional
matrix, is more straightforward. This process is described by Majji, Junkins, and
Turner [23, 24] and, essentially, involves stacking individual slices of the third-order
tensor, P, side by side to form a 6 × 36 matrix. In more mathematical terms, the
matrix representation of a third-order tensor, P, (size N × N × N ) is of size N × N 2
and denoted ΘP . In equation form, the individual elements in ΘP , where i1 , i2 , and
i3 each individually assume the values from 1 to 6, are written as
ΘP (i1 , i2 + N (i3 − 1)) = P(i1 , i2 , i3 )

(6.64)
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This same process is extended to higher-order tensors as well. To represent a kthorder tensor, P, as a two dimensional matrix of size N × N k−1 , assuming that the
length of each dimension of P is equal to N , the following relationship is developed,
ΘP (i1 , i2 + N (i3 − 1) + N 2 (i4 − 1) + . . . + N k−2 (ik − 1)) = P(i1 , i2 , . . . , ik ) (6.65)
where i1 , i2 , . . . , ik each individually assume the values from 1 to N [23,24]. Similarly,
representation of a kth-order tensor, P, as a vector, or ﬁrst-order tensor, is also
possible. To create such a representation, denoted ΞP , each separate column of tensor
P is stacked, one on top of the other. This stacking process is illustrated as
h

ΞP = P(:, 1, 1)

T

T

P(:, 2, 1) . . . P(:, 6, 1)

T

T

T

P(:, 1, 2) . . . P(:, 6, 2) . . . P(:, 6, 6)

T

iT

(6.66)
Written diﬀerently, the individual values within ΞP , where i1 , i2 , and i3 each individually assume the values from 1 to 6, are deﬁned as follows,
ΞP (i1 + N (i2 − 1) + N 2 (i3 − 1), 1) = P(i1 , i2 , i3 )

(6.67)

Consistent with the previous matrix representations, the vector representation deﬁned
in Equation (6.67) is directly extended to higher-order tensors. This extension only
requires that the pattern in Equation (6.67) be continued for the desired number of
terms [23, 24].
A ﬁnal enabling process is one of multiplying the matrix representation of a tensor
by a vector. In linear algebra, the multiplication of a matrix by a vector is well deﬁned
assuming that the dimensions of the matrix and vector are consistent. That is, the
number of columns in the matrix must be equal to the number of elements in the
vector. So, a 2 × 3 matrix can be multiplied by a 3 × 1 vector, but a 2 × 3 matrix
cannot be multiplied by a 2 × 1 vector. For the applications in this analysis, there
are six state variables; thus, any third-order tensors possess dimensions 6 × 6 × 6.
When these tensors are represented as matrices, the matrix size becomes 6 × 36. This
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resulting matrix size introduces a challenging multiplication problem because a 6 × 36
matrix cannot be directly multiplied by a 6 × 1 state vector. However, returning to
the work of Majji, Junkins, and Turner, a solution to this multiplication problem is
available [23,24]. Before multiplying the matrix by the vector, the Kronecker product
is leveraged between a 6 × 6 identity matrix and the 6 × 1 vector. Based on the
properties of the Kronecker product, the result of this action is a 36 × 6 matrix rather
than the 6 × 1 vector that results from standard multiplication. Then returning to
the standard rules of matrix multiplication, the 6 × 36 matrix representation of the
third-order tensor is directly multiplied by the 36 × 6 Kronecker product, resulting in
a single 6 × 6 matrix [23, 24]. All of the necessary tools for tensor manipulation are
now in place and applicable to the computation of higher-order LLE values.

6.2.2

Computation Of Higher-Order Local Lyapunov Exponents

To construct higher-order LLE values, the goal is an implementation of the same
procedure that was previously exploited to construct ﬁrst-order LLE values. The
appropriate sequence involves the following steps: multiply the transpose of the STM
by the STM itself (the resulting matrix is denoted the Cauchy-Green Tensor [15]),
determine the maximum eigenvalue, evaluate the square root followed by the natural
logarithm to obtain the LLE value. Implementing this process for higher-order LLEs
involves a tensor rather than a matrix, which increases the complexity signiﬁcantly.
Also, the variational equations associated with higher-order cases consist of several
terms rather than the single term present in the ﬁrst-order case (see Equations (6.53)
through (6.55)). However, by employing the established tensor manipulation procedures, the process to construct higher-order LLE values mirrors the steps to produce
the ﬁrst-order LLE values. For the ﬁrst-order STMs, recall the variational equation,
δx(t0 + T ) = Φ(t0 + T, t0 )δx(t0 )

(6.68)
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Dividing both sides by the variation at the initial time results in the isolation of the
STM on the right side of the equation. As detailed by Short, the transpose of the
STM is multiplied by the original STM and the eigenvalues for this matrix product
are easily obtained [15]. The maximum from among these eigenvalues forms the core
basis for the ﬁrst-order LLE. Extending the Taylor series to second-order, yields the
variational equation
1
δx(t0 + T ) = Φ(t0 + T, t0 )δx(t0 ) + Φ(t0 + T, t0 )δx(t0 )δx(t0 )
2

(6.69)

By factoring out an initial deviation, δx(t0 ), from both terms of the right side of
Equation (6.69), Equation (6.69) is rewritten as
δx(t0 + T ) = Ωδx(t0 )

(6.70)

1
Ω = Φ(t0 + T, t0 ) + Φ(t0 + T, t0 )δx(t0 )
2

(6.71)

where

In theory, to be consistent with the ﬁrst-order LLE computation process, the transpose of the expression in Equation (6.71) is multiplied by the expression itself and
then, the eigenvalues are produced. However, Φ(t0 + T, t0 ) is a third-order tensor
rather than a matrix and so multiplication by the vector, δx(t0 ), is not possible. Also,
the value of the vector δx(t0 ) is unknown. However, using the tensor manipulation
processes presented previously, Ω is rewritten as
1
Ω = Φ(t0 + T, t0 ) + ΘΦ (t0 + T, t0 )[I6 ⊗ δx(t0 )]
2

(6.72)

The completion of the Kronecker product in Equation (6.72) (indicated by the ⊗
symbol) results in a 36 × 6 matrix which is compatible for multiplication by the 6 × 36
matrix representation of the third-order tensor that is the second-order STM. The
implementation of the Kronecker product and matrix multiplication leaves the second
term of the expression as a 6 × 6 matrix. Since the ﬁrst-order STM, Φ(t0 + T, t0 ),
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is also a 6 × 6 matrix, the two terms of the expression are directly added yielding
another 6 × 6 matrix. By substituting this new matrix into Equation (4.1), in place
of Φ(t0 + T, t0 ), the LLE value that emerges includes more realistic second-order
sensitivity information due to the inclusion of the second-order STM in the process.
Through the tensor manipulation techniques from the previous section, this same
process is also applicable to higher-order scenarios.
While the process of constructing the second-order LLE value is now straightforward and nearly identical to the ﬁrst-order steps, the unknown value of δx(t0 ) in
Equation (6.72) remains. The simple solution is to select values to use for this initial
deviation. Since the same equation, and therefore, the same initial deviation is used
for all second-order LLE computations, the results will be consistent regardless of the
speciﬁc variation values chosen. Therefore, for the purposes of this investigation, the
initial deviation values are selected as
⎡

⎤

⎡

⎤

0.05774km
δx(t0 )
⎥ ⎢
⎥
⎢
⎥ ⎢
⎥
⎢
⎢δy(t0 )⎥ ⎢ 0.05774km ⎥
⎥ ⎢
⎥
⎡
⎤ ⎡
⎤ ⎢
⎥ ⎢
⎥
⎢
⎢δz(t0 )⎥ ⎢ 0.05774km ⎥
0.1km
δ r(t0 )
⎥
⎢
⎥
⎢
⎣
⎦
⎣
⎦
=
=⎢
δx(t0 ) =
⎥=⎢
⎥
⎢δẋ(t0 )⎥ ⎢0.00058m/s⎥
0.001m/s
δv(t0 )
⎥ ⎢
⎥
⎢
⎥ ⎢
⎥
⎢
⎢δẏ(t0 )⎥ ⎢0.00058m/s⎥
⎦ ⎣
⎦
⎣
δż(t0 )
0.00058m/s

(6.73)

Given this initial deviation vector, Ω is evaluated, and the second-order LLE values
become available. Thus, the process illustrated by Equations (4.1) and (4.2) for the
ﬁrst-order LLE now also applies to the second-order LLE. The only diﬀerence is the
speciﬁc 6 × 6 matrix (Φ or Ω) that is employed within the equations. This LLE
computation process also applies directly to higher orders.
The purpose of this chapter thus far has been to enact procedures through which
higher-order, nonlinear information is incorporated into the previously established
processes of generating state transition matrices and computing local Lyapunov expo-
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nents. However, while the inclusion of higher-order information into these processes is
now clear, a question still remains. That question is, for a particular trajectory within
a speciﬁed dynamical force model, what order solution is appropriate to suﬃciently
approximate the true nonlinear dynamics present within the system? The answer to
this question depends heavily upon the speciﬁc application, and even within a single
trajectory, the answer may not always remain the same. For example, a trajectory in
a highly sensitive dynamical region may require a correspondingly high-order approximation to capture the intricacies of the governing dynamics, but as the spacecraft
moves farther into deep space, and away from celestial bodies, a ﬁrst-order approximation may be perfectly suﬃcient. Insight into the appropriate order of nonlinear
information required for a particular scenario is valuable. Such knowledge enables a
balance to be struck between the beneﬁts of increasingly accurate information and
the corresponding increases in required computational time. The following section
explores the possibility of detecting the amount of nonlinearity present within a trajectory.

6.3

Nonlinearity Detection

In the literature, many diﬀerent procedures are presented to detect and quantify
nonlinearity along individual trajectory segments. For example, methodologies are
presented by DeMars, Junkins et al., and Park et al., as well as others [20, 22, 42, 43].
Each of these methodologies approaches the problem of detecting nonlinearity in a
slightly diﬀerent way. For example, in the dissertation by DeMars, the author proposes a process involving the determination of the diﬀerential entropy for a linearized
system while contemporaneously determining the diﬀerential entropy for a nonlinear
system. These two entropy values are compared and when the two values deviate
by a speciﬁed amount, nonlinearity is said to be aﬀecting the solution [42]. DeMars
then utilizes the knowledge that nonlinearity is aﬀecting the solution to implement a
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Gaussian splitting procedure [42]. While the procedure developed by DeMars oﬀers a
reliable method for detecting nonlinearity along a trajectory path, the implementation
of this process, as well as the information obtained from it, deviates from the goals
of this investigation, i.e., the determination of which order STM and therefore LLE
information best aides the placement of nodes along a trajectory segment. Therefore,
the search for a more appropriate procedure continues.
Junkins and Singla also oﬀer insight into the detection of nonlinearity present
within a dynamical system [43]. However, these authors approach the problem from
the standpoint of the speciﬁc coordinate system employed. From their work, Junkins
and Singla ﬁnd that diﬀerent coordinate systems display diﬀerent levels of nonlinearity. For example, for a particular problem, Cartesian coordinates may exhibit more
or less nonlinearity than equinoctial coordinates, or vice versa. Therefore, by intelligently selecting an appropriate coordinate system, the eﬀects of nonlinearity upon
a system may be reduced. However, as was also the case for the work performed by
DeMars, the approach deﬁned by Junkins and Singla varies from the goals of this
investigation. Therefore, additional methodologies must be evaluated.
In contrast to both DeMars and Junkins et al., Park et al. propose a process
for evaluating the nonlinearity present along a trajectory segment through the use
of higher-order state transition matrices [20, 22]. In this method, Park compares the
deviations away from a reference solution at a speciﬁed time, as predicted by diﬀerent
order STMs, to the “true” deviations found from propagating the initially perturbed
states downstream. For a particular order STM, if the two diﬀerent deviations agree
well, then the current-order STM adequately represents the true nonlinear dynamics
along the segment. However, if the two diﬀerent deviations do not agree, then a
higher-order STM is necessary. As the order of the STM increases, this comparison
process repeats until an order is found where the STM approximates the true dynamics to the satisfaction or requirements of the user. Since a signiﬁcant portion of
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this current investigation deals with the calculation of higher-order STM values, this
method presented by Park et al. aligns well with the current goals.
The nonlinearity detection method proposed by Park et al. functions quite similarly to the earlier section of this document, where the accuracy of diﬀerent order STM
approximations was assessed. In both of these situations, the predicted downstream
deviation is compared to the actual downstream deviation to gain insight into how
well higher-order STMs approximate the true dynamical behavior. More speciﬁcally,
Park’s detection method is written in equation form as
m

η (t, t0 ) ,


sup
i = 1, . . . , n
k = 1, . . . , N

0
∗
0
|δxm
i (t; δxk , t0 ) − δxi (t; δxk , t0 )|
|δx∗i (t; δxk0 , t0 )|


(6.74)

0
In Equation (6.74), the value δxm
i (t; δxk , t0 ) represents the deviation away from the

reference solution at time t as approximated using the mth-order STM and the initial
deviation, δx0k . The value δxi∗ (t; δxk0 , t0 ) represents the “true” deviation away from
the reference solution at time t based on propagation of the initial deviation, δx0k ,
downstream. Subtracting the true deviation from the approximated deviation and
then dividing this result by the true deviation, as illustrated in Equation (6.74), eﬀectively produces a percent diﬀerence between the two values. However, the subscripts
in the equation indicate that this percent diﬀerence calculation is computed for each
of the six state variables, i, associated with every perturbed point, k. Recalling that,
in this particular case, 1025 points were used in the earlier assessment of accuracy,
evaluating Equation (6.74) for each state variable, i, associated with all 1025 k points
results in 6150 total computations. The “sup” function shown in Equation (6.74)
then indicates that the supremum value, or overall maximum of all of the individual 6150 percent diﬀerence results, is located. This supremum value, denoted η m in
Equation (6.74), quantiﬁes the ability of the mth-order STM to approximate the true
nonlinear dynamics along the path. Small values of η m indicate that the current order
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STM is adequate, but larger values of η m indicate that a higher-order approximation
should be considered.
To provide more intuition regarding normal values of η m , Equation (6.74) is evaluated separately for each of the ﬁve individual segments composing the minimal node
solution associated with the approximated EM1 trajectory originally displayed in Figure 3.22. For reference, these ﬁve separate segments are shown again in Figure 6.24
below, where they are marked in red, blue, yellow, magenta, and cyan respectively.

Figure 6.24. Five separate segments of minimal node solution associated
with approximated EM1 trajectory

For each of the ﬁve segments, using only the one initial perturbation point deﬁned in
Equation (6.73), Equation (6.74) is evaluated to ﬁrst-order (i.e., m = 1). The results
of this ﬁrst-order evaluation are displayed in Table 6.1.
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Table 6.1. Quantity of nonlinearity present along each segment of the
approximated EM1 trajectory
Segment

η1

1

4.41197e − 2

2

6.44288e − 4

3

1.28351e − 5

4

6.76520e − 4

5

2.46404e − 2

In Table 6.1, the largest calculated value of η 1 is equal to 4.41197e−2 and is associated
with the ﬁrst segment of the EM1 trajectory, shown in red in Figure 6.24. The
smallest calculated value of η 1 is equal to 1.28351e − 5 and corresponds to the third
segment of the EM1 trajectory, shown in yellow in Figure 6.24. While all of the
values shown in Table 6.1 are quite small, they do span three diﬀerent orders of
magnitude. Therefore, at this point, a user must specify a critical value, denoted
, that deﬁnes the requirement for the current-order approximation to be deemed
adequate. In other words, once a value  is deﬁned by the user, any segments with
η 1 values below  indicate approximations that meet the user’s requirements, but
any segments with η 1 values above  indicate that a higher-order STM is required
to satisfy the user’s speciﬁcations for that segment. Therefore, the quality of the
ﬁrst-order approximations, displayed in Table 6.1, depend on the particular  value
that is speciﬁed. For example, if  = 1, all of the segments fall well below the required
approximation quality. However, if  = 1e − 3, then only segments 2, 3, and 4 meet
the requirements, and segments 1 and 5 must be reevaluated using a second-order
process and compared to  again.
The amount of nonlinearity present along a trajectory diﬀers for diﬀerent trajectories. To demonstrate the problem dependency of these nonlinearity values, Equation (6.74) is again evaluated, but now for each of the ﬁve separate segments com-
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posing the minimal node solution associated with a modiﬁed, noncontinuous version
of the approximated EM1 trajectory. This modiﬁed, noncontinuous version of the
approximated EM1 trajectory is displayed in Figure 6.25 where the ﬁve separate
segments are also marked in red, blue, yellow, magenta, and cyan respectively.

Figure 6.25. Five separate segments of minimal node solution associated
with the modiﬁed, noncontinuous EM1 trajectory

Again, for each of the ﬁve segments, using only the one initial perturbation point
deﬁned in Equation (6.73), Equation (6.74) is evaluated to ﬁrst-order (i.e., m = 1).
The results of this ﬁrst-order evaluation are shown in Table 6.2.

Table 6.2. Quantity of nonlinearity present along each segment of the
modiﬁed, noncontinuous EM1 trajectory
Segment

η1

1

1.75689e − 2

2

8.29459e − 5

3

1.38046e − 5

4

7.23176e − 5

5

2.70082e − 4
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In Table 6.2, the largest calculated value of η 1 is equal to 1.75689e−2 and is associated
with the ﬁrst segment of the EM1 trajectory, while the smallest calculated value of η 1
is equal to 1.38046e − 5 and corresponds to the third segment of the EM1 trajectory.
The segment numbers corresponding to the largest and smallest values of η 1 are the
same between the two trajectories displayed in Figures 6.24 and 6.25, but the speciﬁc
η 1 numbers themselves diﬀer. Also, none of the η 1 values for segments 2, 3, and 4
are the same between the two trajectories. These numerical diﬀerences indicate that
nonlinearity is distributed diﬀerently, and in diﬀerent amounts, along the two paths.
Therefore, even for the same speciﬁed value of , diﬀerent orders of information may
be required for each of the two separate trajectories.
Based on the information deﬁned and presented throughout this chapter, processes are now in place to detect the speciﬁc amount of nonlinearity present along
a trajectory segment, and then to use this information to calculate the STM and
LLE values, at the desired order, corresponding to that segment. These processes
enable the development of an updated automated patch point placement algorithm
capable of employing nonlinear information when both assessing the sensitivity along
a trajectory and placing new patch points. The following chapter explores the details
and requirements of such an algorithm, as well as its construction. Then, after the
assembly of the new automated patch point placement algorithm is complete, new
nodes are placed along the EM1 trajectory utilizing information to various diﬀerent
orders, and the resulting point conﬁgurations are evaluated.
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7. INVESTIGATION RESULTS
All of the preceding chapters have laid the foundation necessary to develop and implement an automated patch point placement process. This foundation of tools includes
the generation of state transition matrices, the computation of local Lyapunov exponents, the evaluation of potential points using the dispersion factor, two preliminary
automated point placement algorithms for ﬁrst-order scenarios, and also a hybrid
diﬀerential corrections strategy well-suited for implementation on trajectories with
newly-placed nodes. Therefore, the goal of this chapter is to employ all of these
previously developed tools for the construction of an updated, more powerful and
eﬃcient automated patch point placement capability. The results generated with this
new capability are evaluated and then subjected to diﬀerential correction using the
hybrid diﬀerential corrections strategy developed in Chapter 3.
In contrast to the automated algorithms presented in Chapter 5, which included
both segment-wise and global point placement strategies, the updated algorithm developed in this chapter employs only a global point placement formulation. The reasoning behind this choice stems from the reduced applicability of the segment-wise
strategy to real-world mission scenarios. However, while the segment-wise strategy
is no longer considered, the development and implementation of the updated global
capability, as well as the performance of the diﬀerential corrections process when applied to the results, are considered in great detail. Therefore, to begin this chapter,
a logical place to start is with the details behind the new global point placement
algorithm itself.
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7.1

Algorithm Setup

As illustrated earlier in this investigation, an automated patch point placement
capability originates with the minimal node solution. The minimal node solution
includes only the fewest possible patch points required to construct the basic framework of the trajectory. In this minimal conﬁguration, nodes are placed only at the
originating point along the trajectory, the terminal point along the path, and at any
point where a maneuver or required discontinuity occurs. The minimal node solution
associated with the approximated EM1 trajectory is depicted in Figure 3.22 via the
six colored dots along the path. With the minimal node solution deﬁned, the ten
subsequent steps describe an automated node placement algorithm applicable to any
order desired.

(a) STMs relating original points to potential points

(b) STMs relating potential points to next original points

Figure 7.1. Schematic depicting required STMs
1. Distribute Potential Points Along Trajectory And Store Point Information:
Beginning from the original minimal node solution (illustrated in Figure 3.22
and represented by the red dots and black segments in Figure 7.1), an automated node placement algorithm seeks the best places along the trajectory to
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add additional nodes. However, the algorithm must be given some potential
points to investigate and compare. Therefore, the ﬁrst step of this automated
algorithm is to distribute a set of potential points along each segment of the trajectory. In Figure 7.1, these distributed potential points are represented by the
green hash marks along the black segments. There are many ways to distribute
potential points along trajectory segments. One way is to evenly space points
in time, however, this method leads to the question of how many points should
be distributed and how far apart in time should these points be? To avoid these
questions, for this automated algorithm, potential points are distributed along
the trajectory segments based on the time steps taken by the numerical integrator when each segment is propagated. In other words, at each time step taken
along the solution path during the numerical integration process, a potential
point is placed to be evaluated.
The idea behind using the numerical integrator to distribute potential points
along the path comes from the fact that variable step size numerical integrators
take smaller steps in regions displaying more numerical curvature. Therefore,
in more complicated regions of the trajectory, potential points are distributed
more densely while in less complicated, more linear, regions of the path, fewer
potential points are distributed. As a note, for the remainder of this investigation, the points marked by red dots in Figure 7.1 (or by colored and black dots
in Figure 3.22) are referred to as “original points” since they are nodes that
already exist on the current baseline trajectory. Once all points (original points
and potential new points) are distributed along the trajectory path, the state
and time associated with each point are stored.
2. Calculate STM Between Each Original Point And All Potential Points
On Segment:
With all potential points distributed along the trajectory segments (again indicated by green hash marks along the black curves in Figure 7.1), the STM
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relating each original point to every individual potential point along the same
segment must be calculated. This process is illustrated in Figure 7.1(a). In
Figure 7.1(a), the blue arcs represent the STMs relating each original point to
each subsequent potential point. To calculate each of these separate STMs, the
state of the original red point is propagated from the initial time to the time
associated with each potential point along the path, and the STM diﬀerential
equations (to whichever order is needed) are solved by the desired method. Calculating the STMs for the original trajectory involves propagating the state of
one original point to the time of the next, as indicated by the red arcs connecting the red points in Figure 7.1(a). It is of no consequence that the trajectory is
not yet continuous in position, as is the case in Figure 7.1, since the propagation
of each original state need only last for the correct amount of time to reach the
next original point and is not aﬀected by the state of that next original point.
3. Calculate STM Between Each Potential Point On A Segment And
The Original Point On The Next Segment:
To calculate the STMs relating each potential point along a segment to the
original point on the next segment, no numerical integration is required. Using
the STM information obtained previously in Step 2, speciﬁc STM properties are
employed to compute the desired values. These STM properties are presented
earlier in Chapter 6 of this document. To more clearly illustrate which STMs
are desired in this step, the orange arcs in Figure 7.1(b) prove useful. Again, the
fact that the path is not yet continuous is not a problem since the integration
time is most important in these calculations.
4. Calculate LLE For Each STM Found In Steps 2 And 3:
With all of the required STMs in hand, the LLE value associated with each
of these STMs is calculated. These LLE calculations prove straightforward by
utilizing Equation (4.1) with either the ﬁrst-order STM, Φ, or the second-order
STM, Ω, as the equation argument.
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5. Calculate Dispersion Factor For Total Original Trajectory:
The next step in the process is to calculate the dispersion factor of the original
solution before any new nodes have been added. That is, the dispersion factor
must be found for each colored dot shown in Figure 3.22 (or for each red dot in
Figure 7.1) and these separate dispersion factors summed. This summation is
accomplished by inputting the LLE values associated with each of the original
points (calculated using the STMs associated with the red arcs in Figure 7.1)
into Equation (5.1) and adding all of the separate values together. However,
the dispersion factor does not ever need to be calculated for the ﬁnal point of
the trajectory. Since this ﬁnal point is not propagated, it is not sensitive to
perturbations and thus adds nothing to the analysis since its dispersion factor
will always be zero.
6. Calculate Dispersion Factor For Each Potential Point Along With
Remaining Original Points:
If a potential point is actually added to the trajectory, it would, from then on,
be considered one of the “original points” on a new baseline solution. Therefore,
the dispersion factor for the total original trajectory would change. The goal
of this step in the algorithm is to separately simulate what the total trajectory
dispersion factor would be if each potential point were added to the trajectory
solution. To complete this process, each potential point is assumed to be added
to the trajectory one-by-one. Then, the total trajectory dispersion factor is
calculated with this new point considered as an original point in the same
manner as discussed in the previous step. As the total dispersion factor is
calculated for each individual point being added to the trajectory, all of these
dispersion factor values are saved and stored for later use.
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7. Find Potential Point That Has Smallest Total Dispersion Factor:
In this step, all of the stored dispersion factor values for each individual potential
point from the previous step are compared, and the potential point that results
in the total trajectory with the lowest overall dispersion factor is identiﬁed.
8. Compare Minimum Potential Point Dispersion Factor To Original
Trajectory Dispersion Factor:
Now, the dispersion factor computed for the full trajectory when the best potential point is included is compared to the dispersion factor associated with the
full original trajectory. If the total trajectory dispersion factor with the best
potential point included is less than the dispersion factor of the original solution
before any new nodes have been added, then the best potential point is oﬃcially
added to the solution. If this best potential point does not result in a dispersion
factor less than that of the original trajectory, then none of the potential points
in the current distribution will decrease the total dispersion factor, and no point
is added. If this happens, there are two options to consider. The ﬁrst option
is to end the point adding process because none of the current potential points
are able to improve the solution by decreasing the total dispersion factor. The
second option is to revise the distribution of potential points along the path
and try the previous steps of the process again. However, for this investigation,
the case when no new point is added is employed as a stopping condition for
the algorithm (see Step 10).
9. Recycle Data For Next Iteration:
If a new point is added to the trajectory, the STM and LLE values associated
with the segment on which the new point is added will change, but none of
the values on other segments of the trajectory will be aﬀected. This realization
provides an opportunity for signiﬁcant recycling of information from one iteration of the algorithm to the next. With that in mind, it is valuable to detect
which segment of the trajectory the new point is added to and then perform
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new STM and LLE calculations for the points on that segment only. All other
STM and LLE values from other segments are directly passed along to the next
iteration. By reusing calculated data, an enormous amount of computational
time is saved. For example, in early stages of this algorithm, the computational
run time was decreased from 30 minutes down to 4 minutes simply by recycling
calculated values. This is a decrease in time of almost 87 percent.
10. Repeat Entire Process Until Stopping Conditions Met:
In the previous nine steps of this process, an algorithm has been laid out to add a
single new point to the original trajectory. However, in most cases, adding only
one additional node will not make a signiﬁcant diﬀerence in the performance of
a diﬀerential corrections algorithm when attempting to converge the trajectory.
Therefore, it is important to prepare for the likely event that more than one
new node will be beneﬁcial to the trajectory solution. Thus, this step of the
algorithm simply states that the entire process detailed here be repeated, adding
one new node every iteration, until a stopping condition is met. Several possible
stopping conditions are available for use, but it is the responsibility of the user
to decide which condition best meets the objectives of their speciﬁc problem.
Some common stopping conditions include, but are not limited to the following
examples:
(a) A user-speciﬁed number of additional nodes is successfully added to the
trajectory solution
(b) No new points along any segment are able to decrease the total trajectory
dispersion factor
(c) The number of total points along the trajectory reaches a maximum value
speciﬁed by the user
(d) The spacing in time between points reaches a minimum value speciﬁed by
the user.
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If one or more of these conditions is satisﬁed during the course of the iteration
process, the algorithm ends and the current updated conﬁguration of nodes is
output back to the user.

Now that the automated node placement algorithm has been detailed step by step,
a demonstration of the performance of the process on a real-world trajectory example is necessary. For this demonstration, the approximated EM1 trajectory (again
illustrated in Figure 3.22) is a well-suited application.

7.2

Algorithm Performance And Results

In this section, the objective is to apply the automated node placement process
shown above to the approximated EM1 trajectory employing both ﬁrst-order and
second-order information. This testing of the node placement algorithm is completed
in two phases. In the ﬁrst phase of testing, the node placement algorithm is used to
place new points on the previously corrected version of the approximated EM1 trajectory shown in Figures 3.22 and 6.24. Starting with the minimal node solution on
a previously corrected trajectory, it is convenient to compare the resulting node conﬁgurations generated by the algorithm. However, the ultimate goal of an automated
node placement process is to generate a node conﬁguration that is beneﬁcial to differential corrections algorithms, and placing points on a previously corrected solution
does not provide any insight into the realization of this goal. Therefore, the second
phase of testing instead makes use of the perturbed, noncontinuous version of the approximated EM1 trajectory originally displayed in Figure 6.25. Beginning from the
minimal node solution on this noncontinuous path, points are added using the automated algorithm and the results are then directly implemented within the ephemeris
hybrid two-level targeter (TLT) diﬀerential corrections scheme, as previously presented in Chapter 3. This second phase of testing provides direct information on how
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the placement of nodes along a trajectory impacts the performance of a diﬀerential
corrections algorithm.
For both of the two test phases, the automated algorithm completes eight separate passes over the trajectories. The ﬁrst pass implements the automated algorithm
employing only ﬁrst-order information. These ﬁrst-order results serve as baseline solutions to which all other results are compared. The second pass of the algorithm
places points along the trajectories using only second-order information. The remaining six passes of the algorithm involve the six diﬀerent mixed-order cases that
are possible for each trajectory as discussed in the nonlinearity detection section of
the previous chapter. For each of the eight scenarios carried out on both trajectories,
30 patch points are placed on the minimal node solutions in groups of 10. The purely
ﬁrst and second-order results for both test phases are presented next, followed by the
mixed-order cases.
As a starting place for the ﬁrst phase of testing, the minimal node solution for
the converged EM1 trajectory is required. This solution is illustrated in Figure 6.24.
From this starting point, 30 nodes are placed along the trajectory using the automated algorithm. The resulting node conﬁgurations from both the purely ﬁrst-order
algorithm and the purely second-order algorithm respectively are illustrated in both
panes of Figure 7.2.
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(a) Nodes placed using a purely ﬁrst-order scheme

(b) Nodes placed using a purely second-order scheme

Figure 7.2. Node placement results for converged EM1 path

When investigating the results displayed in Figure 7.2, it is ﬁrst necessary to understand what is being shown in the ﬁgure. As indicated by the legend, the black curves
represent the path of the spacecraft as it travels along the trajectory. The green curve
indicates a small piece of the DRO propagated using an ephemeris force model. One
of the constraints imposed upon the actual EM1 mission is that the spacecraft must
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remain on the DRO for at least six days. Therefore, the spacecraft curve in black
should be identical to the green DRO curve throughout the entire third segment of
the trajectory path. This coinciding behavior is clearly evident in Figure 7.2. Beyond
the two curves displayed in the ﬁgure, many diﬀerent colored dots are also plotted.
These dots represent nodes, or patch points, that exist upon the EM1 trajectory. The
six blue dots (positioned at the beginning and end of the path as well as at each maneuver location) mark the original minimal node solution to which additional nodes
have been added. The red dots denote the ﬁrst ten nodes added to the path out of
the total 30. The green dots then denote the second group of ten nodes added to
the path, and the yellow dots mark the ﬁnal ten nodes added. When comparing the
two panes in Figure 7.2 to each other, the black curves, green DRO curve, and blue
minimal node solution dots are all identical. However, the red, green, and yellow dots
provide valuable insight into the diﬀerences between the ﬁrst-order (Figure 7.2(a))
and the second-order algorithms (Figure 7.2(b)).
In Chapter 4, a time history of LLE values, or sensitivities, along this EM1 trajectory was calculated and displayed in the form of LLE proﬁles and an LLE surface.
Based on this information, intuitively the most sensitive regions along the EM1 path
are those areas close to the Earth and the Moon. Therefore, placing more nodes
near these sensitive regions should be beneﬁcial. In both the ﬁrst and second-order
scenarios illustrated in Figure 7.2 panes (a) and (b) respectively, more nodes are in
fact placed near the Earth and the Moon, as expected. However, investigation of the
speciﬁc diﬀerences that appear between the two conﬁgurations is more interesting.
When considering the grouping of nodes close to the Earth (at the start of the
trajectory when departing the Earth and at the end of the trajectory when returning
to the Earth), the ﬁrst-order algorithm places many nodes on both the departure leg
and the return leg. In contrast, the second-order algorithm places no nodes at all
on the return leg near the Earth, but still places several nodes on the departure leg.
The reasoning behind this speciﬁc diﬀerence between the two solutions is not fully
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understood, and thus further exploration into this behavior is desirable. However,
continuing along the trajectory path, both of the close passes of the spacecraft by the
Moon also provide insight into the performance of the automated algorithm. In the
ﬁrst-order scenario, additional nodes are placed both immediately before and after
the original node marking the ﬁrst lunar ﬂyby maneuver. For the second lunar ﬂyby
however, nodes are placed closely before the original point marking the maneuver, but
no nodes are placed anywhere near the original point after the maneuver is completed.
Looking closely at the region near the Moon in the second-order case, yields results
that are signiﬁcantly diﬀerent from those of the ﬁrst-order case. For the ﬁrst lunar
ﬂyby, no new nodes are added near the original point before the ﬂyby, but several
new nodes are added immediately after the ﬂyby is completed. In the case of the
second lunar pass, no nodes are added in the vicinity of the original point at all.
The next comparison needed between Figure 7.2 panes (a) and (b) involves the
placement of nodes along the EM1 trajectory in space away from either of the primary
bodies. In several cases, both scenarios behave similarly in terms of placing nodes
along the trajectory away from the celestial bodies. For example, after the Earth
departure segment crosses the Earth arrival segment, the ﬁrst two nodes (green and
red respectively) appear identical between the two cases. Also, the segments directly
before and after the second lunar ﬂyby show two nodes that are positioned in the
same locations (but colored diﬀerently) between the two analyses. Both scenarios
place a single red point near the middle of the Earth return segment (with a slight
shift in time), and neither case adds a node anywhere along the segment coinciding
with the DRO.
The colors of the points also provide important information regarding the behavior
of the two algorithms. As mentioned previously, the ﬁrst ten additional nodes added
to the trajectory are red, the second ten are green, and the ﬁnal ten are yellow.
Since the automated algorithm adds nodes in order based on which decreases the
total trajectory dispersion factor, or sensitivity to perturbation, the most, nodes
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added earlier in the addition process have a more profound impact on decreasing the
overall trajectory sensitivity than do nodes added later in the process. Therefore,
the locations of the red nodes in Figure 7.2 indicate the most beneﬁcial placement
locations determined by the two diﬀerent-order algorithms. One interesting diﬀerence
in behavior that stands out quickly is that for the ﬁrst-order process, more numerical
support (obtained through the addition of nodes) is needed on the return leg of the
trajectory, but for the second-order case, more support is needed on the departure leg.
Other than this noticeable change, both algorithms appear to place red nodes similarly
near the two celestial bodies. However, similarities in some regions and diﬀerences in
others makes intuitive sense when comparing a ﬁrst-order algorithm to a second-order
process. After all, the only diﬀerence between the two cases is an additional Taylor
series term, as discussed previously. Therefore, in a more linear environment, the
diﬀerence between the two results should be quite small, but as the nonlinearity of the
problem increases, the second-order capability gains more information and thus is able
to more accurately approximate the real dynamics compared to the ﬁrst-order process.
Now that the node placement results have been analyzed and compared between the
two diﬀerent methods for the converged EM1 trajectory, the same process is applied to
the uncorrected version of the trajectory to investigate how the automated placement
of nodes actually aﬀects the performance of a diﬀerential corrections algorithm.
To begin the second phase of testing, the uncorrected trajectory, displayed in
Figure 6.25, is required. For clarity, another version of this trajectory, with the
minimal node solution points marked in blue, is illustrated in Figure 7.3.
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Figure 7.3. Minimal node solution for uncorrected path

This uncorrected trajectory was originally generated by transitioning a CR3BP guess
into an ephemeris force model, and therefore is not continuous in position or velocity.
Also, as visible in Figure 7.3, the third segment of the path does not match the green
DRO. Although this path does not currently meet any of the constraints required for
EM1, it is suﬃciently close to the desired trajectory to be useful for testing the eﬀect
of node locations on a diﬀerential corrections process.
For the purposes of this analysis, the same procedure followed earlier for placing
nodes on the converged EM1 trajectory is again followed for placing nodes on the
uncorrected trajectory in Figure 7.3. A total of 30 nodes are automatically placed
on the uncorrected trajectory in groups of 10 using both ﬁrst-order and second-order
capabilities. The results of these cases are illustrated in both panes of Figure 7.4.
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(a) Nodes placed using a ﬁrst-order scheme

(b) Nodes placed using a second-order scheme

Figure 7.4. Node placement results for uncorrected path

While the trajectories themselves shown in Figure 7.4 are visibly diﬀerent from those
displayed in Figure 7.2, the resulting distributions of nodes, provided by the automated node placement algorithms, show several interesting relationships between the
two investigations. For example, the second-order algorithm in Figure 7.4 does not
place any nodes near the Earth on the return leg of the trajectory, but does group
several nodes near the Earth on the departure leg as well as near the Moon. This
same behavior was evident in the second-order node conﬁguration for the corrected
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EM1 trajectory. Also, none of the tests conducted in this investigation thus far have
placed a new node anywhere along the segment coinciding with the DRO. Although
similarities do exist between the locations of nodes shown in Figures 7.2 and 7.4,
the diﬀerences between the respective node conﬁgurations prove more enlightening.
For example, in both diﬀerent-order cases of the uncorrected trajectory, the placement of red points indicates the need for more numerical support along both the
Earth departure and Earth return segments than was required for the corrected EM1
approximation. Also, while points are placed near the Moon in all examples, the
uncorrected scenarios indicate that fewer points are beneﬁcial near the Moon in these
cases, and more numerical leverage can be gained by placing additional nodes in more
open space as compared to the corrected EM1 example.
To complete this second phase of initial testing, the results from both uncorrected
trajectory examples are input into a hybrid TLT diﬀerential corrections algorithm
where only constraints on continuity of position, velocity (except for maneuvers), and
time are imposed. While a total of 30 nodes were added to each trajectory in groups
of 10, more insight into the behavior of the corrections algorithm becomes available
if the trajectory is investigated using smaller increments of nodes. For example, after
the addition of the ﬁrst ﬁve nodes to the minimal node solution, the TLT is applied.
Similarly, after ten nodes are added to the minimal node solution, the TLT is also
applied. This pattern continues in ﬁve-node increments until the full 30 nodes are
in place and the corrector is run a ﬁnal time. Also, for reference, the minimal node
solution is input into the diﬀerential corrections process as a baseline for comparison.
For a more detailed explanation of this hybrid diﬀerential corrections scheme, refer
to Chapter 3.
When subjected to diﬀerential corrections, all of the node conﬁgurations for the
uncorrected trajectory converge to form a fully continuous solution. Images of the
converged trajectories from both the ﬁrst and second-order test cases are shown below
in Figure 7.5 where the locations of the 30 added nodes, after correction, are shown.
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(a) Converged trajectory associated with ﬁrst-order nodes

(b) Converged trajectory associated with second-order nodes

Figure 7.5. Converged solutions continuous in position, velocity (excluding maneuvers), and time

However, scenarios including diﬀerent numbers of nodes along the path converged in
various amounts of iterations of the corrections algorithm. A detailed summary of
the hybrid TLT diﬀerential corrections algorithm performance is shown in Table 7.1.
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Table 7.1. Hybrid TLT performance for ﬁrst and second-order cases
Hybrid Two-Level Targeter Performance
1st Order
Nodes

2nd Order

Converged

Iterations

Converged

Iterations

0

NO

N/A

NO

N/A

5

YES

5

YES

5

10

YES

6

YES

4

15

YES

6

YES

4

20

YES

7

YES

4

25

YES

7

YES

4

30

YES

7

YES

4

Added

The results displayed in Table 7.1 provide valuable insight into the eﬀect that node
locations along a trajectory have on the performance of a diﬀerential corrections algorithm. According to the table, when the minimal node solution was subjected to
the hybrid TLT algorithm, the diﬀerential corrector was not able to converge upon a
fully continuous solution. This result is not unexpected since so few nodes along the
path do not provide the TLT algorithm with suﬃcient numerical leverage to work
around and within the complex nonlinear dynamical regime to ﬁnd a solution. This
convergence failure illustrates precisely why placing additional nodes in appropriate
locations along the path is so important in the ﬁrst place. However, when considering
the ﬁrst and second-order cases when 5 through 30 nodes are placed along the trajectory respectively, all scenarios achieve convergence. Looking more closely at the
numbers in Table 7.1, the addition of more nodes, beyond ﬁve, along the path, using
the ﬁrst-order automated scheme, did not beneﬁt the TLT. The number of iterations
required by the corrector increased as more nodes were included. In contrast, in the
second-order case, the addition of nodes improved the performance of the TLT. In
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fact, when 10 and more nodes were added to the trajectory, the TLT converged to a
solution within only four iterations.
Beyond purely the number of iterations, the amount of computational time required by each the ﬁrst-order and the second-order processes also provides valuable
insight. For example, in the case where 30 nodes were added to the minimal node
solution, the ﬁrst-order algorithm required approximately 57 seconds to compute the
required STMs and place all 30 nodes while the second-order algorithm required about
389 seconds to complete these tasks. In contrast, after the 30 nodes were placed along
the path, the diﬀerential corrections algorithm was able to correct the second-order
point conﬁguration in 101 seconds while the algorithm required 205 seconds to correct
the second-order point conﬁguration. This variance in time between the two diﬀerent
methods leads to an interesting trade-oﬀ, i.e., is it more beneﬁcial to compute a more
accurate solution less quickly or to compute a less accurate solution more quickly?
The answer to this question is very problem dependent, and depending on how or
when the computations are performed within a particular software procedure, the
answer may change. For example, if all of the STM information is computed oﬄine,
then the second-order process is faster than the ﬁrst-order process, but if the generation of STMs must be done in real time within the software, a more diﬃcult judgment
call must be made.

7.3

Hybrid-Order Patch Point Placement Algorithm

The trade-oﬀs between the ﬁrst and second-order algorithms force designers to
explicitly select one algorithm or the other for use within their speciﬁc application.
However, this binary decision may not be necessary. Based on the results shown above,
the time beneﬁts associated with the ﬁrst-order algorithm are undeniable as are the
accuracy (correction) beneﬁts associated with the second-order process. Therefore,
to leverage the beneﬁts of both algorithms, a hybridization may be possible, as was
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performed previously when building the hybrid diﬀerential corrections algorithm in
Chapter 3. In this speciﬁc application, the hybridization of the two diﬀerent-order
algorithms ﬁrst involves the assessment of nonlinearity along each of the trajectory
segments. If a segment is detected to be dynamically sensitive, the second-order
algorithm is applied to that segment, but if the dynamical sensitivity is low along
a segment, the additional computational time need not be expended and the ﬁrstorder algorithm is implemented. Such a hybrid point placement procedure decreases
the computational time associated with the purely second-order algorithm, but also
utilizes higher-order information whenever it is deemed beneﬁcial.
To accommodate the possibility that several diﬀerent-order approximations may
be needed along the trajectory, the algorithm presented earlier in this chapter requires slight modiﬁcation. Within the algorithm, the second and third steps involve
the calculation of numerous STMs. Previously, these STMs were all computed using only either ﬁrst or second-order information. However, within a hybrid-order
capability, each of the trajectory segments must ﬁrst be evaluated separately for nonlinearity. Then, based on these nonlinearity results, the diﬀerent segment STMs are
computed using the appropriate level of nonlinear information. For each of the STMs
along the trajectory, the LLE value and the corresponding dispersion factor are also
computed to the same order as the STM. However, if a new point is added to the
trajectory, the modiﬁed segments before and after the new point must be reevaluated
for nonlinearity before continuing with the computations of the new STM values.
This reevaluation is necessary because as segments are shortened by the addition of
new points, lower-order approximations will satisfactorily represent the nonlinear dynamics of the system, and valuable computational time is saved by decreasing to the
lowest order calculations whenever possible.
Since the speciﬁc critical value, , used to assess the nonlinearity along a trajectory segment is deﬁned by a user based on the requirements for their particular
problem, six diﬀerent scenarios are possible for each of the EM1 example cases shown
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above. Depending on the user-speciﬁed critical value, these six diﬀerent cases range
from all ﬁve segments being approximated initially using ﬁrst-order information to all
ﬁve segments being approximated initially using second-order information and every
mixed-order initial combination in between. In the following section, the previously
described process for detecting and quantifying nonlinearity along trajectory segments
is employed, and the previously shown algorithm is modiﬁed accordingly to include
a hybridization capability within the automated patch point placement algorithm.
The next section details the results from each of the six possible cases by specifying
six diﬀerent values of . While this investigation shows results remaining at or below
second-order, such a hybridization process is also applicable to higher-order problems
as well.

7.4

Hybrid-Order Algorithm Performance And Results

The testing process associated with the hybrid-order automated patch point placement process consists of two phases as was also the case with the ﬁrst and second-order
processes displayed previously. The ﬁrst phase investigates the automated placement
of points along the previously converged EM1 trajectory and the second phase explores the automated placement of points along the perturbed, noncontinuous EM1
trajectory. Following the node placement completed within phase two, the resulting
patch point conﬁgurations are fed into the ephemeris hybrid TLT diﬀerential corrections algorithm and the convergence results are recorded.
To begin phase one, the hybrid automated node placement algorithm places 30 new
patch points on the minimal node solution associated with the previously converged
EM1 trajectory, shown previously in Figure 6.24. However, since each segment of
the approximated EM1 trajectory contains a diﬀerent level of nonlinearity (recall
Table 6.1), six diﬀerent scenarios are possible based on the deﬁned value of the speciﬁc
critical value, . To accommodate these six diﬀerent situations, the hybrid node
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placement algorithm is run for each of them individually. The point placement results
for each of the six potential  cases are displayed in Figure 7.6 below where the speciﬁc
 values are denoted in the title of each image.
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(a)  = 5e − 2

(b)  = 3e − 2

(c)  = 1e − 3

(d)  = 6.5e − 4

(e)  = 5e − 5

(f)  = 1e − 5

Figure 7.6. Automated patch point placement results generated using a
hybrid-order formulation with six diﬀerent critical values and applied to
a previously converged trajectory
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The individual images displayed in the panes of Figure 7.6 illustrate the placement of
the 30 total new nodes along the trajectory, again colored in groups of 10, associated
with each of the six diﬀerent values of . The images, (a) through (f), are arranged
in order of decreasing  value. Therefore, in the case of image (a), which corresponds
to the highest  value of 5e − 2, all of the values of η 1 (Table 6.1) for the separate
trajectory segments initially fall below . Thus, only ﬁrst-order information is applied
to all of the segments of the trajectory. As additional points are added, the updated
values of η 1 remain below  and therefore, no second-order information is applied
at all in this scenario. Thus, Figure 7.6(a) matches the ﬁrst-order results shown in
Figure 7.2(a) exactly.
In the case of Figure 7.6(b), the initial η 1 values associated with each segment
again start as displayed in Table 6.1. However, in this case, the critical value of 
is decreased from 5e − 2 to 3e − 2. This new  value now falls below the η 1 value
associated with the ﬁrst segment indicating that ﬁrst-order information is not suﬃcient to approximate the behavior along this segment and second-order information
must be used. Therefore, within the hybrid automated point placement algorithm,
all segments are initially analyzed using ﬁrst-order information except segment one
where second-order is used. Throughout the placement of the 30 new patch points,
the η 1 values associated with each segment decrease and eventually all fall below the 
value of 3e − 2. Therefore, most of the points are placed using ﬁrst-order information
except for the second point added along the path, which is placed using second-order
information.
Proceeding through images (c), (d), (e), and (f), the values of  continue to decrease such that one more segment along the trajectory exceeds the critical  value
each time, thus requiring second-order analysis. For example, in the case of image
(c), analysis begins with second-order information on the ﬁrst and ﬁfth segments of
the trajectory while ﬁrst-order information remains suﬃcient for the remaining three
segments. Eventually, the value of  decreases such that none of the trajectory η 1
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values remain below it. In this case, the point placement process begins by initially
analyzing each segment using second-order information. The results of this scenario
are visible in image (f) of Figure 7.6. Intuitively, the node conﬁguration shown in
Figure 7.6(f) seems like it should be equivalent to that shown earlier in Figure 7.2(b)
since both analyses begin with purely second-order information. However, while the
results are quite similar, perfect equivalency between these two scenarios does not
occur. The reasoning behind this slight deviation in results is due to the fact that
the conﬁguration shown in Figure 7.2(b) was generated using only second-order information throughout the entire node placement process while the conﬁguration shown
in Figure 7.6(f) only begins with all second-order information. As more points are
added, and therefore many segments decrease in length, the automated algorithm
determines that ﬁrst-order information is suﬃcient to approximate several of these
smaller segments. While the results displayed in the panes of Figure 7.6 oﬀer valuable insight into the behavior of the automated point placement algorithm, it is now
appropriate to move on to phase two of testing, where new points are placed on the
noncontinuous trajectory and the diﬀerential corrections algorithm is implemented.
As was also the case previously, phase two of testing seeks to place new patch
points along the perturbed, noncontinuous EM1 trajectory such that the eﬀect of
these node conﬁgurations on the performance of diﬀerential corrections algorithms is
visible. For this particular test, the noncontinuous EM1 trajectory deﬁned in Figures 6.25 and 7.3 is again employed. However, since this test involves the hybrid-order
automated algorithm, six diﬀerent scenarios, involving six diﬀerent values of , are addressed. Important to note, however, is that the  values applied to the noncontinuous
trajectory are not the same as those applied previously to the converged trajectory.
This diﬀerence is due to the nonlinearity values present along the noncontinuous
trajectory segments being diﬀerent from those associated with the segments of the
converged trajectory, as illustrated in Table 6.2. However, while the speciﬁc values of
 are diﬀerent, they are again deﬁned in the titles of each separate image. Through
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implementation of the hybrid-order automated patch point placement algorithm, the
resulting node conﬁgurations associated with each of the six separate scenarios are
displayed in Figure 7.7 as follows.

(a)  = 2e − 2

(b)  = 1e − 2

(c)  = 1e − 4

(d)  = 8e − 5

(e)  = 5e − 5

(f)  = 1e − 5

Figure 7.7. Automated patch point placement results generated using a
hybrid-order formulation with six diﬀerent critical values and applied to
a noncontinuous trajectory
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The results displayed in Figure 7.7 are generated by following the same overall
process that was used for the converged trajectory shown earlier in this section.
That is, image (a) depicts the process employing only ﬁrst-order information during
the node placement analysis while each subsequent case begins analysis with one
more segment employing second-order information until image (f) where all segments
are initially investigated using second-order knowledge. Since image (a) is created
with purely ﬁrst-order analysis, it is exactly equivalent to the conﬁguration shown
in Figure 7.4(a). However, in the case of image (f), where all segments are initially
investigated using a second-order algorithm, the results visually appear quite similar
to those generated in the purely second-order test case shown earlier in Figure 7.4(b).
This similarity is surprising given the stark diﬀerences apparent between the purely
second-order case and the initially fully second-order hybrid case using the converged
EM1 trajectory earlier. Also unlike the converged EM1 trajectory case, all six test
cases here, involving the noncontinuous trajectory, add each of the 30 speciﬁed new
patch points to the trajectory.
When the six node conﬁgurations shown in Figure 7.7 are input into the hybrid
TLT diﬀerential corrections algorithm, all cases successfully achieve convergence. The
six converged trajectories, each displaying their 30 node conﬁgurations, are illustrated
in Figure 7.8.
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(a)  = 2e − 2

(b)  = 2e − 2

(c)  = 2e − 2

(d)  = 2e − 2

(e)  = 2e − 2

(f)  = 2e − 2

Figure 7.8. Converged solutions continuous in position, velocity (except
maneuvers), and time associated with each of the six diﬀerent critical
values

Visual inspection of Figure 7.8, while interesting, yields little in the way of insight
regarding the eﬀects of the diﬀerent node conﬁgurations on the performance of the
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diﬀerential corrector. To better obtain this valuable insight, the speciﬁc iteration
results of the TLT, given each of the six diﬀerent conﬁgurations from Figure 7.7, are
speciﬁed below in Table 7.2.

Table 7.2. Hybrid two-level targeter performance for each  case
Hybrid Two-Level Targeter Performance
 = 2e − 2
Nodes

 = 1e − 2

 = 1e − 4

Converged

Iterations

Converged

Iterations

Converged

Iterations

0

NO

N/A

NO

N/A

NO

N/A

5

YES

5

YES

5

YES

5

10

YES

6

YES

6

YES

5

15

YES

6

YES

6

YES

6

20

YES

7

YES

7

YES

7

25

YES

7

YES

7

YES

7

30

YES

7

YES

7

YES

7

Added

 = 8e − 5
Nodes

 = 5e − 5

 = 1e − 5

Converged

Iterations

Converged

Iterations

Converged

Iterations

0

NO

N/A

NO

N/A

NO

N/A

5

YES

5

YES

5

YES

5

10

YES

5

YES

5

YES

4

15

YES

6

YES

6

YES

4

20

YES

7

YES

7

YES

4

25

YES

7

YES

7

YES

4

30

YES

7

YES

7

YES

4

Added
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Table 7.2 displays the actual convergence results, in terms of number of corrector
iterations, associated with each of the six diﬀerent hybrid test cases when subjected
to diﬀerential corrections using the hybrid TLT algorithm. As expected, the minimal
node solution alone, which is the same regardless of  value, does not converge when
input into the diﬀerential corrections algorithm. This result is the same as those
minimal node solution results previously found for the purely ﬁrst and second-order
algorithms displayed in Table 7.1. Also similar between Tables 7.1 and 7.2 are the
numbers of iterations required for both the full ﬁrst-order cases and the full secondorder cases. In the ﬁrst-order columns of Table 7.1, the TLT corrections algorithm
requires 5 iterations when 5 nodes are added, 6 iterations when 10 and 15 nodes are
added, and 7 iterations when 20 through 30 nodes are added. This same behavior is
displayed for both the  = 2e − 2 and  = 1e − 2 columns of Table 7.2.
When comparing second-order results, the  = 1e − 5 column of Table 7.2 is
equivalent to the second-order column shown in Table 7.1. The similarity between
the two fully ﬁrst-order cases is expected based on the fact that only ﬁrst-order
information is employed within both of the node placement applications. However,
the fact that the  = 1e − 2 column of Table 7.2 matches the ﬁrst-order column
of Table 7.1, and that the  = 1e − 5 column of Table 7.2 matches the second-order
column of Table 7.1, is not intuitive. For example, in the case of the  = 1e−2 column
of Table 7.2, the expectation is that including any second-order information at all
should improve the performance of the diﬀerential corrector. However, improvement,
measured in terms of number of iterations, does not appear until the  = 1e − 4
column of Table 7.2, which analyzes two segments of the trajectory using secondorder information, and that improvement is only visible in the 10 node case. Also,
even as the amount of second-order information increases through the  = 1e − 4,
8e − 5, and 5e − 5 columns of Table 7.2, the results of these three cases do not diﬀer
from each other in any way. Additional improvement in corrector performance does
not appear until the  = 1e − 5 column of Table 7.2 which displays equivalent results
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to the fully second-order column of Table 7.1. This equivalency is interesting since
the fully second-order case using the hybrid node placement algorithm begins with
the analysis of all segments using second-order information, but maintains the option
to switch to ﬁrst-order analysis as the nonlinearity along the trajectory decreases.
However, this option to switch to ﬁrst-order analysis does not exist for the purely
second-order scenario displayed in Table 7.1.
The results displayed in Tables 7.1 and 7.2 oﬀer valuable information regarding the
convergence behavior of the TLT algorithm when applied to diﬀerent node conﬁgurations. However, these results do not provide suﬃcient evidence for a user to select the
speciﬁc node placement process that is best suited for their application. Therefore,
more information is necessary. This additional insight is available in the form of time.
That is, the time required for the automated point placement algorithm to compute
the required STMs and locate the new patch points along the EM1 trajectory, as
well as the time required for the TLT to correct each node conﬁguration. While the
computational times associated with the purely ﬁrst and second-order scenarios were
brieﬂy discussed earlier, these times, as well as the times corresponding to the hybrid
node placement algorithm are summarized more thoroughly in Table 7.3.
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Table 7.3. Computational time summary of all test scenarios

Purely
1st Order
Hybrid:

Time To

Time To

Time To

Total

Calculate STMs

Place Points

Correct Results

Time

55.49 sec

1.10 sec

204.85 sec

261.44 sec

55.25 sec

18.93 sec

205.49 sec

279.67 sec

195.34 sec

25.64 sec

205.00 sec

425.98 sec

274.15 sec

32.06 sec

204.88 sec

510.94 sec

293.79 sec

33.68 sec

204.86 sec

532.33 sec

312.80 sec

36.16 sec

205.10 sec

554.06 sec

322.79 sec

57.90 sec

101.35 sec

482.04 sec

327.86 sec

62.33 sec

101.14 sec

491.33 sec

 = 2e − 2
Hybrid:
 = 1e − 2
Hybrid:
 = 1e − 4
Hybrid:
 = 8e − 5
Hybrid:
 = 5e − 5
Hybrid:
 = 1e − 5
Purely
2nd Order

Table 7.3 illustrates the times required by each of the three main components
of the automated node placement algorithm for the purely ﬁrst-order scenario, the
six diﬀerent hybrid-order cases, and also the purely second-order scenario. These
three components include the amount of time required to calculate the STM values
prior to placing new nodes, the time required to place the new nodes themselves, and
the time associated with the correction of the node conﬁguration using the hybrid
TLT diﬀerential corrections algorithm. These three time components are separated
to provide a more detailed view of how the individual node placement cases behave
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diﬀerently. Upon closer inspection of Table 7.3, an interesting pattern emerges. That
is, the more second-order information included in the analysis, the greater the time
required to calculate the STM values and to place the new nodes along the path
respectively. However, while this upward trend in time is clearly visible in the ﬁrst
and second columns of the table, the third column indicates that when only ﬁrst-order
information, or a mix of ﬁrst and second-order information, is considered, the time
necessary for diﬀerential corrections is eﬀectively the same in all cases. This similarity
is also present for both instances where full second-order information is used. That is,
for the purely second-order case and the hybrid case where all segments are initially
analyzed using second-order information ( = 1e − 5), the time of correction between
the two is the same. However, when comparing the two full second-order results to
the six ﬁrst and mixed-order cases, the addition of more second-order knowledge cuts
the necessary correction time in half.
To explore the results within Table 7.3 further, comparison of the two fully ﬁrstorder cases to one another as well as comparison of the two fully second-order cases
to one another yields beneﬁcial insight. In the case of comparing the purely ﬁrstorder scenario and the hybrid case where  = 2e − 2 (all segments initially analyzed
with ﬁrst-order information), the times required to calculate the STMs and to correct
the trajectory are eﬀectively identical. However, a large discrepancy is apparent
between the two times required to place the new nodes along the path. This variation
stems from the diﬀerence in structure that exists between the two formulations of the
algorithm. Within the hybrid algorithm, after a new point is added along the path, the
segments surrounding the new point are reevaluated for nonlinearity. This additional
integration step is not present in the purely ﬁrst-order structure, and is responsible
for the large diﬀerence in time between the two scenarios in the table. In the case
of comparing the purely second-order results to the hybrid case where  = 1e − 5
(all segments initially analyzed with second-order information), the amounts of time
required for each algorithm component are equivalent between the two.
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The information gleaned from Table 7.3 shows the eﬀects that the diﬀerent versions of the automated patch point placement algorithm, when combined with the
hybrid TLT diﬀerential corrections algorithm, have in terms of computational time.
Based on these results, users implementing these algorithms must review their speciﬁc goals and application before selecting the most appropriate version since a trade
oﬀ still exists. If the most important factor is minimizing computational time, then
the purely ﬁrst-order scenario is the best option. However, if time is more ﬂexible
and the emphasis is on convergence through the fewest iterations, then either of the
fully second-order cases are most appropriate. If the calculations of the STM values
are performed oﬄine, then the fully second-order cases are by far the most appealing. Interestingly, the hybrid cases associated with  = 1e − 2, 1e − 4, 8e − 5, and
5e − 5 are much less appealing than originally anticipated. These cases suﬀer from
large amounts of time throughout each of the three algorithm components and do
not perform signiﬁcantly diﬀerently from the full ﬁrst-order cases in terms of corrector iterations. Even though some second-order information is incorporated into
each of these scenarios, the addition of this higher-order knowledge does not have
the beneﬁcial impact expected. However, all things considered, the cases employing
second-order information on all segments appear to possess the overall most desirable
performance characteristics of any of the example cases tested in this investigation.
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8. CONCLUDING REMARKS
8.1

Investigation Summary

Currently, trajectories are usually designed or modiﬁed by experts familiar with
the dynamics and likely solutions associated with a particular mission. The expert
employs a discretization process to break the larger problem down into smaller, more
manageable pieces. These pieces are then input into a diﬀerential corrections process
where the algorithm is modiﬁed such that it meets all desired mission objectives. To
be eﬀective and successful, an expert in trajectory design must have experience and intuition regarding the discretization and correction of candidate trajectories. However,
as missions travel to destinations with currently unknown dynamical characteristics
or extend to locations that are too distant for standard communication with Earth
to be possible, even the most experienced trajectory designers will not have the intuition or ability required to make the time sensitive decisions that arise. To combat
these challenges, this investigation takes a step towards an eventual fully-automated
trajectory design framework for use on-board a spacecraft. Such a capability mitigates the eﬀect of time delays associated with long distance communications as well
as the requirement for additional time-sensitive ground analysis, since decisions are
made on-board the spacecraft itself. However, the development and implementation
of such an autonomous capability is nontrivial. Therefore, for the purposes of this
investigation, one component of the overall problem is selected for advancement. This
selected component focuses on the automated placement of patch points at beneﬁcial locations along a baseline trajectory solution such that diﬀerential corrections
algorithm performance is assisted or improved.
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To work towards a fully-automated patch point placement capability, the processes employed by an expert designer must be well-understood and distilled down
into algorithms appropriate for a computer. To begin this endeavor, pertinent dynamical models are derived and presented. These dynamical models are followed by
an extensive exploration of several diﬀerential corrections algorithms based around
the linear state transition matrix. Since the performance of diﬀerential corrections
algorithms is directly aﬀected by the locations of patch points along a trajectory path,
several examples spanning multiple dynamical force models are presented. Also, the
combination of two well-known corrections methodologies is accomplished resulting
in a new hybrid diﬀerential corrections algorithm that accentuates the advantages
of the two original schemes while mitigating their disadvantages. This new hybrid
algorithm is then employed to recreate the trajectory to be used for the upcoming
Orion EM1 mission.
To aid in the eﬀort of determining where to place new patch points along a trajectory segment, a linear process for the evaluation of sensitivity along a trajectory
is deﬁned. This process, which leverages information from Lyapunov exponents, provides signiﬁcant insight into the natural dynamics present along a path through the
use of individual values, time history proﬁles, and global surfaces. Then from the
gathered sensitivity information, a ﬁrst-order, fully automated patch point placement algorithm is presented. This algorithm is tested on the EM1 trajectory and the
results of multiple algorithm variations are compared and evaluated.
To extend the capabilities, as well as applicability, of the automated patch point
placement algorithm, the addition of nonlinear information is important. Nonlinear information, spanning several diﬀerent orders, is incorporated into the derivation
of higher-order state transition matrices. Higher-order STMs, in turn, lead to the
derivation of higher-order, nonlinear Lyapunov exponents. These two higher-order
parameters are then incorporated into an updated version of the automated patch
point placement algorithm. The results obtained through the use of higher-order
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information are evaluated and compared to the previous linear results to assess performance improvements on the Orion EM1 trajectory.

8.2

Conclusions

Through the completion of this investigation, valuable insight has been gathered
and advances toward an eventual fully-automated patch point placement capability
have been made. To better comprehend the overall results of this study, it is beneﬁcial to return to the three fundamental questions posed in the introduction. These
questions, as well as their new-found answers, are displayed as follows:
1. Based on sensitivity information, where are the most beneﬁcial locations to
place patch points along a trajectory path?
The answer to this ﬁrst fundamental question is obtained through the use of
Lyapunov exponents. Lyapunov exponents quantify the level of dynamical sensitivity to perturbations that exists along a trajectory segment. Therefore,
since diﬀerential corrections algorithms make use of small perturbations along
a trajectory path to adjust the solution based on imposed constraints, the best
locations at which to place additional patch points are at regions of higher dynamical sensitivity. By selecting higher-sensitivity locations, the addition of a
new patch point eﬀectively decreases the total sensitivity of the entire trajectory. The addition of new points breaks up highly-sensitive regions into smaller
pieces, which are less aﬀected by the small perturbations applied during diﬀerential corrections.
While patch points are placed at regions of high sensitivity such that the overall
level of sensitivity along the trajectory is decreased, the opposite idea is applied
when determining beneﬁcial locations at which to place trajectory maneuvers.
That is, burns should be located in regions of lower dynamical sensitivity. Conceptually, it appears to make more sense to place a burn at a location of high
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sensitivity since in such a location, a small burn yields large downstream results. However, this positioning is risky. If the burn is executed perfectly, then
a region of high sensitivity is appropriate, but since no burn is ever executed
perfectly, even a small mistake at a point of high sensitivity will be magniﬁed
many times in its eﬀects downstream.
2. Does the resulting patch point conﬁguration generated from an automated algorithm lead to convergence when subjected to a diﬀerential corrections process?
Based on the tests performed and the information gathered throughout this
investigation, the automated patch point placement algorithm produces results
that do converge when subjected to diﬀerential corrections process. However,
while the previous statement is completely true, it is necessary to specify that
the automated patch point placement algorithm created in this study does not
in any way guarantee convergence. The ability of a diﬀerential corrections algorithm to eﬃciently converge upon a solution depends heavily on the initial
guess that is provided. If the initial guess is good (i.e., similar or close to the
converged solution) the automated algorithm converges well. However, if the
initial guess is bad (i.e., signiﬁcantly diﬀerent or far from the converged solution) the algorithm is less likely to converge. This behavior in no way indicates
a weakness of the automated algorithm. To the contrary, in the tests carried out
within this investigation, the algorithm performs as well and often better than
an expert designer. In fact, even greatly experienced designers do not obtain a
converged solution if the initial guess they start with is poor. Therefore, since
this automated algorithm was originally designed to replicate the intuition and
choices of an experienced designer, it makes perfect sense that the algorithm
will likely not produce a quality solution given inadequate initial data.
3. How does the inclusion of nonlinear information aﬀect the automatically generated patch point conﬁguration and therefore the performance of the diﬀerential
corrections process?
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This question cannot be answered with a simple yes or no, but instead must be
answered with an “it depends”. In the previous chapter, numerous tests were
performed pitting an algorithm that included some or all second-order information against an algorithm employing purely ﬁrst-order knowledge. Throughout
all of these tests and comparisons, every result generated by an algorithm with
some or all second-order information performed at least equally to the purely
ﬁrst-order results, and at most, signiﬁcantly better than the ﬁrst-order results
in terms of the number of corrector iterations required to achieve convergence.
However, in the case of computational time, the results are more mixed. When
considering either the time required to calculate the necessary STM values or to
actually place new patch points on the trajectory, the inclusion of second-order
information caused the computation time to increase. However, when considering the time required by the diﬀerential corrections algorithm to achieve
convergence, the inclusion of second-order information caused the computation
time to drastically decrease. Therefore, to more clearly answer this fundamental question, the inclusion of nonlinear information into the automated patch
point placement algorithm causes a trade-oﬀ between required computational
time and available dynamical accuracy to arise.
For a speciﬁc application, the user must decide which factor is most important to
their study and what resources they have available. For example, if the number
of iterations required for the diﬀerential corrections algorithm to achieve convergence is the highest priority, then including as much second-order, or higher,
information as possible is beneﬁcial. However, if computational resources are
limited, a purely ﬁrst-order formulation, which performs fewer calculations to
obtain the needed STMs, is more appropriate.

The completion of this investigation demonstrates that the process of placing
patch points, or nodes, along a trajectory path is well-suited for automation and
application within both high-ﬁdelity dynamical models and complex scenarios. This
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capability makes the process of trajectory design more accessible to designers with
little experience or to designers with limited intuition regarding promising solutions.
In the future, as more components of the overall trajectory design process are automated, this patch point placement capability will serve a valuable purpose within the
overall framework. The completion of this study also provides hope that the extensive
knowledge of an expert trajectory designer can be distilled into tractable algorithms,
and also that decisions can be made quickly and reliably by computers.

8.3

Algorithm Applications

The automated patch point placement capabilities demonstrated throughout this
investigation have far-reaching applications within many scenarios that involve solving
discretized, propagated two point boundary value problems. However, these processes
are especially valuable within the ﬁelds of spacecraft trajectory design and targeting.
Although the applications of these schemes are endless, two speciﬁc examples are presented here to illustrate the versatility and power of these point placement algorithms.
The ﬁrst example application involves near-rectilinear halo orbits (NRHO), which are
currently popular based on their potential suitability for future long-term missions
within cislunar space. While these orbits display beneﬁcial stability characteristics,
their large time scales, as well as sensitivities within ephemeris force models, introduce challenges to diﬀerential corrections processes. However, the following example
illustrates how the application of an earlier version of the ﬁrst-order automated patch
point placement algorithm presented in this study is able to aid in the diﬀerential
correction of an NRHO.
The orbit shown in Figure 8.1 consists of three long propagation segments within
the ephemeris quasi-periodic NRHO family. These three long segments are connected
by two short transfer segments to form one 300 day trajectory that is continuous
in position and time, but with velocity discontinuities at each transition from one
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segment to the next. Therefore, the minimal node conﬁguration consists of a point at
the beginning and the end of the trajectory and at each of the four segment transitions
which leaves a total of six patch points originally along the trajectory. However, since
the trajectory is so long in time, an additional three points are evenly spaced in time
along each of the three long segments resulting in a total of 15 patch points along the
length of the path. This original patch point distribution is more clearly illustrated in
Figure 8.1 with a Moon centered J2000 inertial view on the left and an Earth-Moon
rotating frame view on the right.

(a) Moon centered J2000 inertial frame

(b) Earth-Moon rotating frame

Figure 8.1. Original 15 patch points placed based on maneuver locations
and equal time spacing

When the patch point conﬁguration marked by the green dots in Figure 8.1 is input
into the hybrid two-level targeter diﬀerential corrections algorithm from Chapter 3,
the algorithm diverges. One solution to this problem is to add additional patch points
to the trajectory before attempting to correct it again. Since the question of where
to add these additional patch points is nontrivial, this is a perfect situation to apply
a ﬁrst-order, global automated patch point placement algorithm. In this case, the
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algorithm is instructed to add the best 45 new patch points to the trajectory for a
combined total of 60 patch points. The results of the automated point placement
algorithm are displayed in Figure 8.2. When this updated patch point conﬁguration
is input into the same hybrid two-level targeter diﬀerential corrections algorithm
including the same constraints as before, the corrector is now able to quickly converge
upon a solution. This brief example serves to demonstrate the power and versatility of
this automated patch point placement algorithm to evaluate even complex trajectories
and place patch points in beneﬁcial locations without a human in the loop.

(a) Moon centered J2000 inertial frame

(b) Earth-Moon rotating frame

Figure 8.2. Full set of 60 patch points on the NRHO

A second application of the automated patch point placement algorithms presented in this investigation is within NASA’s Burn And Targeting Manager, also
called BATMAN. BATMAN comprises part of the software package that will be used
by mission controllers on the ground during the ﬂight of NASA’s upcoming EM1.
During the mission, BATMAN is responsible for generating an up-to-date baseline
solution and correcting it using a two-level targeter diﬀerential corrections algorithm
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as necessary. However, before the baseline solution is corrected, it passes through an
automated patch point placement algorithm called ALFRED. The job of ALFRED is
to determine if the addition of more patch points could beneﬁt corrections of the current baseline solution, and if so, where to place these points while remaining within
mission control requirements. To do this, ALFRED is composed of exactly the ﬁrstorder, global point placement algorithm that is presented in this document with a few
additional capabilities needed to meet NASA software standards. The implementation of ALFRED within BATMAN is currently ongoing, but ALFRED has performed
well thus far through testing. NASA’s desire to include and apply these automated
point placement algorithms within its mission control software speaks volumes to the
value and importance of moving towards a fully-automated trajectory design and
modiﬁcation capability. As the use of automated patch point placement is further
tested and proven, it is hoped that these algorithms, and others like them, ﬁnd a
permanent place as a standard part of mission design and operations software.

8.4

Recommendations For Future Work

As with all research areas, there are an unlimited number of possibilities when
thinking of how to continue and extend the work shown in this investigation. However,
a few speciﬁc areas stand out. The ﬁrst of these ideas is a direct continuation of the
work shown here. Since this investigation makes the step from ﬁrst-order analysis to
second-order analysis with visible beneﬁts, would the step from second-order to thirdorder continue to reap additional beneﬁts? In other words, a prime area for continued
work is the deeper analysis of third-order and higher STMs, and therefore LLE values,
and their implementation within an automated node placement algorithm.
While higher-order analyses would seem by deﬁnition to provide more accurate
results in a node placement strategy, remember that, as the order increases, the computational time and complexity also increase. Therefore, stepping the algorithm up
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to third-order or higher requires extensive eﬀort while other, more pressing, questions
remain within the realm of the ﬁrst and second-order results displayed throughout
this document. One important area for further investigation within the second-order
arena would be to more deeply explore the eﬀect of diﬀerent values of the initial
perturbation, δx(t0 ), required within Equation (6.71). It seems that any amount of
second-order information would be beneﬁcial in some way to the ﬁrst-order term of
the Taylor series, so long as the assumptions within the Taylor series itself are not
violated. However, some values of δx(t0 ) must be better than others, and surely the
optimal choice varies as the problem changes. Since only one speciﬁc value, deﬁned
in Equation (6.73), is used within this investigation, the determination of a metric
for selecting an appropriate value for other problems would be highly valuable.
One ﬁnal area of additional interest requires a return back to the derivation of
the dispersion factor deﬁned in Chapter 5 and even further back to the original work
by Harden [14, 18]. The dispersion factor deﬁned in both of these works makes use
of only information related to the continuity of position and velocity as contained
within the state transition matrix. However, extending the capabilities of this study
by reformulating the dispersion factor to include more information associated with
additional constraints may be possible. Such a reformulation could alter the structure
of the patch point placement algorithm, but placing patch points based on additional
information associated with the speciﬁc constraints to be imposed along the trajectory would oﬀer further interesting and valuable insight into the overall diﬀerential
corrections problem.
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