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5Re´sume´
Soient k un corps parfait de caracte´ristique p > 0, V un anneau de val-
uation discre`te complet de corps re´siduel k et corps des fractions K de car-
acte´ristique 0, et S un k-sche´ma se´pare´ de type fini.
Lorsque S est lisse sur k, nous prouvons ici partiellement une conjecture
de Berthelot portant sur la surconvergence des images directes du faisceau
structural par un morphisme f : X → S propre et lisse ; pour k parfait et
V mode´re´ment ramifie´ de telles images directes sont toujours convergentes
non seulement pour le faisceau structural mais aussi pour (presque) tous les
F -isocristaux convergents. Plus ge´ne´ralement, nous prouvons cette surcon-
vergence lorsque f est relevable sur V, ou que X est une intersection comple`te
relative dans des espaces projectifs sur S, et en prenant pour coefficients des
isocristaux surconvergents quelconques.
Nous appliquons ensuite ces re´sultats aux fonctions L avec pour co-
efficients de telles images directes avec structure de Frobenius : nous en
de´duisons des proprie´te´s de rationalite´ ou de me´romorphie pour ces fonc-
tions L (conjecture de Dwork), et nous e´tudions leurs ze´ros et poˆles unite´s
p-adiques (conjecture de Katz) ; un cas explicite concerne les sche´mas abe´liens
ordinaires.
Un expose´ plus pre´cis des re´sultats par chapitres est fourni dans l’intro-
duction.
Abstract
Let k be a perfect field of characteristic p > 0, V a complete discrete
valuation ring with residue field k and field of fractions K of characteristic
0, and S a separated k-scheme of finite type.
When S is smooth over k, we partially prove here a conjecture of Berth-
elot about the overconvergence of the higher direct images of the structure
sheaf under a proper smooth morphism f : X → S ; when k is perfect and V
is tamely ramified such direct images are always convergent, not only for the
structure sheaf but also for (almost) every convergent F -isocrystals. More
generally, we prove this overconvergence when f is liftable over V, or when
X is a relative complete intersection in some projective spaces over S, and
taking as coefficients any overconvergent isocrystals.
6We then apply these results to L-functions with coefficients such direct
images with Frobenius structure : we derive rationality or meromorphy for
these L-functions (Dwork’s conjecture), and we study their p-adic unit ze-
roes and poles (Katz’s conjecture) ; and explicit case concerns the ordinary
abelian schemes.
A more precise presentation of results by chapters is given in the intro-
duction.
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0. Introduction
0.1. Rele`vements et alge`bres de Monsky-Washnitzer
Le chapitre I, qui rassemble un certain nombre de re´sultats ge´ne´raux, est
largement pre´paratoire pour les autres chapitres.
On de´veloppe au §1 un formalisme qui aboutira au §2 a` pre´ciser les liens
entre le comple´te´ faible A† d’une V-alge`bre de type fini A et le comple´te´ Aˆ,
ou` V est excellent : par exemple, si A† est re´duit, alors A† est inte´gralement
ferme´ dans Aˆ [the´o (2.2)], ce qui est l’analogue d’un the´ore`me de Bosch,
Dwork et Robba.
On ge´ne´ralise, avec les the´ore`mes (2.3) et (2.4), des re´sultats de [Et 4] en
prouvant la pleine fide´lite´ du foncteur de la cate´gorie des A†-alge`bres e´tales
vers la cate´gorie des Aˆ-alge`bres e´tales : ce foncteur est une e´quivalence de
cate´gories en se restreignant aux alge`bres finies e´tales, et un foncteur quasi-
inverse est fourni par le passage a` la fermeture inte´grale [the´o (2.4)].
Le §3 rassemble des re´sultats de rele`vement de sche´mas, de la caracte´ristique
p > 0 a` la caracte´ristique 0, qui nous serviront, aux chapitres II, III, IV, a`
e´tablir la convergence ou la surconvergence des images directes d’isocristaux
dans les cas relevables : sur une base affine, les deux cas les plus importants
seront celui d’un morphisme fini [the´o (3.4)], avec son utilisation ulte´rieure au
IV pour relever le Frobenius via [cor (3.6)], et celui d’un morphisme projectif
lisse [the´o (3.3)] et son corollaire [cor (3.3.7)] pour les intersections comple`tes,
ou plus particulie`rement d’un morphisme fini e´tale [the´o (3.1)], ou fini e´tale
galoisien [cor (3.7)].
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0.2. Espaces rigides analytiques et images di-
rectes
Dans le chapitre II on de´finit les images directes d’isocristaux surconver-
gents par un morphisme f : X → S et on prouve leur surconvergence dans
le cas ou` f est propre et lisse relevable, ou X est une intersection comple`te
relative dans des espaces projectifs sur S.
L’outil essentiel pour ce dernier re´sultat est le the´ore`me de changement
de base propre du §1 : on e´tablit celui-ci d’abord dans le cadre des sche´mas
formels [the´o (1.1)], puis dans le cadre des espaces rigides analytiques [the´o
(1.2)] graˆce aux travaux de Bosch et Lu¨tkebohmert.
La notion de voisinage strict e´tant e´troitement lie´e a` celle de surconver-
gence des isocristaux, on de´veloppe au §2 quelques proprie´te´s de ces voisi-
nages stricts dans le cas plongeable : dans le cas carte´sien, l’image inverse
d’un syste`me fondamental de voisinages stricts est un syste`me fondamental
de voisinages stricts [prop (2.2.3)] ; le meˆme re´sultat vaut pour un morphisme
fini et plat, ou fini e´tale, ou fini e´tale galoisien [prop (2.3.1)].
Apre`s avoir rappele´ au §3 la de´finition des images directes d’isocristaux
surconvergents donne´e par Berthelot dans une note non publie´e [B 5] (voir
les articles [C-T], [LS] de Chiarellotto-Tsuzuki et Le Stum pour la publica-
tion des de´tails), on e´tablit leur surconvergence pour un morphisme propre
et lisse relevable, en meˆme temps que le the´ore`me de changement de base
[the´o (3.4.4)] : un ingre´dient essentiel est l’extension aux voisinages stricts
du the´ore`me de changement de base propre [the´o (3.3.2)].
Des re´sultats de rele`vement du chapitre I on de´duit alors la surconver-
gence des images directes d’un isocristal surconvergent par un morphisme
f : X → S projectif et lisse, ou` S est lisse sur le corps de base k et X relev-
able en un V-sche´ma plat [the´o (3.4.8.2)] (resp X est une intersection relative
dans des espaces projectifs sur S [cor (3.4.8.6)]). Une variante, e´tudie´e dans
le the´ore`me (3.4.9), rame`ne la preuve de la surconvergence du cas projectif
lisse au cas ou` la base S est affine et lisse sur k.
Ces the´ore`mes (3.4.8.2), (3.4.8.6) et (3.4.9) [resp. le the´o (3.4.4)] re´solvent
partiellement une conjecture de Berthelot [B 2] sur la surconvergence des im-
ages directes : dans le chapitre IV nous en donnons une version avec structure
de Frobenius.
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Dans le cas ou` la base S est une courbe affine et lisse sur un corps
alge´briquement clos k (resp. S est une courbe lisse sur un corps parfait k)
la conjecture a e´te´ prouve´e pour le faisceau structural par Trihan [Tri] (resp.
Matsuda et Trihan [M-T]) ; dans le cas relevable, la conjecture a aussi e´te´
prouve´e inde´pendamment par Tsuzuki par des voies diffe´rentes [Tsu 4].
0.3. F -isocristaux convergents sur un sche´ma
lisse, et images directes
Avec le chapitre III on introduit une structure de Frobenius sur les isocristaux
conside´re´s, tout en restant dans le cadre «convergent». Les re´sultats concer-
nent deux aspects de la the´orie : d’une part l’allure des F -isocristaux con-
vergents sur un sche´ma lisse aux §1 et §2, d’autre part la convergence des
images directes par un morphisme propre et lisse f : X → S au §3.
Au §1 on obtient une description des F -isocristaux convergents sur un
sche´ma affine et lisse [cor (1.2.3)] qui est l’analogue de celle de type Monsky-
Washnitzer obtenue par Berthelot dans le cas surconvergent [B 3]. Cette
description s’e´tend au cas lisse relevable dans le §2 [the´o (2.2.1)].
L’un des ingre´dients essentiels au §3 est le passage par la cohomologie
cristalline et l’utilisation des objets «consistants» au sens de Berthelot-Ogus
[B-O] : dans ce cas on est amene´ a` supposer le corps k parfait, l’indice de
ramification e plus petit que p−1 et a` se limiter aux cristaux plats pour pou-
voir appliquer le the´ore`me de changement de base en cohomologie cristalline.
Avec les restrictions pre´ce´dentes on obtient la convergence des images
directes dans le cas propre et lisse, et le the´ore`me de changement de base :
si le morphisme propre et lisse f : X → S est relevable en un morphisme
propre et lisse sur V, on peut lever la restriction de platitude [the´o (3.3.1)].
En fait, si le morphisme f : X → S est projectif et lisse et que, ou bien f
est relevable, ou bien que X est une intersection comple`te relative dans des
espaces projectifs sur S, alors on peut lever toutes les restrictions pre´ce´dentes
(i.e. sur l’indice de ramification, sur la platitude et la perfection de k) [the´o
(3.3.2)] : la preuve n’utilise pas la cohomologie cristalline, mais repose sur le
cas plongeable du [II, 3.4]. De plus les images directes commutent au pas-
sage aux fibres [prop (3.4.4)]. Dans le cas fini e´tale toutes les restrictions
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pre´ce´dentes sont leve´es [the´o (3.5.1)], et dans le cas galoisien la cohomologie
convergente commute aux points fixes sous le groupe du reveˆtement [the´o
(3.5.1)].
0.4. Images directes de F -isocristaux surcon-
vergents
Au chapitre IV on e´tudie les images directes des F -isocristaux dans le
cadre «surconvergent». Tout le proble`me est d’obtenir de «bons» rele`vements
du Frobenius.
Sur la base S, la question est re´solue par le diagramme (1.2.4), qu’il s’agit
ensuite de «tirer en haut» par le morphisme propre et lisse f : X → S.
Dans le cas ou` f est relevable on arrive a` effectuer en parralle`le des
rele`vements du Frobenius et des bons choix de compactifications. D’ou` le
the´ore`me de surconvergence des images directes dans le cas relevable [the´o
(2.1)] : le point cle´ est de montrer que le Frobenius, sur les images directes sur-
convergentes, est un isomorphisme ; par le the´ore`me de changement de base
on est ramene´ a` la meˆme proprie´te´ dans le cas convergent vu au [III, (3.3.1)].
Dans le cas ou` f est projectif lisse relevable, ou X intersection comple`te
relative dans des espaces projectifs sur S, aborde´s au §3, ou fini e´tale au
§4, on construit comme au II §3 des foncteurs Rifrig∗ sur la cate´gorie des
F -isocristaux surconvergents [the´os (3.1), (4.1)].
Lorsque f est propre et lisse et ou bien ge´ne´riquement projectif relevable,
ou bien ge´ne´riquement projectif et X intersection comple`te relative dans des
espaces projectifs sur S, on utilise les re´sultats du III : on est ainsi amene´ a`
supposer k parfait, e 6 p − 1 et a` se restreindre a` des F -isocristaux plats.
Graˆce aux proprie´te´s de descente e´tale des F -isocristaux surconvergents de
[Et 5] et de pleine fide´lite´ du foncteur d’oubli de la cate´gorie surconvergente
vers la cate´gorie convergente de Kedlaya [Ked 2], on prouve encore la sur-
convergence des images directes [the´o (3.2)].
Dans le §5, ou` f est suppose´ seulement plongeable, on proce`de diffe´remment :
comme il n’y a plus de rele`vements globaux du Frobenius comme pre´ce´demment
on utilise la fonctorialite´ des images directes pour construire un morphisme
de Frobenius ; il reste alors a` prouver que c’est un isomorphisme. Par un
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re´sultat de Berthelot il suffit de voir que tel est le cas dans la cate´gorie
convergente : le the´ore`me de changement de base et un re´sultat de Bosch-
Gu¨ntzer-Remmert [B-G-R] nous rame`ne a` le ve´rifier aux points ferme´s de S,
pour lesquels l’assertion est connue [III, (3.3.1.18)]. Pour f plongeable on a
ainsi des foncteurs images directes sur la cate´gorie des F -isocristaux surcon-
vergents [the´o (5.2)].
0.5. Cohomologie syntomique
La cohomologie syntomique introduite au chapitre V fait le lien entre la
cohomologie e´tale et la cohomologie rigide, lien qui sera utilise´ au chapitre VI
pour re´soudre une conjecture de Katz sur les ze´ros et poˆles unite´s p-adiques
des fonctions L.
Comme pour le topos e´tale [Mi, II, theo 3.10] on obtient au §1 une de-
scription du topos syntomique [the´o (1.3)] calque´e sur celle de [SGA 4,T 1,
IV, the´o (9.5.4)], SGA 4 qui travaille en termes de sous-topos ouvert et du
sous-topos ferme´ comple´mentaire. On en de´duit les suites exactes courtes
usuelles de localisation [the´o (1.5)].
Au §2 la cohomologie syntomique a` supports compacts est de´finie : en
particulier il faut s’assurer de l’inde´pendance par rapport a` la compactifi-
cation choisie [prop (2.1)]. Les suites exactes courtes de localisation du §1
fournissent alors la suite exacte longue de localisation en cohomologie syn-
tomique a` supports compacts [the´o (2.6)].
Au §3 on e´tablit que les cohomologies syntomique et e´tale a` supports com-
pacts d’un faisceau lisse F co¨ıncident [the´o (3.2)]. De meˆme la cohomologie
rigide a` supports compacts d’un F -isocristal surconvergent unite´ E associe´
a` F co¨ıncide avec une limite de la cohomologie syntomique a` supports com-
pacts d’un Em-crisn associe´ a` F [ the´o (3.3.13)(1) et (3.3.16)]. Comme il existe
une suite exacte courte sur le site syntomique qui relie F et Em-crisn [the´o
(3.3.12)], on en de´duit que la cohomologie e´tale a` supports compacts de F
s’identifie aux points fixes du Frobenius agissant sur la cohomologie rigide a`
supports compacts de E [the´o(3.3.13) (2) et (3)].
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0.6. Fonctions L
Dans le chapitre VI on donne une de´finition unifie´e des fonctions L des
F -modules (resp. F -isocristaux) convergents ou surconvergents et des F -
cristaux : elle redonne celle utilise´e en cohomologie cristalline par Katz [K
1] ou [Et 2], ou celle en cohomologie rigide de [E-LS 1], ou celle utilise´e par
Wan [W 2]. Le but ici est d’obtenir des proprie´te´s de me´romorphie ou de ra-
tionalite´ de ces fonctions L (conjecture de Dwork) et d’e´tudier leurs ze´ros et
poˆles unite´s p-adiques ( conjecture de Katz) ; on explicite ces re´sultats pour
les sche´mas abe´liens ordinaires au §5.
Au §1 les re´sultats de Wan permettent d’e´tablir la me´romorphie attendue
pour les fonctions L de F -modules surconvergents.
Au §2 la de´finition des fonctions L des F -isocristaux convergents donne
une forme globale des fonctions L des F -modules convergents du §1, et
ge´ne´ralise les fonctions L des F -cristaux du cas cristallin [Et 2], et les fonc-
tions L des F -isocristaux surconvergents du cas rigide [E-LS 1] : si e 6 p−1,
on obtient la rationalite´ des fonctions L des images directes du faisceau struc-
tural par un morphisme propre et lisse [the´o (2.1.4)].
Au §3 on introduit la notion de F -isocristaux Dwork-surconvergents :
il s’agit des F -isocristaux convergents dont le Frobenius est surconvergent.
Contrairement aux F -isocristaux surconvergents on n’y suppose pas la con-
nexion surconvergente ; mais la surconvergence du Frobenius suffit a` assurer
la me´romorphie p-adique des fonctions L
(r)
α [the´o (3.2.10)], ce qui prouve la
conjecture de Dwork pour de tels coefficients.
Au §4 les fonctions L(r)α d’un F -isocristal surconvergent E sont de´finies
comme e´tant celles du F -isocristal convergent E associe´ : un F -isocristal sur-
convergent fournit un F -isocristal Dwork-surconvergent par oubli de la sur-
convergence de la connexion, ainsi, graˆce au §3, la me´romorphie de L(r)α (E)
est e´tablie [the´o (4.2.1)(i)] ; la rationalite´ de L(r)(E) re´sulte de la cohomologie
rigide [the´o (4.2.1)(ii)].
En utilisant les re´sultats du IV et du V de surconvergence des images
directes on en de´duit la me´romorphie de
L(r)α (R
ifrig∗(E)) (4.3.2.3)
et la rationalite´ de
L(r)(Rifrig∗(E)) (4.3.2.2) .
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Toujours dans ce §4 on aborde la preuve de la conjecture de Katz dans
le cas surconvergent [the´o (4.3.1)] : on y le`ve l’hypothe`se de prolongement a`
une compactification qui avait e´te´ faite dans [E-LS 2 ; the´o 6.7], graˆce aux
suites exactes en cohomologie syntomique a` supports compacts du V [V,
(3.3.13)(2)], tout en pre´cisant la preuve de Emerton et Kisin [(4.3.1.3)].
On explicite au §5 les conse´quences des re´sultats pre´ce´dents pour les
sche´mas abe´liens ordinaires. Nous avons adopte´ la de´finition d’ordinarite´
d’un morphisme de Illusie [Iℓ 2], celle d’ordinarite´ d’un groupe p-divisible
de Raynaud [R 3], et celle d’ordinarite´ d’un F -cristal de Katz et Deligne [K
2] et [Deℓ 2]. Si f : X → S est un sche´ma abe´lien, on note G le groupe
p-divisible associe´ et D(G) son F -cristal de Dieudonne´ : tout d’abord il est
e´quivalent de dire que X/S est ordinaire, ou que G est ordinaire, ou que D(G)
est ordinaire [the´o (5.2.9)]. Pour un sche´ma abe´lien ordinaire f : X → S on
a des descriptions des fonctions L suivantes
Lα(R
ifcris∗(OX/W )) , L
(r)
α (R
ifcris∗(OX/W ))
en termes de fonctions L usuelles associe´es aux cristaux de Dieudonne´ des
groupes p-divisibles Ge´t et Gtm provenant de G [the´o (5.3.1)].
Remerciements. L’auteur tient ici a` remercier P. Berthelot et B. Le Stum
pour avoir mis a` sa disposition leurs preprints [B 5] et [LS], ainsi que M.-F.
Che´riaux pour l’aide apporte´e a` la frappe du manuscrit.
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I. Rele`vements et alge`bres de
Monsky-Washnitzer
1. Ge´ne´ralite´s
1.0. Notations
Tous les anneaux conside´re´s dans cet article sont (sauf mention du con-
traire) commutatifs et unitaires.
Soient V un anneau noethe´rien, I 6⊆ V un ide´al, A une V-alge`bre telle
que l’anneau A soit noethe´rien et IA 6= A. On note Aˆ le se´pare´ comple´te´
I-adique de A, An = A/I
n+1A et A† ⊂ Aˆ le comple´te´ faible de A au-dessus
de la paire (V, I) [M-W, § 1] : on de´signera toujours par un indice ( )0 la
re´duction mod I d’une V-alge`bre ou d’un V-morphisme.
Si B est une V-alge`bre, on dit que B est faiblement comple`te de type fini
(f.c.t.f. en abre´ge´) si B est la comple´te´e faible d’une V-alge`bre de type fini ;
une telle alge`bre B est appele´e “w.c.f.g.” dans la terminologie de [M-W, § 2].
Conside´rons la partie multiplicative T = 1+IA de A ; notons AT = T
−1A
et (A˜, I˜) le hense´lise´ de (A, IA) au sens de Raynaud [R 2, de´f 4 p 24] :
rappelons qu’on a suppose´ IA 6= A, si bien que 0 6∈ T ; sinon les anneaux
AT , A˜, Aˆ et A
† seraient e´gaux a` {0}.
On rappelle [Et 4] que si A est une V-alge`bre de type fini, alors il existe
des morphismes canoniques AT → A˜→ A† → Aˆ tous fide`lement plats et que
tous ces anneaux ont meˆme se´pare´ comple´te´ I-adique e´gal a` Aˆ.
Proposition (1.1). Soient A,A,B des anneaux noethe´riens munis de mor-
phismes
A
ϕ1−→A
ϕ2−→B
ϕ3−→ Aˆ
avec ϕ3 fide`lement plat. On suppose que Spec Aˆ −→ Spec A est un mor-
phisme normal (resp. re´gulier) [EGA IV, (6.8.1)] : cette dernie`re hypothe`se
17
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est ve´rifie´e si A est excellent. Alors :
(1) Le morphisme
h = Spec (ϕ2 ◦ ϕ1) : Spec B → Spec A
est normal (resp. re´gulier).
(2) Si de plus ϕ2 est plat, alors
f = Spec (ϕ2) : Spec B → Spec A
est un morphisme normal.
(3) Si ϕ2 est plat et (A, IA) est un couple hense´lien tel que Aˆ ≃ Aˆ, alors
f : Spec B → Spec A
est un morphisme normal a` fibres ge´ome´triquement inte`gres.
(4) Si ϕ2 est plat, (A, IA) est un couple hense´lien tel que Aˆ ≃ Aˆ et A
est re´duit, alors A est inte´gralement ferme´ dans B et dans Aˆ.
De´monstration. Le (1) re´sulte de [EGA IV, (6.5.4) (i) (resp. (6.5.2) (i))].
Pour le (2) notons g = Spec ϕ1 : Spec A → Spec A. Soit q ∈ Spec A et
k′ une extension finie du corps re´siduel k(q) : il s’agit de montrer que
f−1(q)k′ = Spec (k
′ ⊗A B)
est normal [EGA IV, (6.8.1)]. Comme Spec k′ est normal et h un morphisme
normal, on sait par [EGA IV, (6.14.1)] que Spec (k′ ⊗A B) est normal.
Conside´rons les applications
k′ ⊗A B
ψ
−→ k′ ⊗A B ≃ k
′ ⊗A (A ⊗A B)
ϕ
−→ k′ ⊗A B
x⊗ b 7−→ x⊗ (1A ⊗ b)
x⊗ (a⊗ b) 7−→ x⊗ (ϕ2(a).b) ;
clairement ϕ ◦ ψ = Id. Pour p ∈ Spec (k′ ⊗A B), m := ϕ−1(p) on a p =
ψ−1(ϕ−1(p)) = ψ−1(m) et ψ et ϕ induisent des morphismes
(k′ ⊗A B)p
ψ′
−→(k′ ⊗A B)m
ϕ′
−→(k′ ⊗A B)p
dont le compose´ est encore l’identite´.
Par hypothe`se D := (k′⊗A B)m est inte´gralement clos, de corps des fractions
note´ L ; en particulier C := (k′ ⊗A B)p est inte`gre : notons K son corps des
fractions. Il s’agit de montrer que C est inte´gralement clos : soit x ∈ K un
e´le´ment entier sur C, annule´ par le polynoˆme R(X) = Xn+
n−1
Σ
i=0
ai X
i, ai ∈ C.
L’injection ψ′ induit une injection :
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ψ′′ : K →֒ L ;
puisque D est inte´gralement clos on a ψ′′(x) ∈ D et x1 := ϕ′(ψ′′(x)) ∈ C
est racine de R(X) : en effet ψ′′ induit ψ˜′′ : K[K] → L[X], R(X) 7→
R˜(X) ∈ D[X] et ϕ′ induit ϕ˜′ : D[X] → C[X], R˜(X) 7→ R(X). D’ou`
R(X) = (X −x1)R1(X) avec R1(X) ∈ C[X]. Si x = x1 on a termine´, sinon x
est racine de R1(X) et on ite`re : finalement x ∈ C, donc C est inte´gralement
clos, i.e. f−1(q)k′ est normal.
Pour le (3), on sait par le (2) que le morphisme g : Spec Aˆ = Spec Aˆ→
Spec A est normal, donc ses fibres sont ge´ome´triquement inte`gres par un
the´ore`me de Raynaud [R 2, the´o 3, p.126]. Or Aˆ est une B-alge`bre fide`lement
plate, donc les fibres de f sont aussi ge´ome´triquement inte`gres.
Pour le (4), le the´ore`me de Raynaud [loc. cit.] prouve queA est inte´gralement
ferme´ dans Aˆ : comme ϕ3 est injectif, A est aussi inte´gralement ferme´ dans
B. 
Pour la commodite´ des re´fe´rences nous avons rassemble´ ci-apre`s quelques
lemmes qui re´sultent des EGA.
Lemme (1.2). Soient A et B deux anneaux noethe´riens tels que B soit une
A-alge`bre. Les proprie´te´s (i) et (ii) ci-apre`s sont e´quivalentes :
(i) Spec B → Spec A est un morphisme re´gulier.
(ii) Pour tout q ∈ Spec A et tout p ∈ Spec B au-dessus de q, le mor-
phisme Aq → Bp est formellement lisse pour les topologies pre´adiques
respectives (i.e. de´finies par q Aq et p Bp respectivement).
De´monstration. En utilisant la de´finition d’un morphisme re´gulier [EGA IV,
(6.8.1)], l’e´quivalence re´sulte de [EGA OIV , (22.5.8) et (19.7.1)]. 
Lemme (1.3). Soient A et B deux anneaux noethe´riens tels que B soit une
A-alge`bre. Si Spec B → Spec A est formellement lisse pour les topologies
discre`tes, alors c’est un morphisme re´gulier.
De´monstration. Si B est une A-alge`bre formellement lisse pour les topologies
discre`tes [EGA OIV , (19.3.1)], alors pour tout q ∈ Spec A et tout p ∈ Spec B
au-dessus de q, le morphisme
Aq → Bp
est formellement lisse pour les topologies discre`tes [EGA OIV , (19.3.5)(iv)],
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donc aussi pour les topologies pre´adiques sur Aq et Bp [EGA OIV , (19.3.8)] ;
d’ou` la conclusion par le lemme (1.2). 
Lemme (1.4). Soient A un anneau, B une A-alge`bre et J ⊂ A un ide´al.
Si Spec B → Spec A est formellement lisse pour les topologies discre`tes,
alors c’est un morphisme formellement lisse pour les topologies J -adiques
sur A et B.
De´monstration. Via [EGA OIV , (19.3.8)]. 
Lemme (1.5). Soient A un anneau et S ⊂ A une partie multiplicative. Alors
(i) Le morphisme f : X = Spec (S−1A)→ Spec A = Y est formellement
e´tale pour les topologies discre`tes.
(ii) En particulier f est re´gulier si A est noethe´rien.
(iii) De plus :
∗ si y ∈ Y \ f(X), alors f−1(y) = φ
∗ si y ∈ f(X), alors f induit un isomophisme
f−1(y)
∼
−→Spec k(y).
De´monstration. La premie`re assertion n’est autre que [EGA OIV , (19.10.3)
(ii)] ; la deuxie`me en re´sulte graˆce au lemme (1.3). La dernie`re assertion est
conse´quence de [Bour, AC II, § 2, n◦ 5, prop 11]. 
Lemme (1.6). Soient A et B deux anneaux noethe´riens tels que B soit une
A-alge`bre ; notons
f : Spec B → Spec A
le morphisme canonique. Alors :
(1) On a les implications :
(i) f est re´duit et A re´duit ⇒ B re´duit.
(ii) f normal et A normal ⇒ B normal.
(iii) f re´gulier et A re´gulier ⇒ B re´gulier.
(2) Si f est fide`lement plat, on a les implications :
(i) B re´duit ⇒ A re´duit.
(ii) B normal ⇒ A normal.
(iii) B re´gulier ⇒ A re´gulier.
De´monstration.
(1) (i) On utilise la de´finition d’un morphisme re´duit [EGA IV, (6.8.1)] et
la caracte´risation des sche´mas noethe´riens re´duits de [EGA IV, (5.8.5)] via
les proprie´te´s ≪ R0 et S1 ≫ : comme A ve´rifie ≪ R0 et S1 ≫, il en est de
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meˆme de B via [EGA IV, (6.5.3) (ii) et (6.4.2)], donc B est re´duit.
Pour (ii) (resp. (iii)) on utilise [EGA IV, (6.5.4) (ii)] (resp. [EGA IV, (6.5.2)
(ii)]).
(2) (i) Le fait qu’un sche´ma X est re´duit s’exprime via les anneaux locaux
OX,x [EGA 0I , (4.1.4)] : le (i) re´sulte de [EGA IV, (2.1.13)].
Le (ii), c’est [EGA IV, (6.5.4) (i)] et le (iii) c’est [EGA IV, (6.5.2) (i)]. 
La proposition suivante ge´ne´ralise des assertions de [Et 4, prop 2, prop
11].
Proposition (1.7). Soient A une V-alge`bre (resp. une V-alge`bre de type fini)
telle que A soit un anneau noethe´rien. Notons B l’un des anneaux A˜, Aˆ (resp.
A†). Alors
(1) AT et B sont des anneaux de Zariski.
(2) On a les implications :
(i) A re´duit ⇒ AT re´duit ⇔ A˜ re´duit.
(ii) A normal ⇒ AT normal ⇔ A˜ normal.
(iii) A re´gulier ⇒ Aˆ re´gulier (resp. ⇒ A† re´gulier)
⇒ A˜ re´gulier ⇒ AT re´gulier.
(iv) A inte´gralement clos ⇒ AT inte´gralement clos.
(3) Si fT : Spec Aˆ→ Spec AT est le morphisme canonique et f le compose´
f : Spec Aˆ−→
fT
Spec AT −→ Spec A, on a l’implication
f re´duit (resp. normal ; resp. re´gulier)
⇒ fT re´duit (resp. normal ; resp. re´gulier).
(4)
(i) Si f est re´duit on a les implications :
A re´duit ⇒ AT re´duit ⇔ B re´duit.
(ii) Si f est normal on a les implications :
A normal ⇒ AT normal ⇔ B normal.
(iii) Si f est re´gulier on a les implications :
A re´gulier ⇒ AT re´gulier ⇔ B re´gulier.
(iv) Si f est normal on a les implications :
A inte´gralement clos ⇒ AT inte´gralement clos ⇔ B inte´gralement
clos.
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De´monstration.
(1) AT est noethe´rien [Bour, AC II, § 2, n◦ 4, cor 2 de prop 10], de meˆme
que A˜ [R 2, p 125] et Aˆ [Bour, AC III, § 3, n◦ 4, prop 8]. De plus si
A est de type fini sur V, alors A† est noethe´rien [M-W, theo 2.1]. De
plus par [Et 4, § 1] on a les inclusions IAT ⊂ Rad AT , IA˜ ⊂ Rad A˜,
IA† ⊂ Rad A†, IAˆ ⊂ Rad Aˆ ; donc les anneaux AT , A˜, A† et Aˆ sont de
Zariski.
(2) Graˆce aux lemmes (1.5) et (1.3), l’implication
A re´duit (resp. normal ; resp. re´gulier)⇒ AT de meˆme,
re´sulte du [lemme (1.6), (1)] et l’e´quivalence
AT re´duit (resp. normal)⇔ A˜ de meˆme,
c’est [R 2, p 125].
Si A est re´gulier, alors Aˆ l’est [EGA OIV , (17.3.8.1)] : par fide`le plati-
tude de Aˆ sur A†, A˜ et AT , ces derniers sont aussi re´guliers [EGA IV,
(6.5.2)(i)].
Si A est inte´gralement clos, rappelons que 0 /∈ T , donc AT est inte`gre
de meˆme corps des fractions que A, par suite AT est inte´gralement clos
[Bour, AC V, § 1, n◦ 5, prop 16].
(3) Re´sulte du [lemme (1.5) (iii)] et de [EGA IV, (6.8.1)].
(4) D’apre`s le (2) et le (3) on est ramene´ a` prouver le (4) en remplac¸ant A
par AT et f par le morphisme fide`lement plat fT .
Les assertions (i) a` (iii) sont fournies par le lemme (1.6).
Pour le (iv) supposons d’abord B inte´gralement clos : par fide`le platitude
de B sur AT on en de´duit que Spec AT est connexe, normal [EGA IV, (2.1.13)]
et noethe´rien, donc AT est inte`gre [EGA I, (4.5.6)] et inte´gralement clos par
[Bour, AC II, § 3, n◦ 3, cor 4 du the´o 1 et AC V, § 1, n◦ 2, cor de prop 8].
Re´ciproquement supposons A := AT inte´gralement clos : par fide`le plat-
itude de Aˆ sur B il nous suffit de montrer que Aˆ = Aˆ est inte´gralement
clos. Puisque A est inte`gre, l’ide´al IA est sans torsion, par suite A = ∩
p
Ap
et IA = ∩
p
IAp ou` p parcourt l’ensemble M des ide´aux maximaux de A
[Bour, AC II, § 3, n◦ 3, cor 4 du the´o 1] ; comme A/IA ≃ A/IA 6= {0}
par hypothe`se, il existe donc p ∈ M tel que IAp⊂
6=
Ap. Soit p ∈ M tel que
IAp⊂
6=
Ap : l’ide´al IAp est contenu dans le seul ide´al maximal pAp de Ap. Or
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l’inclusion A →֒ Ap donne l’inclusion ϕ : Aˆ →֒ (̂Ap) := lim←
n
Ap/I
n Ap, ou`
(̂Ap) est local d’ide´al maximal p(̂Ap) [Bour, AC III, § 3, n◦ 4, prop 8 (ii)] :
le sche´ma Spec (̂Ap) est connexe et son image par le morphisme dominant
Spec ϕ : Spec (̂Ap)→ Spec Aˆ
est un connexe dense, donc Spec Aˆ est connexe ; comme Aˆ est noethe´rien (cf
(1)) et normal (cf (4) (ii)), il en re´sulte que Aˆ est inte`gre [EGA I, (4.5.6)] et
inte´gralement clos. 
2. Des e´quivalences de cate´gories
The´ore`me (2.1). Soit A une V-alge`bre telle que l’anneau A soit noethe´rien.
On suppose que le morphisme canonique Spec Aˆ→ Spec A est normal (vrai
par exemple si A est excellent). Alors
(1) Le morphisme canonique
f : Spec Aˆ→ Spec A˜
est normal, fide`lement plat, a` fibres ge´ome´triquement inte`gres.
(2) (i) Si A˜ est re´duit alors A˜ est inte´gralement ferme´ dans Aˆ.
(ii) Le (i) est ve´rifie´ si A est re´duit.
(iii) On a les e´quivalences :
A˜ inte`gre (resp. inte´gralement clos)
⇔ Aˆ inte`gre (resp. inte´gralement clos).
De´monstration. Pour le (1), Aˆ est le se´pare´ comple´te´ I-adique de A˜, et A˜ est
de Zariski [prop (1.7) (1)], donc f est fide`lement plat [Bour, AC III, § 3, n◦ 5,
prop 9]. L’hypothe`se entraˆıne alors que f est normal a` fibres ge´ome´triquement
inte`gres via [prop (1.1) (3)], car (A˜, I˜) est un couple hense´lien [R 2, the´o 3,
p126].
Le (2) (i) re´sulte de [prop (1.1) (4)], car (A˜, I˜) est un couple hense´lien, et
le (2) (ii) provient de [prop (1.7) (2) (i)].
Dans le (2) (iii) l’assertion dans le cas “inte´gralement clos” est prouve´e
dans [prop (1.7), (4) (iv)]. Pour le cas “inte`gre”, comme A˜ →֒ Aˆ est fide`lement
plat, il suffit de prouver que si A˜ est inte`gre, alors Aˆ l’est : supposons
A˜ inte`gre, alors Aˆ est re´duit [prop (1.7) (4) (i)] ; or les fibres de f sont
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ge´ome´triquement inte`gres, ainsi Spec Aˆ est irre´ductible [EGA IV, (2.3.5)
(iii)] et re´duit, donc Aˆ est inte`gre. 
The´ore`me (2.2). Soit A une V-alge`bre de type fini ; on suppose que le mor-
phisme canonique Spec Aˆ → Spec A est normal (vrai par exemple si V est
excellent). Alors :
(1) Les morphismes canoniques
g : Spec Aˆ −→ Spec A† , h : Spec A† −→ Spec A˜
sont normaux, fide`lement plats, a` fibres ge´ome´triquement inte`gres.
(2) (i) Si A˜ est re´duit, A˜ est inte´gralement ferme´ dans A† et dans Aˆ.
(ii) Si A† est re´duit, A† (resp. A†K) est inte´gralement ferme´ dans Aˆ
(resp. dans ÂK).
(iii) Les hypothe`ses (i) et (ii) sont satisfaites si A est re´duit.
(iv) On a les e´quivalences :
A˜ inte`gre (resp. inte´gralement clos)
m
A† inte`gre (resp. inte´gralement clos)
m
Aˆ inte`gre (resp. inte´gralement clos).
De´monstration.
(1) La preuve pour g est identique a` celle du the´ore`me pre´ce´dent en remar-
quant que (A†, IA†) est un couple hense´lien [Et 4, the´o 3].
Le cas de h a e´te´ traite´ dans [prop (1.1) (3)].
(2) Le (i) et le (ii) ont e´te´ vus dans le (4) de [prop (1.1)].
Le (iii) provient du (4) (i) de [prop (1.7)].
Dans le (iv) l’assertion dans le cas “inte´gralement clos” est prouve´e dans
[prop (1.7) (4) (iv)]. Pour le cas “inte`gre” les inclusions A˜ ⊂ A† ⊂ Aˆ
rame`nent la preuve au (2) (iii) du the´ore`me (2.1). 
Remarque (2.2.1). Lorsque V est un anneau de valuation discre`te complet
et A une V-alge`bre de type fini, A est excellent [EGA IV, (7.8.3)]. Si A† est
re´duit le (2) (ii) du the´ore`me (2.2) prouve que A† est inte´gralement ferme´
dans Aˆ : on retrouve ainsi l’analogue du the´ore`me 2 de Bosch, Dwork, Robba
de [Bo-Dw-R] lorsque la valuation de K de [loc. cit.] est discre`te ; cf. aussi
[Bo].
Les the´ore`mes (2.3) et (2.4) qui suivent ame´liorent la the´ore`me 15 de [Et
4].
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The´ore`me (2.3). Soit A une A-alge`bre telle que l’anneau A soit noethe´rien.
On suppose que le morphisme canonique Spec Aˆ→ Spec A est normal (vrai
si A est excellent). Alors
(1) Le foncteur E de la cate´gorie des A˜-sche´mas e´tales dans la cate´gorie
des Aˆ-sche´mas e´tales de´fini par
f : Spec Aˆ→ Spec A˜
est pleinement fide`le.
(2) (i) Le foncteur F : B 7→ B ⊗A˜ Aˆ de la cate´gorie des A˜-alge`bres finies
e´tales dans la cate´gorie des Aˆ-alge`bres finies e´tales de´fini par f est une
e´quivalence de cate´gories.
(ii) Si A˜ est re´duit (c’est le cas par exemple si A est re´duit), le foncteur
G qui a` une Aˆ-alge`bre finie e´tale C associe la fermeture inte´grale de A˜
dans C est un foncteur quasi-inverse de F .
De´monstration. Le (1) et le (2) (i) se de´montrent comme le (1) du the´ore`me
15 de [Et 4].
Pour (2) (ii) il suffit, graˆce au fait que F est une e´quivalence de cate´gories,
de prouver que si B est une A˜-alge`bre finie e´tale, alors B est la fermeture
inte´grale de A˜ dans B ⊗A˜ Aˆ ≃ Bˆ.
Supposons A˜ re´duit et soit B une A˜-alge`bre finie e´tale : alors (B, IB)
est un couple hense´lien [R 2, prop 2 (1) p 124], B est re´duit par le (1) (i)
du [lemme (1.6)] et Spec Bˆ → Spec B est un morphisme normal [EGA IV,
(6.8.3) (iii)] ; par le (4) de la [prop (1.1)] on en de´duit que B est inte´gralement
ferme´ dans Bˆ. Comme B est fini sur A˜, B est bien la fermeture inte´grale de
A˜ dans Bˆ. 
The´ore`me (2.4). Soit A une V-alge`bre de type fini ; on suppose que le mor-
phisme canonique Spec Aˆ → Spec A est normal (vrai par exemple si V est
excellent) et on de´signe par (A,B) l’un des couples (A˜, A†), (A†, Aˆ). Alors
(1) Le foncteur E de la cate´gorie des A-sche´mas e´tales dans la cate´gorie
des B-sche´mas e´tales de´fini par
f : Spec B → Spec A
est pleinement fide`le.
(2) (i) Le foncteur : F : B 7→ B ⊗A B de la cate´gorie des A-alge`bres finies
e´tales dans la cate´gorie des B-alge`bres finies e´tales de´fini par f est une
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e´quivalence de cate´gories.
(ii) Si A est re´duit (c’est le cas par exemple si A est re´duit), le foncteur
G qui a` une B-alge`bre finie e´tale C associe la fermeture inte´grale de A
dans C est un foncteur quasi-inverse de F .
De´monstration.
(1) Ici f est fide`lement plat et quasi-compact, donc universellement sub-
mersif [EGA I, (3.9.4) (ii) et (7.3.5)] ; de plus les fibres de f sont ge´ome´-
triquement inte`gres [the´o (2.2)]. En vertu de [SGA 1, IX, cor 3.4] le
foncteur E de´fini par f est pleinement fide`le.
(2) Le (i) se montre comme [Et 4, the´o 15, 2 (i) et (ii)]. La preuve du (ii)
est la meˆme que celle du (2) (ii) du [the´ore`me (2.3)] si l’on rappelle que
toute A†-alge`bre finie B est “f.c.t.f ” [Et 4, prop 1] et que (B, IB) est
un couple hense´lien [loc. cit, the´o 3]. 
Remarque (2.4.1). La partie (1) des the´ore`mes (2.3) et (2.4) pre´ce´dents
est une ge´ne´ralisation de [EGA IV, (18.9.5)].
3. Sche´mas formels et rele`vements de sche´mas
The´ore`me (3.1). Soit A une V-alge`bre normale de caracte´ristique ze´ro telle
que A soit un anneau noethe´rien ; on suppose A excellent et 0 /∈ T := 1+IA.
On note A0 = A/IA. Alors
(1) Si ϕ : S ′ → Spec A0 =: S est un morphisme fini e´tale, il existe un
morphisme fini
ψ : Spec B → Spec A
relevant ϕ, ou` B est normal (resp. B est inte´gralement clos si A l’est)
et tel que
ψT : Spec BT → Spec AT
soit un rele`vement fini e´tale de ϕ.
(2) De plus il existe g0 ∈ A0 et g ∈ A relevant g0 tels que
ψg : Spec Bg → Spec Ag
soit un rele`vement fini e´tale de
φg0 : S
′
g0
→ Spec (A0g0 ).
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(3) Supposons de plus V excellent, A de type fini sur V et fixons une
pre´sentation
A = V[t1, ..., tn]/(f1, ..., fr).
Notons P la fermeture projective de Spec A dans PnV , P
′ le normalise´ de
P et P ′′ la fermeture inte´grale de P dans l’anneau R (Spec B) des fonctions
rationnelles sur Spec B. Les morphismes structuraux P ′′ → P ′ et P ′ → P
sont finis, leur compose´ θ : P ′′ → P aussi, et on a des carre´s carte´siens
Spec B 
 //
ψ

P ′′
θ

Spec A 
 // P
Spec B 
 //
ψ

P ′′
θ′

Spec A 
 // P ′
ou` les fle`ches horizontales sont des immersions ouvertes fournissant par pas-
sage aux se´pare´s comple´te´s des carre´s carte´siens
S ′ := SpfBˆ
j′
−֒→ Pˆ ′′ =: S ′
ψˆ ↓ ↓ θˆ
S := SpfAˆ −֒→
j˜
Pˆ =: S˜
Spf Bˆ −֒→ Pˆ ′′ = S ′
ψˆ ↓ ↓ θˆ′
Spf Aˆ −֒→
j
Pˆ ′ = S
ou` ψˆ est un rele`vement fini e´tale de ϕ, θˆ et θ̂′ sont finis, P̂ ′ est normal et les
fle`ches horizontales sont des immersions ouvertes.
De plus OP̂ ′′ est la fermeture inte´grale de OP̂ (resp. de OP̂ ′) dans OS′ [EGA
II, (6.3.2)].
Enfin, θˆ (resp.θ̂′) est plat si et seulement si sa re´duction module I est plate.
Donnons tout de suite un corollaire et sa de´monstration avant de prouver le
the´ore`me.
Corollaire (3.2). Soit V un anneau de valuation discre`te complet de car-
acte´ristique ze´ro, d’ide´al maximal I et de corps re´siduel k. Si A0 est une
k-alge`bre lisse et ϕ : Spec B0 → Spec A0 est un morphisme fini e´tale, alors
il existe une V-alge`bre lisse A et un morphisme fini ψ : Spec B → Spec A
relevant ϕ et satisfaisant aux proprie´te´s du the´ore`me (3.1).
De´monstration du corollaire (3.2). L’existence d’une V-alge`bre lisse A rele-
vant A0 re´sulte du the´ore`me 6 de Elkik [Eℓ]. Le V du corollaire est re´gulier
[EGA OIV , (17.1.4) (ii)] et excellent [EGA IV, (7.8.3)] : comme A est lisse
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sur V, A est re´gulier [EGA IV, (17.5.8)] et excellent [EGA IV, (7.8.3)]. Il
suffit alors d’appliquer le the´ore`me (3.1). 
De´monstration du the´ore`me (3.1).
(1) et (2) . D’apre`s [EGA IV, (18.3.2)] il existe une Aˆ-alge`bre finie e´tale C
telle que Spec C → Spec Aˆ rele`ve ϕ. Puisque A est noethe´rien normal on
peut de´composer Spec A en somme de ses composantes connexes
∐
i
Spec Ai,
avec Ai inte´gralement clos, et
∐
i
Spec Aˆi est une de´composition de Spec Aˆ
en somme de ses composantes connexes, avec Aˆi inte´gralement clos [prop
(1.7) (4) (iv)] : C est aussi normal noethe´rien et on le de´compose de meˆme.
Comme Spec C → Spec Aˆ est fini et plat, on est ramene´ au cas ou` ce mor-
phisme est surjectif avec C et Aˆ inte´gralement clos.
Soient L le corps des fractions de Aˆ et L1 celui de C : d’apre`s [EGA II,
(6.1.8)] L →֒ L1 est une extension finie de corps de caracte´ristique nulle (donc
l’extension est se´parable) et C est la fermeture inte´grale de Aˆ dans L1. Par
le the´ore`me de l’e´le´ment primitif il existe x ∈ L1 tel que L1 = L[x] : x est
se´parable sur L [Bour, A V, prop 6 p 38], son polynoˆme minimal f(X) ∈ L[X]
est se´parable [Bour, A V, prop 5 p 38], donc f ∧ f ′ = 1 dans L[X] [Bour, A
V, prop 3 p 36] ; appliquant Be´zout dans L[X], il existe g1 ∈ Aˆ tel que f ,
f ′ ∈ (Aˆ)g1[X] et tel qu’il existe u, v ∈ (Aˆ)g1[X] ve´rifiant l’identite´ uf+vf
′ = 1
dans (Aˆ)g1[X]. Ainsi le morphisme canonique
µ : (Aˆ)g1 −→ (Aˆ)g1[X] / (f)
est fini e´tale [Mi, I, 3.4] et s’inse`re dans le carre´ cocarte´sien
(Aˆ)g1
µ //

(Aˆ)g1[X]/(f) =: D

Frac(Aˆ)g1 = L
  // L1 = L[X]/(f) = L⊗(Aˆ)g1 D ;
par suite µ est fide`lement plat puisqu’il est injectif. La platitude de µ fournit
l’injectivite´ de D →֒ L1, donc D est inte`gre (de corps des fractions L1) et
normal [EGA IV, (17.5.7)], donc inte´gralement clos ; donc D est la fermeture
inte´grale de (Aˆ)g1 dans L1. Par changement de base, µ fournit le morphisme
fini e´tale fide`lement plat
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ρ : (̂Aˆ)g1 →֒ (̂Aˆ)g1[X] / (fˆ),
ou` fˆ est l’image de f dans (̂Aˆ)g1[X].
Soit g2 ∈ A un rele`vement de (g1 mod I) ∈ A0 : comme (̂Aˆ)g1 est une
A-alge`bre formellement e´tale par les topologies I-adiques il existe un unique
A- morphisme (en fait un Aˆ-morphisme)
ν : (̂Aˆ)g1 −→ (Âg2)
relevant l’identite´ de Ag2 / IAg2 et ν est un isomorphisme [EGA OI , (6.6.21)].
Notons f1(X) ∈ Ag2[X] un polynoˆme unitaire relevant
f(X)modI ∈ (Aˆ)g1 [X] / I(Aˆ)g1[X] ≃ Ag2 [X] / IAg2 [X] ;
alors, si fˆ1 de´signe l’image de f1 dans (Âg2)[X], (Âg2)[X] / (fˆ1) est fini et
plat sur (Âg2) car fˆ1 est unitaire [Mi, I, 2.6 (a)]. Comme ρ est fini e´tale, que
D et Âg2 [X] / (fˆ1) ont meˆme re´duction mod I et que (̂Aˆ)g1 s’identifie a` Âg2
via ν, il existe un unique Âg2-morphisme
Âg2[X] / (ν(fˆ))→ Âg2 [X] / (fˆ1)
qui est un isomorphisme [EGA OI , (6.6.21)] relevant l’identite´ de D/ID.
Puisqu’on a des injections
(Aˆ)g1 →֒ (Aˆ)g1,T →֒
̂
((Aˆ)g1,T ) =
̂((Aˆ)g1),
Ag2 →֒ Ag2T →֒ (̂Ag2,T ) = Âg2
et que f et f1 sont unitaires on en de´duit que
ν(fˆ ) = f̂1,
i.e. que dans l’e´criture L1 = L[X] / (f) on peut supposer f = f1 ∈ Ag2[X] :
ainsi il existe g3 ∈ A tel que f, f ′ ∈ Ag3[X] et tel qu’il existe u, v ∈ Ag3 [X]
ve´rifiant l’identite´ uf + vf ′ = 1 dans Ag3 [X]. En particulier le morphisme
canonique
η : Ag3 → Ag3[X] / (f)
est fini e´tale et s’inse`re dans le diagramme commutatif
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Ag3[X]/(f)
τ // (Aˆ)g3[X]/(f)
// L1
Ag3
η
OO
  // (Aˆ)g3
OO
  // L
OO
;
par suite η est injectif, donc fide`lement plat. Par le meˆme raisonnement que
ci-dessus pour D = (Aˆ)g1[X] / (f) on montre que (Aˆ)g3 [X] / (f) est inte`gre
et inte´gralement clos de corps des fractions L1. La platitude de η fournit l’in-
jectivite´ de τ : donc Ag3 [X] / (f) est inte`gre de corps des fractions note´ K1 ;
on notera K le corps des fractions de A. On sait par [EGA IV, (18.10.12)]
que K1 est une extension finie e´tale de K et que Ag3 [X] / (f) est la fermeture
inte´grale de Ag3 dans K1 : comme f est irre´ductible dans L[X], il l’est aussi
dans K[X] ⊂ L[X], d’ou` K1 = K[X] / (f).
Comme A est excellent, il est universellement japonais [EGA IV, (7.8.3)
(vi)] : la fermeture inte´grale B de A dans K1 = K[X] / (f) est une A-
alge`bre finie, Spec B → Spec A est surjectif et Bg3 = Ag3[X] / (f) ; B est
aussi la fermeture inte´grale de A dans Ag3[X] / (f), BT est la fermeture
inte´grale de AT dans Ag3,T [X] / (f), et le corps des fractions de B est K1
(donc B est inte´gralement clos). Comme Spec Aˆ→ Spec A est un morphisme
re´gulier [EGA IV, (7.8.3) (v)], donc normal, la fermeture inte´grale de Aˆ dans
(Aˆ)g3[X] / (f) est e´gale a` Bˆ = B⊗A Aˆ [EGA IV, (6.14.4)] : or (Aˆ)g3[X] / (f)
est inte´gralement clos ; donc Bˆ est la fermeture inte´grale de Aˆ dans L1, d’ou`
Bˆ = C. On en de´duit que B et C ont meˆme re´duction mod I, d’ou` l’existence
du morphisme fini
ψ : Spec B → Spec A
relevant ϕ et il suffit de prendre g = g3, g0 = g mod I.
De plus Spec Aˆ = Spec AˆT → Spec AT est un morphisme normal
puisque AT est excellent : par suite la fermeture inte´grale de Aˆ = ÂT
dans (Aˆ)g3[X] / (f), qu’on sait eˆtre e´gale a` C = Bˆ, est aussi e´gale a`
BT ⊗AT Aˆ = B̂T = Bˆ [EGA IV, (6.14.4)]. Par passage aux se´pare´s comple´te´s
ψ induit
ψˆ = Spec Bˆ → Spec Aˆ
qui s’identifie a` notre morphisme fini e´tale
Spec C → Spec Aˆ ;
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par fide`le platitude de Aˆ sur AT le morphisme
ψT = Spec BT → Spec AT
est donc fini e´tale et c’est clairement un rele`vement de ϕ : S ′ → Spec A0.
(3) On se rame`ne a` A et B inte´gralement clos comme en (1) dont on reprend
les notations. Le sche´ma P est inte`gre, car on a suppose´ A inte`gre [EGA I,
(6.10.5)], d’ou` R(P ) = R (Spec A) = Frac A = K est un corps [EGA I,
(8.1.5)]. Le sche´ma P est excellent, donc pour chaque ouvert U = Spec R ⊂
P , R est japonais [EGA IV, (7.8.3)] : ainsi la fermeture inte´grale P ′ (resp. P ′′)
de P dans R (Spec A) = K (resp. dans R (Spec B) = K1 = K[X] / (f)) est
un P -sche´ma fini et on a R(P ′) = K (resp. R(P ′′) = K1) [EGA II, (6.3.7)] :
e´videmment P ′′ est aussi la fermeture inte´grale de P ′ dans K1 et P
′′ → P ′
est fini. De plus P ′ est inte´gralement clos car noethe´rien normal et inte`gre
[EGA II, (6.3.8)] ; comme A est inte´gralement clos, P ′ est aussi la fermeture
inte´grale de P dans Spec A : on a donc une immersion ouverte
Spec A →֒ P ′
[R 2, cor 2, p 42]. Par [EGA II, Rq entre (6.3.4) et (6.3.5)] ou [EGA IV,
(6.14.4)] les carre´s
Spec B 
 //
ψ

P ′′
θ

Spec A 
 // P
Spec B 
 //
ψ

P ′′
θ′

Spec A 
 // P ′
sont carte´siens.
On conclut la de´monstration du the´ore`me (3.1) par passage aux se´pare´s
comple´te´s : que OP̂ ′′ soit la fermeture inte´grale de OPˆ (resp. OP̂ ′) dans OS′
re´sulte de [EGA IV, (6.14.4)] compte tenu du fait que Pˆ → P est un mor-
phisme normal, car P est excellent. De meˆme P̂ ′ → P ′ est normal : ainsi P̂ ′
est normal car P ′ l’est [prop (1.7)].
Il nous reste a` montrer que si θˆ mod I (resp. θ̂′ mod I) est plat, alors θˆ
(resp. θ̂′) est plat : faisons la de´monstration pour θˆ. Comme ci-dessus on peut
supposer P inte`gre et se limiter a` un ouvert affine V = Spec R de P : alors
l’ensemble U des points de V tels que la restriction de θ a` θ−1(U) soit plate
est un ouvert non vide de V [EGA IV, (11.1.1), (2.4.6), (6.9.1)] et U contient
la re´duction V0 de V modulo I par hypothe`se. En posant : U˜ := U×V Spec Rˆ
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et P˜ ′′ := U˜ ×P P ′′, soit θ˜ : P˜ ′′ → U˜ l’image inverse de θ par le changement
de base U˜ → P : θ˜ est plat. Or U˜ est un ouvert de Spec Rˆ qui contient V0,
donc U˜ = Spec Rˆ via [EGA IV, (18.5.4.3)] car (Spec Rˆ, V0) est un couple
hense´lien [Et 4, the´o 3]. Par passage aux comple´te´s formels, θˆ : P̂ ′′ → Pˆ est
plat. 
The´ore`me (3.3). Soient V un anneau excellent normal, I ⊂ V un ide´al
et V0 = V/I tel que (V,V0) soit un couple hense´lien au sens de [EGA IV,
(18.5.5)] ; on suppose V0 normal. Soient S0 = Spec A0 un V0-sche´ma affine
et lisse, A = V[t1, ..., td]/J une V-alge`bre lisse relevant A0 et dont on a fixe´
une pre´sentation et S = Spec A : on note Aˆ le se´pare´ comple´te´ de A pour
la topologie I-adique, A† son comple´te´ faible, A˜ l’hense´lise´ de A au sens de
Raynaud et Sˆ = Spec Aˆ, S† = Spec A†, S˜ = Spec A˜. On de´signe par S
l’adhe´rence sche´matique de S dans PdV , et par S (resp. S) le comple´te´ formel
I-adique de S (resp. de S).
Soit f : X0 → S0 un V0-morphisme projectif. Alors
(3.3.1) Il existe un carre´ carte´sien
(3.3.1.1)
X
  //
h

X
h

S
  // S
dans lequel h est projectif, h est un rele`vement projectif de f et les
fle`ches horizontales sont des immersions ouvertes.
(3.3.2) Conside´rons le diagramme commutatif a` carre´s carte´siens de´duit
de (3.3.1.1)
(3.3.2.1)
XSˆ //
h
Sˆ

XS† //
h
S†

XS˜ //
hS˜

X
  //
h

X
h

Sˆ // S† // S˜ // S
  // S
dans lequel h, hS˜, hS†, hSˆ sont des rele`vements projectifs de f .
Alors on a e´quivalence entre les proprie´te´s suivantes :
(i) X est plat sur V et f est plat.
(ii) hSˆ est plat.
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(iii) hS† est plat.
(iv) hS˜ est plat.
(3.3.3) Alors on a e´quivalence entre les proprie´te´s suivantes :
(i) X est plat sur V et f est lisse.
(ii) hSˆ est lisse.
(iii) hS† est lisse.
(iv) hS˜ est lisse.
(3.3.4) Le carre´ carte´sien (3.3.1.1) fournit par passage aux comple´te´s
formels un carre´ carte´sien de V-sche´mas formels
(3.3.4.1)
X
  //
hˆ

X
hˆ

S
  // S
dans lequel hˆ est un rele`vement projectif de f , hˆ est projectif et les
fle`ches horizontales sont des immersions ouvertes.
De plus on a e´quivalence entre les proprie´te´s suivantes :
(i) X est plat sur V et f est plat (resp. f est lisse).
(ii) hˆ est plat (resp. hˆ est lisse).
De´monstration. Quitte a` de´composer les sche´mas normaux noethe´riens Spec V
et S0 en somme de leurs composantes connexes on supposera dans toute la
suite que Spec V et S0 sont connexes, donc inte´gralement clos.
Pour (3.3.1). Le morphisme projectif f se factorise en f : X0
i0
→֒PnA0
s0→S0 =
Spec A0 ou` i0 est une immersion ferme´e et s0 est le morphisme canonique.
Soient (x0, x1, ..., xn) les coordonne´es projectives sur PnA0 (resp. sur P
n
S) :
alorsX0 est isomorphe a` Proj(A0[x0, x1, ..., xn]/J 0) pour un certain ide´al ho-
moge`ne J 0 de l’anneau noethe´rien A0[x0, x1, ..., xn] : J 0 est engendre´ par un
nombre fini de polynoˆmes homoge`nes f 10 , ..., f
r
0 . Pour α ∈ {1, ..., r} relevons
fα0 en un polynoˆme homoge`ne f
α ∈ A[x0, x1, ..., xn] de meˆme degre´ en relevant
coefficient par coefficient de A0 a` A, et soit J l’ide´al (homoge`ne) engendre´
par f 1, ..., f r
J = (f 1, ..., f r) ⊂ A[x0, x1, ..., xn] .
De´signons par
i : X = Proj(A[x0, x1, ..., xn]/J ) →֒ P
n
S
l’immersion ferme´e et par pS : PnS → S = Spec A la projection canonique.
Alors le morphisme compose´
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h = pS ◦ i : X → S
est un rele`vement projectif de f . Notons pS : P
n
S
→ S la projection canon-
ique, X la fermeture inte´grale de Pn
S
dans X, i : X →֒ Pn
S
l’immersion ferme´e
et h = pS ◦ i : h est projectif. On dispose ainsi d’un carre´ carte´sien
(3.3.1.1)
X
 
jY
//
h

X
h

S
 
jS
// S
ou` les fle`ches horizontales sont des immersions ouvertes.
Pour (3.3.2). On a le lemme suivant :
Lemme(3.3.2.2). On a l’e´quivalence :
X est plat sur V ⇐⇒ XSˆ est plat sur V .
De´monstration du lemme. Notons v le morphisme compose´ X
h
→S → Spec V
et w le compose´ de v avec le morphisme plat XSˆ → X. Si v est plat, w l’est.
Supposons que w soit plat : d’apre`s le crite`re de platitude par fibres [EGA
IV,(11.3.10)] v est plat sur sa fibre spe´ciale X0, donc au-dessus de V0. Or
par le the´ore`me de platitude ge´ne´rique [EGA IV, (6.9.1)] il existe un ouvert
non vide V de Spec V au-dessus duquel v est lisse ; comme cet ouvert V
contient Spec V0 d’apre`s le raisonnement fait ci-dessus, il re´sulte de [EGA
IV, (18.5.4.3)] que V = Spec V puisque (V,V0) est un couple hense´lien. D’ou`
le lemme. 
On montre de la meˆme fac¸on le lemme suivant :
Lemme(3.3.2.3). Avec V comme dans le the´ore`me (3.3), soit B une V-
alge`bre de type fini, de se´pare´ comple´te´ I-adique note´ Bˆ. Alors on a l’e´quivalence :
B est plat sur V ⇐⇒ Bˆ est plat sur V .
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Par fide`le platitude des morphismes Sˆ → S† et S† → S˜ les proprie´te´s
(ii), (iii), (iv) sont e´quivalentes.
Supposons (ii) ve´rifie´ : alorsXSˆ est plat sur V, donc par le lemme (3.3.2.2)
X est plat sur V et (i) est clair. Il nous reste a` prouver que (i)⇒ (ii).
Supposons la proprie´te´ (i) ve´rifie´e. Puisque XSˆ est plat sur V (car X est
plat sur V) et f est plat, le crite`re de platitude par fibres [EGA IV,(11.3.10)]
prouve que hSˆ est plat en tous les points au-dessus de S0. Or Spec Aˆ est
connexe car S0 = Spec A0 l’est [Et 4, cor 2 du the´o 3] ; comme A est normal
et que le morphisme A→ Aˆ est normal, car re´gulier [EGA IV, (7.8.3) (v)], il
re´sulte de la [prop (1.7) 4 (ii)] que Aˆ est normal, donc que Aˆ est inte´gralement
clos. Par le the´ore`me de platitude ge´ne´rique [EGA IV, (6.9.1)] il existe un
ouvert non vide V de Spec Aˆ tel que la restriction hV : h
−1
Sˆ
(V ) → V de
hSˆ soit plate. Or V contient Spec A0 d’apre`s le raisonnement fait ci-dessus,
donc V = Spec Aˆ =: Sˆ puisque (Sˆ, S0) est un couple hense´lien [EGA IV,
(18.5.4.3)].
Pour (3.3.3). Par fide`le platitude des morphismes Sˆ → S† et S† → S˜
les proprie´te´s (ii), (iii), (iv) sont e´quivalentes. Comme (ii) ⇒ (i) est clair, il
nous reste a` prouver que (i)⇒ (ii).
Supposons la proprie´te´ (i) ve´rifie´e. D’apre`s (3.3.2) hSˆ est plat. Appliquons
[EGA IV, (12.2.4)] au morphisme projectif et plat hSˆ : l’ouvert W des s ∈ Sˆ
ou` hs : (XSˆ)s → s est lisse contient Spec A0 puisque f est lisse, donc W = Sˆ
la` encore en utilisant le caracte`re hense´lien du couple (Sˆ, S0). Ainsi on a
obtenu un rele`vement projectif et lisse hSˆ : XSˆ → Sˆ de f .
Pour (3.3.4). Il suffit de prendre le comple´te´ formel du carre´ (3.3.1.1) :
on obtient un carre´ carte´sien de V-sche´mas formels
(3.3.4.1)
X
 
jY //
hˆ

X
hˆ

S
 
jS
// S ,
dans lequel hˆ et hˆ sont projectifs. Puisque Aˆ est un anneau de Zariski et que
hˆ est le comple´te´ de h, hSˆ, il re´sulte de [Bour, AC III, §5 ; n
o 4, prop 2, et
no 2, the´o 1] que la platitude (resp. la lissite´) de hˆ e´quivaut a` celle de hSˆ ;
d’ou` l’e´quivalence des proprie´te´s (i) et (ii) . 
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Remarques (3.3.5). Supposons que V est un anneau de valuation discre`te
complet, I son ide´al maximal, k son corps re´siduel et π une uniformisante.
(i) L’hypothe`se de platitude de X sur V dans (3.3.2), (3.3.3) et (3.3.4)
e´quivaut a` OX sans π-torsion.
(ii) Lorsque S = Spec V, un exemple de Serre [S 1] prouve qu’il existe des
cas ou` X n’est pas plat sur V : dans ce cas h n’est pas plat. Nous allons voir
ci-dessous en (3.3.7) une condition suffisante de platitude de h, celle ou` le
morphisme projectif f identifie X a` une intersection comple`te dans un espace
projectif (cf de´finition (3.3.6)).
En nous inspirant de la de´finition donne´e par Deligne des intersections
comple`tes dans un fibre´ projectif [SGA 7, II, exp.XI, 1.4] on adoptera la
de´finition suivante :
De´finition (3.3.6). Soit f : X → S un morphisme de sche´mas. On dira que
X est une intersection comple`te relativement a` S dans des espaces projectifs
sur S si il existe un recouvrement de S par des ouverts de Zariski Sα, S =⋃
α
Sα et, en de´signant par fα : Xα → Sα le morphisme de´duit de f par le
changement de base Sα → S, il existe, pour chaque α, un couple (nα, rα) ∈
N∗ × N et une Sα-immersion ferme´e iα qui factorise fα
(3.3.6.1)
Xα
  iα //
fα !!D
DD
DD
DD
D
PnαSα
pα

Sα
ou` pα de´signe la projection canonique, telle que :
(i) fibre a` fibre, iα est de codimension rα, i.e. pour tout s = Spec k(s) ∈ Sα,
si iα,s : Xα,s →֒ Pnαs de´signe la fibre de iα au-dessus de s, on a rα=
codim (Xα,s,Pnαs )
(ii) il existe un recouvrement de Sα par des ouverts de Zariski Sα,β, Sα =⋃
β
Sα,β tels que, en de´signant par
(3.3.6.2)
Xα,β
  iα,β //
fα,β ##G
GG
GG
GG
GG
PnαSα,β
pα,β

Sα,β
le diagramme de´duit de (3.3.6.1) par le changement de base Sα,β → Sα,
chaque Xα,β = Proj(OSα,β [x0, x1, ..., xnα]/Jα,β) est l’intersection de rα
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hypersurfaces (de certains degre´s) au sens sche´matique, i.e. l’ide´al Jα,β
est engendre´ par rα e´le´ments homoge`nes.
On dit alors que Xα est une intersection comple`te relativement a` Sα dans
PnαSα de codimension rα.
Nous allons e´tablir le corollaire suivant du the´ore`me (3.3) :
Corollaire (3.3.7). Soient V un anneau local normal d’ide´al maximal I ⊂ V,
complet pour la topologie I-adique, de corps re´siduel k = V/I. Soient S0 un
k-sche´ma lisse et se´pare´, f : X0 → S0 un k-morphisme projectif et lisse
tel que X0 est une intersection comple`te, relativement a` S0, dans des es-
paces projectifs sur S0, Sα,β = Spec A0 un k-sche´ma affine et lisse tel qu’en
(3.3.6.2), A = V[t1, ..., td]/J une V-alge`bre lisse relevant A0, dont on a fixe´
une pre´sentation, et S = Spec A : on note Aˆ le se´pare´ comple´te´ de A pour
la topologie I-adique, A† son comple´te´ faible, A˜ l’hense´lise´ de A au sens de
Raynaud et Sˆ = Spec Aˆ, S† = Spec A†, S˜ = Spec A˜. On de´signe par S
l’adhe´rence sche´matique de S dans PdV , et par S (resp. S) le comple´te´ formel
I-adique de S (resp. de S).
Alors le X construit en (3.3.1) est plat sur V et les morphismes hS˜, hS† , hSˆ de
(3.3.2) sont des rele`vements projectifs et lisses du morphisme fα,β : Xα,β →
Sα,β de´duit de f par le changement de base Sα,β → S0. De plus on dispose
d’un diagramme tel que (3.3.4.1) dans lequel hˆ est un rele`vement projectif et
lisse de f .
De´monstration. L’anneau V est excellent [EGA IV, (7.8.3)(iii)]. Quitte a`
faire le changement de base Sα,β → S0 on supposera dans la suite de la
de´monstration que fα,β = f . Quitte a` de´composer les sche´mas normaux
noethe´riens Spec V, S0 et X0 en somme de leurs composantes connexes on
supposera dans toute la suite que Spec V, S0 et X0 sont connexes, donc
inte´gralement clos. En utilisant alors les notations de la preuve de (3.3), avec
X0 = Proj(A0[x0, x1, ..., xn]/J 0), on dispose du diagramme commutatif
X0
  i0 //
f !!C
CC
CC
CC
C
PnS0
pS0

S0 .
Comme f est plat et S0 connexe, pour tout s ∈ S0, la dimension de X0,s =
f−1(s) est constante [H 2, III, cor 9.10], donc la codimension Codim (X0,s,Pnk(s))
aussi : notons r cette dernie`re. Puisque X0 est une intersection comple`te,
relativement a` S0, dans PnS0 , l’ide´al J
0 posse`de une famille ge´ne´ratrice con-
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stitue´e de r e´le´ments homoge`nes : notons ceux-ci f 10 , ..., f
r
0 , que l’on rele`ve
comme dans la preuve de (3.3) en f 1, ..., f r ; d’ou` un diagramme tel que
(3.3.1.1). Notons AnS,(j), j ∈ J0, nK, chacun des espaces affines qui recou-
vrent PnS et X(j) = Spec (A[x0, ..., xn]/(xj − 1, f
1, ..., f r)) le sche´ma in-
duit sur AnS,(j) par X. Il s’agit de montrer que, pour tout j, X(j) est plat
sur S. Pour j ∈ J0, nK, notons X0,(j) (resp AnS0,(j)) la re´duction de X(j)
(resp AnS,(j)) mod I et f
ℓ
0,(j)(x0, ..., xj−1, xj+1, ..., xn) = f
ℓ
0(x0, ..., xj−1, xj =
1, xj+1, ..., xn), ℓ ∈ J1, rK. Pour prouver la platitude de X(j) sur S, il suf-
fit d’apre`s [Mi, I, Rk 2.6 (d)] de prouver que (f 10,(j), ..., f
r
0,(j)) est une suite
re´gulie`re, ce qui e´quivaut ici [EGA 0IV , (15.2.2) et (15.2.3)] a` prouver qu’elle
est quasi-re´gulie`re. Or i0 est une immersion ferme´e re´gulie`re d’apre`s [EGA
IV, (17.12.1)], i.e., pour tout j ∈ J0, nK, l’ide´al J 0(j) := (f
1
0,(j), ..., f
r
0,(j)) est
re´gulier [EGA IV, (16.9.2)] : donc, d’apre`s [EGA 0IV , (15.2.2)] et [EGA IV,
(16.1.2.2)], l’homomorphisme (ii) de [EGA IV, (16.9.3)] est bijectif. Comme
i0 est re´gulie`re, donc quasi-re´gulie`re, le faisceau conormal NX0/PnS0
est lo-
calement libre [EGA IV, (16.9.8)], i.e. pour tout j ∈ J0, nK J 0(j)/(J
0
(j))
2 est
localement libre : or ici, fibre a` fibre au-dessus de chaque point s ∈ S0,
il est de rang e´gal a` rg (J 0(j)/(J
0
(j))
2)= Codim (X0,s,Pnk(s))= r. Donc, pour
tout j ∈ J0, nK, J 0(j)/(J
0
(j))
2 est localement libre de rang r. Or les images de
f 10,(j), ..., f
r
0,(j) dans J
0
(j)/(J
0
(j))
2 l’engendrent en tant que OX0,(j)/J
0
(j)-module :
e´tant au nombre de r c’en est une base [Bour, AC II, §3, cor 5 du the´o 1] ; ainsi
[EGA IV, (16.9.3)] la suite (f 10,(j), ..., f
r
0,(j)) est quasi-re´gulie`re. Ceci ache`ve la
preuve du corollaire. 
Dans le the´ore`me qui suit on particularise les hypothe`ses faites sur l’an-
neau V dans le the´ore`me (3.1) ce qui permet d’e´tendre celui-ci du cas “fini
e´tale” au cas “fini” :
The´ore`me (3.4). Soient V un anneau excellent normal de caracte´ristique
ze´ro, I ⊂ V un ide´al et V0 = V/I tel que (V,V0) soit un couple hense´lien au
sens de [EGA IV, (18.5.5)] . Soient A0 et C0 deux V0-alge`bres lisses et
ϕ0 : A0 → C0
un V0-morphisme fini (resp. fini et plat ; resp. fini et fide`lement plat ; resp.
fini e´tale) ; fixons deux V-alge`bres lisses A et C relevant respectivement A0
et C0 et notons Aˆ, Cˆ leurs se´pare´s comple´te´s I-adiques.
Alors
(1) Il existe un V-morphisme
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ϕ : Aˆ→ Cˆ
fini (resp. fini et plat ; resp. fini et fide`lement plat ; resp. fini e´tale)
relevant ϕ0.
(2) (i) Il existe une V-alge`bre de type fini B normale (resp. inte´gralement
close si A l’est) relevant C0, un V-morphisme fini
ψ : A→ B
relevant ϕ0 et un V-isomorphisme Cˆ ≃ Bˆ s’inse´rant dans un triangle
commutatif
Aˆ
ψˆ //
ϕ
=
==
==
==
Bˆ
≃

Cˆ .
(ii) De plus les V-morphismes
ψT : AT → BT et ψ
† = ψ ⊗A A
† : A† → B† ≃ B ⊗A A
†
sont finis (resp. finis et plats ; resp. finis et fide`lement plats ; resp. finis
e´tales) et rele`vent ϕ0 ; les morphismes ψ̂T et ψ̂
† s’identifient a` ψˆ.
(3) Fixons de plus une pre´sentation de la V-alge`bre A
A = V[t1, ..., tn]/(f1, ..., fr)
et reprenons les notations du (3) du the´ore`me (3.1). On a les meˆmes
carre´s carte´siens, mais ou` cette fois ψˆ est un rele`vement fini (resp.
fini et plat ; resp. fini et fide`lement plat ; resp. fini e´tale) de ϕ0 et ou`
θ, θ′, θˆ, θ̂′ sont finis. De plus θˆ (resp. θ̂′) est plat si et seulement si sa
re´duction modulo I est plate.
De´monstration de (3.4).
(1) L’existence de A et C re´sulte du the´ore`me 6 de Elkik [Eℓ] et celle de ϕ
se de´duit de la lissite´ formelle de Aˆ sur V : donc ϕ est un morphisme
fini [Bour, AC III, § 2, n◦ 11, prop 14].
On conclut comme dans le the´ore`me 17 de [Et 4].
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(2) et (3) De´composant les sche´mas normaux Spec A, Spec C en somme
de leurs composantes connexes, on peut supposer A et C inte´gralement
clos : alors Aˆ et Cˆ sont aussi inte´gralement clos [prop (1.7) (4) (iv)],
car A et C sont excellents. Le the´ore`me de platitude ge´ne´rique [EGA
IV, (6.9.1)] prouve alors la surjectivite´ du morphisme fini Spec(ϕ) :
Spec Cˆ → Spec Aˆ.
Soient L le corps des fractions de Aˆ et L1 celui de Cˆ : la suite de la
de´monstration est alors identique celle du the´ore`me (3.1). 
Corollaire (3.5). Avec V comme dans le the´ore`me (3.4) fixons une V-alge`bre
lisse A. Notons C†f (resp. C
†
fp ; resp.C
†
ffp ; resp.C
†
fe´t) la cate´gorie des A
†-
alge`bres finies B (resp. finies et plates ; resp. finies et fide`lement plates ; resp.
finies e´tales) telles que B soit formellement lisse sur V pour la topologie I-
adique : on notera Cˆ (resp. C˜ ; resp.
◦
C) les cate´gories analogues obtenues en
remplac¸ant A† par Aˆ (resp. par A˜ ; resp. par A0) ; ici on a omis les indices
“f”, “fp” .... Alors
(1) Le foncteur
F : B 7→ B ⊗A† Aˆ (resp. F : B 7→ B ⊗A˜ A
†)
est une e´quivalence de cate´gories de la cate´gorie C†f (resp. C˜f) dans
la cate´gorie Cˆf (resp. C
†
f ) : on a les meˆmes re´sultats avec les indices
fp, ffp et f e´t.
(2) Un foncteur quasi-inverse de F est fourni par le foncteur G qui a` une
Aˆ-alge`bre (resp. A†-alge`bre) finie D associe la fermeture inte´grale de
A† (resp. A˜) dans D.
(3) (i) Le foncteur
H˜(resp. H† ; resp. H∧) B 7→ B / IB
est un foncteur plein et essentiellement surjectif de la cate´gorie C˜f (resp.
C†f ; resp. Cˆf ) dans la cate´gorie
◦
Cf : on a les meˆmes re´sultats avec les
indices fp et ffp.
(ii) Le foncteur
He´t : B 7→ B / IB
est une e´quivalence de cate´gories de la cate´gorie C˜fe´t (resp. C
†
fe´t ; resp.
Cˆfe´t) dans la cate´gorie
◦
Cfe´t .
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De´monstration.
Le (3) (ii) est ici pour me´moire car montre´ dans [the´o 2.4].
(1) et (2). On fait la de´monstration pour l’indice “f”, et F : C†f → Cˆf , les
autres e´tant analogues.
Le foncteur F est fide`le d’apre`s [EGA IV (2.2.16)].
Prouvons que F est essentiellement surjectif. Soit : ϕ : Aˆ → C
un objet de Cˆf ; la re´duction mod I, C0, de C est une V0-alge`bre lisse
que l’on rele`ve par le the´ore`me de Elkik en une V-alge`bre lisse D : par
lissite´ formelle de C sur V il existe un V-morphisme θˆ1 : C → Dˆ et
c’est un isomorphisme ; comme le diagramme suivant commute :
C
θˆ1
 



Dˆ Aˆoo_ _ _
ϕ
OO
V
__???????
OO
on peut voir θˆ1 comme un Aˆ-isomorphisme au moyen de la fle`che en
pointille´ θˆ1 ◦ ϕ. Le the´ore`me (3.4) fournit alors une A-alge`bre finie B,
ψ : A→ B, et un Aˆ-isomorphisme
θˆ2 : Dˆ→˜Bˆ
s’inse´rant dans le diagramme commutatif
Aˆ
ϕ //
ψˆ
 >
>
>
> C
θˆ1≃

Bˆ Dˆ
θˆ2
≃oo
donc ϕ →˜ F(ψ† : A† → B†) et F est essentiellement surjectif.
Prouvons que F est plein. Soient ϕ : Aˆ → C et ϕ′ : Aˆ → C ′ deux
objets de Cˆf et λ : C → C ′ un Aˆ-morphisme. On vient de montrer qu’il
existe des morphismes finis ψ : A→ B,ψ′ : A → B′ s’inse´rant dans le
diagramme commutatif
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Aˆ
ϕ
""
ψˆ′

ψˆ
>
>>
>>
>>
>
Bˆ
λ′

C
≃
θ
oo
λ

Bˆ′ C ′
≃
θ′
oo
ou` l’on a pose´ λ′ = θ′ ◦ λ ◦ θ−1. Il s’agit de trouver un A†-morphisme
λ† : B† → B′† induisant λ′ par passage aux comple´te´s.
Comme dans le the´ore`me (3.4) on se rame`ne au cas ou` A, Aˆ, C et C ′
sont inte´gralement clos. On a vu dans la de´monstration du the´ore`me
(3.4) (semblable a` celle de (3.1)) qu’il existe a ∈ A et f, g ∈ Aa[X]
tels que ψa et ψ
′
a soient finis e´tales et s’identifient aux morphismes
canoniques :
ψa : Aa → Ba = Aa[X] / (f)
ψ′a : Aa → B
′
a = Aa[X] / (g);
ψˆa, ψˆ′a sont finis e´tales et s’identifient a`
(ψˆ)a : (Aˆ)a → (Bˆ)a = (Aˆ)a[X] / (f)
(ψˆ′)a : (Aˆ)a → (Bˆ′)a = (Aˆ)a[X] / (g)
et font commuter le triangle dont les fle`ches sont finies e´tales
(̂Aa) = (̂(Aˆ)a)
̂((ψˆ)a) //
̂((ψˆ′)a) ''P
PPP
PPP
PPP
PP
(̂(Bˆ)a) = (̂Ba)
(̂λ′a)

(̂(Bˆ′)a) = (̂B′a)
.
Par l’e´quivalence de (3) (ii) il existe un morphisme ρ fini e´tale, qui
rele`ve (λ̂′a) et fait commuter le triangle
(Aa)
† (ψa)
†
//
(ψ′a)
† ##G
GG
GG
GG
GG
(Ba)
†
ρ

(B′a)
† .
I. Rele`vements et alge`bres de Monsky-Washnitzer 43
D’apre`s la proposition 2 de [Et 5] on a les e´galite´s
A† = (Aa)
† ∩ Aˆ, B† = (Ba)
† ∩ Bˆ , B′† = (B′a)
† ∩ Bˆ′ ;
comme ρ et λ′ induisent tous deux (λ̂′a), la restriction de ρ et λ
′ a`
B† = (Ba)
† ∩ Bˆ fournit le A†-morphisme cherche´
λ† : B† → B′† .
(2) Se de´montre comme le (2) (ii) du the´ore`me (2.4).
(3) (i) Il suffit de le prouver pour H∧.
On prouve que H∧ est essentiellement surjectif par une me´thode ana-
logue a` celle utilise´e pour F dans le (1) : e´tant donne´e une A0-alge`bre
finie B0, on trouve une A-alge`bre finie B relevant B0 et donc Bˆ est une
Aˆ-alge`bre finie re´pondant a` la question.
Pour montrer queH∧ est plein on part d’un A0-morphisme λ0 : B0 →
B′0 ; avec B et B
′ comme ci-dessus et lissite´ formelle de Bˆ sur V on en
de´duit un V-morphisme (en fait un Aˆ-morphisme) λ : Bˆ → Bˆ′ qui
rele`ve λ0. 
Corollaire (3.6). Avec les hypothe`ses et notations du (3) du the´ore`me (3.4),
supposons de plus donne´ un carre´ carte´sien de V-sche´mas formels
X
  //
h

X
h

S
 
j
// S
ou` h est propre. Alors le V-sche´ma formel X ′ de´fini par le produit fibre´
X ′ //
h′

X
h

S ′
ψˆ
// S
admet une compactification X ′ de´finie par le cube a` faces carte´siennes
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X
  //
h

X
h

X ′ //
h′

??~~~~~~~~
X ′

θ′
??~~~~~~~
S
  j // S
S ′
 
j′
//
ψˆ
??
S ′
θˆ
??~~~~~~~~
ou` θˆ est fini.
De plus on a les meˆmes re´sultats en remplac¸ant S par S˜.
De´monstration. Comme j′ est une immersion ouverte il en est de meˆme de
X ′ → X ′. De plus X ′ → X est fini puisque θˆ l’est [the´o (3.4) (3)] ; d’ou` le
corollaire. 
Corollaire (3.7). Avec les hypothe`ses et notations du the´ore`me (3.4), sup-
posons de plus ϕ0 fini e´tale galoisien du groupe G. Alors
(1) ψˆ : S ′ = Spf Bˆ → S = Spf Aˆ est fini e´tale galoisien de groupe G.
(2) On a un carre´ carte´sien
S ′0
  j
′
0 //
h0

S ′0
h0

S0
 
j0
// S0
ou` h0 = Spec ϕ0 = ψˆ mod I, S0 et S ′0 sont propres sur V0 et normaux,
h0 est fini, et j0, j
′
0 sont des immersions ouvertes dominantes. De plus
G agit sur S ′0 par S0-automorphismes et on a un isomorphisme
OS0 −˜→ (h0∗(OS′0))
G.
De´monstration.
Le (1) est classique.
Dans le (2) on prend pour S0 le normalise´ de P̂ ′ mod I, et pour S
′
0 la fer-
meture inte´grale de S0 dans S
′
0 ; d’ou` le carre´ carte´sien ci-dessus, et un carre´
commutatif
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j0∗h0∗OS′0 = h0∗j
′
0∗OS′0 h0∗OS′0
? _oo
j0∗ Os0
ϕ0
OO
OS0?
_
jS
oo
OO
a` fle`ches horizontales injectives.
Pour l’action de G on peut supposer S0 connexe, donc inte´gralement clos
puisqu’il est lisse sur V0 : alors S0 est inte`gre et normal, donc OS0 est un
faisceau d’anneaux inte´gralement clos, de corps des fractions celui de OS0 .
Conside´rons g ∈ G et une section x de h0∗OS′0
: alors g(x) est une section
de j0∗h0∗OS′0 qui est entie`re sur OS0 , donc g(x) est en fait une section de
h0∗ OS′0 car S
′
0 est la fermeture inte´grale de S0 dans S
′
0.
Si l’on suppose de plus x fixe par G, alors x est une section de j0∗OS0 car
ϕ0 est galoisien de groupe G ; or x est entie`re sur OS0, donc x est une section
de OS0 puisque OS0 est inte´gralement clos. D’ou` le corollaire. 
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II. Espaces rigides analytiques
et images directes
0. Notations
Pour les notions sur les espaces rigides analytiques nous renvoyons le
lecteur a` [B 3] et [B-G-R]. Sauf mention contraire dans tout ce II on de´signe
par V un anneau de valuation discre`te complet, de corps re´siduel k = V/m
de caracte´ristique p > 0, de corps des fractions K de caracte´ristique 0, d’u-
niformisante π et d’indice de ramification e.
On suppose donne´ un entier a ∈ N∗ et on de´signe par C(k) un anneau de
Cohen de k de caracte´ristique 0 [Bour, AC IX, § 2, no 3, prop 5] : C(k) est
un anneau de valuation discre`te complet d’ide´al maximal p C(k) [EGA OIV ,
19.8.5] et on note K0 son corps des fractions, K0 = Frac (C(k)). Il existe
une injection fide`lement plate C(k) →֒ V qui fait de V un C(k)-module libre
de rang e [EGA OIV , 19.8.6, 19.8.8] et [Bour, AC IX, § 2, no 1, prop 2]. On
fixe un rele`vement σ : V → V de la puissance aie`me du Frobenius absolu
de k, tel que σ(π) = π comme dans [Et 5, I, 1.1] (un tel σ existe d’apre`s
loc. cit.) ; on notera encore σ l’extension naturelle de σ a` K : lorsque k est
parfait C(k) est isomorphe a` l’anneau W (k) des vecteurs de Witt de k et
σ est un automorphisme de K. Si k →֒ k′ est une extension de corps de
caracte´ristique p > 0, V ′ := V ⊗C(k) C(k′), K ′ = Frac(V ′), on peut relever la
puissance aie`me du Frobenius absolu de k′ en un morphisme σ′ : K ′ → K ′
au-dessus de σ : K → K [Et 5, I, 1.1].
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1. Changement de base pour un morphisme
propre
Le the´ore`me suivant est un pre´alable pour les the´ore`mes de changement
de base en ge´ome´trie rigide.
The´ore`me (1.1). Soient V un anneau noethe´rien et I 6⊆ V un ide´al ; on
suppose V se´pare´ et complet pour la topologie I-adique. Soit
X ′
v //
g

X
f

S ′
u // S
un carre´ carte´sien de V-sche´mas formels (pour la topologie I-adique) de type
fini, avec f propre.
(1) Soit F un OX -module cohe´rent. Alors, pour tout entier i > 0, Rif∗(F)
est un OS-module cohe´rent et le morphisme de changement de base
u∗Rif∗(F) −→ R
ig∗v
∗(F)
est un isomorphisme.
(2) Soient E•X un complexe borne´ de OS-modules plats, a` composantes des
OX -modules cohe´rents et E•X ′ = E
•
X ⊗OS OS′. On suppose S plat sur V
et u plat. Alors, pour tout entier i > 0, Rif∗(E
•
X ) est un OS-module
cohe´rent et le morphisme de changement de base
u∗Rif∗(E
•
X ) −˜→ R
ig∗(E
•
X ′)
est un isomorphisme, qui s’interpre`te aussi comme un isomorphisme
lim
←
n
u∗nR
ifn∗(E
•
Xn)−˜→ lim←
n
Rign∗(E
•
X′n
) ;
(cf. notations plus bas).
De´monstration.
(1) La cohe´rence de Rif∗(F) sur OS est rappele´e pour me´moire [EGA
III, (3.4.2)]. Notons Fn = F/In+1F et ϕn le morphisme canonique
ϕn : R
if∗(F)→ Rif∗(Fn). Posons Cn = Coker ϕn, H = Rif∗(F),Hn =
Rif∗(Fn) et H′n = H/I
n+1H. Comme In+1H ⊂ Ker ϕn on a une sur-
jection
II. Espaces rigides analytiques et images directes 49
H′n ։ H/Ker ϕn
de noyau note´ Kn. Dans les suites exactes
(1.1.1) 0 −→ Kn −→ H′n −→ H/Ker ϕn −→ 0
(1.1.2) 0 −→ H/Ker ϕn −→ Hn −→ Cn −→ 0,
les syste`mes projectifs (H′n)n et (H/Ker ϕn)n ve´rifient la condition de
Mittag-Leﬄer (note´e M-L) car les fle`ches de transition sont surjectives.
De plus (Hn)n ve´rifie M-L d’apre`s [EGA III, (3.4.3)], donc (Cn)n aussi
[EGA OIII , (13.2.1)]. D’ou` l’exactitude de la suite
(1.1.3) 0 −→ lim
←
n
H/Ker ϕn −→ lim←
n
Hn −→ lim←
n
Cn −→ 0 .
D’autre part on a un isomorphisme [EGA III, (3.4.3)]
Rif∗(F)−˜→ lim←
n
Hn ;
comme Rif∗(F) est un OS-module cohe´rent [EGA III, (3.4.2)], il est
se´pare´ et complet pour la topologie I-adique, donc on a aussi un iso-
morphisme
Rif∗(F)−˜→ lim←
n
H′n.
Ainsi le morphisme compose´
lim
←
n
H′n −→ lim←
n
H/Ker ϕn →֒ lim←
n
Hn
est un isomorphisme, donc chacune des fle`ches est un isomorphisme
(car la seconde est injective par (1.1.3)). Par suite lim
←
n
Cn = 0 ; comme
(Cn)n ve´rifie ML, on en de´duit que le pro-objet ≪ (Cn)n ≫ associe´
est le pro-objet nul [G 1, 195-03, §2], i.e. pour tout n, il existe n′ > n
tel que Cn′ → Cn soit la fle`che nulle. On a donc un isomorphisme de
pro-objets
≪ H/Ker ϕn)n ≫ −˜→≪ (Hn)n ≫ .
De la meˆme fac¸on ≪ (Kn)n ≫ est le pro-objet nul, d’ou` un isomor-
phisme de pro-objets
≪ (H′n)n ≫ −˜→ ≪ (H/Ker ϕn)n ≫,
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et par composition avec le pre´ce´dent, un isomorphisme de pro-objets
(1.1.4) ≪ (H′n)n ≫ −˜→≪ (Hn)n ≫ .
En notant C (resp. C′ ; resp. Pro C) la cate´gorie des OS-modules (resp.
des OS′-modules ; resp. des pro-objets de C) le foncteur u∗ : C → C′
s’e´tend en un foncteur u˜∗ : Pro C → C′. Comme u∗(H) est un OS′-
module cohe´rent il est se´pare´ et complet pour la topologie I-adique,
d’ou` un isomorphisme
u∗(H)−˜→ lim
←
n
u∗(H′n) ;
or (Hn)n et (H′n)n ve´rifient M.L, donc d’apre`s [G 1, 195-05, fin du § 2]
et (1.1.4) on a des isomorphismes
u∗(H)−˜→ lim
←
n
u∗(H′n)
≃ u˜∗(≪ (H′n)n ≫) [G1, 195]
≃ u˜∗(≪ (Hn)n ≫) (1.1.4)
≃ lim
←
n
u∗(Hn) [G 1, 195]
≃ lim
←
n
u∗n(Hn)
ou` l’on note
X ′n
vn //
gn

Xn
fn

S ′n un
// Sn
le carre´ carte´sien de´duit de celui de la proposition par re´duction mod
In+1.
Or le the´ore`me de changement de base pour un morphisme propre [SGA
4, T3, XII, the´o 5.1] fournit un isomorphisme
u∗n(Hn) = u
∗
n(R
ifn∗(Fn))−˜→ R
ign∗(v
∗
n(Fn)),
d’ou`
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u∗(Rif∗(F))−˜→ lim←
n
Rign∗(v
∗
n(Fn)) = lim←
n
Rig∗(v
∗
n(Fn))
−˜→ Rig∗(v∗(F)) [EGA III, (3.4.3)].
D’ou` le (1) du the´ore`me.
(2) On note Vn = V/In+1, E•Xn = E
•
X/I
n+1E•X et E
•
X′n
= E•X ′/I
n+1 E•X ′.
D’apre`s [SGA 4, XVII, the´o 4.3.1] on a un isomorphisme dans la cate´gorie
de´rive´e des Vn−1-modules sur S ′n−1 :
Vn−1
L
⊗
Vn
Rfn∗(E
•
Xn) −˜→ Rfn−1∗(Vn−1
L
⊗ Vn E
•
Xn).
D’apre`s les hypothe`ses, E•Xn est a` composantes plates sur Vn (S est plat
sur V) d’ou` un isomorphisme
Vn−1
L
⊗ Vn E
•
Xn −˜→ E
•
Xn−1
.
Or on a un isomorphisme
Vn−1
L
⊗ Vn Rfn∗(E
•
Xn)
∼
−→ OSn−1
L
⊗OSn Rfn∗ (E
•
Xn) ,
d’ou` un isomorphisme
(1.1.5) Rfn∗(E•Xn)
L
⊗OSn OSn−1 −˜→ Rfn−1∗(E
•
Xn−1).
Comme Ri+jfn∗ (E•Xn) est l’aboutissement d’une suite spectrale de
terme Ei,j1 donne´ par
Ei,j1 = R
jfn∗(E
i
Xn)
et que Ei,j1 est cohe´rent sur OSn puisque fn est propre, on en de´duit
que Ri+jfn∗ (E•Xn) est cohe´rent sur OSn , donc graˆce a` (1.1.5) et [B-O,
page B-4], que (R fn∗ (E•Xn))n est un objet “consistant” au sens de loc.
cit : par suite [B-O, page B-7] on a des isomorphismes canoniques de
OS-modules cohe´rents
(1.1.6) H i(R lim
←
n
Rfn∗(E
•
Xn)) −˜→ lim←
n
Rifn∗(E
•
Xn).
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Dans la de´monstration du (1) on a rappele´ l’isomorphisme (pour tout
OX -module cohe´rent F)
Rif∗(F) −˜→ lim←
n
Rifn∗(Fn)
≃ H i(R lim
←
n
Rfn∗(Fn))
[B-O, page B-7],
d’ou` un isomorphisme
(1.1.7) Rf∗(E•X ) −˜→ R lim←
n
Rfn∗(E
•
Xn),
i.e. compte tenu de (1.1.6)
(1.1.8) Rif∗(E•X ) −˜→ lim←
n
Rifn∗(E
•
Xn) ,
et c’est un OS-module cohe´rent.
Puisque un est plat, le the´ore`me de changement de base [SGA 4, XVII,
the´o (4.3.1)] fournit un isomorphisme
u∗nRfn∗(E
•
Xn)−˜→ Rgn∗(E
•
X′n
),
et par application de R lim
←
n
un isomorphisme
(1.1.9) u∗Rf∗(E•X ) −˜→ Rg∗(E
•
X ′).
En passant a` la cohomologie on obtient les isomorphismes annonce´s au
(2) du the´ore`me (1.1). 
The´ore`me (1.2). Soient V un anneau de valuation discre`te se´pare´ et com-
plet pour la topologie m-adique, ou` m est son ide´al maximal, k = V/m son
corps re´siduel suppose´ de caracte´ristique p > 0, K son corps des fractions de
caracte´ristique 0.
Soit
X ′
v //
g

X
f

S ′ u
// S
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un carre´ carte´sien de K-espaces analytiques rigides, avec f propre.
(1.2.1) Soit E un OX-module cohe´rent. Alors, pour tout entier i > 0,
(1) Rif∗(E) est un OS-module cohe´rent.
(2) Le morphisme de changement de base
u∗(Rif∗(E)) −→ R
ig∗(v
∗(E))
est un isomorphisme.
(1.2.2) Soient E• un complexe borne´ de OS-modules plats, a` composantes des
OX-modules cohe´rents et E ′• = E• ⊗OS OS′. On suppose u plat. Alors pour
tout entier i > 0
(1) Rif∗(E
•) est un OS-module cohe´rent.
(2) Le morphisme de changement de base
u∗Rif∗(E
•) −→ Rig∗(E
′•)
est un isomorphisme.
De´monstration du the´ore`me (1.2).
1e`re e´tape. Supposons d’abord de´montre´ le the´ore`me dans le cas ou` les
K-espaces analytiques rigides sont tous quasi-compacts et quasi-se´pare´s.
Prouvons (1.2.1) dans ce cas. L’assertion (1) est locale sur S puisque
Rif∗(E) est le faisceau associe´ au pre´faisceau
V 7→ H i(f−1(V ), E)
ou` V parcourt les ouverts de S [SGA 4, V, prop 5.1].
Soient ψ : V −֒→ S un ouvert affino¨ıde de S et W de´fini par le carre´
carte´sien
(1.2.1.1)
W
θ //
f ′

X
f

V
ψ
// S ;
d’apre`s [loc. cit.] on a alors un isomorphisme canonique
54 j.-y. etesse
ψ∗Rif∗(E) ∼= R
if ′∗(θ
∗(E)).
Or ici V est quasi-compact, quasi-se´pare´, et W aussi car f ′ est propre ; d’ou`
l’assertion (1) via le cas quasi-compact, quasi-se´pare´.
Pour le (2) on reprend le carre´ carte´sien (1.2.1.1) : soient
u′ : V ′ = V ×S S
′ −→ V
et u′′ : V ′′ →֒ V ′ un ouvert affino¨ıde de V ′,
et on conside`re le diagramme commutatif suivant
X ′
g

X ′
g

v // X
f

W ′′
v′′ //
g′′

θ′′
==zzzzzzzz
W ′
v′ //
g′

θ′
=={{{{{{{{
W
f ′

θ
>>}}}}}}}}
S ′ ____ ____ ____ ____ S ′
u // S
V ′′
  u′′ //
ψ′′
==
V ′
u′ //
ψ′
==
V
ψ
>>}}}}}}}}
dont les faces verticales sont carte´siennes.
Vu le caracte`re local de l’isomorphisme (2) cherche´, il suffit de montrer
que l’on a un isomorphisme
ψ′′∗u∗Rif∗(E)
∼
−→ψ′′∗Rig∗ v
∗(E).
Or ici V et V ′′ sont quasi-compacts, quasi-se´pare´s, donc W et W ′′ aussi car
f ′ et g′′ sont propres et on peut appliquer l’isomorphisme de changement de
base du cas quasi-compact, quasi-se´pare´ pour le carre´ carte´sien
W ′
v′◦v′′ //
g′′

W
f ′

V ′′
u′◦u′′
// V ;
d’ou` une suite d’isomorphismes
ψ′′∗u∗Rif∗(E) = (u
′u′′)∗ψ∗Rif∗(E)
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= (u′u′′)∗Rif ′∗(θ
∗(E))
≃ Rig′′∗((v
′v′′)∗(θ∗(E)))
= Rig′′∗(θ
′′∗(v∗(E)))
= ψ′′∗Rig∗(v
∗(E)).
D’ou` le (2).
Pour prouver (1.2.2) a` partir du cas quasi-compact, quasi-se´pare´ la de´marche
est analogue.
2e`me e´tape. Prouvons le the´ore`me dans le cas quasi-compact, quasi-se´pare´.
(1.2.1.) Le (1) est un the´ore`me de Lu¨tkebohmert [Lu¨, theo 2.7].
Pour le (2) on adopte les notations de [Bo-Lu¨ 1, de´monstration de 4.1] :
d’apre`s [loc. cit.] il existe des mode`les formels
◦
X , S,
◦
S ′ de X,S, S ′ respec-
tivement et des e´clatements admissibles
τX : X →
◦
X , τS′ : S
′ →
◦
S ′
et des morphismes
ϕ : X → S , θ : S ′ → S
tels que
ϕrig = f ◦ τXrig et θrig = u ◦ τS′rig.
Remarquons que tous les sche´mas formels pre´ce´dents sont admissibles au
sens de [Bo - Lu¨ 1], donc sont plats sur V [Bo - Lu¨ 1, § 1].
On dispose donc d’un carre´ carte´sien
X ′
θ′ //
ϕ′

X
ϕ

S ′
θ
// S ,
qui est un mode`le formel du carre´ du the´ore`me : de plus il existe un OX -
module cohe´rent F tel que Frig = E [Lu¨, 2.2], ou [Bo-Lu¨ 1, 5.6] et ϕ est
un morphisme propre [Lu¨, 2.6]. D’apre`s le the´ore`me (1.1) le morphisme de
changement de base
θ∗Riϕ∗(F)→ R
iϕ′∗ θ
′∗(F)
est un isomorphisme ; par passage aux fibres ge´ne´riques le (1.2.1) en re´sulte.
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(1.2.2) Par de´finition [Bo-Lu¨ 1, § 5] un OX -module cohe´rent M est plat
sur S, s’il existe un mode`le formel h : X → S de f et un OX -module cohe´rent
M tels que M est plat sur S aux points de XK (i.e. tels que M est rig-plat
sur S) : l’existence de h re´sulte de [Bo-Lu¨ 1, theo 4.1] et celle de M re´sulte
de [Lu¨, lemma 2.2] ou` l’on peut e´videmment supposer M sans π-torsion.
Lemme (1.2.2.1). Avec les notations pre´ce´dentes, les proprie´te´s suivantes
sont e´quivalentes :
(i) M est plat sur S.
(ii) M est rig-plat sur S.
(iii) MK est un OSK -module plat.
De plus le M du (ii) peut eˆtre suppose´ sans π-torsion : si S = Spf V le
(ii) revient a` dire que M est plat sur V (V = anneau de valuation discre`te
complet).
De´monstration du lemme. Par de´finition (i) et (ii) sont e´quivalentes. Prouvons
l’e´quivalence de (ii) et (iii). Puisque la notion de platitude est locale sur X et
S [Bo-Lu¨ 1, § 5], on peut supposer X et S affines, X = SpfAˆ et S = SpfBˆ
ou` A et B sont des V-alge`bres de type fini. On note encoreM = Γ(X ,M). Ici
les “rig-points” au sens de [Bo-Lu¨ 1, § 3] sont les rele`vements de Teichmu¨ller
τˆ(x) au sens de [Et 6, 2.1] :
0 // px // _

Aˆ
τˆ(x) //
 _

V(x) //

0
0 // qx // AˆK τˆk(x)
// K(x) // 0 .
D’apre`s [Bo-Lu¨ 1], dire queM est rig-plat sur Bˆ c’est dire queMpx est plat
sur Bˆ : or d’apre`s [Bour, AC II, § 2, no 5, prop 11(iii)] on a un isomorphisme
Mpx−˜→(MK)qx ,
d’ou` l’e´quivalence du lemme. 
Alors par [Bo-Lu¨ 2, theo 4.1 et cor 5.9] et quitte a` faire un e´clatement formel
de S on peut supposer M plat sur OS .
Revenons a` la preuve de (1.2.2) : le complexe E• provient d’un complexe
E• de OS-modules, a` composantes E i des OX -modules cohe´rents, et on vient
de voir que, quitte a` e´clater formellement S, on peut supposer les E i plats
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sur OS .
Il suffit alors d’appliquer le (2) du the´ore`me (1.1) et de passer aux fibres
ge´ne´riques pour obtenir (1.2.2).
Nous rassemblons pour me´moire dans la proposition suivante quelques
proprie´te´s des immersions.
Proposition (1.3). Soient V et K comme en (1.2). Alors
(1.3.1) Toute immersion (resp. immersion ouverte, resp. immersion ferme´e)
α : X →֒ Y de K-espaces rigides analytiques quasi-compacts et quasi-
se´pare´s admet un mode`le formel β : X →֒ Y au sens de [Bo-Lu¨ 2, cor
5.10] qui est une immersion (resp. une immersion ouverte, resp. une
immersion ferme´e) : en particulier X et Y sont plats sur V.
(1.3.2) Pour tout K-espace analytique rigide X, le faisceau d’anneaux OX est
cohe´rent.
(1.3.3) Soient α : X →֒ Y une immersion ferme´e de K-espaces analytiques
rigides et M un OX-module cohe´rent. Alors, pour tout entier i > 0 on
a
Riα∗(M) = 0
et le morphisme canonique
α∗α∗(M)→M
est un isomorphisme.
De plus le morphisme α∗ commute a` tout changement de base plat u :
Y ′ → Y .
De´monstration. Le (1.3.1) n’est autre que [Bo-Lu¨ 2, cor 5.10].
Pour le (1.3.2) la proprie´te´ est locale sur X [B-G-R, 9.4.3] : on peut donc
supposer X affino¨ıde ; par suite X est quasi-compact et quasi-se´pare´ et admet
un mode`le formel X . Il suffit de prouver la cohe´rence du faisceau d’anneaux
OX : comme X est un sche´ma formel de type fini sur l’anneau noethe´rien V,
le faisceau OX est un faisceau cohe´rent d’anneaux par [EGA I, (10.11.2)].
Pour (1.3.3), l’immersion ferme´e α est propre [B-G-R, 9.5.3, prop 2, 9.6.2
prop 5] d’ou` l’isomorphisme canonique
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α∗α∗(M)
∼
→M
graˆce au the´ore`me (1.2) ; de meˆme pour la commutation de α∗ aux change-
ments de base plats.
L’assertion Ri α∗(M) = 0 pour i > 0 est locale sur Y : on peut donc
supposer Y affino¨ıde, donc quasi-compact, quasi-se´pare´ et de meˆme pour X
puisque α est propre. On prend alors un mode`le formel β : X →֒ Y de α
et un OX -module cohe´rent M tel que MK = M [Lu¨, lemma 2.2]. Soient
βn : Xn →֒ Yn la re´duction de β mod mn+1 et Mn =M/mn+1 M ; alors
β∗β∗(M)/m
n+1 = β∗n βn∗(Mn)
et puisqueM et β∗(M) sont cohe´rents [the´o (1.1) (1)] on a des isomorphismes
M
∼
→ lim
←−
n
Mn et β
∗β∗(M)
∼
→ lim
←−
n
β∗n βn∗(Mn).
Or le morphisme canonique
β∗n βn∗(Mn) −→Mn
est un isomorphisme d’apre`s [SGA 4, VIII, 5.7], d’ou` une nouvelle de´monstration
de l’isomorphisme canonique
α∗α∗(M)
∼
→M
en prenant ci-dessus la limite sur n et en passant aux fibres ge´ne´riques.
L’e´galite´ Riα∗(M) = 0 pour i > 0 s’obtient en appliquant [SGA 4, VIII, 5.6].

2. Sorites sur les voisinages stricts
2.0. Rappelons la de´finition de “voisinage strict” dans un espace rigide
analytique [G-K 2, 2.22].
Si U est un ouvert admissible d’un espace rigide analytique W , un ouvert
admissible V ⊂W est appele´ voisinage strict de U dans W si {V,W\U} est
un recouvrement admissible de W . Cette de´finition redonne celle de [B 3,
(1.2.1)] dans le cas des tubes.
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2.1. Conside´rons un diagramme commutatif
(2.1.1)
X
  iX //
f

X
h

ψ //

Y
h

S
 
iS
// S ϕ
// T
dans lequel le carre´ de droite est un carre´ carte´sien de V-sche´mas formels
se´pare´s plats de type fini, f est un morphisme de k-sche´mas, iX , iY = ψ ◦ iX ,
iS et iT = ϕ ◦ iS sont des immersions.
On note h′ : ]X[X −→ ]S[S , h
′
: ]X[Y −→ ]S[T , ψ′ : ]X[X −→ ]X[Y ,
ϕ′ : ]S[S −→ ]S[T les morphismes induits respectivement par h, h, ψ,
ϕ [B 3, (1.1.11) (i)].
Proposition (2.1.2). Avec les notations pre´ce´dentes, on a un diagramme
commutatif a` carre´s carte´siens
]X[X
ψ′ //
h′

]X[Y
h
′

]S[S
ϕ′
//
 _

]S[T _

SK ϕK
// TK .
De´monstration. Pour le carre´ du bas, c¸a re´sulte de la de´finition des tubes et
du morphisme de spe´cialisation. Pour le carre´ du haut, il s’agit de ve´rifier
que ]X[X satisfait la proprie´te´ universelle du produit fibre´. Soit Z un espace
rigide analytique s’inse´rant dans un diagramme commutatif
Z
u //

]X[Y
h′

  // YK
hK

]S[S
ϕ′
//
 q
""F
FF
FF
FF
F
]S[T  q
""E
EE
EE
EE
E
SK ϕK
// TK ;
par proprie´te´ universelle de XK = SK ×TK YK on en de´duit une fle`che
Z
v
−→XK qui s’inse`re dans le diagramme commutatif
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X _
iX

X _
iY

X
ψ // Y
Z
v //
u
::
XK
sp
OO
ψK // YK
sp
OO
]X[X
ψ′ //
?
OO
]X[Y
?
OO
ou` sp sont les morphismes de spe´cialisation. Puisque sp(]X[Y) = X →֒
iY
Y et
compte tenu de la commutativite´ du diagramme pre´ce´dent le morphisme v
se factorise par ]X[X en
Z
v //
!!C
CC
CC
CC
C XK
]X[X
?
OO
;
d’ou` la proposition. 
2.2. Conside´rons a` pre´sent un diagramme commutatif
(2.2.1)
X
 
jX1 //
f   B
BB
BB
BB
B X1
  jY //
f1


Y
  iY //
f

Y
h

S
 
jT
// T
 
iT
// T
ρ //W
dans lequel le carre´ de gauche est carte´sien f, f1 et f sont des morphismes
de k-sche´mas, h et ρ sont des morphismes de V-sche´mas formels se´pare´s plats
de type fini, jX1 , jY et jT sont des immersions ouvertes, iY et iT sont des
immersions ferme´es. Notons X2 = h
−1
(S), Y2 = h
−1
(T ) et f2 : X2 → S, f2 :
Y2 → T les morphismes induits par h. Soient Y0 et T0 les re´ductions modulo π
de Y et T : les immersions ferme´es iY et iT se factorisent respectivement via
les immersions ferme´es i2Y0 : Y →֒ Y0, iY0 : Y →֒ Y2 →֒ Y0 et iT0 : T →֒ T0.
On de´signe par hX : ]X[Y −→ ]S[T , hY : ]Y [Y −→ ]T [T les morphismes
induits par hK : YK −→ TK [B 3, (1.1.11) (i)], j′Y : ]X[Y −→ ]Y [Y , i
′
Y0
:
]Y [Y −→]Y0[Y = YK, i′2Y0 :]Y2[→ YK ceux induits par l’identite´ de YK et
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j′T : ]S[T −→ ]T [T , i
′
T0
: ]T [T −→ ]T0[T = TK ceux induits par l’identite´ de
TK . Si V est un voisinage strict de ]S[T dans ]T [T , alors W := h
−1
Y (V ) est un
voisinage strict de ]X1[Y (donc de ]X[Y)dans ]Y [Y [B 3, (1.2.7)] et on note
hV := hY |W : W → V .
Proposition (2.2.2). Sous les hypothe`ses (2.2) on a :
(2.2.2.1) Supposons que f
−1
(S) = X, alors le diagramme (2.2.1) induit un dia-
gramme commutatif
]X[Y
  j
′
Y //
hX


]Y [Y
 
i′Y0 //
hY

YK
hK

]S[T
 
j′T
// ]T [T
 
i′T0
// TK ,
dans lequel le carre´ de gauche est carte´sien et les fle`ches horizontales
sont des immersions ouvertes .
(2.2.2.2) Supposons que h
−1
(T ) = Y et f
−1
(S) = X. Alors :
Les deux carre´s du diagramme pre´ce´dent sont carte´siens.
Si de plus V de´crit un syste`me fondamental de voisinages stricts de
]S[T dans ]T [T , alors h
−1
Y (V ) de´crit un syste`me fondamental de voisi-
nages stricts de ]X[Y dans ]Y [Y .
De´monstration.
L’existence du diagramme commutatif dans (2.2.2.1) re´sulte de (2.2.1) et [B
3, (1.1.11) (i)] via la de´finition des tubes [B 3, (1.1.1)].
Puisque f
−1
(S) = X le diagramme (2.2.1) se de´compose en
(2.2.2.3)
X
  jY //


Y
  iY //

Y
h
−1
(S) //


h
−1
(T ) //


Y
h

S
 
jT
// T
 
iT
// T
ρ //W .
On est donc ramene´ a` e´tudier se´pare´ment le cas ou` h
−1
(T ) = Y et f
−1
(S) =
X et celui ou` h = id : on montrera d’abord (2.2.2.2) et pour (2.2.2.1) il nous
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suffira de traiter le cas ou` h = id.
Pour (2.2.2.2). Les carre´s du diagramme (2.2.2.1) sont carte´siens d’apre`s
la de´finition des tubes [B 3, (1.1.1)] et le fait que h
−1
(T ) = Y et f
−1
(S) = X.
Pour la deuxie`me assertion de (2.2.2.2), on va utiliser les voisinages stan-
darts Vη,λ =
⋃
n∈N Vηn,λn de Berthelot [B 3, (1.2.4)] : rappelons au passage
que si λn < λ
′
n alors Vηn,λ′n ⊂ Vηn,λn .
Si V est un voisinage strict de ]S[T dans ]T [T , alors h
−1
Y (V ) est un voisi-
nage strict de ]X[Y dans ]Y [Y [B 3, (1.2.7)]. SoitW un voisinage strict de ]X[Y
dans ]Y [Y ; d’apre`s [B 3, (1.2.2)] on se rame`ne au cas ou` ]Y [Y est affino¨ıde,
et avec les notations de [loc. cit.] il existe λ0 < 1 tel que, pour λ0 6 λ < 1,
on ait Uλ ⊂W . Avec les notations de [B 3, (1.2.4) (i)] si Vη,λ(S) parcourt un
syste`me fondamental de voisinages stricts de ]S[T dans ]T [T , alors il existe ηn
et λn assez proches de 1 tels que (hY )
−1 (Vηn,λn(S)) ⊂ Uλ car les e´quations
locales de Y (resp de Z := Y \ X) sont obtenues par image inverse par h
des e´quations locales de T (resp de T \ S) (cf. aussi [LS, prop 3.2.8]).
Pour (2.2.2.1). Puisque ]X[Y et ]Y [Y sont des ouverts de YK [B 3, (1.1.2)]
il en re´sulte que j′Y et i
′
Y0
sont des immersions ouvertes ; de meˆme pour j′T et
i′T0 .
Pour montrer que le carre´ de gauche du diagramme (2.2.2.1) est carte´sien il
nous suffit de traiter le cas ou` h = id. Comme f
−1
(S) = X, les e´quations
locales de Z = Y \X sont obtenues par image inverse par f des e´quations
locales de T \ S : la de´finition des tubes [B 3, (1.1.1)] fournit alors l’e´galite´
]X[Y=]S[Y
⋂
]Y [Y , d’ou` le carre´ carte´sien de (2.2.2.1). 
Proposition (2.2.3). Sous les hypothe`ses de (2.2) on a :
(2.2.3.1) Supposons h
−1
(T ) = Y, f
−1
(S) = h
−1
(S) = X et h est propre. Alors
hK , hY et hX sont propres. Si V est un voisinage strict de ]S[T dans
]T [T et W = h
−1
Y (V ), alors hV = hY |W :W → V est propre.
(2.2.3.2) Supposons h lisse sur un voisinage de X dans Y. Alors
(i) hX est lisse et quel que soit V un voisinage strict de ]S[T dans
]T [T il existe un voisinage strict W de ]X[Y dans ]Y [Y tel que hK
induise un morphisme lisse hV : W → V . De plus hV (W ) est
un ouvert admissible de V et de TK, et ΩiW/V est un OW -module
cohe´rent et localement libre.
(ii) Si l’on suppose aussi que h
−1
(T ) = Y , et h
−1
(S) = X, alors il
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existe un voisinage strict V de ]S[T dans ]T [T tel qu’en posant
W = h
−1
Y (V ) le morphisme hK induise un morphisme lisse
hV : W → V
(iii) Si en outre g : T → Spf V est lisse sur un voisinage de S dans
T , alors on peut prendre le V du (i) lisse sur K et ainsi Ω1V/K
est localement libre de type fini sur le faisceau cohe´rent d’anneaux
OV .
(iv) Supposons f surjectif, h
−1
(T ) = Y, h
−1
(S) = X et pour V et W
comme en (ii) posons V ′ = hV (W ).
Si (Wλ)λ est un syste`me fondamental de voisinages stricts de ]X[Y
dans ]Y [Y avec Wλ ⊂ W , alors (hV (Wλ))λ est un syste`me fonda-
mental de voisinages stricts de ]S[T dans V
′.
(v) Sous les hypothe`ses (iv) supposons h propre. Alors hV induit un
morphisme propre lisse et surjectif
hV ′ : W −→ V
′ .
De´monstration.
Prouvons (2.2.3.1). Sous nos hypothe`ses les deux carre´s de (2.2.2.1) sont
carte´siens [cf (2.2.2.2)]. D’apre`s Lu¨tkebohmert [Lu¨, theo 3.1] le morphisme
propre h induit un morphisme propre d’espaces analytiques rigides hK :
YK → TK . Comme la notion de morphisme propre est stable par change-
ment de base en ge´ome´trie rigide [B-G-R, fin de 9.6.2, p 396], on en de´duit
que hY , hX et hV sont propres.
Pour (2.2.3.2).
(i) L’ensemble W ′ des points de ]Y [Y ou` le morphisme hK est lisse est un
voisinage strict de ]X[Y dans ]Y [Y [B 3, (2.2.1)]. Si V est un voisinage
strict quelconque de ]S[T dans ]T [T ,W = h
−1
Y (V )∩W
′ est un voisinage
strict de ]X[Y dans ]Y [Y [B 3, (1.2.7) et (1.2.10)] et hK induit donc un
morphisme lisse hV : W → V ; en particulier hX :]X[Y→]S[T⊂ V est
lisse.
Puisque hV est plat il est ouvert pour la topologie rigide [Bo-Lu¨ 2,
5.11], donc hV (W ) est un ouvert admissible de V , donc de TK car V
est un ouvert admissible de TK . La lissite´ de hV prouve que ΩiW/V est
un OW -module localement libre de type fini, et comme OW est un fais-
ceau cohe´rent d’anneaux [prop (1.3)], il re´sulte de [EGA OI , (5.4.1)]
que ΩiW/V est un OW -module cohe´rent.
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(ii) Si V de´crit un syste`me fondamental de voisinages stricts de ]S[T dans
]T [T , alors h
−1
Y (V ) de´crit un syste`me fondamental de voisinages stricts
de ]X[Y dans ]Y [Y [(2.2.2.2)] : ainsi (ii) re´sulte de (i).
(iii) Supposons en outre g : T → SpfV lisse sur un voisinage de S dans T ;
alors l’ensemble des points de ]T [T ou` gK est lisse est un voisinage strict
de ]S[T dans ]T [T [B 3, (2.2.1)] : quitte a` restreindre le V du(i) [B 3,
(1.2.10)] on peut supposer que la restriction de gK a` V est lisse. Ainsi
Ω1V/K sera un OV -module localement libre de type fini, donc cohe´rent
sur OV [(1.3)]. D’ou` (iii).
(iv) et (v) Puisque f est surjectif et h plat au voisinage de X, le morphisme
hX :]X[Y −→ ]S[T
induit par h est surjectif [B 3, (1.1.12)] et lisse puisque c’est aussi
la restriction de hV . On a vu en (i) que V
′ = hV (W ) est un ouvert
admissible de V et hV (W ) contient ]S[T par la surjectivite´ de hX . Dans
le diagramme commutatif
(2.2.3.2.1)
]X[Y
  //
hX 
W = h−1V (V
′) = h−1V (V )
hV ′

W
hV

]S[T
  // V ′ := hV (W )
  // V
les carre´s sont carte´siens d’apre`s (2.2.2.2)et hV ′, hX sont lisses et sur-
jectifs.
Soit Wλ un voisinage strict de ]X[Y dans ]Y [Y avec Wλ ⊂ W , ou` W
est de´fini ci-dessus : le morphisme plat hV envoie le recouvrement ad-
missible {Wλ;W \ ]X[Y} deW sur le recouvrement admissible {hV (Wλ);
hV (W \ ]X[Y)} de V ′ = hV (W ). Par la surjectivite´ de hV ′ et le fait
que h−1V (]S[T ) = ]X[Y on a hV (W ) \ ]X[Y) = V
′ \ ]S[T ; par suite
{hV (Wλ));V ′ \ ]S[T } est un recouvrement admissible de V ′, i.e. hV (Wλ)
est un voisinage strict de ]S[T dans V
′.
Supposons maintenant que (Wλ)λ de´crive un syste`me fondamental
de voisinages stricts de ]X[Y dans ]Y [Y avec Wλ ⊂W . Soit V ′′ un voisi-
nage strict de ]S[T dans V
′ : montrons que h−1V ′ (V
′′) est un voisinage
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strict de ]X[Y dansW . D’abord {V ′′;V ′\ ]S[T } est un recouvrement ad-
missible de V ′, donc par image inverse {h−1V ′ (V
′′); h−1V ′ (V
′\]S[T )} est un
recouvrement admissible de h−1V ′ (V
′) = W ; en utilisant encore l’e´galite´
h−1V ′ (]S[T ) =]X[Y on en de´duit que h
−1
V ′ (V
′\ ]S[T ) = W\ ]X[Y : donc
h−1V ′ (V
′′) est un voisinage strict de ]X[Y dans W . Ainsi il existe µ tel
que Wµ ⊂ h
−1
V ′ (V
′′), d’ou`
hV ′(Wµ) ⊂ hV ′ h
−1
V ′ (V
′′) = V ′′;
par suite (hV (Wλ))λ est bien un syste`me fondamental de voisinages
stricts de ]S[T dans V
′.
Si de plus h est propre alors hV ′ est de surcroˆıt propre puisque
(2.2.3.2.1) est a` carre´s carte´sients et hV est propre. 
2.3. Soient S = Spec A0 un k-sche´ma lisse et f : X = Spec B0 → S un
k-morphisme fini. De´signons par A = V[t1, ..., tn]/(f1, ..., fr) une V-alge`bre
lisse relevant A0, S = Spf Aˆ, S˜ = Pˆ et S = P̂ ′ comme dans le the´ore`me
(3.4) du I : on sait [loc. cit.] que S˜ et S sont propres sur V, que S est normal,
qu’il existe une A-alge`bre finie B et un carre´ carte´sien de V-sche´mas formels
SpfBˆ = X
  //
h

X = P̂ ′′1
h

SpfAˆ = S
 
j
// S = P̂ ′
ou` P ′′1 est la fermeture inte´grale de P
′ dans Spec B, avec h fini, h fini et j
une immersion ouverte. On note f : X → S la re´duction de h : X → S sur
k = V/m.
Rappelons [I, the´o 3.4] qu’il existe a ∈ A et f(t) ∈ Aa[t] tels que B est la
fermeture inte´grale de A dans Aa[t]/(f). Fixons d’autre part une pre´sentation
de la V-alge`bre B
B ≃ V[t′1, ..., t
′
n′]/(g1, ..., gs).
Soient Y le comple´te´ formel de la fermeture projective P ′′2 de Spec B dans
Pn
′
V et Y sa re´duction sur k.
Comme P ′ est le normalise´ de P on a un triangle commutatif
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S := Pˆ ′
v

S
-

j
;;xxxxxxxxx 
j˜
// S˜ := Pˆ
ou` v est fini et j˜ une immersion ouverte. Un syste`me fondamental de voisi-
nages stricts de SX dans S˜K est fourni par les intersections V˜λ de (Spec A)anK
avec les boules B(0, λ†) ⊂ AnK pour λ→ 1
+ et V˜λ = Spm Aλ, A
†
K = lim→
λ
Aλ [B
3, (2.5.1)]. Puisque v est propre, et e´tale au voisinage de S, il existe λ0 > 1 tel
que tout λ, 1 < λ 6 λ0, v induise un isomorphisme entre V˜λ et un voisinage
strict Vλ de SK dans SK [B 3, (1.3.5)] : on identifiera Vλ et V˜λ dans la suite.
Notons P ′′3 l’adhe´rence sche´matique de Spec B plonge´ diagonalement dans
P ′′1 ×V P
′′
2 , Z = P̂
′′
3 le comple´te´ formel de P
′′
3 et Z sa re´duction mod m. On
a un diagramme commutatif
Y
  // Y
X
/

??
  //
 o
?
??
??
??
? Z
  //
v2
OO
v1

Z
u2
OO
u1

X
  // X
ou` les ui, vi sont propres et les ui sont e´tales au voisinage de X. D’apre`s
[B 3, (1.3.5)] u1K induit un isomorphisme entre un voisinage strict de ]X[Z
dans ZK et un voisinage strict de ]X[X ≃ ]X[X = XK dans XK et par
suite un isomorphisme entre des syste`mes fondamentaux de tels voisinages
stricts. De meˆme u2K induit un isomorphisme entre un syste`me fondamental
de voisinages stricts de ]X[Z dans ZK et un syste`me fondamental (W
′
λ′)λ′ =
(Spm Bλ′)λ′ de voisinages stricts de XK dans YK . Par composition il en
re´sulte pour λ′ → 1+ un isomorphisme entre les W ′λ′ = Spm Bλ′ et un
syste`me fondamental de voisinages stricts (W ′′λ′′) de XK dans XK identifie´s
ci-apre`s. Pour λ > 1, il existe donc λ′ > 1 et des immersions ouvertes
Spm BˆK = XK →֒ Spm Bλ′
j′
λλ′
−֒→ h
−1
K (Vλ) =: Wλ.
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Proposition (2.3.1). Avec les notations de (2.3) on a :
(1) Si (Vλ)λ est un syste`me fondamental de voisinages stricts de SK dans
SK, alors (Wλ)λ := (h
−1
K (Vλ))λ est un syste`me fondamental de voisi-
nages stricts de XK dans XK.
(2) Supposons de plus f fini et plat (resp. fini et fide`lement plat, resp.fini
e´tale, resp. fini e´tale galoisien de groupe G) et Vλ = Spm Aλ. Alors il
existe λ0 > 1 tel que pour tout λ, 1 < λ 6 λ0, et Wλ := h
−1
K (Vλ), le
morphisme induit par hK
hλ := hK|Wλ : Wλ −→ Vλ
soit fini et plat (resp. fini et fide`lement plat, resp. fini e´tale, resp. fini
e´tale galoisien de groupe G), avec Vλ lisse sur K et Ω
1
Vλ/K
localement
libre de type fini sur le faisceau cohe´rent d’anneaux OVλ .
De´monstration. On utilise les notations du (2.3).
(1) On a de´ja` prouve´ le (1) dans la proposition (2.1.2) : on en donne ici
une autre de´monstration. Il suffit de faire la de´monstration dans le cas
Vλ = Spm Aλ et on peut supposer A,B, P
′ et P ′′1 inte´gralement clos.
Notons Wλ = h
−1
K (Vλ) et hλ := hK|Wλ : Wλ → Vλ. Comme P
′′
1 est
inte`gre les immersions ouvertes
XK →֒ Wλ →֒ XK
sont dominantes.
On a vu a` la fin de la preuve du (1) de la proposition (2.2.1) que pour
λ assez proche de 1, Vλ est lisse sur K et Ω
1
Vλ/K
localement libre de
type fini sur l’anneau cohe´rent OVλ , d’ou` la fin du (2).
Comme Bλ′ est forme´ d’e´le´ments entiers sur A
†
K , il existe µ, 1 < µ 6 λ,
tel que Bλ′ soit fini sur Aµ. Par suite on a un diagramme commutatif
a` carre´ carte´sien
W ′λ′ = Spm Bλ′ j′
λλ′
**
h′
%%
j′
µλ′ ))
Wµ
hµ

 
α′λµ
//Wλ
hλ

Vµ = Spm Aµ
 
αλµ
// Vλ = Spm Aλ
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avec une factorisation j′λλ′ = α
′
λµ ◦ j
′
µλ′ et h
′ fini : les immersions ou-
vertes j′λλ′ et α
′
λµ admettent des mode`les formels qui sont des immer-
sions ouvertes entre sche´mas formels noethe´riens [Bo-Lu¨ 2, cor 5.10] ;
en passant par un mode`le formel de j′µλ′ , il en re´sulte que j
′
µλ′ est aussi
une immersion ouverte et j′µλ′ est dominante car j
′
λλ′ et α
′
λµ le sont.
D’autre part il existe des mode`les formels propres de h′ et hµ [Lu¨, 2.6] :
par suite j′µλ′ est propre ; or j
′
µλ′ est une immersion ouverte dominante,
donc j′µλ′ est un isomorphisme.
D’ou` le (1).
(2) La` encore on peut supposer A et B inte´gralement clos : on traitera a`
part le cas fini e´tale galoisien.
Notons ϕ : A → B le morphisme fini tel que Spec ϕ : Spec B →
Spec A rele`ve f [I, the´o 3.4], et ϕˆ : Aˆ → Bˆ (resp. ϕ† : A† → B†)
le morphisme induit sur les se´pare´s comple´te´s (resp. sur les comple´te´s
faibles). D’apre`s le [I, the´o 3.4], ϕ† et ϕˆ sont finis et plats (resp. finis
et fide`lement plats, resp. finis e´tales) si et seulement si f l’est. Avec les
notations du (2.3) on a :
A†K = lim→
>
λ→1
Aλ, B
†
K = lim→
>
λ→1
Bλ et ϕ
†
K : A
†
K → B
†
K
est la limite inductive des ϕλ : Aλ → Bλ avec
hλ = Spm (ϕλ) :Wλ = Spm Bλ → Vλ = Spm Aλ.
Si f est fini et plat (resp. ...) alors ϕ†K l’est et pour λ assez proche de
1, ϕλ l’est aussi par [EGA IV, 11.2.6, 8.10.5, 17.7.8], de meˆme pour hλ.
D’ou` le (2) hormis la cas galoisien.
Conside´rons a` pre´sent le cas galoisien.
Puisque f est galoisien il est surjectif ; ainsi
h : X = Spf Bˆ → S = Spf Aˆ
est fini e´tale surjectif et galoisien de groupe G, d’ou` en particulier une
injection : Aˆ →֒ Bˆ. Par suite hK : XK → SK est fini e´tale surjectif et
galoisien de groupe G.
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Remarquons ensuite que puisque B est la fermeture inte´grale de A
dans Aa[t]/(f) et que Spec A→ Spec A† est un morphisme normal [I,
prop (1.1)], il re´sulte de [EGA IV, (6.14.4)] que B† = B ⊗A A† est la
fermeture inte´grale de A† dans (B†)a = (A
†)a [t]/(f) : par suite B
†
K
est la fermeture inte´grale de A†K dans (A
†)a,K [t]/(f). L’anneau A
† est
re´duit par [I, prop (1.6)], car A est re´duit, et A† → B† est fini e´tale
car Aˆ→ Bˆ l’est : donc B† est re´duit car A† est re´duit [I, lemme (1.5)].
Ainsi B† est inte´gralement ferme´ dans Bˆ [I, the´o (2.2) (2) ii] ; d’ou` B†K
est la fermeture inte´grale de A†K dans BˆK .
On a vu ci-dessus que, pour λ suffisamment proche de 1,
hλ : Wλ = Spm Bλ → Vλ = Spm Aλ
est fini e´tale. Compte tenu du diagramme commutatif
BˆK Bλ
? _oo
AˆK
?
OO
A†K
? _oo Aλ?
_oo
OO
la fle`che Aλ → Bλ induite par hλ est injective, donc hλ est surjectif.
Choisissons un ensemble fini {xi} de ge´ne´rateurs de Bλ sur Aλ. Comme
chaque xi est entier sur Aλ, les e´le´ments gBˆK (xi) ∈ BˆK , pour g de´crivant
G et gBˆK : BˆK → BˆK induit par g, sont aussi entiers sur Aλ ⊂ A
†
K ,
donc a fortiori sur B†K = lim→
µ
Bµ. Or on a vu que B
†
K est inte´gralement
ferme´ dans BˆK : il existe donc λ
′, 1 < λ′ 6 λ tel que pour tout i et
tout g ∈ G on ait gBˆK (xi) ∈ Bλ′ . Ainsi l’action de G s’e´tend de XK a`
Wλ′ = Spm Bλ′ : en effet g ∈ G de´finit un morphisme gλλ′ : Wλ′ →Wλ
s’inse´rant dans le diagramme commutatif a` carre´ carte´sien
Wλ′
gλλ′
%%
hλ′

gλ′ ""
Wλ′
hλ′

  //Wλ
hλ

Vλ′
 
αλλ′
// Vλ ;
d’ou` la factorisation de gλλ′ par Wλ′ .
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Montrons que le morphisme fini e´tale surjectif
hλ′ : Wλ′ → Vλ′
est galoisien de groupe G. On a
(Bλ′)
G ⊂ (BˆK)
G = AˆK ;
d’ou`
Aλ′ ⊂ (Bλ′)
G ⊂ Bλ′ ∩ AˆK
et on dispose d’un carre´ commutatif
Aλ′
  //

AˆK

Bλ′
  // BˆK
avec Aλ′ → Bλ′ fide`lement plat et BˆK = AˆK ⊗Aλ′ Bλ′ : d’apre`s [Et 5
prop 2] on en de´duit
Aλ′ = Bλ′ ∩ AˆK = (Bλ′)
G,
d’ou` la proposition (2.3.1). 
3. Images directes d’isocristaux
3.1 Sections surconvergentes
On suppose donne´ un diagramme commutatif tel que (2.2.1). Pour un
voisinage strict W (resp. un couple de voisinages stricts W ′ ⊂ W ) de ]X[Y
dans ]Y [Y on note αW (resp.αWW ′) l’immersion ouverte deW dans ]Y [Y(resp.
de W ′ dans W ). Si A est un faisceau d’anneaux sur W et E un A-module,
on pose [B 3,(2.1.1.1)] :
(3.1.1) j†WE := lim−→
W ′⊂W
αWW ′∗α
∗
WW ′E ,
la limite e´tant prise sur les voisinages W ′ ⊂W .
De meˆme [B 3,(2.1.1.3)] :
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(3.1.2) j†YE := αW ∗j
†
WE .
(3.1.3) Si V est un voisinage strict de ]S[T dans ]T [T , alorsW = h
−1
K (V ) ∩ ]Y [Y =
h
−1
Y (V ) est un voisinage strict de ]X[Y dans ]Y [Y [B 3, (1.2.7)] et on note
hV la restriction de hY a` W , et R
ihK∗j
†
YE := R
ihY ∗j
†
YE.
Proposition (3.1.4). Avec les hypothe`ses et notations de (3.1.3) supposons
que hY : ]Y [Y−→]T [T soit quasi-compact et quasi-se´pare´ ; soit E un faisceau
abe´lien sur W .
(a) Supposons que h
−1
(T ) = Y et h
−1
(S) = X ; alors, pour tout entier
i > 0, on a des isomorphismes canoniques
(3.1.4.1) RihV ∗(j
†
WE)
∼
−→ j†VR
ihV ∗(E).
(3.1.4.2) RihK∗(j
†
YE)
∼
−→ j†TR
ihV ∗(E).
Si de plus h est une immersion ferme´e, alors
(3.1.4.3) RihV ∗(j
†
WE) = 0 pour i > 1
et le morphisme canonique
(3.1.4.4) h
∗
KhK∗j
†
YE
∼
−→ j†YE
est un isomorphisme.
(b) Si l’on ne suppose plus que h
−1
(T ) = Y et h
−1
(S) = X, alors, pour
tout entier i > 0, on a des isomorphismes canoniques
(3.1.4.5) RihV ∗(j
†
WE)
∼
−→ j†VR
ihV ∗(j
†
WE).
(3.1.4.6) RihK∗(j
†
YE)
∼
−→ j†TR
ihV ∗(j
†
WE).
De´monstration
(a) Les deux foncteurs
F : E 7−→ hV ∗j
†
WE
et
G : E 7−→ j†V hV ∗E
de la cate´gorie C des faisceaux abe´liens sur W dans la cate´gorie des
faisceaux abe´liens sur V sont exacts a` gauche [B 3,(1.1.3)(iii)]. Comme
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la cate´gorie abe´lienne C admet suffisamment d’injectifs, les foncteurs
de´rive´s droits RiF et RiG existent et (RiF)i , (RiG)i sont des δ-
foncteurs universels : puisque j†W et j
†
V sont exacts [loc. cit.], et que
αW : W −֒→]Y [Y (resp. αV : V −֒→]T [T ) est exact sur la cate´gorie des
j†WZ-modules (resp. des j
†
VZ-modules) [B 3, de´m. de (2.1.3)], on est
ramene´ pour le (a) a` prouver que F = G.
Comme hY est quasi-compact et quasi-se´pare´, il en est de meˆme par
changement de base pour hV , donc hV ∗ commute aux limites inductives
filtrantes : de plus les hypothe`ses entraˆınent que si V ′ de´crit un syste`me
fondamental de voisinages stricts de ]S[T dans ]T [T , alors h
−1
V (V
′) = W ′
de´crit un syste`me fondamental de voisinages stricts de ]X[Y dans ]Y [Y
[(2.2.2.2)] ; d’ou`
hV ∗(j
†
WE) = lim−→
W ′⊂W
hV ∗αWW ′∗α
−1
WW ′E
= lim
−→
V ′⊂V
αV V ′∗hV ′∗α
−1
WW ′E
= lim
−→
V ′⊂V
αV V ′∗α
−1
V V ′hV ∗E
= j†V hV ∗(E),
ce qui prouve (3.1.4.1) et (3.1.4.2).
Si h est une immersion ferme´e, alors hK en est une aussi [B 3, (0.2.4)(iv)],
de meˆme que hV par changement de base : en particulier hV est quasi-
compact et quasi-se´pare´. Ainsi (3.1.4.3) re´sulte de (3.1.4.2) et (1.3.3).
Pour (3.1.4.4) on utilise la suite d’isomorphismes
h
∗
KhK∗j
†
YE
∼
−→ h
∗
Kj
†
ThV ∗E (3.1.4.2)
∼
←− j†Y h
∗
V hV ∗(E) [B3, (2.1.4.8)]
∼
−→ j†Y (E) (1.3.3).
(b) L’ouvert W = h
−1
Y (V ) est un voisinage strict de ]X1[Y (donc de ]X[Y)
dans ]Y [Y ; la de´finition de j
†
W (E) fait intervenir une limite inductive
sur les voisinages stricts W
′
de ]X[Y dans ]Y [Y : si cette fois la limite
inductive est prise sur les voisinages stricts W
′
1de ]X1[Y dans ]Y [Y nous
noterons j†W1(E) le re´sultat, et on a [B 3,(2.1.7)]
j†W (E) = j
†
W ◦ j
†
W1
(E) = j†W1 ◦ j
†
W (E).
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D’ou` , en appliquant (3.1.4.1) :
RihV ∗(j
†
WE) = R
ihV ∗j
†
W1
(j†WE)
= j†VR
ihV ∗(j
†
WE);
de meˆme pour (3.1.4.6). 
3.2 De´finition des images directes
(3.2.1) On suppose fixe´ un diagramme commutatif tel que (2.2.1) et on fait
l’hypothe`se supple´mentaire que h (resp ρ) est lisse sur un voisinage de X
dans Y (resp de S dans T )
X
  jY //
f

Y
  iY //
f

Y
h

S
 
jT
// T
 
iT
// T
ρ //W.
Soient E ∈ Isoc†((X, Y )/W), W un voisinage strict de ]X[Y dans ]Y [Y
et EW un OW -module cohe´rent tel que j
†
YEW =: EY soit une re´alisation
de E [B 3, (2.3.2)] ; on notera Isoc†((X, Y )/W)plat la sous-cate´gorie pleine
de Isoc†((X, Y )/W) forme´e des E tels qu’il existe un EW qui soit un OW -
module cohe´rent et plat : lorsque W = SpfV cette condition est automa-
tiquement ve´rifie´e, i.e. on a [B 3, (2.2.3)(ii)] : Isoc†((X, Y )/SpfV)plat =
Isoc†((X, Y )/SpfV) =: Isoc†((X, Y )/K). Lorsque Y est propre sur W on
notera Isoc†((X, Y )/W)plat = Isoc†(X/W)plat [B 3, (2.3.6)] : si de plus
W = SpfV on a Isoc†(X/SpfV)plat = Isoc†(X/SpfV) =: Isoc†(X/K).
Pour E ∈ Isoc†((X, Y )/W) Berthelot a de´fini dans [B 5,(3.1.11)] les
images directes en cohomologie rigide (cf. aussi [LS, (7.4)] et [C-T, 10]) par
la formule
(3.2.1.1) Rf rig∗((X, Y )/T ;E) := RhK∗(j
†
YEW ⊗O]Y [Y Ω
•
]Y [Y/TK
),
:= RhY ∗(j
†
YEW ⊗O]Y [Y Ω
•
]Y [Y/]T [T
);
et la cohomologie de ces complexes est inde´pendante du Y choisi [B 5, (3.1.2)]
[LS, 7.4.2].
Lorsque X = Y , alors f : X → T et on obtient la cohomologie convergente :
(3.2.1.2) Rf conv∗(X, Y/T ;E) := Rf rig∗((X,X)/T ;E).
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(3.2.2) Sous les hypothe`ses (3.2.1) supposons de plus h propre : ainsi Y est
une compactification X = Y de X au-dessus de T . Berthelot de´finit alors
Rfrig∗(X, /T ;E) par la formule [B 5, (3.2.3)] ( cf. aussi [LS, 8.2])
(3.2.2.1) Rfrig∗(X/T ;E) := Rf rig∗((X,X)/T ;E);
et la cohomologie de ce complexe est inde´pendante du X choisi [B 5,(3.2.2)]
[LS, 8.2.1] [CT, 10.5.3].
3.3 Changement de base
(3.3.1) Avec les notations de (2.2) on conside`re un paralle´le´pipe`de commu-
tatif
(3.3.1.1)
X
f

  jY // Y
f

  iY // Y
h

X
′  
jY ′ //
f
′

ϕ′
=={{{{{{{{
Y ′
  iY ′ //
f
′

ϕ′
==||||||||
Y ′
h
′

g′
??~~~~~~~~
S
  jT // T
  iT // T
ρ //W
S
′  
jT ′
//
ϕ
==
T ′
 
iT ′
//
ϕ
==
T ′
g
>>~~~~~~~~
ρ′
//W ′
θ
=={{{{{{{{
dans lequel le cube de gauche est forme´ de k-sche´mas se´pare´s de type fini, les
morphismes g, h, g′, h
′
, ρ, ρ′, θ sont des morphismes de V-sche´mas formels
(V-sche´mas formels que l’on supposera se´pare´s, plats et de type fini), les j
(resp. les i) sont des immersions ouvertes (resp. ferme´es). On suppose θ lisse
et X ′ = X ×S S ′, Y ′ = Y ×T T ′, et Y ′ = Y ×T T ′.
On ve´rifie alors facilement que l’on a
(3.3.1.2) ]X ′[Y ′=]X[Y×]S[T ]S
′[T ′ , ]Y
′[Y ′=]Y [Y×]T [T ]T
′[T ′ .
Soient V un voisinage strict de ]S[T dans ]T [T et V
′ un voisinage strict
de ]S ′[T ′ dans ]T
′[T ′ tel que V
′ ⊂ g −1K (V )∩]T
′[T ′ ; alors W := h
−1
K (V )∩]Y [Y
est un voisinage strict de ]X[Y dans ]Y [Y et W
′ := h
′−1
K (V
′)∩]Y ′[Y ′ est un
voisinage strict de ]X ′[Y ′ dans ]Y
′[Y ′ tel que W
′ ⊂ g′−1K (W )∩]Y
′[Y ′.
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Notons
hV : W → V, gV : V ′ → V, h′V ′ :W
′ → V ′, et g′W : W
′ → W
les morphismes induits respectivement par hK , gK , h
′
K , et g
′
K .
Ainsi on dispose d’un cube commutatif
(3.3.1.3)
W
hV

  // YK
hK

W ′
  //
h′
V ′

g′W
==zzzzzzzzz
Y ′K
h
′
K

g′K
=={{{{{{{{
V
  // TK
V ′
  //
gV
==
T ′K
gK
=={{{{{{{{
dans lequel W ′ =W ×V V ′ et Y ′K = YK ×TK T
′
K .
Lemme (3.3.1.4). Avec les hypothe`ses et notations de (3.3.1) supposons de
plus que g soit plat (resp. que g soit lisse sur un voisinage de S ′ dans T ′).
Alors il existe un voisinage strict V ′ de ]S ′[T ′ dans ]T
′[T ′ tel que gV soit plat
(resp. que gV soit lisse).
De´monstration. Dans le cas plat c’est clair puisque gKest plat ; dans le cas
lisse, c’est le lemme (2.2.1) de [B 3]. 
De´finition(3.3.1.5) Soit E un j†TOV -module ; son image inverse surconver-
gente est de´finie par la formule
(ϕ, ϕ, g)†(E) := j†T ′(g
∗
KE);
lorsque E est une re´alisation d’un isocristal E ∈ Isoc†((S, T )/W) on e´crira
aussi
(ϕ, ϕ)∗(E) = (ϕ, ϕ, g)†(E) = j†T ′(g
∗
KE).
The´ore`me (3.3.2) Sous les hypothe`ses (3.3.1) supposons que h
−1
(T ) =
Y, h
−1
(S) = X et hV propre (cette dernie`re hypothe`se est ve´rifie´e si h est
propre).
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(3.3.2.1) Soit EW un OW -module cohe´rent. Alors, pour tout entier i > 0, on a :
(1) RihK∗(j
†
YEW ) est un j
†
TO]T [T -module cohe´rent et on a un isomor-
phisme
RihK∗(j
†
YEW )
∼
−→ j†TR
ihV ∗(EW ).
(2) (i) On a des isomorphismes de changement de base au sens sur-
convergent
(ϕ, ϕ, g)†(RihK∗j
†
YEW ) ≃ R
ih
′
K∗(g
′∗
Kj
†
YEW )
≃ Rih
′
K∗(j
†
Y ′g
′∗
WEW )
≃ j†T ′R
ih
′
V ′∗(g
′∗
WEW ).
(ii) Si de plus ϕ −1(S) = S ′, les isomorphismes pre´ce´dents devi-
ennent
g∗KR
ihK∗j
†
YEW ≃ R
ih
′
K∗(j
†
Y ′g
′∗
WEW )
≃ j†T ′R
ih
′
V ′∗(g
′∗
WEW ),
et l’on a des isomorphismes
g∗VR
ihV ∗j
†
WEW ≃ R
ih′V ′∗(g
′∗
W j
†
WEW )
≃ Rih′V ′∗j
†
W ′g
′∗
WEW .
(3.3.2.2) Soit E
•
W un complexe borne´ de OV -modules plats, a` composantes des
OW -module cohe´rents et
E
•
W ′ = E
•
W ⊗OV OV ′ = g
′∗
WE
•
W .
Alors, pour tout entier i > 0, on a :
(1) RihK∗(j
†
YE
•
W ) est un j
†
TO]T [T -module cohe´rent et on a un isomor-
phisme
RihK∗(j
†
YE
•
W )
∼
−→ j†TR
ihV ∗E
•
W .
(2) Supposons de plus gV plat, alors
(i) On a des isomorphismes de changement de base au sens sur-
convergent
(ϕ, ϕ, g)†(RihK∗j
†
YE
•
W ) ≃ R
ih
′
K∗(j
†
Y ′g
′∗
WE
•
W )
≃ j†T ′R
ih
′
V ′∗(E
•
W ′).
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(ii) Si de plus ϕ −1(S) = S ′, les isomorphismes pre´ce´dents devi-
ennent
g∗KR
ihK∗j
†
YE
•
W ≃ R
ih
′
K∗(j
†
Y ′E
•
W ′)
≃ j†T ′R
ih′V ′∗(E
•
W ′),
et l’on a des isomorphismes
g∗VR
ihV ∗j
†
WE
•
W ≃ R
ih′V ′∗g
′∗
W j
†
WE
•
W
≃ Rih′V ′∗j
†
W ′g
′∗
WE
•
W .
De´monstration
Le (1) de (3.3.2.1) re´sulte de (3.1.4.2) et (1.2.1).
Pour le (i) de (3.3.2.1)(2) on conside`re le diagramme commutatif
S
  jT //

T
S ′1
 
j1T ′
//
ϕ1
OO
T ′
ϕ
OO
S ′
 
jT ′
//
j
OO
T ′
dans lequel le carre´ du haut est carte´sien et ϕ = ϕ1 ◦ j. On a alors une suite
d’isomorphismes
(ϕ, ϕ, g) †(RihK∗j
†
YEW ) ≃ j
†
T ′g
∗
KR
ihK∗j
†
YEW [(3.3.1.5)]
∼
→ j†T ′j
†
1T ′g
∗
VR
ihV ∗EW [B 3, (2.1.4.8)]
∼
→ j†T ′g
∗
VR
ihV ∗EW [B 3, (2.1.7)]
∼
→ j†T ′R
ih′V ′∗g
′∗
WEW [The´o(1.2.1)]
∼
← Rih
′
K∗j
†
Y ′g
′∗
WEW [(3.1.4.2)]
∼
← RihK∗g′
∗
Kj
†
YEW [B 3, (2.1.4.8)].
Pour le (ii) de (3.3.2.1)(2) il suffit de remarquer que les hypothe`ses im-
pliquent que (ϕ, ϕ, g) †(E) = g∗K(E) pour tout faisceau abe´lien E sur TK ;
la dernie`re assertion re´sulte de (3.1.4.1), [B 3,(2.1.4.7)] et (1.2.1) comme ci-
dessus.
Pour (3.3.2.2) on proce`de de meˆme en utilisant cette fois le (1.2.2) du
the´ore`me (1.2). 
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Remarque (3.3.3) En fait, dans le (3.3.2.1) (2) (ii) du the´ore`me pre´ce´dent, si
l’on ne suppose plus l’existence de g, mais que l’on suppose toujours l’exis-
tence du carre´ carte´sien
W ′
g′W //
h′
V ′

W
hV

V ′ gV
// V,
on obtient, pour tout OW -module cohe´rent EW , un isomorphisme de change-
ment de base
(3.3.3.1)
g∗VR
ihV ∗j
†
WEW
∼
→ Rih′V ′∗g
′∗
W j
†
WEW
∼
→ Rih′V ′∗j
†
W ′g
′∗
WEW .
De meˆme, pour le (3.3.2.2)(2)(ii) du the´ore`me, on a un isomorphisme
(3.3.3.2) g∗VR
ihV ∗jW
†(E
•
W )
∼
→ Rih′V ′∗j
†
W ′(E
•
W ′).
3.4 Surconvergence des images directes.
Nous allons conside´rer dans le prochain the´ore`me l’une des trois situa-
tions suivantes.
(3.4.1) Dans le premier cas , nous conside´rons un diagramme com-
mutatif satisfaisant aux hypothe`ses de (2.2)
(3.4.1.1)
X
  jY //
f

Y
  iY //
f


Y
h

S
 
jT
// T
 
iT
// T ρ
//W,
et un diagramme commutatif
(3.4.1.2)
S
  jT // T
  iT // T
ρ //W
S ′
 
jT ′
//
ϕ
OO
T ′
 
iT ′
//
ϕ
OO
T ′
ρ′
//
g
OO
W ′
θ
OO
tel qu’en prenant l’image inverse de (3.4.1.1) par (3.4.1.2) on obtienne un
paralle´le´pipe`de commutatif tel que (3.3.1.1). On suppose de plus les carre´s
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de (3.4.1.1) carte´siens (h
−1
(T ) = Y , h
−1
(S) = X), h propre, h lisse sur
un voisinage de X dans Y , θ lisse, ρ (resp ρ′) lisse sur un voisinage de S
dans T (resp de S ′ dans T ′). On suppose e´galement satisfaite l’une des deux
hypothe`ses suivantes : g est lisse sur un voisinage de S ′ dans T ′, ou g est plat.
(3.4.2) Dans le deuxie`me cas , nous conside´rons un diagramme com-
mutatif tel que (3.4.1.1) et un diagramme commutatif
(3.4.2.1)
S
  jT // T
  iT // T
ρ //W
S ′
 
jT ′
//
ϕ
OO
T ′
 
iT ′
//
ϕ
OO
T ′
ρ′
//W ′
θ
OO
satisfaisant aux meˆmes proprie´te´s que (3.4.1.2) excepte´ l’existence de g, mais
en supposant ρ propre, et nous noterons
X ′ = X ×S S ′
  jY ′ // Y ′ = Y ×T T ′
et
(3.4.2.2)
X
f

  jY // Y
f

X ′
  jY ′ //
f ′

ϕ′
<<zzzzzzzz
Y ′
f
′

ϕ′
>>}}}}}}}
S
  jT // T
S ′
 
jT ′
//
ϕ
<<
T ′
ϕ
>>}}}}}}}}
l’image inverse par (ϕ, ϕ) de (3.4.1.1).
(3.4.3) Dans le troisie`me cas , qui ge´ne´ralise le premier, nous con-
side´rons des diagrammes commutatifs tels que (3.4.1.1) et (3.4.2.1) mais sans
supposer ρ propre. Par contre nous supposons de plus l’existence d’un dia-
gramme commutatif
(3.4.3.1)
X ′
  jY ′ //
f ′

Y ′
  iY ′ //
f
′


Y ′
h
′

S ′
 
jT ′
// T ′
 
iT ′
// T ′
ρ′ //W ′
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satisfaisant aux meˆmes hypothe`ses que (3.4.1.1), et dans lequel X ′, Y ′ satis-
font aux proprie´te´s de (3.4.2.2).
Dans le cas relevable le the´ore`me suivant re´sout une conjecture de Berth-
elot [B 2,(4.3)] et ge´ne´ralise le the´ore`me 5 de loc. cit.
The´ore`me (3.4.4) Pour tout entier i > 0, on a :
(3.4.4.1) Sous les hypothe`ses (3.4.3), on a :
(i) f induit un foncteur
Rif rig∗((X, Y )/T ;−) : Isoc
†((X, Y )/W)plat −→ Isoc
†((S, T )/W ).
(ii) il existe un morphisme de changement de base
(ϕ, ϕ)∗Rif rig∗((X, Y )/T ;E) −→ R
if ′rig∗((X
′, Y ′)/T ′; (ϕ′, ϕ′)∗(E))
et celui-ci est un isomorphisme dans Isoc†((S ′, T ′)/W ′).
(3.4.4.2) Sous les hypothe`ses (3.4.2) on a :
(i) f induit un foncteur
Rifrig∗(X/T ;−) : Isoc
†(X/W)plat −→ Isoc
†(S/W).
(ii) L’isomorphisme de changement de base de (3.4.4.1)(ii) existe et
devient
(ϕ, ϕ)∗Rifrig∗(X/T ;E)
∼
−→ Rif ′rig∗((X
′, Y ′)/T ′; (ϕ′, ϕ′)∗(E)).
(iii) Si de plus ρ′ est propre, alors l’isomorphisme de (ii) pre´ce´dent
devient un isomorphisme dans Isoc†(S ′/W ′) :
ϕ∗Rifrig∗(X/T ;E)
∼
−→ Rif ′rig∗(X
′/T ′;ϕ′∗(E)).
(iv) Si S ′ = T ′, l’isomorphisme du (ii) pre´ce´dent devient un isomor-
phisme dans Isoc(S ′/W ′) :
ϕ∗j∗TR
ifrig∗(X/T ;E)
∼
−→ Rif ′conv∗(X
′/T ′;ϕ′∗(Eˆ))
ou` Eˆ ∈ Isoc(X/W) est l’isocristal convergent associe´ a` E ∈ Isoc†(X/W)
par le foncteur d’oubli Isoc†(X/W) → Isoc(X/W).
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En particulier si S ′ = T ′ = S, on a un isomorphisme
j∗TR
ifrig∗(X/T ;E)
∼
−→ Rifconv∗(X/T ; Eˆ)
(3.4.4.3) Sous les hypothe`ses (3.4.3) avec S = T et S ′ = T ′ on a :
(i) f induit un foncteur
Rifconv∗ : Isoc(X/W)plat −→ Isoc(S/W).
(ii) Il existe un isomorphisme de changement de base dans Isoc(S ′/W ′)
ϕ∗Rifconv∗(X/T ; E)
∼
−→ Rif ′conv∗(X
′/T ′;ϕ′∗(E)).
Avant de donner la preuve du the´ore`me, faisons quelques remarques :
Remarques (3.4.4.4) :
(i) Sous les hypothe`ses de (3.4.4.2)(iii), et en supposant de plus que ϕ est
l’identite´ de S et θ l’identite´ de W, l’isomorphisme de changement de
base prouve que Rifrig∗(X/T ;E) est inde´pendant du sche´ma formel T
dans lequel S est plonge´ (avec bien suˆr T propre sur W, ρ lisse sur un
voisinage de S dans T et h ve´rifiant (3.4.4)).
La meˆme remarque s’applique a` Rifconv∗(X/T ; E).
(ii) D’apre`s [I,(3.3)] les hypothe`ses de (3.4.4.2)(iii) sont ve´rifie´es pourW =
SpfV, S affine et lisse sur k et certains morphismes f projectifs et lisses.
(iii) En conjuguant (i) et (ii) nous en de´duirons plus loin [The´ore`me (3.4.8.2)]
que les constructions se recollent pour certains morphismes f projectifs
lisses et S un k-sche´ma lisse ( plus ne´cessairement affine).
(iv) Lorsque W = SpfV on peut enlever l’indice ”plat” dans (3.4.4.1)(i),
(3.4.4.2)(i) et (3.4.4.3)(i) [cf (3.2.1)].
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De´monstration de (3.4.4).
Le (3.4.4.3) est conse´quence directe de (3.4.4.1).
La preuve de (3.4.4.1) et (3.4.4.2) va se faire en six e´tapes que l’on pre´cise
ici :
Dans les quatres premie`res e´tapes on va faire la preuve de (3.4.4.1) sous
l’hypothe`se plus particulie`re (3.4.1) (i.e. existence de g) :
- e´tape 1© : montrer que Rif rig∗((X, Y )/T ;E) est un j†TO]T [T -module
cohe´rent.
- e´tape 2© : montrer l’isomorphisme de changement de base (3.4.4.1)(ii)
lorsque ϕ−1(S) = S ′.
- e´tape 3© : achever la preuve de (3.4.4.1)(i).
- e´tape 4© : achever la preuve de l’isomorphisme de changement de base
(3.4.4.1)(ii).
- e´tape 5© : on prouve (3.4.4.1) sous les hypothe`ses (3.4.3).
- e´tape 6© : on prouve (3.4.4.2).
Plac¸ons-nous d’abord sous les hypothe`ses (3.4.1).
On se donne donc un diagramme tel que (3.3.1.1) avec h
−1
(T ) = Y , h
−1
(S) =
X : on note S ′1 = ϕ
−1(S) et S ′
j
−→ S ′1
ϕ1−→ S la factorisation de ϕ ou` j est une
immersion ouverte ; on en de´duit un diagramme commutatif a` carre´s verti-
caux carte´siens
II. Espaces rigides analytiques et images directes 83
X
f

  jY // Y
f

  iY // Y
h

S
  jT // T
  iT // T
X ′1
f ′1

ϕ′1
DD

















  j1Y ′ // Y ′
f
′

  iY ′ //
ϕ′
DD

















Y ′
h
′

DD

















S ′1
  j1T ′ //
ϕ1
DD
T ′
  iT ′ //
ϕ
DD
T ′
g
DD

















X ′
  jY ′ //
f ′

2

j′
DD

















Y ′
f
′

  iY ′ //




































Y ′
h
′





































S ′
 
jT ′
//
j
DD
T ′
 
iT ′
//
id
DD
T ′.




































Pour E ∈ Isoc†((X, Y )/W) on notera (ϕ, ϕ)∗(E) son image inverse par le
couple (ϕ, ϕ) [B 3, (2.3.2)(iv)] pour pre´ciser la de´pendance en ϕ et ϕ : d’autres
images inverses seront utilise´es, que le contexte pre´cisera (cf. de´f. (3.3.1.5)).
Etape 1©. Avec les notations de (3.2) il existe un voisinage strictW de ]X[Y
dans ]Y [Y tel que EY := j
†
YEW soit une re´alisation de E, et d’apre`s (2.2.2.2)
on peut supposer que W est de la forme W = h
−1
Y (V ) pour un voisinage
strict V de ]S[T dans ]T [T ; de plus on a un diagramme commutatif
]X[Y
  //
hX

W
  αW //
hV

YK
hK

]S[T
  // V
 
αV
// TK
dans lequel les carre´s sont carte´siens et ou` les fle`ches horizontales sont des
immertions ouvertes, hK est propre et hX est propre et lisse [(2.2.3.2)(i)] :
quitte a` restreindre V on peut supposer via [(2.2.3.2)(ii)] que hV est propre
et lisse.
Or Ri+jf rig∗((X, Y )/T ;E) est l’aboutissement d’une suite spectrale de terme
Ei,j1 donne´ par
Ei,j1 = R
jhK∗(j
†
YEW ⊗O]Y [Y Ω
i
]Y [Y/TK
)
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avec filtration
Fili := Fili(j†YEW ⊗ Ω
•
]Y [Y/TK
)
= j†YEW ⊗ Ω
>i
]Y [Y/TK
,
et on a une suite d’isomorphismes
j†YEW ⊗O]Y [Y Ω
i
]Y [Y/TK
= (αW ∗j
†
WE)⊗O]Y [Y Ω
i
]Y [Y/TK
≃ αW ∗(j
†
WEW ⊗OW α
∗
W (Ω
i
]Y [Y/TK
))
≃ αW ∗(j
†
WEW ⊗OW Ω
i
W/TK
) car αW est e´tale
≃ αW ∗(j
†
WEW ⊗OW Ω
i
W/V ) car αV est e´tale
≃ αW ∗(j
†
WOW ⊗OW EW ⊗OW Ω
i
W/V ) [B 3, (2.1.3)(ii)]
≃ αW ∗j
†
W (EW ⊗OW Ω
i
W/V ) [loc. cit.]
= j†Y (EW ⊗OW Ω
i
W/V ),
ou` ΩiW/V est un OW -module cohe´rent et localement libre [(2.2.3.2(i)]. D’apre`s
(3.1.4) on en de´duit un isomorphisme
Ei,j1 = R
jhK∗(j
†
YEW ⊗O]Y [Y Ω
i
]Y [Y/TK
)
∼
→ j†TR
jhV ∗(EW ⊗OW Ω
i
W/V );
or RjhV ∗(EW ⊗OW Ω
i
W/V ) est un OV -module cohe´rent d’apre`s le the´ore`me
(1.2), donc Ei,j1 est un j
†
TO]T [T -module cohe´rent. Comme la filtration Fil
i est
finie, il en re´sulte que l’aboutissement Ri+jf rig∗((X, Y )/T ;E) est un j
†
TO]T [T -
module cohe´rent. Remarquons que pour prouver cette cohe´rence on aurait
pu appliquer le (1) de (3.3.2.2), puisque EW est un OW -module plat.
Etape 2©. On a vu a` l’e´tape 1© que
Rif rig∗((X, Y )/T ;E) := R
ihK∗(j
†
YEW ⊗O]Y [Y Ω
•
]Y [Y/TK
)
≃ RihK∗(j
†
Y (EW ⊗OW Ω
•
W/V )),
et les EW ⊗OW Ω
j
W/V sont des OW -module cohe´rents et plats sur OV car hV
est lisse.
Puisque ou bien g est plat, ou bien g est lisse sur un voisinage de S ′ dans T ′,
on peut d’apre`s (3.3.1.4) et quitte a` restreindre V supposer gV plat : le (2)
de (3.3.2.2) nous fournit alors l’isomorphisme de changement de base
(3.4.4.1.1) g∗KR
if rig∗((X, Y )/T ;E)
∼
→ Rif ′rig∗((X
′
1, Y
′)/T ′; (ϕ′1, ϕ
′)
∗
(E)).
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Etape 3©. En reprenant la construction de la connexion de Gauß-Manin
de´crite explicitement par Katz dans [K 3, 3.4 et 3.5] on prouve que cette con-
nexion agit aussi bien sur le terme Ei,j1 que sur l’aboutissement [loc. cit., theo.
3.5] : ainsi Rifrig∗(X/T ;E) est muni d’une connexion ∇i (de Gauß-Manin)
inte´grable. Pour construire cette connexion de Gauß-Manin ∇i on peut aussi
e´tablir des isomorphismes [B 3, (2.2.5.1)] ve´rifiant la condition de cocycles :
cette construction co¨ıncide avec la pre´ce´dente [B 1,V, 3.6.3, 3.6.4, 3.6.5], et
cette deuxie`me construction va nous permettre d’e´tablir la surconvergence
de ∇i.
On a un diagramme commutatif a` carre´s carte´siens
Y
Γh=(1Y×h) //
h

Y ×W T
p′1 //
h×1T

Y
h

T
∆T
// T ×W T p1T
// T ,
ou` p1T , p
′
1 sont les premie`res projections, Γh est le morphisme graphe de h
et ∆T est le morphisme diagonal : Γh est une immersion ferme´e puisque T
est se´pare´ sur W ; on note alors ]Y [Y×WT le tube de Y dans Y ×W T pour
l’immersion ferme´e compose´e Y −֒→ Y
Γh
−֒→ Y ×W T , et ]T [T 2 celui de T
dans T 2 pour l’immersion ferme´e T −֒→ T −֒→
∆T
T ×W T .
D’apre`s (2.1.2) on a alors un diagramme commutatif a` carre´ carte´sien
(3.4.4.1.2)
]Y [Y2
∼
h
ww
p1Y
{{ h
′′
1zzuu
uu
uu
uu
u
]Y [Y
hY

]Y [Y×T
h′1

p′1oo
]T [T ]T [T 2p1T
oo
ou` h′1, h
′′
1,
∼
h sont induits respectivement par hK ×1TK , 1YK ×hK et hK ×hK .
On a de meˆme un diagramme analogue (3.4.4.1.2)′ avec p2 a` la place de p1
et h′2, h
′′
2...
D’apre`s (3.2.2.1) et [B 5, (3.2.3) et (3.1.11)(i)] on a les isomorphismes canon-
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iques
Rif rig∗((X, Y )/T
2;E) = Ri
∼
h∗(p
∗
1Y(EY)⊗ Ω
•
]Y [Y2/T
2
K
)
≃ Rih′1∗(p
′∗
1(EY)⊗ Ω
•
]Y [Y×T /T 2K
)
∼
← p∗1TR
ih
∗
Y (EY ⊗ Ω
•
]Y [Y/TK
) [e´tape 2©]
= p∗1TR
if rig∗((X, Y )/T ;E);
l’avant-dernier isomorphisme ci-dessus est re´alisable via l’e´tape 2© car ρ
e´tant lisse sur un voisinage de S dans T , p1T : T ×W T → T est lisse sur un
voisinage de S dans T ×W T .
Or l’isomorphisme [B 3, (2.2.5.1)]
p∗2Y(EY)
∼
−→ p∗1Y(EY)
assurant l’existence d’une connexion (surconvergente) sur EY fournit aussi
les isomorphismes
Ri
∼
h∗(p
∗
2Y(EY)⊗ Ω
•
]Y [Y2/T
2
K
)
∼
−→ Ri
∼
h∗(p
∗
1Y(EY)⊗ Ω
•
]Y [Y2/T
2
K
),
c’est-a`-dire, par les meˆmes arguments que ci-dessus, des isomorphismes
(3.4.4.1.3) p∗2TR
if rig∗((X, Y )/T ;E)
∼
→ Rif rig∗((X, Y )/T
2;E)
∼
← p∗1TR
if rig∗((X, Y )/T ;E)
satisfaisant aux conditions de [B 3, (2.2.5)]. De plus la connexion surcon-
vergente sur Rif rig∗((X, Y )/T ;E) obtenue par l’isomorphisme (3.4.4.1.3) est
bien celle de Gauß-Manin [B 1,V, 3.6.4].
Ceci ache`ve la preuve de l’e´tape 3©.
Etape 4©. Puisque Rif rig∗((X, Y )/T ;E) est un isocristal surconvergent le
long de T \ S, son image inverse par (ϕ, ϕ) est, d’apre`s l’e´tape 2©, l’image
inverse par (j, idT ′) de l’isocristal surconvergent (le long de T
′\S ′1)
Rif ′rig∗((X
′
1, Y
′)/T ′; (ϕ′1, ϕ
′)
∗
(E)) = j†1T ′ (R
ih′V ′∗(g
′∗
W (EW )⊗OW ′Ω
•
W ′/V ′))(cf (3.3.1.3)).
Le OV ′-module
E iV ′ := R
ih′V ′∗(g
′∗
W (EW )⊗OW ′ Ω
•
W ′/V ′)
est cohe´rent, et par de´finition des images inverses [B 3, (2.3.2)(iv)] on a
(j, idT ′)
∗(j†1T ′ (E
i
V ′)) = j
†
T ′(E
i
V ′);
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or d’apre`s [(3.3.2.2)(1)] on a :
j†T ′(E
i
V ′) ≃ R
ih
′
K∗(j
†
Y ′(g
′∗
W (EW ))⊗OW ′ Ω
•
W ′/V ′)
=: Rif
′
rig∗((X
′, Y ′)/T ′; (ϕ, ϕ)∗(E)),
d’ou` l’isomorphisme de changement de base
(3.4.4.1.4) (ϕ, ϕ)∗Rif rig∗((X, Y )/T ;E) ≃ R
if
′
rig∗((X
′, Y ′)/T ′; (ϕ′, ϕ′)
∗
(E)),
qui est celui de (3.4.4.1)(ii).
Etape 5©. Plac¸ons nous sous les hypothe`ses (3.4.3) et prouvons (3.4.4.1)
dans ce cas.
Conside´rons les paralle´le´pipe`des commutatifs suivants dans lesquels les faces
verticales sont carte´siennes
(3.4.4.1.5)
X
f

  jY // Y
f

  iY // Y
h

X
′  
jY ′ //
f
′

ϕ′
??
Y ′
 
i′′
Y ′ //
f
′

ϕ′
??
Y ′′
h
′′

p1Y
??
S
  jT // T
  iT // T ρ
//W
S
′  
jT ′
//
ϕ
??
T ′
 
i′′
T ′
//
ϕ
??
T ′′ = T ×W T ′
p1T ′′
??
(3.4.4.1.6)
X ′
f
′

  jY ′ // Y ′
f
′

 
i′′′
Y ′ // Y ′′′
h ′′′

~~||
||
||
||
X
′  
jY ′ //
f
′

||||||||
Y ′
  iY ′ //
f
′

~~~~~~~~
Y ′
h
′

S ′
  jT ′ //
id
~~
T ′
 
i′′
T ′ //
id~~
T ′′
p2T ′′}}||
||
||
||
S
′  
jT ′
// T ′
 
iT ′
// T ′
ρ′
//W ′
ou` pi est la projection sur le i
e facteur et i′′T ′ = (iT ◦ ϕ, iT ′).
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On forme aussi le carre´ carte´sien
(3.4.4.1.7)
∼
Y
u2 //
u1

Y ′′
h
′′

Y ′′′
h
′′′
// T ′′ .
Comme u1 et u2 sont propres, et lisses sur un voisinage de X
′ dans Y˜ , on
peut d’apre`s [B 5, (3.1.2)] et [LS, 7.4.2] faire le calcul de
Rif
′
rig∗((X
′, Y ′)/T ′; (ϕ′, ϕ′)
∗
(E))
a` l’aide de la cohomologie de de Rham, aussi bien avec h
′′′
, h
′′′
◦ u1 = h
′′
◦
u2 ou h
′′
, qui sont tous les trois propres, et lisses sur un voisinage de X ′
respectivement dans Y ′′′, Y˜ et Y ′′. Or p1T ′′ (resp p2T ′′) e´tant lisse sur un
voisinage de S ′ dans T ′′, on a d’apre`s l’e´tape 4© des isomorphismes de
changement de base (le premier calcule´ via h
′′
et le second via h
′′′
)
(ϕ, ϕ, p1T ′′)
∗Rif rig∗((X, Y )/T ;E) ≃ R
if
′
rig∗((X
′, Y ′)/T ′′; (ϕ′, ϕ′)
∗
(E))
et
(idS′, idT ′, p2T ′′)
∗Rif
′
rig∗((X
′, Y ′)/T ′; (ϕ′, ϕ′)
∗
(E)) ≃ Rif
′
rig∗((X
′, Y ′)/T ′; (ϕ′, ϕ′)
∗
(E))
et les seconds membres co¨ıncident en faisant le calcul de la cohomologie de
de Rham via h
′′′
◦ u1 = h
′′
◦ u2. Ceci ache`ve la preuve de l’isomorphisme de
changement de base.
Etape 6©. L’e´tape 3© reste inchange´e puisqu’on peut faire les changements
de base par p1T et p2T car ils sont lisses sur un voisinage de S dans T ×W T :
en particulier Rif rig∗((X, Y )/T ;E) est un isocristal surconvergent le long de
T \ S. Soit W0 la re´duction sur k de W. On note
(3.4.4.2.1)
X ′′
  jY ′′ //
f ′′

Y ′′
  iY ′′ //
f
′′

Y ′′ = Y ×W T ′
h
′′

S ′′ = S ×Wo S
′  
jT ′′=jT×jT ′
// T ′′ := T ×Wo T
′  
iT ′′=iT×iT ′
// T ′′ := T ×W T ′
l’image inverse de (2.2.1) par le diagramme commutatif
(3.4.4.2.2)
S
  jT // T
  iT // T
S ′′
 
jT ′′
//
p1S
OO
T ′′
 
iT ′′
//
p1T
OO
T ′′
p1T ′′
OO
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ou` les p1 sont les projections sur le premier facteur : h
′′
est propre et h
′′
est
lisse sur un voisinage de X ′′ dans Y ′′.
De meˆme
(3.4.4.2.3)
X ′
  jY ′ //
f ′

Y ′
  iY ′′◦ψY //
f
′

Y ′′
h
′′

S ′
 
jT ′
// T ′
 
iT ′′◦ψT
// T ′′
est l’image inverse de (3.4.4.2.1) par le diagramme commutatif
(3.4.4.2.4)
S ′′
  jT ′′ // T ′′
  iT ′′ // T ′′
S ′
 
jT ′
//
ψS=(ϕ,1S′)
OO
T ′
 
iT ′′◦ψT
//
ψT=(ϕ,1T ′ )
OO
T ′′
idT ′′
ou` ψS, ψT sont des immersions ferme´es et ψY est l’immersion ferme´e de´finie
par le carre´ carte´sien
Y ′
f
′

  ψY // Y ′′
f
′′

T ′
 
ψT
// T ′′ .
En appliquant (3.4.4.1)(ii) au changement de base par p1T et ψT on obtient
un isomorphisme
ψ∗Tp
∗
1T ′′R
if rig∗((X, Y )/T ;E) ≃ R
if
′
rig∗((X
′, Y ′)/T ′′; (ϕ′, ϕ′)
∗
(E)).
Puisque le carre´ suivant commute
T
  iT // T
T ′
 
iT ′′◦ψT
//
p1T ◦ψT=ϕ
OO
T ′′ ,
p1T ′′
OO
pour prouver (3.4.4.2) il suffit d’apre`s [B 3, (2.3.2)(iv)] de prouver que la
projection sur le second facteur p2T ′′ : T ′′ → T ′ induit un isomorphisme
p∗2T ′′R
if
′
rig∗((X
′, Y ′)/T ′; (ϕ′, ϕ′)
∗
(E)) ≃ Rif
′
rig∗((X
′, Y ′)/T ′′; (ϕ′, ϕ′)
∗
(E)).
Conside´rons alors le diagramme commutatif a` carre´ carte´sien
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X ′
  jY ′ // Y ′
  ψY // Y ′′
  iY ′′ // Y ′′
h
′′
  
iY′′ !!C
CC
CC
CC
C
IdY′′
UUUU
UUUU
UUUU
UUUU
UUUU
UU
UUUU
UUUU
UUUU
UUUU
UUUU
UU
Y ′′′ p3Y
//
h
′′′

Y ′′
h
′′

T ′′
p2T ′′

T ′′ p2T ′′
// T ′ .
D’apre`s les hypothe`ses faites sur ρ, p2T ′′ est propre et p2T ′′ est lisse sur un
voisinage de S ′′ dans T ′′ : ainsi p2T ′′ ◦ h
′′
est propre et p2T ′′ ◦ h
′′
est lisse sur
un voisinage de X ′ dans Y ′′ ; par suite en appliquant (3.4.1.1) on en de´duit
que
Rif
′
rig∗((X
′, Y ′)/T ′; (ϕ′, ϕ′)
∗
(E)) et Rif
′
rig∗((X
′, Y ′)/T ′′; (ϕ′, ϕ′)
∗
(E))
sont des isocristaux surconvergents et puisque iY ′′ est propre, que l’on a des
isomorphismes (ou` p1Y : Y ′′ → Y est la premie`re projection)
p∗2T ′′R
if
′
rig∗((X
′, Y ′)/T ′; (ϕ′, ϕ′)
∗
(E)) ≃ Rih
′′′
∗ p
∗
3Y((p
∗
1YEY)⊗ Ω
•
]Y ′[Y′′/T
′
K
)
≃ Rih
′′′
∗ (p
∗
3Yp
∗
1Y(EY)⊗ Ω
•
]Y ′[
Y
′′′ /T
′′
K
) [(2.1.2)]
≃ Rih
′′
∗(i
∗
Y ′′
p∗3Yp
∗
1Y(EY)⊗ Ω
•
]Y ′[
Y
′′ /T
′′
K
) [B 5, (3.2.2)]
= Rif
′
rig∗((X
′, Y ′)/T
′′
; (ϕ′, ϕ′)
∗
(E)) [(3.2.2)].
D’ou` (3.4.4.2), compte tenu des de´finitions (3.2). 
(3.4.5)
(3.4.5.1) Supposons donne´ un diagramme commutatif
X
  jY //
f


Y
h

S
 
jT
// T
ρ //W,
dans lequel le carre´ est carte´sien, f est un morphisme propre de k-sche´mas
se´pare´s de type fini, h et ρ sont des morphismes de V-sche´mas formels se´pare´s
plats de type fini, h est propre, h (resp ρ) est lisse sur un voisinage de X
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(resp S) dans Y (resp T ), jY et jY sont des immersions. Soit T l’adhe´rence
sche´matique de S dans T et
S −֒→
jT
T −֒→
iT
T
la factorisation de jT : jT est une immersion ouverte dominante et iT est
une immersion ferme´e. On note Y = h
−1
(T ) et f := h|Y : Y → T. Avec les
notations pre´ce´dentes on est donc dans la situation (2.2.1) avec f
−1
(S) = X.
(3.4.5.2) Supposons de plus donne´ un diagramme commutatif
S
  jT // T
ρ //W
S ′
  jT ′ //
ϕ
OO
T ′
ρ′ //
g
OO
W ′
θ
OO
dans lequel ϕ est un morphisme de k-sche´mas se´pare´s de type fini, g, ρ′ sont
des morphismes se´pare´s de V-sche´mas formels se´pare´s plats de type fini, g
et ρ′ sont lisses sur un voisinage de S ′ dans T ′, θ est lisse et jT ′ est une
immersion.
On de´finit f ′ : X ′ → S ′ par le carre´ carte´sien
X ′
ϕ′ //
f ′

X
f

S ′ ϕ
// S .
On note T ′ l’adhe´rence sche´matique de S ′ dans T ′ et
S ′ −֒→
jT ′
T ′ −֒→
iT ′
T ′
la factorisation de jT ′ par l’immersion ouverte dominante jT ′ et l’immersion
ferme´e iT ′ : g induit un k-morphisme ϕ : T
′ → T .
Par image inverse de (3.4.5.1) par (3.4.5.2) on obtient un paralle´le´pipe`de
commutatif tel que (3.3.1.1), dont on reprend les notations ; on en de´duit :
Corollaire (3.4.5.3). Sous les hypothe`ses (3.4.5.1) et (3.4.5.2) les parties
(3.4.4.1) et (3.4.4.3) du the´ore`me (3.4.4) sont valides.
(3.4.5.4) Supposons donne´ cette fois un diagramme commutatif
S
  jT // T
ρ //W
S ′
ϕ
OO
 
jT ′
// T ′
ρ′
//W ′
θ
OO
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dans lequel ϕ est un morphisme de k-sche´mas se´pare´s de type fini, ρ, ρ′, θ
sont des morphismes (se´pare´s) de V-sche´mas formels se´pare´s plats de type
fini, θ est lisse, ρ (resp ρ′) est lisse sur un voisinage de S dans T (resp de
S ′ dans T ′), jT et jT ′ sont des immersions. Et on suppose de plus que ρ est
propre. D’apre`s l’e´tape 6© de la de´monstration du the´ore`me (3.4.4) on a
montre´ :
Corollaire (3.4.5.5). Sous les hypothe`ses (3.4.5.1) et (3.4.5.4) la partie
(3.4.4.2) du the´ore`me (3.4.4) s’applique.
3.4.6. Sous les hypothe`ses de (3.4.5.1) supposons que W = Spf V et que
ρ : T → Spf V est lisse sur un ouvert S de T , avec S contenu dans S.
Soient is : s = Spec k(s) →֒ S un point ferme´ de S et fs : Xs → s la fibre
de f en s. On note V(s) = W (k(s))⊗W V, ou` W = W (k), W (k(s)) sont les
anneaux de vecteurs de Witt a` coefficients dans k et k(s) respectivement, et
K(s) le corps des fractions de V(s). Le morphisme is de´finit des foncteurs
images inverses [B 3, (2.3.6)]
(3.4.6.1) i†∗s : Isoc
†((S, T )/V) // Isoc†(Spec k(s)/K(s))
≃

Isoc(Spec k(s)/K(s)),
qui, pour ρ propre, devient
(3.4.6.2) i†∗s : Isoc
†(S/K) // Isoc†(Spec k(s)/K(s))
≃

Isoc(Spec k(s)/K(s)),
et qui, pour S = T , devient
(3.4.6.3) iˆ∗s : Isoc(S/K) −→ Isoc(Spec k(s)/K(s)).
Nous allons donner maintenant une re´alisation explicite de ces foncteurs :
dans la notation i†∗s , le ()
† n’est pas utile, sauf pour insister que l’on travaille
avec la cate´gorie surconvergente, et pas seulement la convergente.
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Dans le carre´ carte´sien de V-sche´mas formels plats et se´pare´s
U(s) u
′
//
v′

S
v

Spf V(s) u
// Spf V
les morphismes u et u′ (resp v et v′) sont finis e´tales (resp lisses et se´pare´s).
Par lissite´ de S sur V le morphisme compose´
Spec k(s)
is
−֒→ S −֒→ S
se rele`ve en un morphisme se´pare´
gs : Spf V(s) −→ S
tel que gs ◦ v′ = u′ donc v′ est fini et v′ est fini e´tale puisque v′ est lisse. Par
la proprie´te´ universelle du produit fibre´, gs se factorise en
gs : Spf V(s)
g˜s−→ U(s)
u′
−֒→ S
avec v′ ◦ g˜s = IdSpf V(s) : comme v′ est e´tale, on en de´duit que g˜s est une
immersion a` la fois ouverte et ferme´e. Ainsi gs = u
′ ◦ g˜s est e´tale. Notons gs
le morphisme compose´
gs : Spf V(s)
gs−→ S −֒→ T ;
gs est e´tale et les foncteurs i
†∗
s et iˆ
∗
s sont induits par g
∗
s [B 3, (2.3.6)].
The´ore`me (3.4.7). On se place sous les hypothe`ses et notations de (3.4.6).
(3.4.7.1) Soit E ∈ Isoc†((X, Y )/V). Alors, pour tout entier i > 0 et tout point
ferme´ s de S, on a des isomorphismes
i†∗s R
if rig∗((X, Y )/T ; E) ≃ R
ifs rig∗(Xs/V(s);EXs)
≃ Rifs conv∗(Xs/V(s); ÊXs)
≃ H irig(Xs/K(s);EXs)
= H iconv(Xs/K(s); ÊXs)
ou` l’isocristal convergent ÊXs ∈ Isoc (Xs/K(s)) = Isoc
† (Xs/K(s))
co¨ıncide avec l’isocristal surconvergent EXs ∈ Isoc
† (Xs/K(s)).
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(3.4.7.2) Supposons ρ T → Spf V propre et soit E ∈ Isoc† (X/K). Alors, pour
tout entier i > 0 et tout point ferme´ s de S, on a des isomorphismes
i†∗s R
ifrig∗(X/T ; E) ≃ Rifs rig∗(Xs/V(s);EXs)
≃ Rifs conv∗(Xs/V(s); ÊXs)
≃ H irig(Xs/K(s);EXs)
= H iconv(Xs/K(s); ÊXs)
ou` l’isocristal convergent ÊXs ∈ Isoc (Xs/K(s)) = Isoc
† (Xs/K(s))
co¨ıncide avec l’isocristal surconvergent EXs ∈ Isoc
† (Xs/K(s)).
(3.4.7.3) Supposons que S = T et soit E ∈ Isoc (X/K). Alors, pour tout entier
i > 0 et tout point ferme´ s de S, on a des isomorphismes
iˆ∗sR
ifconv∗(X/T ; E) ≃ Rifs conv∗(Xs/V(s); EXs)
= H iconv(Xs/K(s); EXs).
De´monstration. Puisque gs est e´tale on peut donc appliquer le changement
de base par (is, gs) et les corollaires (3.4.5.3) et (3.4.5.5). 
3.4.8. Soient S un k-sche´ma lisse et se´pare´ et f : X → S un k-morphisme
projectif et lisse. Notons S =
⋃
α
Sα,0 une de´composition de S en re´union
d’ouverts connexes affines Sα,0 = Spec(Aα,0), Aα = V[t1, ..., tdα]/Jα une V-
alge`bre lisse relevant Aα,0 dont on a fixe´ une pre´sentation et Sα = Spec(Aα).
On de´signe par Sα l’adhe´rence sche´matique de Sα dans P
dα
V , par Sα (resp Sα)
le comple´te´ formel m-adique de Sα (resp Sα) et par
fα : Xα,0 = X ×S Sα,0 −→ Sα,0
la restriction de f . Quitte a` de´composer Xα en somme disjointe de ses com-
posantes connexes on peut supposer Xα connexe. D’apre`s [I, (3.3.1)] il existe
un carre´ carte´sien
Xα
  //
hα

Xα
hα

Sα
  // Sα
dans lequel hα est projectif, hα est un rele`vement projectif de fα et les fle`ches
horizontales sont des immersions ouvertes. Le comple´te´ formel de ce carre´ est
d’apre`s [I, the´o (3.3)] un carre´ carte´sien de V-sche´mas formels
(3.4.8.1)
Xα
  //
hˆα

X α
hˆα

Sα
  // Sα
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dans lequel hˆα est projectif, hˆα est un rele`vement projectif de la restriction
fα de f et les fle`ches horizontales sont des immersions ouvertes.
The´ore`me (3.4.8.2). Sous les hypothe`ses (3.4.8) supposons que, pour tout
α, Xα est plat sur V. Alors, pour tout entier i > 0, on a un diagramme
commutatif de foncteurs naturels induits par f et de´finis ci-apre`s en (3.4.8.5)
Isoc†(X/K)
Rifrig∗ //

Isoc†(S/K)

Isoc(X/K)
Rifconv∗ // Isoc(X/K)
ou` les fle`ches verticales sont les foncteurs d’oubli.
De plus ces foncteurs commutent a` tout changement de base S ′ → S entre
k-sche´mas lisses et se´pare´s ; en particulier ils commutent aux passages aux
fibres en les points ferme´s de S.
De´monstration. Puisque, pour tout α, Xα est plat sur V, le the´ore`me [I, (3.3)]
prouve que hˆα est un rele`vement projectif et lisse de la restriction fα de f .
Soient E ∈ Isoc†(X/K) et Eα sa restriction a` Xα : graˆce a` l’existence du
carre´ carte´sien (3.4.8.1) dans lequel hˆα est un rele`vement projectif et lisse de
fα on conclut a` l’aide du the´ore`me (3.4.4) que
Rifαrig∗(Xα,0/Sα;Eα) ∈ Isoc
†(Sα,0/K).
Montrons que celui-ci ne de´pend que de Sα,0 et non de Sα.
Supposons donne´s un k-sche´ma propre S
′
α,0, un V-sche´ma formel propre
S
′
α, une immersion ouverte dominante j
′
α,0 : Sα,0 →֒ S
′
α,0 et une immersion
ferme´e i′α,0 : S
′
α,0 →֒ S
′
α,0 tels que le morphisme S
′
α −→ SpfV soit lisse sur
un voisinage de Sα,0 dans S
′
α. Notons T α,0 l’adhe´rence sche´matique de Sα,0
plonge´ diagonalement dans S
′′
α = Sα,0 ×k S
′
α,0 et S
′′
α = Sα×ˆVS
′
α. On a un
diagramme commutatif
(3.4.8.3)
Sα,0
  jT //
id

T α,0
  iT //
pα

S
′′
α
p1,α

Sα,0
 
jS
// Sα,0
 
iS
// S
dans lequel les fle`ches verticales sont induites par la premie`re projection, les
i (resp les j) sont des immersions ferme´es (resp ouvertes). Comme pα est
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propre, le foncteur (pα, p1,α)
∗ est une e´quivalence de cate´gorie [B 3, (2.3.5)]
de la cate´gorie des isocristaux sur Sα,0/K surconvergents le long de Zα,0 =
Sα,0 \Sα,0 dans la cate´gorie des isocristaux sur Sα,0/K surconvergents le long
de Z ′′α,0 = T α,0 \Sα,0. De plus p1,α est propre, et lisse sur un voisinage de Sα,0
dans S
′′
α, donc par le the´ore`me (3.4.4) on a isomorphisme de changement de
base
p ∗1αR
ifαrig∗(Xα,0/Sα;Eα)
∼
−→ Rifαrig∗(Xα,0/S
′′
α;Eα),
et de meˆme
p ∗2αR
ifαrig∗(Xα,0/S
′
α;Eα)
∼
−→ Rifαrig∗(Xα,0/S
′′
α;Eα),
d’ou` un isomorphisme canonique
(3.4.8.4) Rifαrig∗(Xα,0/Sα;Eα)
∼
−→ Rifαrig∗(Xα,0/S
′
α;Eα).
Ainsi Rifαrig∗(Xα,0/Sα;Eα) ne de´pend que de Sα,0 ; de plus sur Sα,0 ∩ Sβ,0
ces isocristaux se recollent car on a des isomorphismes analogues a` (3.4.8.4)
et ve´rifiant la condition de cocycles. Ces donne´es qui se recollent fournissent
un isocristal surconvergent sur S/K [B 3, (2.3.2)] note´
(3.4.8.5) Rifrig∗(E),
et c’est le seul possible d’apre`s le the´ore`me de pleine fide´lite´ de Kedlaya [Ked
3, Theo 5.2.1].
On raisonne de manie`re analogue pour Rifconv∗(E) et le carre´ du the´ore`me
est clairement commutatif.
L’assertion sur les changements de base S ′ → S re´sulte de (3.4.4.2). 
Corollaire (3.4.8.6). Sous les hypothe`ses (3.4.8), supposons que f de´finit
X comme une intersection comple`te relativement a` S dans un espace projec-
tif sur S [I, (3.3.6)]. Alors les conclusions du the´ore`me (3.4.8.2) demeurent
valides.
De´monstration. Avec les notations de [I, (3.3.6.2)], chaque fα,β : Xα,β → Sα,β
se rele`ve d’apre`s [I, (3.3.7)] en un morphisme projectif et lisse au-dessus de
V et donne lieu a` un diagramme commutatif tel que (3.4.8.1) en remplac¸ant
Sα par Sα,β , et on conclut comme pour (3.4.8.2). 
On a la variante suivante du the´ore`me (3.4.8.2) :
The´ore`me (3.4.9). Supposons que le the´ore`me (3.4.8.2) est vrai pour tout
morphisme projectif et lisse f : X → S avec S un k-sche´ma affine et lisse
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(donc sans faire l’hypothe`se Xα plat sur V). Soient S un k-sche´ma lisse et
se´pare´ et f : X → S un k-morphisme projectif et lisse. Alors, pour tout
entier i > 0, on a un diagramme commutatif de foncteurs naturels induits
par f et de´finis a` la manie`re de(3.4.8.5)
Isoc†(X/K)
Rifrig∗ //

Isoc†(S/K)

Isoc(X/K)
Rifconv∗ // Isoc(S/K)
ou` les fle`ches verticales sont les foncteurs d’oubli.
De plus ces foncteurs commutent a` tout changement de base S ′ → S entre
k-sche´mas lisses et se´pare´s ; en particulier ils commutent aux passages aux
fibres en les points ferme´s de S.
De´monstration. Il suffit de de´composer S en sche´mas affines et lisses sur k et
d’ope´rer les recollements comme dans la preuve de (3.4.8.2). 
98 j.-y. etesse
III. F -isocristaux convergents
sur un sche´ma lisse et images
directes
On conserve les notations du II (0).
1. F -isocristaux convergents sur un sche´ma affine
et lisse
1.1. Notations
Soient X = Spec A0 un k-sche´ma affine et lisse, A une C(k)-alge`bre lisse
relevant A0 [Eℓ, the´o 6] et A = A ⊗C(k) V. Fixons une pre´sentation
A = C(k)[t1, ..., tn] / (f1, ..., fs);
soient P le comple´te´ formel de la fermeture projective de X = Spec A dans
PnV , Y sa re´duction sur k, j : X →֒ Y. Alors ]Y [P = PK ; de plus ]X[P , qui
est l’intersection de X anK avec la boule unite´ B(0, 1
+) ⊂ AnK , est l’affino¨ıde
]X[P = Spm (K{t1, ..., tn} / (f1, ..., fs)).
Notons Aˆ (resp. Aˆ) le se´pare´ comple´te´ p-adique de A (resp. A), A† ⊂ Aˆ
(resp. A† ⊂ Aˆ) le comple´te´ faible de A au-dessus de (C(k), (p)) (resp. de A
au-dessus de (V, (π)) [M-W, § 1], et posons A†K = A
† ⊗V K, AˆK = Aˆ ⊗V K.
On a des isomorphismes
Aˆ ≃ C(k){t1, ..., tn}/(f1, ..., fs) ,
Aˆ ≃ V{t1, ..., tn}/(f1, ..., fs) ≃ Aˆ ⊗C(k) V ,
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A† ≃ C(k)[t1, ..., tn]†/(f1, ..., fs) ,
A† ≃ V[t1, ..., tn]†/(f1, ..., fs) ≃ A† ⊗C(k) V ,
et aussi [B 3, (2.1.2.4]
Γ(PK , j
†OPK ) ≃ Γ(X
an
K , j
†OPK ) ≃ A
†
K ,
Γ(]X[, j†OPK ) ≃ Γ(]X[,OPK) = Γ(]X[,O]X[) ≃ AˆK .
On fixe un rele`vement FA† : A
† → A† de l’e´le´vation a` la puissance pa,
FA0 : A0 → A0, au-dessus de σ [vdP, cor 2.4.3] : on peut choisir un tel
rele`vement FA† de manie`re compatible a` une extension k →֒ k
′ du corps de
base [Et 5, I, 1.2]. Posons FA† = FA† ⊗C(k) V, FAˆ = FA† ⊗A† Aˆ ; d’ou` des
morphismes FA†K
: A†K → A
†
K , FAˆK : AˆK → AˆK au-dessus de σ : K → K.
De meˆme pour V ′ comme ci-dessus et A′ := A ⊗V V ′ il existe d’apre`s [vdP,
cor 2.4.3] un carre´ commutatif
A′†
F
A′† // A′†
A†
?
OO
F
A†
// A†
?
OO
au-dessus du carre´ commutatif
V ′
σ // V ′
V
?
OO
σ // V.
?
OO
On de´signe parFa-Mod(A†K) (resp. F
a-Modloc(A†K) ; resp. F
a-Modlib(A†K))
la cate´gorie des A†K-modules de type fini (resp. A
†
K-modules projectifs de type
fini ; resp. A†K-modules libres de type fini) M munis d’un morphisme
φM : F
∗
A†K
(M) =: Mσ −→ M
appele´ morphisme de Frobenius. Par analogie avec Wan [W 2, def 2.8] [W
3, def 2.1] nous dirons que M est un Fa-module surconvergent (resp. et
projectif ; resp. et libre) sur A†K . En conside´rant les meˆmes de´finitions sur
AˆK au lieu deA
†
K on dira queM ∈ F
a-Mod(AˆK) (resp.M∈ Fa-Modloc(AˆK) ;
resp. M ∈ Fa-Modlib(AˆK)) muni de
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φM : F
∗
AˆK
(M) =:Mσ −→ M
est un Fa-module convergent (resp. et projectif ; resp. et libre) sur AˆK .
Lorsque le Frobenius est un isomorphisme on dira que l’on a une struc-
ture de Frobenius forte. On a des notions analogues sur A† et Aˆ, sans ten-
soriser parK : on utilisera alors les notationsFa-Mod(A†), ...Fa-Modlib(Aˆ).
Soit Ω1A† le module des V-diffe´rentielles deA
† au sens de Monsky-Washnitzer
[M-W, theo 4.2]
Ω1A† := Ω
1
A†/V /
⋂
n
m
n Ω1A†/V ,
Ω1
A†K
:= Ω1A† ⊗V K , Ω
1
Aˆ
:= Ω̂1
Aˆ/V
, Ω1
AˆK
:= Ω1
Aˆ
⊗V K.
Notons Fa-Conn†(A†K) (resp. F
a-Conn(AˆK)) la cate´gorie des A
†
K-modules
(resp. AˆK-modules) projectifs de type finiM (resp.M) a` connexion inte´grable
∇ : M −→M ⊗A†K
Ω1
A†K
(resp.∇ˆ :M−→M⊗AˆK Ω
1
AˆK
)
et munis d’un isomorphisme horizontal
φ† : (F ∗
A†K
(M), F ∗
A†K
(∇)) =: (Mσ,∇σ) −˜→ (M,∇)
(resp. φˆ : (F ∗
AˆK
(M), F ∗
AˆK
(∇ˆ) =: (Mσ, ∇ˆσ) −˜→ (M, ∇ˆ)).
On note Conn†(A†K) (resp. Connˆ(AˆK)) la cate´gorie des A
†
K-modules (resp.
AˆK-modules) projectifs de type finiM (resp.M) a` connexion inte´grable dont
la se´rie de Taylor converge sur un voisinage strict du tube de la diagonale
dans X anK × X
an
K (resp. dont la se´rie de Taylor converge sur le tube de la
diagonale dans X anK ×X
an
K ).
On utilisera un exposant ( )◦ pour spe´cifier les sous-cate´gories des objets
unite´s (i.e. tels qu’en tout point ge´ome´trique les pentes du Frobenius sont
nulles), F a-Mod(A†K)
◦, F a-Mod(AˆK)
◦, F a-Conn†(A†K)
◦, F a-Conn(AˆK)
◦, ...
ou la restriction de foncteurs aux objets unite´s.
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On dispose de foncteurs naturels rendant commutatif le diagramme [Et
5, I, § 5]
F a-Isoc†(X/K)
Γ† //
F

F a-Conn†(A†K)
//
G

F a-Modloc(A†K)
H

F a-Isoc(X/K)
Γˆ // F a-Conn(AˆK)
// F a-Modloc(AˆK),
ou` Γ† := Γ(X anK ,−) est une e´quivalence de cate´gories [B 3, cor (2.5.8)],
Γˆ := Γ(]X[,−) est pleinement fide`le [O 2, 2.15, 2.23)] et [Et 5, I, (5.2.2)] et le
foncteur G (resp. H) envoie un A†K-module projectif de type fini M sur son
se´pare´ comple´te´ p-adiqueM = M ⊗A†K
AˆK : G et H sont fide`les [Bour, A II,
§ 5, n◦ 3 , prop 7] et [Bour, AC I, § 3, n◦ 5, prop 9 c)].
La restriction F◦ de F a` F a-Isoc†(X/K)◦ est un foncteur pleinement
fide`le [Et 5, the´o 5]
F◦ : F a-Isoc†(X/K)◦ −→ F a-Isoc(X/K)◦ ;
comme Γ†◦ est une e´quivalence de cate´gories et Γˆ◦ pleinement fide`le, le fonc-
teur G◦ est pleinement fide`le.
Nous allons montrer en 1.2 ci-apre`s que Γˆ est en fait une e´quivalence de
cate´gories.
1.2. Des e´quivalences de cate´gories
Avec les notations de 1.1 nous allons montrer que la donne´e d’un F a-
isocristal convergent sur X e´quivaut a` celle d’un AˆK-module projectif de
type fini M, muni d’une connexion inte´grable
∇ :M −→ M ⊗AˆK Ω
1
AˆK
et d’un isomorphisme horizontal
φ : (Mσ,∇σ) −˜→ (M,∇),
ou` (Mσ,∇σ) provient de (M,∇) en e´tendant les scalaires par FAˆK .
Proposition (1.2.1). Avec les notations ci-dessus, le foncteur Γ(]X[,−)
induit une e´quivalence entre
(i) La cate´gorie des O]X[-modules cohe´rents (resp. et localement libres), et
celles des AˆK-modules de type fini (resp. et projectifs) ;
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(ii) La cate´gorie des O]X[-modules cohe´rents a` connexion inte´grable (resp.
des isocristaux convergents sur X), et celle des AˆK-modules projectifs
de type fini munis d’une connexion inte´grable (resp. et dont la se´rie de
Taylor converge sur ]X[X 2).
Remarque. Berthelot a fourni une description analogue pour les j†O]X[−-
modules cohe´rents [B 3, (2.5.2)].
De´monstration. La de´monstration est semblable a` celle de loc. cit. Remar-
quons simplement que ]X[ e´tant affino¨ıde, la donne´e d’unO]X[-module cohe´rent
E e´quivaut a` celle du AˆK-module de type finiM = Γ(]X[, E) [B-G-R, 9.4.2].
De meˆme l’assertion “projectif” en (ii) re´sulte du fait que K est de car-
acte´ristique 0 [B 3, (2.2.3) (ii)] [P, 10.3.1]. 
The´ore`me (1.2.2). Avec les notations de 1.1, soient M un AˆK-module
de type fini, muni d’une connexion inte´grable ∇, et (Mσ,∇σ) le module a`
connexion inte´grable de´duit de (M,∇) par l’extension des scalaires FAˆK . On
suppose qu’il existe un isomorphisme horizontal
φ : (Mσ,∇σ) −˜→ (M,∇).
Alors, si (E ,∇) est le O]X[-module correspondant a` (M,∇) par l’e´quivalence
de (1.2.1), la connexion ∇ de E est convergente.
De´monstration. La preuve suit celle de [B 3, (2.5.7)]. Comme l’assertion est
locale sur X [B 3, (2.2.11)] on peut supposer Ω1X libre de base dz1, ..., dzm. Si
z1, ..., zm ∈ A rele`vent z1, ...zm, Ω1Aˆ est un Aˆ-module libre de base dz1, ..., dzm.
Soient ∂1, ..., ∂m les de´rivations correspondantes, et e1, ..., er une base de M
(M est ne´cessairement projectif d’apre`s [P, lemme 10.3.1]). Pour tout i et
tout k, posons ∂i ek = Σ
j
bijk ej , et soit Bi ∈ Mr(AˆK) la matrice des bi,j,k ;
la connexion ∇ est de´termine´e par les Bi. En utilisant l’isomorphisme hori-
zontal φ, on peut supposer, comme dans la preuve de [B 3, (2.5.7)] que les
matrices Bi sont a` coefficients dans Aˆ.
Notons η0 = | π |. Pour tout e ∈ M = Γ(]X[, E), ∂ k e est a` coeffficients
dans Aˆ, donc ‖ ∂ k e ‖ 6 1, et comme η0 < p−(1/p−1) on en de´duit
(1.2.2.1) ‖ 1
k!
∂ k e ‖ η|k|0 −→ 0 quand | k | −→ +∞.
Posons ζi = 1⊗ zi − zi ⊗ 1 , τj = 1⊗ tj − tj ⊗ 1.
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Pour η < 1, soient
U = {x ∈ X anK × X
an
K / ∀j, | (1⊗ tj(x) | 6 1, | (tj ⊗ 1)(x) | 6 1},
Wη = {x ∈ X anK ×X
an
K / ∀j, | τj(x) | 6 η},
W ′η = {x ∈ X
an
K ×X
an
K / ∀i, | ζi(x) | 6 1},
et Vη = Wη∩U . Pour toute suite croissante η de limite 1, l’ouvert Vη := ∪
n
Vηn
est e´gal a` ]X[X 2 , d’apre`s l’exemple de [B 3, (1.3.10)]. Nous allons constru-
ire une suite η telle qu’il existe sur l’ouvert Vη =]X[X 2 un isomorphisme
ǫ : p∗2 E−˜→p
∗
1 E induisant sur les voisinages infinite´simaux de la diagonale les
isomorphismes ǫn de´finis par ∇.
Puisque les tj engendrent A, il existe des relations ζi = Σ
j
βij τj , avec
βij ∈ A ⊗V A ; d’ou` ‖ ζi ‖ 6 Supj ‖ τj ‖ , la norme e´tant la norme
spectrale sur U . Par suite on a Vη0 ⊂W
′
η0
∩U . On proce`de alors comme dans
la de´monstration de [B 3, (2.2.13)] pour de´finir sur Vη0 un isomorphisme
ε : p∗2 E −˜→ p
∗
1 E induisant sur les voisinages infinite´simaux de la diagonale
les isomorphismes εn de´finis par ∇, en posant
ε(p∗2(e)) = Σ
k
1
k!
∂k e⊗ ζk,
la se´rie convergeant dans Γ(Vη0 , p
∗
1(E)) graˆce a` (1.2.2.1). On va utiliser ensuite
l’action de Frobenius pour prolonger l’isomorphisme ε de Vη0 a` Vη, pour une
suite η convenable : tout d’abord, on peut supposer d’apre`s (1.2.1) qu’il
existe un morphisme FK : ]X[ = Spm(AˆK) −→ ]X[ tel que l’homomorphisme
Γ(]X[,O]X[) −→ Γ(]X[,O]X[) induit par FK soit e´gal a` FAˆK⊗ σ. Le Frobenius
φ de E est alors de´fini par un isomorphisme φ : F ∗K E −˜→ E sur ]X[, ce qui
fournit des isomorphismes
φi = p
∗
i (φ) : (FK × FK)
∗ (p∗i E) −˜→ p
∗
i E sur Vη0 .
On de´finit une suite croissante η de limite 1 en posant
ηn+1 = η
1/pa
n .
Montrons que (FK × FK)(Vηn+1) ⊂ Vηn . Posons
FAˆ(tj) = t
pa
j + π aj ,
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avec aj ∈ Aˆ. Pour x ∈ U on a
| (tj ⊗ 1)((FK × FK)(x)) | = | (FAˆ(tj)⊗ 1)(x) |
= | ((tp
a
j + π aj)⊗ 1)(x) | 6 1,
de meˆme pour 1 ⊗ tj, de sorte que (FK × FK)(x) ∈ U . D’autre part, si
J = Ker(A⊗V A→ A), on a dans (A⊗V A)∧ la relation
(FAˆ × FAˆ)(τj) = 1⊗ (t
pa
j + π aj) − (t
pa
j + π aj) ⊗ 1
= τp
a
j + π αj ,
avec αj ∈ J(A ⊗V A)∧. Dans (A ⊗V A)∧ on peut e´crire αj sous la forme
αj = Σ
i
γij τi, avec ‖γij‖ 6 1. Alors, pour x ∈ Vηn+1 , on obtient
|π αj(x)| 6 |π| ηn+1 6 ηn
et
|τp
a
j (x)| 6 η
pa
n+1 = ηn.
Par conse´quent on a bien
(FK × FK)(Vηn+1) ⊂ Vηn .
Supposons construit sur Vn := ∪
i6n
Vηi un isomorphisme ǫ
(n) : p∗2 E−˜→ p
∗
1 E ;
on conclut alors comme dans la preuve de [B 3, (2.5.7)] a` l’existence d’un
isomorphisme sur V = ∪
i
Vηi = ]X[X 2 , d’ou` la convergence de ∇. 
Corollaire (1.2.3). Soient X = Spec A0 un k-sche´ma affine et lisse, A une
V-alge`bre lisse relevant A0, Aˆ le se´pare´ comple´te´ p-adique de A, FAˆ : Aˆ→ Aˆ
un rele`vement de la puissance aie`me de l’endomorphisme de Frobenius de A0
au-dessus de σ. Alors la cate´gorie des F a-isocristaux convergents sur X est
e´quivalente a` la cate´gorie des AˆK-modules (ne´cessairement projectifs) de type
finiM, munis d’une connexion inte´grable ∇ et d’un isomorphisme horizontal
φ : (Mσ,∇σ) −˜→ (M,∇).
De´monstration. D’apre`s la proposition (1.2.1) la cate´gorie des isocristaux
convergents sur X est e´quivalente a` celle des AˆK-modules projectifs de type
fini, munis d’une connexion convergente ∇. De plus cette e´quivalence est
fonctorielle par rapport a` Aˆ par des arguments analogues a` [B 3, (2.5.6)]. On
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conclut par le the´ore`me (1.2.2). 
2. F -isocristaux convergents sur un sche´ma lisse
formellement relevable
Nous allons ge´ne´raliser au cas relevable l’e´quivalence de cate´gories du
corollaire (1.2.3) pre´ce´dent.
2.1. Espaces rigides associe´s aux sche´mas formels
Dans ce § 2 on se donne f : X → Spec k un k-sche´ma lisse tel qu’il existe
un V-sche´ma formel lisse h : X → Spf V relevant f . Par une construction
de Raynaud on sait associer a` X (resp. a` h) un espace rigide analytique note´
XK [Bo-Lu¨ 1 et 2] [B 3] (resp. un morphisme hK : XK → Spm K). Si h
est propre alors hK est propre [Lu¨]. L’espace XK est muni d’une topologie
de Grothendieck [B 3, (0.1.2), (0.2)] et d’un faisceau d’anneaux OXK : nous
dirons que (XK ,OXK ) est un G-espace annule´ [B-G-R, 9.3.1].
Proposition (2.1.1). Sous les hypothe`ses 2.1 il existe un V-sche´ma formel
lisse h′ : X ′ → Spf V, un V-isomorphisme X ′−˜→X et des recouvrements par
des ouverts lisses X ′ = ∪
α
Spf Aˆα, X = ∪
α
Spec Aα,0, ou` les Aα sont des
V-alge`bres lisses et Aα,0 := Aα/πAα.
De´monstration. Dire que X est un V-sche´ma formel lisse signifie qu’il ex-
iste un recouvrement X = ∪
α
Spf Bα, ou` les Bα sont des V-alge`bres plates
se´pare´es et comple`tes pour la topologie π-adique et formellement lisses pour
les topologies discre`tes sur V et Bα : les Bα sont donc des V-alge`bres formelle-
ment lisses pour les topologies π-adiques sur V et Bα [EGA OIV , (19.3.1)].
Pour tout α notons Aα,0 := Bα / π Bα, et Aα une V-alge`bre lisse relevant
Aα,0 [Eℓ, the´o 6] : d’apre`s [Et 4, cor 1 du the´o 4] il existe, pour tout α, un
V-isomorphisme
Aˆα ←˜− Bα, ou` Aˆα := lim←
n
Aα / π
n Aα.
De´signons par
Pα = Spf Bα, P
′
α = Spf Aˆα, P
′
αβ := P
′
α ×Pα (Pα ∩ Pβ),
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ψα le V-isomorphisme ψα : P ′α →˜ Pα, et ψαβ le V-isomorphisme
P ′αβ →˜ Pα ∩ Pβ
de´duit de ψα par le changement de base Pα ∩ Pβ →֒ Pα. Le V-isomorphisme
ϕαβ := ψ
−1
βα ◦ ψαβ : P
′
αβ →˜ P
′
βα
induit des V-isomorphismes
ϕαβγ : P
′
αβ ∩ P
′
αγ →˜ P
′
βα ∩ P
′
βγ
et on a les identite´s
ϕαβ ◦ ϕβα = Id , ϕαα = Id,
ϕαβγ = ϕγβα ◦ ϕαγβ ,
graˆce au fait que les Pα se recollent pour former X . Par conse´quent on peut
recoller les P ′α le long des P
′
αβ : le sche´ma formel ainsi obtenu est le sche´ma
formel X ′ cherche´. 
Corollaire (2.1.2). Sous les hypothe`ses 2.1 le morphisme d’espaces rigides
hK : XK → Spm K est lisse.
De´monstration. Compte-tenu de l’isomorphisme X ′ →˜ X de (2.1.1) il suffit
d’appliquer le crite`re jacobien [B 3, (0.1.11)]. 
Corollaire (2.1.3). Soient S un k-sche´ma lisse et f : X → S un k-
morphisme lisse et supposons donne´s un V-sche´ma formel lisse S et un V-
morphisme lisse h : X → S de sche´mas formels relevant f . Alors
(i) Il existe un V-sche´ma formel lisse S ′ = ∪
α
S ′α , S
′
α = Spf Aˆα ou` les Aα
sont des V-alge`bres lisses et un V-isomorphisme S ′ →˜ S.
(ii) Si l’on pose X ′ := X ×S S ′, X ′α := X
′ ×S S ′α, il existe de plus un
S ′-sche´ma formel lisse X ′′ et un S ′-isomorphisme X ′′ →˜ X ′ tel que
X ′′ = ∪
α
X ′′α , ou` X
′′
α = ∪
β
X ′′α,β = ∪
β
Spf Bˆα,β ,
les Bα,β e´tant des Aˆα-alge`bres lisses (resp. des A
†
α-alge`bres lisses)
(iii) Avec les notations du (ii) il existe aussi un V-sche´ma formel lisse X ′′′
et un V-isomorphisme X ′′′ →˜ X ′′ tel que
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X ′′′ = ∪
α
X ′′′α , ou` X
′′′
α = ∪
β
Spf Cˆα,β
et Cα,β est une V-alge`bre lisse munie d’un V-isomorphisme
Bˆα,β ≃ Cˆα,β.
De´monstration. La proposition (2.1.1.) fournit le (i).
Pour (ii) et (iii) on utilise encore [Et 4, the´o 4 et son cor 1] : on peut recoller
les X ′′α,β (resp. les X
′′
α , resp. les X
′′′
α ) graˆce a` l’existence globale de X
′
α (resp.
de X ′, resp. de X ′′). 
Corollaire (2.1.4). Sous les hypothe`ses (2.1.3) le morphisme d’espaces rigides
hK : XK → SK est lisse. Si de plus h est propre alors hK est propre.
De´monstration. La lissite´ de hK re´sulte de (2.1.3) (ii) et du crite`re jacobien
[B 3, (0.1.11].
La de´finition d’un morphisme propre d’espaces rigides est donne´e dans [Lu¨,
2.4] : la proprete´ de h entraˆıne celle de hK [Lu¨, theo 3.1]. 
2.2. F-isocristaux convergents et OXK-modules
Rappelons que les hypothe`ses (2.1) sont satisfaites.
La donne´e de E ∈ Isoc(X/K) e´quivaut a` celle d’un OXK -module locale-
ment libre de type fini EX [B 3, (2.3.2), (2.2.3) (ii)] muni d’une connexion
∇ relativement a` K, inte´grable et convergente. D’apre`s (2.1.1) on a un V-
isomorphisme X ≃ ∪
α
Spf Aˆα =: ∪
α
Xα ou` les Aα sont des V-alge`bres lisses ;
si Fα1 , Fα2 : Xα → Xα sont deux rele`vements de la puissance a
ie`me du Frobe-
nius absolu de Xα = Xα mod π, alors on a un isomorphisme canonique [B 3,
(2.2.17)]
F ∗α1(EXα) −˜→ F
∗
α2
(EXα) ,
ou` (EXα,∇α) est la restriction de (EX ,∇) a` XαK = Spm (AˆαK).
Supposons fixe´ pour chaque α un rele`vement Fα : Xα → Xα, de la puissance
aie`me du Frobenius absolu de Xα = Xα mod π, et soit E ∈ F a-Isoc(X/K).
La structure de Frobenius sur E fournit pour tout α un isomorphisme [cor
(1.2.3)]
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φα : (F
∗
α(EXα), F
∗
α(∇α))
∼
−→(EXα,∇α),
avec compatibilite´s e´videntes quand α varie : d’apre`s (1.2.3) la connaissance
de EXα e´quivaut a` celle de Γ(XαK , EXα) avec meˆmes donne´es.
Notons Fa-Conn(XK) la cate´gorie des OXK -modules localement libres de
type fini M munis d’une connexion ∇ relativement a` K, inte´grable et d’une
famille compatible d’isomorphismes
φα : (F
∗
α(Mα), F
∗
α(∇α))
∼
−→(Mα,∇α) := (M,∇)|XαK .
The´ore`me (2.2.1). Avec les notations de (2.2) la fle`che naturelle
F a-Isoc(X/K) −→ F a-Conn(XK)
E 7−→ EX
est une e´quivalence de cate´gories.
De´monstration. Nous venons de montrer que si E ∈ F a-Isoc(X/K) alors
EX ∈ F a-Conn(XK).
Re´ciproquement soit M ∈ F a-Conn(XK) ; puisque M est localement
libre de type fini et que OXK est cohe´rent [B 3, (2.1.9)], alorsM est un OXK -
module cohe´rent. D’apre`s (1.2.3) l’existence des isomorphismes horizontaux
φα : (F
∗
α(Mα), F
∗
α(∇α))
∼
−→(Mα,∇α)
prouve que la connexion est convergente, car la donne´e de (Mα,∇α, φα)
e´quivaut a` celle d’un e´le´ment de F a-Isoc(Xα/K) : puisque ces donne´es se
recollent la connexion ∇ est convergente [B 3, (2.2.11)], d’ou` un e´le´ment E
de Isoc(X/K) [B 3, (2.3.2)] tel que EX = M. Enfin les φα de´finissent un
isomorphisme de Isoc(X/K)
φE : F
∗
σ E
∼
−→E
qui est le Frobenius de E [B 3, (2.3.7)] et (φE)X = φM. 
Rappelons que pour E ∈ Isoc(X/K) la cohomologie convergente de Ogus
[O 3] et [B 5, (3.1.11) (i), (3.1.12) (ii)] est donne´e par
(2.2.2) H iconv(X/K, E) = H
i(XK , EX ⊗ Ω
•
XK/K
).
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3. Images directes de F -isocristaux convergents
Dans le cas d’une famille propre et lisse nous allons e´tendre ici le the´ore`me
7.9 de Ogus [O 3] e´tablissant la finitude de la cohomologie convergente
H iconv(X/K, E) pour X propre et lisse sur k et E un F -isocristal conver-
gent.
Sauf mention du contraire, on suppose dans ce paragraphe 3 que k est un
corps parfait de caracte´ristique p > 0, q = pa,V est un anneau de valuation
discre`te complet, d’ide´al maximal m et corps re´siduel k. On suppose le corps
des fractions K de V de caracte´ristique 0, on fixe une uniformisante π et on
note e l’indice de ramification : on suppose, sauf mention expresse du con-
traire, que e 6 p− 1.
On rele`ve la puissance q sur k en un automorphisme σ de V, tel que
σ(π) = π, suivant la me´thode [Et 5, I 1.1] : on note encore σ son extension
a` K et ce σ est un automorphisme de K puisque k est parfait [II,0].
3.1. Rele`vement de Teichmu¨ller
SoitX = SpecA0 un k-sche´ma lisse. Pour x ∈ |X| = {points ferme´s deX},
soit ix = Spec k(x) →֒ X l’immersion ferme´e canonique : k(x) = A0/mx est
une extension finie e´tale de k de degre´ deg x = [k(x) : k]. Notons W = W (k)
(resp. W (x) = W (k(x)) l’anneau des vecteurs de Witt a` coefficients dans k
(resp. k(x)),
V(x) = W (x)⊗W V ≃W (x)[π] ,
K0 = Frac W , K0(x) = Frac(W (x)), K(x) = Frac(V(x)), σx la puissance
pa sur k(x), σW (x) = W (σx) le rele`vement canonique de σx a` W (x), σV(x) =
σW (x)⊗WV et σK(x) (resp. σK0(x)) son extension naturelle a`K(x) (resp.K0(x))
de´finie par σK(x)(u/v) = σV(x)(u)/σV(x)(v) (resp. σK0(x)(u/v) = σW (x)(u)/σW (x)v)).
Le morphisme σK(x) co¨ıncide, d’apre`s [Et 5, I.1.1] et [B-M 2, (1.2.7) (ii)], avec
le morphisme σ′ : K ′ → K ′ (au-dessus de σ : K → K) de [Et 5, I.1.1] pour
k′ = k(x).
Soit A une V-alge`bre lisse relevant A0 et fixons une pre´sentation A =
V[t1, ..., tn]/(f1, ..., fm). On de´signe par Aˆ ((resp. A†) le se´pare´ comple´te´ (resp.
le comple´te´ faible) m-adique de A. Soient P le comple´te´ formel de la fermeture
projective de X = Spec A dans PnV , P1 = Spf(V(x)), X1 = Spec(k(x)).
D’apre`s [Et 5, (1.2.1)] il existe un carre´ commutatif
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A† ⊗V V(x) =: A†(x)
F
A†(x) // A†(x)
A†
OO
F
A† // A†
OO
au-dessus du carre´ commutatif
V(x)
σV(x) // V(x)
V
OO
σV // V
OO
,
ou` FA† est un rele`vement a` A
† du Frobenius (puissance q) de A0 ; d’ou` un
diagramme commutatif
V(x) //
σV(x)

A†(x) //
F
A†(x)

Aˆ(x) := Aˆ⊗V V(x)
F
Aˆ(x)

V(x) // A†(x) // Aˆ(x) .
Par conse´quent le morphisme s : A0 → k(x) se rele`ve de manie`re unique
d’apre`s Katz [K 1] en un morphisme
τ(x) : Aˆ(x)→ V(x)
tel que le diagramme
Aˆ(x)
τ(x) //
F
Aˆ(x)

V(x)
σV(x)

Aˆ(x)
τ(x) // V(x)
commute : τ(x) est appele´ le rele`vement de Teichmu¨ller de s (ou de x).
Les morphismes compose´s
τˆ(x) : Aˆ →֒ Aˆ(x)
τ(x)
−→V(x) ,
τ †(x) : A† →֒ Aˆ
τˆ(x)
−→V(x)
sont surjectifs car la re´duction de τ †(x) mod π est le morphisme surjectif
s : A0 → k(x) de de´part [M-W, theo 3.2] ; donc V(x) est un quotient de Aˆ et
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V(x) ≃ W (x)[π], qui est un anneau de valuation discre`te, est une extension
finie e´tale de V de rang deg x. Le noyau du morphisme
τˆK(x) := τˆ(x)⊗V K : AˆK // // K(x) = Frac(V(x))
est ainsi un ide´al maximal qx de AˆK et le diagramme
(3.1.1)
A†K
  //
F
A
†
K

AˆK
F
AˆK

τˆK (x)// // K(x)
σK(x)

A†K
  // AˆK
τˆK (x)// // K(x)
commute. On notera τ †K(x) la fle`che compose´e
(3.1.2) τ †K(x) = τ
†(x)⊗V K : A
†
K
ϕ
−→ AˆK −−−
τˆK (x)
։K(x) ;
remarquons que τ †K(x) est aussi surjectif car ϕ induit une bijection entre les
ide´aux maximaux de AˆK et ceux de A
†
K [G-K 2, theo 1.7]. Par le morphisme
de spe´cialisation [B 3, (0.2.2.1)]
sp : Spm AˆK → Spec A0
l’image de {qx} n’est autre que {mx} ; de plus τˆ(x) : Aˆ ։ V(x) est localise´
en {px} ∈ Spec Aˆ, ou` px est l’unique ide´al maximal de Aˆ au-dessus de mx.
En de´finissant l’application (encore appele´e rele`vement de Teichmu¨ller)
(3.1.3) TˆK : Spm A0 → Spm AˆK
par TˆK(x) = {Ker τˆK(x)} = {qx}, on vient de prouver que TˆK est une sec-
tion du morphisme de spe´cialisation, conside´re´ comme une application
sp : |Spm AˆK | → |Spec A0|.
3.2. Amplitude des F -isocristaux
Soit X un k-sche´ma lisse. Berthelot a montre´ [B 3, (2.4.2)] que pour
tout N ∈ F a-Isoc(X/K) il existe un F -cristal non de´ge´ne´re´ M sur X (i.e.
un cristal M muni d’un Frobenius φ : F ∗M → M et d’un morphisme
V : M → F ∗M tels que φ◦V et V ◦φ soient la multiplication par pb, pour un
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entier b > 0) de type fini sur OX/V et sans p-torsion, et un entier r > 0 tel que
N ≃Man(r) (ou` Man(r) est le twist a` la Tate de Man). L’entier b est appele´
l’amplitude deM (“width” dans la terminologie de Ogus [O 4, 5.1.1]). Notons
(3.2.1) F a-Isoc(X/K)plat
la sous-cate´gorie pleine de F a-Isoc(X/K) forme´e des N tels que le M ci-
dessus soit plat sur OX/V (ce qui e´quivaut a` M localement libre puisqu’on
est en situation noethe´rienne).
3.3. Convergence des images directes
The´ore`me (3.3.1). Supposons k parfait et e 6 p−1. Soient S un k-sche´ma
lisse et f : X → S un k-morphisme propre et lisse (resp. relevable en un
morphisme propre et lisse h : X → S de V-sche´mas formels). Alors
(3.3.1.1) Pour tout entier i > 0, f induit un foncteur
Rifconv∗ : F
a-Isoc(X/K)plat −→ F
a-Isoc(S/K)
(resp. Rifconv∗ : F
a-Isoc(X/K) −→ F a-Isoc(S/K)).
(3.3.1.2) Le foncteur pre´ce´dent est compatible aux changements de base entre
k-sche´mas lisses, c’est-a`-dire : pour tout carre´ carte´sien
X ′
g′ //
f ′

X
f

S ′ g
// S
avec S ′ lisse sur k et E ∈ F a-Isoc(X/K)plat (resp. E ∈ F
a-Isoc(X/K))
on a un isomorphisme de changement de base
g∗Rifconv∗(E)
∼
−→Rif ′conv∗(g
′∗(E))
compatible aux connexions et aux Frobenius.
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De´monstration.
Premie`re partie de la de´monstration : le cas propre et lisse, non ne´cessairement
relevable.
Dans un premier temps nous ne supposerons pas que le corps k est parfait,
seulement qu’il est de caracte´ristique p > 0 et que e 6 p − 1 : uniquement
lorsqu’il faudra montrer que le Frobenius est un isomorphisme, nous sup-
poserons que k est parfait.
Soient E ∈ F a-Isoc(X/K)plat et E un F -cristal non de´ge´ne´re´ tel que
E ≃ Ean(r). On va associer a`E, f et l’entier i > 0, un objet de F a-Isoc(S/K),
i.e. pour tout ouvert U (affine et lisse) de S on va construire un e´le´ment de
F a-Isoc(U/K) avec donne´es de recollement [B 3, (2.3.2) (iii)].
Si T est un V-sche´ma formel on pose Tn = T /πn+1 T , et pour un
T0−sche´ma de type fini Y on de´signe par (Y/T )cris le topos cristallin [B-
O, 7.17] [O 4, § 3.0]. Le morphisme f induit un morphisme de topos
fcris : (X/V)cris −→ (S/V)cris .
Soit U = SpecA0 →֒ S un ouvert affine et lisse et A une V-alge`bre lisse
relevant A0 : posons T = Spf Aˆ, Tn = Spec (A/πn+1 A). Alors (U, Tn, δ), ou` δ
sont les puissances divise´es canoniques sur π OTn(e 6 p−1 : [B 1, I, § 1]), est
un ouvert de Cris (S/V). Le Frobenius FU de U (e´le´vation a` la puissance pa
sur OU ) se rele`ve en un endomorphisme FT de T (resp. FTn := FT mod π
n+1,
de Tn) et on conside`re les diagrammes commutatifs
(3.3.1.3)
X ′U
ϕ //
f ′U

XU
  //
fU

X
f

U
FU //
iTn

U
  //
iTn

S

(Tn, π, δ) FTn
// (Tn, π, δ) // Spec Vn ,
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(3.3.1.4)
X ′U
ϕ //
f ′U

XU
  //
fU

X
f

U
FU //
iT

U
  //
iT

S

(T , π, δ)
FT
// (T , π, δ) // Spf V ,
dont les carre´s supe´rieurs sont carte´siens. Soient fXU/Tn [B 1, V, 3.5.2] et
fXU/T [B-O, § 7.21] les morphismes de topos
fXU/Tn : (XU/Tn)cris
uXU/Tn−→ XUZar
iTn◦fU−→ TnZar
fXU/T : (XU/T )cris
uXU/T−→ XUZar
iT ◦fU−→ TZar.
Avec les notations de [B 1, V, 3.2.3] on a
(3.3.1.5) Rfcris∗(E)(U,Tn) = RfXU/T ∗n (ω
∗
Tn(E))
et [B-O, 7.2.2.2] :
(3.3.1.6) RfXU/T ∗(ω
∗
T (E)) ≃ R lim←
n
RfXU/T ∗n (ω
∗
Tn(E)).
Posons
(3.3.1.7) ˜Rifcris(E)(U,T ) := lim←
n
RifXU/T ∗n (ω
∗
Tn(E)).
Le sche´ma formel T , identifie´ a` la limite inductive {Tn} des Tn, est ce que
Ogus appelle un “e´paississement fondamental de U relativement a` Spf V” [O
4, § 3.0].
Puisque E est localement libre de type fini et f propre et lisse, le complexe
RfXU/T ∗n (ω
∗
Tn(E)) est un complexe parfait de OTn-modules [B 1, VII, 1.1.1] ;
or, par le the´ore`me de changement de base en cohomologie cristalline [B 1,
V, 3.5.2] on a un isomorphisme
116 j.-y. etesse
RfXU/T ∗n (ω
∗
Tn(E))
L
⊗OTnOTn−1
∼
−→RfXU/T ∗n−1(ω
∗
Tn−1
(E)) :
par suite [B-O, def B-4] RfXU/T ∗• (ω
∗
T•
(E)) est un objet ”consistant” au sens
de [loc. cit.], donc [B-O, prop B-7]
RifXU/T ∗(ω
∗
T (E)) = H
i(RfXU/T ∗(ω
∗
T (E)))
≃ H i(R lim
←
n
RfXU/T ∗n (ω
∗
Tn(E)))
≃ lim
←
n
RifXU/T ∗n (ω
∗
Tn(E)) ,
d’ou`, via (3.3.1.7), et [B-O, prop B-7], un isomorphisme de OT -modules
cohe´rents
(3.3.1.8) ˜Rifcris(E)(U,T ) ≃ R
ifXU/T ∗(ω
∗
T (E)).
Soit V• = (Vα)α
u•=(uα)α
−−−−−→ XU un hyperrecouvrement fini de XU par des
ouverts affines, Vα = Spec(Bα,0) : soient Bα une Aˆ-alge`bre lisse relevant Bα,0,
Pα := Spf (Bˆα),
hα,n : Pα,n = Spec(Bα/π
n+1 Bα) −→ Tn,
h•,n : P•,n −→ Tn,
hα : Pα −→ T la limite inductive des {hα,n}n et posons
EPα,n = u
∗
α(ω
∗
Tn(E)), EP•,n = u
∗
•(ω
∗
Tn(E)) ,
EPα = lim←
n
EPα,n , EP• = {EPα}α ,
h• = {hα}α : P• = {Pα}α −→ T ,
C•α,n = EPα,n ⊗ Ω
•
Pα,n/Tn ,
Ω•P•/T = {Ω
•
Pα/T}α ,
et remarquons que l’on a un isomorphisme
Ω•Pα/T ≃ lim←
n
Ω•Pα,n/Tn .
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D’apre`s (Iℓ 1, (0.3.2.6.2), (0.3.2.2), (0.3.2.4)] il existe un isomorphisme
RfXU/T ∗n (ω
∗
Tn(E)) ≃ Rh•,n∗(EP•,n ⊗ Ω
•
P•,n/Tn) ,
et avec les notations de [B-O, Appendix B] on a un diagramme commutatif
K(N,OPα,•)
Rhα•∗={Rhα,n∗}n //
RΓ(N,−)

K(N,OT•)
RΓ(N,−)

K(OPα)
Rhα∗ // K(OT ) ,
puisqu’il en est ainsi avant de passer aux foncteurs de´rive´s [Et 2, de´m. de
III, 3.1.1]. Or le complexe {C•α,n}n ∈ K(N,OPα,•) a des fle`ches de transition
surjectives, donc ve´rifie la condition de Mittag-Leﬄer ; par suite
R lim
←−
n
Rhα,n∗(C
•
α,n) = Rhα∗(EPα ⊗ Ω
•
Pα/T )
et donc
(3.3.1.9) ˜Rifcris∗(E)(U,T ) ≃ R
ifXU/T ∗(ω
∗
T (E)) ≃ H
i(Rh•∗(EP• ⊗ Ω
•
P•/T )).
Montrons a` pre´sent que ˜Rifcris∗(E)(U,T ) est muni d’un morphisme de
Frobenius
F ∗T (
˜Rifcris∗(E)(U,T )) −→ ˜Rifcris∗(E)(U,T ) .
Conside´rons la factorisation usuelle du Frobenius FX (avec F
∗
X(x) = x
q)
(3.3.1.10) X FX

f

FX/S
  
X ′
f ′

πX/S // X
f

S
FS // S
ou` le carre´ est carte´sien ; le morphisme de Frobenius de E, φ : F ∗X/S E
′ =
F ∗X E → E, ou` E
′ := π∗X/S(E), de´finit par image inverse
ω∗Tn(φ) : F
∗
XU/U
ϕ∗ ω∗Tn E = ω
∗
Tn F
∗
X/S E
′ = ω∗Tn F
∗
X E → ω
∗
Tn E.
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D’ou`, en notant ω∗T (E) = lim←
n
ω∗Tn(E) et ω
∗
T (φ) = lim←
n
ω∗Tn(φ) , une fle`che
ω∗T (φ) : F
∗
XU/U
ϕ∗ ω∗T (E) = F
∗
XU
ω∗T (E) = ω
∗
T F
∗
X(E) → ω
∗
T (E) .
La fle`che RfXU/T ∗(ω
∗
T (φ)) est un morphisme
RfXU/T ∗(F
∗
XU/U
ϕ∗ ω∗T (E)) = RfXU/T ∗(F
∗
XU
ω∗T (E)) → RfXU/T ∗(ω
∗
T (E));
par composition avec le morphisme
RfX′U/T ∗(ϕ
∗ω∗T (E)) −→ RfXU/T ∗(F
∗
XU/U
ϕ∗ω∗T (E))
provenant du passage a` la limite dans le morphisme de changement de base
en cohomologie cristalline [B 1, V, (3.5.3)] et avec l’isomorphisme
F ∗T (RfXU/T ∗(ω
∗
T (E)))
∼
−→ RfX′U/T ∗(ϕ
∗ ω∗T (E))
provenant de la platitude de FT et du passage a` la limite dans l’isomorphisme
de changement de base en cohomologie cristalline [B 1, V, (3.5.3)], on obtient
un morphisme
(3.3.1.11) φ˜ : F ∗T (RfXU/T ∗(ω
∗
T (E))) −→ RfXU/T ∗(ω
∗
T (E)).
Par passage a` la cohomologie, φi = H i(φ˜) est le morphisme de Frobenius
recherche´
(3.3.1.12)
φi : F ∗T (R
ifXU/T ∗(ω
∗
T (E))) //
≃

RifXU/T ∗(ω
∗
T (E))
≃

F ∗T (
˜Rifcris∗(E)U,T ) ˜Rifcris∗(E)(U,T ).
Conside´rons a` pre´sent le point de vue rigide analytique. Notons Ean le
F -isocristal convergent, e´le´ment de F a-Isoc(X/K), associe´ par la construc-
tion de Berthelot [B 3, 2.4] au F -cristal non de´ge´ne´re´ de type fini E.
Par de´finition des images directes supe´rieures en cohomologie rigide [B 5,
3.2.3, 3.2.3.2, 3.1.12], [C-T, § 10] et [II, 3.2], on a
(3.3.1.13) RfUrig∗(XU/T , Ean|XU ) = Rh•K∗(EP•K ⊗ Ω
•
P•K/TK
)
ou` h•K = {hα ⊗V K}α , EP•K = {(EPα)
an}α,
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Ω•P•K/TK = {(Ω
•
Pα/T )
an}α.
Vu les descriptions pre´ce´dentes, on a donc [B 5, (3.2.3.2)]
(3.3.1.14)
RifUrig∗(XU/T , Ean|XU ) = R
ifUconv∗(XU/T , Ean|XU )
= ( ˜Rifcris∗(E)(U,T ))
an ,
et ce OTK -module cohe´rent (d’apre`s (3.3.1.8)) est muni de la connexion de
Gauß-Manin via la description (3.3.1.13) (cf [B 1, V, 3.6]) : par la fonctorialite´
de la construction de φ˜ cette connexion est compatible au Frobenius φiK induit
par φi :
(3.3.1.15) φiK : F
∗
TK
RifUrig∗(XU/T , E
an
|XU
)→ RifUrig∗(XU/T , E
an
|XU
).
Nous allons montrer plus bas que φiK est un isomorphisme lorsque k est fini :
puisque la source et le but de φiK sont des OTK -modules cohe´rents, il suffit
de montrer cet isomorphisme fibre a` fibre aux points ferme´s de TK [B-G-R,
9.4.2, cor 7].
Soient
is : s = Spec k(s) →֒ S
un point ferme´ de S et fs : Xs → s la fibre de f en s. On note V(s) =
W (k(s))⊗W V et K(s) le corps des fractions de V(s). Le morphisme is de´finit
un foncteur image inverse [B 3, (2.3.6), (2.3.7)]
i∗s : F
a-Isoc(S/K) // F a-Isoc(Spec(k(s))/K(s))
≃

F a-Isoc†(Spec(k(s))/K(s)),
et un morphisme de topos [B 1, III, 2.2.3]
is cris : (Xs/V(s))cris → (X/V)cris.
Le point ferme´ s est contenu dans un ouvert affine et lisse U = Spec A0 de
S : on conside´rera is comme un morphisme is : Speck(s) →֒ U . On note
τˆ(s) : Ts = Spf(V(s)) →֒ T
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le rele`vement de Teimu¨ller de is [(3.1)]. On obtient alors un diagramme com-
mutatif a` carre´s carte´siens
Xs
  iX //
fs

XU
fU

Spec k(s) 
 is //
iTs

U = Spec A0
iT

Ts = Spf(V(s))
 
τˆ(s)
// T = Spf(Aˆ) ;
τˆ(s) est un PD-morphisme pour les ide´aux πV(s) et π Aˆ munis des puissances
divise´es canoniques (car e 6 p− 1).
Par analogie avec (3.1) notons τˆK(s)
τˆK(s) : TK(s) = Spm(K(s))
  // TK = Spm(AˆK)
le morphisme induit par τˆ (s).
Comme τˆ (s) de´finit un morphisme de topos TsZar → TZar, le foncteur τˆ ∗(s)
est exact [SGA 4, T1, IV 3.1.2] ; ainsi le passage a` la limite dans l’isomor-
phisme de changement de base de [B 1, V, (3.5.1)] fournit un isomorphisme
τˆ ∗(s)RifXU/T ∗(ω
∗
T (E))
∼
→RifXs/T ∗s (ω
∗
Ts(E)).
Comme i∗s est induit par τˆ
∗(s) [B 3, (2.3.6) p 72], en passant en rigide ana-
lytique on en de´duit l’isomorphisme
i∗s R
ifUrig∗(XU/T , E
an
|XU
) = τˆ ∗K(s)R
ifUrig∗(XU/T , E
an
|XU
)
∼
→Rifsrig∗(Xs/Ts, E
an
|Xs),
ou`, par de´finition [B 5] et [II, (3.2)], l’on a :
Rifsrig∗(Xs/Ts, E
an
|Xs) = H
i
rig(Xs/K(s), E
an
|Xs);
d’ou` l’isomorphisme
(3.3.1.16) τˆ ∗K(s) R
ifUrig∗(XU/T , E
an
|XU
)
∼
→H irig(Xs/K(s), E
an
|Xs).
Supposons dore´navant dans cette premie`re partie que k est parfait. Compte
tenu de (3.1.1) et de (3.3.1.16) la fibre en s (identifie´ a` τˆK(s)) de φ
i
K est donc
un morphisme
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(3.3.1.17)
φiK(s) : τˆ
∗
K(s)F
∗
TK
RifUrig∗(XU/T , Ean|XU )
// τˆ ∗K(s)R
ifUrig∗(XU/T , Ean|XU )
σ∗K(s)τˆ
∗
K(s)R
ifUrig∗(XU/T , Ean|XU )
//
≃

τˆ ∗K(s)R
ifUrig∗(XU/T , Ean|XU )
≃

σ∗K(s)H
i
rig(Xs/K(s), E
an
|Xs
) // H irig(Xs/K(s), E
an
|Xs
) .
Or, on a la ge´ne´ralisation suivante de [E-LS 1, 2.1] :
Proposition (3.3.1.18). Soient X un k-sche´ma se´pare´ de type fini, FX
l’ite´re´ a-ie`me du Frobenius absolu de X, FX = πX/k ◦ FX/k sa factorisation
(3.3.1.10)
X
FX/k // X ′
πX/k // X
et σ : K → K ′ = K le rele`vement choisi de la puissance q de k (cf[II, 0]).
Pour E ∈ Isoc†(X/K), on a :
(i) Pour tout entier i > 0, FX/k induit une injection K-line´aire
F ∗X/k : H
i
rig,c(X
′/K ′, π∗X/k(E))→ H
i
rig,c(X/K,F
∗
X(E)).
Si de plus X est lisse sur k, la meˆme assertion vaut pour la cohomologie
rigide sans supports compacts.
(ii) Supposons de plus k parfait. Alors, sous les hypothe`ses du (i), le mor-
phisme F ∗X/k pre´ce´dent est un isomorphisme.
(iii) Supposons k parfait. Alors, pour tout entier i > 0, FX induit une bi-
jection σ-line´aire
F ∗X : H
i
rig,c(X/K,E)→ H
i
rig,c(X/K,F
∗
X(E))
c’est-a` dire un isomorphisme
σ∗(H irig,c(X/K,E))
∼
→H irig,c(X/K,F
∗
X(E)).
Si de plus X est lisse sur k, la meˆme assertion vaut pour la cohomologie
rigide sans supports compacts.
De´monstration de (3.3.1.18). La preuve suit celle de [E-LS 1, 2.1].
Pour (i). On notera H i(X/K,E) la cohomologie rigide avec ou sans supports
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compacts. En utilisant la suite exacte longue de localisation en cohomologie
rigide a` supports compacts (resp. la suite spectrale de localisation lorsque X
est lisse sur k) on se rame`ne au cas ou` X est un sous-sche´ma de Pnk qui ne
rencontre pas les hyperplans de coordonne´es ; comme la cohomologie rigide
commute aux extensions finies de K on peut supposer que K contient les
racines q-ie`mes de l’unite´. On note FP l’endomorphisme σ-line´aire de P = PnV
de´fini par F
∗
P (ti) = t
q
i pour i ∈ J0, nK ; on a la factorisation usuelle de FP
PnV FP
$$
g

F=FP/V
##
Pn(σ)V
g(σ)

πP/V // PnV
g

Spec(V) σ // Spec(V)
ou` le carre´ est carte´sien. En dehors des hyperplans de coordonne´es, le mor-
phisme
FK = (FP/V)K : P
n
K → P
n(σ)
K
est un reveˆtement e´tale galoisien de groupe µnq ≃ (Z/qZ)
n. Or, si V de´signe
un voisinage strict suffisamment petit du tube de X ′, alors FK induit un
reveˆtement e´tale galoisien encore note´ FK : W → V de groupe µnq ≃ (Z/qZ)
n.
De plus, on peut supposer que E ′ = π∗X/k(E) provient d’un module a` connex-
ionM sur V : tout F -automorphisme ψ de PnV induit un automorphisme ψ
∗
de F ∗KM⊗Ω
• et l’endomorphisme F∗(
∑
ψ∗) de FK∗F
∗
KM⊗Ω
•
V se factorise
de manie`re unique par le morphisme de complexes
F ∗K :M⊗ Ω
•
V → FK∗F
∗
KM⊗ Ω
•
V
pour donner l’application trace
Tr : FK∗F
∗
KM⊗ Ω
•
V →M⊗ Ω
•
V
(cf [E-LS 1, 2.1] et [Mi, V, lemma 1.12]). Cette application induit des homo-
morphismes
tr : H i(W, j†WF
∗
KM⊗ Ω
•)→ H i(V, j†VM⊗ Ω
•)
et tr : H i]X[(W,F
∗
KM⊗ Ω
•)→ H i]X′[(V,M⊗ Ω
•).
Puisque F prolonge FX/k, l’application
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F ∗X/k : H
i(X ′/K ′, π∗X/k(E))→ H
i(X/K,F ∗X(E))
est induite par le morphisme de complexes F ∗K , et comme Tr ◦ F
∗
K = q
n sur
M⊗ Ω•V , on en de´duit que tr ◦ F
∗
X/k = q
n sur H i(X ′/K ′, π∗X/k(E)). D’ou`
l’assertion du (i).
Pour (ii). Par de´finition on a FK ◦ Tr = F∗(
∑
ψ∗) sur FK∗F
∗
KM ⊗ Ω
•
V .
D’autre part, si l’on note ψ0 la re´duction mod π d’un F -automorphisme ψ
de PnV , alors, pour tout i ∈ J0, nK et λi ∈ k, ψ0 ve´rifie
ψ∗0(λ
q
i t
q
i ) = ψ
∗
0F
∗
X/k(λi ⊗ ti) = F
∗
X/k(λi ⊗ ti) = F
∗
X/k(1⊗ λ
q
i ti) = λ
q
i t
q
i ;
puisque k est parfait on en de´duit que ψ0 est l’identite´ de X. Ainsi on voit
que
F ∗X/k ◦ tr =
∑
Id∗ = qn
sur H i(X/K,F ∗X(E)). On a donc montre´ que (1/q
n)tr est un inverse pour
F ∗X/k.
Pour (iii). Le morphisme du (iii) est le compose´
σ∗(H i(X/K,E))
u // H i(X ′/K ′, π∗X/k(E))
F ∗
X/k // H i(X/K,F ∗X(E))
ou` le morphisme u est induit par le changement de base Fk (puissance q sur
k) du carre´ carte´sien
X ′
πX/k //
g′

X
g

Spec k
Fk
// Spec k .
Puisque k est parfait, Fk et πX/k sont des isomorphismes, donc u en est un
aussi. Ceci ache`ve la preuve de (3.3.1.18). 
Remarque (3.3.1.19). Dans la preuve ci-dessus que u est un isomorphisme
le corps k a e´te´ suppose parfait : il est un autre cas ou` u est un isomorphisme.
Supposons que e 6 p− 1, X propre et lisse sur k et E ∈ F a-Isoc†(X/K)plat :
alors u est un isomorphisme. En effet, d’apre`s [B 3, (2.4.2)] il existe un F -
cristal non de´ge´ne´re´ M sur X et un entier r > 0 tels que E ≃ Man(r) et
par l’hypothe`se faite sur E, M est localement libre de type fini : le fait que
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u soit un isomorphisme re´sulte alors du the´ore`me de changement de base en
cohomologie cristalline [B 1, V, 3.5.7] et de l’isomorphisme
H irig(X/K,E) ≃ H
i
cris(X/V,M)⊗V K(r)
( resp. de son analogue sur X ′) puisque X est propre et lisse sur k.
Revenons a` la preuve de (3.3.1) : d’apre`s (3.3.1.18) la dernie`re fle`che hor-
izontale du diagramme (3.3.1.17) est un isomorphisme ; par conse´quent on a
prouve´ que φiK est un isomorphisme.
Montrons a` pre´sent que ces constructions se recollent pour U variable. Si
U1 et U2 sont deux ouverts de S et
j1 : U3 = U1 ∩ U2 →֒ U1, j2 : U3 →֒ U2
de´signent les immersions ouvertes, le morphisme e´tale j1 se rele`ve de manie`re
unique en un morphisme e´tale jn1 : T3,n → T1,n ou` Ti,n correspond aux Tn
pre´ce´dents [EGA IV, (18.1.2)] : par passage a` la limite on obtient un mor-
phisme j∞1 = lim→
n
jn1 : T3 = lim→
n
T3,n → T1 = lim→
n
T1,n s’inse´rant dans un
diagramme commutatif
(XU3/T3)cris
(j1X)cris //
uXU3/T3

(XU1/T1)cris
uXU1/T1

XU3
  j1X //
fU3

XU1
fU1

U3
  j1 //
iT3

U1
iT1

T3
 
j∞1
// T1 .
D’ou`, par passage a` la limite dans l’isomorphisme de changement de base
en cohomologie cristalline, un isomorphisme
j∞∗1 R
ifXU1/T ∗1 (ω
∗
T1
(E)) ∼−→ R
ifXU3/T ∗3 (j
∗
1Xcris ω
∗
T1
(E))
RifXU3/T ∗3 (ω
∗
T3
(E)).
En passant en rigide analytique, et par unicite´ du rele`vement j∞1 , les
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RifUrig∗(XU/T , E
an
|XU
)
se recollent pour U variable et de´finissent donc un F -isocristal convergent
sur (S/K) graˆce au corollaire (1.2.3) et [B 3, (2.2.11) et 2.3] : on note celui-ci
Rifconv∗(E
an) ∈ F a-Isoc(S/K),
et si Rifcris∗(E) e´tait localement libre ce serait le F -isocristal convergent
associe´, graˆce a` (3.3.1.14. Pour notre E ∈ F a-Isoc(X/K)plat initial, donne´
par E ≃ Ean(r), on pose donc
Rifconv∗(E) = R
ifconv∗(E
an)(r),
et sa formation commute aux changements de base S ′ → S puisqu’il en est
ainsi pour RifXU/T ∗(ω
∗
T (E)). Ceci ache`ve la preuve de (3.3.1) dans le cas
propre et lisse.
Deuxie`me partie de la de´monstration : cas ou` f est relevable en h.
Dans le cas ou` f est relevable en h : X → S propre et lisse de (3.3.1.1) il
n’est plus ne´cessaire de supposer E localement libre, E sans p-torsion suffit.
La fle`che RifUrig∗(XU/T ; (ω∗TK (φ)))(r) est un morphisme
RifUrig∗(XU/T ; (F
∗
XU
ω∗T (E))
an)(r) → RifUrig∗(XU/T ; (ω
∗
T (E))
an)(r);
par composition avec le morphisme de changement de base [B 5, (3.1.11.3)]
F ∗TKR
ifUrig∗(XU/T , (ω
∗
T (E))
an)(r) −→ RifUrig∗(XU/T ; (ω
∗
T (E))
an)(r)
on obtient le morphisme de Frobenius (qu’on prouve eˆtre un isomorphisme
comme en (3.3.1.17))
(3.3.1.20) φiK : F
∗
TK
RifUrig∗(XU/T , E|XU )
∼
→RifUrig∗(XU/T , E|XU )
valable pour E ∈ F a-Isoc(X/K) et f relevable en h propre et lisse.
On conclut alors a` la manie`re de [II, (3.4.8.2)] via [II, (3.4.4)]. 
Remarque (3.3.1.21). Nous avons prouve´ ci-dessus que RifUrig∗(XU/T , Ean|XU )
est un OTK -module cohe´rent, qu’il est muni d’une connexion inte´grable (de
GaußManin) et d’un morphisme de Frobenius sous la seule hypothe`se que
le corps k est de caracte´ristique p > 0 et e 6 p − 1 : c’est seulement pour
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prouver que le Frobenius est un isomorphisme que nous avons e´te´ amene´s a`
supposer que le corps k est parfait.
Le the´ore`me suivant pre´cise (3.3.1) en l’e´tendant :
The´ore`me (3.3.2). Supposons k parfait. Soient S un k-sche´ma lisse et f :
X → S un k-morphisme projectif et lisse satisfaisant aux hypothe`ses de [II,
(3.4.8.2)] ou [II, (3.4.8.6)] ou [II, (3.4.9)]. Alors, pour tout entier i > 0, f
induit un foncteur
Rifconv∗ : F
a-Isoc(X/K)→ F a-Isoc(S/K)
qui commute a` tout changement de base S ′ → S entre k-sche´mas lisses.
De´monstration. Compte tenu de [II, (3.4.8.2), (3.4.8.6) et (3.4.9)] il s’agit
de ve´rifier que le Frobenius (qui est de´fini par fonctorialite´ [L.S, 8]) est un
isomorphisme. D’apre`s [B-G-R, (9.4.2/7)] il suffit de ve´rifier l’isomorphisme
sur les points ferme´s de S et le re´sultat provient alors de [(3.3.1.18)]. 
3.4. Fibres des F -isocristaux convergents
Sous les hypothe`ses du the´ore`me (3.3.1) avec f propre et lisse, soient
is : s = Spec k(s) →֒ S
un point ferme´ de S et fs : Xs → s la fibre de f en s. Pour E ∈ F a-Isoc(X/K)plat
on pose
(3.4.1) Rifconv∗(E)s := i∗s R
ifconv∗(E)).
Comme i∗s est induit par τˆ
∗(s) [B 3, (2.3.6) p 72], on a de´montre´ en (3.3.1.15)
l’isomorphisme
(3.4.2) i∗s R
ifconv∗(E))
∼
→Rifs conv∗(E|Xs) = H
i
rig(Xs/K(s); E|Xs).
Compte tenu de [II, (3.4.7) et (3.4.8.2)] on a prouve´ :
Proposition (3.4.3). Sous les hypothe`ses du the´ore`me (3.3.1), avec f pro-
pre et lisse (resp. sous les hypothe`ses du the´ore`me (3.3.2)), et pour E ∈
F a-Isoc(X/K)plat (resp. E ∈ F a-Isoc(X/K)) et tout point ferme´ s de S,
la fibre en s de Rifconv∗(E) est un K(s)-espace vectoriel de dimension finie
donne´ par
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Rifconv∗(E)s ≃ H irig(Xs/K(s); E|Xs).
Comme corollaire du the´ore`me (3.3.1), on retrouve un cas particulier d’un
the´ore`me de Ogus sur la finitude de la cohomologie convergente [O 3, 0.7.9] :
Corollaire (3.4.4). Supposons k parfait et e 6 p−1. Soient X un k-sche´ma
propre et lisse, et E ∈ F a-Isoc(X/K)plat. Alors, pour tout entier i > 0,
les groupes de cohomologie convergente H iconv(X/K; E) sont des K-espaces
vectoriels de dimension finie.
De´monstration. Il suffit d’appliquer (3.3.1) avec S = Spec k et [B 5, (3.2.3)].

3.5. Cas fini e´tale
Dans le cas fini e´tale on n’a pas lieu de supposer k parfait ni e 6 p − 1
et de se restreindre, comme dans le the´ore`me (3.3.1), au cas des F -cristaux
localement libres :
The´ore`me (3.5.1). Soient S un k-sche´ma lisse et f : X → S un k-
morphisme fini e´tale. Alors
(3.5.1.1) Pour tout entier i > 0, on a des foncteurs
(i) Rifconv∗ : Isoc(X/K)→ Isoc(S/K),
(ii) Rifconv∗ : F
a-Isoc(X/K)→ F a-Isoc(S/K),
(iii) Pour E ∈ Isoc(X/K) et i > 1 on a
Rifconv∗(E) = 0.
(3.5.1.2) Supposons de plus f galoisien de groupe G. Pour E ∈ Isoc(X/K)
on a des isomorphismes canoniques
(i) E
∼
−→ (fconv∗ f
∗(E))G,
(ii) H iconv(S/K, E)
∼
−→ H iconv(X/K, f
∗(E))G,
(iii) Si E ∈ F a-Isoc(S/K), ces isomorphismes sont compatibles aux Frobe-
nius.
De´monstration.
Pour (3.5.1.1). Le (i) est la` pour me´moire, car prouve´ en [II, 3.4.8]. On a vu
dans la de´monstration de [loc. cit.] que la de´finition de Rifconv∗(E) est locale
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sur S : on peut donc supposer S = Spec A0 affine et lisse sur k.
Posons S = Spf Aˆ ou` A est une V-alge`bre lisse relevant A0, et relevons
f : X → S en un morphisme fini e´tale de V-sche´mas formels h : X → S [EGA
IV, (18.3.2) ou (18.3.4)], et soit FS : S → S un rele`vement du Frobenius de
S. Puisque f est e´tale, dans la de´composition classique du Frobenius FX de
X
X FX

f

FX/S
!!
X(q)
f(q)

πX/S // X
f

S
FS
// S
le morphisme FX/S est un isomorphisme et se rele`ve de manie`re unique en
un isomorphisme FX/S s’inse´rant dans le diagramme commutatif a` carre´
carte´sien
X
h

FX/S
!!D
DD
DD
DD
D
X (q)
h(q)

πX/S // X
h

S
FS
// S .
On pose FX = πX/S ◦ FX/S .
Pour E ∈ Isoc(X/K), soit EX une re´alisation de E sur XK ; par de´finition
on a
Rifconv∗(X/S; E) = H i(RhK∗(EX ⊗ Ω•XK/SK ))
= RihK∗(EX ),
car X est e´tale sur S. D’ou` le (iii) par le the´ore`me B de Kiehl car h est affine.
Soit E ∈ F a-Isoc(X/K) et φ : F ∗X (EX )
∼
−→EX le Frobenius.
D’apre`s [III, (1.2.3)] il suffit de construire un isomorphisme φi (de Frobe-
nius) sur Rifconv∗(E), compatible aux connexions. Comme FS est plat, le
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morphisme de changement de base
F ∗SKR
ifconv∗(X/S, E)→ R
if
(q)
conv∗(X
(q)/S, E) ≃ Rih(q)K∗(π
∗
XK/SK
(EX ))
est un isomorphisme [II, (3.4.4)] ; par composition avec les isomorphismes
Rih
(q)
K∗(π
∗
XK/SK
(EX )) ≃ R
ihK∗(F
∗
XK
(EX ))
(puisque FX/S est un isomorphisme)
et
RihK∗(φ) : R
ihK∗(F
∗
XK
(EX )) ≃ R
ihK∗(EX ),
on obtient le Frobenius φi cherche´
φi : F ∗SKR
ifconv∗(X/S, E) ≃ R
ifconv∗(X/S, E).
En reprenant la preuve de [II, (3.4.4)] on ve´rifie que φi est compatible
aux connexions d’ou` le (ii).
Pour (3.5.1.2). Soit ES une re´alisation de E sur SK . Par de´finition on a
fconv∗(X/S, f
∗(E)) = hK∗(h
∗
K(ES)).
Comme hK est fini e´tale galoisien de groupe G [II, (2.3.1)], la fle`che canonique
ES → (hK∗(h
∗
K(ES)))
G
est un isomorphisme, d’ou` (i).
L’isomorphisme du (ii) est alors une conse´quence classique du (i) [Et 2,
III, 3.1.1].
La fonctorialite´ des constructions pre´ce´dentes prouve le (iii). 
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IV. Images directes de
F -isocristaux surconvergents
1. Frobenius
1.1. On fixe dans ce paragraphe 1 un entier a ∈ N∗ ; on pose q = pa. Pour
tout k-sche´ma S on notera FS le Frobenius de S induit par la puissance q
sur le faisceau OS .
On fixe un rele`vement σ : V → V de la puissance q sur k a` la manie`re de
[Et 5, I, 1.1].
Si S est lisse sur k et e 6 p − 1, on notera F a-Isoc†(S/K)plat la sous-
cate´gorie pleine de F a-Isoc†(S/K) forme´ des objets dont l’image par le fonc-
teur d’oubli
F a-Isoc†(S/K) −→ F a-Isoc(S/K)
est dans F a-Isoc(S/K)plat, cf [III, 3.1].
1.2. Soit S un k-sche´ma affine et lisse. En utilisant les notations du [I,
the´o (3.4) (3)] il existe une V-alge`bre lisse A telle que Spec A rele`ve S et un
V-morphisme fini ψ relevant le Frobenius FS, s’inse´rant dans un diagramme
commutatif a` carre´s carte´siens
(1.2.1)
Spec BT //
ψT

Spec B 
 jZ′ //
ψ

Z ′
ψ

Spec AT // Spec A
  jZ // Z
ou` les j sont des immersions ouvertes, ψ est fini,ψT est fini et plat, et Z est
un V-sche´ma propre, normal.
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Soit Aˆ le se´pare´ comple´te´ m-adique de A : c’est aussi le se´pare´ comple´te´
de AT , et on a un isomorphisme [I, the´o (3.4) (2) (i)]
BT ⊗AT Aˆ ≃ Bˆ ≃ Aˆ
tel que dans le diagramme commutatif a` carre´s carte´siens
(1.2.2)
Spec Aˆ
∼ //
ϕ
((PP
PPP
PPP
PPP
P
ρB
))
Spec BˆT
//
ψˆT

Spec B 
 jZ′ //
ψ

Z ′
ψ

Spec AˆT = SpecAˆ ρA
// Spec A 

jZ
// Z
ϕ est un rele`vement de FS.
Le morphisme diagonal Spec Aˆ −→ Spec Aˆ ×V Spec Aˆ est une immersion
ferme´e, donc Spec Aˆ est isomorphe a` son image sche´matique ∆ˆ par ce mor-
phisme. Conside´rons l’image sche´matique de ∆ˆ par le morphisme compose´
Spec Aˆ ×V Spec Aˆ ։
ρ=ρ
A
×ρB
Spec A×V Spec B −֒→
jZ×jZ′=j
Z ×V Z
′ ;
notons ∆ (resp. Z ′′) l’image sche´matique de ∆ˆ (resp. de ∆) par ρA × ρB
(resp. par jZ × jZ′). L’immersion ouverte j induit une immersion ouverte
j′′Z : ∆ →֒ Z
′′ [EGA I, (5.4.4)].
Montrons que ρ(∆ˆ) = ∆. Quitte a` de´composer la V-alge`bre lisse (donc
normale) A en somme de ses composantes connexes, on peut supposer A
inte`gre, donc inte´gralement clos : ainsi Aˆ est inte´gralement clos [I, prop (1.6)
(4) (iv)]. Soit I l’ide´al de Aˆ⊗V Aˆ de´finissant ∆ˆ = Spec(Aˆ⊗V Aˆ/I) : comme Aˆ
est inte`gre, I est un ide´al premier. L’image de A par ρ est donc l’ensemble des
ide´aux premiers de A⊗V B contenant ρ(I) : c’est donc Spec(A⊗V B/ρ˜−1(I))
ou` ρ˜ : A⊗V B → Aˆ⊗V Aˆ induit ρ ; comme c’est de´ja` un sous-sche´ma ferme´
de Spec A×V Spec B, il est e´gal a` ∆.
En remarquant que ρn = ρ mod m
n+1 est l’identite´, ρn induit un isomor-
phisme
(Spec Aˆ mod mn+1)
∼
−→(∆ˆ mod mn+1)
∼
−→
ρn
(∆ mod mn+1).
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Notons alors S,Z,Z ′,Z ′′ les sche´mas formels associe´s respectivement a`
Spec Aˆ, Z, Z ′, Z ′′. Ce qui pre´ce`de fournit un diagramme commutatif a` carre´
carte´sien
(1.2.3)
Z
Z ′′
  //

vZ′

vZ
OO
Z ×V Z ′
proj
zzuuu
uu
uu
uu
u
proj
ddJJJJJJJJJJ
S
/
 jZ′′
>>~~~~~~~~4
jZ
GG
 
jZ′
//
FS :=ϕˆ

Z ′
ψˆ=:FZ′

S
  jZ // Z
ou` Z est propre sur V et normal, [I, the´o (3.4) (3) (ii)], ψˆ est fini ; FS est
un rele`vement fini et plat du Frobenius FS ; jZ , jZ′ , jZ′′ sont des immersions
ouvertes induites respectivement par jZ , jZ′, jZ′′ ; i est l’immersion ferme´e in-
duite par l’immersion ferme´e Z ′′ →֒ Z ×V Z ′; vZ , vZ′ sont des morphismes
propres par composition de morphismes propres.
Avec les notations de [II, (2.3.1) (2)] soit Vλ = Spm Aλ : il existe λ0 > 1
tel que, pour 1 < λ 6 λ0, Vλ est lisse sur K ; notons W
′
λ = F
−1
Z′K
(Vλ) et
W ′′λ = v
−1
Z′K
(W ′λ).
Puisque (Vλ)λ de´crit un syste`me fondamental de voisinages stricts de SK
dans ZK , alors (W ′λ)λ de´crit un syste`me fondamental de voisinages stricts
de SK dans Z ′K [II, prop (2.1.2)]. Comme vZ′ est e´tale au voisinage de S, il
existe λ1 > 1 tel que pour tout λ, 1 < λ 6 λ1 6 λ0, on ait un isomorphisme
W ′′λ
∼
→W ′λ induit par vZ′ [B 3, (1.3.5)]. De meˆme vZ qui est e´tale au voisinage
de S, induit un isomorphisme entre un syste`me fondamental de voisinages
stricts de SK dans Z ′′K et un syste`me fondamental de voisinages stricts de
SK dans ZK : par composition il existe µ, 1 < µ 6 λ 6 λ1, et un morphisme
fini Fλµ rendant carte´sien le carre´
(1.2.4)
SK
  //
FSK

Vµ
Fλµ

SK
  // Vλ
ou` les fle`ches horizontales sont des immersions ouvertes et Vλ est lisse sur K.
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2. Cas relevable
The´ore`me (2.1). Soient S un k-sche´ma lisse et se´pare´ et f : X → S un
k-morphisme propre et lisse. On suppose qu’il existe un carre´ carte´sien de V-
sche´mas formels
(2.1.1)
X
  jX //
h

X
h

S
 
jS
// S ,
de re´duction mod m e´gale a`
(2.1.2)
X
 
jX //
f

X
f

S
 
jS
// S ,
ou` S est propre sur V, h est propre, h est propre et lisse et les j sont des
immersions ouvertes.
Soit E ∈ F a-Isoc†(X/K) et Eˆ = E son image dans F a-Isoc(X/K). Alors,
pour tout entier i > 0
(1) Ei := R
ifrig∗(X/S, E) ∈ F a-Isoc
†(S/K)
(2) Soient Eˆi = j
∗
S
(Ei), Ei = Rifconv∗(X/S, E) et φEi : F
∗
S Ei → Ei,
φEi : F
∗
S Ei → Ei les isomorphismes de Frobenius. Le diagramme com-
mutatif d’isomorphismes ci-dessous de´finit φEˆi et permet les identifica-
tions canoniques
j∗
S
(φEi) = φEˆi = φEi
j∗
S
F ∗S R
ifrig∗(X/S, E)
∼
j∗
S
(φEi)
//
≃

j∗
S
Rifrig∗(X/S, E)
F ∗S j
∗
S
Rifrig∗(X/S, E)
∼
φ
Eˆi
//
≃

j∗
S
Rifrig∗(X/S, E)
≃

F ∗S R
ifconv∗(X/S, E)
∼
φEi
// Rifconv∗(X/S, E).
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De´monstration. L’image inverse F ∗σ Ei par Frobenius s’obtient [B 3, (2.3.7)]
en appliquant le foncteur de changement de base
σ∗ : Isoc†(S/K) −→ Isoc†(S(q)/K)
puis le foncteur image inverse par le Frobenius FS/k : S → S(q).
Comme σ est fixe´ on notera F ∗σ E = F
∗
S E. Il nous reste donc a` de´finir l’iso-
morphisme de Frobenius φEi de Ei.
Quitte a` de´composer S en somme de ses composantes connexes il suffit
de de´finir φEi sur chacune de ces composantes connexes. Soit Sα un ouvert
affine d’une composante connexe S0 de S : comme le foncteur
F a-Isoc†(S0/K) −→ F
a-Isoc†(Sα/K)
est pleinement fide`le [Et 5, the´o 4], il suffit de de´finir φEi sur Sα.
Soit jsα : Sα = Spec A0 →֒ S l’immersion ouverte et A une V-alge`bre lisse
relevant A0. D’apre`s (1.2.3) on a un diagramme commutatif de V-sche´mas
formels de type fini, a` carre´ carte´sien
(2.1.3)
Sα
S
′′
α
vSα
??
v
S
′
α

Sα
 
j
S
′
α
//
)
	
j
S
′′
α
66mmmmmmmmmmmmmmmmmmm+

jSα
99rrrrrrrrrrrrrrrrrrrrrrrrrrrrrr
Fα

S
′
α
Fα

Sα
 
jSα // Sα
ou` Sα = SpfAˆ, Sα est propre sur V, vS′α et vSα sont propres, Fα est un
rele`vement fini et plat du Frobenius FSα de Sα, Fα est fini et les j sont
des immersions ouvertes. Notons jT α : Tα := Sα ×V S −→ T α := Sα ×V S
l’immersion ouverte et uα : T α −→ Sα, vα : T α −→ S les projections ; soient
T α (resp. Tα) la re´duction de Tα (resp. Tα) mod m et S˜α l’image sche´matique
de Sα plonge´ diagonalement dans Tα :
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Sα
 
jS˜α
// S˜α
 
iTα //
iS˜α
66T α
 
iT α // T α
jS˜α est une immersion ouverte et les i des immersions ferme´es. On a alors un
diagramme commutatif a` carre´s verticaux carte´siens
(2.1.4)
X
f

 
jX // X
f

 
iX // X
h

S
  jS // S
  iS // S
Xα
fα

2

jXα
DD

















  // X
f

 
iX //




































X
h





































Sα
  jα //
jSα
DD
S
  iS //
id
DD
S
id




































Xα
  //
fα

id




































X˜α
  //

Y α

  //
DD

















Yα
hα

DD

















Sα
 
jS˜α
//
id
DD
S˜α
  // Tα
  //
DD
T α .
vα
DD

















Ainsi on a une suite d’isomorphismes
j∗Sα R
ifrig∗(X/S, E)−˜→R
ifαrig∗(Xα/S, j
∗
XαE) [II, the´o(3.4.4)]
(2.1.5) ≃ v∗αKR
ifαrig∗(Xα/S, j∗XαE) [B 3, (2.3.6), (2.3.2) (iv)]
→˜Rifαrig∗(Xα/Tα, j∗XαE) [II, the´o (3.4.4)].
On est donc ramene´ a` construire un isomorphisme de Frobenius sur
Rifαrig∗(Xα/Tα, j
∗
XαE) ∈ Isoc
†(Sα/K).
A partir du carre´ commutatif
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Tα
 
j
T ′α //
FTα :=Fα×1

T
′
α := S
′
α ×V S
Fα×1=:FT ′α

Tα
 
jT α
// T α = Sα ×V S
,
de´duit de (2.1.3), et du carre´ carte´sien
Yα
  //
hα

Yα
hα

Tα
 
jT α
// T α
,
ou` les fle`ches j sont des immersions ouvertes, on forme les diagrammes com-
mutatifs a` carre´s carte´siens
(2.1.6)
Xα
fα

// Yα

  // Yα
hα

  // Yα
hα

X
(q/Sα)
α
//
f
(q)
α

;;xxxxxxxxx
Y ′α
  //

??        
Y ′α

??
  // Y
′
α
>>~~~~~~~~

Sα
iα // Tα
  iTα // Tα
 
jT α // Tα
Sα iα
//
FSα
;;
Tα
 
iTα
//
FSα×1
??
Tα
 
j
T ′α
//
FTα
??
T
′
α
F
T
′
α
>>~~~~~~~~
(ou` iα et iTα sont des immersions ferme´es), et
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(2.1.7)
Xα
fα

 
jX˜α // X˜α
f˜α

// Yα
hα

X
(q/Sα)
α
  //
f
(q)
α

πXα
;;xxxxxxxxx
X˜ ′α
//
f˜ ′α

>>~~~~~~~~
Y
′
α
h
′
α

==zzzzzzzz
Sα
 
jS˜α // S˜ ′α
 
iS˜α // T
′
α
Sα
 
jS˜′α
//
FSα
<<
S˜ ′α
 
iS˜′α
//
F˜α
??
T
′
α .
F
T
′
α
=={{{{{{{{
D’apre`s [II, the´o (3.4.4)] on a un isomorphisme
(2.1.8) F ∗SαR
ifα rig∗(Xα/Tα, j∗XαE)→˜R
if
(q)
α rig∗(X
(q/Sα)
α /T
′
α, π
∗
Xα j
∗
XαE).
Notons vT α := vSα × 1S : T
′′
α = S
′′
α ×V S → T α = Sα ×V S et vT ′α :=
vS′α
× 1S : T
′′
α = S
′′
α ×V S → T
′
α = S
′
α ×V S ; de (2.1.3) on de´duit un dia-
gramme commutatif
T α
Sα // Tα
 
j
T
′′
α // v
j
T
′
α ))SS
SSS
SSS
SSS
SSS
SSS
SSS
SS
( 
jT α
55kkkkkkkkkkkkkkkkkkkkkk
T
′′
α
v
T ′α
?
??
??
??
vT α
??~~~~~~~~
T
′
α
ou` les j sont des immersions ouvertes et Sα → Tα une immersion.
On a un diagramme commutatif dont les carre´s verticaux sont carte´siens,
de meˆme que le carre´ horizontal 1© en bas a` droite
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(2.1.9)
X(q/Sα)
f
(q)
α

  // X˜ ′α
f˜ ′α

// Y
′
α
h
′
α

X(q/Sα)
  //
f
(q)
α

id
uuuuuuuuuuu
uu
uu
uu
uu
X˜ ′′α
//
f˜ ′′α

??~~~~~~~~
Y
′′
α
h
′′
α

=={{{{{{{{{
Sα
 
jS˜′α // S˜ ′α
 
iS˜′α // T
′
α
Sα
 
jS˜′′α
//
id
u
u
u
u
u
u
u
u
u
S˜ ′′α
 
iS˜′′α
//
??
1©
T
′′
α .
v
T ′α
=={{{{{{{{
D’apre`s [II, (3.4.4)], v∗
T ′αK
induit un isomorphisme
(2.1.10) Rif
(q)
α rig∗(X
(q/Sα)
α /T
′
α, π
∗
Xα
j∗XαE)→˜R
if
(q)
α rig∗(X
(q/Sα)/T
′′
α, π
∗
Xα
j∗XαE) :
en effet on peut appliquer [loc.cit.] car le morphisme propre vT ′α , e´tant e´tale
au voisinage de Sα, il induit [B 3, (1.3.5)] un isomorphisme entre un voisinage
strict de ]Sα[T ′′α
dans T
′′
αK et un voisinage strict de ]Sα[T ′α
dans T
′
αK .
Notons T
′′
α la re´duction de T
′′
α mod m, vTα la re´duction de vT α mod m et S˜
′′′
α
l’adhe´rence sche´matique de Sα dans T ′′α ; on a un diagramme commutatif ou`
les carre´s 1© et 2© sont carte´siens
(2.1.11)
S˜ ′′α  o
i′′
>
>>
>>
>>
>>
>>
>>
>>
>>
>>
>
S˜ ′′′α  q
i′′′
""F
FF
FF
FF
FF
-

i′
;;wwwwwwwwww
v−1
Tα
(S˜α)
  //
vS˜α

1©
T
′′
α
  //
vTα

2©
T
′′
α
vT α

Sα
 
jS˜α
//
4
jS˜′′′α
GG
S˜α
 
iTα
// T α
  // T α
ou` les j (resp. les i) sont des immersions ouvertes (resp. ferme´es). Posons
vα = vS˜α ◦ i
′′′.
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Soit f˜ ′′′α : X˜
′′′
α → S˜
′′′
α l’image inverse de f˜
′′
α : X˜
′′
α → S˜
′′
α par i
′ : S˜ ′′′α →֒ S˜
′′
α. On
a un diagramme commutatif
(2.1.12)
X(q/Sα)
  //
f
(q)
α

X˜ ′′′α
  //
f˜ ′′′α

Y ′′α
h
′′
α

Sα
 
jS˜′′′α // S˜ ′′′α
iT

 
iS˜′′′α // T ′′α
v
T ′′α

Sα
 
jS˜α // S˜α
 
iS˜α // Tα
ou` les j (resp. les i) sont des immersions ouvertes (resp. ferme´es). Comme
vT α est e´tale au voisinage de Sα et que vα est propre on de´duit de [B 3, the´o
(1.3.5)] que vT αK induit un isomorphisme entre un voisinage strict de ]Sα[T ′′α
dans ]S˜ ′′′α [T ′′α et un voisinage strict de ]Sα[T α dans ]S˜α[T α . Par suite [II, the´o
(3.4.4)] vT αK induit un isomorphisme
(2.1.13)Rif
(q)
α rig∗(X
(q/Sα)
α /T ′′α, π∗Xα j
∗
Xα
E)→˜Rif (q)α rig∗(X
(q/Sα)/T α, π∗Xα j
∗
Xα
E).
Par composition des isomorphismes (2.1.8), (2.1.10) et (2.1.13) on obtient
un isomorphisme induit par πXα : X
(q/Sα)
α → Xα
(2.1.14)
F ∗Sα R
i fαrig∗(Xα/Tα; j∗Xα E)
∼ //
≃

Ri f
(q)
αrig∗(X
(q/Sα/T α; π∗Xαj
∗
XαE)
F ∗
T
′
αK
Rifαrig∗(Xα/Tα; j∗XαE).
Si l’on prend l’image inverse de cet isomorphisme par jT ′α
: Tα → T
′
α,
on voit aise´ment en suivant les diagrammes pre´ce´dents que l’on obtient l’iso-
morphisme en cohomologie convergente, induit par πXα :
(2.1.15) F ∗SαR
ifα conv∗(Xα/Tα, j∗XαE) →˜ R
if
(q)
α conv∗(X
(q/Sα)/Tα, π∗Xα j
∗
XαE)
ou` l’on a, comme pour (2.1.5), un isomorphisme
(2.1.16) j∗SαR
ifconv∗(X/S, E) →˜ Rifα conv∗(Xα/Tα, j∗XαE).
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Si FS˜α de´signe le Frobenius (puissance q) de S˜α, on notera X˜
(q/S˜α)
α le
produit fibre´ de´fini par le diagramme a` carre´ carte´sien
X˜α
FX˜α/S˜α//
f˜α ##F
FF
FF
FF
FF
F
FX˜α

X˜
(q/S˜α)
α
πX˜α //
f˜
(q)
α

X˜α
f˜α

S˜α FS˜α
//
 _
iS˜α

S˜α
Tα .
Le calcul de Rif
(q)
α rig∗(X
(q/Sα)/T α, π∗Xα j
∗
Xα
E) e´tant inde´pendant de la com-
pactification deX(q/Sα) choisie [B 5, (3.1.11), (3.1.12), (3.2.3)], nous choisirons
dore´navant X˜
(q/S˜α)
α [C-T, § 10] comme compactification de X(q/sα) au lieu de
X˜ ′′′α . Conside´rons le diagramme commutatif
Xα
FXα/Sα //
 _
jX˜α

X
(q/Sα)
α

X˜α
FX˜α/S˜α //
iS˜α◦f˜α

X˜
(q/S˜α)
α
iS˜α◦f˜
(q)
α

T α T α;
FXα/Sα de´finit par fonctorialite´ [B 5, (3.1.11) (ii), (3.1.12) (i)] ou [C-T,
(10.5.2)] un morphisme
(2.1.17)
F ∗Xα/Sα : R
if
(q)
α rig∗(X
(q/Sα)/T α; π∗Xα j
∗
Xα
E) // Rifα rig∗(Xα/T α;F ∗Xα/Sαπ
∗
Xαj
∗
XαE)
≃

Rifα rig∗(Xα/T α; j∗XαF
∗
XE)
≃ // Rifα rig∗(Xα/T α;F ∗Xα j
∗
XαE).
Par image inverse par jT α : Tα →֒ T α il fournit le morphisme en coho-
mologie convergente, induit par FXα/Sα
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(2.1.18) F ∗Xα/Sα : R
if
(q)
α conv∗(X
(q/Sα)/Tα, π∗Xα j
∗
XαE)→ R
ifα conv∗(Xα/Tα, F ∗Xα j
∗
XαE).
Enfin, l’isomorphisme de Frobenius de E, φE : F
∗
X→˜E, fournit par fonc-
torialite´ un isomorphisme
(2.1.19) Rifα rig∗(Xα/T α, j∗XαF
∗
XE) →˜ R
ifα rig∗(Xα/T α, j∗XαE),
dont l’image inverse par jT α : Tα → T α est l’isomorphisme induit en coho-
mologie convergente par φE : F
∗
X E →˜ E ,
(2.1.20) Rifα conv∗(Xα/Tα, j∗XαF
∗
XE) →˜ R
ifα conv∗(Xα/Tα, j∗XαE).
En composant les morphismes (2.1.14), (2.1.17) et (2.1.19) [resp. (2.1.15),
(2.1.18) et (2.1.20)] on obtient le morphisme de Frobenius souhaite´
(2.1.21) φEαi : F
∗
SαR
ifα rig∗(Xα/T α, j∗XαE) → R
ifα rig∗(Xα/T α, j∗XαE)
[resp.
(2.1.22) φEαi : F
∗
SαR
ifα conv∗(Xα/Tα, j∗XαE) → R
ifα conv∗(Xα/Tα, j∗XαE)
qui est l’image inverse de φEαi par jT α].
D’apre`s le [III, the´o (3.3.1)] φEαi est un isomorphisme : nous allons en
de´duire que φEαi est un isomorphisme, ce qui ache`vera la preuve du the´ore`me.
On a un diagramme commutatif
(2.1.23)
S˜α
iTα

 p
iS˜α
  A
AA
AA
AA
A
v

Sα
/

jS˜α
??~~~~~~~~
 o
jSα   @
@@
@@
@@
@ T α
u′α

 
iTα
// T α
uα

Sα
 
iSα
// Sα
ou` jSα (resp. u
′
α) est la re´duction mod m de jSα : Sα →֒ Sα (resp. de
uα : Tα → Sα) : les j (resp. les i) sont des immersions ouvertes (resp. ferme´es).
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De meˆme le triangle commutatif
Tα = Sα ×V S
uα

Sα
+

∆
88qqqqqqqqqqqq
id MMM
MMM
MMM
MMM
M
MMM
MMM
MMM
MMM
M
Sα
ou` ∆ est le morphisme diagonal et uα la projection (uα est lisse), fournit un
triangle commutatif
(2.1.24)
Tα
uα

Sα
.

i′
>>}}}}}}}}
 
i
// Sα
ou` i et i′ sont des immersions ferme´es.
D’apre`s [B 3, (2.3.1)] le foncteur u∗αK induit une auto-e´quivalence de la
cate´gorie F a-Isoc(Sα/K) : en composant un foncteur quasi-inverse canon-
ique a` u∗K (cf. [B 5, (3.1.10)]) avec l’e´quivalence de cate´gories du [III, cor
(1.2.3)] on constate que la donne´e de l’isomorphisme φEαi correspond a` la
donne´e d’un isomorphisme
φM :M
σ−˜→ M
de AˆK-modules projectifs de type fini commutant aux connexions.
De meˆme, d’apre`s [B 3, (2.3.5)] le morphisme propre v de (2.1.23) induit
l’auto-e´quivalence v∗ = u∗αk de Isoc
†(Sα/K) : en composant un foncteur quasi-
inverse a` v∗ avec l’e´quivalence de cate´gories de [B 3, (2 ;5 ;2) (ii)], on constate
que la donne´e du morphisme φEαi correspond a` la donne´e d’un morphisme
φM :M
σ −→M
de A†K-modules projectifs de type fini commutant aux connexions.
Ce qui pre´ce`de peut eˆtre formalise´ par un diagramme commutatif de fonc-
teurs entre cate´gories
144 j.-y. etesse
(2.1.25)
Conn†(A†K)
G

Isoc†(Sα/K)
Γ(SαK,−)
≃
oo
u∗αK
≃
//
j∗
SαK

Isoc†(Sα/K)
j∗
T αK

Conn∧(AˆK) Isoc(Sα/K)
Γ(SαK,−)
≃
oo
u∗αK
≃
// Isoc(Sα/K)
ou` les fle`ches verticales sont les foncteurs d’oubli et les fle`ches horizontales
des e´quivalences de cate´gories : pour les notations et re´sultats cf. [III, (1.1)
et prop. (1.2.1)]. Ainsi on a un carre´ commutatif
G(φM) : G(M)σ //
≃

G(M)
≃

φM :Mσ
∼ //M ,
donc G(φM) est un isomorphisme : par fide`le platitude de AˆK sur A
†
K on en
de´duit que φM est un isomorphisme. Par suite φEαi est un isomorphisme. 
Remarque (2.2).
(i) En fait on a prouve´, plus pre´cise´ment, que le morphisme (2.1.17) in-
duit par FXα/Sα est un isomorphisme.
(ii) Pour construire le morphisme de Frobenius φEi nous n’avons pas sup-
pose´ l’existence d’un rele`vement a` S du Frobenius de S, contrairement
a` [C-T, 12.2].
3. Cas propre et lisse
The´ore`me (3.1). Soient S un k-sche´ma lisse et se´pare´ et f : X → S un
k-morphisme projectif et lisse satisfaisant aux proprie´te´s de [II, (3.4.8.2)] ou
[II, (3.4.8.6)] ou [II, (3.4.9)]. Alors
(3.1.1) Pour tout entier i > 0, on a un diagramme commutatif de foncteurs
naturels induits par f et de´finis en [II, (3.4.8.5)]
F a-Isoc†(X/K)
Rifrig∗ //

F a-Isoc†(S/K)

F a-Isoc(X/K)
Rifconv∗ // F a-Isoc(S/K)
ou` les fle`ches verticales sont les foncteurs d’oubli.
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(3.1.2) Le foncteur Rifrig∗ pre´ce´dent est compatible aux changements de base
entre k-sche´mas lisses et se´pare´s (en particulier il commute aux passages aux
fibres en les points ferme´s de S), c’est-a`-dire : pour tout carre´ carte´sien
X ′
g′ //
f ′

X
f

S ′ g
// S
ou` S ′ est un k-sche´ma lisse et se´pare´ et E ∈ F a-Isoc†(X/K) on a un iso-
morphisme de changement de base
g∗Rifrig∗(E)−˜→R
if ′rig∗(g
′∗(E))
compatible aux connexions et aux Frobenius.
De´monstration.
Pour (3.1.1). Vu la de´finition locale sur S de Rifrig∗ [cf [II, (3.4.8.5)]) on
peut supposer S affine lisse et connexe et se ramener au cas de [II, (3.4.8.2)] :
alors f est relevable comme dans le the´ore`me (2.1) ci-dessus qu’il suffit d’ap-
pliquer, d’ou` la conclusion.
Pour (3.1.2). Soient V = Spec A0
jU0
→֒S un ouvert affine de S et Y =
Spec B0 →֒
j′Y0
S ′ un ouvert affine de V ′ = S ′ ×S V ; on note ψV Y : Y → V ,
le morphisme induit par g. Soient A = V[t1, ..., tn]/(f1, ...fr) une V-alge`bre
lisse relevant A0, U = Spec A et U la fermeture projective de U dans PnV ,
S et S leurs comple´te´s formels respectifs, jS l’immersion ouverte S →֒ S,
et posons XV = X ×S V , et V = U mod.π. Si V (resp. Y ) parcourt un
recouvrement ouvert affine de S (resp. de V ′) alors Y parcourt un recouvre-
ment ouvert affine de S ′ ; or la donne´e de Rifrig∗(E) (resp. de g
∗Rifrig∗(E))
e´quivaut a` la donne´e des j∗VR
ifrig∗(E) (resp. des j
′∗
Y g
∗Rifrig∗(E)), donc la
donne´e de g∗Rifrig∗(E) e´quivaut a` celle des
ψ∗V Y j
∗
V R
ifrig∗(E) = ψ
∗
V Y R
ifrig∗(XV /S, EXV ).
Puisque ψ := ψV Y est de type fini on peut choisir une pre´sentation B0 =
A0[x1, ..., xd]/(g1, ..., gs) de B0 sur A0 : notons Y (resp. Y) le comple´te´ formel
de AdU (resp. de P
d
U
), Y l’adhe´rence sche´matique de Y dans Pd
U
, ψ : Y → V le
morphisme canonique et jY : Y →֒ Y , jY : Y →֒ Y les immersions ouvertes ;
θ : Y → S, θ : Y → S de´signerons les projections canoniques. D’ou` un
diagramme commutatif
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Y
  //
ψ

Y
θ

Y
  //
ψ

/

??        
Y

.
 jY
>>||||||||
V
θ // S
V
  //
/

??
S .
.
 jS
==||||||||
Ainsi [B 3, (2.3.2) (iv)]
ψ∗Rifrig∗(XV /S, EXV ) = θ
∗
Rifrig∗(XV /S, EXV )
et j∗
Y
θ
∗
Rifrig∗(XV /S, EXV )
= θ∗j∗
S
Rifrig∗(XV /S, EXV )
= θ∗Rifconv∗(XV /S, EˆXV ) [II, (3.4.4)]
= ψ∗Rifconv∗(XV /S, EˆXV ) = ψ
∗(Rifconv∗(Eˆ)|V )
= (g∗(Rifconv∗(Eˆ))|Y
ou` Eˆ est l’isocristal convergent associe´ a` E.
De meˆme on a
j∗
Y
j′∗Y R
if ′rig∗(g
′∗(E)) ≃ Rif ′conv∗(X
′
Y /Y , g
′∗(Eˆ)X′Y )
≃ (Rif ′conv∗(g
′∗(Eˆ)))|Y .
Or le the´ore`me [III, (3.2.1)] fournit un isomorphisme de changement de
base
g∗Rifconv∗(Eˆ) →˜ R
if ′conv∗(g
′∗(Eˆ)) ;
donc par le the´ore`me de pleine fide´lite´ pour les F -isocristaux de Kedlaya
[Ked 2, theo 1.1] on en de´duit un isomorphisme
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g∗Rifrig∗(E) →˜ R
if ′rig∗g
′∗(E)
compatible aux connexions et aux Frobenius. 
The´ore`me (3.2). Soient S =
n∐
α=1
Sα un k-sche´ma lisse et se´pare´, de´compose´
en la somme de ses composantes connexes, et f : X → S un k-morphisme
propre et lisse ve´rifiant la proprie´te´ P suivante :
P
{
Il existe un ouvert dense U ⊂ Xquasi-projectifsur S tel que
pour tout α ∈ [[1, n]] on ait Sα\f(X\U) 6= φ.
Alors
(3.2.1) La proprie´te´ (P) e´quivaut a` dire que f est ge´ne´riquement pro-
jective, i.e. qu’il existe un ouvert dense V ⊂ S tel que l’application
fV : XV = XXSV → V induite par f soit projective et lisse.
(3.2.2) Supposons k parfait, e 6 p−1 et que le fV de (3.2.1) satisfait aux
hypothe`ses de [II, (3.4.8.2)] ou [II,(3.4.8.6)] ou [II, (3.4.9)]. Si E ∈
F a-Isoc†(X/K)plat a pour image E ∈ F a-Isoc(X/K), alors :
(i) E i = Rifconv∗(E) ∈ F a-Isoc(S/K),
(ii) Il existe Ei ∈ F a-Isoc†(S/K), unique a` isomorphisme pre`s, tel que
E i soit l’image de Ei par le foncteur d’oubli
F a-Isoc†(S/K) −→ F a-Isoc(S/K)
Ei 7−→ Êi = E i.
De´monstration.
Prouvons (3.2.1). Si f est ge´ne´riquement projective et lisse on prouve facile-
ment qu’elle ve´rifie (P).
Re´ciproquement supposons que f ve´rifie (P).
Par le lemme de Chow pre´cis de Gruson-Raynaud [R-G, I, cor 5.7.14] il
existe un e´clatement U -admissible g : X ′ → X, avec X ′ quasi-projectif sur
S : en particulier g induit un isomorphisme
gU : U
′ = g−1(U) −˜→ U .
De plus, comme f et g sont propres, le morphisme compose´ f◦g : X ′ → X est
projectif [EGA II, (5.5.3) (ii)]. L’image du ferme´ Z := X\U par le morphisme
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propre f est un ferme´ f(Z) de S et l’ouvert V = S\f(Z) =
∐
α
(Sα\f(X−U))
est non vide par hypothe`se : comme Sα est connexe et inte`gre, l’ouvert non
vide Vα := Sα\f(X\U) de Sα est dense, donc l’immersion ouverte j : V →֒ S
est dominante. D’autre part l’ouvert XV = X ×S V de X ne rencontre pas
f−1(f(Z)), donc XV est un ouvert de U : par suite l’isomorphisme gU induit
un isomorphisme
gV : X
′
U = g
−1(XV )−˜→XV .
Notons fV : XV → V la restriction de f ; le morphisme compose´ fV ◦ gV ,
restriction du morphisme projectif f ◦ g, est lui aussi projectif : ainsi fV est
projectif, d’ou` (3.2.1).
Prouvons le (3.2.2). Le (i) est mis pour me´moire, car prouve´ en [III, (3.3.1)].
Pour le (ii) conside´rons le carre´ carte´sien
XV
  j
′
//
fV

X
f

V
  j // S;
on a un isomorphisme de changement de base en cohomologie convergente
[III, (3.3.1)]
(3.2.2.1) j∗Rifconv∗(E)−˜→RifV conv∗(j′∗(E)) =: E iV ,
ou` E de´signe l’image deE par le foncteur d’oubli F a-Isoc†(X/K)→ F a-Isoc(X/K),
E 7→ Eˆ = E .
Pour la suite de la de´monstration on peut supposer S connexe, inte`gre : quitte
a` restreindre V on peut supposer V affine, lisse et connexe, V = Spec A0.
On utilise alors les notations introduites dans la de´monstration du the´ore`me
(3.1) : jS : S = Spf Aˆ →֒ S. De plus fV se rele`ve en un morphisme projectif
et lisse h : X → S s’inse´rant dans un carre´ carte´sien de V-sche´mas formels
X
  //
h

X
h

S
 
jS
// S
ou` h est projectif [I, the´o (3 ;3)]. En notant EiV = R
ifV rig∗(XV /S, j′∗(E)), le
the´ore`me (3.1) prouve que EiV ∈ F
a-Isoc†(V/K). On peut appliquer le [II,
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(3.4.4)] qui fournit un isomorphisme
(3.2.2.2) ÊiV −˜→ E
i
V
compatible aux Frobenius. Par le the´ore`me 2 de [Et 5], les isomorphismes
(3.2.2.1) et (3.2.2.2) assurent l’existence de Ei ∈ F a-Isoc†(S/K) tel que
E i = Êi et EiV = j
∗(Ei).
L’unicite´ de Ei a` isomorphisme pre`s provient de la pleine fide´lite´ du foncteur
d’oubli F a-Isoc†(S/K)→ F a-Isoc(S/K) e´tabli par Kedlaya [Ked 2, theo 1.1].
D’ou` le the´ore`me. 
4. Cas fini e´tale
The´ore`me (4.1). Soient S un k-sche´ma lisse et se´pare´ et f : X → S un
k-morphisme fini e´tale. Alors, pour tout entier i > 0, f induit des foncteurs
canoniques
Rifrig∗ : Isoc
†(X/K) −→ Isoc†(S/K)
Rifrig∗ : F
a-Isoc†(X/K) −→ F a-Isoc†(S/K)
et Rifrig∗(E) = 0 pour tout i > 1.
De´monstration. Soient S0 = Spec A0 →֒ S un ouvert affine et A1, A2 deux
V-alge`bres lisses relevant A0. On pose S1 = Spec A1, S2 = Spec A2 ; par la
me´thode du [I, the´o (3.1)] on a des compactifications S1 := P1, S2 := P2 de
S1 et S2 et on note S0 l’adhe´rence sche´matique de S0 plonge´ diagonalement
dans S1 ×V S2. En de´signant par f0 la restriction de f a` X0 = f−1(S0) et
par S1, S2, S1, S2 les comple´te´s formels de S1, S2, S1, S2 respectivement, le
the´ore`me (3.1) du I fournit des carre´s carte´siens, i = 1, 2,
Xi //
hi

Xi
hi

Si
  // Si
ou` hi est fini, hi est fini e´tale et re´le`ve f0 ; d’ou` deux cubes commutatifs
(i = 1, 2)
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Xi
  //
hi

X i
hi

X1 ×V X2
  //
h1×h2

uXi
::vvvvvvvvvv
X 1 ×V X 2

uX i
::tttttttttt
Si
h1×h2 // Si
S1 ×V S2 //
uSi
::
S1 ×V S2 .
uSi
::tttttttttt
Par le the´ore`me [II, (3.4.1)] on sait que pour E ∈ Isoc†(X/K) et E0 sa re-
striction a` X0, alors R
if0rig∗(X0/S1, E0) et Rif0rig∗(X0/S2, E0) sont e´le´ments
de Isoc†(S0/K) : de plus ils sont nuls pour i > 1 car h1 et h2 sont finis. De
plus le the´ore`me [II, (3.4.4)] fournit des isomorphismes de changement de
base
u∗
Si
: f0rig∗(X0/Si, E0)−˜→f0rig∗(X0/S1 ×V S2, u
∗
X i
E0);
d’ou` un isomorphisme
f0rig∗(X0/S1, E0)−˜→f0rig∗(X0/S2, E0) ,
et cet isomorphisme ve´rifie la condition de cocycles pour trois re´le`vements
S1, S2, S3 de S0.
Par suite f induit un foncteur
frig∗ : Isoc
†(X/K) −→ Isoc†(S/K)
puisque les constructions se recollent sur les ouverts de S. On pouvait aussi
conclure en appliquant [II, (3.4.8)].
La construction du Frobenius e´tant locale, on peut, pour montrer que
frig∗ induit un foncteur
frig∗ : F
a-Isoc†(X/K) −→ F a-Isoc†(S/K),
supposer que S est affine et lisse. La construction du the´ore`me (2.1) s’ap-
plique ; le morphisme (2.1.17) est alors un isomorphisme car FX/S est un
isomorphisme puisque f est e´tale : la` on n’a pas besoin d’utiliser les re´sultats
de Ogus via le cas convergent (ou` l’on avait suppose´ e 6 p−1). On en de´duit
directement que φEi est un isomorphisme. D’ou` le the´ore`me. 
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Remarque (4.1.1). Tsuzuki a aborde´ dans [Tsu 1, theo (2.6.3)] la construc-
tion de frig∗(X0/S,−) dans le cas fini e´tale, mais il n’e´tudie pas l’inde´pendance
par rapport a` S et ne prouve pas l’existence d’un V- morphisme fini relevant
le f0 ci-dessus.
The´ore`me (4.2). Soient S un k-sche´ma se´pare´ de type fini, E ∈ Isoc†(S/K)
et f : X → S un k-morphisme fini e´tale galoisien de groupe G.
(4.2.1) Si S est lisse sur k, alors, pour tout entier i > 0, on a des isomor-
phismes canoniques
H irig(S/K,E) −˜→ (H
i
rig(S/K, frig∗f
∗E))G
−˜→ (H irig(X/K, f
∗E))G.
(4.2.2) Si k est parfait, ou si S est affine et lisse sur k, alors, pour tout entier
i > 0, on a des isomorphismes canoniques
H irig,c(S/K,E) −˜→ (H
i
rig,c(S/K, frig∗f
∗E))G
−˜→ (H irig,c(X/K, f
∗E))G.
(4.2.3) Si E ∈ F a-Isoc†(S/K) alors les isomorphismes de (4.2.1) et (4.2.2)
sont compatibles a` l’action du Frobenius.
De´monstration. Par additivite´ de la cohomologie rigide, avec ou sans sup-
ports, on peut supposer, pour le (1) et le (2), que S est connexe.
Pour le (4.2.1), la suite spectrale de Cˇech en cohomologie rigide nous rame`ne
a` S affine et lisse sur k, S = Spec A0. On choisit une V-alge`bre lisse A relevant
A0 et on reprend les notations utilise´es dans la preuve de (3.2.2) : il existe
un carre´ carte´sien de V-sche´mas formels
X
  //
h

X
h

S
  // S
et un syste`me fondamental (Vλ)λ = (Spm Aλ)λ de voisinages stricts de ]S[S
dans SK et λ0 > 1 tel que pour 1 < λ 6 λ0 on ait un diagramme a` carre´s
carte´siens
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(4.2.1.1)
XK
  //
hK

Wλ
  //
hλ

XK
hK

SK
  // Vλ
  // SK
avec hK fini, hK et hλ finis e´tales galoisiens de groupe G [II, (2.3.1)(2)].
(4.2.1.2) Soit Eλ unOVλ-module localement libre de type fini. Pour 1 < µ 6 λ
on note
αλµ : Vµ →֒ Vλ , αλ : Vλ →֒ SK
α′λµ : Wµ →֒Wλ , α
′
λ :Wλ →֒ XK ,
les immersions ouvertes et on pose
j†λ Eλ = lim→
αλµ∗ α
∗
λµ(Eλ),
j′†λ h
∗
λ Eλ = lim
→
α′λµ∗ α
′∗
λµ h
∗
λ (Eλ),
j† Eλ = αλ∗ j
′†
λ Eλ,
j′†λ h
∗
λ(Eλ) = α
′
λ∗ j
′†
λ h
∗
λ (Eλ).
Lemme (4.2.1.3). Avec les notations pre´ce´dentes on a des isomorphismes
canoniques
(i) (hλ∗ h
∗
λ(Eλ))
G −˜→ Eλ.
(ii) (hλ∗ h
∗
λ j
†
λ Eλ)
G −˜→ j†λ Eλ.
(iii) (hK∗ h
∗
K j
† Eλ)
G −˜→ j† Eλ.
De´monstration du lemme (4.2.1.3).
(i) Comme Eλ est localement libre de type fini on a un isomorphisme
hλ∗ h
∗
λ(Eλ) −˜→ hλ∗ h
∗
λ(OVλ)⊗OVλ Eλ,
et l’action de G sur le membre de gauche se fait par l’interme´diaire de
hλ∗ h
∗
λ(OVλ) puisque G agit trivialement sur Eλ : on est ramene´ au cas
E = OVλ qui a e´te´ prouve´ dans la proposition [II, (2.3.1)].
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(ii) On a des isomorphismes
hλ∗ h
∗
λ j
†
λ Eλ ≃ hλ∗ j
′†
λ h
∗
λ Eλ [B3, (2.1.4.7)]
≃ j†λ hλ∗ h
∗
λ Eλ [II, (3.1.4.1)]
≃ hλ∗ h∗λ Eλ ⊗OVλ j
†
λ OVλ [B3, (2.1.3)(ii)].
L’action de G sur hλ∗ h
∗
λ j
†
λ Eλ se fait par l’interme´diaire de hλ∗ h
∗
λ Eλ
puisque G agit trivialement sur j†λ(OVλ) : le (ii) re´sulte alors du (i).
(iii) La preuve est semblable a` celle du (ii) en utilisant cette fois [B 3,
(2.1.4.8)] et [II (3.1.4.2)]. D’ou` le lemme. 
Soit E ∈ Isoc†(S/K) : on choisit le Vλ comme ci-dessus de sorte qu’il
existe un OVλ-module localement libre et cohe´rent Eλ tel que j
†Eλ soit une
re´alisation de E.
La cohomologie rigide H∗rig(S/K;E) est, pour 1 < µ 6 λ, la cohomologie
des complexes
(4.2.1.4)
RΓ(Vµ; j
†
µEµ ⊗OVµ Ω
•
Vµ/K
) ←˜ RΓ(Vλ; j
†
λEλ ⊗OVλ Ω
•
Vλ/K
)
→˜ M ⊗A†K
Ω•
A†K
,
ou` la premie`re fle`che (resp. la deuxie`me) est un isomorphisme (resp. un quasi-
isomorphisme), ou` M := Γ(Vλ; j
†
λ Eλ) est un A
†
K-module projectif de type
fini a` connexion inte´grable [B 3, (2.5.2)], ou` Ω1Vλ/K est localement libre de
type fini sur le faisceau cohe´rent d’anneaux OVλ [II (2.3.1) (2)] et ou` Ω
1
A†K
est
un A†K-module projectif de type fini [Et 5, 1.3].
De meˆme la cohomologie rigide
H∗rig(S/K; frig∗ f
∗ E) (resp.H∗rig(X/K; f
∗ E))
est la cohomologie des complexes
(4.2.1.5) RΓ(Vλ; hλ∗ h
∗
λ(j
†
λEλ)⊗OVλ Ω
•
Vλ/K
)
[resp. des complexes
(4.2.1.6) RΓ(Wλ; h
∗
λ(j
†
λEλ)⊗OWλ Ω
•
Wλ/K
) ].
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Or la formule de projection, jointe au fait que hλ est e´tale, fournit des iso-
morphismes
(4.2.1.7)
hλ∗h
∗
λ(j
†
λEλ)⊗OVλ Ω
•
Vλ/K
≃ hλ∗(h∗λ j
†
λEλ ⊗OWλ h
∗
λ(Ω
•
Vλ/K
))
≃ hλ∗(h∗λ j
†
λEλ ⊗OWλ Ω
•
Wλ/K
) ;
donc les complexes (4.2.1.5) et (4.2.1.6) sont quasi-isomorphes puisque hλ est
fini.
Compte tenu du lemme (4.2.1.3) les isomorphismes
H irig(S/K;E) →˜ H
i
rig(S/K; frig∗f
∗E)G
→˜ H irig(X/K; f
∗E)G
s’e´tablissent comme [Et 2, (3.1.1)].
Pour le (4.2.2), comme la cohomologie rigide ne de´pend que du sche´ma
re´duit sous-jacent, on supposera S re´duit : si k est parfait il existe alors
un ouvert dense U →֒ S avec U affine et lisse sur k et Z := S \ U de dimen-
sion strictement plus petite que celle de S [Et 3, de´m. du the´o 3]. De plus
Hj(G,H irig,c(S/K, frig∗ f
∗E)) = 0 pour j > 1 [S 2, VIII, § 2, cor 1 de prop
4] ; par fonctorialite´ en E de la cohomologie rigide a` supports on en de´duit
un morphisme de suites exactes longues
// H irig,c(U,E|U)

// H irig,c(S,E)

// H irig,c(Z,E|Z)

//
// (H irig,c(U, fUrig∗f
∗
UE|U))
G // (H irig,c(S, frig∗f
∗E))G // (H irig,c(Z, fZrig∗f
∗
ZE|Z))
G //
Par re´currence sur la dimension on est ramene´ a` montrer l’isomorphisme du
(4.2.2) pour S affine et lisse sur k.
Reprenons les notations utilise´es pour la de´monstration du (4.2.1) et con-
side´rons le diagramme commutatif a` carre´s carte´siens
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(4.2.2.1)
XK
  //
hK

Wλ
hλ

Wλ \ XK
h′λ

? _
i′λoo
SK
  // Vλ Vλ \ SK .?
_iλoo
La cohomologie a` supports H∗rig,c(S/K;E)
[resp.H∗rig,c(S/K; frig∗ f
∗ E), resp.H∗rig,c(X/K; f
∗ E)]
est la cohomologie du complexe
(4.2.2.2) RΓ(Vλ; j
†
λEλ ⊗OVλ Ω
•
Vλ/K
−→ iλ∗i∗λ(j
†
λEλ ⊗OVλ Ω
•
Vλ/K
))
[resp.
(4.2.2.3) RΓ(Vλ; hλ∗h
∗
λ(j
†
λEλ)⊗OVλ Ω
•
Vλ/K
→ iλ∗i∗λ(hλ∗h
∗
λ(j
†
λEλ)⊗OVλ Ω
•
Vλ/K
));
resp.
(4.2.2.4) RΓ(Wλ; h
∗
λ(j
†
λEλ ⊗OWλ Ω
•
Wλ/K
→ i′λ∗i
′∗
λ (h
∗
λ(j
†
λEλ)⊗OWλ Ω
•
Wλ/K
))].
Le the´ore`me de changement de base pour un morphisme propre [II, the´ore`me
(3.3.2)] fournit des isomorphismes
iλ∗i
∗
λ(hλ∗h
∗
λ(j
†
λEλ)⊗OVλ Ω
•
Vλ
) ≃ iλ∗i
∗
λhλ∗(h
∗
λ(j
†
λEλ)⊗OWλ Ω
•
Wλ
)
≃ iλ∗h
′
λ∗i
′∗
λ (h
∗
λj
†
λEλ ⊗ Ω
•
Wλ
) ≃ hλ∗i
′
λ∗i
′∗
λ (h
∗
λj
†
λEλ ⊗OWλ Ω
•
Wλ
) ;
donc via (4.2.1.7) les complexes (4.2.2.3) et (4.2.2.4) sont quasi-isomorphes
puisque hλ est fini. L’isomorphisme (4.2.2) du the´ore`me (4.2) en re´sulte,
compte tenu de (4.2.1.3) (ii).
Pour le (4.2.3), on peut supposer S connexe affine et lisse sur V comme ci-
dessus, dont on reprend les notations ainsi que celles de [II, (2.3.1) (2)]. On
fixe un rele`vement FA† : A
† → A†
[resp.FB† : B
†
1
B†
⊗F
A†
// B† ⊗ A†
∼
F
B†/A†
// B†]
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du Frobenius de A0 [resp. de B0] comme dans [Et 5, (1.2)] : par extension
des scalaires on en de´duit FAˆK : AˆK → AˆK et FBˆK : BˆK → BˆK . On a vu en
(1.2.4) qu’on dispose de carre´s carte´siens ou` Fλµ et F
′
λµ sont finis :
(4.2.3.1)
SK = Spm (AˆK)
  //
FSK=Sp FAˆK

Vµ = Spm(Aµ)
Fλµ

SK = Spm (AˆK)
  // Vλ = Spm(Aλ)
et
(4.2.3.2)
XK = Spm (BˆK)
  //
FXK=Sp FBˆK

Wµ = Spm(Bµ)
F ′λµ

XK = Spm (BˆK)
  // Vµ = Spm(Bλ) ;
plus pre´cise´ment, e´tant donne´ λ on trouve µ de la fac¸on suivante : en fixant
des ge´ne´rateurs {xi} de Bλ sur Aλ comme dans la preuve de [II, (2.3.1) (2)],
les e´le´ments FBˆK (xi) sont entiers sur Aλ ⊂ A
†
K , donc a fortiori sur B
†
K =
lim
→
n
Bλ′ : il existe donc µ, 1 < µ 6 λ tel que pour tout i on ait FBˆK (xi) ∈ Bµ.
Comme dans la preuve de [II, (2.3.1) (2)] on peut aussi supposer que pour
tout i et tout g ∈ G on a gBˆK (xi) ∈ Bµ. Ainsi F
′
λµ : Wµ → Wλ (resp.
gλ : Wλ → Wλ est induit par FB† : B
† → B† (resp. gB† : B
† → B†) ; pour
prouver le lemme suivant :
Lemme (4.2.3.3).
gλ ◦ F
′
λµ = F
′
λµ ◦ gµ.
il suffit de prouver le
Lemme (4.2.3.4).
gB† ◦ FB† = FB† ◦ gB† .
Or g ∈ G induit un morphisme gX : X → X tel que gX ◦ FX = FX ◦ gX ,
puisque g(xq) = g(x)q pour toute section x de OX ; d’ou` un diagramme com-
mutatif
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(4.2.3.5)
X
1©
X(q/S)
πXoo
2©
X
FX/S
∼
oo
FX
xx
X
gX
OO
X(q/S)πX
oo
g
(q)
X
OO
X
FX/S
∼oo
gX
OO
.
Le carre´ commutatif 1© se rele`ve en le carre´ commutatif
(4.2.3.6)
B†
1
B†
⊗F
A† //
g
B†

B† ⊗A†
g
B†
⊗1
A†

B† 1
B†
⊗F
A†
// B† ⊗A† .
Par l’e´quivalence de cate´gories B† 7−→ B0 de la cate´gorie des A†-alge`bres
finies e´tales dans la cate´gorie des A0-alge`bres finies e´tales [Et 4, the´o 7], on
rele`ve le carre´ commutatif 2© en le carre´ commutatif
(4.2.3.7)
B† ⊗ A†
g
B†
⊗1
A†

∼
F
B†/A† // B†
g
B†

B† ⊗ A†
∼
F
B†/A†
// B† .
Par composition on a prouve´ (4.2.3.4), donc (4.2.3.3).
Compte tenu de la commutation (4.2.3.3) et de la de´finition de la coho-
mologie rigide (resp. de la cohomologie rigide a` supports compacts) donne´e
en (4.2.1.4), (4.2.1.5), (4.2.1.6) [resp. en (4.2.2.2), (4.2.2.3), (4.2.2.4)] les iso-
morphismes (4.2.1) et (4.2.2) du the´ore`me (4.2) sont compatibles a` l’action
du Frobenius. 
Dans la preuve du the´ore`me (4.2) on a montre´ au passage :
Lemme (4.3). Si S est un k-sche´ma se´pare´ de type fini, f : X −→ S
est fini e´tale (non ne´cessairement galoisien) et E ∈ Isoc†(X/K) on a des
isomorphismes canoniques
158 j.-y. etesse
(1) H irig(X/K;E)−˜→H
i
rig(S/K; frig∗ E).
(2) H irig,c(X/K;E)−˜→H
i
rig,c(S/K; frig∗ E).
(3) Si de plus E ∈ F a-Isoc†(X/K) les isomorphismes du (1) et (2) com-
mutent a` l’action de Frobenius.
Remarques (4.4).
(i) Les re´sultats du lemme (4.3) sont donne´s par Tsuzuki dans [Tsu 1, cor
(2.6.5) et (2.6.6)], sans pre´cisions de de´monstration, notamment pour
le (2) du lemme : nous y avons utilise´ le the´ore`me de changement de
base pour un morphisme propre [II, (3.3.2)], qui n’est pas mentionne´
par Tsuzuki.
(ii) Le (4.2.2) du the´ore`me (4.2) est une e´tape essentielle pour e´tablir
la finiture de la cohomologie rigide a` supports compacts a` coefficients
dans un F -isocristal surconvergent unite´ a` partir de la finitude de la
cohomologie cristalline via la suite exacte longue de localisation en
cohomologie rigide, la preuve de cet isomorphisme crucial n’apparaˆıt
pas dans la de´monstration du the´ore`me 6.1.2 de [Tsu 1].
5. Cas plongeable
5.1. On suppose donne´ un diagramme commutatif
X
  jY //
f

Y
h

S
 
jT
// T ρ
// Spf V
dans lequel f est un morphisme de k-sche´mas se´pare´s de type fini, h et ρ
sont des morphismes propres de V-sche´mas formels, h (resp. ρ) est lisse sur
un voisinage de X dans Y (resp. un voisinage de S dans T ), jY et jT sont des
immersions. De´signons par T (resp. Y ) l’adhe´rence sche´matique de S dans
T (resp. de X dans Y), f : Y → T le morphisme induit par h, iY : Y →֒ Y
l’immersion ferme´e, X1 := f
−1
(S) et f1 : X1 → S le morphisme induit par
f .
On note FS (resp. FX) le Frobenius de S (resp. de X) (e´le´vation a` la
puissance q = pa sur le faisceau structural) ; d’ou` le diagramme commutatif
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X FX

f
((
FX/S !!D
DD
DD
DD
D
X(q)
πX/S //
f(q)

X
f

S
FS
// S .
The´ore`me (5.2).
(5.2.1) Sous les hypothe`ses (5.1) supposons que h
−1
(S) = f
−1
(S) = X ; alors,
pour tout entier i > 0, le morphisme f induit un foncteur
Rifrig∗(X/T ,−) : F
a-Isoc†(X/K) −→ F a-Isoc†(S/K).
(5.2.2) Supposons donne´s des morphismes
S ′
  j
′
// T ′
  ρ
′
// SpfV
ou` ρ′ est un morphisme propre de V-sche´mas formels, S ′ est un k-sche´ma
se´pare´ de type fini, j′ est une immersion et ρ′ est lisse sur un voisinage de
S ′ dans T ′. Alors le foncteur de (5.2.1) commute a` tout changement de base
se´pare´ de type fini S ′ → S : en particulier ce foncteur commute aux passages
aux fibres en les points ferme´s de S.
De´monstration.
Pour (5.2.1), soit (E, φ) ∈ F a-Isoc†(X/K) ; pour tout entier i > 0, on a
d’apre`s [II, (3.4.4)] un isomorphisme
F ∗SR
ifrig∗(X/T , E)
∼
−→Rif (q)rig∗(X
(q)/T , π∗X/S(E)).
L’identite´ de S induit un morphisme
θi : Rif
(q)
rig∗(X
(q)/T , π∗X/S(E))
// Rifrig∗(X/T , F ∗X/Sπ
∗
X/S(E))
Rifrig∗(X/T , F ∗X(E)),
et le Frobenius φ de E induit un isomorphisme
Rifrig∗(X/T , F
∗
XE)
∼
−→Rifrig∗(X/T , E).
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Par composition de ces trois morphismes on obtient le Frobenius deRifrig∗(X/T , E)
(5.2.3) φi : F ∗SR
ifrig∗(X/T , E) −→ Rifrig∗(X/T , E)
et il s’agit de prouver que φi est un isomorphisme : pour c¸a il suffit de prouver
que c’est le cas pour θi. On sait de´ja` que θi est un morphisme d’isocristaux
surconvergents : d’apre`s [B 3, (2.1.11) et (2.2.7)] il suffit de montrer que θi
induit un isomorphisme dans la cate´gorie convergente Isoc(S/K) ; d’apre`s [B-
G-R, 9.4.3/3 et 9.4.2/7] il suffit de le ve´rifier apre`s passage aux fibres de θi en
les points ferme´s s de S. Pour un tel point s notons V(s) =W (k(s))⊗W V et
K(s) le corps des fractions de V(s). D’apre`s [II, (3.4.4)] on a un diagramme
commutatif
Rif
(q)
rig∗(X
(q)/T , π∗X/S(E))s
θs //
≃

Rifrig∗(X/T , F ∗X(E))s
≃

Rif
(q)
s rig∗(X
(q)
s /V(s), EX(q)s )
// Rifs rig∗(Xs/V(s), F ∗Xs(EXs))
H irig(X
(q)
s /K(s), EX(q)s )
// H irig(Xs/K(s), F
∗
Xs(EXs))
H irig,c(X
(q)
s /K(s), EX(q)s )
// H irig,c(Xs/K(s), F
∗
Xs(EXs))
ou` les fle`ches verticales sont des isomorphismes ; or la fle`che horizontale
infe´rieure est un isomorphisme par [E-LS 1, prop 2.1, ou` il faut supposer
X lisse sur Fq dans le cas de la cohomologie sans support]. D’ou` (5.2.1).
L’assertion (5.2.2) re´sulte de [II, (3.4.4)]. 
V. Cohomologie syntomique
1. Site syntomique
1.1. Si X est un sche´ma quelconque, le gros site syntomique de X est
de´fini comme suit [SGA 3, IV, 6.3] : la cate´gorie sous-jacente est celle des
sche´mas sur X et la topologie est engendre´e par les familles finies surjectives
de morphismes syntomiques (i.e. plats et localement intersection comple`te).
On rappelle que les morphismes syntomiques sont ouverts, demeurent syn-
tomiques par changement de base, et sont localement relevables le long d’une
immersion ferme´e. Le gros site (resp. petit site) syntomique de X sera note´
SY NT (X) (resp. synt(X)) et le topos correspondant XSY NT (resp. Xsynt) :
lorsqu’on ne voudra pas distinguer entre les deux situations on notera T (X)
(resp. XT ) l’un ou l’autre de ces deux sites (resp. topos).
Soit j : U →֒ X une immersion ouverte ; j de´finit un couple de foncteurs
adjoints (j∗, j
−1)
UT
j−1
←−→
j∗
XT .
Dans la suite XT sera annele´ par un faisceau d’anneaux A et UT sera annele´
par j−1A, note´ A|U : on note AXT (resp. A|UUT ) la cate´gorie des faisceaux
des A-modules a` gauche sur XT (resp. des A|U -modules a` gauche sur UT ).
Le foncteur
j∗ : AXT −→ A|UUT
admet un adjoint a` gauche j! [Mi, II, Rk 3.18] et [SGA 4, IV, § 14] de´fini par
(1.1.1)
{
j!(F)(X ′) = F(X ′) si X ′ −→ X se factorise par U
et j!(F)(X ′) = 0 sinon ;
j! est exact [loc. cit].
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Remarquons que j∗ est exact puisqu’il admet un adjoint a` droite et un ad-
joint a` gauche.
De meˆme si i : Z →֒ X est une immersion ferme´e, i de´finit un couple de
foncteurs adjoints (i∗, i
−1) :
ZT
i−1
←−→
i∗
XT ;
ZT sera annele´ par i
−1A, note´ A|Z .
Le foncteur
i∗ : AXSYNT −→ A|ZZSYNT
admet un adjoint a` gauche i! [Mi, II, Rk 3.18] et i! est exact [loc. cit.] : en
particulier
i∗ : AXSYNT −→ A|ZZSYNT
est exact.
Le foncteur
i∗ : AXsynt −→ A|ZZsynt
est lui aussi exact graˆce a` [Mi, II, 2.6 et 3.0 p 68] et [EGA 0I , 1.4.12] car les
morphismes syntomiques demeurent syntomiques par changement de base.
De plus le foncteur
i∗ : A|ZZT −→ AXT
est exact, car tout morphisme syntomique se rele`ve, localement le long d’une
immersion ferme´e, en un morphisme syntomique.
1.2. Soient i : Z →֒ X une immersion ferme´e, et j : U →֒ X l’im-
mersion ouverte du comple´mentaire de Z. Pour un X-sche´ma X ′ on note
U ′ = X ′ ×X U , Z ′ = X ′ ×X Z ; tout recouvrement syntomique W ։ Z ′ se
rele`ve localement en W˜ → X ′ syntomique : pour alle´ger l’e´criture on sup-
posera le rele`vement global. Par suite, si U˜ ։ U ′ est surjectif syntomique et
W˜ tel que ci-dessus, alors (U˜ , W˜ ) est un recouvrement syntomique de X ′.
Lemme (1.2.1). Avec les notations de (1.2) et pour F ∈ AXT le carre´
suivant, ou` les fle`ches sont les fle`ches canoniques
F //

j∗j
∗(F)

i∗i
∗(F) // i∗j∗j∗(F)
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est carte´sien.
De´monstration. On notera G le produit fibre´.
Pour un X-sche´ma X ′ on conside`re un recouvrement (U˜ , W˜ ) de X ′ du type
pre´ce´dent : comme U˜ → X ′ et W˜ → X ′ sont deux morphismes syntomiques,
on est ramene´ a` e´tablir l’isomorphisme F →˜ G au-dessus d’un X ′-sche´ma
syntomique W˜ ; la de´monstration se fait donc sur le petit site de X ′. On pose
W = W˜ ×X′ Z ′.
Le faisceau j∗j
∗(F) est le faisceau associe´ au pre´faisceau
W˜ 7−→ F(V ) , avec V := W˜ ×X′ U
′,
et i∗i
∗(F) est le faisceau associe´ au pre´faisceau
W˜ 7−→ lim
→
W ′
F(W ′) ,
la limite e´tant prise sur les diagrammes commutatifs
(1.2.2)
W˜

W ′oo Woo

X ′ Z ′oo
avec W ′ → W˜ syntomique.
De meˆme i∗i
∗j∗j
∗(F) est le faisceau associe´ au pre´faisceau
W˜ 7−→ lim
→
W ′
F(W ′ ×W˜ V ) = lim→
W ′
F(W ′ ×X′ U
′),
avec W ′ comme en (1.2.2). On remarque alors que (V,W ′) est un recouvre-
ment syntomique de W˜ : en effet le W˜ -morphisme W → W ′ fournit une
section du morphisme syntomique W ′ ×W˜ W →W ; ce dernier est donc sur-
jectif et on conclut comme pour le recouvrement (U˜ , W˜ ) de X ′.
Ainsi on a bien un isomorphisme F →˜ G au-dessus de W˜ , d’ou` le lemme. 
Notons T(AXT ) la cate´gorie des triplets (F1,F2, α) ou` F1 ∈A|Z ZT , F2 ∈
A|UUT et α est un morphisme α : F1 → i∗j∗F2 ; les morphismes entre deux
tels triplets sont de´finis de la manie`re naturelle, analogue a` [Mi, II, § 3].
The´ore`me(1.3). Soient i : Z →֒ X une immersion ferme´e de sche´mas et
j : U →֒ X l’immersion ouverte du comple´mentaire de Z. Le foncteur
F 7−→ (i∗F , j∗F , α)
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ou` α est le morphisme canonique α : i∗F → i∗j∗j∗F , induit une e´quivalence
de cate´gories entre AXT et T(AXT ).
De´monstration. La de´monstration est analogue a` celle de Fontaine-Messing
[F-M, 4.4]. Le the´ore`me re´sulte du lemme (1.2.1) par la meˆme me´thode que
pour le site e´tale [Mi, II, theo 3.10]. 
En identifiant AXT et T(AXT ) via le the´ore`me (1.3) on de´finit six fonc-
teurs
(1.4)
i∗oo j!oo
A|ZZT
i∗ //
AXT
j∗ //
AUT
i!oo j∗oo
dont la description est la suivante :
i∗ : F1 ← (F1,F2, α : F1 → i∗j∗F2), j! : (0,F2, 0)← F2
i∗ : F1 7→ (F1, 0, 0) , j∗ : (F1,F2, α : F1 → i∗j∗F2) 7→ F2
i! : Kerα← (F1,F2, α : F1 → i∗j∗F2),
j∗ : (i
∗j∗F2,F2, id : i∗j∗F2 → i∗j∗F2)← F2.
The´ore`me(1.5). Avec les notations pre´ce´dentes on a :
(1) Chaque foncteur est adjoint a` gauche de celui e´crit la ligne au-dessous ;
en particulier on a un isomorphisme de transitivite´ (j1j2)! = j1!j2!.
(2) Les foncteurs i∗, i∗, j
∗, j! sont exacts ; les foncteurs j∗, i
! sont exacts a`
gauche.
(3) Les compose´s i∗j!, i
!j!, i
!j∗, j
∗i∗ sont nuls.
(4) Les foncteurs i∗, j∗ et j! sont pleinement fide`les.
(5) Les foncteurs j∗, j
∗, i!, i∗ envoient les injectifs sur les injectifs.
(6) Pour tout F ∈A XT (resp. F ∈A|U UT ) on a des suites exactes courtes
(6.1) 0 −→ j!j∗F −→ F −→ i∗i∗F −→ 0
(6.2) 0 −→ i∗i!F −→ F −→ j∗j∗F
[resp. (6.3) 0 −→ j!F −→ j∗F −→ i∗i∗j∗F −→ 0].
De plus le couple de foncteurs (i∗, j∗) est conservatif.
De´monstration.
Le (1) et le (2) ont de´ja` e´te´ vus, et l’isomorphisme de transitivite´ (j1j2)! =
j1!j2! re´sulte de la formule (j1j2)
∗ = j∗2j
∗
1 .
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Le (3) et le (4) re´sultent des descriptions (1.4).
Le (5) re´sulte de (1) et (2) et du fait qu’un foncteur avec un adjoint a`
gauche exact pre´serve les injectifs [Mi, III, 1.2].
La suite (6.3)) provient de (6.1) en remarquant que j∗j∗F = F .
Compte tenu des identifications (1.4) la suite (6.1) s’e´crit
0 −→ (0, j∗F , 0) −→ (i∗F , j∗F , α) −→ (i∗F , 0, 0) −→ 0.
Pour de´montrer qu’elle est exacte il nous suffit donc de montrer qu’une suite
de AXT
(6.4) 0 −→ F ′ −→ F −→ F ′′ −→ 0
est exacte si et seulement si les suites
(6.5) 0 −→ i∗(F ′) −→ i∗(F) −→ i∗(F ′′) −→ 0
(6.6) 0 −→ j∗(F ′) −→ j∗(F) −→ j∗(F ′′) −→ 0
de A|ZZT et A|UUT respectivement, sont exactes, i.e. que le couple de fonc-
teurs (i∗, j∗) est conservatif.
L’exactitude de (6.4) entraˆıne celle de (6.5) et (6.6) puisque i∗ et j∗ sont
exacts.
Re´ciproquement, l’exactitude de (6.5) et (6.6) entraˆıne celle des suites
(6.7) 0 −→ i∗i∗(F ′) −→ i∗i∗(F)
ϕZ−→ i∗i
∗(F ′′) −→ 0,
(6.8) 0 −→ j∗j∗(F ′) −→ j∗j∗(F)
ϕU−→ j∗j
∗(F ′′),
(6.9) 0 −→ i∗i∗j∗j∗(F ′) −→ i∗i∗j∗j∗(F) −→ i∗i∗j∗j∗(F ′′),
d’ou` l’exactitude de
(6.10) 0 −→ F ′ −→ F −→ F ′′
graˆce au lemme (1.2.1).
Donc pour tout F ∈A XT on a l’exactitude de la suite
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0 −→ j!j
∗F −→ F −→ i∗i
∗F .
Montrons la surjectivite´ de ρ : F → i∗i∗F . Comme pour le lemme (1.2.1),
dont on utilise les notations, on est ramene´ au petit site de X ′. Soient W˜
un X ′-sche´ma syntomique, V := W˜ ×X′ U ′ et s ∈ i∗i∗(F)(W˜ ) = lim→
W ′
F(W ′),
ou` W ′ est comme dans (1.2.2) : il existe un W ′ et sW ′ ∈ F(W ′) d’image s.
On a vu dans la preuve du lemme (1.2.1) que (V,W ′) est un recouvrement
syntomique de W˜ : notons s′ l’image de s par l’application restriction
i∗i
∗F(W˜ ) −→ i∗i
∗F(W ′)
s 7→ s′ ;
alors sW ′ ∈ F(W ′) a pour image s′ par ρ.
Comme i∗i
∗(F)(V ) = 0, tout sV ∈ F(V ) est un rele`vement de s dans
i∗i
∗(F)(V ) = 0. D’ou` la surjectivite´ de ρ, et l’exactitude de (6.1).
On a alors un diagramme commutatif a` lignes exactes
0 // j!j
∗F //
u

F //
v

i∗i
∗F //
w

0
0 // j!j
∗F ′′ // F ′′ // i∗i∗F ′′ // 0.
L’exactitude de (6.5) et (6.6) et celle des foncteurs j! et i∗ prouve que u et w
sont surjectifs : d’ou` la surjectivite´ de v ; jointe a` l’exactitude de (6.10) ceci
prouve que le couple (i∗, j∗) est conservatif.
L’exactitude de (6.2) en re´sulte via la description de i! fournie en (1.4). 
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2. Cohomologie syntomique a` supports com-
pacts
Soit X un sche´ma se´pare´ de type fini sur un corps k ; on sait par Nagata
que X est ouvert dans un k-sche´ma propre X ; on note j : X →֒ X l’immer-
sion ouverte.
On se place sous les notations de (1.1) : XT est annele´ par un faisceau
d’anneaux A et F est un faisceau de A-modules.
Si F est e´lement de AXsynt, on notera encore F son image inverse dans
AXSYNT par le morphisme de topos XSYNT → Xsynt et pour tout entier i > 0,
on a [E-LS 2, (1.2)]
H i(Xsynt,F) = H
i(XSYNT,F),
et de meˆme pour la topologie e´tale.
Proposition - De´finition (2.1). Sous les hypothe`ses pre´ce´dentes, si A
est de torsion et F un e´le´ment de A|XXT , le complexe RΓ(XT , j! F) est
inde´pendant de la compactification X de X, et sera note´
RΓsynt,c(X,F) ;
ses groupes de cohomologie seront note´s
H isynt,c(X,F)
et appele´s groupes de cohomologie syntomique a` supports compacts.
De´monstration. Si
X
  j
′
//
""F
FF
FF
FF
FF X
′
{{ww
ww
ww
ww
w
Spec k
est une autre compactification de X, on note X
′′
l’image sche´matique de X
plonge´ diagonalement dans X ×k X
′
, j′′ : X →֒ X
′′
l’immersion ouverte et
g : X
′′
→ X, g′ : X
′′
→ X
′
les deux projections (propres).
Il s’agit de montrer que
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(2.2) RΓ(XT , j! F) = RΓ(X
′′
T , j
′′
! F).
Ceci va re´sulter de la proposition plus ge´ne´rale suivante.
Proposition (2.3). Supposons donne´ un carre´ carte´sien de k-sche´mas
X ′
  j
′
//
f

X
′
f

X
  j // X ,
ou` X est propre sur k, f est propre, j, j′ sont des immersions ouvertes. Si
F est un faisceau abe´lien de torsion sur X ′T , alors on a des isomorphismes
RΓ(XT , j! Rf∗ F) ≃ RΓ(XT , Rf ∗ j
′
! F)
≃ RΓ(X
′
T , j
′
! F).
En effet (2.1) re´sulte de (2.3) via le lemme suivant :
Lemme (2.4). Si
X
′′
g

X
.

j′′
>>}}}}}}}}
 p
j   B
BB
BB
BB
B
X
est un triangle commutatif de sche´mas, avec j, j′′ des immersions ouvertes
dominantes, alors X est le produit fibre´ X ×X X
′′
.
De´monstration de (2.4). Soit U ′′ le produit fibre´
X
j′′
$$
id

ϕ
  A
AA
AA
AA
A
U ′′
f

 
j
// X
′′
g

X
 
j
// X .
Puisque f ◦ ϕ = id, ϕ est une immersion ferme´e [EGA I, (4.3.6) (iv)] ; or
ϕ est e´tale, car j˜ ◦ ϕ = j′′ et j˜, j′′ sont e´tales [EGA IV, (17.3.5)]. Ainsi ϕ
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est une immersion ouverte [EGA IV, (17.9.1) ; EGA I, 4.2]. De plus ϕ est
dominante car j′′ l’est ; donc ϕ est surjective, car ϕ est finie. Une immersion
ouverte surjective est un isomorphisme. 
De´monstration de (2.3). Faisons la de´monstration dans le cas des gros topos
syntomiques : pour les petits topos cela re´sulte de l’e´galite´
H i(XSYNT,G) = H
i(Xsynt,G)
valable pour tout faisceau abe´lien G sur synt(X), et tout entier i > 0 [E-LS
2, 1.2] et [Mi, II, prop 3.1]. On de´signe par un ”ET” en indice les gros topos
e´tales [E-LS 2, § 1].
On a un cube commutatif de morphismes de gros topos
X ′SYNT
  j
′
SYNT //
fSYNT

βX′
{{xx
xx
xx
xx
x
X
′
SYNT
fSYNT

β
X
′{{ww
ww
ww
ww
X ′ET
  j
′
ET //
fET

X
′
ET
fET

XSYNT
 
jSYNT
//
βX
{{
XSYNT
βX{{vv
vv
vv
vv
v
ZSYNT
βZ{{ww
ww
ww
ww
w
iSYNToo
XET
 
jET
// XET ZETiET
oo
ou` Z = X \X, et un isomorphisme
RΓ(XSYNT, j! RfSYNT∗ F) ≃ RΓ(XET, RβX∗ jSYNT ! RfSYNT∗ F).
Supposons e´tablie la proposition suivante :
Proposition (2.5). Avec les notations pre´ce´dentes, annelons XSYNT par A
et XET par B = βX∗A. Alors pour tout H ∈ A|XXSYNT on a un isomorphisme
jET! RβX∗(H)
∼
→RβX∗ jSYNT !(H).
Alors on a des isomorphismes
RΓ(XSYNT, j! RfSYNT∗ F) ≃ RΓ(XET, jET! RβX∗ RfSYNT∗ F)
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≃ RΓ(XET, jET! RfET∗ RβX′∗ F)
≃ RΓ(XET, RfET∗ j
′
ET! RβX′∗ F) [SGA 4, XVII, lemme 5.1.6] car F
de torsion.
≃ RΓ(XET, RfET∗ RβX′∗ j
′
SYNT! F) [Prop (2.5)]
≃ RΓ(XET, RβX∗ RfSYNT∗ j
′
SYNT! F)
≃ RΓ(XSYNT, RfSYNT∗ j
′
SYNT! F) ;
d’ou` la proposition (2.3).
Etablissons la proposition (2.5).
Puisque jET! et jSYNT! sont exacts, il suffit de montrer l’isomorphisme
jET! βX∗
∼
→ βX∗jSYNT!.
Par le lemme du serpent applique´ au morphisme de suites exactes
(2.5.1)
0 // jET!βX∗H // _

jET∗βX∗H] //
≃

iET∗i
∗
ETjET∗βX∗H //
≃

0
iET∗i
∗
ETβX∗jSYNT∗H

iET∗βZ∗i
∗
SYNTjSYNT∗H
≃

0 // βX∗jSYNT!H // βX∗jSYNT∗H // βX∗iSYNT∗i
∗
SYNTjSYNT∗H ,
il nous suffit de montrer que, pour tout faisceau G, on a un isomorphisme
(2.5.2) iET∗ i
∗
ET βX∗(G)
ϕ
∼→ iET∗ βZ∗ i
∗
SYNT(G).
Or iET∗ i
∗
ET βX∗(G) est le faisceau associe´ au pre´faisceau
X ′ 7→ i∗ET βX∗(G)(Z ×X X
′
) = lim
→
X′′
βX∗(G)(X
′′)
= lim
→
X′′
G(X ′′) ≃ G(Z ×X X
′
)
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ou` X
′
est un X-sche´ma et la limite inductive est prise sur les diagrammes
commutatifs
X ′′

Z ×X X
′oo

X Zoo
ou` X ′′ est un X-sche´ma ; comme iET∗ βZ∗ i
∗
SYNT(G) a la meˆme description, il
en re´sulte que ϕ est un isomorphisme. 
The´ore`me (2.6). Soient i1 : Z →֒ X une immersion ferme´e entre deux k-
sche´mas se´pare´s de type fini, j1 : ∪ →֒ X l’immersion ouverte du comple´mentaire
et F ∈ AXT , ou` A est un faisceau d’anneaux de torsion. Alors on a une suite
exacte longue de cohomologie syntomique a` supports compacts
→ H isynt,c(U,F|U)→ H
i
synt,c(U,F)→ H
i
synt,c(Z,F|Z)→ H
i+1
synt,c(U,F|U)→
De´monstration. Choisissons une compactification X de X au-dessus de k,
j : X →֒ X l’immersion ouverte dominante et soit Z l’adhe´rence sche´matique
de Z dans X. On a alors un diagramme commutatif a` carre´s carte´siens
(2.6.1)
Z
  j
′
//
 _
i1

Z _
i

X
 
j
// X
U
?
j1
OO
U
?
j
OO
ou` i est une immersion ferme´e et j, j
′
des immersions ouvertes.
En appliquant le foncteur exact j! a` la suite exacte
0 −→ j1! j
∗
1 F −→ F −→ i1∗ i
∗
1 F −→ 0,
on obtient la suite exacte
(2.6.2) 0 −→ j! j∗1 F −→ j! F −→ j! i1∗ i
∗
1 F −→ 0
car j! j1! = j! [The´o (1.5) (1)]. Or l’exactitude des foncteurs i1∗ et i∗, jointe
a` la proposition (2.3), donne un isomorphisme
172 j.-y. etesse
RΓ(XT , j! i1∗ i
∗
1 F
∼
−→RΓ(ZT , j′! i
∗
1 F) ;
ainsi, par application du foncteur RΓ(XT ,−) a` la suite exacte (2.6.2) on
obtient, via (2.1), un triangle distingue´
(2.6.3) RΓsynt,c(U,F|U) −→ RΓsynt,c(X,F) −→ RΓsynt,c(Z,F|Z),
qui fournit a` son tour la suite exacte longue du the´ore`me. 
3. Comparaison avec la cohomologie e´tale et la
cohomologie rigide
3.0. On suppose dans ce § 3 que le corps k contient Fq, q = pa. On
de´signe par C(k) un anneau de Cohen de k de caracte´ristique 0 et par K0 le
corps des fractions de C(k).
Comme en III (3.3), V est un anneau de valuation discre`te complet, d’u-
niformisante π et σ : V → V un rele`vement de la puissance q de k tel que
σ(π) = π construit via [Et 5, 1.1].
On note e l’indice de ramification de V, K = Frac(V), Vσ = Ker{1− σ :
V → V},Vn = V/πn+1V,Vσn = V
σ/πn+1Vσ et Kσ = Frac(Vσ).
Si X est un sche´ma on dit qu’un Vσn -module F sur e´t(X) est localement
trivial (on dit aussi constant-tordu constructible ou encore localement con-
stant constructible) s’il est localement isomorphe a` une somme directe finie
de copies de Vσn : c’est alors la meˆme chose de dire qu’il est localement trivial
sur SYNT(X) [E-LS 2, 5.1].
Un Vσ-faisceau lisse F (localement libre de rang fini) surX est un syste`me
projectif F = (Fn)n∈N ou`, pour tout n, Fn est un Vσn -module localement triv-
ial sur e´t(X) et pour n′ > n, Fn = Fn′ ⊗Vσn . Les K
σ-faisceaux lisses sont les
Vσ-faisceaux lisses a` isoge´nie pre`s.
Pour un Vσ-faisceau lisse F (resp. un Kσ-faisceau lisse FQ) sur X on
pose, pour tout entier i > 0
H isynt,c(X,F) := lim←
n
H isynt,c(X,Fn)
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[resp. H isynt,c(X,FQ) = (lim←
n
H isynt,c(X,Fn))⊗Vσ K
σ] .
Proposition (3.1). Soient X un sche´ma et F un faisceau abe´lien sur e´t(X) ;
on note encore F son image inverse par le morphisme de topos Xsynt → Xe´t.
Alors, pour tout entier i > 0, on a un isomorphisme
H ie´t,c(X,F)
∼
−→H isynt,c(X,F).
De´monstration. Re´sulte de [E-LS 2, 1.3]. 
The´ore`me (3.2). Supposons k se´parablement clos. Soient X un k-sche´ma
se´pare´ de type fini, FQ un Kσ-faisceau lisse sur X et f : Y → X sur k-
morphisme fini e´tale galoisien de groupe G. Alors, pour tout entier i > 0, on
a des isomorphismes de Kσ-espaces vectoriels de dimension finie
H ie´t,c(X,FQ) ≃ H
i
e´t,c(X, f∗f
∗FQ)
G ≃ H ie´t,c(Y, f
∗FQ)
G
≃ H isynt,c(X,FQ) ≃ H
i
synt,c(X, f∗f
∗FQ)
G ≃ H isynt,c(Y, f
∗FQ)
G.
De´monstration. Compte tenu de (3.1) il suffit de montrer l’assertion pour la
cohomologie e´tale. Puisque f est fini, f∗ est exact, et on est ramene´ a` montrer
l’isomorphisme
(3.2.1) H ie´t,c(X,F)⊗Vσ K
σ ≃ [H ie´t,c(X, f∗f
∗F)⊗Vσ Kσ]G
pour un Vσ-faisceau lisse F .
Comme F est localement libre on e´tablit le lemme suivant comme [Et 2, III
(3.1.2)].
Lemme (3.2.2). Sous les hypothe`ses pre´ce´dentes, on a un isomorphisme
F
∼
−→(f∗f
∗(F))G.
Soient X une compactification de X au-dessus de k et j : X →֒ X l’im-
mersion ouverte correspondante. Par exactitude du foncteur j! on de´duit de
(3.2.2) des isomorphismes
(3.2.3) j!F
∼
−→ j!(f∗f
∗F)G ≃ (j!f∗f
∗F)G.
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Le corps k e´tant se´parablement clos, les groupesH ie´t,c(X,Fn) etH
i
e´t,c(X, f∗f
∗Fn)
sont des Vσn -modules de type fini [SGA 4, XVII, 5.3.8] ; par suite les groupes
H ie´t,c(X,F) et H
i
e´t,c(X, f∗f
∗F) sont des Vσ-modules de type fini, engendre´s
par tout sous-ensemble qui les engendre mod.π.
On ache`ve la de´monstration de (3.2) comme [Et 2, III, 3.1.1]. 
3.3. Soient X un k-sche´ma et H un Vσn -module localement trivial sur
SYNT(X). On conside`re le morphisme de topos annele´s [E-LS 2, 5.3]
u = u
(m)
X/Vn−SYNT
: ((X/Vn)
(m)
CRIS-SYNT,O
(m)
X/Vn
) −→ (XSYNT,V
σ
n )
et on note
T (m)(H) := u∗(H) = H⊗Vσn O
(m)
X/Vn
,
et
T (m)(H)cris := u∗(T
(m)(H)) = u∗u
∗(H) [E-LSfrm−e, 1.11]
(3.3.1) = H⊗Vσn u∗(O
(m)
X/Vn
) = H⊗Vσn O
m−cris
n,X ,
ou` l’on a pose´ Om−crisn,X := u∗(O
(m)
X/Vn
).
Soient i : Z →֒ X une immersion ferme´e et j : U →֒ X l’immersion
ouverte du comple´mentaire : j et i de´finissent respectivement des morphismes
de topos [cf (1.1)]
j : USYNT −→ XSYNT ,
i : ZSYNT −→ XSYNT ,
et meˆme des morphismes de topos annele´s
(3.3.2) jV : (USYNT,Vσn,U) −→ (XSYNT,V
σ
n,X)
(3.3.3) iV : (ZSYNT,Vσn,Z) −→ (XSYNT,V
σ
n,X)
ou` Vσn,U = j
−1(Vσn,X) , V
σ
n,Z = i
−1(Vσn,X),
Vσn,X e´tant le faisceau d’anneaux V
σ
n sur XSYNT.
On de´duit alors de (1.4) l’existence de six foncteurs
V. Cohomologie syntomique 175
(3.3.4)
i∗Voo jV!oo
Vσn,Z
ZSYNT
iV∗ // Vσn,XXSYNT
j∗V // Vσn,UUSYNT
i!Voo jV∗oo
Lemme (3.3.5). Sous les hypothe`ses pre´ce´dentes on a des isomorphismes
de faisceaux sur les gros sites syntomiques :
(3.3.5.1) j−1Om−crisn,X
∼
−→Om−crisn,U
(3.3.5.2) i−1Om−crisn,X
∼
−→Om−crisn,Z .
De´monstration. Comme j−1Om−crisn,X est le faisceau associe´ au pre´faisceau qui
a` tout U -sche´ma U ′ associe
Om−crisn,X (U
′) = Γ((U ′/Vn)
(m)
CRIS-SYNT,O
(m)
U ′/Vn) [E-LSfrm-e, 1.10]
= Om−crisn,U (U
′),
on a bien (3.3.5.1). De meˆme pour (3.3.5.2). 
Graˆce au lemme (3.3.5) les morphismes de topos j et i ci-dessus induisent
des morphismes de topos annele´s
(3.3.6) jO : (USYNT,O
m−cris
n,U ) −→ (XSYNT,O
m−cris
n,X )
(3.3.7) iO : (ZSYNT,O
m−cris
n,Z ) −→ (XSYNT,O
m−cris
n,X )
et six foncteurs
(3.3.8)
i∗Ooo jO!oo
Om−crisn,Z
ZSYNT
iO∗ // Om−crisn,X
XSYNT
j∗O // Om−crisn,U
USYNT
i!Ooo jO∗oo .
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En utilisant la description (1.4), ou le the´ore`me (1.5) (6.1) on en de´duit
la proposition suivante :
Proposition (3.3.9). Sous les hypothe`ses et notations de (3.3) on a :
(1) Si G est un Om−crisn,U -module, alors on a un isomorphisme canonique
jV !(G)
∼
→ jO!(G).
(2) Si G est un Vσn,U-module, alors on a des isomorphismes canoniques
jV !(G ⊗Vσn,U O
m−cris
n,U ) ≃ jO!(G ⊗Vσn,U O
m−cris
n,U )
≃ jV !(G)⊗Vσn,X jV !(O
m−cris
n,U ) ≃ jV !(G)⊗Vσn,X jO!(O
m−cris
n,U )
≃ jV !(G)⊗Vσn,X O
m−cris
n,X .
Les formules du (2) sont a` comparer a` celles de [SGA 4, IV, prop 12.11
(b)].
Supposons a` pre´sent que F est un Vσn -module localement trivial sur
SYNT(U) : F e´tant localement trivial, le morphisme F ∗ : F → F (q) =
F−1X (F) est un isomorphisme ; on pose F = F
∗−1 : F (q)
∼
→F et φU =
T (m)(F ) : T (m)(F)(q) = T (m)(F (q))
∼
→T (m)(F) qui munit T (m)(F) d’une
structure de F -m-cristal localement trivial [E-LS 2, 5.3].
On note encore φU : T
(m)(F)cris → T (m)(F)cris l’homomorphisme obtenu
en composant φcrisU avec F
∗ : T (m)(F)cris → T (m)(F)cris(q) [E-LS 2, 5.2]. Alors
la suite exacte de [E-LS 2, the´o 5.5] s’interpre`te, via (3.3.1), comme une suite
exacte sur SYNT(U) :
(3.3.10) 0 −→ F −→ u∗ u∗(F) −→
1−φU
u∗ u
∗(F) −→ 0
ou encore
(3.3.11) 0 −→ F −→ F ⊗Vσn O
m−cris
n,U −→
1−φU
F ⊗Vσn O
m−cris
n,U −→ 0 .
En lui appliquant le foncteur exact jV ! [the´o 1.5], on obtient encore une suite
exacte, ce qui, compte tenu de (3.3.9), e´tablit le the´ore`me suivant :
The´ore`me (3.3.12). Sous les notations de (3.3), si F est un Vσn -module
localement trivial sur SYNT(U), alors on a des suites exactes de Vσn -modules
sur SYNT(X) :
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0 // jV ! F // jO!(F ⊗Vσn O
m−cris
n,U ) 1−φ
//
≃

jO!(F ⊗Vσn O
m−cris
n,U )
// 0
0 // jV ! F // jV !(F)⊗Vσn O
m−cris
n,X 1−φ
// jV !(F)⊗Vσn O
m−cris
n,X
// 0
ou` φ = jV !(φU).
Les suites exactes du the´ore`me (3.3.12) vont nous permettre en passant
a` la cohomologie dans le the´ore`me suivant de relier cohomologie e´tale et co-
homologie rigide.
The´ore`me (3.3.13). On suppose le corps k parfait. Soient X un k-sche´ma
se´pare´ de type fini, FQ un Kσ-faisceau lisse sur X et EK ∈ F a-Isoc(X/K)◦
le F -isocristal convergent associe´ a` FQ [E-LS 2 ; 5.6) et on suppose que EK
provient de E†K ∈ F
a-Isoc†(X/K)◦ par le foncteur d’oubli F a-Isoc†(X/K)◦ →
F a-Isoc(X/K)◦. On note F = (Fn)n∈N un Vσ-faisceau lisse associe´ a` FQ et
Em−crisn = T
(m)(Fn)cris [cf (3.3.1)].
Alors on a :
(1) Il existe un isomorphisme canonique
RΓrig,c(X/K,E
†
K) = R lim←
m
[(R lim
←
n
RΓsynt,c(X,E
m−cris
n ))⊗Q].
(2) Si de plus k est alge´briquement clos, il existe, pour tout entier i > 0,
une suite exacte courte
O → H ie´t,c(X,FQ)→ H
i
rig,c(X/K,E
†
K)−→
1−φ
H irig,c(X/K,E
†
K)→ 0.
De´monstration.
Prouvons le (1). Comme la cohomologie rigide a` supports compacts ne de´pend
que du sche´ma re´duit sous-jacent a` X, on peut supposer X re´duit. On va
faire une re´currence sur la dimension de X.
Si dim X = 0, alors X =
⋃
finie
SpecAi ou` Ai est artinien [Eis., cor 9.1] car
X est de type fini sur k, et Ai est un produit fini Π
j
Ai,mj d’anneaux artiniens
locaux re´duits (X est re´duit) : ainsi Ai,mj est un corps [Bour, A VIII, § 6,
no 4, prop 9] kij extension finie du corps parfait k [Eis, cor 2.15]. En partic-
ulier X est fini e´tale sur k, et alors l’assertion du the´ore`me est prouve´e dans
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[E-LS 2, prop 3.11].
Si dim X > 1, il existe, puisque k est parfait et X re´duit, un ou-
vert non vide U →֒ X qui est lisse sur k, de ferme´ comple´mentaire Z
tel que dim Z < dim X. Comme les deux foncteurs RΓrig,c(X/K,−) et
R lim
←
m
[(R lim
←
n
RΓsynt,c(X, (−)
m−cris
n )) ⊗ Q)] donnent lieu a` des triangles dis-
tingue´s faisant intervenir X, U et Z on est ramene´ a` prouver le the´ore`me
pour U . Donc on peut supposer X lisse connexe et aussi K ′ = K avec
e 6 p− 1, avec F un Vσ-faisceau lisse sur X, associe´ a` un F -cristal unite´ E
sur X/V, d’isocristal convergent unite´ EK par [B 3, (2.4.2)] suppose´ provenir
de E†K ∈ F
a-Isoc(X/K)◦.
Notons X une compactification de X sur k. D’apre`s le the´ore`me de
monodromie finie “ge´ne´rique” de Tsuzuki [Tsu 2, theo 3.1] il existe un k-
sche´ma projectif et lisse X
′
, un k-morphisme propre surjectif w : X ′ → X
ge´ne´riquement e´tale, tel qu’en posant X ′ = w−1(X), j′ : X ′ →֒ X ′ l’im-
mersion ouverte, il existe un unique N † ∈ F a-Isoc†(X ′/K)◦ avec w∗(E†K) ≃
(j′)†(N †).
Notons U →֒ X un ouvert dense tel que la restriction w : U ′ = U ×X X
′ →
U de w soit finie e´tale : quitte a` re´tre´cir U on peut supposer U affine et
inte´gralement clos, de meˆme pour U ′. Puisque U et U ′ sont connexes il existe
un morphisme fini e´tale s : U ′′ → U ′ tel que le compose´ f : w ◦ s : U ′′ → U
soit fini e´tale galoisien de groupe note´ G [Mi, I, Rk 5.4]. De´signons par X ′′
la fermeture inte´grale de X ′ dans U ′′ : on obtient un diagramme commutatif
a` carre´s carte´siens
U ′′
  j
′′
//
f

s

X ′′
s

U ′
  //
w

X ′
  //

X ′
w

U
  //
jU
66X
  j // X
ou` s est un morphisme fini et les fle`ches horizontales sont des immersions
ouvertes : en particulier X ′′ est une compactification de U ′′. On note Z
l’adhe´rence sche´matique de Z dans X et jZ : Z →֒ Z l’immersion ouverte
dominante.
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Puisque X ′ est propre et lisse sur k, il existe, d’apre`s (3.3.13) un F -cristal
unite´ M sur X ′ tel que N † ≃Man. PosonsM = s∗CRIS(M),M = j
′′∗
CRIS(M) ;
d’apre`s[B 3, (2.42)]M est isoge`ne a` f ∗CRIS(E|U), i.e. il existe un entier r > 0
et des morphismes
α :M−→ f ∗CRIS(E|U),
β : f ∗CRIS(E|U) −→M,
tels que α◦β = pr et β◦α = pr. On noteraMK le F -isocristal (sur)convergent
sur X ′′ associe´ a` M et M†K = j
′′†(MK). D’apre`s [B-M 1, cor du the´o 6] le
F -cristal unite´ M est le cristal de Dieudonne´ d’un groupe p-divisible e´tale,
dont le Vσ-faisceau lisse associe´ sera note´ G = (Gn)n∈N ; on pose G = j′′∗(G).
L’isoge´nie α (resp β) fournit une isoge´nie αG : G → f ∗(F|U) (resp βG :
f ∗(F|U)→ G) telle que αG ◦ βG = pr et βG ◦ αG = pr.
L’isoge´nie α (resp β) fournit, par la construction de Berthelot [B 3,
(2.4.2)], un isomorphisme sur les F -isocristaux convergents associe´s
αK :MK
∼
−→ f ∗rig(EK|U)
(resp βK : f
∗
rig(EK|U)
∼
−→MK).
D’apre`s [Et 5, the´o 5] l’isomorphisme αK (resp. βK) se rele`ve de manie`re
unique en un isomorphisme
α†K :M
†
K
∼
−→ f ∗rig(E
†
K|U)
(resp β†K : f
∗
rig(E
†
K|U)
∼
−→M†K);
de meˆme l’action deG sur f ∗rig(EK|U) se rele`ve de manie`re unique a` f
∗
rig(E
†
K|U).
D’autre part, par le the´ore`me (3.3.12), on a un morphisme de suites ex-
actes sur SYNT(X ′′)
(S1) 0 // j!f
∗(Fn|U) //
j′′! (βG)n

j!f
∗
CRIS(E|U)
m−cris
n
1−φ //
j′′! (β)
m
n

j!f
∗
CRIS(E|U)
m−cris
n
//
j′′! (β)
m
n

0
(S2) 0 // j
′′
! Gn // j
′′
! M
m−cris
n
1−φ // j′′! M
m−cris
n
// 0
Le groupe G agit de manie`re e´quivariante sur la suite exacte (S1), donc
sur le triangle distingue´ C′′(S1) obtenu en lui appliquant le foncteur
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C′′ := R lim
←
m
{(R lim
←
n
RΓ(X ′′SYNT,−))⊗Q}.
Comme C′′(j′′! (β)
m
n ) =: β˜ est un isomorphisme, et de meˆme en remplac¸ant
β par α, ou αG, βG, le triangle distingue´ C′′(S2) obtenu en appliquant C′′ a` (S2)
est aussi G-e´quivariant par transport de structure par ces isomorphismes :
compte tenu de [E-LS 2, (3.11)] ce morphisme de triangles s’identifie a`
(3.3.13.1) RΓe´t,c(U
′′, f ∗(F|U))⊗Q //
RΓe´t,c(βG)⊗Q ≃

RΓrig,c(U
′′, f ∗rig(E
†
K|U
))
1−φ //
RΓrig,c(β
†
K) ≃

RΓrig,c(U
′′, f ∗rig(E
†
K|U
))
RΓrig,c(β
†
K) ≃

(3.3.13.2) RΓe´t,c(U
′′,G)⊗Q // RΓrig,c(U ′′,M
†
K) 1−φ
// RΓrig,c(U
′′,M†K).
En prenant les points fixes sous G dans l’isomorphisme
RΓrig,c(U
′′, f ∗rig(E
†
K|U))
∼
−→C′′(j′′! f
∗
CRIS(E|U)
m−cris
n )
et en prouvant a` la manie`re du the´ore`me (3.2) que les points fixes sous G du
membre de droite s’identifient a`
C(jU ! E
m−cris
|Un
) := R lim
←
m
{(R lim
←
n
RΓ(XSYNT, jU ! E
m−cris
|Un
))⊗Q}
on a prouve´ le (1) du the´ore`me (3.3.13) pour U graˆce a` [IV, the´o (4.2)].
On a donc deux triangles distingue´s relie´s par des fle`ches qui sont des
isomorphismes
RΓrig,c(U,E
†
K|U
) //
≃

RΓrig,c(X,E
†
K)
// RΓrig,c(Z,E
†
K|Z
)
≃

C(jU ! E
m−cris
|Un
) // C(j! Em−crisn )
// C(jZ! E
m−cris
|Zn
) ;
d’apre`s les axiomes des cate´gories triangule´es [H 1, I, §1] on peut comple´ter
par un isomorphisme au milieu.
Ceci ache`ve la preuve du (1) du the´ore`me.
Prouvons a` pre´sent le (2). Comme k est alge´briquement clos les points fixes
sous G de RΓe´t,c(U
′′, f ∗(F|U))⊗Q sont e´gaux a` RΓe´t,c(U,F|U)⊗Q. Par suite
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les points fixes sous G du triangle distingue´ (3.3.13.1) G-e´quivariant four-
nissent une suite exacte longue de cohomologie
(3.3.13.3)→ H ie´t,c(U,F|U)⊗Q→ H
i
rig,c(U/K,E
†
K|U
) →
1−φ
H irig,c(U/K,E
†
K|U
)→ .
Les groupes de cohomologie rigide H irig,c(U/K,E
†
K|U
) e´tant de dimension finie
sur K [Tsu 1, theo 6.1.2], et k alge´briquement clos, ces suites exactes se
scindent en suites exactes courtes [Iℓ 1 ; II, lemme 5.6]. Notons Z →֒ X
l’immersion du ferme´ comple´mentaire a` U (rappelons que X est suppose´
re´duit). Si dim Z = 0, Z est fini e´tale sur k et on a une suite analogue
a` (3.3.13.3) pour Z : par re´currence sur la dimension de X on peut donc
supposer l’existence de suites exactes courtes telles que (3.3.13.3) pour U et
pour Z. En particulier on a trois triangles distingue´s horizontaux relie´s par
des fle`ches induites par (3.3.13.3) applique´ a` U et Z :
(3.3.13.4)
RΓe´t,c(U,FUQ) //

RΓe´t,c(X,FQ) // RΓe´t,c(Z,FZQ)

RΓrig,c(U,E
†
K|U
) //
1−φU

RΓrig,c(X,E
†
K)
//
1−φ

RΓrig,c(Z,E
†
K|Z
)
1−φZ

RΓrig,c(U,E
†
K|U
) // RΓrig,c(X,E
†
K)
// RΓrig,c(Z,E
†
K|Z
);
par les axiomes des cate´gories triangule´es [H 1, I, § 1] on peut comple´ter par
un morphisme RΓe´t,c(X,FQ) → RΓrig,c(X,E
†
K). Les suites exactes courtes
(3.3.13.3) pour U et Z fournissent alors l’analogue pour X, d’ou` le (2) du
the´ore`me (3.3.13).
Autre de´monstration du (2). Une autre me´thode consiste a` appliquer le fonc-
teur C a` la suite exacte du the´ore`me (3.3.12)
(3.3.13.5) 0→ j! Fn → j! (Fn ⊗Vσn O
m−cris
n,X ) →
1−φ
j! (Fn ⊗Vσn O
m−cris
n,X )→ 0
ou` l’on remarque que Em−crisn = Fn ⊗Vσn O
m−cris
n,X . Par le (1) du the´ore`me le
triangle distingue´ ainsi obtenu s’identifie au triangle distingue´
RΓe´t,c(X,FQ) −→ RΓrig,c(X,E
†
K) →
1−φ
RΓrig,c(X,E
†
K).
La suite exacte longue de cohomologie se scinde alors en suites exactes courtes
par le meˆme argument que ci-dessus. 
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Remarque (3.3.14). En supposant seulement que k contient Fq [cf (3.0)] et
que Fn est un Vσn -module localement trivial sur SYNT(X), on pose encore
Em−crisn = T
(m)(Fn)
cris = Fn ⊗Vσn O
m−cris
n,X .
En appliquant le foncteurRΓ(XSYNT,−) a` la suite exacte (3.3.13.5), on obtient
un triangle distingue´
RΓe´t,c(X,Fn) −→ RΓsynt,c(X,E
m−cris
n )−→
1−φ
RΓsynt,c(X,E
m−cris
n ).
VI. Fonctions L
Nous allons de´finir dans ce VI les fonctions L attache´es a` des varie´te´s sur
des corps finis, et a` coefficients dans des F -modules ou des F -(iso)cristaux :
nous utiliserons deux me´thodes, l’une par les rele`vements de Teichmu¨ller,
l’autre par voie cohomologique, et nous montrerons comment elles se re-
joignent.
Sauf mention du contraire, on suppose dans ce VI que k est un corps
fini, k = Fq, q = pa,V est un anneau de valuation discre`te complet, d’ide´al
maximal m et corps re´siduel k = Fq. On suppose le corps des fractions K de
V de caracte´ristique 0, on fixe une uniformisante π et on note e l’indice de
ramification.
On rele`ve la puissance q sur k en un automorphisme σ de V, tel que
σ(π) = π, suivant la me´thode [Et 5, I 1.1], cf [II, 0] : on note encore σ son
extension a` K.
1. Fonctions L des F -modules convergents ou
surconvergents
1.1. Rele`vement de Teichmu¨ller
On reprend les notations de [III, 3.1] en supposant cette fois que k est un
corps fini, k = Fq, q = pa.
1.2. F -modules convergents
Avec les notations du 1.1 on de´signe par Fa-Mod(Aˆ) (resp. Fa-Mod(AˆK)
la cate´gorie des Aˆ (resp. AˆK)-modules projectifs de type fini M munis d’un
morphisme de Frobenius (non ne´cessairement un isomorphisme)
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φM :M
σ := F ∗A(M)→M
avec A = Aˆ (resp. AˆK). Un tel M est appele´ F -module convergent.
SoitM∈ F a-Mod(AˆK). La fibreMx deM en x ∈ |X| est par de´finition
(1.2.1) Mx := τˆK(x)∗(M) ,
et φM induit
(1.2.2) φx = φM ⊗AˆK K(x) : σ
∗
K(x)(Mx)→Mx ,
d’apre`s la commutativite´ du diagramme (1.1.1).
L’ite´re´ deg x fois de φx est un endomorphisme K(x)-line´aire du K(x)-
espace vectoriel de dimension finie Mx
φdeg xx :Mx →Mx .
Notons
(1.2.3) det(Mx, T ) = det(1− T φdeg xx ,Mx)
le “polynoˆme caracte´ristique” de φdeg xx .
Pour M′ ∈ F a-Mod(Aˆ) on de´finit de meˆme
(1.2.4) det(M′x, T ) = det(1− T φ
deg x
x ,M
′
x).
Lemme (1.2.5). Avec les notations pre´ce´dentes, on a :
(i) Si M ∈ F a-Mod(AˆK) , alors det (Mx, T ) ∈ K[T ] .
(ii) Si M′ ∈ F a-Mod(Aˆ), alors det (M′x, T ) ∈ V[T ].
De´monstration. Pour (i), soient (ei)i=1,...,r (resp. (ei⊗1)i=1,...,r) une base locale
de M (resp. de Mσ), et C(X) la matrice de φM dans ces bases respectives.
Alors
C(X) = Σ
u∈Nn
au X
u,
avec au ∈ πα Mr(V) pour un α ∈ Z et
det(Mx, T ) = det{1− T C(t(x)
qdeg x−1)× ...× C(t(x)q)× C(t(x))}
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ou` t(x)β = t1(x)
β×...×tn(x)β et les tj(x) sont les coordonne´es de τˆK(x). Il est
clair que det (Mx, T ) a des coefficients invariants par l’action du Frobenius
σK(x), car σK(x) envoie t(x) sur t(x)
q ; d’ou` le (i).
Le cas (ii) est analogue. 
Si l’on note M˜x l’espace vectoriel Mx vu comme K-espace vectoriel et
φ˜x son endomorphisme de Frobenius on a
det(Mx, T ) = det(1− T φ
deg x
x ) = detK(1− T φ˜
deg x
x )
−1/deg x .
De´finition (1.2.6). La fonction L de (M, φM) ∈ F a-Mod(AˆK) est de´finie
par
L(Spec A0,M, t) =
∏
x∈|Spec A0|
det(1− tdeg x φdeg xx | Mx)
−1 ∈ K[[t]]
=
∏
x∈|Spec A0|
det(1− tdeg x φ˜deg xx | M˜x)
−1/deg x .
Si (M′, φM′) ∈ F a-Mod(Aˆ) on de´finit de meˆme L(Spec A0,M′, t) et alors
L(Spec A0,M
′, t) = L(Spec A0,M
′
K , t) ∈ V[[t]) ,
ou` l’on a pose´
(M′K , φM′K ) := (M
′, φM′)⊗Aˆ AˆK .
Lemme (1.2.7). Pour e´tablir la me´romorphie p-adique de L(Spec A0,M, t)
pour (M, φM) ∈ F a-Mod(AˆK) on peut supposer qu’il existe (M′, φM′) ∈
F a-Mod(Aˆ) tel que M′ est libre et (M, φM) = (M′, παφM′)⊗Aˆ AˆK pour un
α ∈ Z. On a alors
L(Spec A0,M, t) = L(Spec A0,M
′, παt).
De´monstration. PuisqueM est projectif de type fini sur AˆK , et qu’un ouvert
de Spec AˆK est intersection d’un ouvert de Spec Aˆ avec Spec AˆK , il existe
un recouvrement fini de Spec AˆK par des ouverts UK = Spec BK , ou` B =
Aˆ [1/g], g ∈ Aˆ, tels que
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M⊗AˆK BK ≃
r
⊕
i=1
BK ei.
Relevons g mod π =: g0 en f ∈ A ; comme on a un isomorphisme Bˆ ≃ Â[1/f ]
[Et 4, cor 1 du the´o 4] on en de´duit que
N :=M⊗AˆK BˆK ≃
r
⊕
i=1
Â[1/f ]K ei
et que la matrice C(X) du Frobenius φN est a` coefficients dans π
αÂ[1/f ],
avec α ∈ Z.
La fonction L(M, t) est de´finie par un produit eule´rien sur les points
ferme´s de Spec A0 et ceux-ci sont en bijection avec les points ferme´s de
Spf Aˆ : un recouvrement ouvert fini de Spf Aˆ est fourni par des Spf Â[1/f ],
f ∈ A comme ci-dessus ; on peut donc prendre
M′ =
r
⊕
i=1
Â[1/f ] ei
avec pour matrice du Frobenius φM′ la matrice π
−α C(X), a` coefficients dans
Â[1/f ] :
M′σ
φM′ //
 _

M′ _

N σ =M′σK π−αφN
// N =M′K .
Le couple (M′, φM′) est ce que Wan appelle une σ-module convergent [W
2], [W 3]. 
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1.3. F -modules surconvergents
Avec les notations de 1.1 et par analogie avec 1.2 on de´signe par Fa-Mod(A†)
(resp. Fa-Mod(A†K) la cate´gorie des F-modules surconvergents, i.e. la
cate´gorie des A† (resp. A†K)-modules projectifs de type fini M muni d’un
morphisme de Frobenius (non ne´cessairement un isomorphisme)
φM : M
σ = F ∗A(M)→M
avec A = A† (resp. A†K).
Soit M ∈ F a-Mod(A†K). La fibre Mx de M en x ∈ |X| est par de´finition
(1.3.1) Mx := τ
†
K(x)
∗(M),
et φM induit
(1.3.2) φx = φM ⊗A†K
K(x) : σ∗K(x)(Mx)→ Mx ,
d’apre`s la commutativite´ du diagramme (1.1.1).
L’ite´re´ deg x fois de φx est un endomorphisme K(x)-line´aire du K(x)-
espace vectoriel de dimension finie Mx
φdeg xx : Mx →Mx ;
on notera M˜x l’espace vectoriel Mx vu comme K-espace vectoriel et φ˜x son
morphisme de Frobenius.
Notons
(1.3.3) det(Mx, T ) = det(1− Tφdeg xx ,Mx) ;
pour M ′ ∈ F a-Mod(A†) on pose de meˆme
(1.3.4) det(M ′x, T ) = det(1− T φ
deg x
x ,M
′
x).
On de´montre le lemme suivant comme (1.2.5).
Lemme (1.3.5). Avec les notations pre´ce´dentes, on a :
(i) Si M ∈ F a-Mod(A†K), alors det(Mx, T ) ∈ K[T ] .
(ii) Si M ′ ∈ F a-Mod(A†), alors det(M ′x, T ) ∈ V[T ] .
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De meˆme on a :
De´finition et proposition (1.3.6). Soit (M,φM) ∈ F a-Mod(A
†
K) et
(M, φM) ∈ F a-Mod(AˆK) son image canonique par l’extension des scalaires
de A†K a` AˆK . La fonction L de (M,φM) est de´finie par
L(Spec A0,M, T ) =
∏
x∈|Spec A0|
det(1− tdeg x φdeg xx ,Mx)
−1 ∈ K[[t]]
=
∏
x∈|Spec A0|
det(1− tdeg x φ˜deg xx , M˜x)
−1/deg x ,
et on a
L(Spec A0,M, t) = L(Spec A0,M, t).
Si (M ′, φM ′) ∈ F a-Mod(A†) on de´finit de meˆme L(Spec A0,M ′, t) et alors
L(Spec A0,M
′, t) = L(Spec A0,M
′
K , t) ∈ V[[t]],
ou` l’on a pose´
(M ′K , φM ′K) := (M
′, φM ′)⊗A† A
†
K .
Comme (1.2.7) on montre :
Lemme (1.3.7). Pour e´tablir la me´romorphie p-adique de L(Spec A0,M, t)
pour (M,φM) ∈ F a-Mod(A
†
K) on peut supposer qu’il existe (M
′, φM ′) ∈
F a-Mod(A†) tel que M ′ est libre et (M,φM) = (M
′, παφM ′) ⊗A† A
†
K pour
un α ∈ Z. On a alors
L(Spec A0,M, t) = L(Spec A0,M
′, παt) .
The´ore`me (1.3.8). Soient X = Spec A0 un k-sche´ma lisse, A une V-alge`bre
lisse relevant A0 et (M,φM) ∈ F a-Mod(A
†
K).
Alors L(X,M, t) est p-adiquement me´romorphe.
De´monstration. Par le lemme (1.3.7), on peut remplacerM par un A†-module
libre M ′ : (M ′, φM ′) est alors ce que Wan appelle un σ-module surconver-
gent [W 2] [W 3]. L’extension au cas affine et lisse de la formule des traces
de Monsky-Washnitzer e´tablie par Wan [W 3, appendix] prouve alors la
me´romorphie de L(M ′, t), donc celle de L(M, t) : on peut aussi se ramener
classiquement au cas de l’espace affine [W 3, § 9] et utiliser la formule des
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traces de Monsky [Dw 2, 7(a)]. 
1.4. La conjecture de Dwork pour les F -modules sur-
convergents
Avec les notations de 1.1, 1.2, 1.3 de´composons le ”polynoˆme caracte´ristique”
de (M, φM) ∈ F a-Mod(AˆK) au point x ∈ |X| en
det(Mx, t) := det(1− t φ
deg x
x |Mx) ∈ K[t]
= π
j
(1− aj,x t),
ou` les aj,x sont dans une cloˆture alge´brique K
alg de K : plus exactement les
aj,x sont dans une extension finie (e´ventuellement ramifie´e) K
′(x) ⊂ Kalg
de K(x) ; soient π′(x) une uniformisante de K ′(x) et σK ′(x) un rele`vement a`
K ′(x) de la puissance pa de k(x) tel que σK ′(x)(π
′(x)) = π′(x) [Et 5, 1.1]. No-
tons πx = π
deg x et ordπx la valuation de K
′(x) normalise´e par ordπx(πx) = 1.
Pour tout nombre rationnel α ∈ Q on de´finit la partie de pente α du
“polynoˆme caracte´ristique” det(Mx, t) par le produit
(1.4.1) detα(Mx, t) :=
∏
ordpix (aj,x)=α
(1− aj,x t) .
Si aj,x est l’inverse d’une racine de det(Mx, t), alors σK ′(x)(aj,x) en est une
aussi par le meˆme argument que pour la de´monstration du lemme (1.2.5),
et puisque σK ′(x) : K
′(x) → K ′(x) est une extension isome´trique on a
ordπx(aj,x) = ordπx(σK ′(x)(ajx)) ; par conse´quent detα(Mx, t) est a` coeffi-
cients dans K. Comme M est un AˆK-module projectif de type fini, il existe
α0 ∈ Q tel que pour tout x ∈ |Spec A0| et tout α ∈ Q, α < α0, on ait
detα(Mx, t) = 1. D’autre part det(Mx, t) s’exprime par un produit fini
(1.4.2) det(1− t φdeg xx ,Mx) =
∏
α∈Q
detα(Mx, t) .
La partie de pente α de la fonction L(X,M, t) est de´finie par l’expression
(1.4.3) Lα(X,M, t) :=
∏
x∈|X|
detα(Mx, t
deg x)−1 ∈ K[[t]] .
D’apre`s (1.4.2) on a la relation
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(1.4.4) L(X,M, t) =
∏
α∈Q
Lα(X,M, t) ;
en fait le the´ore`me de spe´cialisation de Grothendieck prouve que le produit
(1.4.4) est fini [W 3, fin du § 2].
Pour r ∈ N∗ et α ∈ Q, on de´finit plus ge´ne´ralement
(1.4.5) det(r)(Mx, t) :=
∏
j
(1− (aj,x)
r t),
(1.4.6) det
(r)
a (Mx, t) :=
∏
ordpix (aj,x)=α
(1− (aj,x)
r t) ,
(1.4.7) L(r)(X,M, t) :=
∏
x∈|X|
det(r)(Mx, t
deg x)−1 ∈ K[[t]] ,
(1.4.8) L
(r)
α (X,M, t) :=
∏
x∈|X|
det(r)α (Mx, t
deg x)−1 ∈ K[[t]] .
On a encore :
(1.4.9) L(r)(X,M, t) =
∏
α∈Q
L(r)α (X,M, t) .
Plus pre´cise´ment, graˆce a` l’expression e´tablie par Wan [W 2, lemma 4.4], on
a en fait
(1.4.10) L(r)(X,M, t) =
∏
i>1
L(X, Symr−i M ⊗
i
Λ M, t)i×(−1)
i−1
,
(1.4.11) L
(r)
α (X,M, t) =
∏
i>1
Lα(X, Sym
r−i M ⊗
i
Λ M, t)i×(−1)
i−1
.
Les de´finitions pre´ce´dentes s’e´tendent a` M ∈ F a-Mod(A†K).
Nous pouvons a` pre´sent e´noncer la conjecture de Dwork ge´ne´ralise´e pour
les F a-modules surconvergents.
(1.4.12) Conjecture (Dwork). Soit M ∈ F a-Mod(A†K). Alors, pour tout
nombre rationnel α ∈ Q et tout entier r ∈ N∗, la fonction L(r)α (X,M, t) est
p-adiquement me´romorphe.
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Graˆce aux travaux de Wan, on de´montre ci-dessous (facilement) la con-
jecture :
The´ore`me (1.4.13). Soient A une V-alge`bre lisse, X = Spec(A/mA) et
M ∈ F a-Mod(A†K). Alors, pour tout α ∈ Q et tout r ∈ N
∗, les fonctions
L
(r)
α (X,M, t), et L(r)(X,M, t) sont p-adiquement me´romorphes.
De´monstration. Par stabilite´ de la cate´gorie F a-Mod(A†K) par puissances
syme´triques et exte´rieures [W 2, § 3] la conjecture (1.4.12) se rame`ne au cas
r = 1. Par la meˆme de´monstration que celle du lemme (1.3.7) on peut sup-
poser qu’il existe un F a-module libre surconvergent (M ′, φM ′) ∈ F a-Mod(A†)
tel que
(M,φM) = (M
′, πβφM ′)⊗A† A
†
K pour un β ∈ Z ,
et L(M, t) = L(M ′, πβt) .
On est ramene´ a` montrer que Lα(Spec A0,M
′, t) est p-adiquement me´romorphe,
ce que Wan a e´tabli [W 3, theo 1.1]. 
2. Fonctions L des F -isocristaux convergents
(resp. des F -cristaux)
.
2.1. F -isocristaux convergents
2.1.1. Soient S un k-sche´ma se´pare´ de type fini, E ∈ F a-Isoc(S/K) et
φE : F
∗
σ E
∼
→E son isomorphisme de Frobenius [B 3, 2]. Comme la cate´gorie
F a-Isoc(S/K) ne de´pend que du sous-sche´ma re´duit sous-jacent a` S et que la
fonction L(S, E , t), de´finie ci-dessous, est un produit eule´rien sur l’ensemble
|S| des points ferme´s de S, on peut supposer S re´duit pour de´finir L(S, E , t).
De´composons alors S en strates affines et lisses, X = Spec A0, sur k = Fq ;
pour A une V-alge`bre lisse relevant A0 on reprend les notations du § 1. Pour
x ∈ |X| le diagramme commutatif
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Spec k(x) 
 //
 _
ix

Spec V(x)

S // Spec V
[resp.
Spec k(x) 
 //
 _
ix

Spec V(x)
S // Spec V ]
fournit un foncteur image inverse analogue a` [B 3, (2.3.6), (2.3.7)]
(2.1.1.1)
i∗x : F
a-Isoc(S/K) // F a-Isoc(Spec(k(x))/K(x))
F a-Isoc†(Spec(k(x))/K(x))
[resp.
(2.1.1.2)
i˜∗x : F
a-Isoc(S/K) // F a-Isoc(Spec(k(x))/K)
F a-Isoc†(Spec(k(x))/K) ].
Alors
(2.1.1.3)
Ex := H0conv(Spec(k(x))/K(x), i
∗
x(E)) [cf O3]
≃ H0rig(Spec(k(x))/K(x), i
∗
x(E))
[resp.
(2.1.1.4)
E˜x := H0conv(Spec(k(x))/K, i˜
∗
x(E))
≃ H0rig(Spec(k(x))/K, i˜
∗
x(E)) ]
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est un K(x)-espace vectoriel [resp. K-espace vectoriel] de dimension finie
muni d’un isomorphisme de Frobenius
(2.1.1.5) φ′x := H
0
rig(i
∗
x(φ))
(2.1.1.6) [resp. φ˜′x := H
0
rig(˜i
∗
x(φ)) ] .
2.1.2. Il y a une deuxie`me fac¸on, explicite´e ci-apre`s en (2.1.2.3), de de´finir
la fibre de E en x ∈ |X| et son Frobenius, et ceci via les F - modules conver-
gents : nous montrons que les deux fac¸ons co¨ıncident.
Pour x ∈ |X| = |Spec A0| le rele`vement de Teichmu¨ller de x, vu en 1.1,
τˆ(x) : Aˆ // // V(x)
induit un morphisme
u : P1 := Spf(V(x))→ P := Spf(Aˆ)
dont la re´duction mod π est note´e
v : X1 := Spec(k(x))→ Y := Pk
et v se factorise par
ix : X1 →֒ X = Spec A0 .
On dispose ainsi d’un diagramme commutatif
(2.1.2.1)
X1 = Spec(k(x))
  //
 _
ix

Y1 = X1 //
v

P1
u

Spf(V(x)) =: S1
X
  // Y = Pk // P // Spf V =: S ;
de la meˆme manie`re que [B 3, (2.3.2) (iv)] u∗K est donc une “re´alisation” de
i∗x. De plus uK induit un morphisme [B 3, (0.2.7)]
(2.1.2.2) τx : ]X1[P1=: ]x[P1= Spm(K(x)) →֒]X[P = Spm(AˆK)
commutant aux actions de Frobenius, et la restriction τ ∗x de u
∗
K est exacte
(meˆme argument que pour [B 3, (2.3.3) (iv)]) : e´videmment τx est aussi induit
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par τˆK(x) : AˆK → K(x). Ainsi les fle`ches canoniques
(2.1.2.3)
Γ(]X[P , E|X) =:M // Γ(]X[P , R τx∗ τ ∗x(E))
≃

Γ(]x[P1 , τ
∗
x(E))
≃

≃ // τˆK(x)
∗(M) =Mx
H0rig(Spec(k(x))/K(x), i
∗
x(E)) = Ex
sont compatibles aux Frobenius : par suite φ′x := H
0
rig(i
∗
x(φ)) co¨ıncide avec le
morphisme
φx : σ
∗
K(x)(Mx)→Mx du (1.2.2) ,
(2.1.2.4) φx = φ
′
x ;
de meˆme pour φ˜x.
L’ite´re´ deg x fois de φx est un automorphisme K(x)-line´aire du K(x)-
espace vectoriel de dimension finie Ex
φdeg xx : Ex
∼
→Ex .
Le K-espace vectoriel E˜x de´fini en (2.1.1.4) n’est autre que Ex vu comme
K-espace vectoriel et φ˜x son morphisme de Frobenius.
Graˆce au lemme (1.2.5) on obtient
Lemme (2.1.2.5). Avec les notations de (2.1.1) et (2.1.2) on a, pour x ∈ |S|,
det(1− T φdeg xx |Ex) = det(1− T φ˜
deg x
x |Ex)
1/deg x ∈ K[T ] .
On de´duit de (2.1.2.5) :
De´finition et proposition (2.1.3). Soient S un k-sche´ma se´pare´ de type
fini et (E , φE) ∈ F a-Isoc(S/K). La fonction L de E est de´finie par
L(S, E , t) =
∏
x∈|S|
det(1− tdeg x φdeg xx |Ex)
−1 ∈ K[[t]]
=
∏
x∈|S|
det(1− tdeg x φ˜deg xx |E˜x)
−1/deg x.
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Dans le cas d’une famille de varie´te´s on a le re´sultat suivant :
The´ore`me (2.1.4). Supposons e 6 p− 1. Soient S un k-sche´ma se´pare´ de
type fini et f : X → S un k-morphisme propre et lisse. Alors, pout tout entier
i > 0, la fonction L(S,Rifconv∗(OX/K), t) est rationnelle :
L(S,Rifconv∗(OX/K), t) ∈ K(t) .
De´monstration. On peut supposer S lisse sur k. D’apre`s le [III, the´ore`me
(3.2.1)], Rifconv∗(OX/K) ∈ F a-Isoc(S/K) et sa formation commute au pas-
sage aux fibres [III, prop (3.3.4)] : pour s ∈ |S| on a (Rifconv∗(OX/K))s =
H icris(Xs/V(s))⊗V(s) K(s).
La suite de la de´monstration est identique a` celle du [the´ore`me 3 (1)] de
[Et 3] en remplac¸ant le the´ore`me de comparaison de Katz-Messing [K-M] du
cas projectif lisse par celui de Chiarellotto-Le Stum [C-LS 1, cor 1.3] pour le
cas propre et lisse. 
2.2. F -cristaux
Supposons, jusqu’a` la fin de ce § 2, que l’indice de ramification e de V
ve´rifie e 6 p− 1, et notons F a-Cris(S/V) la cate´gorie des F a-cristaux locale-
ment libres de type fini [B 1] et [Et 2, II, § 2]. Soit E ∈ F a-Cris(S/V) : rap-
pelons la de´finition de la fonction L(S,E, t) [Et 2]. Pour x ∈ |S|, notons ix :
Spec k(x) →֒ S l’immersion canonique et Ex := i∗x(E)(Spec(k(x)), Spec(V(x))).
L’ite´re´ deg x fois de φ : F ∗S(E)→ E induit un endomorphisme V(x)-line´aire,
Fx, du V(x)-module libre de rang fini Ex, et, par le meˆme argument qu’en
(1.2), le “polynoˆme caracte´ristique” det(1 − t Fx) est en fait a` coefficients
dans V. Notons E˜x le module Ex vu comme V-module et F˜x l’endomorphisme
de E˜x de´duit de Fx. La fonction L de E est de´finie par [Et 2, II, § 2, p 50-51]
(2.2.1)
L(S,E, t) :=
∏
x∈|S|
det(1− tdeg x F˜x|E˜x)
−1/deg x
=
∏
x∈|S|
det(1− tdeg x Fx|Ex)
−1 ∈ V[[t]] .
Notons E := Ean le F -isocristal convergent associe´ a` E [B 3, (2.4.2)]. Il est
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clair d’apre`s les de´finitions que l’on a l’e´galite´
(2.2.2) L(S,E, t) = L(S, E , t) .
3. Fonctions L des F -isocristaux Dwork -surconvergents
3.1. F -isocristaux Dwork-surconvergents
En 3.1 on suppose simplement que k est un corps de caracte´ristique p > 0.
Soit X un k-sche´ma se´pare´ de type fini. On suppose qu’il existe une
stratification de X par des k-sche´mas lisses Xi, X =
∐
i
Xi : ceci est pos-
sible par exemple si k est parfait et X re´duit [EGA IV, 17.15.13]. Fixons
un recouvrement de Xi par des k-sche´mas affines et lisses Xij , Xi = ∪
j
Xij,
et des V-sche´mas formels lisses Xij relevant Xij, Xij = Spf(Aˆij) ou` Aij est
une V-alge`bre lisse. Notons X †ij = Spff(A
†
ij) le sche´ma faiblement formel
associe´ a` A†ij [Mer], FA†ij
un rele`vement du Frobenius de Xij comme en 1.1,
et FAˆij = FA†ij
⊗A†ij
Aˆij .
Conside´rons maintenant E ∈ F a-Isoc(X/K) et pour chaque (i, j) soit
Eij un Aˆij K-module projectif de type fini correspondant a` la restriction de
E a` Xij, dont l’existence est assure´e par le corollaire (1.2.3) du II : par
cette e´quivalence la structure de Frobenius de E fournit pour tout (i, j) un
isomorphisme
φˆij : F
∗
Aˆij
(Eij)
∼
→Eij
compatible aux connexions.
Puisque (A†ij , A
†
ij/(π)) est un couple hense´lien [Et 4, the´o 3] il existe
d’apre`s Elkik [Eℓ, cor 1 du the´o 3, p 573] un A†ij K-module projectif de type
fini Eij tel que
Eij ≃ Eij ⊗A†ij K
Aˆij K .
De´finition (3.1.1). Avec les notations ci-dessus, on dira que E est Dwork-
surconvergent pour la stratification pre´ce´dente si φˆij provient, par l’exten-
sion des scalaires A†ij K →֒ Aˆij K, d’un isomorphisme
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φ†ij : F
∗
A†ij
(Eij)
∼
→Eij .
Les morphismes entre de tels E se de´finissent de la manie`re naturelle.
On notera
Dw†(X, (Xij), (X
†
ij), (FX †
ij
))
la cate´gorie ainsi obtenue et
(3.1.2)
D : Dw†(X, (Xij), (X
†
ij), (FX †
ij
) // Fa-Isoc(X/K)
E† := (E ,Eij, φ
†
ij)
 // E
le foncteur naturel “oubli des stratifications”.
Remarque (3.1.3). La notion “Dwork-surconvergent” de´pend de la stratifi-
cation : un F -isocristal convergent E peut tre`s bien eˆtre Dwork-surconvergent
pour une stratification et pas pour une autre. On retrouve le meˆme proble`me
que Wan avec les σ-modules surconvergents : [cf W 2, p 885].
Les proprie´te´s suivantes sont claires :
Proposition (3.1.4). Le foncteur D (3.1.2) est fide`le.
Proposition (3.1.5). La cate´gorie Dw†(X, (Xij), (X
†
ij), (FX †ij
)) est stable par
puissances tensorielles, puissances syme´triques, puissances exte´rieures et pas-
sage au dual.
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3.2. Fonction L des F -isocristaux Dwork-surconvergents
De´finition (3.2.1). Avec les notations de (3.1), et k fini, on de´finit la fonc-
tion L de E† ∈ Dw†(X, (Xij), (X
†
ij), (FX †ij
)) par
L(X, E†, t) = L(X, E , t)
ou` E est l’image de E† par le foncteur d’oubli D (3.1.2).
Pour un k-sche´ma se´pare´ de type fini X et E ∈ F a-Isoc(X/K) on a vu en
2.1 que la de´finition de la fonction L de E via la cohomologie rigide co¨ıncide
avec la de´finition via les F -modules convergents : ainsi pour α ∈ Q et r ∈ N∗
on de´finit, comme en (1.4.8),
(3.2.2) L
(r)
α (X, E , t) :=
∏
x∈|X|
det(r)α (Ex, t
deg x)−1 ∈ K[[t]].
On a encore :
(3.2.3) L(r)(X, E , t) :=
∏
α∈Q
L(r)α (X, E , t) ;
plus pre´cise´ment, on a
(3.2.4) L(r)(X, E , t) =
∏
i>1
L(X, Symr−i E ⊗
i
Λ E , t)i × (−1)
i−1
,
(3.2.5) L
(r)
α (X, E , t) =
∏
i>1
Lα(X, Sym
r−i E ⊗
i
Λ E , t)i × (−1)
i−1
.
Ces de´finitions s’e´tendent au cas des F -isocristaux Dwork-surconvergents
E† en posant, pour E = D(E†) :
(3.2.6) L
(r)
α (X, E†, t) := L
(r)
α (X, E , t) ,
(3.2.7) L(r)(X, E†, t) = L(r)(X, E , t) .
Si E est un F -cristal, E ∈ F a-Cris(X/V), avec e 6 p− 1 et E := Ean est
le F -isocristal convergent associe´ on pose e´galement
(3.2.8) L
(r)
α (X,E, t) := L
(r)
α (X, E , t)
(3.2.9) L(r)(X,E, t) = L(r)(X, E , t) .
VI. Fonctions L 199
La conjecture de Dwork est vraie pour les F -cristaux Dwork-surconvergents,
a` savoir que l’on a le the´ore`me suivant, par application directe du the´ore`me
(1.4.13) :
The´ore`me (3.2.10). Soient X un k-sche´ma se´pare´ de type fini muni d’une
stratification comme en (3.1) et E† ∈ Dw†(X, (Xij), (X
†
ij), (FX †ij
)). Alors, pour
tout nombre rationnel α ∈ Q et tout entier r ∈ N∗, les fonctions L(r)α (X, E†, t)
et L(r)(X, E†, t) sont p-adiquement me´romorphes.
4. Fonctions L des F -isocristaux surconvergents
4.1. De´finitions
Soient S un k-sche´ma se´pare´ de type fini, E ∈ F a-Isoc†(S/K) et φE :
F ∗σ E
∼
→E son isomorphisme de Frobenius [B 3, (2)]. Avec les notations de
(2.1) et x ∈ |Spec A0| ⊂ |S| on a aussi des foncteurs images inverses
(4.1.1) i∗x : F
a-Isoc†(S/K)→ F a-Isoc†(Spec(k(x))/K(x))
[resp.
(4.1.2) i˜∗x : F
a-Isoc†(S/K)→ F a-Isoc†(Spec(k(x))/K)] ,
et
(4.1.3) Ex := H
0
rig(Spec(k(x))/K(x), i
∗
x(E))
[resp.
(4.1.4) E˜x := H
0
rig(Spec k(x)/K, i˜
∗
x(E))]
est un K(x)-espace vectoriel [resp. K-espace vectoriel] de dimension finie
muni d’un isomorphisme de Frobenius
(4.1.5) φ′x = H
o
rig(i
∗
x(φ))
[resp.
(4.1.6) φ˜′x = H
o
rig(˜i
∗
x(φ))] .
Posons
(4.1.7) M := Γ(X anK , E|X), φM := Γ(X
an
K , φE|X)
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ou` X = Spec A0,X = Spec A ; alors M ∈ F a-Mod(A
†
K), et la fibre Mx de
M en x ∈ |X| est par de´finition (cf. (1.3.1))
(4.1.8) Mx := τ
†
K(x)
∗(M)
et
φM : M
σ := F ∗
A†K
(M)→M
induit (cf. (1.3.2))
(4.1.9) φx : σ
∗
K(x)(Mx)→ Mx .
On montre, comme en (2.1.2), que l’on a une identification
(4.1.10) (Ex, φ
′
x) ≡ (Mx, φx) .
On de´duit de (1.3.5) le lemme suivant :
Lemme (4.1.11). Avec les notations de (4.1) on a, pour x ∈ |S|,
det(1− T φdeg xx |Ex) = det(1− T φ˜
deg x
x |E˜x)
1/deg x ∈ K[T ] .
La de´finition de la fonction L(S,E, t) donne´e ci-dessous ne de´pend que
du sous-sche´ma re´duit sous-jacent a` S : si l’on suppose S re´duit on peut alors
le de´composer en strates Sij-affines et lisses sur k a` la manie`re de 3.1 ; on
dispose alors d’un foncteur naturel
(4.1.12) D† : F a-Isoc†(S/K)→ Dw†(S, (Sij), (S
†
ij), (FS†ij
))
E 7−→ E† = (E , Eij, φ
†
ij)
ou` E est le F -isocristal convergent associe´ a` E, et φ†ij : F
∗
A†ij K
(Eij) ≃ Eij est
l’isomorphisme de Frobenius provenant de l’e´quivalence de Berthelot [B 3,
cor (2.5.8)]. De manie`re image´e on dira qu’un F -isocristal surconvergent est
toujours Dwork-surconvergent.
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Comme conse´quence de (4.1.11) on a :
De´finitions et proposition (4.1.13). Soient S un k-sche´ma se´pare´ de type
fini, (E, φE) ∈ F a-Isoc
†(S/K) et (E , φE) ∈ F a-Isoc(S/K) son image canon-
ique par le foncteur d’oubli F a-Isoc†(S/K) → F a-Isoc(S/K). La fonction L
de E est de´finie par
L(S,E, t) =
∏
x∈|S|
det(1− tdeg x φdeg xx |Ex)
−1 ∈ K[[t]]
=
∏
x∈|S|
det(1− tdeg x φ˜deg xx |E˜x)
−1/deg x ,
et on a
L(S,E, t) = L(S, E , t) .
On pose, pour α ∈ Q et r ∈ N∗
L(r)α (S,E, t) = L
(r)
α (S, E , t)
L(r)(S,E, t) = L(r)(S, E , t) .
Remarques (4.1.14).
(i) La deuxie`me expression de´finissant L(S,E, t) a` l’aide de E˜x est celle qui
avait e´te´ utilise´e dans la de´finition de [E-LS 1] : la nouvelle de´finition
donne´e ici avec l’appui du lemme (1.3.5) co¨ıncide donc avec celle de
[E-LS 1].
(ii) La fonction L(S,E, t) ci-dessus est p-adiquement me´romorphe : ceci se
de´duit ou bien du the´ore`me (1.3.8), ou bien du the´ore`me 6.3 de [E-LS
1] qui fournit l’expression cohomologique
L(S,E, t) =
2 dim S∏
i=0
det(1− t F |H irig,c(S/K,E))
(−1)i+1 .
De plus cette expression cohomologique fournit la rationalite´, L(S,E, t) ∈
K(t), depuis que Kedlaya a prouve´ la finitude de la cohomologie rigide
a` supports compacts et a` coefficients dans E [Ked 1].
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4.2. La conjecture de Dwork
The´ore`me (4.2.1). Soient S un k-sche´ma se´pare´ de type fini et (E, φE) ∈
F a-Isoc†(S/K). Alors, pour tout rationnel α et tout entier r ∈ N∗, on a :
(i) La fonction L
(r)
α (S,E, t) est p-adiquement me´romorphe
(ii) La fonction L(r)(S,E, t) est rationnelle
L(r)(S,E, t) ∈ K(t).
De´monstration.
Le (i) re´sulte de (3.2.10).
Le (ii) re´sulte de (4.1.14) (ii) et de la relation (3.2.4) :
L(r)(S,E, t) =
∏
i>1
L(S, Symr−i E ⊗
i
Λ E, t)
i×(−1)i−1 . 
4.3. La conjecture de Katz
Dans le the´ore`me suivant nous levons l’hypothe`se de prolongement a` une
compactification qui avait e´te´ faite dans [E-LS 2, the´o 6.7] pour re´soudre la
conjecture de Katz.
On note k une cloˆture alge´brique de k = Fq.
The´ore`me (4.3.1). Soient X un sche´ma se´pare´ de type fini sur Fq, Xk =
X ×k k et FQ un Kσ-faisceau lisse sur X. On suppose que le F -isocristal
convergent unite´ E associe´ a` FQ provient d’un F -isocristal surconvergent E,
E = Eˆ. Alors
(4.3.1.1) L(X,FQ, t) = L(X, E , t) ∈ K(t).
(4.3.1.2) Le quotient
L(X,FQ, t)/
∏
i
det(1− t F |H ie´t,c(Xk,FQ))
(−1)i+1
n’a ni ze´ro ni poˆle sur la couronne unite´ |t|p = 1.
De´monstration. La premie`re assertion est la` pour me´moire. Pour la deuxie`me
il suffit d’utiliser la suite exacte (2) du the´ore`me (3.3.13) du IV et [E-LS 2,
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prop 6.5]. 
Remarque (4.3.1.3). En utilisant l’expression cohomologique [E-LS 1, 6.3]
de L(X,FQ, t) = L(X,E, t) rappele´e en (4.1.13) (ii), c’est chaque terme
du produit alterne´ figurant dans l’expression (4.3.1.2) qui peut eˆtre pre´cise´,
c’est-a`-dire a` i fixe´, graˆce a` [E-LS 1, 6.5] et au [IV, (3.3.16)(2)].
Ceci apporte une pre´cision a` la de´monstration de la conjecture de Katz
faite par Emerton et Kisin dans [E-K 1].
On ge´ne´ralise (4.3.1.1) de la fac¸on suivante.
The´ore`me (4.3.2). Soient S un Fq-sche´ma lisse et se´pare´, f : X → S un
k-morphisme propre et lisse satisfaisant aux hypothe`ses de [IV, (3.1)] ou [IV,
(5.2)] et E, FQ comme en (4.3.1). Alors, pour (i, r, α) ∈ N×N∗×Q, on a :
(4.3.2.1) L(X,FQ, t) =
∏
i
L(S,Rifrig∗(E), t)
(−1)i ∈ K(t),
c’est-a`-dire∏
j
det(1−t F |Hjrig,c(X/K,E))
(−1)j+1 =
∏
i,j
det(1−t F |Hjrig,c(S/K,R
ifrig∗(E)))
(−1)i+j+1 ∈ K(t).
(4.3.2.2) L(r)(S,Rifrig∗(E), t) ∈ K(t).
(4.3.2.3) L
(r)
α (S,Rifrig∗(E), t) est p-adiquement me´romorphe.
(4.3.2.4) L0(S,R
ifrig∗(E), t) = L(S,R
ifet∗(FQ), t).
(4.3.2.5) Si de plus F est un Vσ-faisceau lisse tel que FQ = F ⊗ Q, alors le
quotient
L(S,Rifrig∗(E), t)/
∏
j
det(1− t F |Hjet,c(Sk, R
ifet∗(FQ)))
(−1)j+1
n’a ni ze´ro ni poˆle dans la couronne unite´ |t|p = 1 (ni meˆme dans le disque
ferme´ |t|p 6 1).
De´monstration. Par de´finition on a
L(X,FQ, t) = L(X,E, t),
et il suffit d’appliquer [IV, (3.1) ou (5.2)], (4.1.13) et (4.2.1) ; d’ou` les trois
premie`res assertions.
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Pour (4.3.2.4) on utilise la suite exacte de [V, (3.3.13.3)] et (E-LS 2, (6.2)].
Pour (4.3.2.5) on pose Ei = Rifrig∗(E), L0(t) = L0(S,E
i, t), L>0(t) =
L(S,Ei, t)/L0(t).
Par de´finition on a
L(S,Ei, t) =
∏
s∈|S|
(det(1− tdeg s Fs|H
i
rig∗(Xs/K(s), E|Xs)))
−1
=:
∏
s∈|S|
(Ps(t))
−1 .
Pour chaque s ∈ |S| l’injection k(s) →֒ k s’e´tend en une injection
V(s) := W (k(s))⊗W (k) V →֒ V :=W (k)⊗W (k) V,
et on a
Ps(t) ∈ V(s)[t] ⊂ V [t] ;
en effet, comme E provient d’un Vσ-faisceau, le polynoˆme Ps est a` coefficients
dans V(s) et pas seulement dans K(s) = Frac(V(s)). Donc L(S,Ei, t), L0(t)
ainsi que leurs inverses sont e´le´ments de V[[t]] : par suite ils convergent tous
les quatre dans le disque ouvert |t|p < 1 ; de plus, par de´finition de L0(t) on
en de´duit que L>0(t) et 1/L>0(t) convergent dans le disque ferme´ |t|p 6 1.
Or d’apre`s [E-K 1], le quotient
L(S,Rifet∗(FQ), t)/
∏
j
det(1− t F |Hjet,c(Sk, R
ifet∗(FQ)))
(−1)j+1
converge ainsi que son inverse dans le disque |t|p 6 1 ; d’ou` (4.3.2.5) via
(4.3.2.4). 
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5. Sche´mas abe´liens ordinaires
On suppose e 6 p− 1.
Dans ce paragraphe 5 nous allons expliciter l’expression L
(r)
α (S,Rifcris∗(OX/W ), t)
lorsque f : X → S est un sche´ma abe´lien ordinaire.
Apre`s des rappels en 5.1 sur les F -cristaux ordinaires, et en 5.2 sur les
sche´mas ordinaires, nous caracte´risons en (5.2.9) les sche´mas abe´liens ordi-
naires. Nous revenons ensuite en 5.3, the´ore`me (5.3.1), a` l’expression de L
(r)
α .
5.1. F -cristaux ordinaires
Soient k un corps de caracte´ristique p > 0, S un k-sche´ma, E ∈ F a-Cris(S/V)
un F a-cristal localement libre de type fini sur (S/V) .
A la suite de Katz et Deligne [K 2, II, 2.4, Rks p 148], [Deℓ 2], on dit que
E est un F a-cristal ordinaire de niveau n s’il existe une filtration de E
par des sous F a-cristaux localement libres de type fini
(5.1.1) 0 ⊂ U0 ⊂ U1 ⊂ ... ⊂ Ui−1 ⊂ Ui ⊂ ... ⊂ Un = E
tels que Ui/Ui−1 soit de la forme Vi(−i) := (Ei,∇i, πi Fi), ou` Vi := (Ei,∇i, Fi)
est un F a-cristal unite´ : Vi sera note´ Ei dans la suite. On dit que E ∈
F a-Cris(S/V) est ordinaire s’il existe n ∈ N tel que E soit ordinaire de
niveau n.
Pour les de´finitions et proprie´te´s des polygones de Hodge et de Newton
de E nous renvoyons le lecteur a` [K 2, I, 1.2, 1.3 et 2.3 p 142].
Si k est parfait et E ∈ F a-Cris(S/V) est ordinaire, il est clair qu’en tout
point s ∈ S les polygones de Hodge et de Newton de E co¨ıncident et qu’ils
sont constants, i.e. inde´pendants de s ∈ S [loc. cit.]. La re´ciproque est vraie
si S est un sche´ma sur un corps parfait k de caracte´ristique p > 0 et S de
l’un des deux types suivants [K 2, II, 2.4 Rks p 148], [W 2, lemma 3.6], [W
3, theo 7.2, cor 7.3] :
(i) S est lisse sur k ,
(ii) S = Spec k[[X1, ..., Xd]].
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Lorsque k = Fq et que E est ordinaire de niveau n, on a :
(5.1.2) L(S,E, t) =
n∏
i=0
L(S,Ei, π
it).
Proposition (5.1.3). Si A0 est une Fq-alge`bre lisse, la cate´gorie des ob-
jets ordinaires de F a-Cris(Spec A0/V) est stable par puissances tensorielles,
puissances syme´triques et puissances exte´rieures.
De´monstration. Il suffit de raisonner avec des bases locales deE ∈ F a-Cris(Spec A0/V)
et d’appliquer [K 2] ou [W 2, discussion apre`s def 3.3]. 
5.2. Caracte´risation des sche´mas abe´liens ordinaires
De´finition (5.2.1) [Iℓ 2]. Soient S un sche´ma de caracte´ristique p > 0 et
f : X → S un morphisme propre et lisse. On dit que X est ordinaire sur S
si
Rjf∗BΩ
i
X/S = 0
pour tout i et tout j (BΩiX/S de´signe le sous-faisceau d Ω
i−1
X/S de Ω
i
X/S , et les
Rjf∗ sont calcule´s pour la topologie de Zariski).
On a la caracte´risation suivante :
Proposition (5.2.2). Soient S un sche´ma de caracte´ristique p > 0 et f :
X → S un morphisme propre et lisse. Alors les conditions suivantes sont
e´quivalentes :
(1) X est ordinaire sur S.
(2) Pour tout s ∈ S, Xs est ordinaire sur Spec k(s).
(3) Pour tout point ferme´ s ∈ |S|, Xs est ordinaire sur Spec k(s).
(4) Pour tout s ∈ S, localite´ d’un point ge´ome´trique s = Spec k(s) (ou` k(s)
est une cloˆture alge´brique de k(s)), Xs est ordinaire sur Spec k(s).
De´monstration.
L’e´quivalence de (1) et (2) re´sulte de [Iℓ 2, 1.2(b)].
Montrons que (3) ⇒ (1). Notons |S| l’ensemble des points ferme´s de S :
on suppose donc que, pour tout s ∈ |S|, Xs est ordinaire sur k(s). D’apre`s
[Bour, AC II, § 3, n◦ 3, the´o 1] il s’agit de ve´rifier que pour tout i, j et
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tout s ∈ |S| on a (Rif∗BΩiX/S) ⊗OS OS,s = 0 ; par platitude de OS,s sur OS
c’est e´quivalent a` montrer que (Rf∗BΩiX/S)
L
⊗
OS
OS,s = 0, ce qui re´sulte de
l’implication (i) ⇒ (iii) de [Iℓ2, 1.2 (b)].
L’implication (2) ⇒ (4) s’obtient par le changement de base k(s)→ k(s)
[Iℓ 2, 1.2 (a)].
Re´ciproquement, montrons (4) ⇒ (2). Soit s ∈ S, alors Xs est ordinaire
par hypothe`se, d’ou` par de´finition [Iℓ 2, 1.1]
Rg∗BΩ
i
Xs/s
= 0
ou` g : Xs → Spec k(s) est le morphisme structural, de´duit de f : Xs →
Spec k(s). Or d’apre`s [Iℓ 2, (∗) p 379] on a
0 = Rg∗BΩ
i
Xs/s
∼
←−(Rf∗BΩ
i
Xs/s
)
L
⊗ k(s) k(s) ;
donc par fide`le platitude de k(s) sur k(s) on obtient
Rf∗BΩ
i
Xs/s
= 0 ,
ce qui est l’ordinarite´ de Xs sur k(s). 
Nous adopterons la de´finition suivante due a` Raynaud [R 3, Rq 4.2.2] :
De´finition (5.2.3). Un groupe p-divisible G est dit ordinaire s’il est exten-
sion d’un groupe p-divisible e´tale par un groupe p-divisible de type multipli-
catif.
Pour un groupe p-divisible G sur un sche´ma S on note, pour tout entier
n, G(n) := Ker{pn : G→ G}. Le dual de Cartier G∗ de G est de´fini par
G∗ = lim
→
n
(G(n))∗, ou` (G(n))∗ := Hom(G(n),Gm) ;
le dual de PontryaginG∨ deG est de´fini parG∨ := lim
→
n
(G(n))∨, ou` (G(n))∨ :=
Hom(G(n),Qp/Zp).
Si S est localement annule´ par une puissance de p on note D(G) son cristal
de Dieudonne´ [B-M 1], [B-B-M]. Rappelons que G est infinite´simal sur S si,
pour tout entier n, le morphisme structural G(n) → S est radiciel [Me, I,
3.2].
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Lemme (5.2.4). Soient S un sche´ma de caracte´ristique p > 0 et G un groupe
p-divisible de type multiplicatif. Alors G est infinitise´mal sur S et son dual
de Cartier G∗ est a` fibres unipotentes.
De´monstration. Comme le caracte`re radiciel se ve´rifie fibre a` fibre [EGA I,
3.7.4] nous supposerons que S est spectre d’un corps. Pour tout n, le Ver-
schiebung V de G(n) est un isomorphisme et le nie`me ite´re´ de son Frobenius
F , donne´ par F n = pn(V −1)n, est nul : donc G(n) est infinite´simal et son
dual de Cartier (G(n))∗ est unipotent [D-G, IV, § 3, n◦ 5.3]. 
Pour un sche´ma S localement annule´ par une puissance de p et Σ =
Spec Zp, on note [B-M 1, § 6], [B-M 2, 2.4] CS la cate´gorie des cristaux
localement de pre´sentation finie sur CRIS(S/Σ), munis d’homomorphismes
F : Eσ → E , V : E → Eσ
tels que F ◦ V = p, V ◦ F = p, et C e´tS (resp. C
tm
S ) la sous-cate´gorie pleine de
CS forme´e des cristaux localement annule´s par une puissance de p, et pour
lesquels F (resp. V ) est un isomorphisme.
Proposition (5.2.5). Soient S un sche´ma de caracte´ristique p > 0 et H un
groupe p-divisible de type multiplicatif sur S (i.e. V est un isomorphisme).
Alors on a un isomorphisme de F -cristaux
D(H) ≃ D(H∗∨)(−1) ,
ou` ( )∗ est la dualite´ de Cartier, ( )∨ la dualite´ de Pontryagin des groupes
p-divisibles e´tales et (−1) le twist a` la Tate.
De´monstration. Avec les notations de [B-M 2, 2.2.3.1] on a
D(H) ≃ H∗ ⊗Zp OS/Σ et FD(H) = p(FH∗)
−1 ⊗ 1 ;
de meˆme [B-M 2, (2.1.3.1) et (2.1.4) (ii)] on a
D(H∗∨) ≃ H∗ ⊗Zp OS/Σ et FD(H∗∨) = (FH∗)
−1 ⊗ 1 ,
d’ou` la proposition. 
Proposition (5.2.6). Soient S un sche´ma de caracte´ristique p > 0 et E un
e´le´ment de CS. Les assertions suivantes sont e´quivalentes :
(1) E est un F -cristal ordinaire de niveau 1 [cf. (5.1)].
(2) Il existe un groupe p-divisible e´tale Ge´t sur S et un groupe p-divisible
de type multiplicatif Gtm sur S tels que E soit extension de D(Gtm) par
D(Ge´t).
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De´monstration. Ceci re´sulte de la de´finition (5.1), de la proposition (5.2.5)
pre´ce´dente et des e´quivalences de cate´gories de [B-M 1, corollaire du the´ore`me
6]. 
Proposition (5.2.7). Soient S un sche´ma de caracte´ristique p > 0, normal,
localement irre´ductible et posse´dant localement une p-base et G un groupe
p-divisible sur S. Alors les assertions suivantes sont e´quivalentes :
(1) G est un groupe p-divisible ordinaire.
(2) D(G) est un F -cristal ordinaire de niveau 1.
De´monstration. Si G est ordinaire, on a une suite exacte
0 −→ Gtm −→ G −→ Ge´t −→ 0
ou` Ge´t est un groupe p-divisible e´tale et Gtm un groupe p-divisible de type
multiplicatif, ce qui fournit une suite exacte [B-M 1, § 4.1 a)]
0 −→ D(Ge´t) −→ D(G) −→ D(Gtm) −→ 0 ,
donc D(G) est ordinaire de niveau 1 par la proposition (5.2.6) pre´ce´dente.
Re´ciproquement, supposons queD(G) est un F - cristal ordinaire de niveau
1, i.e. par la proposition (5.2.6) (dont nous adoptons les notations), que D(G)
est extension de D(Gtm) par D(Ge´t). Sous nos hypothe`ses, le foncteur D est
pleinement fide`le [B-M 2, the´o (4.1.1)], donc la suite exacte
0 −→ D(Ge´t) −→ D(G) −→ D(Gtm) −→ 0 ,
fournit une suite exacte
0 −→ Gtm −→ G −→ Ge´t −→ 0,
et G est ordinaire. 
Remarques (5.2.8) sur la proposition (5.2.7).
(1) Les hypothe`ses sur S sont satisfaites si S est un sche´ma sur un corps k
de caracte´ristique p > 0 tel que S est de l’un des deux types suivants
[B-M 1, § 6] :
(i) S est lisse sur k.
(ii) S = Spec k[[X1, ..., Xn]], avec [k : k
p] < +∞.
(2) Le (1) de la proposition implique le (2) en supposant seulement que S
est un k-sche´ma ; ce n’est que pour la re´ciproque que nos hypothe`ses
sur S sont utiles.
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The´ore`me (5.2.9). Soient S un sche´ma de caracte´ristique p, f : X → S
un sche´ma abe´lien de dimension relative d, G le groupe p-divisible associe´ a`
X/S et D(G) son cristal de Dieudonne´ [B-B-M]. Alors les proprie´te´s (1) a`
(5) ci-dessous sont e´quivalentes :
(1) X est ordinaire sur S.
(2) Pour tout point ge´ome´trique s de S le polygone de Newton Nwtn de´fini
par les pentes de Frobenius agissant sur le groupe de cohomologie cristalline
Hncris(Xs/W (k(s))) co¨ıncide, pour tout n, avec le polygone de Hodge
Hdgn de´fini par les nombres de Hodge
hi,n−i = dimk(s) H
n−i(Xs,Ω
i
Xs/k(s)
)
(i.e ayant pour pente i avec la multiplicite´ hi,n−i).
(3) Pour tout point ge´ome´trique s de S, le p-rang de Xs est d (par de´finition
le p-rang est e´gal a` dimZ/pZ(H
1
e´t(Xs,Z/pZ))).
(4) G est ordinaire.
(5) Le F -cristal de Dieudonne´ D(G) ≃ D(X) := R1fcris∗(OX/Σ) est ordi-
naire de niveau 1.
Si de plus S est un sche´ma sur un corps parfait k de caracte´ristique p > 0 et
si S est de l’un des deux types suivants :
(i) S est lisse sur k,
(ii) S = Spec k[[t1, ..., tn]],
alors ces proprie´te´s e´quivalent aussi a` :
(6) Pour tout i, 0 6 i 6 2d, le F -cristal Rifcris∗(OX/Σ) = Rifcris∗(OX/W (k))
est ordinaire de niveau i.
De´monstration. L’e´quivalence de (1), (2) et (3) re´sulte du (4) de la proposi-
tion (5.2.2) de [Iℓ 2, § 1] et [B-K, 7.2, 7.3, 7.4].
Montrons que (1) ⇒ (4). Soient s = Spec k(s) un point de S et s =
Spec k(s), ou` k(s) est une cloˆture alge´brique de k(s). Comme X est ordi-
naire sur S, Xs est une varie´te´ abe´lienne ordinaire [Iℓ 2, 1.2 (a)] au sens usuel
([Iℓ 2, 1.1] et [B-K, 7.2 et 7.4]), donc le p-rang de Xs [Mu, p. 147] est d [B-K,
7.4] : par suite [Mu, p. 147], sur le corps k(s), le groupe p-divisible Gs est le
produit d’un groupe p-divisible e´tale Ge´ts par un groupe p-divisible de type
multiplicatif Gtms ; par dualite´ de Cartier on a aussi G
∗
s ≃ G
tm ∗
s × G
e´t ∗
s . Or
le rang se´parable de G(1)s [EGA I, 6.5.9] est aussi celui de G(1)s [EGA I,
6.5.11], et comme Gtm est infinite´simal [lemme (5.2.4)] ce rang se´parable de
G(1)s est le rang de G(1)
e´t
s , qui est e´gal a` p
d puisque Xs est ordinaire [Mu,
p. 147]. Ainsi la fonction s 7→ rang se´parable de G(1)s (resp. de G(1)∗s) est
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constante : par [Me, II, prop 4.9] G (resp. G∗) est extension d’un groupe
p-divisible e´tale G′′ (resp. (G∗)′′) par un groupe p-divisible infinite´simal G′
(resp. (G∗)′). La dualite´ de Cartier pre´servant les suites exactes, on a les deux
suites exactes :
(S1) 0 −→ ((G∗)′′)∗
i
−→G −→ ((G∗)′)∗ −→ 0
(S2) 0 −→ G′ −→ G
j
−→G′′ −→ 0.
Comme (G′′)∗ est de type multiplicatif, il est infinite´simal [lemme (5.2.4]
donc G′′ est a` fibres unipotentes [D-G, IV, § 3, n◦ 5.3] : il re´sulte alors de
[SGA 3, XVII, § 2, lemme 2.5] que le morphisme compose´ j ◦ i est nul. Par
suite, l’identite´ de G induit un morphisme de la suite exacte (S1) dans la
suite exacte (S2) ; soit f : ((G∗)′)∗ → G′′ le morphisme induit. Pour tout
entier n, le morphisme G(n) → G′′(n) est un e´pimorphisme de S-sche´mas
en groupes, donc il est fide`lement plat : en effet, par le crite`re de platitude
fibre par fibre [EGA IV, 11.3.11] on est ramene´ au cas ou` S est le spectre
d’un corps, et alors le re´sultat est standard [D-G, III, § 3, 7.4]. De la meˆme
fac¸on G(n) → ((G∗(n))′)∗ est fide`lement plat, donc f est fide`lement plat
[EGA IV, 2.2.13] : montrons que f est un isomorphisme, i.e. que pour tout
n, fn : ((G
∗(n))′)∗ → G′′(n) est un isomorphisme. Pour cela on peut supposer
que S est le spectre s d’un corps k [EGA IV, 17.9.5], et meˆme que k = k est
alge´briquement clos, par fide`le platitude de k sur k [EGA IV, 2.7.1, (viii)].
Mais alors (G∗s)
′ ≃ Ge´t∗s , d’ou` ((G
∗
s)
′)∗ ≃ Ge´ts qui est de hauteur ht (G
e´t
s ) = d
carXs est ordinaire ; de meˆmeG
′′
s ≃ G
e´t
s et fn induit un morphisme fide`lement
plat fn,s : G
e´t
s (n)→ G
e´t
s (n) : c’est donc un isomorphisme puisqu’au niveau des
anneaux il fournit une injection entre k-espaces vectoriels de meˆme dimension
pnd. Ainsi f est un isomorphisme et l’identite´ de G induit un isomorphisme
((G∗)′′)∗−˜→ G′ ;
puisque (G∗)′′ est e´tale, G′ est de type multiplicatif et donc G est ordinaire.
L’implication (4) ⇒ (5) provient de la remarque (2) de (5.2.8).
Montrons que (5) ⇒ (3). Supposant (5) on a une suite exacte de cristaux
sur S [prop (5.2.6)]
0 −→ D(Ge´t) −→ D(G) −→ D(Gtm) −→ 0 ,
qui, pour tout point ge´ome´trique s de S, reste exacte par image inverse sur
Spec k(s) et s’identifie [B-B-M, 1.3.3] a`
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0 −→ D(Ge´ts ) −→ D(Gs) −→ D(G
tm
s ) −→ 0 .
Le corps k(s) ve´rifiant les hypothe`ses de la proposition (5.2.7) on en de´duit
une suite exacte
0 −→ Gtms −→ Gs −→ G
e´t
s −→ 0 ,
qui est scinde´e puisque k(s) est parfait. Ainsi la composante infinite´simale
unipotente de Gs est nulle [Dem, p.39] ; graˆce a` [Mu, p. 147] on en de´duit
que le p-rang de Xs est d, et ceci pour tout point ge´ome´trique s, d’ou` le (3).
Il reste a` e´tablir l’implication (5) ⇒ (6). Sous les conditions de l’e´nonce´
l’ordinarite´ se ve´rifie sur les polygones de Hodge et de Newton de Rifcris∗(OS/Σ)
en chaque point s ∈ S [cf. (5.1)] : la co¨ıncidence de ces polygones pour un i,
0 6 i 6 2d, re´sulte de leur co¨ıncidence pour i = 1 [K 2, I, 1.2, 1.3], car on a
un isomorphisme [B-B-M, (2.5.5.1)]
Rifcris∗(OS/Σ) ≃
i
ΛR
1fcris∗(OS/Σ) .
L’assertion sur le niveau est claire. 
5.3. Explicitation des fonctions L
(r)
α et conjecture de
Dwork
On reprend les hypothe`ses et notations du § 4. Ainsi k = Fq et S est un
k-sche´ma se´pare´ de type fini. On supposera dore´navant que f : X −→ S est
un sche´ma abe´lien ordinaire de dimension relative g, de groupe p-divisible
G : par le the´ore`me (5.2.9), G est extension d’un groupe p-divisible e´tale Ge´t
par un groupe p-divisible de type multiplicatif Gtm.
Nous omettrons dore´navant S et t dans l’e´criture des fonctions L, par
exemple Lα(E) := Lα(S,E, t) pour α ∈ Q.
The´ore`me (5.3.1). Sous les hypothe`ses 5.3 on a, pour tout i, 0 6 i 6 2g :
(1) (1.1) L0(R
ifcris∗(OX/W )) = L(Rife´t∗(Zp)⊗Zp OX/W ) , ou`
Rife´t∗(Zp)⊗Zp OX/W ≃
i
ΛD(Ge´t)
est le sous F-cristal unite´ de Rifcris∗(OX/W ).
(1.2) Li(R
ifcris∗(OX/W )) = L(
i
ΛD(Gtm)).
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(1.3) Lα(R
ifcris∗(OX/W )) = 1 si α < 0 ou α > i, ou α ∈ [0, i] \ N,
= L((
i−α
Λ D(Ge´t))⊗(
α
ΛD(Gtm))) si α ∈ [0, i]∩N .
(2) Pour tout α ∈ Q et r ∈ N∗ on a :
(2.1) L
(r)
α (Rifcris∗(OX/W )) est p-adiquement me´romorphe.
(2.2) L
(r)
α (Rifcris∗(OX/W )) = 1 si α < 0, ou α > i, ou α ∈ [0, i] \ N.
(2.3) L
(r)
α (Rifcris∗(OX/W )) =∏
j>1
L{Symr−j[(
i−α
Λ D(Ge´t))⊗(
α
ΛD(Gtm))]⊗
j
Λ[(
i−α
Λ D(Ge´t))⊗(
α
ΛD(Gtm))]}j×(−1)
j−1
si α ∈ [0, i] ∩N .
De´monstration. Pour (1.1) on rappelle l’isomorphisme [B-B-M]
Rifcris∗(OX/W )) ≃
i
ΛR
1fcris∗(OX/W )) ≃
i
ΛD(G) ,
et il re´sulte de [E-LS 2, prop 6.5] que
L0(R
ifcris∗(OX/W )) = L(R
ife´t∗(Zp)) ;
pour i = 1, R1fe´t∗(Zp) et D(Ge´t) ont meˆme fonction L, ce qui prouve (1.1).
Pour le (1.2) et (1.3) il suffit de remarquer que
L(R1fcris∗(OX/W )) = L(D(G)) = L(D(G
e´t))× L(D(Gtm)) .
Compte tenu de [Et 5, the´o 8] le (2.1) est prouve´ en (4.2.1)(i) ; (2.2) re´sulte
de (1.3).
Pour le (2.3) on utilise l’expression (1.3) du the´ore`me et la formule (3.2.5).

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