In this work, we consider adaptive linear programming (ALP) decoding of linear codes over prime fields, i.e., the finite fields p of size p where p is a prime, when used over a p-ary input memoryless channel. In particular, we provide a general construction of valid inequalities (using no auxiliary variables) for the codeword polytope (or the convex hull) of the so-called constant-weight embedding of a single parity-check (SPC) code over any prime field. The construction is based on sets of vectors, called building block classes, that are assembled to form the left-hand side of an inequality according to several rules. In the case of almost doubly-symmetric valid classes we prove that the resulting inequalities are all facetdefining, while we conjecture this to be true if and only if the class is valid and symmetric. Valid symmetric classes impose certain symmetry conditions on the elements of the vectors from the class, while valid doubly-symmetric classes impose further technical symmetry conditions. For p = 3, there is only a single valid symmetric class and we prove that the resulting inequalities together with the so-called simplex constraints give a complete and irredundant description of the codeword polytope of the embedded SPC code. For p > 5, we show that there are additional facets beyond those from the proposed construction. As an example, for p = 7, we provide additional inequalities that all define facets of the embedded codeword polytope. The resulting overall set of linear (in)equalities is conjectured to be irredundant and complete. Such sets of linear (in)equalities have not appeared in the literature before, have a strong theoretical interest, and we use them to develop an efficient (relaxed) ALP decoder for general (non-SPC) linear codes over prime fields. The key ingredient is an efficient separation algorithm based on the principle of dynamic programming. Furthermore, we construct a decoder for linear codes over arbitrary fields q with q = p m and m > 1 by a factor graph representation that reduces to several instances of the case m = 1, which results, in general, in a relaxation of the original decoding polytope. Finally, we present an efficient Manuscript cut-generating algorithm to search for redundant parity-checks to further improve the performance towards maximum-likelihood decoding for short-to-medium block lengths. Numerical experiments confirm that our new decoder is very efficient compared to a static LP decoder for various field sizes, check-node degrees, and block lengths.
I. INTRODUCTION

L INEAR programming (LP) decoding was introduced by
Feldman et al. in 2005 [1] as an efficient, but (compared to maximum-likelihood (ML) decoding) suboptimal decoding approach for binary linear codes. Since then, LP decoding of low-density parity-check (LDPC) codes has been extensively studied by various authors, and, in particular, several low-complexity approaches have been proposed. See, for instance, [2] - [6] . The approach was later extended to nonbinary linear codes by Flanagan et al. [7] , and several low-complexity approaches were proposed in [8] - [11] . Nonbinary LDPC codes are especially appealing because they in general exhibit a better performance than binary codes in the important finite-length regime.
The underlying structure of LP decoding are the codeword polytopes (or convex hulls) whose vertices correspond to the codewords of a binary image of a (nonbinary) single parity-check (SPC) code. By intersecting all those polytopes defined by the rows of a specific parity-check matrix of a linear code, one obtains the so-called fundamental polytope, the domain of optimization of an LP decoder. While an explicit description for binary codes is well known (second formulation in [1] ), all LP formulations for nonbinary codes known so far generalize the first formulation in [1] and thus depend on auxiliary variables (one for each feasible configuration) [7] .
As recent results have shown [6] , [12] , LP decoding based on the alternating direction method of multipliers (ADMM) for convex optimization problems [13] is able to outperform (in terms of decoding complexity) other LP decoding approaches. The efficiency of the algorithm relies on an efficient algorithm to do Euclidean projection onto the codeword polytope of a binary SPC code. In the binary case, the so-called "two-slice" lemma is the main result that enables efficient Euclidean projections in time O(d log d) for a binary SPC code of length d. More recently, more efficient projection algorithms have been proposed in [14] and [15] . While initial work has been done to apply ADMM to the nonbinary case [11] , it is currently not known how this framework can be applied to codes over nonbinary fields with characteristic greater than two, one difficulty being that little is known about codeword polytopes of nonbinary codes over such fields which one would need to project on.
In this work, we present several results on the codeword polytope and the fundamental polytope of a general nonbinary code over any finite field q . We provide an explicit construction for valid (facet-defining) inequalities for the so-called constant-weight embedding of a nonbinary SPC code over any prime field p without relying on auxiliary variables. The construction is based on what we call classes of building blocks. A building block is simply a vector of length p, while a class of building blocks is a set of such vectors. The vectors within a class are used to build an inequality in a block-wise manner (thus the name building block) where each block corresponds to a code coordinate. We develop rules for combining these blocks in such a way that they yield the coefficient vector of a valid inequality, whose right-hand side is also computed by a specific rule. In particular, all but one of the blocks can be freely chosen (the last block is a function of the other blocks), and the right-hand side of the inequality is found by imposing that the inequality is tight for a specially designed embedded codeword (the so-called canonical codeword). The detailed construction can be found in Construction 1 in Section V-B. In the case of almost doublysymmetric valid classes we prove that the resulting inequalities are all facet-defining, while we conjecture this to be true if and only if the class is valid and symmetric. Valid symmetric classes impose certain symmetry conditions on the elements of the vectors from the class (see Definition 10) , while valid doubly-symmetric classes impose further technical symmetry conditions (see Definition 11) .
For the ternary case, we prove that the constructed facet-defining inequalities together with the so-called simplex constraints give a complete and irredundant description of the embedded SPC codeword polytope. It also extends the explicit formulation of the fundamental cone by Skachek [16] in the sense that the latter describes the convex hull at one single (namely, the all-zero) vertex. For the quinary case, we conjecture that the constructed inequalities together with the simplex constraints indeed give a complete and irredundant description of the embedded codeword polytope, while for larger q we show that this is not the case.
Such facet-defining inequalities for the nonbinary case have, to the best of our knowledge, not appeared in the literature before, have a strong theoretical interest, and their explicit construction without the need for auxiliary variables has immediate practical consequences to LP decoding: as we show in this work, these inequalities can efficiently be separated, which allows for efficient adaptive LP (ALP) decoding of general (non-SPC) linear codes over any prime field, thus extending the well-known ALP decoder by Taghavi and Siegel [3] to general nonbinary linear codes over prime fields when used over a discrete-input (with alphabet size equal to the field size) memoryless channel. Besides its computational gain over "static" (non-adaptive) LP decoding, ALP decoding is also a key component of methods for improving error-correction performance [17] , [18] . While not a topic of this paper, our polyhedral results might also facilitate the development of a projection algorithm for ADMM decoding of general nonbinary codes.
Linear codes (or, in particular, linear LDPC codes) over prime fields have several application areas. For instance, such codes are a key ingredient in the construction of low-density integer lattices using the so-called Construction A [19] . Such lattices are referred to as LDA lattices and they perform close to capacity on the Gaussian channel, in addition to being conceptually simpler than previously proposed lattices based on multiple nested binary codes. In particular, in [19] , several integer LDA lattices, all based on a particular (2, 5)-regular LDPC code over the prime field of size 11, were proposed. For dimension 5000, the lattice attains a symbol error rate (under low-complexity iterative decoding) of less than 10 −6 at 1 dB from capacity. Also, ternary linear codes have recently attracted some attention in the context of polar codes [20] and array-based spatially-coupled LDPC codes [21] .
The remainder of this paper is organized as follows. In Section II, we establish notation and give a short overview of some background material. We fully characterize the relationship between the two Euclidean embeddings of finite field elements used throughout this work in Section III. Section IV establishes general polyhedral properties (dimension, affine hull, and box inequalities) of the codeword polytope of a nonbinary linear code and studies its symmetries by introducing rotation. Then, in Section V, we present a construction method for valid inequalities for the convex hull of the constant-weight embedding of an SPC code defined over the prime field p for general p. In Section VI, we tailor the general framework developed before for p ∈ {3, 5, 7}. In particular, we prove that for p = 3, the framework provides a complete and irredundant description of the embedded codeword polytope of a ternary SPC code under the constant-weight embedding. A separation algorithm based on the principle of dynamic programming (DP) for efficient (relaxed) ALP decoding of general (non-SPC) nonbinary codes over any prime field is presented in Section VII; Section VII-A describes an efficient implementation of this algorithm for the special case of p = 3.
In Section VIII, we outline an efficient method to search for cut-inducing redundant parity-check (RPC) equations using Gaussian elimination, generalizing the Adaptive Cut Generation (ACG) algorithm from [17] . In Section IX, we briefly consider the case of nonbinary codes over the general field q of size q = p m , where m > 1 is integer. In particular, we adapt the relaxation method proposed in [11] , [22] for fields of characteristic p = 2 to any characteristic p > 2 by representing a parity-check constraint over the finite field p m by a set of p m − 1 p-ary parity-check constraints. In particular, the convex hull of a parity-check constraint over p m is relaxed by considering the intersection of the convex hulls of the p m − 1 corresponding p-ary parity-check constraints. Numerical results for both LDPC and high-density parity-check (HDPC) codes for various field sizes and block lengths are presented in Section X. The results show that our proposed ALP decoder outperforms (in terms of decoding complexity) the decoder from [7] (using both the plain and the cascaded LP formulation). Also, using an appropriately generalized ACG-ALP decoding algorithm, as described in Section VIII, near-ML decoding performance can be achieved for short block lengths. For comparison purposes we also show the performance of sum-product (SP) decoding [23] . Finally, we draw some conclusions and give an outline of some future work in Section XI.
II. NOTATION AND BACKGROUND
This section establishes some basic definitions and results needed for the rest of the paper.
A. General Notation
If x ∈ S and A ⊂ S, where S is a set, we denote A multiset S is a set in which an item can occur repeatedly. The size of a multiset, denoted by |S|, is the number of items counted with multiplicity. For example, S = {1, 2, 2, 3, 6, 6} ⊂ is a multiset with |S| = 6.
B. Finite Fields and Integers
The contrast between codes, as objects living in spaces over finite fields, and polytopes in Euclidean space is a key feature of LP decoding. For the sake of mathematical rigor, we strictly separate between these two spaces. Because of the need to frequently map from one into the other, especially in indices, this section introduces succinct notation for these maps.
For any prime p and integer m ≥ 1, let q with q = p m denote the finite field with q elements. If m = 1 (which is assumed for most of this work), the set p = q consists of p congruence classes of /p = {[a] p : a ∈ }, where
[·] p : → p a → a + p = {a + kp : k ∈ } (1) maps an integer to its congruence class modulo p. The "inverse" of (1) that maps a congruence class ζ ∈ p to its unique integer representative from {0, 1, . . . , p− 1} is denoted by [·] :
[·] : p → ζ = [a] p → a mod p.
In general, literal numbers are used to denote elements of both p and , depending on the context, but nonetheless designate different items; e.g., 3 = 3 ∈ 7 (we may explicitly use the explicit form [3] 7 if there is risk of ambiguity or confusion). Note also that operators like "+" are defined for both and p , such that 3 + 5 = 8 in , but 3 + 5 = 1 in 7 . If a, b ∈ , the expression a ≡ b (mod p) is an alternative notation for [a] p = [b] p , which we use especially if a and b are compound expressions. For a ∈ , [[a] p ] = a mod p.
In the general case m ≥ 1, each element ζ ∈ q = p m can be represented by a polynomial ζ(x) = m i=1 p i x i−1 , where p i ∈ p , and we will use the integer representation ζ(p) = m i=1 [p i ] p i−1 for representing ζ. Furthermore, let p(ζ) = (p 1 , . . . , p m ) be the p-ary vector representation of ζ.
For any finite set A = {ζ 1 , . . . , ζ |A| }, ζ i ∈ q , i ∈ |A| , we use the short-hand notation A = a∈A a for the sum (in q ) of the elements in A.
C. Linear Codes Over Finite Fields
Let C denote a linear code of length n and dimension k over the finite field q with q elements. The code C can be defined by an r × n parity-check matrix H = (h j,i ), where r ≥ n − k and each matrix entry h j,i ∈ q , i ∈ I and j ∈ J , where I = n and J = r are the column and row index sets, respectively, of H. Then, C = C(H) = {c = (c 1 , . . . , c n ) T ∈ n q : Hc = 0}, where (·) T denotes the transpose of its vector argument. When represented by a factor (or Tanner) graph [7] , I is also the variable node index set and J is the check node index set. In the following, let N v (i) (resp. N c (j)) denote the set of neighboring nodes of variable node i (resp. check node j). Finally, call C an (n, k, d) code if d denotes the minimum Hamming weight of its codewords. The Hamming distance between two codewords c, c ∈ C is denoted by d H (c, c ).
In the original work by Feldman et al. [1] , the ML decoding problem was stated as an integer linear program in the real space by using (yet not explicitly discussing) the above-defined
[·] 2 as the embedding of 2 into Ê, where Ê denotes the real numbers, and then relaxed into a linear program using vectors that live in [0, 1] n . In the nonbinary case, one might be tempted to embed ζ ∈ q into the reals by using its integer representation ζ(p) ∈ , which however does not work out for several reasons. Instead, the following mapping f(·) (see [11] , [22] , [24] ) embeds elements of q into the Euclidean space of dimension q by using unit vectors of length q.
Definition 1 (Constant-Weight Embedding): Let
where x δ = 1 if δ = ζ(p) is the integer representation of ζ and x δ = 0 otherwise, and further the constant-weight embedding of vectors from n q as
More generally, a space A nq which is related to n embedded elements of q (such as Ê nq in the above definition of F v ) is identified with A q n , which is why we usually employ double-indexing to emphasize on the q-blocks
Observe that f defined in Definition 1 maps the elements of q to the vertices of the full-dimensional standard (q − 1)-
where conv(·) denotes the convex hull in the real space of its argument and e i is the i-th unit vector in Ê q . Hence, F v maps n q onto the vertices of S n q−1 = S q−1 × · · · × S q−1 (n times). With some abuse of notation, in the rest of the paper, we will use the same notation e i for the i-th unit vector in different vector spaces. It will be clear from the context in which vector space e i lies. Moreover, the entries of S n q−1 are represented as column vectors, while the entries of S q−1 are row vectors.
Flanagan et al. [7] have proposed the following, slightly more compact embedding.
Definition 2 (Flanagan's Embedding):
Let
where x δ = 1 if δ = ζ(p) and x δ = 0 otherwise, with the analog vector-embedding F v . Flanagan's embedding has the advantage of using one less dimension per entry of q , but exhibits less symmetry since the zero element is distinguished: f (0) 1 = 0 while f (ζ) 1 = 1 for ζ = 0, where · 1 denotes the standard 1 -norm of a vector. Because of the latter, f turned out to be better suitable for presenting the results of this paper, while f is advantageous in some proofs. In Section III, we characterize the close relationship between f and f and, in particular, show how any result stated using f can be transformed into its respective form under f .
D. LP Decoding of Nonbinary Codes
In this subsection, we review the LP decoding formulation proposed by Flanagan et al. in [7] , where in contrast to [7] we use constant-weight embedding. Let q and Σ, respectively, denote the input and output alphabets of a memoryless channel with input X and output Y , and define for each y ∈ Σ and δ ∈ q the value γ δ = log Pr(Y =y|X=0) Pr(Y =y|X=δ) . Then, the function λ : Σ → (Ê ∪ {±∞}) q is defined as
Furthermore, we define Λ(y) = (λ(y 1 ) | . . . | λ(y n )) T for y = (y 1 , . . . , y n ) T . Now, the ML decoding problem can be written as [7] c ML = arg min
where y 1 , . . . , y n are the channel outputs. The problem in (2) can be relaxed into a linear program using the embedding from Definition 1 as follows [7] :
i,q−1 ) for all i ∈ |N c (j)| , and P j is a binary indicator matrix that selects the variables from x that participate in the j-th check node. In (3), C j represents the SPC code defined by the j-th check node, and conv(
LP decoding, i.e., using the LP relaxation (3) as a decoder (which is defined to output a decoding failure if the optimal solutionx LP does not happen to be integral) has several desirable properties. Most importantly, the so-called ML certificate property [1] , [7] assures that, ifx LP is a codeword, then x LP =ĉ ML , whereĉ ML is the ML decoded codeword.
Note that the ML certificate property remains to hold if conv(F v (C j )) is replaced by a relaxation Q j ⊇ conv(F v (C j )). We will use the term LP decoding also when such a further relaxation is used, which is the case because (except for q ∈ {2, 3}) the inequalities constructed in this paper may describe only a superset of conv(F v (C j )).
As noted in [7] , the performance of LP decoding is independent of the transmitted codeword only under a certain channel symmetry condition. For details, we refer the interested reader to [7, Thm. 5.1] . See also [25, Def. 1] where a very similar symmetry condition which guarantees codeword-independent performance under ML decoding was introduced.
E. Background on Polyhedra
The convex hull of a finite number of points in Ê n is called a polytope. It can be alternatively characterized as the (bounded) intersection of a finite number of halfspaces, i.e., the solution space of a finite number of linear inequalities.
Let P ⊆ Ê n be a polytope. An inequality θ T x ≤ κ with θ ∈ Ê n and κ ∈ Ê is valid if it holds for any x ∈ P. Every valid inequality defines a face F = {x ∈ P : θ T x = κ} of P, which is itself a polytope. For notational convenience, we will identify a face F with its defining inequality θ T x ≤ κ as long as there is no risk of ambiguity.
The dimension of a face (or polytope) F is defined as the dimension of its affine hull aff(F ), which is calculated as one less than the maximum number of affinely independent vectors in F . Recall that a set of k vectors {v 1 , . . . , v k } ⊆ Ê n is affinely independent if and only if the vectors .  TABLE I   A SUMMARY OF BASIC NOTATION AND TERMS INTRODUCED  IN SECTION II AND USED THROUGHOUT THE PAPER A face F with dim(F ) = dim(P) − 1 is called a facet, while a zero-dimensional face is a vertex of P. It is a basic result of polyhedral theory that a face F of dimension dim(F ) actually contains dim(F ) affinely independent vertices of P. Conversely, a face F is uniquely determined by dim(F ) affinely independent vertices of P that are contained in F .
Facets are important because every "minimal" representation of a polytope P is of the form
where A is an r × n matrix of rank r = n − dim(P) such that aff(P) = {x : Ax = b}, and C is an s × n matrix such that the rows of Cx ≤ d are in one-to-one correspondence with the s facets of P. For a more rigorous treatment of this topic, see, e.g., [26] .
F. Some Final Remarks
We list two intermediate results (Lemmas 16 and 17) in Appendix A. To have a more modular presentation and since these two lemmas are used only in the proofs in the appendices, they are only presented there.
Finally, in Table I we present a summary of the most important terms and notation introduced in Section II and used throughout the paper.
III. COMPARISON OF EMBEDDINGS OF q
In this section, we establish a close relationship between the convex hull of a nonbinary code under the embeddings F v (Definition 1) and F v (Definition 2), respectively, of n q into the Euclidean space. Note that, while F v maps n q to the vertices of S n q−1 ⊆ Ê nq , the embedding F v maps to the vertices ofŜ n q−1 ⊆ Ê (q−1)n , wherê is the full-dimensional embedding of the (q − 1)-simplex. Again, as for S n q−1 , the entries ofŜ n q−1 are represented as column vectors, while the entries ofŜ q−1 are row vectors. Geometrically, S n q−1 exhibits a higher symmetry (cf. Fig. 1 ). For this reason, we found the constant-weight embedding more helpful for grasping the geometry of nonbinary linear codes. In addition, several formulas turned out more compact under this embedding. On the other hand, the following results show that the choice of the embedding does not affect the key polyhedral properties. Note that these results hold for arbitrary finite fields q = p m .
Lemma 1: Let
be the map that "projects out" the entries x i,0 , and let
"lift"Ŝ n q−1 onto S n q−1 . Then, P = L −1 and L = P −1 . In particular, both maps are bijective. Furthermore, P(F v (ξ)) = F v (ξ) and L(F v (ξ)) = F v (ξ) for any ξ ∈ n q . Proof: The statements can be easily verified by running through the cases. For example, L(P(x)) i,
Example 1: Let q = 3, n = 3, and
Then, x = P(x) = (1/3, 1/6, 8/10, 1/10, 0, 0) T ∈Ŝ 3 2 (the map P(·) "projects out" the entries Let C be a linear code of length n defined over the finite field q , q = p m , with p prime and m ≥ 1. Let P = conv(F v (C)) and P = conv(F v (C)). From the above lemma, it follows immediately that P = P(P) and P = L(P ). Because P and L are affine linear and bijective, we also get the following.
Lemma 2:
The vectors x 1 , . . . , x k ∈ S n q−1 are affinely independent if and only if P(x 1 ), . . . , P(x k ) ∈Ŝ n q−1 are affinely independent.
Corollary 1: F is a face of P with dim(F ) = δ if and only if P(F ) is a face of P also with dim(P(F )) = δ. In particular, dim(P) = dim(P ), and the facets of both polytopes are in one-to-one correspondence.
The particular form of P allows to immediately convert a description of P by means of linear (in)equalities into such a description of P . In Appendix B, we present the construction and give additional remarks.
IV. DIMENSION OF P AND ROTATIONAL SYMMETRY
A. Simplex Constraints and Dimension of P
In this subsection, we determine the dimension of P = conv(F v (C)), where C is an "all-ones" SPC code (i.e., its parity-check matrix contains only ones) of length d defined over the field p , p prime, which is crucial for proving that inequalities are facets of P (cf. Section II-E). We then show that the linear equations and inequalities describing S d p−1 define the affine hull and are facets, respectively, of P.
Definition 3: For the finite field p and d ≥ 1, let Δ d p denote the set of p × d inequalities and d equations in Ê dp that define S d p−1 , i.e., the inequalities
we call the (in)equalities in Δ d p simplex constraints. Proposition 1: Let C be a length-d "all-ones" SPC code over the finite field p and P = conv(F v (C)). For d ≥ 3 (if p = 2, for d ≥ 4), 1) dim(P) = d(p − 1), 2) the affine hull of P is aff(P) = {x : (4b) holds for i ∈ d }, and 3) (4a) defines a facet of P for i ∈ d and j ∈ p .
Proof: The results for p = 2 are already known; see, e.g., [27, Thm. III.2] . The proof for p = 2 is given in Appendix C.
The simplex constraints Δ d p can be interpreted as generalized box constraints that restrict, for i ∈ d , the p variables representing f(c i ) to the simplex S p−1 , where (c 1 , . . . , c d ) T denotes a codeword of the SPC code. As they are independent of H, an arbitrary code C of length n thus has only n(p + 1) simplex constraints (n equations and pn inequalities) in total. These will be denoted by Δ C p .
B. Symmetries of P and General SPC Codes
In this subsection, we develop a notion of rotating the simplex S q−1 = conv(f( q )) according to a permutation of the elements of q . This allows both to reduce the study of general SPC codes to "all-ones" SPC codes and to derive many valid inequalities from a single one by using automorphisms of the code.
Rotation is based on a work by Liu and Draper (see [11, Sec. IV.C]). The results in this section hold for an arbitrary finite field q = p m and reduce to the ones from [11, Sec. IV.C] for p = 2 (only fields of characteristic two are considered in [11] ).
Definition 4:
Let Ë q denote the group of permutations of the numbers {0, . . . , q −1}, which we will identify, via integer representation, with the permutations of q . For each π ∈ Ë q , the rotation operation rot π on Ê q is defined as rot π (a = (a 0 , . . . , a q−1 )) = (a π(0) , . . . , a π(q−1) ).
Note that rot π is a simple coordinate permutation and hence a vector-space automorphism of Ê q that, in particular, maps the simplex S q−1 ⊂ Ê q onto itself.
We now extend the above definitions to vectors in l q and Ê lq , respectively. Definition 5: Let π = (π 1 , . . . , π l ) ∈ Ë l q be a vector of l permutations and ζ = (ζ 1 , . . . , ζ l ) T ∈ l q . Define π(ζ) = (π 1 (ζ 1 ), . . . , π l (ζ l )) T and the corresponding rotation of Ê lq as
The following lemma shows how π and rot π relate.
. Choose i ∈ l and let π i ∈ Ë q and ζ i ∈ q , and denote
is equal to 1 if and only if x i,πi(j) = 1, i.e., if and only if the π i (j)-th component of rot πi (f(ζ i )) is equal to 1, which shows the claim and hence (by component-wise application) immediately proves the vector case of the lemma.
In the rest of the paper, we will write permutations using one-line notation as π = (π(0), . . . , π(q − 1)), i.e., 0 is permuted to π(0), 1 to π(1), etc.
Example 2: Let q = 3, l = 3, π 1 = (0, 2, 1), π 2 = (0, 1, 2), π 3 = (2, 1, 0), and ζ = (2, 2, 1) T . Then, π(ζ) = (π 1 (2), π 2 (2), π 3 (1)) T = (1, 2, 1) T , F v (ζ) = (0, 0, 1, 0, 0, 1, 0, 1, 0) T . Furthermore,
3 ) = ((0, 2, 1), (0, 1, 2), (2, 1, 0)), π −1 (ζ) = (1, 2, 1) T , and F v (π −1 (ζ)) = F v ((1, 2, 1) T ) = (0, 1, 0, 0, 0, 1, 0, 1, 0) T .
Finally, rot π (F v (ζ)) = (rot π1 (0, 0, 1), rot π2 (0, 0, 1), rot π3 (0, 1, 0)) T = (0, 1, 0, 0, 0, 1, 0, 1, 0) T = F v (π −1 (ζ)).
Theorem 1: For any set S ⊆ l q and any π ∈ Ë l q , let P = conv(F v (S)) andP = conv(F v (π(S))). Then, 1) for x ∈ Ê lq , x ∈ P if and only if rot −1 π (x) ∈P.
2) The inequality a T x ≤ b with a ∈ Ê lq , b ∈ Ê is valid for P and defines the face F of P, if and only if rot −1 π (a) T x ≤ b is valid forP and defines the face rot −1 π (F ) ofP. In particular, both F and rot −1 π (F ) have the same dimension. In other words, from a description of P, as the embedding of S, descriptions of the embeddings of arbitrary rotations of S can be derived.
To prove Theorem 1, we need an auxiliary result.
The first claim is obvious because both sums contain the same elements, only in a different order. To show 2), apply 1) with rot −1
) ∈P (where the equality is by Lemma 3), which shows the claim for all vertices of P andP. But since rot −1 π is linear, the result extends to convex combinations, which proves the first part. Part 2): It holds that
for all x ∈ P ⇔ a T rot π (x) ≤ b for allx ∈P because, by Part 1, x equals rot π (x) for somex ∈P,
for all x ∈P (by Lemma 4) which shows the first claim of Part 2). If now F = {x : a T x = b and x ∈ P}, then
andx ∈P} where we have again used Part 1 and Lemma 4. The last line is the definition of the face ofP induced by rot −1 π (a) T x ≤ b. Because rot −1 π does not influence affine independence, both F and rot −1 π (F ) have the same dimension. In the following, Theorem 1 is applied to special cases to derive important results for the remainder of this work.
Definition 6: For 0 = h ∈ q , define ϕ h ∈ Ë q by ϕ h (ζ) = h · ζ for ζ ∈ q (note again the identification of Ë q and the bijections on q ), and denote by GL( q ) = {ϕ h : 0 = h ∈ q } the general linear group of q (as a 1-dimensional vector space over q ).
For
For convenience, we will abbreviate rot ϕ h as rot h . In the event that h 1 = · · · = h d = h, we abbreviate ϕ h = ϕ h and rot h = rot h .
Corollary 2: Let C be an "all-ones" SPC code of length d, and C(h) an arbitrary SPC code defined by the parity-check vector h = (h 1 , . . . , h d ) with h i = 0 for i ∈ d . Further, let P = conv(F v (C)) and P(h) = conv(F v (C(h)). Then, 1) P(h) = rot h (P) and P = rot −1 h (P(h)), and
is valid for P(h). Proof: Follows from Theorem 1 with S = C and π = ϕ −1 h because C(h) = ϕ −1 h (C) by definition. Example 3: Let C denote a ternary "all-ones" SPC code of length d = 3, and let h = (1, 2, 2). It follows that
Furthermore,
F v (C) = {(1, 0, 0, 1, 0, 0, 1, 0, 0) T , (1, 0, 0, 0, 1, 0, 0, 0, 1) T , (0, 1, 0, 1, 0, 0, 0, 0, 1) T , (0, 1, 0, 0, 1, 0, 0, 1, 0) T , (1, 0, 0, 0, 0, 1, 0, 1, 0) T , (0, 0, 1, 1, 0, 0, 0, 1, 0) T , (0, 1, 0, 0, 0, 1, 1, 0, 0) T , (0, 0, 1, 0, 1, 0, 1, 0, 0) T , (0, 0, 1, 0, 0, 1, 0, 0, 1) T } and F v (C(h)) = {(1, 0, 0, 1, 0, 0, 1, 0, 0) T ,(1, 0, 0, 0, 1, 0, 0, 0, 1) T , (0, 1, 0, 1, 0, 0, 0, 1, 0) T ,(0, 1, 0, 0, 1, 0, 1, 0, 0) T , (1, 0, 0, 0, 0, 1, 0, 1, 0) T ,(0, 0, 1, 1, 0, 0, 0, 0, 1) T , (0, 1, 0, 0, 0, 1, 0, 0, 1) T ,(0, 0, 1, 0, 1, 0, 0, 1, 0) T , (0, 0, 1, 0, 0, 1, 1, 0, 0) T }.
Also, rot h = (rot ϕ1 , rot ϕ2 , rot ϕ2 ) = ((0, 1, 2), (0, 2, 1), (0, 2, 1)), rot −1 h = (rot ϕ1 , rot ϕ2 , rot ϕ2 ) = ((0, 1, 2), (0, 2, 1), (0, 2, 1)), from which it follows that rot h (F v (C)) = {(1, 0, 0, 1, 0, 0, 1, 0, 0) T , (1, 0, 0, 0, 0, 1, 0, 1, 0) T , (0, 1, 0, 1, 0, 0, 0, 1, 0) T , (0, 1, 0, 0, 0, 1, 0, 0, 1) T , (1, 0, 0, 0, 1, 0, 0, 0, 1) T , (0, 0, 1, 1, 0, 0, 0, 0, 1) T , (0, 1, 0, 0, 1, 0, 1, 0, 0) T , (0, 0, 1, 0, 0, 1, 1, 0, 0) T , (0, 0, 1, 0, 1, 0, 0, 1, 0) T } = F v (C(h)) and rot −1 h (F v (C(h))) = {(1, 0, 0, 1, 0, 0, 1, 0, 0) T , (1, 0, 0, 0, 0, 1, 0, 1, 0) T , (0, 1, 0, 1, 0, 0, 0, 0, 1) T , (0, 1, 0, 0, 0, 1, 1, 0, 0) T , (1, 0, 0, 0, 1, 0, 0, 0, 1) T , (0, 0, 1, 1, 0, 0, 0, 1, 0) T , (0, 1, 0, 0, 1, 0, 0, 1, 0) T , (0, 0, 1, 0, 0, 1, 0, 0, 1) T ,
The corollary shows that P and P(h) are equivalent up to an index permutation; in particular, they coincide in most interesting structural properties such as dimension, number of facets, volume, etc. By the second part, a description (or a relaxation) of P by means of linear (in)equalities immediately leads to a description (or an equally tight relaxation) of P(h).
Another special case of Theorem 1 reveals symmetries within the SPC codeword polytope P(h). First, we need another subclass of the permutations of Ë q . Definition 7: By Aut ( q , +) we denote the set of automorphisms of the additive group ( q , +), i.e., bijections ϕ on q that satisfy ϕ(ζ + η) = ϕ(ζ) + ϕ(η) for all ζ, η ∈ q (note that this implies that ϕ(0) = 0).
Corollary 3: Let C, P, C(h), and P(h) as above, ϕ ∈ Aut ( q , +), and let ϕ = (ϕ, . . . , ϕ) (d times).
Proof: For the first statement, we can apply Theorem 1 with S = C and π = ϕ −1 
The second statement then follows by applying Corollary 2 twice and the first statement in between:
Remark 2: For q = p 1 = p, Aut ( p , +) = GL( p ) equals the set of multiplications with a nonzero constant as defined in Definition 6. By the distributive law, this in particular implies that Aut ( p , +) is commutative, such that ϕ h • ϕ • ϕ −1 h in the above corollary reduces to ϕ.
In general, it can be shown that Aut ( q , +) = GL( m p ) (where the m-dimensional p -space m p is, as a vector space, isomorphic to q ), which for m > 1 is a strict superset of GL( q ) and not commutative.
In Table II we present a summary of the most important notation introduced in Sections III and IV.
V. CONSTRUCTION OF VALID INEQUALITIES FROM BUILDING BLOCKS
In this section, we establish a construction of valid inequalities for the polytope P = conv(F v (C)), where C is an "all-ones" SPC code of length d over the finite field p with p prime; the symbols P, C, d, and p will be used, with the above meaning, throughout the entire section. The construction is based on classes of building blocks that are assembled to form the left-hand side of an inequality according to several rules developed in the following. First, a set of building block classes is defined in Section V-A, where a building block class is just a set of vectors of length p. The method for constructing inequalities from a building block class is described in Section V-B. Based on these inequalities, we derive necessary and sufficient conditions for a building block class to induce only valid inequalities in Section V-C, and some necessary conditions for inequalities to define facets in Section V-D. Section V-E discusses the application of Corollary 3 in order to obtain a set of additional inequalities from each of the previously constructed ones. Finally, the issue of redundancy within the set of valid inequalities constructed by the method of this section is addressed in Section V-F.
In Table V we present a summary of the most important terms and notation introduced in this section.
A. Building Block Construction
A basic building block class is defined by an integer vector m = (m 0 , m 1 , . . . , m p−1 ) ∈ {0, 1} p with m 0 = 0. From the vector m the individual blocks (or vectors) from the class can be constructed as detailed in the following definition. Each class contains p vectors.
Definition 8 (Basic Building Block Class):
is called a basic building block, and the set T m = {t m k } k∈ p of building blocks constructed in this way is called the basic building block class induced by m.
In the sequel, we will sometimes omit the prefix "basic" when it is clear from the context that we talk about a basic building block class.
Note that Remark 1 applies to the above definition, such that, e.g., t m 0,j+k = t m 0,[j+k] , i.e., there is no need to take the index modulo p because it is an element of p .
Example 4: Let p = 3 and m = (0, 1, 1). Then, the class T m consists of t m 0 = (0, 4, 5), t m 1 = (0, 1, −4), and t m 2 = (0, −5, −1). When m is fixed in the respective context, we will frequently omit the superscript, i.e., write t k instead of t m k . The remainder of this subsection establishes several technical properties of T m which are used later to construct inequalities and show that these are valid for P.
Lemma 5: 1) For any k, j ∈ p , [t k,j ] p = j (i.e., t k,j mod p = [j] ).
2) t k,0 = 0 for all k ∈ p .
3) For k ∈ p , let set(t k ) = {t k,j : j ∈ p } be the unordered set of entries of t k . Then,
Hence, the entries (regardless of order) of different building blocks within each basic class differ only by a constant. 4) For all k, i, j, l ∈ p holds t k,i − t k,j = t k+l,i−l − t k+l,j−l i.e., the relative placement of entries i and j of the building block t k is the same as that of entries i − l and j − l of t k+l . Proof: For k = 0, the first three statements are immediate for all j ∈ p by definition. For general k ∈ p :
3) By definition of t k,j ,
where we have used that {j + k} j∈ p = {j} j∈ p . Finally, Property 4 holds because
where both the first and last step are by definition of t k,j . Example 6: For p = 5 and m = (0, 1, 0, 0, 0), the statements of Lemma 5 are shown in Fig. 2 for some example values.
Definition 9: For any basic building block class T m and k ∈ p , define
which is the (congruence class of the) index of the largest and smallest entry, respectively, of t k . Further define, for given ζ ∈ p , the inverses of the above expressions as
that tell, for given ζ, in which block the ζ-th entry is the maximizer (resp. minimizer) of set(t k ). Finally,
which is a constant in p for m fixed.
Lemma 6: The definitions from Definition 9 are indeed well-defined, i.e., every building block has a unique largest and smallest entry and these are at different positions for the different building blocks within a class, and further admit the following explicit formulas for k, ζ ∈ p (hence subtraction is in p ):
In addition, the largest and smallest value, respectively, within the building block t k are explicitly given by
and
where t 0,σ = max(t 0 ) by definition of σ. Proof: We consider the "max"-cases ( (6), (8) , and (10)) only. By (5),
which shows (10) . Applying Property 1 of Lemma 5 to the above equation shows that [max(t k )] p = σ − k, hence (by another application of that property) the maximizer is unique and must equal σ − k, i.e., (6) is correct. As this value is different for distinct values of k ∈ p , the map p k → t k,↑ ∈ p is bijective and hence admits an inverse. By resolving the expression for k, that inverse is seen to be t ↑,ζ = σ − ζ, which proves (8) .
The proofs for (7), (9) , and (11) are completely analogous (note that the constant t 0,↓ (which is the analog of σ) is zero and hence does not appear in the formulas).
Example 7: Let p = 5 and m = (0, 1, 0, 0, 0), then σ = 1 and t 0,σ = 6 is the largest entry of t 0 . For e.g. k = 3, we have (7) and min(t 3 ) = t 3,(t 3,↓ ) = −3 by (11). These statements can be easily verified using the left-hand side of Fig. 2 .
The building block classes from Examples 5 and 6 are symmetric (the latter becomes obvious on the right of Fig. 2 ), while the one from Example 4 is not: here,
Lemma 7: Let T m be a basic building block class for a prime p. The following are equivalent:
. Proof: By Property 1 of Lemma 5, (12) is equivalent to the condition that, for i ∈ p ,
By Definition 8, the left-hand side equals −t σ,i−σ , which shows the equivalence of 1) and 2) (using j = i − σ).
To show that 1) implies 3), let p ≥ 3 and m = 0, hence m σ = 1. Assume first that [σ] = 2s is even, hence t 0,σ = [σ] + pm σ = [σ] + p = 2s + p. Because this number is odd, a = t 0,σ − a for all a ∈ set(t 0 ), so that (12) partitions set(t 0 ) into disjoint pairs, which contradicts |set(t 0 )| = p being odd. Now, expand (13) by Definition 8 to obtain
hence
such that the braced expression in (14) is 0 for all i ∈ p , hence (14) holds for all i and the class is symmetric. For p = 2, there is only one additional basic class defined by m = (0, 1), which implies set(t 0 ) = {0, 2} and hence fulfills Definition 10. Thus assume that [σ] is odd and
, then, (14) holds by assumption. On the other hand, (14) holds as well, which concludes the proof.
Corollary 4: For p ≥ 3, there are 2 (p−1)/2 symmetric building block classes.
Proof: Besides T 0 which is always symmetric, the first statement of Property 3 of the above lemma implies that symmetric classes exist only for
are free to choose, which gives 2 s = 2 ([σ] −1)/2 symmetric classes for a single σ. In total (and including T 0 ) this results in 1 + (p−3)/2 s=0 2 s = 2 (p−1)/2 classes.
We now define almost doubly-symmetric classes which will become important in Section V-D. These classes possess certain technical symmetry properties that makes it possible to prove that the resulting inequalities are facet-defining.
Definition 11: A symmetric basic building block class T m for p ≥ 3 is called almost doubly-symmetric if its "projection" onto the "interior" entries, i.e., the building block class obtained by removing both the smallest and largest entries from each building block of the class, has the property that there exists a subsetT proj
and i ∈T proj
, the projection of set(t 0 ) onto the interior entries) and s-max(t k ) is the second-largest entry of t k , i.e., 
B. Deriving Inequalities From Building Blocks
In this section, we present a construction of inequalities derived from a given basic building block class T m ; these inequalities will later be shown to be valid or even facet-defining for P, given that certain conditions on T m are satisfied.
For each such inequality θ T x ≤ κ, θ ∈ Ê dp is of the
The right-hand side κ of the inequality is found by imposing that the inequality is tight for a specially designed embedded codeword F v (c) (the so-called canonical codeword). For any codeword c =
because f(c i ) is the c i -th unit vector in Ê p by Definition 1.
Construction 1:
Choose and fix k 1 , . . . , k d−1 arbitrarily from p , which define the first d − 1 parts of θ in the above form. Then, the canonical codeword c for k 1 , . . . , k d−1 is defined as follows. The first d − 1 entries of c are chosen to maximize t ki,ci , i.e.,
The condition c ∈ C then uniquely specifies the last entry c d of the codeword. Now, k d is chosen such that t k d ,c d is minimized, i.e.,
Remark 3: The choice of d in the above construction is arbitrary; using any other position i ∈ d to define the last entry c i of c and the last building block t i leads to a different mapping of inequalities to canonical codewords, but the set of inequalities constructed in total remains the same.
Corollary 5: For any inequality θ T x ≤ κ obtained from Construction 1, [κ] p = 0.
Proof: By construction, [κ] p = d i=1 [t ki,ci ] p = d i=1 c i by Property 1 of Lemma 5, and c i = 0 because c ∈ C. Example 9: Let p = 5 and m = (0, 1, 0, 0, 0) as before, d = 6, and choose (k 1 , . . . , k 5 ) = (0, 1, 2, 3, 4). Then, the first 5 entries of the canonical codeword c are (t 0,↑ , . . . , t 4,↑ ) = (1, 0, 4, 3, 2) by (6). As
we can compute κ = θ T F v (c) = t 0,1 + t 1,0 + t 2,4 + t 3,3 + t 4,2 +t 0,0 = 6+0+4+3+2+0 = 15 and obtain the inequality
Note that by Construction 1, a total of p d−1 inequalities can be constructed per class T m . We denote the set of these inequalities by Θ m . The following lemma states two alternative characterizations of the elements of Θ m .
which is in turn equivalent to the condition that
Proof: See Appendix D. Remark 4: Note that no two inequalities constructed by
for the same class T m are equivalent, in the sense that none is a positive scalar multiple of another. Assume for the contrary
which is a contradiction: since by Property 3 of Lemma 5, the difference between the largest and smallest element of a building block is constant among a fixed class, no building block can be a proper scalar multiple of another.
C. Valid and Invalid Building Block Classes
In this subsection, we show that in a class Θ m of inequalities, either all inequalities are valid or all are invalid for P, and that this distinction depends only on m, not on the code's length d. The key argument is given by the following lemma. The proofs of all results of this subsection (except Proposition 2) are given in Appendix E.
be an inequality in Θ m and let c ∈ C be the corresponding canonical codeword (cf. Construction 1). Then, for any ξ ∈ d p ,
In particular, the change to the left-hand side of the inequality θ T F v (c) ≤ κ induced by adding ξ to the canonical codeword only depends on ξ; it is independent of θ, κ, and c, i.e., independent of which inequality was chosen. 
then all inequalities in Θ m are valid for P.
In the following, we establish a simpler condition for all inequalities in Θ m being valid.
Definition 12: The basic building block class
with I = {i ∈ p : 0 > t σ,i ≥ −[σ] }, nonnegative integer variables n i , and r = − i∈I [n i ] p ·i has no solution for which m r = 1.
Example 10: Let p = 3 and m = (0, 1, 1). Then, t m 0 = (0, 4, 5), t m 1 = (0, 1, −4), and t m 2 = (0, −5, −1). Thus, σ = t 0,↑ = 2 and t m σ = (0, −5, −1). Now, I = {2}, and with n 2 = 2, we obtain r = −[2] p · [2] p = [2] p , which satisfies both m r = m 2 = 1 and (23) because n 2 · t 2,2 + [r] = 2 · (−1) + 2 = 0. Hence, Definition 12 and Theorem 2 tell us that this class is invalid for d ≥ 3. Indeed, for d = 3 and the canonical codeword 0 ∈ C, we obtain θ = (0, −5, −1, 0, −5, −1, 0, 4, 5) T and κ = 0. However, the resulting inequality is violated by the codeword
Remark 5: The condition that m r = 1 in Definition 12 implies that [r] ≤ [σ] in (23) . Since also t σ,i < 0 for i ∈ I, the number of potential solutions to (23) is relatively small. We have verified that a simple enumeration runs in negligible time for all p of reasonable size. The first row of Table III lists the number of classes that pass the test for all primes p ≤ 19.
For symmetric classes, the conditions can be further simplified. 
with J = {j ∈ p : m j = 0 and 0 < [j] < [σ] }, nonnegative integer variables ν j , and ρ = − j∈J [ν j ] p · j has no solution for which m ρ = 1.
Remark 6: The conditions of Lemma 10 depend on σ and m 0 , . . . , m σ only; in particular, they are independent of p. Hence, once such an m-vector prefix has been determined to be valid, a valid symmetric class is obtained for any prime p > σ by appending an appropriate number of zeros. Table IV lists the valid prefixes for σ ≤ 17.
Proposition 2: For any p, let m be of the form (0, 1, . . . , 0, 1, 0, . . . , 0), i.e., consisting of s copies of (0, 1), for an arbitrary 0 ≤ s ≤ (p − 1)/2 , followed by zeros (note that this includes the all-zero m-vector). Then, T m is a valid symmetric class, which additionally is almost doubly-symmetric for p ≥ 3. 1 Proof: Assume p ≥ 3. Every class of the above form is symmetric by Item 3 of Lemma 7, such that Lemma 10 can be applied. Assume T m is invalid. The condition m ρ = 1 implies that s = 0, hence [σ] is odd, while J contains entries with even integer representations only; hence j∈J ν j · [j] is even and the condition in Lemma 10 is not satisfiable. For p = 2, m = (0, 0) or m = (0, 1). In both cases, T m is symmetric since (12) of Definition 10 is satisfied, and we can apply Lemma 10. For m = (0, 1), the same argument above shows that T (0,1) is valid. For m = (0, 0), the condition m ρ = 1 of Lemma 10 cannot be fulfilled, and thus it follows that T (0,0) is valid as well.
For 
0 , it follows that both (15b) and (15c) are fulfilled, hence T m is almost doubly-symmetric, which concludes the proof.
The following lemma provides counting formulas for the number of embeddings of vectors that are not codewords of an "all-ones" SPC code C cut by any inequality from a valid basic building block class and also for the number of embedded codewords of C for which the inequality is tight.
Lemma 11: Let C be an "all-ones" SPC code over p of length d ≥ 2, and let T m be a basic valid building block class. Define
where c ∈ p and J is a multiset of p \ {0} (including the empty set). Furthermore, let
where J 1 denotes the sum (in p ) of the entries of J. Now, any inequality θ T x ≤ κ from Θ m 1) cuts the embeddings of
where k J is the number of types (number of different elements) of the multiset J with repetition numbers n J 1 , . . . , n J k J , and 2) is tight for the embeddings of exactly
codewords of C. Example 11: Let C be an "all-ones" SPC code over 3 of length d = 3. In this case, T 0 = {(0, 1, 2), (0, 1, −1), (0, −2, −1)}, σ = 2, and the possible mulitsets J are
It follows that
Applying the counting formula in (24), we get that any inequality θ T x ≤ κ from Θ m cuts the embeddings of
Similarly, we get
while all other I = c,J are zero. Hence, from (25), any inequality θ T x ≤ κ from Θ m is tight for the embeddings of exactly
codewords of C.
D. Facet-Defining Valid Building Block Classes
In this subsection, we state several results regarding the dimension of the face defined by an inequality from Θ m when T m is a valid symmetric building block class. Recall from Section II-E that facets, i.e., faces of dimension dim(P) − 1 (where dim(P) = d(p − 1) by Proposition 1), are of most interest.
Lemma 12: Let T m denote a valid symmetric basic building block class. Then, any inequality from Θ m defines a face of P of dimension at least
Proof: See Appendix F. Conjecture 1: A valid building block class T m is facet-defining if and only if it is symmetric.
The "if"-part of the conjecture was verified numerically (cf. Remark 14 in Appendix F) for all primes p ≤ 19; see Table III and also Table IV from which the corresponding m-vectors can be derived. The "only if"-part is supported by complementary numerical experiments for all primes p ≤ 19; see Appendix G.
While we are not able to prove Conjecture 1 for general p, the following stronger result (compared to Lemma 12) holds for valid almost doubly-symmetric building block classes.
Proposition 3: Let T m denote a valid almost doublysymmetric basic building block class. Then, any inequality from Θ m defines a facet of P for d ≥ 3 and for any prime p ≥ 3. In particular, all inequalities derived from the building block classes in Proposition 2 define facets of P for any prime p ≥ 2.
Proof: For p ≥ 3, see Appendix H. The statement for p = 2 (which is included by the "in particular"-part of the proposition) has been shown previously in LP decoding literature, as pointed out in Section VI-A.
Proposition 3 is an important result since it shows that almost doubly-symmetric classes give rise to linear inequalities that provably define facets of P for any prime p ≥ 3.
E. More Inequalities by Rotation
For a set Θ m of inequalities and 0 = h ∈ p , denote by ϕ h (Θ m ) the set of all inequalities derived by replacing each
By Corollary 3, the inequalities in ϕ h (Θ m ) are valid for P if and only if those in Θ m are.
Concludingly, the set of all inequalities obtained from a class T m is denoted by 
, then the same argument as in Remark 4 shows that a = 1 is impossible. For a = 1, Property 1 of Lemma 5 implies that h = h , hence this case reduces to Remark 4.
F. Redundant Inequalities
The procedure described so far leads to the set
with Δ d p as defined in Definition 3, of (in)equalities that are valid for P; i.e., they describe a relaxation of P and can thus be used for (relaxed) LP decoding as described in Section II-D.
In general, however, some entries of Θ(d) might be redun-
where the coefficients of all inequalities are nonnegative: (27), i.e., the equations (4b) are not necessary in the above representation of the inequality.
Proof:
On the other hand, s i i,0 = 1 by (4b), while s i k,0 = 0 for i = k, from which follows that θ i * ,0 = μ i * = 0. Again by Property 2 of Lemma 5, this means that the redundant inequality cannot be contained in Φ(Θ m ).
But then it must be in Δ d p , i.e., one of (4a), say −x k,l ≤ 0 for some k ∈ d , l ∈ p . By Proposition 1, it is a facet, which by basic polyhedral theory implies rank({θ j : λ j = 0}) = 1. Hence, we can assume wlog. λ j = 0 for only one j = i * , i.e., θ = λ i * θ i * + i μ i s i . This is obviously impossible for both the case that the corresponding inequality θ i * T x ≤ κ i * is also of type (4a) or obtained from Construction 1.
Hence, for the study of redundancy within Θ(d) we can reduce (27) to the condition that
Geometrically, (28) implies that the face θ T x ≤ κ is the intersection of all faces θ jT x ≤ κ j for which λ j > 0.
In particular, if θ T x ≤ κ induces a facet, i.e., a "maximal" nontrivial face, then all (θ j , κ j ) for which λ j > 0 must be positive scalar multiples of (θ, κ). By Remark 7, this requires all involved inequalities to originate from different building block classes.
The following proposition shows that this is possible only for one specific pair of building block classes.
Proposition 4 (Equivalent Inequalities): Let the inequali-
. Assume that θ = aθ and κ = aκ for some a ≥ 0, where wlog. a ≤ 1 (swap m and m otherwise). Then, m = (0, . . . , 0), m = (0, 1, 0, 1, . . . ), and a = 1/3 (for p = 2) or a = 1/2 (for p > 2).
Conversely, Φ(Θ (0,...,0) ) and Φ(Θ (0,1,0,1,... ) ) are equivalent:
with a as above.
Proof: See Appendix I. Corollary 7: Except for T m with m = (0, 1, . . . ), each building block class that was shown to induce facets in Section V-D gives rise to, by Remark 8, (p − 1)p d−1 unique irredandant facets of P, i.e., inequalities that are necessary in the polyhedral description of P.
In particular, using (p − 1)/2 building block classes explicitly constructed in Proposition 2 for s < (p − 1)/2 and together with Proposition 1, we are able to explicitly construct a total of (p − 1) 2 /2 p d−1 + dp unique facets of P, for any p ≥ 3 and d ≥ 3, and 2 d−1 + 2d unique facets for p = 2 and d ≥ 4.
G. Valid Inequalities for General SPC Codes
This section has so far focused on "all-ones" SPC codes. As noted in Corollary 2, however, each of the facets constructed in this section can be translated into a facet of the codeword polytope of a general SPC code by applying the appropriate rotation operation to the respective θ-vector. For an SPC code C(h) with parity-check matrix h and ϕ r ∈ GL( p ), we denote the respective equivalent of ϕ r (Θ m ) by
VI. EXPLICIT BUILDING BLOCK CLASSES
FOR SMALL VALUES OF p In this section, we present explicit building block classes for p = 3, 5, and 7 obtained from the general construction of the previous section. For p = 3 (resp. 5) we prove (resp. conjecture) that these classes together with Δ d p give a complete and irredundant set of linear (in)equalities describing the convex hull of an embedded SPC code of length d. However, for p = 7, this is not the case, and we present two (up to additive automorphisms) additional nonbasic classes. Based on numerical experiments, we conjecture that these classes (basic and nonbasic) together with Δ d 7 give a complete and irredundant set of linear (in)equalities describing the convex hull of an embedded length-d SPC code over 7 . For completeness, we also consider the binary case p = 2.
A. The Case p = 2
For p = 2, there is only a single vector m = (0, 0) that gives a valid basic building block class (the alternative, m = (0, 1), is redundant by Proposition 4). In particular, t m 0 = (0, 1) and t m 1 = (0, −1), with [σ] = t 0,σ = 1. Thus, the conditions from (20) state that the inequalities obtained from Construction 1 are exactly those for which V θ
Note that the existing literature on binary LP decoding uses Flanagan's embedding instead of constant-weight embedding. FOR p = 3 AND m = (0, 0, 0). FOR THIS m, σ = 2 (CF. DEFINITION 9) Using the procedure from Appendix B, we obtain corresponding building blocks t 0 = (1) and t 1 = (−1), which exactly leads to the so-called "forbidden-set" or "Feldman" inequalities [1] which date back to an earlier work of Jeroslow [29] . Furthermore, the procedure replaces the simplex constraints Δ d 2 by the usual box constraints x i,1 ≥ 0 (by (44d)) and x i,1 ≤ 1 (by (44c)), which shows that the inequalities constructed in this paper are indeed a generalization of the well-known binary case.
B. The Case p = 3
For p = 3, there is also only a single vector m = (0, 0, 0) that gives a valid, irredundant facet-defining basic building block class (see Table IV ). In particular, t m 0 = (0, 1, 2), t m 1 = (0, 1, −1), and t m 2 = (0, −2, −1). In the following, the explicit dependence of m = (0, 0, 0) will be omitted to simplify notation.
The building blocks t k and values from Definition 9 and Lemma 6 are presented in Table VI .
Proposition 5: Every inequality θ T x ≤ κ in Θ m defines a facet of P, d ≥ 3. Moreover, 1) there are d + 1 elements ζ ∈ d 3 \ C whose embeddings are cut by the inequality, i.e., θ T F v (ζ) > κ.
2) The inequality is tight for the embeddings of exactly
The class T m is almost doubly-symmetric (see Proposition 2) and then it follows from Proposition 3 that any inequality from Θ m defines a facet of P for d ≥ 3. The remaining counting formulas are special cases of the general counting formulas of Lemma 11 (details omitted for brevity). See also Example 11.
Theorem 3: Let C be the ternary "all-ones" SPC code of length d ≥ 3 and P = conv(F v (C)). Then,
gives a complete and irredundant description of P (note that ϕ 2 is the only entry of GL( 3 ) besides the identity).
Proof: See Appendix J. Example 12: Consider a ternary SPC code C of length d = 3, defined by the parity-check matrix H = (1, 2, 2). In the ternary case, the constant-weight embedding (from Definition 1) is as follows: 0 → (1, 0, 0), 1 → (0, 1, 0), and 2 → (0, 0, 1). The image F v (C) (which is a nonlinear binary code) has length 3d = 9 and contains nine codewords as follows:
By Theorem 3, the linear (in)equalities obtained from Section V-G and Δ d 3 give a complete and irredundant description of the convex hull P = conv(F v (C)). These inequalities (except for the ones from Δ d 3 ) are shown at the bottom of the previous page.
C. The Case p = 5
For p = 5, there are two vectors m = (0, 0, 0, 0, 0) and m = (0, 1, 0, 0, 0) that give valid, irredundant facet-defining basic building block classes (see Table IV ). The five building blocks and some properties of each class are tabulated in Table VII .
Example 13: Using Lemma 8, we find that an inequality
The following proposition is an adapted version of Proposition 5 for the case p = 5.
Proposition 6:
for Θ m elements ζ ∈ d 5 \ C whose embeddings are cut by the inequality, i.e., θ T F v (ζ) > κ.
Both classes T m and T m are almost doubly-symmetric (see Proposition 2) and then it follows from Proposition 3 that any inequality from Θ m or Θ m defines a facet of P for d ≥ 3. The remaining counting formulas are special cases of the general counting formulas of Lemma 11 (details omitted for brevity). Now, for each of the three nontrivial automorphisms ϕ 2 , ϕ 3 , ϕ 4 ∈ GL( 5 ) we obtain additional inequalities (as described in Section V-E) if we apply the corresponding permutation to each building block t k in an inequality.
Example 14: By applying the automorphism ϕ 4 to the building blocks from of T m (see Table VII ), we get the building blocks
Conjecture 2: Let C be the quinary "all-ones" SPC code of length d ≥ 3 and P = conv(F v (C)). Then, 6d gives a complete and irredundant description of P.
We have verified numerically that the conjecture is true for d = 3, 4, and 5.
D. The Case p = 7
For p = 7, there are four vectors m = (0, 0, 0, 0, 0, 0, 0), m = (0, 1, 0, 1, 0, 0, 0), m = (0, 1, 0, 0, 0, 0, 0), and m = (0, 1, 1, 0, 0, 1, 0) that give valid, irredundant facet-defining basic building block classes (see Table IV ). The elements of the resulting basic building block classes, denoted by T 1 through T 4 , are summarized in the first four rows of Table VIII . The corresponding sets of inequalities are denoted by Θ 1 through Θ 4 .
Furthermore, there is a set Θ 5 of "hybrid" facet-defining inequalities built from two basic building block classes, namely the (valid) class T (0010000) and the (invalid) basic class T (0110000) , both of which are not symmetric; we will describe below how to construct inequalities in Θ 5 using a modification of Construction 1.
Finally, there is a sixth structurally distinct set Θ 6 of facet-defining inequalities that are built from three different classes of building blocks, which however are not conforming to Definition 8 but instead are of a completely different form. Still, the construction of Θ 6 , which is outlined below, shares several aspects with the one developed in Section V.
The following proposition is an adapted version of Proposition 5 for the case p = 7.
Proposition 7: T m=(0,0,0,0,0 
for Θ 4 elements ζ ∈ d 7 \ C whose embeddings are cut by the inequality, i.e., θ T F v (ζ) > κ.
2) The inequality is tight for the embeddings of exactly satisfy the conditions in Remark 14 in Appendix F, which proves that T 4 is facet-defining.
The remaining counting formulas are special cases of the general counting formulas of Lemma 11 (details omitted for brevity).
We now construct the inequalities in Θ 5 . To that end, let T b 5 = T (0010000) and T nb 5 = T (0110000) which correspond to the bold (resp. nonbold) entries in Table VIII .
Construction 2 (Construction of Θ 5 ): Choose an index i nb ∈ d . For i ∈ d \ {i nb }, choose k i ∈ 7 arbitrarily. This choice results in a canonical codeword c ∈ C by defining,
ki,↑ , and the condition c ∈ C specifies the remaining entry c i nb . Now, set k i nb = t nb ↓,c i nb . The resulting inequality is θ T x ≤ κ with θ i = t b ki for i = i nb , θ i nb = t nb k i nb , and κ = θ T F v (c), and the set of all inequalities obtained by this construction is denoted by Θ 5 .
Remark 9: The above construction differs from Construction 1 in two points. First, here one building block is chosen from T nb 5 , while all others are from T b 5 . Secondly, in Construction 2, i nb is the index that is not free to choose (instead of d in Construction 1), i.e., Remark 3 has been incorporated. The latter is necessary because each choice of i nb leads to a different set of inequalities; consequently, |Θ 5 
Lemma 8 (and its proof) can straightforwardly be adapted to Construction 2, which leads to:
where σ b = 2 and t b 0,σ = 9 by definition. Proposition 8: All inequalities from Θ 5 are valid and facet-defining for P = conv(F v (C)), where C is an "all-ones" septenary SPC code of length d ≥ 3.
Proof: The result follows because the relevant results from Sections V-C and V-D can be easily generalized to the situation of Construction 2, i.e., that one building block within θ is chosen from a different class. See Appendix K for an outline.
We remark that, because the class T nb 5 is invalid, the presence of more than one building block from T nb 5 in an invalid inequality does not result in a valid inequality. In other words, it is crucial for Θ 5 that exactly one entry of θ is picked from T nb 5 . For Θ 6 , there are three classes of building blocks named T b 6 , T lo 6 , and T hi 6 , which are listed in Table VIII . To construct inequalities, Construction 2 is further extended, as shown shortly. Since the structure of the building blocks (which do not satisfy Definition 8) results in the "arg max" expressions in Definition 9 not being well-defined, we need the following definitions to choose specific maximizers.
For notational purposes, we introduce the label
For i ∈ d \ {i lo }, choose k i ∈ 7 arbitrarily and define the canonical codeword c ∈ C by c i = t li ki,↑ = −k i ; this specifies
, and the set of all inequalities obtained by this construction is denoted by Θ 6 .
Proof: We again argue similar to the proof of Lemma 8. Let θ T x ≤ κ be constructed from Construction 3 with canonical codeword c. For (30a),
where the last step is due to Definition 13. Now, (30b) holds because
where the last step can be verified by inspection of the building blocks of T li 6 , l i = b, hi, lo. Finally, it is easily seen (as in the proof of Lemma 8) that the above arguments work in both directions, which concludes the proof. Proof: See Appendix L. Conjecture 3: Let C be the septenary "all-ones" SPC code of length d ≥ 3 and P = conv(F v (C)). Then, 8d gives a complete and irredundant description of P.
We remark that when applying the 6 distinct elements of GL( 7 ) to Θ 6 , only two distinct classes of inequalities occur, i.e., ∪ ϕ∈GL( 7 ) ϕ (Θ 6 ) = 2 · |Θ 6 |, which explains the multiplication by 4 in the expression for |Θ(d)|.
We have verified numerically that the conjecture is true for d = 3 and 4.
Remark 10: Note that for p > 7, several "hybrid" classes of inequalities of the same form as Θ 5 will exist. To identify these classes, one can loop through all possible choices for a bold building block class (there are 2 p−1 possible choices, not considering the all-zero m-vector). The corresponding nonbold class can be identified be generalizing the results and arguments of Appendix K for p = 7 to the general case. This procedure can identify 21, 60, 405, and 967 additional (some of which may be redundant) valid facet-defining classes for p = 11, 13, 17, and 19, respectively. Note that the procedure will also identifiy the valid facet-defining basic classes, which are considered degenerated cases (the bold class and the nonbold class are the same) here. The numbers above refer to nondegenerated cases.
VII. ADAPTIVE LINEAR PROGRAMMING DECODING
While the (in)equalities in Θ(d) constructed in Section V could in theory be subsumed in one large LP for (relaxed) LP decoding as described in Section II-D, this approach is pratically infeasible because |Θ(d)| is exponential in d.
In this section, we show how to overcome that issue by means of an efficient separation algorithm, which allows for efficient relaxed ALP decoding of general codes over p . It thus generalizes the well-known Adaptive LP Decoder for binary codes [3] . Throughout the section, let C denote a general p-ary code defined by the parity-check matrix H, the j-th row of which is denoted by h j .
The main loop of our ALP decoder (Algorithm 1) is similar to [ 3: x LP ← optimal LP solution 4: for all j ∈ J , m ∈ M, and r ∈ p \ {0} do 5: (θ, κ) ← SEPARATE(m, r, h j , P j x LP ) 6: if (θ, κ) = Null then 7: insert θ T x ≤ κ into the LP model 8: if no cut was added in the above loop then 9 :
The main issue that needs to be addressed is that of efficient separation (line 5 of Algorithm 1) of the sets of inequalities ϕ h,r (Θ m ), for some ϕ r ∈ GL( p ), valid m ∈ M, and an SPC code with parity-check vector h = (h 1 , . . . , h d ), i.e., to develop an efficient cut-search algorithm that finds, for given x ∈ Ê dp , an inequality in ϕ h,r (Θ m ) that is violated by y or concludes that no such inequality exists.
At first, we reduce separation to the case of h = (1, . . . , 1) (i.e., C j is an "all-ones" SPC code) and r = 1 (i.e., ϕ r is the identity). This reduction, which is implemented by Algorithm 2, is based on the following corollary of Theorem 1. 
where we have used, on the left side, Corollaries 2 and 3 and Lemma 4 on the right. Now, the last line exactly states that (rot h • rot r )(θ) T x ≤ κ separates y from P(h), which concludes the proof.
From now, hence, h = (1, . . . , 1) and r = 1 are assumed. Compute κ from (19b) 5: return ((rot h • rot r )(θ), κ) 6: else 7: return Null
We now describe the separation of inequalities in Θ m , for some m ∈ M. Any such inequality θ T x ≤ κ with θ = (t m k1 | . . . | t m k d ) T can be rewritten (using (19b)) as
where 
where the condition (32c) is due to (19a), has an optimal solution that satisfies ψ * < t m 0,σ . We now describe how to solve (32) using a DP approach with linear running time in d. For s ∈ d and ζ ∈ p , define
It holds that ψ * = ψ(x, d, [d − 1] p σ) and the obvious recursion (p) , the overall time needed to obtain ψ * is O(dp 2 ), which is linear for fixed p. Observe that the actual solution θ * of (32) can be obtained within the same asymptotic running time by storing the minimizing β's from (33) in a second d × p table S. The complete algorithm is outlined in Algorithm 3 (note that, in an actual implementation, one has to use the integer representations of field elements everywhere, and insert "mod p" statements in the appropriate places).
Algorithm 3 SEPARATE(m, x)
Input: m ∈ M and x = (x 1 , . . . , x d ) T ∈ Ê dp Output: Solution θ * of (32), if ψ * < t m 0,σ ; Null otherwise 1: Let T, v, and S be d × p arrays, and let k be a length-d array 2: for ζ ∈ p do 3: 
19:
For the binary case, the well-known separation algorithm [17, Alg. 1] is more efficient than the above general approach: there, problem (32) is first solved without the constraint (32c) by setting k * i = 0 ⇔ x i,1 > 1/2. If this solution does not happen to fulfill (32c), the constraint is restored by altering a single k * i with minimal corresponding |x i,1 − 1/2| (see [17, Alg. 1] for details).
For p = 3 a more efficient algorithm can be derived as we will show below in Section VII-A. However, as the number of possible combinations for restoring (32c) grows rapidly with increasing p, the DP approach is preferable in the general case.
Remark 11: Algorithm 3 can be tweaked in several ways: without the constraint (32c) (which is possible in time O(dp)). If the result satisfies (32c) (optimum found) or fulfills ψ * ≥ t m 0,σ (no cut can be included), we are done.
Hence, the search can be stopped as soon as all entries in a single row of T are larger than or equal to t m 0,σ .
A. Efficient Implementation for p = 3
In this subsection, we explicitly develop an optimized version of Algorithm 3 for the case of p = 3. Note that there is only one relevant class T m=(0,0,0) (cf. Section VI-B), such that the "m"-parameter is omitted in the sequel.
The optimization problem in (32) simplifies to the following form for p = 3:
To solve (34), we first ignore (34c), i.e., findθ that unconditionally minimizes Ψ(θ, x) by computing, for i ∈ d ,
breaking ties arbitrarily.
If Ψ(θ, x) ≥ 2, then Θ does not contain a cut. If otherwisê θ happens to fulfill (34c), it is the optimal solution of (34) and hence leads to a cut; in both cases we are done.
In the remaining case, η = k i − [2(d − 1)] 3 = [0] 3 . Let I ⊆ d be the set of positions in which the unconstrained optimal solution (k 1 , . . . ,k d ) differs from the optimal solution (k * 1 , . . . , k * d ) of (34), which we now need to find. By definition of thek i , we can assume that no subset of I ⊆ I satisfies i∈I k i − k * i = [0] 3 ; otherwise, one could replace k * i bŷ k i for i ∈ I while maintaining (34c) without increasing the objective value (34a). In particular, this shows that |I| ≤ 2.
denote the increase of (34a) incurred by replacingk i witĥ k i +[1] 3 andk i +[2] 3 , respectively. Furthermore, define i 1 = j 1 and i 2 = j 2 ∈ d such that
i.e., ψ ζ i ζ and ψ ζ j ζ correspond to the two optimal positions in which to add ζ tok i . then θ 1 is the optimal solution of (34), otherwise θ 2 .
Proof: By the above discussion, θ 1 minimizes Ψ(θ, x) among all possibilities that differ in only one entry from (k 1 , . . . ,k d ), while θ 2 is optimal for two different positions. As |I| ≤ 2, one of both is the optimal solution of (34), which concludes the proof.
This completes the description of SEPARATE(x) for ternary codes; the pseudocode is shown in Algorithm 4.
Algorithm 4 SEPARATE(x) for p = 3
Input: Current LP solution x ∈ Ê 3d
Output: Solution θ * of (34), if ψ * < t 0,σ = 2; Null otherwise 1: Initialize arrays k, a, b, ψ Ψ ← Ψ + v ki (x i ) 13: if Ψ < 2 and η = [0] 3 then 14: return (t k1 | . . . | t k d ) T 15: else if Ψ < 2 then 16: compute ψ 1 i and ψ 2 i for i ∈ d , and 17 :
if Ψ < 2 then 26: return (t k1 | . . . | t k d ) T 27: return Null B. Implementation for p = 7
As shown in Section VI-D (the case p = 7), there are two nonbasic classes Θ 5 and Θ 6 of inequalities. The similarity of Lemmas 13 and 14 with Lemma 8 allows to use the same separation algorithm as above for these classes.
An inequality in Θ 5 admits the form (31) (with t m 0,σ replaced by t b 0,σ b = 9) when one defines v k (x i ) = 9 − t b 0,k − t b k x T i for i = i nb and v k (x i nb ) = 9 − t nb 0,k − t nb k x T i nb , and hence the same optimization problem (32) (with (32c) replaced by (29a)) can be used for separation and solved with the DP approach described by Algorithm 3.
Analogously, (31) holds for Θ 6 (with the right-hand side t m 0,σ replaced by 0) when we define v k (x i ) = −t li 0,k − t li k x T i (with l i ∈ {b, hi, lo} as defined in Section VI-D). In both cases, the "special" indices i nb (for Θ 5 ) and i hi / i lo (for Θ 6 ) are assumed to be fixed in advance, which can be implemented by one (Θ 5 ) or two (Θ 6 ) extra for-loops around the actual separation algorithm.
VIII. REDUNDANT PARITY-CHECK CUTS
In this section, we outline an efficient algorithm to improve the error-correcting performance of the ALP decoder from Section VII by considering RPC constraints of the code.
Assume that ALP decoding of a p-ary linear code C of length n (using Algorithm 1) has returned a fractional pseudocodeword p = (p 1 , . . . , p n ) T , i.e., the ALP decoding algorithm (in Algorithm 1) has returned p = x LP with some fractional entries. Due to the generalized box constraints (from the individual constituent codes), p i,0 + · · · + p i,p−1 = 1, for all i ∈ n . Now, let F p = {i ∈ n : p i,0 , . . . , p i,p−2 , or p i,p−1 is fractional} denote the set of fractional positions in p. We can prove the following theorem which generalizes [17, Thm. 3] and [30, Thm. 3.3] to the p-ary case.
Theorem 4: Let h = (h 1 , . . . , h n ) denote a valid (redundant) parity-check constraint for a p-ary linear code C of length n, let I = {i ∈ n : h i = 0} and assume that I ∩ F p = 1 for a given pseudocodeword p. Then, the inequalities constructed in Section V contain a cut that separates p from P = conv(F v (C)).
Proof: As the entries h j and p j for j / ∈ I are not relevant, we can assume that I = n . Furthermore, by Corollary 8 and because rotating p does not change F p , we can assume without loss of generality that h = (1, . . . , 1). Now, note that when p i is not fractional, then p i ∈ {e 1 , . . . , e p } (due to the generalized box constraints), where, for i ∈ p , e i = (0, . . . , 0, 1, 0, . . . , 0) is the i-th unit vector in Ê p .
We show that T m=(0,...,0) , which is a valid class for any prime p (see Proposition 2), leads to a cut for p. The corresponding building blocks are 
In the optimization problem in (32) ,
and t m k is one of the p possible building blocks of (36) . When p i is not fractional,
where the ordering of elements is according to e 1 , . . . , e p . Furthermore, it can easily be verified that when p i is fractional, i.e., p i = (p i,0 , . . . ,
j=0 p i,j = 1, and p i,0 , . . . , p i,p−1 are not all integers, then v k (p i ) < p − 1, for k ∈ p , i.e., strictly smaller than p − 1. Now, we build a valid inequality from Θ m=(0,...,0) in the following way, assuming that n is the fractional position.
Otherwise, i.e., p i = 0, choose k i arbitrarily. This will give an overall contribution of zero to the objective function Ψ(θ, x) in the optimization problem in (32) . Finally, we need to choose k n such that the constraint in (32c) is fulfilled. However, since p n is fractional (by assumption), the contribution to Ψ(θ, x) is strictly less than p − 1 (independent of the choice for k n ) and it follows that in the optimization problem in (32) the optimal objective value is indeed strictly less than p − 1, while t m 0,σ = p − 1, and thus Θ m=(0,...,0) indeed contains a cut (the one that we constructed) for the pseudocodeword p. More formally, all v k (p i ) are linear maps of the simplex onto the interval [0, p − 1], and we know that the images of the extreme points e 1 , . . . , e p of the simplex under that map are {0, . . . , p − 1}. By linearity, the image of a fractional p i , which is a nontrivial convex combination (at least two nonzero coefficients) of those extreme points, equals the corresponding convex combination (with at least two nonzero coefficients) of the images {0, . . . , p − 1}, and is thus strictly less than p − 1.
As in the binary case, cut-inducing RPC equations can be found, for instance, by reducing the parity-check matrix H using Gaussian elimination to reduced row echelon form, where columns are processed in the order of "fractionality" (or closeness to ( 1 p , . . . , 1 p )) of the corresponding coordinate of p. For instance, since p i , i ∈ n , is a probability vector, the entropy can be computed and compared to the entropy of the uniform distribution ( 1 p , . . . , 1 p ). Although Theorem 4 guarantees a cut only for rowsh of π −1 (H), whereH denotes the reduced row echelon form of π(H) and π is a permutation (of length n) which reorders the columns of H in order of closeness (or entropy) to ( 1 p , . . . , 1 p ), such thath Fp (containing the coordinates ofh indexed by F p ) has weight one, rows of larger weight may also provide a cut. Thus, in a practical decoding situation all rowsh of π −1 (H) should be processed, using the separation algorithm described in Section VIII, in order to locate redundant cut-inducing paritycheck equations. In [17] , this is called adaptive cut generation or ACG and can be combined with ALP decoding as outlined in [17, Alg. 2]. In Section X, we provide simulation results for the decoding algorithm obtained by appropriately generalizing, as outlined above, the ACG-ALP procedure described in [17, Alg. 2] (without considering removal of constraints) to nonbinary linear codes, showing that near-ML decoding performance can be obtained for a ternary Reed-Muller (RM) code.
IX. THE CASE q = p m
In this section, we consider the problem of efficient LP decoding of linear codes over the field q = p m , where m > 1 is a positive integer and p is any prime.
For any nonzero h ∈ p m , ∅ = K ⊆ m , and γ ∈ ( p \ {0}) |K| , let
for β ∈ p , where (·) k denotes the k-th entry of its vector argument (note that summation and multiplication (except for the hζ term) above are in p ). Now, let C denote a nonbinary SPC code over p m of length d defined by a parity-check vector h = (h 1 , . . . , h d ). Furthermore, for any vector and j ∈ d , and where the summation is in the real space.
We have the following proposition, which generalizes [11, Lem. 12 ] to any field (only p = 2 was considered in [11] ) under the constant-weight embedding. 2 Proposition 10: Let C be the SPC code over the field p m defined by the parity-check vector h = (h 1 , . . . , h d ). Then, F v (C) is equal to the set of vectors f ∈ Ê dq that satisfy the following three conditions (and will be denoted by E in the sequel):
Proof: See Appendix M. Now, we can write g
where i s,β is the s-th element (under some arbitrary ordering) of B (β) (K, γ, h j ) . The last equality follows since |B (0) (K, γ, h j )| = · · · = |B (p−1) (K, γ, h j )| = p m−1 (details omitted for brevity). It follows (from the third condition of Proposition 10) that
The constraint in (37) can be written as the p-ary parity-check constraint
Thus, in summary, a length-d parity-check constraint over the finite field p m can be written as a set of p m − 1 length-d p-ary parity-check constraints (p m − 1 is the number of combinations of possible nonempty subsets of m and vectors γ). As pointed out in [11] (for the case p = 2) some of these constrains are redundant, and it is sufficient to consider K ∈ {{1}, . . . , {m}} and γ = (1, . . . , 1) . Now, each of these parity-check equations (including the redundant ones) can be considered separately in Algorithm 1, which results in an efficient relaxed ALP decoding algorithm for nonbinary codes over p m . The following lemma is a key ingredient of the proposed relaxation.
Proposition 11: Let θ T x ≤ κ be a valid facet-defining inequality for conv(F v (C)) where C is a nonbinary SPC code over p of length d > 0, where p is any prime, θ = (t k1 | . . . | t k d ) T , k i ∈ p , and t k = (t k,0 , . . . , t k,p−1 ) for all k ∈ p . Then, the inequality θ (K,γ) (K, γ, h) and β ∈ p (each entry of t k is repeated p m−1 times int (K,γ) k ) is valid for the convex hull P (K,γ) , described in (39) at the bottom of the next page, for all
Proof: Because of the first two conditions of Proposition 10 and since B (β1) (K, γ, h \ {0}, (f j,is,1 , . . . , f j,is,p−1 ) can only take values in the set {(0, 0, 0, . . . , 0, 0), (1, 0, 0, . . . , 0, 0), (0, 1, 0, . . . , 0, 0) , . . . , (0, 0, 0, . . . , 0, 1)}.
Hence,f j,s is either equal to [0] p or to a single f j,i s,β times β (for some β ∈ p \ {0}). Furthermore, since at most onẽ f j,s , s ∈ p m−1 , is nonzero,f j is either equal to [0] p or to a single f j,i s,β times β (for some β ∈ p \{0} and s ∈ p m−1 ). From this observation and the fact thatt K, γ, h) and β ∈ p , it can readily be seen that for any binary vector f = (f 1,0 , . . . , f 1,q−1 , . . . , f d,0 , . . . , f d 
and it follows that the inequality θ(K,γ) T x ≤ κ is valid for any binary vector from P (K,γ) and hence valid for P (K,γ) .
Remark 12: According to Proposition 11, for a given valid facet-defining inequality θ T x ≤ κ, we can derive a valid inequality for P (K,γ) using the interleaving scheme of Proposition 11. Note that varying ∅ = K ∈ m and γ ∈ ( p \ {0}) |K| corresponds to permuting the building block entries of the building blocks for a given ∅ = K ∈ m and γ ∈ ( p \ {0}) |K| . This corresponds exactly to applying all permutations from GL( p m ) to the entries of the building blocks. From Propositions 10 and 11, and (37) and (38) , it follows that
where C is a nonbinary SPC code of length d > 0 over p m where p is any prime and m is a positive integer. The relaxation from (40) can be used for (relaxed) ALP decoding of general nonbinary codes over p m .
Example 16: Consider a nonbinary SPC code of length d = 3 over 3 2 = {0, 1, 2, α, 1 + α, 2 + α, 2α, 1 + 2α, 2 + 2α}, where α is a primitive element in 3 2 , defined by the parity-check vector h = (1, 1, 1) . In this case, the constantweight embedding (from Definition 1) is as follows: f(0) = (1, 0, 0, 0, 0, 0, 0, 0, 0), f(1) = (0, 1, 0, 0, 0, 0, 0, 0, 0), f(2) = (0, 0, 1, 0, 0, 0, 0, 0, 0), f(α) = (0, 0, 0, 1, 0, 0, 0, 0, 0), f(1 + α) = (0, 0, 0, 0, 1, 0, 0, 0, 0), f(2 + α) = (0, 0, 0, 0, 0, 1, 0, 0, 0), f(2α) = (0, 0, 0, 0, 0, 0, 1, 0, 0), f(1 + 2α) = (0, 0, 0, 0, 0, 0, 0, 1, 0), f(2 + 2α) = (0, 0, 0, 0, 0, 0, 0, 0, 1).
Furthermore, we have
B (1) ({1}, 1, 1 (2) ({1}, 1, 1) , (1) ({1}, 1, 1) , (2) ({2}, 1, 1) , (1) ({2}, 1, 1) , 2}, (1, 1) , 1) = {1, α, 2 + 2α}, B (2) ({1, 2}, (1, 1) , 1) = {2, 1 + α, 2α}, B (1) ({1, 2}, (1, 2) , 1) = {1, 2 + α, 2α}, B (2) ({1, 2}, (1, 2) , 1) = {2, α, 1 + 2α}, B (1) ({1, 2}, (2, 1) , 1) = {2, α, 1 + 2α} = B (2) ({1, 2}, (1, 2), 1) , B (2) ({1, 2}, (2, 1) , 1) = {1, 2 + α, 2α} = B (1) ({1, 2}, (1, 2) , 1), B (1) ({1, 2}, (2, 2) , 1) = {2, 1 + α, 2α} = B (2) ({1, 2}, (1, 1), 1) , B (2) ({1, 2}, (2, 2) , 1) = {1, α, 2 + 2α} = B (1) ({1, 2}, (1, 1), 1) .
As an example, we can write out the constraint 
Example 17: For p = 3, there is a single vector m = (0, 0, 0) that gives a valid, irredundant basic building block class (see Section VI-B). In particular, t m 0 = (0, 1, 2), t m 1 = (0, 1, −1), and t m 2 = (0, −2, −1). From the construction of Proposition 11 (and Example 16),t ({1,2},(2,1)) k = (t k,0 , t k,2 , t k,1 , t k,1 , t k,0 , t k,2 , t k,2 , t k,1 , t k,0 ) for all k ∈ 3 . From Construction 1 and Proposition 2, the inequality (0, 1, 2, 0, 1, 2, 0, 1, −1)x ≤ 3 is valid and facet-defining for an "all-ones" SPC code of length 3 over 3 . Thus, according to Proposition 11, the inequality (0, 2, 1, 1, 0, 2, 2, 1, 0, 0, 2, 1, 1, 0, 2, 2, 1, 0, 0, −1, 1, 1, 0, −1, −1, 1, 0)x ≤ 3 is valid for P ({1,2},(2,1)) .
Example 18: For the case p = 2 and m = 2, the number of facets (and the corresponding sets of inequalities) can be computed numerically (using, for instance, the software package Polymake [32] ) for d = 3, 4, 5, and 6. The number of facets is 24, 40, 68, and 120, respectively, and the sets of inequalities match perfectly with the sets derived using the relaxation method presented above. Note that in [11, Conj. 62] , it was conjectured that the relaxation is indeed tight. Also, in [22] , the same observation was made, but no proof was given. If we increase m to 3, the number of facets is 2740 and 35928 for d = 3 and 4, respectively, while the number of inequalities using the relaxation method presented above is only 7 · 2 d−1 + 8 · d, which is equal to 52 and 88 for d = 3 and 4, respectively, and the relaxation is not tight.
Example 19: For the case p = 3 and m = 2, the number of facets (and the corresponding sets of inequalities) can be computed numerically for d = 3. The number of facets is 73323, while the number of inequalities using the relaxation method presented above is only 8 · 2 · 3 3−1 + 9 · 3 = 144 + 27 = 171, and the relaxation is not tight. Note that using the weaker Proposition 2 from [31] (or, equivalently, Proposition 10 constrained with γ = (1, . . . , 1) ), we only get 3 · 2 · 3 3−1 + 9 · 3 = 54 + 27 = 81 inequalities.
X. NUMERICAL RESULTS
In this section, we compare the proposed ALP decoding algorithm from Section VII and the version augmented by RPC cuts (named RPC in the following) from Section VIII with both the plain and cascaded "static" (nonadaptive) approaches from [7] (named PLP and CLP, respectively). We present frame error-rate (FER) performance results for various codes over additive white Gaussian noise channels with different signal-to-noise ratios (SNRs), using p-phaseshift keying modulation (for codes over p ). The code symbols ζ ∈ p are mapped to constellation points according to ζ → exp( √ −1(2[ζ] + 1)π/p). In addition to the decoding performance, we present several performance figures (for selected combinations of code and SNR value) in Table IX : the average CPU time, the average number of iterations of the simplex algorithm that is used to solve the LPs, and, for ALP and RPC, the average number of cuts added (i.e., number of constraints in the final linear program) and the average number of LPs solved (i.e., iterations of the main loop of Algorithm 1).
For p = 3, simulations were performed using a (27, 10, 9) and an (81, 31, 18) ternary RM code (C 
Tan , C
Tan , and C (11) Tan (left to right) as a function of Es/N 0 . For p = 3, Δ d p ∪ Φ(Θ 0 ) gives a complete and irredundant description of P (see Theorem 3); thus only three curves are displayed in addition to the SP FER decoding curve. are rather dense, with a nonzeros ratio of 0.23 and 0.14, respectively.
In view of Theorem 3, it is clear that ALP, CLP, and PLP show the same error-correction performance for p = 3. As shown in Fig. 3 , the RPC cut-search algorithm drastically improves decoding performance for the dense codes and, for C
RM(1) , nearly achieves ML performance. Note that this is in line with the well-known observation that, in the binary case, LP decoding without RPC search performs poorly for dense codes (see, e.g., [30] ). The ML curve in Fig. 3 was computed using an integer programming formulation (and the commercial Gurobi solver [33] ) of the nonbinary ML decoding problem that is based on the compact binary IPD formulation first presented in [30] . Except for the small RM code, the complexity of this approach however is intractable for all codes considered in this section.
To study the effect of increasing p on the ALP algorithm, we employ the (3, 5)-regular (155, 64) Tanner code [34] over the fields p , p ∈ {3, 5, 7, 11} (denoted by C (p) Tan , respectively). To construct the codes, we have replaced the 5 ones in each row of the binary H by the patterns (1, 2, 2, 1, 1), (1, 2, 4, 3, 1), (1, 2, 4, 6, 1), and (1, 2, 6, 10, 1), for C
Tan to C (11) Tan , respectively. The results are shown in Fig. 4 . Because of Theorem 3 and the numerical verification of Conjecture 2 for d ≤ 5, the ALP and PLP/CLP curves are identical for p ∈ {3, 5}, and the fact that they also are for p = 7 supports Conjecture 3. Interestingly, the class Φ(Θ 0 ) (the pink +marked curve) is sufficient for achieving close-to-exact LP decoding performance for small p (especially for p = 5; for p = 3, this is the only class, as detailed in Section VI-B). This can only mean that the facets induced by the other classes somehow cut off only "smaller" parts of the polytope. This can be explained by the counting formulas in Lemma 11. For instance, for p = 7, Proposition 7 shows that the number of codewords that each inequality is tight for decreases strictly from Θ 1 to Θ 4 . This proves that the Θ 1 -facets are "larger" than the others. For p = 11, we observe an increasing gap between ALP and PLP/CLP which shows that the inequalities proposed in this paper specify only a strict relaxation of the LP decoder as in (3) for p ≥ 11.
In contrast to the binary case (see [17, Fig. 3 ]) and the dense codes above, RPCs lead to a noteworthy improvement only for p = 3 for the Tanner codes. In Table IX , one can observe that again ALP decoding is much more efficient than both PLP and CLP.
As a remark, no single cut from the special class Φ(Θ 6 ) for p = 7 (see Section VI-D) was found during all of our simulations, hence they appear not to influence decoding performance in practice. On the other hand the complexity of the cut-search algorithm is d 2 times higher for Θ 6 than for the basic classes due to the additional loop that sets i lo and i hi . Especially in conjunction with RPC search (where RPCs are generally dense even with LDPC codes), it may not be worthwhile to search for Θ 6 inequalities at all.
For comparison, the FER performance of the SP decoder [23] with a maximum of 100 iterations for all four Tanner codes is also depicted in Fig. 4 . From the figure we observe that SP decoding exhibits an "error floor" (in the sense that the FER decays more slowly with the SNR) for all codes, except possibly for C (5) Tan (there might be a crossing also for this code but at a lower error rate). For C (11) Tan (and also for C
Tan at high SNRs), ALP decoding shows a clear advantage over SP decoding. For C (5) Tan and C (7) Tan there is a performance loss with ALP decoding compared to SP decoding for low SNRs. However, the performance gap diminishes as the SNR increases, and for C (7) Tan we observe a crossing at low error rates.
In order to examine the scalability of the proposed algorithm, we present numerical results for two sets of larger LDPC codes. The first one is based on MacKay's random (3, 27)-regular (999, 888) code 999.111.3.5543 from [35] , from which we derive a ternary (C 1, 2, . . . , p − 1, 1, 2, . . . . The error-rate results are shown in Fig. 5 . Because of the large row-weight of this code, both PLP and CLP are intractable to run in practice. As before, it can be observed that the RPC approach as stated in Section VIII is helpful only for p = 3. For p = 5, the decoding results for ALP and PLP coincide exactly, providing strong evidence that Conjecture 2 holds also for larger d, because here each row code has length d = 27. For comparison, we also plot the FER performance of the SP decoder with a maximum of 100 iterations for both codes. From the figure we observe that ALP decoding performs almost as good as SP decoding, especially for C (3) MacKay , at low-to-medium SNRs. For both C
MacKay and C (5) MacKay we observe a crossing of the ALP and RPC curves with the SP curve at low error rates.
The second class is constructed with the same pattern based on a random (3, 6)-regular (1000, 500) LDPC code; the resulting nonbinary codes are denoted C
3,6 (for p = 3), C
3,6 (for p = 5), and C (7) 3,6 (for p = 7), with results shown in Fig. 6 . This code has a much smaller check-node degree, hence PLP/CLP decoding is possible but extremely slow (see Table IX ). Interestingly, for this code the RPC algorithm only improves decoding performance for fairly low error rates for p = 3. As for the codes above, we also plot the FER performance of the SP decoder with a maximum of 100 iterations. Somewhat surprisingly, for C
(3,6) , ALP decoding significantly outperforms SP decoding for high SNRs due a quite high error floor. This also seems to be the case for C (5) (3,6) , but for a much lower error rate, while for low SNRs there is some performance loss compared to SP decoding. For C (7) (3, 6) there is no visible error floor with SP decoding. Table IX shows that the proposed algorithms are clearly favorable in terms of decoding complexity compared with both CLP and PLP; in particular, they scale well with both block length and check node degree. The complexity of the static LP decoders in contrast explodes with increasing check node degree and quickly becomes intractable.
Note that, for ALP and p fixed, the number of inequalities depends on the check node degrees only, such that it scales especially well for sparse codes. Examining the different LP formulations and the results from Table IX , one can name various reasons for this performance gain. First, the number np (using constant-weight embedding) of variables in ALP is much smaller even compared with PLP. Secondly, the number of constraints in the final linear program is virtually negligible as opposed to both static LP formulations. These two observations imply that the cost of a single simplex iteration is much lower in ALP than in PLP or CLP; the effect of this saving increases due to the much smaller number of simplex iterations observed for ALP. Finally, these advantages entirely outweigh the overhead introduced by solving several LP problems instead of one, as this number stays very small even for large codes.
XI. CONCLUSION AND FUTURE WORK
In this work, we presented an explicit construction of valid inequalities (using no auxiliary variables) for the codeword polytope (or the convex hull) of the so-called constantweight embedding of an SPC code over any prime field. The inequalities are assembled from classes of building blocks and can be proved to be facet-defining under some conditions. We observed numerically, for all primes p ≤ 19, that a valid class gives facet-defining inequalities if and only if it is symmetric, and we conjectured this to be true in general. For ternary codes we proved that the inequalities from the construction together with the simplex constraints give a complete and irredundant description of the embedded codeword polytope. For quinary codes, based on extensive numerical evidence, we conjectured this to be the case as well. For p > 5, there exist other types of facet-defining inequalities besides the ones that can be constructed from basic classes. A complete characterization of such inequalities is left as future work; the similarities of Lemmas 13 and 14 with Lemma 8 suggest that it might be possible to subsume all three types by a more general unifying form. Our initial numerical results however show that these are not required for achieving close-to-exact LP decoding performance, at least for small p.
Building on the explicit form of the inequalities, we presented an efficient (relaxed) ALP decoder for general linear codes over any prime field, in which efficient separation of the underlying inequalities describing the decoding polytope was done through DP. An explicit efficient implementation was also provided for ternary linear codes. Next, an ACG-ALP decoder was presented, generalizing the corresponding decoding algorithm for binary codes, and we briefly showed how the results can be generalized to fields of size p m where We believe that many of the results in this paper generalize to nonprime fields. In particular, the concept of building blocks and building block classes appears to be universal. In particular, facet-defining inequalities for the codeword polytope of an embedded SPC code over 8 can be constructed using this principle as shown in [36] . In fact, the same structure (or, equivalently, the same types of building block classes) as for codes over 7 can be observed. An important open problem would be to completely understand how to construct such building blocks and classes in the general case, with the ultimate goal of constructing an efficient algorithm to perform Euclidean projections onto the codeword polytope of an embedded SPC code in order to construct an efficient decoder using the ADMM framework. We believe that the characterization of the facet-defining inequalities (using no auxiliary variables) of the codeword polytope of an embedded nonbinary SPC code is a first step towards this goal.
APPENDIX A TWO TECHNICAL LEMMAS
In addition to Lemma 2, the following lemma will become important in several proofs later on in the appendices.
Lemma 16: Let q = p m ≥ 3, m ≥ 1, and assume c and  c 0 , c 1 , . . . , c k ∈ n q . The following are equivalent:
Proof: By definition of F v and f, adding a fixed vector c to each c j results in a fixed permutation of the entries in each q-block of F v (c j ). As this permutation has no effect on the affine independence, the equivalence of 1) and 2) follows.
Assume 1) holds, then by 2) with c = −c 0 also F v (c 0 − c 0 = 0), . . . , F v (c k − c 0 ) are affinely independent, hence by Lemma 2 the vectors
are affinely independent, which by definition of affine independence is equivalent to
being linearly independent. But F v (0) = 0, which concludes the proof.
The following result will be used in various proofs in the appendices.
Lemma 17: For a building block class T m and any k,
In particular, both expressions are independent of k. Proof: The left-hand equations are by (6) and (7), respectively, while the right-hand equations follow by Property 4 of Lemma 5 with l = σ − k and l = −k for (41) and (42), respectively.
APPENDIX B HOW TO SWITCH BETWEEN EMBEDDINGS F v AND F v
Let C be a nonbinary code of length d over the field q , for some prime power q, and define P = conv(F v (C)). Assume
j∈ q
is a description of P by means of N + dq linear inequalities and M + d linear equations (for some natural numbers N and M ). Note that the existence of (43c) and (43d) in this description can be assumed without loss of generality, because that part exactly specifies S d q−1 , and P ⊆ S d q−1 by definition of F v .
By adding, for i ∈ d , −a ν i,0 times (43c) to each inequality a νT x ≤ α ν of (43a), we may further assume that a ν i,0 = 0 for i ∈ d , and likewise that b μ i,0 = 0 for all equations of (43b). For j = 0, the corresponding step turns (43d) into
Now, for each a ν , ν ∈ N (and b μ and x analogously), we define a ν ∈ Ê d(q−1) by removing all entries a ν i,0 , i ∈ d (if we extend the definition of P to points outside of S d q−1 , this can be written as a ν = P(a ν )), and define the polytopẽ
j =0
which is obtained from (43) by removing the equations (43c) and all coefficients belonging to field element ζ = 0, after they have been set to 0 as described above. Proposition 12:P = P , where P = conv(F v (C)). Proof: Let x ∈ P. By construction of a ν and b μ , a νT P(x) = a νT x ≤ κ and b μT P(x) = b μT x, thus P(x) fulfills (44a) and (44b). Furthermore, (44d) and (44c) are obviously satisfied by P(x), which shows that P(x) ∈ P. Since P(P) = P by Lemma 1, we have established P ⊆P.
Conversely, let x ∈P ⊆Ŝ d q−1 . Again by construction of a ν and b ν , a νT L(x ) ≤ α ν and b μT L(x ) = β μ , and because further L(x ) ∈ S d q−1 , we see that L(x ) satisfies all constraints of (43), hence L(x ) ∈ P. Using again Lemma 1, this implies that P(L(x )) = x ∈ P , i.e.,P ⊆ P .
The following explicit version of Corollary 1 is a by-product of the above proof.
Corollary 9: If a νT x ≤ α ν induces the face F of P with dim(F ) = δ, then a νT x ≤ α ν induces P(F ) (which by Corollary 1 also has dimension δ). This holds in particular if F is a facet.
Remark 13:
1) If C is an SPC code with d ≥ 3, (43c) already specifies the affine hull of P by Proposition 1. Hence, no further equations are necessary, i.e., M = 0. 2) By Property 2 of Lemma 5, a ν i,0 = 0 already holds for all inequalities constructed in Section V. There is no need to add multiples of (43c) to those inequalities to establish this assumption.
3) While the above results show that P and P are practically equivalent with respect to most polyhedral properties, they are geometrically different because the underlying embeddings f and f are. For example, when p = 3,
denotes the Euclidean norm of its argument, while the two distances are different when replacing f by f . This has consequences when using nonlinear solvers, such as the penalized ADMM decoder (cf. [10, Sec. VI], [11] ). 4) At a first glance, using P instead of P appears to be computationally preferable because (44) exhibits less variables than (43). However, when solved with the simplex method, the inequalities (44c) will be internally expanded to the form (43c) by introducing slack variables; hence, internally, the algorithm will perform exactly the same steps no matter which embedding is used.
APPENDIX C PROOF OF PROPOSITION 1
Assume p ≥ 3 and let A = {x ∈ Ê dp : (4b) holds for i ∈ d } be the affine hull of S d p−1 . Because P ⊆ S d p−1 ⊆ A by definition and further dim(A) = d(p − 1) (as follows immediately from the structure of (4b)), we obtain
and aff(P) ⊆ A.
(46) Part 1): By (45) it suffices to show that dim(P) ≥ d(p − 1), i.e., find d(p − 1) + 1 affinely independent elements of P. Define the set S = {c 0 , . . . , c d(p−1) } ⊆ C of d(p − 1) + 1 codewords of C as follows. First, c 0 = (0, . . . , 0) T . Then, for 0 ≤ i < d − 1 and 1 ≤ l < p, c i(p−1)+l is a codeword with two nonzeros only, defined by
otherwise.
Finally, there are p−1 codewords with three nonzeros, namely c (d−1)(p−1)+l = (0, . . . , 0, [l] p , [l] p , [−2l] p ) T , 1 ≤ l < p (note that here we need p = 2, because [−2] 2 = [0] 2 ). We now show that the d(p − 1) vectors
are linearly independent, from which the claim follows by Lemma 16 since c 0 = 0. Let M be the real square 0/1 matrix with rows 
is the identity matrix,
is the "reverse" identity, and C is a permutation matrix with a single one at column index [−2l] p (because p is prime, these values are distinct for all l ∈ p − 1 ) for row index l, 1 ≤ l < p. Thus, M is almost upper triangular except for the lower right 3 × 3 block-submatrix, which we now show to have full rank. By elementary row operations,
it hence suffices to show that the latter matrix is nonsingular.
To that end, note that, for j ∈ p − 1 , the j-th row of 2Ī p−1 has an entry 2 in column [−j] p , while the j-th row of C has an entry 1 in column [−2j] p (all other entries are 0). Because p is prime, [−j] p = [−2j] p for j ∈ p− 1 . Hence, when reversing the rows of 2Ī p−1 − C, the result is a strictly diagonally dominant matrix, which by the Levy-Desplanques theorem (see, e.g., [37, Cor. 5.6.17] ) implies that it is nonsingular. This concludes the proof. Part 2): We have just shown that dim(aff(P)) = dim(P) = dim(A). Since both are affine spaces and by (46) one is contained in the other, they must indeed be equal. Part 3): Assume wlog. that i = d (the rest follows from symmetry), and consider j = 0 first. In the proof of part 1, we have shown that the d(p − 1) points F v (c 1 ), . . . , F v (c d(p−1) ) are linearly and hence also affinely independent, such that, by Lemma 2, F v (c 1 ), . . . , F v (c d(p−1) ) are affinely independent, too. By construction c i d = 0 and thus (F v (c i )) d,0 = 0 for all of them, thus (4a) is satisfied with equality for d(p − 1) affinely independent elements of P, such that (4a) defines a facet of P for j = 0.
For j = 0, let c = (0, . . . , 0, −j, j) T ∈ C. By the above and Lemma 16, F v (c + c 1 ), . . . , F v (c + c d(p−1) ) are affinely independent. By linearity, all c + c i ∈ C, and because c d = j and c i d = 0 for all i ∈ d(p − 1) , it follows that (c + c i ) d = j for i ∈ d(p − 1) . Hence, for j = 0, (4a) is satisfied with equality by F v (c + c 1 ), . . . , F v (c + c d(p−1) ), i.e., defines a facet of P. 
Likewise, by construction
(t 0,σ − t 0,ki ) − t 0,k d using (10) and (11)
which is (19b). It is easy to see that the proof works in both directions, i.e., if θ and κ fulfill (19) , then they are covered by Construction 1.
Finally, the equivalence of (19) and (20) follows immediately by using the equations and (19b) , and by (5) .
In order to show that the inequality is valid for P = conv(F v (C)), it suffices to prove it valid for all vertices of P, which by definition of P are given by F v (c) for c ∈ C. To that end, let c ∈ C be chosen arbitrarily and define c = c − c θ ∈ C. Then,
where the last two equations hold because of Lemma 9 and the assumption applied to c , respectively.
2) Let θ T x ≤ κ and c θ as above, and define c = c θ + c ∈ C. Then,
the inequality is violated by c ∈ C and hence invalid for P. Proof: [Proof of Theorem 2] Let T m be a valid class and d > 0. We show that (22) holds for all c ∈ C, which implies the first statement by Corollary 6. Let c ∈ C, and denote the left side of (22) 
The following three observations will be used: 1) By Property 1 of Lemma 5, [γ(c)] p = d i=1 c i = 0. 2) By Property 3 of Lemma 5, t σ,i ≤ 0 for all i ∈ p , i.e., the left term in (22) contains nonpositive entries only. 3) By definition of σ in (6), t 0,c d ≤ max(t 0 ) = t 0,σ < 2p. Assume now γ(c) > 0, i.e., (22) is violated. By 1), this implies γ(c) ≥ p, while 2) and 3) imply that γ(c) ≤ t 0,σ < 2p, hence γ(c) = p. By 2), this shows that t 0,c d ≥ p, hence m c d = 1. Thus, the equation γ(c) = p can be written as For the second statement of the theorem, let {n i } i∈I and r = − i∈I [n i ] p ·i be a solution to (23) with m r = 1. Choose d ≥ d 0 = i∈I n i + 1 and let c ∈ C be any codeword that has, for i ∈ I, n i i-entries among the first d−1 entries, c d = r, and all other entries are zero (any such vector is a codeword of C by the condition on r).
Analogously to above, we see that
such that, by the second part of Corollary 6, no inequality in Θ m is valid for P. Finally, (23) gives i∈I n i ≤ [r] because all t σ,i ≤ −1 for i ∈ I by definition of I, such that d 0 = i∈I n i + 1 ≤ [r] + 1 ≤ [σ] + 1, which concludes the proof.
Proof: [Proof of Lemma 10] We show that the system in Definition 12 is solvable if and only if the one from Lemma 10 is. For the "only if" part, let {n i } i∈I and r be a solution to (23) with r = − i∈I [n i ] p · i and m r = 1. 
which completes the proof of the "only if" direction. For the "if" part, one can see analogously that I = {−j : j ∈ J} and use n i = −ν j and r = ρ to construct a solution for (23) , which completes the proof.
Proof 
APPENDIX F PROOF OF LEMMA 12
Let θ T x ≤ κ be an inequality from Θ m . In order to prove the claim, we construct a set S ⊂ C of codewords such that θ T F v (c) = κ for any c ∈ S, and at least 1+d(p−1)−1−(p− 3)/2 elements of S have affinely independent embeddings. Let c θ be the canonical codeword from Construction 1 that is used to generate the inequality and define, for s ∈ (p − 1)(d − 1) , the vector ξ s = ξ i(p−1)+l ∈ d p by
where 0 ≤ i < d − 1 and 1 ≤ l < p, and let c s = c θ + ξ s for s ∈ (p − 1)(d − 1) . By Lemma 9, θ T F v (c i(p−1)+l ) − κ = t σ,[l]p + t 0,[−l]p = 0, where the second equation is due to Part 2) of Lemma 7, such that the inequality is tight for the embeddings of these (d − 1)(p − 1) codewords. Now, we construct p − 2 additional codewords that differ from c θ in the last three entries by adding, for each i ∈ p \ {0, σ}, the vector ζ i ∈ d p defined by
otherwise to the canonical codeword c θ . Using again Lemma 9 we find that, for i ∈ p \ {0, σ},
For We now switch to Flanagan's embedding from Definition 2 and show that the span of 
where I p−1 andĪ p−1 are defined in Appendix C,
, and E p−2 has 1-entries in the [σ] -th column and zeros elsewhere. Now, note that the matrix M F is (similar to the one in the proof of Proposition 1) almost upper triangular except for the lower right 3(p − 1) − 1 × 3(p − 1) block. After turningD p−2 and D p−2 into zero matrices by Gaussian elimination, the lower right E p−2 turns into the matrix
where X l is the l × l "X"-shaped 0/1 matrix for l ≥ 2 and X 1 = (2) (details omitted). Now,Ẽ p−2 is easily verified to have rank 1 2 (p − 1), such that the total rank of M F is (d − 1)(p−1)+ 1 2 (p−1) = d(p−1)−1− 1 2 (p−3), which concludes the proof.
Remark 14: The above proof implies a simple numerical procedure by which a specific valid symmetric basic building block class T m can be verified to be facet-defining: find 1 2 (p− 3) additional nonzero vectors ξ ∈ 3 p with 3 i=1 ξ i = 0 that satisfy t σ,ξ1 + t σ,ξ2 + t 0,ξ3 = 0 such that their (Flanagan) embeddings, together with the lower right 3(p−1)−1×3(p−1) part of M F above, are linearly independent and thus complete M F to a matrix of rank d(p − 1) − 1.
While passing this test is only a sufficient condition for a valid class being facet-defining (in theory, there could be classes that are facet-defining only for some d ≥ d 0 > 3), we conjecture it to be necessary as well, as we did not find any counter-example in numerical experiments.
APPENDIX G NUMERICAL PROCEDURE TO VERIFY THE "ONLY
IF"-PART OF CONJECTURE 1
In this appendix, for ease of notation, codewords are represented as row vectors as opposed to column vectors in the rest of the paper. The procedure is based on the following key lemma.
Lemma 18: Let T m be a valid basic building block class and θ T x ≤ κ any inequality from Θ m , where c θ d is the canonical codeword according to Construction 1, for a given length d of the SPC code. Denote by M d F the matrix whose rows consist of F v ((c − c θ d ) T ) T , where c = c θ d runs over all codewords for which the inequality is tight (as outlined in the proof of Lemma 12 in Appendix F; see (49)). Note that M d F is independent of the chosen inequality. Let d 0 be the smallest d ≥ 3 such that the support of all codewords of M d0 F (before being embedded) is at most d 0 − 2. Then,
Proof: First note that for any valid basic building block class T m , d 0 is finite, since t 0,j ≥ 0 (see Definition 8) for all j ∈ p and t σ,j < 0 for j ∈ p \ {0} (follows from Property 3 of Lemma 5), and then the result follows from Lemma 9 (see (21) ). Furthermore, for Construction 1, we choose the first coordinate as the constrained coordinate (it can be arbitrarily chosen). Now, let M d0 be the corresponding matrix before the embedding. It follows that
where 0 is an all-zero column vector over p , b is a column vector in which all entries are different from [0] p , and A is a matrix of partial codewords (one partial codeword per row) such that the concantenation (A | b) contains all codewords c − c θ d0+1 , c = c θ d0+1 , with a nonzero final entry and for which c is tight for the inequality in Θ m for d = d 0 + 1 with canonical codeword c θ d0+1 . Note that the canonical codeword c θ d0+1 is arbitrary and that M d0+1 does not depend on the specific corresponding inequality in Θ m . Now, suppose that there exist two distinct codewords (rows) in (A | b) in which the final entry is the same, i.e., the two codewords are of the form c 1 − c θ d0+1 = (z 1 , u, v, 0, 0, x) and c 2 − c θ d0+1 = (z 2 , 0, 0, w, y, x), respectively, where x ∈ p \{0}, u, v, w, y ∈ p , and z 1 and z 2 are vectors of length d 0 − 4 over p . Here, without loss of generality, we have assumed, disregarding the last coordinate with value x ∈ p \ {0}, that the support of the first codeword is contained within the first d 0 − 2 coordinates, while the support of the second codeword is contained within the first d 0 − 4 coordinates, as well as within the coordinates d 0 − 1 and d 0 . This assumes d 0 ≥ 4. If d 0 = 3, then the two codewords would overlap with a zero entry in at least one coordinate. However, a similar argument to the one below can be repeated to prove the lemma in this special case as well. Now, since by assumption both codewords c 1 and c 2 are tight for the given inequality in Θ m for d = d 0 + 1, so are (z 1 , u, v, 0, x, 0 
, is tight (for the given inequality), where c denotes a codeword, then π(c) + c θ d0+1 , π(c) = c θ d0+1 , is also tight, where π(·) denotes an arbitrary coordinate permutation not involving the constrained coordinate of Construction 1 (see (21) of Lemma 9). Consider the codewords (z 2 , x, y, w, 0, 0) and (z 2 , 0, y, w, x, 0). Again, they are permutations (not involving the constrained coordinate of Construction 1) of (z 2 , x, 0, w, y, 0), and thus (z 2 , x, y, w, 0, 0) + c θ d0+1 and (z 2 , 0, y, w, x, 0) + c θ d0+1 are tight for the given inequality in Θ m for d = d 0 + 1. Taking the real linear combination The procedure works in the following way and is repeated for each valid basic building block class T m (indexed by m) for a given prime p. Choose d = 3 and build the matrix M d F . If its rank is less than d(p − 1) − 1, then we know that the class cannot be facet-defining for d = 3. If this is not the case, stop. Otherwise, compute the reduced row echelon form of M d F and remove the all-zero rows. The resulting matrix is denoted by M d F,red . Now, construct the matrix ⎛
where the matrix-embedding F m is analog to the vector-embedding F v , applying the vector-embedding on each column of the matrix individually. In (50), (a i | i), i ∈ p \ {0}, is any (if any exist) codeword for length d + 1 with at least two zero entries in a i such that (a i | i) + c θ d+1 is tight (for the inequality in Θ m for length d + 1 with canonical codeword c θ d+1 ), and each row of the matrix (A | b) is a codeword for length d + 1 with a nonzero final entry and at most one zero entry among the first d coordinates such that its sum with c θ d+1 is tight. Then, it follows from the proof of Lemma 18 that the rank of M d+1 F is equal to the rank of the matrix in (50), since any additional codeword for length d + 1 with at least two zero entries in the coordinates 1 through d and such that its sum with c θ d+1 is tight can be written as a real linear combination of the rows of (M d F,red | 0) and the rows ( 1) ). The reduced row echelon form of M d+1 F (after removing the all-zero rows) is equivalent to the reduced row echelon form (again after removing the all-zero rows) of the matrix in (50), and the procedure can be repeated for the next value of d if the rank of the matrix in (50) is strictly smaller than d(p − 1) − 1. Otherwise, the class would be facet-defining for this particular value of d. The procedure is repeated until d = d 0 , unless the rank at some point reaches
(and the procedure does not stop until d = d 0 ), it follows from Lemma 18 that the class cannot be facet-defining for any d ≥ 3.
The complexity of the approach depends on the value of d 0 , which again depends on the building block class, and in particular on the number of rows of the matrix for a given d) can be determined from the principle behind the counting formula in Lemma 11. Note that for some classes, d 0 is as large as p + 2. To address the complexity of the approach, as an example, in the worst case for p = 19 (when d 0 = p + 2 = 21), the number of rows 
APPENDIX H PROOF OF PROPOSITION 3
We use Remark 14 to prove the proposition. The following lemma yields the required ξ-vectors. Lemma 19 : Let T m be almost doubly-symmetric and denote by σ 1 the index of the second-largest entry in t 0 , i.e., t 0,σ1 = s-max(t 0 ). Then, there are (p−3)/2 different elements
Furthermore, c k = σ 1 − c l for all k, l ∈ (p − 3)/2 and all c k , σ 1 − c l / ∈ {0, σ 1 , σ}. Proof: Choose i ∈T proj 0 as in (15c). By there is a c ∈ p such that i = t 0,c = t 0,σ − t 0,σ−c (cf. (13) for the second equality). By (15c), t 0,σ1 − t 0,c ∈ T proj 0 , so that again by (13) and Definition 8 we conclude that t 0,σ1 − t 0,c = t 0,σ − t 0,σ−σ1+c . Inserting the above expression for t 0,c and using Definition 8 results in 
APPENDIX I PROOF OF PROPOSITION 4
For p = 2, there are only two possible m-vectors (0, 0) and (0, 1), so that the first part of the claim is trivial. Because T (0,0) = {(0, 1), (0, −1)} and T (0,1) = {(0, 3), (0, −3)}, it is obvious that Θ (0,1) is obtained by multiplying each inequality in Θ (0,0) by 3, which concludes the proof for p = 2. Thus, assume p > 2 in the following.
By Construction 1, θ 1 = rot ϕ (t m k1 ) and θ 1 = rot ϕ (t m k 1 ), i.e., the first p-block of each inequality is a rotated building block of T m and T m , respectively. Hence the assumption implies rot ϕ (t m k1 ) = a rot ϕ (t m k 1 ), and thus set(t m k1 ) = a·set(t m k 1 ) ⇒ set(t m 0 ) = a·set(t m 0 )−at m 0,k 1 +t m 0,k1 by (5) . But min(t m 0 ) = 0 = min(t m 0 ), so that t m 0,k1 −at m 0,k 1 = 0 must hold, i.e., set(t m 0 ) = a · set(t m 0 ).
As both sets in (52) contain integer entries only, a must be rational, i.e., a = r/s where r, s > 0 (a = 0 would imply set(t m 0 ) = {0}, contradicting Definition 8) with gcd(r, s) = 1. Hence, s divides all p distinct nonnegative entries of t m 0 , thus max(t m 0 ) ≥ s(p − 1), while by Definition 8, max(t m 0 ) ≤ 2p − 1. Together, this implies s ≤ 2 + 1 p−1 . As s is integer and we assume p > 2, this means s ∈ {1, 2}. Case s = 1: Because 0 < a = r/s ≤ 1 by assumption, s = 1 implies a = 1, which by (52) implies set(t m 0 ) = set(t m 0 ), contradicting the assumption that m = m .
Case s = 2: Because s divides all elements of set(t m 0 ), in this case t m 0,ζ is even for all ζ ∈ p . But t m 0,ζ = [ζ] + m ζ p by definition, which implies (because p is odd) that m ζ = 1 if and only if [ζ] is odd, i.e., m = (0, 1, 0, 1, . . . ) as claimed.
To see that m = (0, . . . , 0), note that s = 2 and 0 < r/s ≤ 1 implies a = r/s = 1/2. From (52) follows that max(t m 0 ) = 1 2 max(t m 0 ) = 1 2 (2p − 2) = p − 1 by the structure of m , which implies that m = (0, . . . , 0). For the proof of the second claim, we use the following lemma.
Lemma 20: For k ∈ {0, . . . , p − 1} and m, m as above, 2t m k = rot 2 (t m ϕ2(k) ). Proof: By definition of m, we have which equals (53). Now, let rot ϕ (θ) T x ≤ κ be in ϕ(Θ m ), then by Corollary 3 also θ T x ≤ κ is in Θ m . Let θ = (t m k1 | . . . | t m k d ) T . We now show that 2θ T x ≤ 2κ is in ϕ 2 (Θ m ).
By Lemma 20, 2θ = (rot 2 (t m ϕ2(k1) ) | . . . | rot 2 (t m ϕ2(k d ) )) T .
Using Corollary 3 again, the claim reduces to showing that θ T x ≤ κ with θ = (t m ϕ2(k1) | . . . | t m ϕ2(k d ) ) T and κ = 2κ is contained in Θ m . We show the latter by verifying (19) which proves the claim. Hence, for every inequality in Φ(Θ m ) there is an equivalent inequality in Φ(Θ m ). Furthermore, by Remark 7 and because both sets are of the same size, the converse must also hold, which concludes the proof.
APPENDIX J PROOF OF THEOREM 3
We will need a technical lemma for this proof. Lemma 21: Let a finite field q , d ≥ 1, and ξ = (ξ 1 , . . . , ξ d ) T ∈ d q be given. Then, there is a permutation matrix P ξ ∈ {0, 1} dq×dq with the property that
for any η ∈ d q . In particular, the linear map defined by P ξ is bijective and maps S d q−1 onto itself. Proof: Define P ξ to be the block-diagonal matrix
. . .
where, for ξ i ∈ q , P ξi is the q ×q permutation matrix defined by P ξi f(η) T = f(η − ξ i ) T for η ∈ q . Note that the above equation defines the image of P ξi for all unit vectors in Ê q , and the right-hand side runs over all unit vectors as well, such that P ξi and hence also P ξ is a permutation matrix. Let now Q denote the polytope defined by the inequalities in Θ. From Proposition 5 follows that P ⊆ Q, so it remains to show that Q ⊆ P. Suppose not. Then there exists f ∈ Q \ P. Since the facets in Δ d 3 by definition describe S d 2 we have Q ⊆ S d 2 and hence f ∈ S d 2 . Since f / ∈ P, there must be a facet F of P that cuts f and hence also some vertex v of S d 2 . We will show that F is contained in either Θ m or ϕ 2 (Θ m ), which contradicts the assumption that f ∈ Q and hence shows P = Q.
Note that on the vertices of S d 2 the inverse of F v ,
3 is completely symmetric. We will prove that F ∈ Θ m ∪ϕ 2 (Θ m ) by going through several cases, distinguished by the Hamming distance between ξ and the codewords for which F is tight. For each case, we will derive a set of vertices of P for which F could potentially be tight; then, we will show that there is an inequality in Θ m ∪ ϕ 2 (Θ m ) that is tight for all of those vertices, hence that inequality must define F .
As F is a face of P, there are a ∈ Ê 2d and b ∈ Ê such
is valid for P and induces F , i.e., F = {x ∈ P : a T x = b}. We use the permutation matrix of Lemma 21 to state (55) in a more convenient form, where we use the short-hand notation
x ξ = P ξ x for any x ∈ Ê dq .
Define a = P −T ξ a . Then,
i.e., (55) can be restated in terms of x ξ instead of x. The particular form of P ξ further allows us to assume that a i,0 = 0 for i ∈ d , by adding appropriate multiples of (4b) to the inequality (cf. Appendix B). Remark 15: The construction of · ξ and the way it is used above generalizes the definition and usage of the map [·] in the proof of [38, Thm. 5.15] .
As v is cut by F , we have b > a T v ξ = a T F v (ξ) ξ = a T F v (0) = d i=1 a i,0 = 0 by (54) and the above assumption. Let e i denote the i-th unit (column) vector in d 3 , i.e., e i i = [1] 3 and e i j = [0] 3 for j = i. Since
and finally from ξ + e i + e j − e k ∈ C for pairwise different i, j, k ∈ d we conclude analogously that a i,1 + a j,1 + a k,2 ≥ b. To sum up, for arbitrary but different i, j, k ∈ d holds:
Furthermore, (58) implies that a i,2 < b/2 can hold for at most one i ∈ d , which allows the stronger statement that, for I ⊆ d with |I| ≥ 2, i∈I a i,2 ≥ |I| · b/2.
Lemma 22: F contains F v (c) for at least one codeword c with d H (c, ξ) ≥ 3.
Proof: Assume the contrary. As F is a facet of the (by Proposition 1) 2d-dimensional polytope P, there must be a set F of 2d codewords of C such that {F v (c): c ∈ F} ⊆ F , this set is affinely independent, and by assumption d H (ξ, c) ≤ 2 for c ∈ F. We now show that Θ m contains an inequality θ T x ≤ κ that induces F . where the explicit values of t k can be looked up, e.g., in Table VI . If on the other hand d H (c, ξ) = 2, then c = ξ + 2e i + 2e j for i = j ∈ d . Using Lemma 9 again, θ T F v (c) − κ = θ T F v (c ξ − e d + 2e i + 2e j ) − κ = t σ,2 + t 0,1 = 0 if d ∈ {i, j}, t σ,2 + t σ,2 + t 0,2 = 0 otherwise.
In conclusion, θ T x ≤ κ is tight for the embeddings of all codewords c with d H (c, ξ) ≤ 2, and in particular for all of c ∈ F. Because the latter by assumption lead to 2d affinely independent elements of F , which has dimension 2d − 1, they already uniquely specify the facet F , which hence must equal G, i.e., F ∈ Θ m . Now, (57) implies |I 2 | > 0, while (60) demands |I 2 | < 2, but (59) forbids |I 2 | = 1. So the assumption must be false.
From the above two lemmas we conclude that there exists a c 3 ∈ C with d H (c 3 , ξ) = 3 and F v (c 3 ) ∈ F . As d i=1 ξ i = 2, this implies that c 3 = ξ + e i + e j + 2e k for pairwise different i, j, k. Hence, b = a T F v (c 3 ) ξ = a i,1 + a j,1 + a k,2 , thus a k,2 ≤ −b by (57), so by (58) a l,2 ≥ 2b for any l ∈ d with l = k. This means that a k,2 is the unique negative entry of a, so that all c ∈ C with d H (c , ξ) ∈ {2, 3} and a T F v (c ) ξ = b must have c k = c k = ξ k + 2.
As in the proof of Lemma 22, there is a set F ⊂ C, |F| = 2d, such that a T F v (c) = b for all c ∈ F and the embeddings are affinely independent. From the above discussion, each c ∈ F is either of the form c = ξ + e i , c = ξ + 2e i + 2e k , or c = ξ + e i + e j + 2e k for i, j = k and i = j.
We now assume wlog. (in view of Remark 3) that k = d and use Construction 1 with the canonical codeword c ξ = ξ + e d to obtain an inequality θ T x ≤ κ from ϕ 2 (Θ m ), where θ = (ϕ 2 (t k1 ) | . . . | ϕ 2 (t k d )) T and k i = 2 − ξ i , i = d, as in the proof of Lemma 22. Analogously to above, one can check that this inequality is tight for 1) c ξ itself, 2) c ξ − e d + e i = ξ + e i for any i = d, 3) c ξ + e d − e i = ξ + 2e i + 2e d for any i = d, and 4) c ξ + e d + e i + e j = ξ + e i + e j + 2e d for i, j = d and i = j, i.e., is tight for all potential codewords for which (56) is tight, which again shows that F = {x : θ T x ≤ κ}, contradicting the assumption that F / ∈ Θ m ∪ ϕ 2 (Θ m ). As we have gone through all cases, this concludes the proof that P = Q. Finally, the irredundancy statement follows from Proposition 4. APPENDIX K PROOF OF PROPOSITION 8 (OUTLINE) The analog of Lemma 9 leads to the result that
for any ξ ∈ d 7 ; the adaption of Corollary 6 shows that the inequalities in Θ 5 are valid for P if and only if the following holds for all c ∈ C (in analogy to (22) ):
Then, the proper generalization of Definition 12 and Theorem 2 leads to the equivalent condition that Θ 5 is valid if and only if i∈I
] }, nonnegative integer variables n i , and r = − i∈I [n i ] 7 · i has no solution for which m nb r = 1. From σ b = 2 follows that I = ∅, such that the system has no solution and hence all inequalities in Θ 5 are valid for P.
Let now θ T x ≤ κ ∈ Θ 5 . In order to show that the inequality defines a facet, we can partially recycle the proof of Lemma 12 in Appendix F. For the sake of consistency, assume that i nb = d, which is without loss of generality because the role of d is arbitrary (cf. Remark 3).
For s ∈ (p − 1)(d − 1) , define ξ s (and hence c s ) as in (48). Note that t b σ b ,[l]7 + t nb 0,[−l]7 = 0 holds (even though Part 2 of Lemma 7, which is used to show the same result in the original proof, is not applicable here), such that θ T F v (c s ) = κ for s ∈ (p − 1)(d − 1) .
The construction of the next p − 2 codewords cannot be copied from Appendix F because the condition t b σ b ,−i + t b σ b ,i−σ b + t nb 0,σ b = 0 does not hold. However, one can check that the following p − 2 = 5 additional ξ-vectors (0, . . . , 0, 3, 2, 2) T , (0, . . . , 0, 1, 4, 2) T , (0, . . . , 0, 4, 2, 1) T , (0, . . . , 0, 4, 4, 6) T , (0, . . . , 0, 3, 3, 1) T satisfy d−1 i=1 t b σ b ,ξi + t nb 0,ξ d = 0, such that the corresponding codewords are tight for the inequality. Furthermore, the corresponding embeddings are linearly independent, such that the counterpart of M F as defined in (49) has full rank d(p−1)−1, hence the inequality indeed defines a facet.
APPENDIX L PROOF OF PROPOSITION 9
For the first statement, we again follow the arguments of Section V-C, but need to be careful not to rely on features of basic building block classes.
First, observe that Lemma 17 generalizes to the current case; in particular, (41) holds for T b 6 and T hi 6 , and (42) holds for T lo 6 . This allows to generalize Lemma 9 (the proof of which relies on Lemma 17), resulting in
for ξ ∈ d 7 . This immediately implies (cf. Corollary 6) that the inequalities in Θ 6 are valid if and only if all c ∈ C satisfy the condition d i=1 t li 0,ci ≤ 0 for all configurations of i lo = i hi . Since t b 0 and t hi 0 contain nonpositive entries only, this condition can be violated only if t lo 0,c i lo = 1, i.e., c i lo ∈ {1, 2, 4} and simultaneously t b 0,ci = 0 (i.e., c i = 0) for l i = b, and also
