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Abstract
A strong solutions approximation approach for mild solutions of stochastic functional differential
equations with Markovian switching driven by Le´vy martingales in Hilbert spaces is considered. The
Razumikhin–Lyapunov type function methods and comparison principles are studied in pursuit of sufficient
conditions for the moment exponential stability and almost sure exponential stability of equations in which
we are interested. The results of [A.V. Svishchuk, Yu.I. Kazmerchuk, Stability of stochastic delay equations
of Itoˆ form with jumps and Markovian switchings, and their applications in finance, Theor. Probab. Math.
Statist. 64 (2002) 167–178] are generalized and improved as a special case of our theory.
c© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
There exists an extensive literature dealing with stochastic differential equations with
discontinuous paths incurred by Le´vy processes (for instance, see monographs [2,6,19] and
references therein). These equations are used as models in the study of queues, insurance risks,
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dams, and more recently in mathematical finance. On the other hand, some recent research
in automatic control such as [7,10,17] has been devoted to stochastic differential equations
with Markovian jumps. As a popular and important topic, the stability property of stochastic
differential equations has always lain at the center of our understanding concerning stochastic
models described by these equations. In particular, stability of stochastic differential equations
with Markovian switching has recently received significant attention. For example, Ji and
Chizeck [10] and Mariton [17] studied the stability of a linear equation with jump coefficient
dx(t) = A(r(t))x(t)dt,
where r(t) is a Markov chain taking values in S = {1, 2, . . . , N }. Basak et al. [5] investigated the
stability of a semilinear stochastic differential equation with Markovian switching of the form
dx(t) = A(r(t))x(t)dt + σ(x(t), r(t))dw(t)
where w(t) is the usual finite dimensional Brownian motion. Mao [14] considered the
exponential stability of general nonlinear stochastic differential equations with Markovian
switching of the form
dx(t) = f (x(t), t, r(t))dt + g(x(t), t, r(t))dw(t),
which can be regarded as the result of the following N equations:
dx(t) = f (x(t), t, i)dt + g(x(t), t, i)dw(t), 1 ≤ i ≤ N ,
switching from one state to the others according to the movement of the Markov chain.
Mao et al. [15,16] considered asymptotic and exponential stability of the following nonlinear
stochastic delay differential equations with Markovian switching:
dx(t) = f (x(t), x(t − τ), t, r(t))dt + g(x(t), x(t − τ), t, r(t))dw(t)
where τ > 0 is a constant.
Quite recently, in their paper [22] Svishchuk and Kazmerchuk made a first attempt to study the
pth-moment exponential stability of solutions of linear Itoˆ stochastic delay differential equations
associated with Poisson jumps and Markovian switching which is motivated by some practical
applications in mathematical finance.
In the present paper we will be interested in the moment and almost sure stability property
but content ourselves with some more general infinite dimensional models, or to be precise,
nonlinear stochastic functional differential equations with Markovian switching driven by Le´vy
martingales in Hilbert spaces. One of the most remarkable advantages of studying this model
is that it enables one to deal with stochastic partial functional differential equations with
discontinuous paths, a case which the existing works such as those mentioned above fail to cover.
However, it is worth mentioning that in comparison with stochastic stability in finite dimensions,
the theory presented in this paper is much more complicated due to at least three factors. The first
is that the standard solution (strong solution) concept turns out to be too strong to apply for most
stochastic partial functional differential equations in which we are especially interested. Actually,
a natural generalization of this aspect is the mild solution (cf. [8] for its definition and relevant
properties) which is more useful and also easy to formulate from both practical and theoretical
viewpoints. The next factor which is closely related to the first one is that for the treatment
of mild solutions, a lot of standard tools in stochastic calculus like Itoˆ’s formula or Doob’s
theorem could not be used any longer or in a straightforward way. In order to possibly take
advantage of these powerful results, in our analysis of stability we would always require patience
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to overcome various difficulties from calculus and probability so as to make our scheme move
forward. For instance, our theory relies heavily on an appropriate use of a version of a Burkholder
type of inequality for stochastic convolution driven by a compensated Poisson random measure
which will be formulated properly for our stability purpose. We will also be introducing suitable
approximation systems of strong solutions and using a limiting procedure technique so as to
make the arguments involved with the use of Itoˆ’s formula justifiable. The final factor is that,
instead of the traditional Lyapunov functions in finite dimensions, the corresponding Lyapunov
functionals in infinite dimensions should be constructed properly, a case which makes the usual
construction approaches difficult to get through. Bearing this in mind, we shall employ an idea
due to Razumikhin [20,21] to construct the so-called Razumikhin–Lyapunov functions to get
round this difficulty.
In this work, we shall derive some sufficient conditions to ensure stability of infinite
dimensional stochastic systems with memory in the sense of both moment exponential
stability and almost sure exponential stability. To the best of our knowledge, this problem
has not been investigated in the existing literature. In particular, the results in [22] will be
generalized and improved as a special case of our theory. In Section 2, we shall first state
some properties of mild solutions of the equations concerned and some results as regards
approximating strong solution systems. The material of this part lays a good foundation
not only for the stability analysis in this paper, but also for future research in connection
with these models. We shall then discuss the moment, especially the mean square, and
exponential stability of the equations studied in Section 3, and then investigate the almost sure
exponential stability for the same equations in Section 4. In Section 5, we shall present some
comparison results which will clarify the relationships of stability between deterministic and
stochastic time delay systems. Finally, we will give two illustrative applications of our theory in
Section 6.
2. Stochastic functional differential equations with Markovian switching driven by Le´vy
martingales
Let {Ω ,F,P} be a complete probability space equipped with some filtration {Ft }t≥0
satisfying the usual conditions, i.e., the filtration is right continuous and F0 contains all P-null
sets. Let H , K be two real separable Hilbert spaces and denote by 〈·, ·〉H , 〈·, ·〉K their inner
products and by ‖ · ‖H , ‖ · ‖K their vector norms, respectively. We denote by L(K , H) the set of
all linear bounded operators from K into H , equipped with the usual operator norm ‖ · ‖. In this
paper, we always use the same symbol ‖ · ‖ to denote norms of operators regardless of the spaces
potentially involved when no confusion may arise. Let τ > 0 and D := D([−τ, 0]; H) denote
the family of all right-continuous functions with left-hand limits ϕ from [−τ, 0] to H . The space
D([−τ, 0]; H) is assumed to be equipped with the norm ‖ϕ‖D = sup−τ≤θ≤0 ‖ϕ(θ)‖H . We
also use DbF0([−τ, 0]; H) to denote the family of all almost surely bounded, F0-measurable,
D([−τ, 0]; H)-valued random variables.
Let {r(t), t ∈ R+}, R+ = [0,∞), be a right-continuous Markov chain on the probability
space {Ω ,F,P} taking values in a finite state space S = {1, 2, . . . , N } with generator Γ =
(γi j )N×N given by
P{r(t + h) = j | r(t) = i} =
{
γi jh + o(h), if i 6= j,
1+ γi ih + o(h), if i = j,
for any t ≥ 0 and small h > 0. Here γi j ≥ 0 is the rate of transition from i to j if i 6= j , while
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γi i = −∑ j 6=i γi j . It is well known that almost every sample path of r(t) is a right-continuous
step function with a finite number of jumps in any finite sub-interval of R+.
Let {WQ(t), t ≥ 0} denote a K -valued {Ft }t≥0-Wiener process defined on {Ω ,F,P} with
covariance operator Q, i.e.,
E〈WQ(t), x〉K 〈WQ(s), y〉K = (t ∧ s)〈Qx, y〉K for all x, y ∈ K ,
where Q is a positive, self-adjoint, trace class operator on K . In particular, we shall call such
WQ(t), t ≥ 0, a K -valued Q-Wiener process with respect to {Ft }t≥0. It is always assumed in the
paper that the Markov chain r(·) is independent of the Q-Wiener process WQ(t).
In order to define stochastic integrals with respect to the Q-Wiener process WQ(t), we
introduce the subspace K0 = Q1/2(K ) of K which, endowed with the inner product
〈u, v〉K0 = 〈Q−1/2u, Q−1/2v〉K ,
is a Hilbert space. Let L02 = L2(K0, H) denote the space of all Hilbert–Schmidt operators from
K0 into H . It turns out to be a separable Hilbert space, equipped with the norm
‖Ψ‖2L02 = tr
(
(ΨQ1/2)(ΨQ1/2)∗
)
for any Ψ ∈ L02.
Clearly, for any bounded operators Ψ ∈ L(K , H), this norm reduces to ‖Ψ‖2L02 = tr(ΨQΨ
∗).
For arbitrarily given T ≥ 0, let J (t, ω), t ∈ [0, T ], be an Ft -adapted, L02-valued process, and
we define the following norm for arbitrary t ∈ [0, T ]:
|J |t =
{
E
∫ t
0
tr
(
(J (s, ω)Q1/2)(J (s, ω)Q1/2)∗
)
ds
} 1
2
.
In particular, we denote all L02-valued predictable processes J satisfying |J |T < ∞ by
U2([0, T ];L02). The stochastic integral
∫ t
0 J (s, ω)dWQ(s) ∈ H , t ≥ 0, may be defined for all
J (t, ω) ∈ U2([0, T ]; L02) by∫ t
0
J (s, ω)dWQ(s) = L2 − lim
n→∞
n∑
i=1
∫ t
0
√
λi J (s, ω)eidBis , t ∈ [0, T ],
where WQ(t) =∑∞i=1√λi Bit ei . Here (λi ≥ 0, i ∈ N) are the eigenvalues of Q and (ei , i ∈ N)
are the corresponding eigenvectors, (Bit , i ∈ N) are independent standard real-valued Brownian
motions. The reader is referred to [8] for a systematic theory about stochastic integrals of this
kind.
Suppose Y = {Yt }, t ≥ 0, is a K -valued Le´vy process, so that Y has stationary and
independent increments, is stochastically continuous and satisfies Y0 = 0 almost surely. Let pt
be the law of Yt for each t ≥ 0; then (pt , t ≥ 0) is a weakly continuous convolution semigroup
of probability measures on K . We have the Le´vy–Khintchine formula (see e.g. [3]) which yields
for all t ≥ 0, u ∈ K ,
E
(
ei〈u,Yt 〉K
)
= etη(u),
where
η(u) = exp
{
i〈b, u〉K − 12 〈u, Qu〉K
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+
∫
K−{0}
[
ei〈u,y〉K − 1− i〈u, y〉K · χ‖y‖K<1(y)
]
ν(dy)
}
,
where b ∈ K , Q is a positive, self-adjoint, trace class operator on K and ν is a Le´vy measure
on K − {0}, i.e., ∫K−{0}(‖y‖2K ∧ 1)ν(dy) < ∞. Here we use χE to denote the characteristic
function on set E ⊂ K . We can also define the Le´vy measure on the whole of K via the
assignment ν({0}) = 0. We call the triple (b, Q, ν) the characteristics of the process Y , and
the mapping η the characteristic exponent of Y . It can be shown that the Le´vy process has a
ca`dla`g version which is always assumed to be this case in this paper. We will also strengthen the
independent increments requirement on Y by assuming that Yt − Ys is independent of Fs for all
0 ≤ s < t <∞. The reader is referred to [1] and [3] for some basic properties of Le´vy processes
in infinite dimensional spaces.
If Y is a Le´vy process on K , we write ∆Yt = Yt − Yt− for all t ≥ 0 where Yt− := lims↑t Ys .
We obtain then a counting Poisson random measure N on (K − {0}) through
N (t, E) = #{0 ≤ s ≤ t;∆Ys ∈ E} <∞, t ≥ 0,
almost surely for any E ∈ B(K − {0}) with 0 6∈ E¯ , the closure of E in K . Here B(K − {0})
denotes the Borel σ -field of K − {0}. The associated compensated Poisson random measure N˜
is defined by
N˜ (t, dy) = N (t, dy)− tν(dy).
Let O ∈ B(K − {0}) with 0 6∈ O¯ and let νO denote the restriction of the measure ν to O, still
denoted by ν, so that ν is finite on O. Let P2([0, T ] ×O; H) denote the space of all predictable
mappings L : [0, T ] ×O × Ω → H for which∫ T
0
∫
O
E‖L(t, y)‖2Hν(dy)dt <∞.
We may then define∫ T
0
∫
O
L(t, y)N (dt, dy) =
∑
0≤t≤T
L(t,∆Pt )χO(∆Pt )
where
Pt =
∫
O
yN (t, dy) =
∑
0≤s≤t
∆YsχO(∆Ys),
as a random finite sum, which enables us to define further∫ T
0
∫
O
L(t, y)N˜ (dt, dy) =
∫ T
0
∫
O
L(t, y)N (dt, dy)−
∫ T
0
∫
O
L(t, y)ν(dy)dt,
and then by standard arguments (see e.g. [2]), we may see that
∫ t
0
∫
O L(s, y)N˜ (ds, dy), t ≥ 0, is
actually an H -valued centered square integrable martingale with
E
(∥∥∥∥∫ T
0
∫
O
L(t, y)N˜ (dt, dy)
∥∥∥∥2
H
)
=
∫ T
0
∫
O
E‖L(t, y)‖2Hν(dy)dt,
for each t ≥ 0. We always assume in this paper that W , r(·) and N˜ are independent of F0.
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Let T (t), t ≥ 0, be some C0-semigroup of bounded linear operators over H which has its
infinitesimal generator A with domain D(A) ⊂ H . Consider the following semilinear stochastic
functional differential equation with Markovian switching driven by Le´vy processes: for any
t ∈ I = [0, T ], T ≥ 0,
x(t) =
∫ t
0
[Ax(s)+ f (xs, r(s))] ds +
∫ t
0
g(xs, r(s))dWQ(s)
+
∫ t
0
∫
‖y‖K<c
h(xs, r(s), y)N˜ (ds, dy)
+
∫ t
0
∫
‖y‖K≥c
q(xs, r(s), y)N (ds, dy),
x0(·) = ξ ∈ DbF0([−τ, 0], H),
(2.1)
for some c ∈ (0,∞] where xt (θ) := x(t + θ), θ ∈ [−τ, 0],∫ t
0
∫
‖y‖K<c
h(xs, r(s), y)N˜ (ds, dy) := lim
n→∞
∫ t
0
∫
1
n<‖y‖K<c
h(xs, r(s), y)N˜ (ds, dy),
and
f : D([−τ, 0]; H)× S → H, g : D([−τ, 0]; H)× S → L(K , H),
h : D([−τ, 0]; H)× S × K → H, q : D([−τ, 0]; H)× S × K → H
are properly defined measurable functions such that the associated integrals make sense.
The convenient parameter c ∈ (0,∞] on the right-hand side of (2.1) allows us to specify what
we mean by “small” and “large” jumps, respectively, in specific applications. If we want to put
“small” and “large” jumps on the same footing we let c = ∞ or c → 0 so that the term involving
q or h is absent in (2.1). In many situations, the term q in (2.1) involving “large jumps” may be
handled by using an interlacing technique (see [2]). In the remainder of this paper, for the sake of
simplicity, we proceed by omitting this term and concentrate on the study of the equation driven
by continuous noise interspersed with “small jumps”. In other words, instead of (2.1) we wish to
consider the stability of the following modified equation:
x(t) =
∫ t
0
(Ax(s)+ f (xs, r(s))) ds +
∫ t
0
g(xs, r(s))dWQ(s)
+
∫ t
0
∫
‖y‖K<c
h(xs, r(s), y)N˜ (ds, dy)
x0(·) = ξ ∈ DbF0([−τ, 0], H).
(2.2)
In particular, one can show by passing to the limit that if h ∈ P2([0, T ] × {‖y‖K < c}; H), the
space of all predictable mappings L : [0, T ] × {‖y‖K < c} × Ω → H for which∫ T
0
∫
‖y‖K<c
E‖L(t, y, ω)‖2Hν(dy)dt <∞,
the process
∫ t
0
∫
‖y‖K<c h(xs, r(s), y)N˜ (ds, dy), t ≥ 0, is an H -valued centered square integrable
martingale with
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E
(∥∥∥∥∫ t
0
∫
‖y‖K<c
h(xs, r(s), y)N˜ (ds, dy)
∥∥∥∥2
H
)
=
∫ t
0
∫
‖y‖K<c
E‖h(xs, r(s), y)‖2Hν(dy)ds,
for each t ≥ 0. Next, let us present the following definitions.
Definition 2.1. A stochastic process x(t), t ∈ I , defined on (Ω ,F, {Ft }t≥0,P) is called a strong
solution of (2.2) if
(i) x(t) ∈ D(A), 0 ≤ t ≤ T , almost surely and is adapted to Ft , t ∈ I ;
(ii) x(t) ∈ H has ca`dla`g paths on t ∈ I almost surely, and for arbitrary 0 ≤ t ≤ T ,
x(t) = ξ(0)+
∫ t
0
[Ax(s)+ f (xs, r(s))] ds +
∫ t
0
g(xs, r(s))dWQ(s)
+
∫ t
0
∫
‖y‖K<c
h(xs, r(s), y)N˜ (ds, dy),
x0(·) = ξ(·) ∈ DbF0([−τ, 0], H). (2.3)
Generally speaking, this concept is quite strong and the much weaker one described below is
more appropriate for practical purposes.
Definition 2.2. A stochastic process x(t), t ∈ I , defined on (Ω ,F, {Ft }t≥0,P) is called a mild
solution of (2.2) if
(i) x(t) is adapted to Ft , t ≥ 0;
(ii) x(t) ∈ H has ca`dla`g paths on t ∈ I almost surely, and for arbitrary 0 ≤ t ≤ T ,
x(t) = T (t)ξ(0)+
∫ t
0
T (t − s) f (xs, r(s))ds +
∫ t
0
T (t − s)g(xs, x(s))dWQ(s)
+
∫ t
0
∫
‖y‖K<c
T (t − s)h(xs, r(s), y)N˜ (ds, dy),
x0(·) = ξ(·) ∈ DbF0([−τ, 0], H). (2.4)
In order to establish the global existence and uniqueness of solutions of Eq. (2.2), for
simplicity, let the coefficients f (·, ·), g(·, ·) and h(·, ·, ·) of (2.2) be assumed to satisfy the
following global Lipschitz continuous and linear growth conditions:
(H) There exists a number L > 0 such that
‖ f (ξ, i)− f (η, i)‖2H + ‖g(ξ, i)− g(η, i)‖2 ≤ L‖ξ − η‖2D, (2.5)
and ∫
‖y‖K<c
‖h(ξ, i, y)− h(η, i, y)‖2Hν(dy) ≤ L‖ξ − η‖2D, (2.6)
for all i ∈ S and ξ, η ∈ D, and there exists, moreover, an M > 0 such that
‖ f (ξ, i)‖2H + ‖g(ξ, i)‖2 ≤ M(1+ ‖ξ‖2D), (2.7)
and ∫
‖y‖K<c
‖h(ξ, i, y)‖2Hν(dy) ≤ M(1+ ‖ξ‖2D), (2.8)
for all ξ ∈ D and i ∈ S.
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As a direct application of the properties of semigroup theory, it may be easily proved that:
Proposition 2.1. For arbitrary ξ(·) ∈ DbF0([−τ, 0], H) with ξ(θ) ∈ D(A), θ ∈ [−τ, 0], assume
that x(t) ∈ D(A), t ∈ I , is a strong solution of (2.2); then it is also a mild solution of (2.2).
Note that the converse statement of Proposition 2.1 is generally not true, i.e., a mild solution
of (2.2) is not necessarily a strong one. By a straightforward argument, it is possible to establish
the following uniqueness result.
Proposition 2.2. Assume the condition (H) holds; then there exists at most one mild solution of
(2.2). In other words, under the condition (H) the mild solution of (2.2) is unique.
Carrying out the usual Picard iteration or a probabilistic fixed-point theorem type of
procedure, we can follow the arguments in [9] to establish an existence theorem for mild solutions
of (2.2) in the following form.
Theorem 2.1. Assume the condition (H) holds and let ξ ∈ DbF0([−τ, 0], H) be an arbitrarily
given initial datum. Then there exists a unique global solution, x(t), t ≥ 0, of (2.4) in the space
L2([0,∞)× Ω; H).
Remark 2.1. (1) For the purposes of the existence and uniqueness of a mild solution, it is
possible to replace the global Lipschitz condition in (H) by a local one, that is with the condition
holding with possibly different constants Lk , Mk for ‖ξ‖D , ‖η‖D ≤ k and each k ∈ N.
(2) The solution x(t) established in Theorem 2.1 does not necessarily have almost sure
ca`dla`g paths at the point. However, by using the Lemma 2.2 below we can find under some
circumstances a ca`dla`g version for x(t) by a strong solution approximation procedure.
The following stochastic Fubini theorem which was presented in [3] in a slightly different
form is fundamental. Let P = P([0, T ] × Ω) denote the predictable σ -algebra and (Z ,Z, µ)
be a finite measure space. Let O ∈ B(K − {0}) andH2(T,O, Z) be the real Hilbert space of all
P × B(O)× Z-measurable functions G from [0, T ] × Ω ×O × Z → H for which∫
Z
∫ T
0
∫
O
E‖G(s, y, z)‖2Hν(dy)dsµ(dz) <∞.
The space S(T,O, Z) is dense inH2(T,O, Z), where G ∈ S(T,O, Z) if
G =
N1∑
i=0
N2∑
j=0
N3∑
k=0
Gi jkχAiχ(t j ,t j+1]χBk ,
where N1, N2, N3 ∈ N, A0, . . . , AN1 are disjoint sets in B(O), 0 = t0 < t1 < · · · < tN2+1 = T ,
B0, . . . , BN3 is a partition of Z , wherein each Bk ∈ Z and eachGi jk is a boundedFt j -measurable
random variable with values in H .
Lemma 2.1. If G ∈ H2(T,O, Z), then for each 0 ≤ t ≤ T ,∫
Z
(∫ t
0
∫
O
G(s, y, z)N˜ (ds, dy)
)
µ(dz) =
∫ t
0
∫
O
(∫
Z
G(s, y, z)µ(dz)
)
N˜ (ds, dy) (2.9)
almost surely.
Proof. First note that both integrals in (2.9) are easily seen to exist in L2(Ω ,F,P). If G ∈
S(T,O, Z), then the result holds with both sides of (2.9) equal to
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N1∑
i=0
N2∑
j=0
N3∑
k=0
Gi jk N˜ ((t j , t j+1], Ai )µ(Bk)
where N˜ ((t j , t j+1], Ai ) := N˜ (t j+1, Ai ) − N˜ (t j , Ai ). Now suppose that (Gn, n ∈ N) is a
sequence of mappings in S(T,O, Z) converging to G ∈ H2(T,O, Z); then
E
(∥∥∥∥∫ t
0
∫
O
(∫
Z
[G(s, y, z)− Gn(s, y, z)]µ(dz)
)
N˜ (ds, dy)
∥∥∥∥2
H
)
=
∫ t
0
∫
O
E
(∥∥∥∥∫
Z
[G(s, y, z)− Gn(s, y, z)]µ(dz)
∥∥∥∥2
H
)
ν(dz)ds
≤ µ(Z)
∫ t
0
∫
O
∫
Z
E
(
‖G(s, y, z)− Gn(s, y, z)‖2H
)
µ(dz)ν(dy)ds → 0, as n →∞.
A similar argument shows that
lim
n→∞E
(∥∥∥∥∫
Z
(∫ t
0
∫
O
[Gn(s, y, z)− G(s, y, z)]N˜ (ds, dy)
)
µ(dy)
∥∥∥∥2
H
)
= 0,
and the result follows. 
The following result gives sufficient conditions for a mild solution to be also a strong solution,
which is quite useful in our stability analysis.
Proposition 2.3. Suppose that the following conditions hold: for arbitrary η ∈ D, i ∈ S, t ≥ 0,
(1) ξ(·) ∈ DbF0([−τ, 0], H) with ξ(θ) ∈ D(A) for any θ ∈ [−τ, 0];
(2) T (t) f (η, i) ∈ D(A), T (t)g(η, i)k ∈ D(A), T (t)h(η, i, y) ∈ D(A) for any k ∈ K, and
y ∈ K;
(3) ‖AT (t) f (η, i)‖H ≤ z1(t)‖η‖D, z1(·) ∈ L1(0, T ; R+);
(4) ‖AT (t)g(η, i)‖2 ≤ z2(t)‖η‖2D, z2(·) ∈ L1(0, T ; R+);
(5)
∫
‖y‖K<c ‖AT (t)h(η, i, y)‖2Hν(dy) ≤ z3(t)‖η‖2D, z3(·) ∈ L1(0, T ;R+).
Then a mild solution x(t), t ∈ I , of (2.2) with initial datum ξ ∈ DbF0([−τ, 0], H) is also a strong
solution such that x(t) ∈ D(A), t ∈ I , almost surely.
Proof. It suffices to prove that the mild solution x(t), t ∈ I , takes values in D(A) and satisfies
(2.3). By the above conditions, we have almost surely∫ T
0
∫ t
0
‖AT (t − s) f (xs, r(s))‖Hdsdt <∞,∫ T
0
∫ t
0
tr
(
(AT (t − s)g(xs, r(s)))Q (AT (t − s)g(xs, r(s)))∗
)
dsdt <∞,
and ∫ T
0
∫ t
0
∫
‖y‖K<c
‖AT (t − s)h(xs, r(s), y)‖2H ν(dy)dsdt <∞.
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Thus by the classic Fubini theorem, we have∫ t
0
∫ v
0
AT (v − s) f (xs, r(s))dsdv =
∫ t
0
∫ t
s
AT (v − s) f (xs, r(s))dvds
=
∫ t
0
T (t − s) f (xs, r(s))ds −
∫ t
0
f (xs, r(s))ds.
On the other hand, by the Fubini type of theorems for Q-Wiener processes in [8] and Lemma 2.1,
we have∫ t
0
∫ v
0
AT (v − s)g(xs, r(s))dWQ(s)dv =
∫ t
0
∫ t
s
AT (v − s)g(xs, r(s))dvdWQ(s)
=
∫ t
0
T (t − s)g(xs, r(s))dWQ(s)−
∫ t
0
g(xs, r(s))dWQ(s),
and ∫ t
0
∫ v
0
∫
‖y‖K<c
AT (v − s)h(xs, r(s), y)N˜ (ds, dy)dv
=
∫ t
0
∫ t
s
∫
‖y‖K<c
AT (v − s)h(xs, r(s), y)dv N˜ (ds, dy)
=
∫ t
0
∫
‖y‖K<c
T (t − s)h(xs, r(s), y)N˜ (ds, dy)−
∫ t
0
∫
‖y‖K<c
h(xs, r(s), y)N˜ (ds, dy).
Hence, Ax(t) is integrable almost surely and∫ t
0
Ax(v)dv = T (t)ξ(0)− ξ(0)+
∫ t
0
T (t − s) f (xs, r(s))ds −
∫ t
0
f (xs, r(s))ds
+
∫ t
0
T (t − s)g(xs, r(s))dWQ(s)−
∫ t
0
g(xs, r(s))dWQ(s)
+
∫ t
0
∫
‖y‖K<c
T (t − s)h(xs, r(s), y)N˜ (ds, dy)
−
∫ t
0
∫
‖y‖K<c
h(xs, r(s), y)N˜ (ds, dy)
= x(t)− ξ(0)−
∫ t
0
f (xs, r(s))ds −
∫ t
0
g(xs, r(s))dWQ(s)
−
∫ t
0
∫
‖y‖K<c
h(xs, r(s), y)N˜ (ds, dy).
In other words, X t ∈ D(A), t ∈ I , is a strong solution of (2.2). 
At the moment, we assume that A : D(A) ⊂ H → H is the infinitesimal generator of a
pseudo-contraction C0-semigroup T (t), t ≥ 0, of bounded linear operators in H , i.e., ‖T (t)‖ ≤
eαt for some α ≥ 0 and any t ≥ 0. It is well known (see [12]) that in this case we have
〈Ax, x〉H ≤ α‖x‖2H , ∀x ∈ D(A). (2.10)
Let Oc = {y ∈ K − {0} : ‖y‖K < c} and M pν ([0, T ] × Oc; H), p ≥ 2, denote the space of
H -valued mappings J (t, y), progressively measurable with respect to {Ft }t≥0 such that
874 J. Luo, K. Liu / Stochastic Processes and their Applications 118 (2008) 864–895
E
(∫ T
0
∫
‖y‖K<c
‖J (t, y)‖pHν(dy)dt
)
<∞. (2.11)
We are interested in the stochastic convolution Z(t) = ∫ t0 ∫‖y‖K<c T (t − s)J (s, y)N˜ (ds, dy),
defined for any fixed t ∈ [0, T ]. In particular, we establish below a special case of Burkholder
type of inequality for stochastic convolutions driven by the compensator N˜ (·, ·) of the Poisson
random measure N (·, ·):
Lemma 2.2. Suppose J ∈ M2ν ([0, T ] ×Oc; H)∩ M4ν ([0, T ] ×Oc; H); then for any t ∈ [0, T ],
E
(
sup
0≤s≤t
‖Z(s)‖2H
)
≤ C
{
E
(∫ t
0
∫
‖y‖K<c
‖J (s, y)‖2Hν(dy)ds
)
+E
(∫ t
0
∫
‖y‖K<c
‖J (s, y)‖4Hν(dy)ds
)1/2}
(2.12)
for some number C = C(T ) > 0. In particular, if α = 0, the number C(T ) can be chosen
independent of T .
Proof. Step 1: First of all, let us suppose that
J (·, ·) ∈ M2ν ([0, T ] ×Oc;D(A)) ∩ M4ν ([0, T ] ×Oc; H)
where D(A) is endowed with the usual graph norm. From Proposition 2.3, we know that the
process Z(t) also satisfies that for any t ∈ [0, T ],
Z(t) =
∫ t
0
AZ(s)ds +
∫ t
0
∫
‖y‖K<c
J (s, y)N˜ (ds, dy).
By applying Itoˆ’s formula to ‖x‖2H , we get
‖Z(t)‖2H =
∫ t
0
{
2〈AZ(s), Z(s)〉H +
∫
‖y‖K<c
‖J (s, y)‖2Hν(dy)
}
ds
+
∫ t
0
∫
‖y‖K<c
[
2〈Z(s−), J (s, y)〉H + ‖J (s, y)‖2H
]
N˜ (ds, dy). (2.13)
Let us define
Z∗(t) = sup
0≤s≤t
‖Z(s)‖H and J ∗(t) =
∫ t
0
∫
‖y‖K<c
‖J (s, y)‖2Hν(dy)ds.
Taking into account (2.10), we obtain from (2.13) that
Z∗(t)2 ≤ 2α
∫ t
0
‖Z(s)‖2Hds + J ∗(t)
+ 6 sup
0≤s≤t
∣∣∣∣∫ s
0
∫
‖y‖K<c
〈Z(v−), J (v, y)〉H N˜ (dv, dy)
∣∣∣∣
+ 3 sup
0≤s≤t
∣∣∣∣∫ s
0
∫
‖y‖K<c
‖J (v, y)‖2H N˜ (dv, dy)
∣∣∣∣ ,
which, by the Ho¨lder inequality and the usual Burkholder type of inequality, immediately yields
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E(Z∗(t)2) ≤ 2α
∫ t
0
E(Z∗(s)2)ds + E(J ∗(t))
+ 6E
(∫ t
0
∫
‖y‖K<c
‖Z(s)‖2H‖J (s, y)‖2Hν(dy)ds
)1/2
+ 3E
(∫ t
0
∫
‖y‖K<c
‖J (s, y)‖4Hν(dy)ds
)1/2
≤ 2α
∫ t
0
E(Z∗(s)2)ds + E(J ∗(t))+ 6E
[
Z∗(t)(J ∗(t))1/2
]
+ 3E
(∫ t
0
∫
‖y‖K<c
‖J (s, y)‖4Hν(dy)ds
)1/2
.
Let
H∗(t) := 3
(∫ t
0
∫
‖y‖K<c
‖J (s, y)‖4Hν(dy)ds
)1/2
.
We then have
E(Z∗(t)2) ≤ 2α
∫ t
0
E(Z∗(s)2)ds + E(H∗(t)+ J ∗(t))+ 6
[
E(Z∗(t)2)
]1/2 [
E(J ∗(t))
]1/2
which, by using the well-known Gronwall inequality, immediately implies[
E(Z∗(t)2)
]1/2 ≤ e2αt {[E(Z∗(t)2)]− 12 E(H∗(t)+ J ∗(t))+ 6[E(J ∗(t))]1/2} .
This is a second-order inequality in [E(Z∗(t))2]1/2 from which we obtain[
E(Z∗(t)2)
]
≤ Const. · e4αt [E(J ∗(t))+ E(H∗(t)+ J ∗(t))]
≤ C0
(
E(H∗(t))+ E(J ∗(t))) ,
for some real number C0 = C0(T ) > 0, dependent on T ≥ 0, i.e., for any t ∈ [0, T ],
E
(
sup
0≤s≤t
‖Z(s)‖2H
)
≤ 3C0
[
E
(∫ t
0
∫
‖y‖K<c
‖J (s, y)‖2Hν(dy)ds
)
+E
(∫ t
0
∫
‖y‖K<c
‖J (s, y)‖4Hν(dy)ds
)1/2]
as desired.
Step 2: In the general case, let Jn(t, y) = nR(n, A)J (t, y) where R(n, A), n ∈ N, is the
resolvent of A; then we have Jn → J in M4ν ([0, T ] ×Oc; H), as n → ∞, by a straightforward
application of the dominated convergence theorem. Moreover, it is easy to see by Proposition 2.3
that Jn ∈ M2ν ([0, T ] ×Oc;D(A)) ∩ M4ν ([0, T ] ×Oc; H). Defining
Zn(t) =
∫ t
0
∫
‖y‖K<c
T (t − s)Jn(s, y)N˜ (ds, dy),
we have that Zn(t)→ Z(t) in L2(Ω ,F,P; H) for any t ∈ [0, T ] as n →∞. On the other hand,
we can apply the inequality (2.12) to the difference Zn(t) − Zm(t) with J (·, ·) replaced by the
876 J. Luo, K. Liu / Stochastic Processes and their Applications 118 (2008) 864–895
difference Jn − Jm from which we deduce that
E
(
sup
0≤s≤t
‖Z(s)− Zn(s)‖2H
)
→ 0, as n →∞,
and hence (2.12) is true for any J ∈ M2ν ([0, T ] ×Oc; H) ∩ M4ν ([0, T ] ×Oc; H). 
Since we mainly treat stability of mild solutions in this paper, a difficulty encountered
here is that we need strong solutions so as to use powerful tools like Itoˆ’s formula from
stochastic calculus. We can deal with this problem, however, by introducing approximation
systems of strong solutions and using a limiting type of argument. To this end, we introduce
an approximation system of (2.2) as follows: for any t ≥ 0,
x(t) =
∫ t
0
[Ax(s)ds + R(l) f (xs, r(s))] ds +
∫ t
0
R(l)g(xs, r(s))dWQ(s)
+
∫ t
0
∫
‖y‖K<c
R(l)h(xs, r(s), y)N˜ (ds, dy),
x0(θ) = R(l)ξ(θ), θ ∈ [−τ, 0],
(2.14)
where l ∈ ρ(A), the resolvent set of A, and R(l) := l R(l, A), R(l, A) is the resolvent of A.
Proposition 2.4. Let ξ ∈ DbF0([−τ, 0]; H) be an arbitrarily given initial datum and assume that
T (t) is a pseudo-contraction C0-semigroup. Suppose that the terms f (·, ·), g(·, ·) and h(·, ·, ·) in
(2.2) satisfy the conditions (2.5)–(2.8). Furthermore, we suppose that there exist numbers L0 > 0
and M0 > 0 such that∫
‖y‖K<c
‖h(ξ, i, y)− h(η, i, y)‖4Hν(dy) ≤ L0‖ξ − η‖4D, (2.15)
for all i ∈ S and ξ, η ∈ D, and∫
‖y‖K<c
‖h(ξ, i, y)‖4Hν(dy) ≤ M0(1+ ‖ξ‖4D), (2.16)
for all ξ ∈ D and i ∈ S. Then, for each l ∈ ρ(A), the stochastic differential equation
(2.14) has a unique strong solution x l(t) ∈ D(A), which lies in L2(Ω ,F,P; D(0, T ; H)) for
all T > 0. Moreover, there exists a subsequence, denote it by xn(t), such that for arbitrary
T > 0, xn(t) → x(t) of (2.4) almost surely as n → ∞, uniformly with respect to
[0, T ].
Proof. The existence of a unique strong solution x l(t) of the kind we desire is an immediate
consequence of Proposition 2.3 and Theorem 2.1 on noting the fact that AR(l) = AlR(l, A) =
l − l2R(l, A) are bounded operators. To prove the remainder of the proposition, let us consider
x(t)− x l(t) = T (t) (ξ(0)− R(l)ξ(0))
+
∫ t
0
T (t − s)
[
f (xs, r(s))− R(l) f (x ls, r(s))
]
ds
+
∫ t
0
T (t − s)
[
g(xs, r(s))− R(l)g(x ls, r(s))
]
dWQ(s)
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+
∫ t
0
∫
‖y‖K<c
T (t − s)
[
h(xs, r(s), y)− R(l)h(x ls, r(s), y)
]
N˜ (ds, dy)
(2.17)
for any t ≥ 0 where x lt (θ) = x l(t + θ) for any θ ∈ [−τ, 0]. We thus have that for any T ≥ 0,
E sup
0≤t≤T
∥∥∥x(t)− x l(t)∥∥∥2
H
≤ 42E sup
0≤t≤T
∥∥∥∥∫ t
0
T (t − s)R(l)
[
f (xs, r(s))− f (x ls, r(s))
]
ds
∥∥∥∥2
H
+ 42E sup
0≤t≤T
∥∥∥∥∫ t
0
T (t − s)R(l)
[
g(xs, r(s))− g(x ls, r(s))
]
dWQ(s)
∥∥∥∥2
H
+ 42E sup
0≤t≤T
∥∥∥∥∫ t
0
∫
‖y‖K<c
T (t − s)R(l)
×
[
h(xs, r(s), y)− h(x ls, r(s), y)
]
N˜ (ds, dy)
∥∥∥∥2
H
+ 42
{
E sup
0≤t≤T
∥∥∥∥T (t)(ξ(0)− R(l)ξ(0))+ ∫ t
0
T (t − s) [I − R(l)] f (xs, r(s))ds
+
∫ t
0
T (t − s) [I − R(l)] g(xs, r(s))dWQ(s)
+
∫ t
0
∫
‖y‖K<c
T (t − s) [I − R(l)] h(xs, r(s), y)N˜ (ds, dy)
∥∥∥∥2
H
}
:= 16[I1 + I2 + I3 + I4]. (2.18)
Note that ‖R(l)‖ ≤ 2 for l > 0 large enough. The Lipschitz continuous conditions in (H) and
Ho¨lder’s inequality imply that
I1 = E sup
0≤t≤T
(∫ t
0
∥∥∥T (t − s)R(l) [ f (xs, r(s))− f (x ls, r(s))]∥∥∥H ds
)2
≤ 4T e2αTE sup
0≤t≤T
{∫ t
0
∥∥∥ f (xs, r(s))− f (x ls, r(s))∥∥∥2H ds
}
≤ 4T e2αT LE
∫ T
0
sup
0≤r≤s
‖xr − x lr‖2Dds + 4T 2e2αT LE sup−r≤θ≤0 ‖(I − R(l))ξ(θ)‖
2
H ,
(2.19)
where L > 0 is the Lipschitz constant in (H). On the other hand, by virtue of the
Burkholder–Davis–Gundy type of inequality for stochastic convolutions in [23], we have for
l > 0 large enough that there exists a number C1(T ) > 0 such that
I2 = E sup
0≤t≤T
∥∥∥∥∫ t
0
T (t − s)R(l)
[
g(xs, r(s))− g(x ls, r(s))
]
dWQ(s)
∥∥∥∥2
H
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≤ C1(T )L
∫ T
0
E sup
0≤r≤s
‖xr − x lr‖2Dds + TC1(T )LE sup−r≤θ≤0 ‖(I − R(l))ξ(θ)‖
2
H ,
(2.20)
and by Lemma 2.2 and (H), it follows that there exists a number C2(T ) > 0 such that
I3 = E sup
0≤t≤T
∥∥∥∥∫ t
0
∫
‖y‖K<c
T (t − s)R(l)
[
h(xs, r(s), y)− h(x ls, r(s), y)
]
N˜ (ds, dy)
∥∥∥∥2
H
≤ C2(T )
{
E
∫ T
0
∫
‖y‖K<c
∥∥∥h(xs, r(s), y)− h(x ls, r(s), y)∥∥∥2H ν(dy)ds
+E
(∫ T
0
∫
‖y‖K<c
∥∥∥h(xs, r(s), y)− h(x ls, r(s), y)∥∥∥4H ν(dy)ds
)1/2}
≤ C2(T )
LE
∫ T
0
‖xs − x ls‖2Dds
+√L0E(∫ T
0
sup
0≤t≤T
‖xt − x lt‖2D · ‖xs − x ls‖2Dds
)1/2
≤
(
LC2(T )+ L0C2(T )2
)∫ T
0
E‖xs − x ls‖2Dds +
1
2
E sup
0≤t≤T
‖xt − x lt‖2D.
Also, it is easy to see that
I4 ≤ 16
{
E sup
0≤t≤T
‖T (t)(ξ(0)− R(l)ξ(0))‖2H
+E sup
0≤t≤T
∥∥∥∥∫ t
0
T (t − s) [I − R(l)] f (xs, r(s))ds
∥∥∥∥2
H
+E sup
0≤t≤T
∥∥∥∥∫ t
0
T (t − s) [I − R(l)] g(xs, r(s))dWQ(s)
∥∥∥∥2
H
+E sup
0≤t≤T
∥∥∥∥∫ t
0
∫
‖y‖K<c
T (t − s) [I − R(l)] h(xs, r(s), y)N˜ (ds, dy)
∥∥∥∥2
H
}
. (2.21)
By using the dominated convergence theorem, we can obtain
E sup
0≤t≤T
‖T (t)(ξ(0)− R(l)ξ(0))‖2H ≤ e2αTE‖(I − R(l))ξ(0)‖2H → 0, as l →∞,
and
E sup
0≤t≤T
∥∥∥∥∫ t
0
T (t − s) [I − R(l)] f (xs, r(s))ds
∥∥∥∥2
H
≤ e2αT
∫ T
0
E‖(I − R(l)) f (xs, r(s))‖2Hds → 0, as l →∞. (2.22)
In a similar manner, by using the Burkholder–Davis–Gundy type of inequality for stochastic
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convolutions in [23], it is easy to deduce that there exists a number C3(T ) > 0 such that
E sup
0≤t≤T
∥∥∥∥∫ t
0
T (t − s) [I − R(l)] g(xs, r(s))dWQ(s)
∥∥∥∥2
H
≤ C3(T )
∫ T
0
E‖(I − R(l))g(xs, r(s))‖2Hds → 0, as l →∞, (2.23)
and by Lemma 2.2 and the dominated convergence theorem, we deduce that there exists a number
C4(T ) > 0 such that
E sup
0≤t≤T
∥∥∥∥∫ t
0
∫
‖y‖K<c
T (t − s) [I − R(l)] h(xs, r(s), y)N˜ (ds, dy)
∥∥∥∥2
H
≤ C4(T )
{
E
∫ T
0
∫
‖y‖K<c
‖(I − R(l))h(xs, r(s), y)‖2Hν(dy)ds
+E
(∫ T
0
∫
‖y‖K<c
‖(I − R(l))h(xs, r(s), y)‖4Hν(dy)ds
)1/2}
→ 0, as l →∞.
(2.24)
Hence, combining with (2.18)–(2.24), we can get that there exist numbers C(T ) > 0 and
ε(l) > 0 such that
E sup
0≤t≤T
‖xt − x lt‖2D ≤ E sup
0≤t≤T
‖x(t)− x l(t)‖2H + E sup
θ∈[−τ,0]
‖(I − R(l))ξ(θ)‖2H
≤ C(T )
∫ T
0
E sup
0≤r≤s
‖xr − x lr‖2Dds +
1
2
E sup
0≤t≤T
‖xt − x lt‖2D + ε(l),
where liml→∞ ε(l) = 0. By the well-known Gronwall inequality, it is deduced that
E sup
0≤t≤T
‖x(t)− x l(t)‖2H ≤ E sup
0≤t≤T
‖xt − x lt‖2D ≤ 2ε(l)e2C(T )T → 0, as l →∞.
(2.25)
Now we are in a position to construct the desired sequence by using a standard diagonal sequence
trick. Indeed, for the positive integer n = 1, by virtue of (2.25), there exists a positive integer
sequence {m1(i)}∞i=1 in ρ(A) such that x lm1(i)(t) → x(t) almost surely as i → ∞, uniformly
with respect to t ∈ [0, 1]. Now for the positive integer n = 2, consider the sequence x lm1(i)(t);
we can find a subsequence x lm2(i)(t), {lm2(i)} ⊂ {lm1(i)}, such that x lm2(i)(t)→ x(t) almost surely
as i → ∞, uniformly with respect to t ∈ [0, 2]. Proceeding inductively, we find successive
subsequences, x lmn (i)(t), so that (a) x lmn+1(i)(t) is a subsequence of x lmn (i)(t), {lmn+1(i)} ⊂ {lmn(i)},
and (b) x lmn (i)(t)→ x(t) almost surely as i →∞, uniformly with respect to t ∈ [0, n]. To get a
subsequence converging for each n, one may take the diagonal sequence l(n) = lmn(n). Then we
can obtain the sequence {x l(n)(t)}∞n=1, more simply denoted by {xn(t)}∞n=1, which has the desired
properties. 
If we consider in (2.2) a special term h(ξ, i, y) which is linear in the variable y ∈ K , then
Proposition 2.4 turns out to be a simpler form. To see this, assume that for any ξ ∈ D, i ∈ S and
y ∈ K ,
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h(ξ, i, y) = P(ξ, i)y, (2.26)
where P : D × S → L(K , H) satisfies that for some constant C > 0,
‖P(ξ, i)− P(η, i)‖2 ≤ C‖ξ − η‖2D,
‖P(ξ, i)‖2 ≤ C(1+ ‖ξ‖2D),
(2.27)
for any ξ, η ∈ D and i ∈ S, and the Le´vy measure ν satisfies the relation∫
‖y‖K<c
‖y‖4K ν(dy) <∞. (2.28)
Corollary 2.1. Let ξ ∈ CbF0([−τ, 0]; H) be an arbitrarily given initial datum and assume that
T (t) is a pseudo-contraction C0-semigroup. Suppose that the terms f (·, ·), g(·, ·) and h(·, ·, ·)
in (2.4) satisfy the conditions (2.5), (2.7) and (2.26), (2.27), (2.28), respectively. Then, for each
l ∈ ρ(A), the stochastic differential equation (2.14) has a unique strong solution x l(t) ∈ D(A),
which lies in L2(Ω ,F,P; D(0, T ; H)) for any T ≥ 0. Moreover, there exists a subsequence,
denote it by xn(t), such that for arbitrary T ≥ 0, xn(t) → x(t) of (2.4) almost surely as
n →∞, uniformly with respect to [0, T ].
3. Moment exponential stability
In this section, we will consider the moment exponential stability of mild solutions of (2.2)
by means of the so-called Razumikhin–Lyapunov function techniques. The fundamental idea of
this method was firstly explored by Razumikhin in [20,21] to deal with stability of deterministic
systems. For the purposes of stability, we shall assume that
f (0, i) ≡ 0, g(0, i) ≡ 0 and h(0, i, y) ≡ 0 for any i ∈ S, y ∈ K . (3.1)
Then Eq. (2.2) obviously has a trivial solution when ξ ≡ 0. The presentation in this section
is closely related to the work [13] although some significant difficulties from calculus must be
overcome to make our scheme proceed.
We denote byC2,0(H×S;R+) the family of all non-negative function V (x, i) on H×S which
are continuously twice differentiable with respect to x . For any (ϕ, i) ∈ D([−τ, 0]; H)× S with
ϕ(0) ∈ D(A), we introduce the following:
(LV )(ϕ, i) = 〈V ′x (ϕ(0), i), Aϕ(0)+ f (ϕ, i)〉H
+ 1
2
tr
[
V ′′xx (ϕ(0), i)g(ϕ, i)Qg(ϕ, i)T
]
+
N∑
j=1
γi jV (ϕ(0), j)
+
∫
‖y‖K<c
[
V (ϕ(0)+ h(ϕ, i, y), i)− V (ϕ(0), i)
−〈V ′x (ϕ(0), i), h(ϕ, i, y)〉H
]
ν(dy). (3.2)
Theorem 3.1. Suppose that T (t) is a pseudo-contraction C0-semigroup and the condi-
tions (H) and (3.1) hold. Assume that there exist functions V (x, i) ∈ C2,0(H × S;R+) and
w1(z), w2(z) ∈ C([0,∞);R+) such that for every t ≥ 0, i ∈ S, the following two conditions
hold:
J. Luo, K. Liu / Stochastic Processes and their Applications 118 (2008) 864–895 881
w1(‖x‖2H ) ≤ V (x, i) ≤ w2(‖x‖2H ), (3.3)
E
[
max
1≤i≤N
(LV )(φ, i)
]
≤ −λE
[
max
1≤i≤N
V (φ(0), i)
]
for some λ > 0, (3.4)
for any random process φ(·, ω) ∈ D([−τ, 0]; H) satisfying φ(0) ∈ D(A) and
E
[
min
1≤i≤N V (φ(θ), i)
]
< qE
[
max
1≤i≤N
V (φ(0), i)
]
, ∀θ ∈ [−τ, 0], (3.5)
for some q > 1. Then, for arbitrarily given ξ ∈ DbF0([−τ, 0]; H), we have
Ew1(‖x(t, ξ)‖2H ) ≤ Ew2(‖ξ‖2D)e−γ t , t ≥ 0, (3.6)
where γ = min{λ, ln q
τ
} provided Ew2(‖x(t)‖2H ) <∞, t ≥ 0.
Clearly, if w1(z) = w2(z) = z, the trivial solution of (2.4) is mean square exponentially
stable, and the corresponding Lyapunov exponent is not bigger than −γ .
Proof. For arbitrarily given initial datum ξ ∈ DbF0([−τ, 0]; H), let us denote the solution x(t; ξ)
of (2.4) by x(t). If t ∈ [−τ, 0] we let r(t) = r(0). Since x(t) and r(t) are right continuous and
E
(
sup−τ≤s≤t ‖x(s)‖2H
)
< ∞ for t ≥ 0, then EV (x(t), r(t)) is right continuous for t ≥ τ . For
sufficiently small ε ∈ (0, γ ), let γ¯ = γ − ε. Define
U (t) = sup
−τ≤θ≤0
[
eγ¯ (t+θ)EV (x(t + θ), r(t + θ))
]
, t ≥ 0. (3.7)
We claim that
D+U (t) 1= lim sup
h→0+
U (t + h)−U (t)
h
≤ 0, t ≥ 0. (3.8)
To show this, note that for each fixed t0 ≥ 0, if for all θ ∈ [−τ, 0],
U (t0) > eτ¯ (t0+θ)EV (x(t0 + θ), r(t0 + θ)),
then, as EV (x(·), ·, r(·)) is right continuous, there exists δ > 0 sufficiently small such that
U (t0) > eγ¯ (t0+δ)EV (x(t0 + δ), t0 + δ, r(t0 + δ)).
Hence
U (t0 + δ) ≤ U (t0), i.e., D+U (t0) ≤ 0.
If there exists θ ∈ [−τ, 0] such that U (t0) = eτ¯ (t0+θ)EV (x(t0 + θ), r(t0 + θ)), then define
θ¯ = max
{
θ ∈ [−τ, 0] : U (t0) = eτ¯ (t0+θ)EV (x(t0 + θ), r(t0 + θ))
}
,
and we obviously have
U (t0) = eγ¯ (t0+θ¯ )EV (x(t0 + θ¯ ), r(t0 + θ¯ )).
If θ¯ < 0, one has
eγ¯ (t0+θ)EV (x(t0 + θ), r(t0 + θ)) < eγ¯ (t0+θ¯ )EV (x(t0 + θ¯ ), r(t0 + θ¯ ))
for all θ¯ < θ ≤ 0. It is therefore easy to observe that by the right continuity of EV (x(t), r(t)),
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for any h > 0 small enough,
eγ¯ (t0+h)EV (x(t0 + h), r(t0 + h)) ≤ eγ¯ (t0+θ¯ )EV (x(t0 + θ¯ ), r(t0 + θ¯ )).
Hence,
U (t0 + h) ≤ U (t0) and D+U (t0) ≤ 0.
If θ¯ = 0, then
eγ¯ (t0+θ)EV (x(t0 + θ), r(t0 + θ)) ≤ eγ¯ t0EV (x(t0), r(t0))
for any θ ∈ [−τ, 0]. Therefore,
EV (x(t0 + θ), r(t0 + θ)) ≤ e−γ¯ θEV (x(t0), r(t0)) ≤ eγ¯ τEV (x(t0), r(t0)) (3.9)
for any θ ∈ [−τ, 0]. In the case of EV (x(t0), r(t0)) = 0, the relations (3.9) and (3.3) imply
that x(t0 + θ) = 0 for all θ ∈ [−τ, 0] almost surely. Recall that f (0, ·) = 0, g(0, ·) = 0
and h(0, ·, ·) = 0; it then follows that x(t0 + h) = 0 almost surely for all h > 0, and hence
U (t0 + h) = 0 and D+U (t0) = 0. On the other hand, in the case of EV (x(t0), r(t0)) > 0, the
relation (3.9) implies
EV (x(t0 + θ), r(t0 + θ)) ≤ eγ¯ τEV (x(t0), r(t0)) < qEV (x(t0), r(t0)) (3.10)
for any θ ∈ [−τ, 0] owing to eγ τ < q . Let ν = q − eγ¯ τ > 0; it then follows from (3.11) and the
right continuity of EV (x(t), r(t)) that for some h > 0 small enough,
EV (x(t0 + θ), r(t0 + θ)) ≤
(
eγ¯ τ + ν
2
)
EV (x(t0), r(t0))
for any θ ∈ [0, h]. Now we need to introduce the strong solution sequence {xn(t)} of (2.4) so
that by Proposition 2.4, xn(t) → x(t) uniformly with respect to t ∈ [0, T ] in the almost sure
sense for any T ≥ 0 as n →∞. Consequently, for some constant
δ ∈
(
0,
ν
4+ 2νEV (x(t0), r(t0))
)
, (3.11)
there is a sufficiently small constant h > 0 such that for any s ∈ (t0, t0 + h],
EV (x(s), r(s)) > EV (x(t0), r(t0))− δ > 0, (3.12)
EV (x(s + θ), r(s + θ)) < EV (x(t0 + θ), r(t0 + θ))+ δ, ∀θ ∈ [−τ, 0], (3.13)
eγ¯ τEV (x(t0), r(t0)) < eγ¯ τEV (x(s), r(s))+ δ, (3.14)
and by the strong solution approximation, there is an integer N0 > 0 large enough such that for
any n ≥ N0 and s ∈ (t0, t0 + h],
EV (xn(s), r(s)) > EV (x(s), r(s))− δ > 0, (3.15)
eγ¯ τEV (x(s), r(s)) < eγ¯ τEV (xn(s), r(s))+ δ, (3.16)
EV (xn(s + θ), r(s + θ)) < EV (x(s + θ), r(s + θ))+ δ, ∀θ ∈ [−τ, 0]. (3.17)
Thus, we have by using (3.17), (3.13) and (3.10) that for any s ∈ (t0, t0 + h], n ≥ N0,
EV (xn(s + θ), r(s + θ)) < EV (x(s + θ), r(s + θ))+ δ
≤ EV (x(t0 + θ), r(t0 + θ))+ 2δ
≤ eγ¯ τEV (x(t0), r(t0))+ 2δ. (3.18)
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Using (3.14) and (3.15), this yields that
EV (xn(s + θ), r(s + θ)) < eγ¯ τEV (x(s), r(s))+ 3δ
≤ eγ¯ τEV (xn(s), r(s))+ 4δ, (3.19)
which, together with (3.11) and (3.15), immediately implies that
EV (xn(s + θ), r(s + θ)) < eγ¯ τEV (xn(s), r(s))+ ν(EV (x(s), r(s))− δ)
< eγ¯ τEV (xn(s), r(s))+ νEV (xn(s), r(s))
= qEV (xn(s), r(s)), ∀θ ∈ [−τ, 0]. (3.20)
Hence,
E
[
min
1≤i≤N V (x
n
s (θ), i)
]
≤ qE
[
max
1≤i≤N
V (xn(s), i)
]
, −τ ≤ θ ≤ 0.
Hence, by the conditions of the theorem, (3.20) implies that for some λ > 0,
E
[
max
1≤i≤N
(LV )(xns , i)
]
< −λE
[
max
1≤i≤N
V (xn(s), i)
]
,
which immediately yields that
E(LV )(xns , r(s)) ≤ −λEV (xn(s), r(s)), ∀s ∈ [t0, t0 + h]. (3.21)
Applying Itoˆ’s formula to the function eγ¯ tV (·, i) along the strong solutions xn(t) of (2.2), we
can derive, by using (3.21), that for any h¯ ∈ (0, h],
eγ¯ (t0+h¯)EV (xn(t0 + h¯), r(t0 + h¯))
≤ eγ¯ t0EV (xn(t0), r(t0))+ (γ¯ − λ)
∫ t0+h¯
t0
eγ¯ sEV (xn(s), r(s))ds
+
∫ t0+h¯
t0
eγ¯ sE〈V ′x (xn(s), r(s)), (R(n)− I ) f (xns , r(s))〉Hds
−
∫ t0+h¯
t0
∫
‖y‖K<c
E〈V ′x (xn(s), r(s)), (R(n)− I )h(xns , r(s), y)〉Hν(dy)ds
+
∫ t0+h¯
t0
∫
‖y‖K<c
EV (xn(s)+ R(n)h(xns , r(s), y), r(s))ν(dy)ds
−
∫ t0+h¯
t0
∫
‖y‖K<c
EV (xn(s)+ h(xns , r(s), y), r(s))ν(dy)ds
+ 1
2
∫ t0+h¯
t0
Eeγ¯ s tr
[
V ′′xx (xn(s), r(s))R(n)g(xns , r(s))QR(n)g(xns , r(s))∗
]
ds
− 1
2
∫ t0+h¯
t0
Eeγ¯ s tr
[
V ′′xx (xn(s), r(s))g(xns , r(s))Qg(xns , r(s))∗
]
ds, (3.22)
which, letting n →∞, immediately yields
eγ¯ (t0+h¯)EV (x(t0 + h¯), r(t0 + h¯))
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≤ eγ¯ t0EV (x(t0), r(t0))+ (γ¯ − λ)
∫ t0+h¯
t0
eγ¯ sEV (x(s), r(s))ds
≤ eγ¯ t0EV (x(t0), r(t0)). (3.23)
Then we come to the result
eγ¯ sEV (x(s), r(s)) ≤ eγ¯ t0EV (x(t0), r(t0)), ∀s ∈ [t0, t0 + h].
So it must hold thatU (t0+h) = U (t0) for any h > 0 sufficiently small, and hence D+U (t0) = 0.
Since t0 is arbitrary, the inequality (3.8) is shown to hold for any t ≥ 0. It now follows
immediately from (3.8) that U (t) ≤ U (0) for any t ≥ 0. By the definition of U (t) and (3.3), we
have
Ew1(‖x(t)‖2H ) ≤ Ew2(‖ξ‖2D)e−γ¯ t . (3.24)
Since ε > 0 is an arbitrarily small number, the proof is now complete. 
4. Almost sure exponential stability
In this section, we intend to investigate the almost sure stability, which is in most situations
the kind of stability one usually wants to have in practical applications, of the trivial solution of
Eq. (2.4) satisfying the condition c <∞. Note that on this occasion, the relation (2.28) obviously
holds.
Theorem 4.1. Suppose that T (t) is a pseudo-contraction C0-semigroup and the condi-
tion (H) and (3.1), (2.28) hold. Assume that there exists constant M > 0 such that for any
η ∈ D and i ∈ S, the following hold:
‖ f (η, i)‖H ∨ ‖g(η, i)‖ ≤ M‖η‖D, (4.1)
and h(η, i, y) = P(η, i)y, y ∈ K, where P : D × S → L(K , H) such that
‖P(η, i)‖ ≤ M‖η‖D. (4.2)
If γ > 2α, then the mean square exponential stability of (2.4), i.e.,
lim sup
t→∞
lnE‖x(t; ξ)‖2H
t
≤ −γ
implies the almost sure exponential stability
lim sup
t→∞
1
t
ln ‖x(t; ξ)‖H ≤ − (γ − 2α) ∧ γ2 a.s. (4.3)
where ξ ∈ DbF0([−τ, 0]; H).
Proof. For arbitrarily given ξ ∈ DbF0([−τ, 0]; H), we simply write x(t; ξ) = x(t) and for any
integer k ≥ 2,
E‖xkτ‖2D = E
(
sup
0≤θ≤τ
‖x((k − 1)τ + θ)‖H
)2
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≤ 16
E‖T ((k − 1)τ )x((k − 1)τ )‖2H + E
[∫ kτ
(k−1)τ
‖T (kτ − s) f (xs, r(s))‖Hds
]2
+E
 sup
0≤θ≤τ
∥∥∥∥∥
∫ (k−1)τ+θ
(k−1)τ
T ((k − 1)τ + θ − s)g(xs, r(s))dWQ(s)
∥∥∥∥∥
2
H

+E
 sup
0≤θ≤τ
∥∥∥∥∥
∫ (k−1)τ+θ
(k−1)τ
∫
‖y‖K<c
T ((k − 1)τ + θ − s)
× P(xs, r(s))y N˜ (ds, dy)
∥∥∥∥∥
2
H
 . (4.4)
Noting that ‖T (t)‖ ≤ eαt for any t ≥ 0, we have
E‖T ((k − 1)τ )x((k − 1)τ )‖2H ≤
c2
c1
E‖ξ‖2De−(γ−2α)(k−1)τ . (4.5)
By the Ho¨lder inequality, we get
E
[∫ kτ
(k−1)τ
‖T (kτ − s) f (xs, r(s))‖Hds
]2
≤ τe2ατ
∫ kτ
(k−1)τ
E‖ f (xs, r(s))‖2Hds. (4.6)
From (4.1), there exist c1 > 0, c2 > 0 such that for any (k − 1)τ ≤ s ≤ kτ ,
E‖ f (xs, r(s))‖2H ≤
∑
1≤i≤N
E‖ f (xs, i)‖2H ≤ NM2 sup−τ≤θ≤0E‖x(s + θ)‖
2
H
≤ NM
2c2
c1
E‖ξ‖2De−γ (s−τ).
Substituting the above into (4.6), we get
E
[∫ kτ
(k−1)τ
‖T (kτ − s) f (xs, r(s))‖Hds
]2
≤ NM
2c2τ 2e2ατ
c1
E‖ξ‖2De−(k−2)τγ . (4.7)
On the other hand, by the Burkholder–Davis–Gundy inequality for stochastic convolution
from [23], we have
J := E
 sup
0≤θ≤τ
∥∥∥∥∥
∫ (k−1)τ+θ
(k−1)τ
T ((k − 1)τ + θ − s)g(xs, r(s))dWQ(s)
∥∥∥∥∥
2
H

≤ C1(τ )E
(∫ kτ
(k−1)τ
‖g(xs, r(s))‖2ds
)
≤ C1(τ )E
[(
sup
(k−1)τ≤s≤kτ
‖g(xs, r(s))‖
)∫ kτ
(k−1)τ
‖g(xs, r(s))‖ds
]
, (4.8)
886 J. Luo, K. Liu / Stochastic Processes and their Applications 118 (2008) 864–895
where C1(τ ) is some positive number. Using |ab| ≤ a2 + b24 and (4.8), we get
J ≤ C1(τ )
E( sup
(k−1)τ≤s≤kτ
‖g(xs, r(s))‖
)2
+ 1
4
E
[∫ kτ
(k−1)τ
‖g(xs, r(s))‖ds
]2 . (4.9)
Similarly to proving (4.7), it can be proved that
E
[∫ kτ
(k−1)τ
‖g(xs, r(s))‖ds
]2
≤ NM
2c2τ 2
c1
E‖ξ‖2De−(k−2)γ τ . (4.10)
Also, we have from (4.1) that
E
(
sup
(k−1)τ≤s≤kτ
‖g(xs, r(s))‖
)2
≤ E
(
sup
(k−1)τ≤s≤kτ
N∑
i=1
‖g(xs, i)‖2
)
≤ M2N
(
sup
(k−1)τ≤s≤kτ
E‖xs‖2D
)
. (4.11)
We substitute (4.11) and (4.10) into (4.9) to yield
J ≤ C1(τ )M2N
(
sup
(k−2)τ≤s≤kτ
E‖x(s)‖2H
)
+ NM
2c2C1(τ )τ 2
4c1
E‖ξ‖2De−(k−2)γ τ
≤ C1(τ )M2N · c2c1E‖ξ‖
2
De
−(k−2)γ τ + NM
2c2C1(τ )τ 2
4c1
E‖ξ‖2De−(k−2)γ τ . (4.12)
On the other hand, we can deduce by using Lemma 2.2 and the condition (2.28) that there exists
a number C2(τ ) > 0 such that
E
 sup
0≤θ≤τ
∥∥∥∥∥
∫ (k−1)τ+θ
(k−1)τ
∫
‖y‖K<c
T ((k − 1)τ + θ − s)P(xs, r(s))ydN˜ (ds, dy)
∥∥∥∥∥
2
H

≤ C2(τ )
[
E
(∫ kτ
(k−1)τ
∫
‖y‖K<c
‖P(xs, r(s))‖2‖y‖2K ν(dy)ds
)
+E
(∫ kτ
(k−1)τ
∫
‖y‖K<c
‖P(xs, r(s))‖4‖y‖4K ν(dy)ds
)1/2]
≤ C2(τ )
(
M2C¯τ + M2c
√
τ C¯
)[
sup
(k−2)τ≤s≤kτ
E‖x(s)‖2H
]
≤ C2(τ )
(
M2C¯τ + M2c
√
τ C¯
) c2
c1
E‖ξ‖2De−(k−2)γ τ , (4.13)
where C¯ = ∫‖y‖K<c ‖y‖2K ν(dy) < ∞. Substituting (4.5), (4.7), (4.12) and (4.13) into (4.4), we
get
E‖xkτ‖2D ≤ C(τ )E‖ξ‖2De−[(γ−2α)∧γ ](k−2)τ , (4.14)
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where C(τ ) > 0 is some constant, dependent on τ ≥ 0. So, for any 0 < ε < (γ − 2α) ∧ γ , we
have
P
{
ω : ‖xkτ‖D > e−((γ−2α)∧γ−ε) (k−2)τ2
}
≤ C(τ )E‖ξ‖2De−ε(k−2)τ .
By the well-known Borel–Cantelli lemma, for almost all ω ∈ Ω there exists a random integer
k0(ω) ≥ 2 such that when (k − 3)τ ≤ t ≤ (k − 2)τ for any k > k0, the following holds:
1
t
ln ‖x(t)‖H ≤ −{[(γ − 2α) ∧ γ ] − ε} (k − 2)τ2t ≤ −
(γ − 2α) ∧ γ − ε
2
a.s.
i.e.,
lim sup
t→∞
1
t
ln ‖x(t)‖H ≤ − (γ − 2α) ∧ γ − ε2 a.s.
Let ε→ 0, we get
lim sup
t→∞
1
t
ln ‖x(t; ξ)‖H ≤ − (γ − 2α) ∧ γ2 a.s.
This completes the proof. 
Next we will apply the general Razumikhin type theorem established above to deal with the
exponential stability of a class of stochastic delay differential equations with multiplicative Le´vy
noise. To be precise, we intend to consider
dx(t) = Ax(t)dt + F(x(t), x(t − δ1(t)), r(t))dt + G(x(t), x((t − δ2(t))−), r(t))dWQ(t)
+
∫
‖y‖K<c
〈b, y〉K Px(t−)N˜ (dt, dy), t ≥ 0, (4.15)
with initial data ξ ∈ DbF0([−r, 0]; H), where P ∈ L(H, H), b ∈ K and δi : R+ → [0, r ],
1 ≤ i ≤ 2, are continuous, and
F : H2 × S → H, G : H2 × S → L(K , H),
satisfy the following: there exists a number c > 0 such that
‖F(x1, y1, i)− F(x2, y2, i)‖H + ‖G(x1, y1, i)− G(x2, y2, i)‖
≤ c(‖x1 − x2‖H + ‖y1 − y2‖H ), (4.16)
and
‖F(x1, y1, i)‖H + ‖G(x1, y1, i)‖ ≤ c(1+ ‖x1‖H + ‖y1‖H ), (4.17)
for any x j , y j ∈ H , j = 1, 2, and i ∈ S.
Corollary 4.1. Assume that there exists a function V (x) ∈ C2(H ;R+) satisfying
c1‖x‖2H ≤ V (x) ≤ c2‖x‖2H , x ∈ H, (4.18)
for some constants c1 > 0, c2 > 0 and for any i ∈ S, φ ∈ D([−r, 0]; H),
〈V ′x (φ(0)), Aφ(0)+ F(φ(0), φ(θ1), i)〉H
+1
2
tr
[
V ′′xx (φ(0))G(φ(0), φ(θ2), i)QG∗(φ(0), φ(θ2), i)
]
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+
∫
‖y‖K<c
[V (φ(0)+ 〈b, y〉K Pφ(0))− V (φ(0))
−〈b, y〉K 〈V ′x (φ(0)), Pφ(0)〉H ]ν(dy)
≤ −λV (φ(0))+ λ1V (φ(θ1))+ λ2V (φ(θ2)), ∀θ1, θ2 ∈ [−r, 0]. (4.19)
If λ > λ1+λ2, then Eq. (4.15) having mild solutions in the sense of Definition 2.2 is mean square
exponentially stable and its mean square Lyapunov exponent is less than [q(λ1+λ2)−λ], where
q ∈ (1, λ/(λ1 + λ2)) is the unique root of λ− q(λ1 + λ2) = log(q)/r . Furthermore, if there is
a constant M > 0 such that
‖F(x, y, i)‖H ∨ ‖G(x, y, i)‖ ≤ M (‖x‖H + ‖y‖H ) ,
for any (x, y, i) ∈ H2× S, then its trivial solution is also almost surely exponentially stable and
the sample Lyapunov exponent is less than (q(λ1 + λ2)− λ)/2.
Proof. Define, for any φ ∈ D([−r, 0]; H) and i ∈ S,
f (φ, i) = F(φ(0), φ(−δ1(0)), i),
and
g(φ, i) = G(φ(0), φ(−δ2(0)), i).
Then (4.15) becomes (2.2). Moreover, the term (LV ) at present becomes
(LV )(φ, i) = 〈V ′x (φ(0)), Aφ(0)+ F(φ(0), φ(−δ1(0)), i)〉H
+ 1
2
tr
[
V ′′xx (φ(0))G(φ(0), φ(−δ2(0)), i)QG∗(φ(0), φ(−δ2(0)), i)
]
+
∫
‖y‖K<c
[V (φ(0)+ 〈b, y〉K Pφ(0))− V (φ(0))
−〈b, y〉K 〈V ′x (φ(0)), Pφ(0)〉H
]
ν(dy) (4.20)
for any i ∈ S. Assume that a random process φ with values in D([−τ, 0]; H) satisfies
φ(0) ∈ D(A) and
E [V (φ(θ))] < qE [V (φ(0))] for all − τ ≤ θ ≤ 0,
where q > 1. Then by the condition (4.19),
E
[
max
1≤i≤N
(LV )(φ, i)
]
≤ −λEV (φ(0))+ λ1EV (φ(−δ1(0)))+ λ2EV (φ(−δ2(0)))
≤ (q(λ1 + λ2)− λ)EV (φ(0)). (4.21)
So, by Theorem 3.1, if λ > λ1+λ2 the trivial solution of (4.15) is the mean square exponentially
stable and its mean square Lyapunov exponent should not be greater than (q(λ1 + λ2) − λ).
Furthermore, by Theorem 4.1, the trivial solution of (4.15) is also almost surely exponentially
stable and its sample Lyapunov exponent should not be greater than (q(λ1 + λ2) − λ)/2. The
proof is complete. 
Remark 4.1. In the case that H = K = R1, A = 0, f (xt , r(t)) = a(r(t))x(t)+b(r(t))x(t−τ),
τ > 0, g(xt , r(t)) = σ(r(t))x(t − ρ), ρ > 0, and c = ∞, h(xt , r(t), y) = χ[−1,∞)(y)yx(t),
Eq. (2.2) now recaptures Eq. (11) of Svishchuk and Kazmerchuk [22]. However, our results
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Theorem 3.1 and, more specifically, Theorem 4.1, are more general than the corresponding
Theorem 4.2 in [22].
5. Comparison principles and stability
The comparison principle has proved to be a useful tool in the study of the qualitative
properties of stochastic systems. In this section, by employing Lyapunov functionals and
differential inequality arguments, we shall develop a comparison theorem for the solutions of
(2.4). By using this comparison principle, we shall obtain criteria for such stability of the equation
(2.4) as stability in probability, stability in the mean square and so on. The essential feature of
these criteria is that under some circumstances, the stability of trivial solutions for stochastic
functional differential equations with Markovian jumps driven by Le´vy martingales can be
obtained by considering the corresponding deterministic stability of some one-dimensional
functional differential equations. It is obvious that the former is more complicated and difficult
to handle, while the latter, due to the existence of a well-established theory for their stability,
should cast light on the understanding of the corresponding stability behavior for their stochastic
companions.
Let E([−τ, 0];R+) denote the family of all non-negative, left-continuous functions with right
limits from [−τ, 0] to R+, equipped with the usual supremum norm. We say that a function
F(u, ψ) : R+ × E([−τ, 0];R+) → R1 is non-decreasing with respect to ψ if for any ψ1,
ψ2 ∈ E([−τ, 0];R+) with ψ1(θ) ≤ ψ2(θ) for any θ ∈ [−τ, 0], we have F(u, ψ1) ≤ F(u, ψ2)
for each u ∈ R+.
Consider the following one-dimensional deterministic functional differential equation:
u˙(t) = F(u(t), ut ), u0 = ψ, t ∈ [0, T ], (5.1)
where ut (θ) = u(t + θ), θ ∈ [−τ, 0], and ψ ∈ E([−τ, 0];R+). Under the Lipschitz type of
conditions on F(·, ·), it is not difficult to obtain the existence of a solution, denote it by u(t, ψ),
t ∈ [0, T ], T ≥ 0, of Eq. (5.1) for any initial datum u0 = ψ . The point in our theory is to
establish the existence of a maximal solution for the functional differential equation (5.1). To
this end, let us give the following definition.
Definition 5.1. Let u¯(t, ψ) be a solution of (5.1) defined on [0, T ], T ≥ 0. For any other solution
u(t, ψ) of (5.1) defined on the same interval, if
u(t, ψ) ≤ u¯(t, ψ), ∀t ∈ [0, T ],
then u¯(t, ψ) is said to be the maximal solution of (5.1).
Lemma 5.1 ([11]). Suppose F(u, ψ) : R+ × E([−τ, 0];R+) → R1 is a continuous function
which is non-decreasing with respect to ψ ∈ E([−τ, 0];R+). Then, for arbitrarily given initial
function ψ ∈ E([−τ, 0];R+), there exists some T ≥ 0 such that Eq. (5.1) admits a unique
maximal solution, denote it by u¯(t, ψ), defined on [0, T ].
Now we are in a position to state the comparison principle for the solutions of (2.4) which
will play a key role in our stability analysis.
Theorem 5.1. Assume the following conditions hold.
(A1) In addition to the conditions in Lemma 5.1, the function F(u, ψ) is concave in u ∈ R+ and
ψ ∈ E([−τ, 0];R+).
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(A2) There exists a function V (x, i) ∈ C2,0(H × S;R+) such that for any i ∈ S and
ϕ(·) ∈ D([−τ, 0]; H) with ϕ(0) ∈ D(A),
(LV )(ϕ, i) ≤ F (V (ϕ(0), i), V (ϕ, i)(·)) ,
where V (ϕ, i)(·) := {V (ϕ(θ), i), θ ∈ [−τ, 0]} ∈ E([−τ, 0];R+).
(A3) The maximal solution u¯(t, ψ) of (5.1) exists in [0,∞), i.e., T = ∞.
Let x(t) = x(t, ξ), t ≥ 0, denote a mild solution of (2.2) with initial ξ ∈ DbF0([−τ, 0], H),
and if
EV (ξ(θ), i) ≤ ψ(θ), θ ∈ [−τ, 0], i ∈ S, (5.2)
then
EV (x(t), i) ≤ u¯(t, ψ), t ≥ 0, i ∈ S. (5.3)
Proof. Let {xn(t)} be the strong solution approximation sequence of (2.4) such that by
Proposition 2.4, xn(t) → x(t) uniformly with respect to t ∈ [0, T ] in the almost sure sense
for any T ≥ 0 as n → ∞. Applying Itoˆ’s formula to the function V (·, i) along the strong
solutions xn(t) of (2.4), we can get, by using (A1) and (A2), that for any t ≥ 0 and h > 0 small
enough,
EV (xn(t + h), i) ≤ EV (xn(t), i)+
∫ t+h
t
F
(
EV (xn(s), i),EV (xns , i)(·)
)
ds
+
∫ t+h
t
E〈V ′x (xn(s), i), (R(n)− I ) f (xns , i)〉Hds
−
∫ t+h
t
∫
‖y‖K<c
E〈V ′x (xn(s), i), (R(n)− I )h(xns , i, y)〉Hν(dy)ds
+
∫ t+h
t
∫
‖y‖K<c
EV (xn(s)+ R(n)h(xns , i, y), i)ν(dy)ds
−
∫ t+h
t
∫
‖y‖K<c
EV (xn(s)+ h(xns , i, y), i)ν(dy)ds
+ 1
2
∫ t+h
t
Etr
[
V ′′xx (xn(s), i)R(n)g(xns , i)QR(n)g(xns , i)∗
]
ds
− 1
2
∫ t+h
t
Etr
[
V ′′xx (xn(s), i)g(xns , i)Qg(xns , i)∗
]
ds, (5.4)
where EV (xns , i)(·) = {EV (xn(s + θ), i), θ ∈ [−τ, 0]} ∈ E([−τ, 0];R+). Letting n → ∞ in
(5.4), this immediately yields
EV (x(t + h), i)− EV (x(t), i) ≤
∫ t+h
t
F (EV (x(s), i),EV (xs, i)(·)) ds. (5.5)
So, it follows that for any i ∈ S,
D+EV (x(t), i) : = lim sup
h→0+
h−1 [EV (x(t + h), i)− EV (x(t), i)]
≤ F (EV (x(t), i),EV (xt , i)(·)) . (5.6)
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Letm(t) := EV (x(t), i), then D+m(t) ≤ F(m(t),mt ). Hence, in view of Theorem 8.1.4 in [11],
we can deduce that
m(t) = EV (x(t), i) ≤ u¯(t, ψ)
whenever EV (ξ(θ), i) ≤ ψ(θ), θ ∈ [−τ, 0], i ∈ S, where u¯(t, ψ) is the maximal solution of the
equation
u˙(t) = F(u(t), ut ), u0 = ψ, t ∈ [0, T ].
The proof is now complete. 
Theorem 5.2. Assume that (A1), (A2) and (A3) above hold. Suppose that there exist functions
b ∈ E([0,∞);R+), which is strictly increasing and has b(0) = 0, and a ∈ E([0,∞);R+),
which is concave, strictly increasing and has a(0) = 0, such that
b(‖x‖H ) ≤ V (x, i) ≤ a(‖x‖H ) for any i ∈ S. (5.7)
Then the stability of the trivial solution of (5.1) implies the stability in probability of the trivial
solution of (2.4) in the sense that for any ε > 0 and 0 < η < 1,
P{‖x(t; ξ)‖H ≥ ε} < η, t ≥ 0. (5.8)
Proof. By virtue of (5.7), we have
0 ≤ Eb(‖x(t)‖H ) ≤ EV (x(t), i) ≤ Ea(‖x(t)‖H ) ≤ a(E‖x(t)‖H ), t ≥ 0. (5.9)
So EV (x(t), i) is finite for t ≥ 0. Assume that the trivial solution of (5.1) is stable. Let ε and
η(η < 1) be arbitrarily given positive numbers. For the number ηb(ε) > 0, there exists a number
δ′ = δ′(ε, η) > 0 such that |u(t, ψ)| < ηb(ε), ∀t ≥ 0, for ‖ψ‖D < δ′. So, we have
u¯(t, ψ) < ηb(ε), ∀t ≥ 0. (5.10)
By the conditions on a(·), we can choose ψ (0 < ‖ψ‖D < δ′) and δ(0 < δ < εη2 ) such that
a(E‖ξ(θ)‖H ) ≤ ψ(θ), ∀θ ∈ [−τ, 0], (5.11)
for E‖ξ‖D < δ. By (5.7) and (5.11), we obtain for any i ∈ S,
EV (ξ(θ), i) ≤ a(E‖ξ(θ)‖H ) ≤ ψ(θ), θ ∈ [−τ, 0].
From (5.10), Theorem 5.1 and the above inequality, we get
EV (x(t), i) ≤ u¯(t, ψ) < ηb(ε), t ≥ 0. (5.12)
We claim that the trivial solution of (2.4) is stable in probability, i.e.,
P{‖x(t; ξ)‖H ≥ ε} < η, t ≥ 0. (5.13)
Indeed, if this is not true, there will exist some t∗ ≥ 0 such that
P{‖x(t∗; ξ)‖H ≥ ε} ≥ η. (5.14)
By (5.7), (5.11) and (5.12), and using the Chebyshev inequality, we have
P{‖x(t∗; ξ)‖H ≥ ε} = P{b(‖x(t∗)‖H ) ≥ b(ε)} ≤ P{V (x(t∗), i) ≥ b(ε)}
≤ 1
b(ε)
EV (x(t∗), i) < ηb(ε)
b(ε)
= η.
This contradicts (5.14), so (5.13) must be true. 
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Corollary 5.1. Assume that all the conditions in Theorem 5.2 are satisfied, then the asymptotic
stability of the trivial solution of (5.1) implies the asymptotic stability in probability of the trivial
solution of (2.4) in the sense that it is stable in probability and
P
{
lim
t→∞ ‖x(t; ξ)‖H = 0
}
= 1.
Proof. The proofs are similar to those in Theorem 5.2 and are thus omitted. 
Theorem 5.3. Assume that (A1), (A2) and (A3) hold. Suppose that there exist functions b ∈
E([0,∞);R+), which is strictly increasing, convex and has b(0) = 0, and a ∈ E([0,∞);R+),
which is concave, strictly increasing and has a(0) = 0, such that
b(‖x‖2H ) ≤ V (x, i) ≤ a(‖x‖2H ), ∀i ∈ S. (5.15)
Then the stability of the trivial solution of (5.1) implies the mean square stability of the trivial
solution of (2.4) in the sense that for any ε > 0,
E‖x(t; ξ)‖2H < ε, t ≥ 0.
Proof. Let ε be an arbitrarily given positive number. Then there exists a positive number
δ1 = δ1(ε) such that if ‖ψ‖D < δ1, then |u(t, ψ)| < b(ε) for any t ≥ 0. By an argument
similar to that in Theorem 5.2, one can deduce that
EV (x(t), i) ≤ u¯(t, ψ) ≤ b(ε), t ≥ 0. (5.16)
Choose
ψ(θ) = a(E‖ξ(θ)‖2H ), θ ∈ [−τ, 0].
By the conditions on a(·), for the number δ1 > 0, we may find δ > 0 such that
ψ(θ) = a(E‖ξ(θ)‖2H ) < δ1, θ ∈ [−τ, 0],
for E‖ξ‖2D < δ. Hence, by means of (5.14) and (5.16), we have
b(E‖x(t; ξ)‖2H ) < b(ε), t ≥ 0,
and therefore,
E‖x(t; ξ)‖2H < ε, t ≥ 0. 
Corollary 5.2. Assume that all the conditions of Theorem 5.3 are satisfied; then the asymptotic
stability of the trivial solution of (5.1) implies the mean square asymptotic stability of the trivial
solution of (2.4) in the sense that it is stable in mean square and
lim
t→∞E‖x(t; ξ)‖
2
H = 0.
Proof. The proofs are similar to those in Theorem 5.3 and are thus omitted. 
6. Applications
In finite dimensions, equations of the type (2.2) have been used in mathematical finance to
describe the changes of share prices, e.g., [22], or to model stochastic volatility in the theory
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of option pricing, e.g., [4,18]. In the former case, if the zero solution of (2.2) is stable in the
Lyapunov sense, this fact simply suggests that the share price process x(t), t ≥ 0, will be
asymptotically close to zero in the long run, a case which is undesirable from a long-range
investment viewpoint. Thus, the conditions for ensuring stability define the sets of parameters of
the market for which it is reasonable to sell shares, since they expect a small profit if one holds
them for a long period of time. In the latter case, it is worth noticing that infinite dimensional
models as described here may be more appropriate, as they can approximate the very large
number of incremental market activities which lead to volatility change. As the first example
in this section, let us apply the theory from the previous sections to a linear, infinite dimensional
generalization of a model in [22]. To be precise, we consider an equation of the following type:
Example 6.1. Consider the stochastic process Z(t, x) with Poisson jumps described by
dZ(t, x) =
[
a
∂2
∂x2
Z(t, x)+ bZ(t − τ, x)
]
dt + σ Z((t − τ)−, x)dBt
+
∫ ∞
−1
µZ(t−, x)y N˜ (dt, dy), t ≥ 0, a > 0, b ∈ R1,
Z(t, 0) = Z(t, pi) = 0, t ≥ 0,
Z(θ, x) = ψ(θ, x), θ ∈ [−τ, 0], x ∈ [0, pi],
ψ(θ, ·) ∈ H = L2(0, pi), ψ(·, x) ∈ C([−τ, 0];R1),
where the real numbers σ , µ ∈ R1 are magnitudes of continuous and jump noises, respectively,
Bt is a standard one-dimensional Brownian motion and N˜ (·, ·) is a compensated Poisson random
measure on [−1,∞)× R+ with parameter ν(dy)dt such that
∫∞
−1 y
4ν(dy) <∞.
Let K = R1 and A = a∂2/∂x2 with the domain
D (A) =
{
u ∈ H = L2 (0, pi) : ∂u
∂x
,
∂2u
∂x2
∈ L2 (0, pi) , u (0) = u (pi) = 0
}
,
so it is easy to deduce
〈Au, u〉H ≤ −a ‖u‖2H , u ∈ D (A) .
Then let the Razumikhin–Lyapunov function V (x) = ‖x‖2H , x ∈ H ; we have by a
straightforward computation that for any φ ∈ D([−τ, 0]; H) with φ(0) ∈ D(A),
2〈φ(0), Aφ(0)+ bφ(θ)〉H + σ 2‖φ(θ)‖2H + µ2
∫ ∞
−1
y2‖φ(0)‖2Hν(dy)
≤
(
−2a + 1+ µ2
∫ ∞
−1
y2ν(dy)
)
‖φ(0)‖2H + b2‖φ(θ)‖2H + σ 2‖φ(θ)‖2H ,
∀θ ∈ [−τ, 0].
By using Corollary 4.1, we may deduce that if 2a > 1 + µ2 ∫∞−1 y2ν(dy) + b2 + σ 2, then
for arbitrary τ ≥ 0, the mild solutions of this equation is mean square and almost surely
exponentially stable.
Lastly, we shall investigate a nonlinear example to close this paper. We are going to deduce
the stability of mild solutions for a class of stochastic functional partial differential equations
with Markovian switching by virtue of the results obtained in the previous sections.
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Example 6.2. Consider the semilinear stochastic partial differential equation with finite time
lags r1, r2 (r > r1, r2 ≥ 0),
dZ(t, x) = µ ∂
2
∂x2
Z(t, x)dt +
[
α(r(t))
∫ 0
−r1
Z(t + θ, x)h(θ)dθ
]
dt
+β(Z(t − r2, x), r(t))dWQ(t, x)
+
∫
|y|<c
yZ(t−, x)N˜ (dy, dt), t ≥ 0, µ > 0, c > 0,
Z(t, 0) = Z(t, pi) = 0, t ≥ 0,
Z(θ, x) = ψ(θ, x), θ ∈ [−r, 0], x ∈ [0, pi],
ψ(θ, ·) ∈ H = L2(0, pi), ψ(·, x) ∈ C([−r, 0];R1),
where α(·) : S → R1 is a bounded function with |α(i)| ≤ L for any i ∈ S, and β(ξ, i) :
H × S → R1 is nonlinear and Lipschitz continuous with respect to ξ ∈ H with β(0, i) = 0,
|β(ξ, i)| ≤ L‖ξ‖H , L > 0, for any i ∈ S. The term h(·) : [−r1, 0] → R1 is a bounded Lipschitz
continuous function with |h(θ)| ≤ M , θ ∈ [−r1, 0], M > 0. The process
{WQ(t, x); t ≥ 0, x ∈ [0, pi]}
is an H = L2(0, pi)-valued Q-Wiener process with associated covariance operator Q, trQ <∞,
given by a positive definite kernel
q(x, y) ∈ L2([0, pi] × [0, pi]) and q(x, x) ∈ L2(0, pi).
Let C = ∫|y|<c y2ν(dy) <∞ and A = µ∂2/∂x2 with the domain
D (A) =
{
u ∈ H = L2 (0, pi) : ∂u
∂x
,
∂2u
∂x2
∈ L2 (0, pi) , u (0) = u (pi) = 0
}
,
so it is easy to deduce
〈Au, u〉H ≤ −µ ‖u‖2H , u ∈ D (A) .
On the other hand, when
E‖φ(θ)‖2H < qE‖φ(0)‖2H , q > 1, ∀θ ∈ [−r, 0],
for any process φ with values in D([−τ, 0]; H) and φ(0) ∈ D(A), it is clear that for any i ∈ S,
E
〈
φ(0), α(i)
∫ 0
−r1
φ(θ)h(θ)dθ
〉
H
< q1/2r1LME ‖φ(0)‖2H ,
and
E|β(φ(−r2), i)|2 < qL2E ‖φ(0)‖2H .
Then let the Razumikhin–Lyapunov function V (u, i) = ‖u‖2H , u ∈ H , for any i ∈ S; we have
by a straightforward computation that
E
[
max
1≤i≤N
(LV )(φ, i)
]
<
(
−2µ+ 2q1/2r1LM + qL2trQ
)
E ‖φ(0)‖2H
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+
∫
|y|<c
y2ν(dy) · E‖φ(0)‖2H
=
(
−2µ+ 2q1/2r1LM + qL2trQ + C
)
E ‖φ(0)‖2H .
By virtue of Theorems 3.1 and 4.1 and letting q → 1, one gets that if 2µ > 2r1LM+L2trQ+C ,
then for arbitrary 0 ≤ r2 ≤ r , this system is mean square and almost surely exponentially stable.
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