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TWISTED FOURIER ANALYSIS AND PSEUDO-PROBABILITY
DISTRIBUTIONS
SANG JUN PARK, CEDRIC BENY, AND HUN HEE LEE
ABSTRACT. We use a noncommutative generalization of Fourier analysis to define a
broad class of pseudo-probability representations, which includes the known bosonic
and discrete Wigner functions. We characterize the groups of quantum unitary oper-
ations which correspond to phase-space transformations, generalizing Gaussian and
Clifford operations. As examples, we find Wigner representations for fermions, hard-
core bosons, and angle-number systems.
1. INTRODUCTION
TheWeyl-Wigner representation provides a formulation of quantummechanics which
mimics Hamiltonian classical mechanics. Quantum states are represented by real func-
tions over a phase space (the Wigner function or pseudo-probability distribution) and
can be treated essentially like probability distributions except for the fact that they can
take negative values.
This is useful in part because of the richness of the set of pure states with non-
negative Wigner functions and dynamics preserving this property. By Hudson’s the-
orem [17], they are the Gaussian states (squeezed coherent states) and the dynamics
generated by quadratic Hamiltonians. These Gaussian states and dynamics are im-
portant not just because they provide a set of exact solutions to quantum mechanics,
but also because these solutions are those which are most resistant to decoherence for
bosonic systems [43], and hence closely describe many experimental setups (e.g. lin-
ear optics). For theses reasons, they also form the core of the perturbative formulation
of bosonic quantum field theory.
This formalism has a long history and has been adapted to other systems, or gener-
alized in a variety of ways [2, 14, 16, 19, 24, 28, 37, 35]. One of the most complete
adaptation covers tensor products of systems of odd dimensions, with a theorem that
parallel Hudson’s, relating the corresponding non-negative discrete Wigner functions
to stabilizer states, preserved by Clifford unitary maps [23]. As for Gaussian states and
dynamics, this also leads to an important set of classically simulatable solutions [31].
Moreover, they are also related to protection from decoherence, at least for qubits:
stabilizer states where introduced specifically to build quantum error-correcting codes,
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and the Clifford operations can be implemented transversally, i.e., in a way which does
not amplify errors.
Here we develop a formalism based on twisted Fourier analysis [27] which encom-
passes the above two examples of quasi-probability representations. In this framework,
the “phase space” is a locally compact abelian group equipped with a certain 2-cocycle,
which defines the twisting. We show how to obtain a Weyl-Wigner representation of
the quantum states and observables.
The Wigner representationWA for an operator A which we obtain satisfies (under
the assumption on the 2-cocycle being normalized) the following general properties
(here summarized schematically ignoring for now the regularity assumptions):
(1) WA is real when A is self-adjoint,
(2) A can be obtained fromWA by an inversion formula,
(3)
∫ Wρ(x)WA(x)dx = Tr (ρA) for any observable A and state ρ.
We also characterize the group of unitary transformations on the quantum states
(which we refer to simply as Clifford group) corresponding to phase space transforma-
tions, which generalizes Gaussian and the standard qubit Clifford operations [21, pp.
127–128].
We show how to recover known results about bosonic modes and tensor products of
odd-dimensional systems as examples of this definition. We also obtain aWeyl-Wigner
representation for angle-number systems. Moreover, we show how this formalism can
be applied to fermions and hard-core bosons. For fermions, this yields a commutative
discrete phase-space formalism, by contrast with the usual non-commutative Grass-
mann representation. For this example, we show that a generalization of the Clifford
group for this system is isomorphic to that for qubits.
2. BACKGROUND
Quantum theory is plagued by the “curse of dimensionality”, namely the exponen-
tial growth of the Hilbert space dimension as a function of the number of elementary
systems. This makes simulations on a classical computer intractable.
In quantum theory, a state is mathematically represented by a density matrix ρ, and
an observable can be described by a self-adjoint operator A. Together, they can be
combined to form a physical prediction in the form of an expectation value Tr (ρA).
By comparison, in a probabilistic classical theory, a states is represented by a positive
function µ : Ω → R+ over the phase space Ω, and an observable by a real function f
on Ω, which together can be combined to form an expectation value
∫
Ω
µ(x)f(x)dx.
This can also be formulated in the language of operators, where the key simplifica-
tion compared to quantum theory is the restriction of the states and observables to a
commutative algebra.
A quasi-probability representation of quantum theory is one in which expectation
values are obtained as in a classical theory, but where the functions representing the
states can be negative. (See [13] for a general definition along those lines). The canon-
ical example is that of the Weyl-Wigner representation for a non-relativistic particle
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(an introduction can be found for instance in [9]), where the quantum state (density
matrix) ρ is represented by the Wigner function Wρ(x, p), which is the (symplectic)
Fourier transform of the characteristic function
χρ(x, p) = Tr (W (x, p)
∗ρ), (2.1)
where Wρ(x, p) is the unitary operator (called the Weyl operator) translating the par-
ticle by x, and boosting its momentum by p. More precisely, we have W (x, p) =
ei(pxˆ−xpˆ), where xˆ and pˆ are the canonical position and momentum operators. Note that
they form a projective representation of the group of phase-space translations (R2,+).
Such a description allows one to identify a set of states and dynamics for which
classical simulations methods can be used: those quantum states which have a non-
negative quasi-probability distribution: Wρ(x, p) ≥ 0 for all x, p, and the dynamics
which preserve this property.
For instance, the pure states of a quantum particle with a non-negative Wigner
functions are the Gaussian states (squeezed states), and this property is preserved by
the Gaussian unitary maps (linear optics elements) [17, 39]. On many modes, this
also covers quasi-free bosonic field theories. A similar formalism for tensor prod-
ucts of odd-dimensional systems also characterizes stabilizer states and Clifford oper-
ations [23].
Let us give some context behind the definition of the Wigner function. The above
mentioned Weyl operators W (x, p) are bounded alternatives to the canonical position
and momentum operators xˆ and pˆ. They pertain to a way of formalizing Dirac’s idea of
canonical quantizationwhich played an important role in the development of quantum
mechanics and quantum field theory. In this approach, a quantum theory is defined
from a classical one by looking for a Hilbert space equipped with an irreducible pro-
jective representation of the group of phase-space translations, i.e., unitaries W (x, p)
such thatW (x, p)W (x′, p′) = σ((x, p), (x′, p′))W (x+ x′, p+ p′). The classical sym-
plectic product between (x, p) and (x′, p′) appears in the phase σ((x, p), (x′, p′)) =
e−
i
2
(xp′−x′p), enforcing the representation’s non-commutativity. This also corresponds
to a unitary representation of a central extension of the group R2—the (reduced)
Heisenberg group—provided that σ is a 2-cocycle, as it is.
Generally, we are interested in such representations because any group of symme-
tries of a physical system’s classical limit ought to act at the quantum level as well.
Although one can imagine more general situations, the simplest assumption is that the
group should be represented by unitary operators up to a phase, hence that there exists
a projective unitary representation at the quantum level.
In the above example, one may in principle start from a larger group of phase-
space symmetries, e.g. the whole group of canonical transformation, however the
translations R2 together with the above 2-cocycle σ turns out to already give us the
right quantum systems for bosonic modes or non-relativistic particles. This is helped
by the fact that it has a unique irreducble σ-representation, which implies that the only
freedom left in defining the quantum system is the trivial one of adding extra unrelated
variables.
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This uniqueness result can be generalized to a large class of abelian groups and
2-cocycles [12, Theorem 4], a framework we adopt below. For instance, systems of
finite-dimensional quantum systems can be obtain in a variety of ways in this manner,
such as done in [10]. This framework of quantization is interesting for our purpose
because it constructs the quantum operators as functions over the group, but equipped
with a non-commutative product (and completed in some topology). As we will see,
with the right assumptions the (symplectic) Fourier transform of these functions have
all the properties of Wigner representations of the corresponding operators.
The full theory is not essential to understand our results, but for completeness it is
summarized in the Appendix 7.1. In short, the non-commutative product introduced
between “characteristic functions” is obtained by introducing the 2-cocyle σ into the
usual convolution product. Equipping these functions with the convolutionwould yield
the commutative group algebra. But the twisted convolution yields, instead, the alge-
bra of quantum observables. The mapping from functions to operators is a twisted
Fourier transform [30].
3. GENERALIZED WEYL-WIGNER REPRESENTATION
In this section we develop a generalized Weyl-Wigner representation starting from
abstracting phase space as a locally compact abelian group G, which we use additive
notation x + y ∈ G for the group operation for x,y ∈ G with 0 as the identity ele-
ment. For instance, systems of n bosonic modes, or n non-relativistic distinguishable
particles, will be recovered for the additive group G = R2n.
Our phase space G is equipped with a 2-cocycle σ : G × G → T, which is a
Borel function satisfying the conditions σ(x,y)σ(x + y, z) = σ(x,y + z)σ(y, z),
σ(x, 0) = σ(0,y) = 1 for any x,y, z ∈ G. For example, a usual choice of 2-cocycle
on a system of n bosonic modes with G = R2n is given by
σboson(x,y) = exp
(
− i
2
xTJy
)
, x,y ∈ G, (3.1)
where J =
[
0 In
−In 0
]
∈ M2n(R). Note that (x,y) 7→ xTJy is the canonical sym-
plectic form on R2n. Following this we would like to impose a kind of symplectic
structure on G, namely we assume that the 2-cocycle σ is an Heisenberg multiplier.
This means that the map Φ : G→ Ĝ given by
Φ(x)(y) = σ(x,y)σ(y,x), x,y ∈ G (3.2)
is a topological group isomorphism. Here, Ĝ is the dual group of G composed of the
characters of G, i.e., continuous group homomorphisms χ : G → T into the circle
group T = {eiθ : θ ∈ R}. Note that Φ is in general different from the usual choice
of isomorphism x ∈ G 7→ γx ∈ Ĝ, which we call the canonical identification. From
the fact that Φ(x)(x) = 1 for any x ∈ G the isomorphism Φ is called a symplectic
self-duality of G ([34]).
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With the above additional assumption on σ we know ([12, Theorem 4]) that there
is a unique irreducible unitary projective representation with respect to σ (shortly, σ-
representation)W : G→ U(HW ) for some Hilbert spaceHW . Being σ-representation
means that the map x 7→W (x)h is Borel for any h ∈ HW and we have
W (x)W (y) = σ(x,y)W (x+ y), x,y ∈ G. (3.3)
We call W and W (x), x ∈ G, the Weyl representation and the Weyl operators fol-
lowing the bosonic case. Now we can define characteristic functions of quantum
states on a Hilbert space H = HW , which can be easily extended to the case of
trace class operators. Recall that the set of all quantum states on H (denoted by
D = D(H)) is a subset of S1(H), the trace class on H equipped with the trace norm
‖X‖1 = Tr(|X|) = Tr((X∗X) 12 ), X ∈ S1(H). Note that S1(H) is a subspace
of S2(H), the Hilbert-Schmidt class on H equipped with the Hilbert-Schmidt norm
‖X‖2 = (Tr(X∗X)) 12 ,X ∈ S2(H).
Definition 3.1. Let ρ ∈ S1(H). We define its characteristic function χ = χρ on G by
χρ(x) := Tr(W (x)
∗ρ), x ∈ G.
Remark 3.2. The terminology “characteristic function” can be justified from the fact
that χρ determines the original operator ρ via the twisted Fourier transformFσ on the
group G.
ρ = Fσ(χρ) :=
∫
G
χρ(x)W (x)dµ(x), ρ ∈ S1(H).
Here, µ is the Haar measure on G respecting the twisted Plancherel formula (7.5) and
we know that χρ ∈ L2(G). See Proposition 7.3 for the details. Note that the integral∫
G
χρ(x)W (x)dµ(x) can be understood as a bounded operator on H defined in the
weak sense (Proposition 7.4).
Now we move to the definition of (abstract) Wigner functions of quantum states.
Definition 3.3. Let ρ ∈ S1(H). We define itsWigner functionW =Wρ : G→ C by
the symplectic Fourier transform on G of the characteristic function χ = χρ, i.e.
W := FS(χ), W(x) =
∫
G
χ(y)Φ(x)(y)dµ(y), x ∈ G.
Remark 3.4. Using the twisted and the ordinary Plancherel theorems on G ((7.5)
and (7.2)) we can easily see that the characteristic/Wigner functions χρ and Wρ are
well-defined as L2-functions on G for ρ ∈ S2(H).
Proposition 3.5. For a state ρ ∈ D we have the following.
(1) When the Wigner functionWρ is integrable on G we have∫
G
Wρ(y)dµ̂(y) = 1 = χρ(0),
where µ̂ is the dual Haar measure respecting the Plancherel theorem (7.2). In
general, we still have χρ(0) = 1.
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(2) The Wigner function Wρ is real-valued when the 2-cocycle σ is normalized,
i.e. σ(x,−x) = 1, x ∈ G.
Another important consequence of the twisted and the ordinary Plancherel theorems
on G ((7.5) and (7.2)) is the following.
Theorem 3.6. Suppose that the 2-cocycle σ is normalized. Then ρ ∈ D andA = A∗ ∈
S2(H) we have
Tr(ρA) =
∫
G
WρWAdµ̂. (3.4)
In other words, the “quantum expectation” Tr(ρA) of a quantum observableA w.r.t.
the state ρ is the same as the “classical expectation”
∫
G
WρWAdµ ofWA with respect
to a real-valued normalized functionWρ.
In particular, if ρ is a state in D(H)W≥0 := {ρ ∈ D(H) :Wρ ≥ 0}, then the “clas-
sical expectation”
∫
G
WρWAdµ actually becomes a genuine probabilistic expectation.
Remark 3.7. (1) Wemay takeA ∈ B(H) in (3.4) by restricting the choice of states
ρ to a smaller class thanD in infinite dimensional cases from Example 4.2. See
Proposition 7.5 for the details.
(2) The classD(H)W≥0 was highlighted in the following result of Hudson [17] and
Soto/Claverie [39]: for a pure n-mode bosonic quantum state ρ it is a bosonic
gaussian state if and only if ρ ∈ D(H)W≥0.
The symmetry of the phase space is an important ingredient for the analysis of the
bosonic systems. We have its abstract version as follows.
Definition 3.8. We say that a topological automorphism S on G is a symplectic map
(with respect to σ) if it is σ-preserving, i.e. σ(Sx, Sy) = σ(x,y), x,y ∈ G). The
group of all symplectic maps on G with respect to σ will be denoted by Sp(G, σ),
which we call the symplectic group on (G, σ). We say that a unitary U ∈ B(H) is a
gaussian unitary if there is a symplectic map S on G such that
UW (x)U∗ = W (Sx), x ∈ G. (3.5)
We denote U by US to emphasize the connection between U and S.
Remark 3.9. We will see in Proposition 7.13 that Sp(R2n, σboson) = Sp2n(R) :=
{S ∈ M2n(R) : STJS = J}, the usual symplectic group on R2n. This justifies the
term “symplectic”.
On the other hand, unitary conjugation with respect to Weyl operators are easy to
describe as follows.
W (y)W (x)W (y)∗ = Φ(y)(x)W (x), x,y ∈ G.
Combining the above two types of unitaries we have the following Clifford covariance
of Wigner functions.
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Theorem 3.10. Let U = W (y)US for some y ∈ G and S ∈ Sp(G, σ). Then, there is
a constant CS > 0, depending only on S, such that we have
Wρ(x) = CSWUρU∗(Sx+ y), ρ ∈ D(H), x ∈ G.
Remark 3.11. In all the concrete examples we consider in this paper we can check
that CS ≡ 1. See Proposition 7.13, Remark 7.14, and Remark 7.17
Definition 3.12. We call the unitaries of the formW (y)US , y ∈ G, S ∈ Sp(G, σ) by
Clifford operations on (G, σ). The Clifford group C(G, σ) is defined by
{U ∈ U(HW ) : U is a Clifford operation on (G, σ)}/T.
The above group is nothing but a semi-direct product ofG and Sp(G, σ) as follows.
See Remark 7.7 for the details.
Proposition 3.13. We have a topological group isomorphism C(G, σ) ∼= G⋊Sp(G, σ).
The class D(H)W≥0 of all quantum states with non-negative Wigner functions (in-
troduced in Theorem 3.6) is clearly preserved under the above symmetry.
Proposition 3.14. Let U be a Clifford operation on (G, σ). Then, we have
UD(H)W≥0U∗ = D(H)W≥0.
A Clifford operation U = W (y)US on (G, σ) satisfies UW (x)U
∗ = ξ(x)W (S(x))
for some character
ξ = Φ(y)(S ·) = Φ(S−1y)(·) ∈ Ĝ, (3.6)
depending on y ∈ G and S ∈ Sp(G, σ). We may ask whether this is the only possibil-
ity for symmetry preserving transformations, which allows us the following extended
definition.
Definition 3.15. We call a unitary U ∈ B(HW ) a generalized Clifford operation on
(G, σ) if there is a continuous map S : G→ G and a Borel map ξ : G→ T such that
UW (x)U∗ = ξ(x)W (Sx), x ∈ G. (3.7)
The generalized Clifford group Cgen(G, σ) is defined by
{U ∈ U(HW ) : U is a generalized Clifford operation on (G, σ)}/T.
Note that we do not assume any additivity or bijectivity conditions on S in the defi-
nition of generalized Clifford groups. Nevertheless, it can be shown that S is actually
a monomorphism and becomes isomorphic in many cases (Proposition 7.9). We also
have collected several other properties of generalized Clifford groups with proofs in
Section 7.3. Furthermore, we have a general principle describing when generalized
Clifford operations are indeed Clifford operations.
Proposition 3.16. Let U ∈ U(H) be a generalized Clifford operation on (G, σ) with
the associated maps ξ and S. Then the following are equivalent:
(1) U is a Clifford operation,
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(2) S ∈ Sp(G, σ),
(3) ξ ∈ Ĝ.
It is natural to ask whether we could determine the objects Sp(G, σ) and Cgen(G, σ)
and whether the inclusion C(G, σ) ⊆ Cgen(G, σ) is proper or not, which will be exam-
ined for detailed examples in the later sections.
4. ABSTRACT WEYL SYSTEMS: FIRST EXAMPLES
Here, we present examples of the abstract phase space G and a 2-cocycle σ on
it of the form G = F × F̂ for another locally compact abelian group F called the
“configuration space”. Note that Ĝ = F̂ × F ∼= G via the swap. We will consider the
following canonical choice of 2-cocycle, σcan : G×G→ T given by
σcan((x, γ), (x
′, γ′)) := γ(x′)), x, x′ ∈ F, γ, γ′ ∈ Ĝ.
In this case, the unique irreducible σcan-representationW = Wσcan can be described as
follows ([33]). We first define the translation operator Tx and the modulation operator
Mγ for x ∈ F and γ ∈ F̂ acting onHW = L2(F ) by
Txf(u) := f(u− x), Mγf(u) = γ(u)f(u), f ∈ L2(F ), u ∈ F.
Then,W : G→ B(HW ) is given by
W (x, γ) := TxMγ, (x, γ) ∈ G.
The above 2-cocycle σcan is never normalized except the trivial group case. How-
ever, there is the canonical normalization σ˜can given by
σ˜can(x,y) :=
ξ(x)ξ(y)
ξ(x+ y)
σcan(x,y) (4.1)
with ξ(x) = σcan(x,−x) 12 , x,y ∈ G. The existence of such a Borel function ξ : G→
T satisfying the equation (4.1) means us that σcan and σ˜can are similar as 2-cocycles.
Now the unique irreducible σ˜can-representation W˜ = Wσ˜can becomes
W˜ (x) = ξ(x)W (x), x ∈ G.
Note finally that it is straightforward to check that both of σcan and σ˜can are Heisen-
berg multipliers.
Remark 4.1. In the above the choice of the function ξ (so that the choice of σ˜can)
actually depends on the choice of square roots, where multiples choices are possible.
In all the examples in this paper we will specify the choice of ξ, which we might be
able to call it “canonical”.
Example 4.2. (1) (Bosonic system in n-modes) For F = Rn we identify G =
Rn × R̂n ∼= R2n via the map (x, γp) 7→ (x, p), where γp ∈ R̂n is given by
γp(x) = exp(ix
Tp), x, p ∈ Rn. The pair (G, σ˜can) gives rise to the n-mode
bosonic system and we recover (3.1), namely σ˜can(x,y) = σboson(x,y) =
8
exp(− i
2
xTJy), x,y ∈ G by taking ξ(x) = ξ(x, p) := exp( i
2
xT p) in (4.1).
Our choice of Haar measures µ and µ̂ on G respecting (7.5) and (7.2) are
dµ(x) = dµ̂(x) = dx
(2π)n
.
(2) (Angle-number system) For F = T with the identification Z ∼= F̂ via n 7→ γn
given by γn(e
2πiθ) = e2πinθ, θ ∈ [0, 1). The pair (G ∼= T × Z, σcan) describes
the angle-number system from [7, 41]. The canonical 2-cocycle σcan is given
by
σcan((θ, n), (θ
′, n′)) = e2πinθ
′
, θ, θ′ ∈ [0, 1), n, n′ ∈ Z.
Unlike the bosonic systems, there is no continuous ξ such that ξ(θ, n)2 =
e2πinθ, (θ, n) ∈ T × Z. One of the natural choice (with some discontinuities)
would be
ξ(θ, n) := eπin{θ}, (θ, n) ∈ T× Z
where {x} := x− ⌊x⌋ denotes the fractional part of x ∈ R. Then the normal-
ization σ˜can of σcan is computed as in (4.1), which may not be written in simple
formula, though.
Our choice of Haar measures µ and µ̂ on G respecting (7.5) and (7.2) are
given by∫
G
f(θ, n)dµ(θ, n) =
∫
G
f(θ, n)dµ̂(θ, n) =
∑
n∈Z
∫
T
f(θ, n)dθ
for f(·, n) ∈ C(T) and f(·, n) ≡ 0 except for finitely many n ∈ Z.
Note that the resulting Wigner functions (with respect to σcan and σ˜can) are
different from the existing definitions ([18, 36]) of Wigner functions on the
angle-number system.
(3) (FiniteWeyl system) For F = Znd we identifyG = Z
n
d×Ẑnd ∼= Z2nd via the map
(x, γp) 7→ (x, p), where γp ∈ Ẑnd is given by γp(x) = ω(xTp), x, p ∈ Znd . The
pair (G, σ˜can) was used to describe “quantum systems with a finite number
of states” in [10].
In particular, if d ≥ 3 is odd, then the canonical normalization σ˜can has a
simple formula as follows:
σ˜can(x,y) = ω
−2−1xT Jy,x,y ∈ Z2nd ,
where J =
[
0 In
−In 0
]
∈M2n(Zd) and 2−1 = d+12 is the multiplicative inverse
of 2 in the ringZd. The pair (G, σ˜can)was used to describe “finite dimensional
quantum system” in [23].
Our choice of Haar measures µ and µ̂ on G respecting (7.5) and (7.2) are
µ(A) = µ̂(A) = |A|
dn
for A ⊆ G.
The process of canonical normalization allows the abstract symplectic group to be
larger in some cases.
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Proposition 4.3. Suppose that we may choose a Borel function ξ(x) = σ(x,−x) 12 , x ∈
G, satisfying ξ ◦S = ξ for any S ∈ Sp(G, σ). Then for the canonical normalization σ˜
of the 2-cocyle σ given by σ˜(x,y) = ξ(x)ξ(y)
ξ(x+y)
σ(x,y), x,y ∈ G, we have Sp(G, σ) ⊆
Sp(G, σ˜) and therefore C(G, σ) ⊆ C(G, σ˜).
We end this subsection with a table summarizing calculations on the symmetry
groups Sp(G, σ) and Cgen(G, σ) for the abstract Weyl systems. Here, we use the sym-
bol L =
[
0 0
In 0
]
and note that the last column for the following table focuses on the
issue whether we could identify the generalized Clifford group Cgen(G, σ) with any of
the Clifford group. See Section 7.3 for the details.
TABLE 1. Symmetry groups for abstract Weyl systems
(G, σ) Sp(G, σ) Cgen(G, σ)
(R2n, σcan) {S ∈M2n(R) : STLS = L} = C(R2n, σ˜can)
(R2n, σ˜can) Sp2n(R) = C(R2n, σ˜can)
(T× Z, σcan) {±idT×Z} ∼= Z2 6= C(T× Z, σcan)
(T× Z, σ˜can) {idT×Z} 6= C(T× Z, σcan)
(Z2nd , σcan) odd integer d ≥ 3 {S ∈ M2n(Zd) : STLS = L} = C(Z2nd , σ˜can)
(Z2nd , σ˜can) odd integer d ≥ 3 Sp2n(Zd) = C(Z2nd , σ˜can)
5. FERMIONS, HARDCORE-BOSONS AND MORE: SECOND EXAMPLES
Some of the methods and results associated with the Weyl-Wigner representation of
systems of bosons already have a powerful analogue for fermions. Whereas theWigner
functions for state and observables of bosonic systems are elements of a commutative
algebra (the group algebra in our formalism), the fermionic analogues live in a non-
commutative Grassmann algebra [8, 4].
This approach does not yield a quasi-probability representation. Instead, tractable
solutions are obtained solely through the concept of Gaussian states and Gaussian
unitaries (defined below).
In this section we will provide an alternative formalism for Fermionic systems in
terms of actual real functions over a “phase-space” using the Weyl-Wigner represen-
tation we developed. This approach can easily be extended to the case of mixed spin
systems with a particular case of hard-core bosons.
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5.1. Fermions and associated gaussian states. The n-mode fermionic system is de-
scribed by theMajorana operators cˆ1, . . . , cˆ2n, which are self-adjoint operators acting
onH = C2n = ℓ2(Zn2 ) satisfying the CAR:
{cˆj, cˆk} = 2δjk, 1 ≤ j, k ≤ 2n.
Note that cˆj’s are identified with
cˆ2j−1 = Z ⊗ · · · ⊗ Z ⊗X ⊗ I ⊗ · · · ⊗ I
cˆ2j = Z ⊗ · · · ⊗ Z ⊗ Y ⊗ I ⊗ · · · ⊗ I,
where
X =
[
0 1
1 0
]
, Y =
[
0 −i
i 0
]
, Z =
[
1 0
0 −1
]
,
the usual Pauli matrices for qubit, and we have X and Y at j-th tensor component in
the above.
We call a quantum state acting onH by an n-mode fermionic state. It is well known
that any n-mode fermionic state (more generally any 2n×2n matrix) ρ can be expressed
as a polynomial of Majorana operators. More precisely, we have
ρ = aI +
2n∑
k=1
∑
1≤j1<···<jk≤2n
aj1···jk cˆj1 · · · cˆjk
for some complex numbers a and aj1···jk’s.
One popular tool in the analysis of fermionic systems is Grassmann variables {θj}2nj=1
satisfying θ2j = 0 and θjθk+ θkθj = 0 for 1 ≤ j, k ≤ 2n. We call the unital associative
algebra Gn generated by {θj}2nj=1 as theGrassmann algebra. We consider the following
linear bijection:
ω : M2n = B(H)→ G2n, cˆj1 · · · cˆjm 7→ θj1 · · · θjm
for 1 ≤ j1 < · · · < jm ≤ 2n. For ρ ∈M2n we call ω(ρ) the Grassmann representation
of ρ. An important class of fermionic states are defined by the Grassmann representa-
tion, namely fermionic gaussian states. We call ρ ∈M2n a fermionic gaussian state in
n-modes if
ω(ρ) =
1
2n
exp(
i
2
θTMθ) (5.1)
for someM = −MT ∈ M2n(R) such that MTM ≤ I , where θ = (θ1, · · · , θ2n)T . In
this case, the matrixM is called the covariance matrix of ρ since we have
Mjk =
i
2
Tr(ρ[cˆj , cˆk]), 1 ≤ j, k ≤ 2n.
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5.2. Weyl-Wigner representation for Fermions. We begin with the abstract phase
space G = Z2n2
∼= Zn2 × Ẑn2 . The choice of 2-cocycles is different from (3) and (4) of
Example 4.2 as follows. We define
σfer(x,y) := (−1)xT∆y, x,y ∈ Z2n2 , where ∆ =

0
1 0
1 1 0
.
.
.
.
.
.
. . .
. . .
1 1 · · · 1 0
.
The pair (Z2n2 , σfer) describes the n-mode fermionic system. We can easily see that
σfer is a Heisenberg multiplier (Lemma 7.11). The unique irreducible unitary σfer-
representation (Lemma 7.12)W = Wfer : Z
2n
2 → U(ℓ2(Zn2 )) = U(2n) is given by
Wfer(x) := cˆ
x1
1 · · · cˆx2n2n , x = (x1, · · · , x2n) ∈ Z2n2 .
We have an “equivalent description” of the n-mode fermionic system with the canon-
ical normalization σ˜fer of σfer given by σ˜fer(x,y) =
ξ(x)ξ(y)
ξ(x+ y)
σfer(x,y) with ξ(x) =
σfer(x,−x) 12 , x,y ∈ G. Then, the map W˜ = W˜fer : Z2n2 → U(2n), x 7→Wfer(x)ξ(x)
is the unique irreducible unitary σ˜fer-representation of Z
2n
2 .
Nowwe have two versions of characteristic/Wigner functions for a n-mode fermionic
state ρ, namely (χ,W) and (χ˜, W˜)w.r.t the 2-cocycles σfer and σ˜fer, respectively. More
precisely, we have
χ(x) = Tr(ρW (x)), W(y) = 2−n
∑
x∈Z2n
2
(−1)xT (∆+∆T )yχ(x), (5.2)
χ˜(x) = Tr(ρ W˜ (x)), W˜(y) = 2−n
∑
x∈Z2n
2
(−1)xT (∆+∆T )yχ˜(x), y ∈ G.
Here, we are using the choice of Haar measures µ and µ̂ onG given by µ(A) = µ̂(A) =
|A|
2n
for A ⊆ G, which respect (7.5) and (7.2).
5.3. Mixed spin systems, hardcore-bosons and associated symmetry groups. We
can generalize the Fermionic system according to the following arbitrary choice of
signs
ε : {1, · · · , n} × {1, · · · , n} → {±1}
satisfying (i) ε(i, i) = −1, (ii) ε(i, j) = ε(j, i), 1 ≤ i, j ≤ n. The n-mode mixed spin
system is described by the ε-Majorana operators cˆε,1, . . . , cˆε,2n, which are self-adjoint
operators acting onH = C2n = ℓ2(Zn2 ) satisfying the ε-CAR:
cˆε,2j cˆε,2k − ε(j, k)cˆε,2j cˆε,2k = 2δjk
cˆε,2j−1cˆε,2k−1 − ε(j, k)cˆε,2j−1cˆε,2k−1 = 2δjk
cˆε,2j−1cˆε,2k = ε(j, k)cˆε,2j−1cˆε,2k
for 1 ≤ j, k ≤ n.
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Note that cˆε,j’s are identified with
cˆε,2j−1 = Zε(1,j) ⊗ · · · ⊗ Zε(j−1,j) ⊗X ⊗ I ⊗ · · · ⊗ I
cˆε,2j = Zε(1,j) ⊗ · · · ⊗ Zε(j−1,j) ⊗ Y ⊗ I ⊗ · · · ⊗ I,
where Z1 = I2, Z−1 = Z ∈ M2(C). See [3] for the details and the connection to free
probability.
We use the same abstract phase space G = Z2n2
∼= Zn2 × Ẑn2 for the n-mode mixed
spin system with the choice of 2-cocycle σε given by σε(x,y) := (−1)xT∆εy, x,y ∈
Z2n2 , where
∆ε =

0
1 0
ε˜(1, 2) ε˜(1, 2) 0
ε˜(1, 2) ε˜(1, 2) 1 0
.
.
.
.
.
.
.
.
.
.
.
.
. . .
.
.
.
.
.
.
.
.
.
.
.
.
. . . 0
ε˜(1, n) ε˜(1, n) ε˜(2, n) ε˜(2, n) · · · ǫ˜(n − 1, n) 0
ε˜(1, n) ε˜(1, n) ε˜(2, n) ε˜(2, n) · · · ǫ˜(n − 1, n) 1 0

∈M2n(Z2)
and ε˜(i, j) = 1−ε(i,j)
2
∈ Z2, 1 ≤ i, j ≤ n. The pair (Z2n2 , σε) describes the n-mode
mixed spin system. It is not difficult to check that σε is a Heisenberg multiplier for any
choice of ε (Lemma 7.11). The unique irreducible unitary σε-representation (Lemma
7.12)Wε : Z
2n
2 → U(2n) is given by
Wε(x) := cˆ
x1
ε,1 · · · cˆx2nε,2n, x = (x1, · · · , x2n) ∈ Z2n2 . (5.3)
Note that we recover the fermionic case when ε ≡ −1, i.e. σ−1 = σfer. When ε(i, j) =
1 for all 1 ≤ i 6= j ≤ n the associated quantum system corresponds to hard-core
bosons, in the sense that the ε-Majorana operators cˆε,j behave like Majorana operators,
but commute for different modes [32].
Note finally that we also have canonical normalization σ˜ε and the associated projec-
tive representation W˜ε as before.
Remark 5.1. When n = 1 (i.e. the 1-mode case) we also have σε = σfer = σcan
regardless of the choice of signs ε.
We summarize calculations on the symmetry groups Sp(G, σ) and Cgen(G, σ) for
mixed spin systems in Table 2. Here, Cn is the original Clifford group on n-qubits (by
Gottesman [21, pp. 127–128]) given by
Cn := {U ∈ U(2n) : UPnU∗ ⊂ ±Pn}/T,
where Pn := {A1 ⊗ · · · ⊗ An |Aj ∈ {I,X, Y, Z}} for the Pauli matrices X, Y, Z in
the single qubit system.
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TABLE 2. Symmetry groups for fermions and mixed spin systems
(G, σ) Sp(G, σ) Cgen(G, σ)
(Z2n2 , σfer) {S ∈M2n(Z2) |ST∆S = ∆} Cn
(Z2n2 , σ˜fer) Z3 for n = 1 (open for other cases) Cn
(Z2n2 , σε) {S ∈M2n(Z2) |ST∆εS = ∆ε} Cn
(Z2n2 , σ˜ε) ? (open) Cn
Remark 5.2. There is a generalized Clifford operation on (Z22, σfer) and (Z
2
2, σ˜fer),
which is not a Clifford operation, i.e.
C(Z22, σfer) ( C(Z22, σ˜fer) ( C2 = Cgen(Z22, σfer) = Cgen(Z22, σ˜fer).
Indeed, all the inclusion relations except for C(Z22, σ˜fer) 6= C2 follow from Proposition
7.15 and Proposition 7.22. Note that we can find a generalized Clifford operation U
on (Z22, σfer) with the following pair (S, ξ):
S =
[
0 1
1 0
]
;
x 00 10 01 11
ξ(x) 1 1 1 −1
,
just by checking x 7→ ξ(x)Wfer(Sx) is a σfer-representation of Z22. However, U is not
a Clifford operation on (Z22, σ˜fer) since S /∈ Sp(Z22, σ˜fer). Therefore, C(Z22, σ˜fer) ( C2.
5.4. Non-negative Wigner functions of Fermionic states. Now we investigate non-
negativity ofW =Wρ and W˜ = W˜ρ for a Fermionic state ρ (as in (5.2)) starting from
1-mode case. Note that a 1-mode fermionic state is nothing but a qubit state, so that it
is ρ =
[
a b
c d
]
, a, b, c, d ∈ C with a, d ≥ 0, a+ d = 1, c = b¯, |b|2 ≤ ad.
Theorem 5.3. Let ρ =
[
a b
c d
]
be a 1-mode fermionic state.
(1) We haveWρ ≥ 0 if and only if a = d = 12 , b = c¯ with −12 ≤ Re b± Im b ≤ 12 .
(2) We haveWρ ≥ 0, ρ being pure if and only if a = d = 12 , b = c¯ ∈ {±12 ,±12 i}.
(3) The state ρ is a fermionic gaussian state withWρ ≥ 0 if and only if ρ = 12I2.
With the normalization we get a wider range of states with non-negative Wigner
functions.
Theorem 5.4. Let ρ be a 1-mode fermionic state.
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(1) W˜ρ ≥ 0 if and only if
ρ =
[
a x+ iy
x− iy 1− a
]
with
{
x2 + y2 ≤ a(1− a),
|x± y| ≤ 1
2
(1± (1− 2a)) a, x, y ∈ R. (5.4)
(2) In the above case ρ is a pure state if and only if
{
x2 + y2 = a(1− a),
|x± y| ≤ 1
2
(1± (1− 2a)).
(3) We always have W˜ρ ≥ 0 for any fermionic gaussian state ρ.
For the 2-mode case we still have the following complete picture for the un-normalized
case.
Theorem 5.5. Let ρ be a 2-mode fermionic state.
(1) Wρ ≥ 0 if and only if ρ is of the form
ρ =
1
4

1− a5 a3 + ia4 a1 + ia2 0
a3 − ia4 1 + a5 0 a1 + ia2
a1 − ia2 0 1 + a5 −a3 − ia4
0 a1 − ia2 −a3 + ia4 1− a5
 (5.5)
with (aj)
5
j=1 ⊆ [−1, 1] and
|(a1 + a2)± (a3 + a4)| ≤ 1 + a5
|(a1 − a2)± (a3 − a4)| ≤ 1 + a5
|(a1 + a2)± (a3 − a4)| ≤ 1− a5
|(a1 − a2)± (a3 + a4)| ≤ 1− a5.
(5.6)
(2) There is no pure state ρ withWρ ≥ 0.
(3) The state ρ in (5.5) is fermionic gaussian if and only if aj = 0, 1 ≤ j ≤ 5.
The last result of the above theorem can be extended to higher dimensional cases.
Theorem 5.6. The maximally mixed state 2−nI2n is the only n-mode fermionic gauss-
ian state ρ withWρ ≥ 0.
The normalized case is far more complicated, so that we have restricted results as
follows.
Theorem 5.7. (1) Let ρ be a n-mode fermionic state with Wρ ≥ 0. Then, we
automatically have W˜ρ ≥ 0.
(2) Let ρ be the n-mode fermionic gaussian state with the covariance matrix
M =
n⊕
j=1
[
0 aj
−aj 0
]
, where |aj | ≤ 1, aj ∈ R, 1 ≤ j ≤ n. (5.7)
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Then, W˜ρ ≥ 0 for
∏n
j=1(|aj| + 1) ≤ 2. Moreover, there is a 2-mode pure
fermionic gaussian state ρ such that W˜ρ is not non-negative.
Remark 5.8. We can see that the condition W˜ρ ≥ 0 covers wider range of states than
the conditionWρ ≥ 0, but still not enough to capture all of the fermionic gaussianity.
6. OUTLOOK
The tools we developed provide us with a large class of pseudo-probability distri-
butions (Wigner functions) which generalizes the main known examples. For these
representations to be useful in enabling classical simulations and solutions to the dy-
namics of quantum systems, it is important to have a good characterizations of both
the states with non-negative Wigner functions, and quantum dynamics which preserve
this property.
We made progress on the later, by characterizing the group of quantum transforma-
tions whose effects on the distribution can be represented solely by a transformation
on phase-space (Clifford operations). We have shown that this group is non-trivial
also in the new examples that we proposed (fermions, hard-core bosons and angle-
number system). However in the Fermionic case, we have only fully characterized the
generalized Clifford group, which merely contain the group of interest.
However, apart from a few first results in Section 5.4 and apart from the known
results for bosons and finite Weyl systems, we do not know how to generally charac-
terize the states with non-negative Wigner functions, i.e., how to generalize Hudson’s
theorem. A first simpler steps to be taken in that direction would include a formaliza-
tion of the composition of subsystems and partial traces, and whether these operation
preserve the positivity of the generalized Wigner functions.
To build a more general framework, it is possible to drop the requirement that the 2-
cocycle be a Heisenberg multiplier. This would cover cases where the quantum system
is not a type I factor, or not a factor at all (corresponding to a non-unique projective
representation). The case of a type II factor is considered for instance in Appendix 7.5,
but a full analysis is left for further work.
7. APPENDIX
7.1. Twisted Fourier analysis. In this subsection we collect mathematical aspects of
(twisted) Fourier analysis on groups ([15, 27]) including some of the proofs we need.
Let us begin with the abstract phase space G, which is a locally compact abelian
group equipped with a Haar measure µ, which is translation invariant. The choice of
µ will be fixed later. In harmonic analysis we associate several algebras to the group
G. The first such example would be L∞(G), the algebra of essentially bounded func-
tions on G, which is a commutative von Neumann algebra (via the usual element-wise
multiplication of functions and complex conjugation). The space L1(G) consisting of
µ-integrable functions is the predual of L∞(G) equipped with a commutative Banach
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∗-algebra structure—the group algebra of G—with the the convolution product ∗
(f ∗ g)(x) :=
∫
G
f(x)g(y − x)dµ(x), (7.1)
and the involution f ⋆(x) = f(−x), x ∈ G. The above convolution product f ∗ g
can be extended to the case of g ∈ L2(G) via Young’s inequality, so that we can
define the convolution operator Lf : L
2(G) → L2(G), g 7→ f ∗ g. Then, we get
another commutative von Neumann algebra vN(G) ⊆ B(L2(G)), called the group von
Neumann algebra, generated by convolution operators Lf , f ∈ L1(G).
Commutativity of the algebra vN(G) leads us to the Gelfand representation, vN(G) ≃
L∞(Ĝ), where Ĝ is the dual group of G. Recall that an element χ ∈ Ĝ is a con-
tinuous group homomorphism χ : G → T ∼= U(1). In other words, it is an one-
dimensional (thus, irreducible) unitary representation of G. The above identification
vN(G) ≃ L∞(Ĝ) maps Lf to F(f), where
F : L1(G)→ L∞(Ĝ), f 7→ f̂
is the Fourier transform on G given by
f̂(γ) :=
∫
G
f(x)γ(x)dx, γ ∈ Ĝ.
Note that Definition 3.3 uses the assumption G ∼= Ĝ with the duality Φ : G → Ĝ
to get the symplectic Fourier transform FS(f), which is in general different from the
above f̂ using the canonical identification x ∈ G 7→ γx ∈ Ĝ. The Fourier transform
F is a ∗-algebra homomorphism from the group algebra (L1(G), ∗, ⋆) into the group
von Neumann algebra vN(G) ⊆ B(L2(G)). Moreover, the Fourier transformF can be
extended to a unitary between corresponding L2-spaces, i.e. there is a Haar measure µ̂
on Ĝ such that
F : L2(G)→ L2(Ĝ), f 7→ f̂
is a unitary, which is called the Plancherel theorem. In particular, we have∫
G
f g¯dµ =
∫
Ĝ
f̂ ¯̂gdµ̂, f, g ∈ L2(G). (7.2)
Wemight be able to say that the group von Neumann algebra vN(G) does not exhibit
true quantum nature thanks to its commutativity. However, we may twist the algebra
vN(G) via a 2-cocycle, which results a non-commutative algebra. The convolution
product ∗ twists into a non-commutative product ∗σ (called the twisted convolution)
defined by
(f ∗σ g)(x) :=
∫
G
f(y)g(x− y)σ(y, x− y)dµ(y). (7.3)
We also have a twisted involution f ⋆σ(x) := σ(x,−x)f(−x), x ∈ G. The above
twisted convolution f ∗σ g can also be extended to the case of g ∈ L2(G) via Young’s
inequality, so that we can define the twisted convolution operator Lσf : L
2(G) →
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L2(G), g 7→ f ∗σ g, which in turn generates a non-commutative algebra called the
twisted group von Neumann algebra vN(G, σ) ⊆ B(L2(G)).
The story for twisted Fourier transform is a bit more involved, since we need to
deal with possibly infinite dimensional irreducible twisted unitary representation of
G. This is in stark contrast with the fact that every element γ ∈ Ĝ is a 1-dimensional
irreducible unitary representation of G as mentioned before. In this paper we focus on
the case when the 2-cocycle σ is an Heisenberg multiplier, which forces that there is
only one irreducible σ-representation W : G → U(HW ) up to unitary equivalence.
Now we can define the twisted Fourier transform Fσ by
Fσ : L1(G)→ B(HW ), f 7→ f̂(W ) :=
∫
G
f(x)W (x)dµ(x) ∈ B(HW ),
which is still a ∗-algebra homomorphism from (L1(G), ∗σ, ⋆σ) intoB(HW ). Moreover,
the twisted Fourier transform Fσ can be extended to a unitary between corresponding
L2-spaces. For this result we need preparations. First, the space G×T with the group
law (x, z) · (y, w) = (x + y, zwσ(x, y)) becomes a locally compact group, which we
call the central extension G(σ) of G. Secondly, we recall the regular σ-representation
λσ : G→ B(L2(G)) given by
λσ(x)f(y) = σ(x, y − x)f(y − x), x, y ∈ G, f ∈ L2(G). (7.4)
Theorem 7.1. (Twisted Plancherel theorem, [27, Theorem 7.1]) Suppose, in addi-
tion, that the central extension G(σ) has a type I regular representation. Then the
map
Fσ : L2(G)→ S2(HW ), f 7→ f̂(W )
is a unitary. In particular, we have∫
G
f g¯dµ = Tr(f̂(W )ĝ(W )∗), f, g ∈ L2(G) (7.5)
for an appropriate choice of a Haar measure µ on G. Moreover, we have the unitary
equivalence λσ ∼= W ⊗ 1W with the intertwiner Fσ. Consequently, we have
vN(G, σ) ≃ B(HW ), Lσf =
∫
G
λσ(y)f(y)dµ(y) 7→ f̂(W ).
Remark 7.2. For each of the examples in this paper the central extension G(σ) is
actually a type I group, so that the additional condition in Theorem 7.1 is satisfied.
Indeed, for the cases in Section 4 we may appeal to [33] (with a minor modification)
and [15, p. 207, Example 3]. For the cases in Section 5 we know thatG(σ) is compact,
so that it is type I.
7.2. Characteristic andWigner functions. In this subsection we collect some of the
essential properties of characteristic and Wigner functions.
Proposition 7.3. For any ρ ∈ S1(H) we have χρ ∈ L2(G) and Fσ(χρ) = ρ.
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Proof. Since Fσ : L2(G) → S2(H) is a unitary, span{Fσ(ϕ) : ϕ ∈ Cc(G)} is dense
in S2(H). Here, Cc(G) is the space of all continuous functions on G with compact
support. Consequently, span{Fσ(ϕ1)Fσ(ϕ2)∗ : ϕ1, ϕ2 ∈ Cc(G)} is dense in S1(H).
Now we have ρ = Fσ(ϕ1)Fσ(ϕ2)∗ = Fσ(ϕ1 ∗σ ϕ⋆σ2 ) and
ϕ1 ∗σ ϕ⋆σ2 (·) = 〈λσ(·)ϕ2, ϕ1〉 = Tr(W ∗(·)Fσ(ϕ1)Fσ(ϕ2)∗) = χρ(·).
Here, we used the fact that Fσ ◦ λσ(·) = (W (·)⊗ 1W ) ◦ Fσ. 
Note that the integral
∫
G
f(x)W (x)dµ(x) is well-defined in the strong sense only
for the case of f ∈ L1(G). However, we would like to understand its precise meaning
for more general f .
Proposition 7.4. For f ∈ L2(G) the integral ∫
G
f(x)W (x)dµ(x) defines a bounded
operator on H in the weak sense. Note that it actually is a Hilbert-Schmidt operator
thanks to Theorem 7.1.
Proof. For any ξ, η ∈ H the rank 1 operator |ξ〉〈η| satisfies ‖|ξ〉〈η|‖1 = ‖|ξ〉〈η|‖2 =
‖ξ‖2‖η‖2, so that we have ‖χ|ξ〉〈η|‖2 = ‖ξ‖2‖η‖2. Thus,
|〈η|
∫
G
f(x)W (x)dµ(x)|ξ〉| = |
∫
G
f(x)〈η|W (x)|ξ〉dµ(x)|
= |
∫
G
f(x)χ|ξ〉〈η|dµ(x)|
≤ ‖f‖2‖ξ‖2‖η‖2.

If the function f on G has enough regularity, then the integral
∫
G
f(x)W (x)dµ(x)
even becomes trace class operators, which allows us to generalize Theorem 3.6 in the
case of G = F × F̂ for F = Rn or T with the 2-cocycle σcan as in Example 4.2. For
this choice of group we will consider the “Schwarz class” S(G). ForG = R2n we can
take the usual Schwarz class, but for G = T× Z, we will take
S(G) := {f = (fn)n∈Z : fn ∈ C∞(T), sup
n,m∈Z
(1 + |nm|)k|f̂n
T
(m)| <∞, ∀k ∈ N},
where ĝT(n) refers to the n-th Fourier coefficient of a function g on T. Note that we
have f(θ, n) = fn(θ), n ∈ Z, θ ∈ [0, 1] and it is relatively easy to see that the space
S(G) is invariant under the Fourier transform on G. Indeed, we can easily see that
for any f = (fn)n∈Z ∈ S(G) we have F̂G(f)m
T
(n) = f̂n
T
(m), where FG means the
Fourier transform on G. The “Schwarz class” S(G) is a locally convex topological
vector space with the canonical topology, and we call the topological dual S(G)∗ the
space of all tempered distributions on G following the Euclidean case.
Proposition 7.5. Let G = F × F̂ for F = Rn or T with the 2-cocycle σcan as in
Example 4.2. Then, for any f ∈ S(G) the integral ∫
G
f(x)W (x)dµ(x) is a trace class
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operator. Moreover, for any A = A∗ ∈ B(H) the Wigner functionWA is well-defined
as a tempered distribution on G via
〈WA, ϕ〉 := Tr(AFσ(F−1S (ϕ))), ϕ ∈ S(G).
The above replaces (3.4) for the choice of ρ = Fσ(F−1S (ϕ)) ∈ Fσ(S(G)). This means
that if we take the quantum observableA ∈ B(H), which is a bigger class than S2(H)
then the coincidence of the quantum and the classical expectations remains to be true
if we restrict our choice of states in Fσ(S(G)), a smaller class than D.
Proof. From the definition ofW (y, γ) we can readily see that for any h ∈ L2(F ) and
u ∈ F we have ∫
G
f(y, γ)W (y, γ)dµF(y)dµF̂ (γ)h(u)
=
∫
F
∫
F̂
f(y, γ)γ(u− y)h(u− y)dµF (y)dµF̂ (γ)
=
∫
F
∫
F̂
f(u− y, γ)γ(y)h(y)dµ
F̂
(γ)dµF (y)
=
∫
F
f̂ F̂2 (u− y,−y)h(y)dµF(y),
where f̂ F̂2 means that we are taking F̂ -Fourier transform on the second variable of
the function f . Consequently, the integral
∫
G
f(x)W (x)dµ(x) is an integral operator
acting on L2(F ) with the kernel K(u, y) = f̂ F̂2 (u− y,−y). When F = Rn, it is clear
that K ∈ S(R2n) for f ∈ S(G). When F = T we can see that K ∈ C∞(T2) for
f ∈ S(G) since FT2(f̂ F̂2 )(m,n) = f̂n
T
(m),m,n ∈ Z. Thus, we can conclude that the
corresponding integral operator is a trace class operator ([20, p.120-121] and [5]) in
both of the cases. 
We close this subsection with the proofs of Proposition 3.5 on the properties of
Wigner functions and Theorem 3.10, the Clifford covariance of Wigner functions.
Proof of Proposition 3.5. (1) The fact that χρ(0) = 1 is clear from definition of char-
acteristic functions and
∫
G
Wρ(y)dµ̂(y) = χρ(0) for integrableWρ is from the Fourier
inversion.
(2) We note the integral formulaWρ(y) =
∫
G
Tr(ρW (x)∗)Φ(y)(x)dµ(x). Then the
conclusion follows from the fact that Tr(ρW (−x)∗) = Tr(ρW (x)) = Tr(ρW (x)∗).
Note that the first equality is from the assumption that σ is normalized. 
20
Proof of Theorem 3.10. Let ρ, y, S and U as in Theorem 3.10. Then, for x ∈ G we
have
χUρU∗(x) = Tr(UρU
∗W (x)∗) = Tr(ρU∗SW (y)
∗W (x)∗W (y)US)
= Φ(y)(x)Tr(ρU∗SW (x)
∗US) = Φ(y)(x)Tr(ρW (S
−1x)∗)
= Φ(y)(x)χρ(S
−1x).
Thus, we have for z ∈ G that
WUρU∗(z) =
∫
G
χρ(S
−1x)Φ(y)(x)Φ(z)(x)dµ(x)
=
∫
G
χρ(S
−1x)Φ(z− y)(x)dµ(x)
= C−1S
∫
G
χρ(x)Φ(z− y)(Sx)dµ(x)
= C−1S
∫
G
χρ(x)Φ(S−1(z− y))(x)dµ(x)
= C−1S Wρ(S−1(z− y)).
Here, we use the fact that µ ◦ S is another Haar measure on G, which guarantees the
existence of the constant CS > 0. 
7.3. Symmetry groups Sp(G, σ), C(G, σ) and Cgen(G, σ). First, let us elaborate that
C(G, σ) and Cgen(G, σ) actually define groups.
Proposition 7.6. Let Ui, i = 1, 2 be (resp. generalized) Clifford operations on (G, σ).
Then, U1U2 is another (resp. generalized) Clifford operation on (G, σ) upto a phase
factor.
Proof. We only check the case of Clifford operations since the other case can be ob-
tained similarly. Suppose that Ui, i = 1, 2 are of the form Ui = W (yi)USi for yi ∈ G,
Si ∈ Sp(G, σ), i = 1, 2. Then, we have for any x ∈ G that
U1U2W (x)U
∗
2U
∗
1 = W (y1)US1
(
W (y2)US2W (x)U
∗
S2
W (y2)
∗
)
U∗S1W (y1)
∗
= Φ(y2)(S2x)W (y1)US1W (S2x)U
∗
S1
W (y1)
∗
= Φ(y1)(S1S2x)Φ(y2)(S2x)W (S1S2x)
= Φ
(
(S1S2)
−1(y1 + S1y2)
)
(x)W (S1S2x).
Now we compare the above with (3.6) and appeal to the Schur’s lemma for twisted
representations to conclude that U1U2 and US1S2W (y1 + S1y2) coincide upto a phase
factor. Note that the latter is a Clifford operations on (G, σ). 
Remark 7.7. From the above proof we can read out that the underlying group law is
(y1, S1) · (y2, S2) = (y1 + S1y2, S1S2) for Si ∈ Sp(G, σ) and yi ∈ G, i = 1, 2. Thus,
C(G, σ) ∼= G⋊ Sp(G, σ), and we actually get the conlusion of Proposition 3.13.
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Let us continue with a simple observation on the Weyl operators.
Lemma 7.8. The set {W (x) : x ∈ G} is linearly independent.
Proof. Suppose not. Then we can choose the minimal n ≥ 2 such that there exist
distinct xj ∈ G and nonzero constants aj , j = 1, · · · , n satisfying
a1W (x1) + · · ·+ anW (xn) = 0. (7.6)
Taking conjugation with repsect toW (y) we get
Φ(x1)(y)a1W (x1) + Φ(x2)(y)a2W (x2) + · · ·+ Φ(xn)(y)anW (xn) = 0
and consequently
a1W (x1) + Φ(x2 − x1)(y)a2W (x2) + · · ·+ Φ(xn − x1)(y)anW (xn) = 0 (7.7)
by multiplying Φ(x1)(y) in both sides. Combining (7.6) and (7.7) we get
(1− Φ(x2 − x1)(y))a2W (x2) + · · ·+ (1− Φ(xn − x1)(y))anW (xn) = 0
with the left hand side ≤ n − 1-terms. This contradicts the minimality of n since we
can take an appropriate y ∈ G such that 1 − Φ(x2 − x1)(y) 6= 0, which is thanks to
the fact that σ is a Heisenberg multiplier. 
Note that lemma 7.8 does not necessarily hold if σ is not a Heisenberg multiplier. If
σ ≡ 1, for example, every irreducible σ-representation is actually a character η ∈ Ĝ.
However, the set {η(x) : x ∈ G} ⊆ C is never linearly independent.
Now we have a better understanding on the elements of the group Cgen(G, σ).
Proposition 7.9. Let U ∈ U(H) be a generalized Clifford operation on (G, σ) with the
associated maps ξ : G → T and S : G → G satisfying (3.7). Then, S is an injective
homomorphism satisfying
ξ(x)ξ(y)σ(Sx, Sy) = ξ(x+ y)σ(x,y) (7.8)
and
σ(Sx, Sy)σ(Sy, Sx) = σ(x,y)σ(y,x). (7.9)
In particular, S is an isomorphism if G is a finite group.
Proof. Let x,y ∈ G. Comparing the terms UW (x)W (y)U∗ = UW (x)U∗UW (y)U∗
and UW (x+ y)U∗, we have
ξ(x)ξ(y)σ(S(x), S(y))W (S(x) + S(y)) = ξ(x+ y)σ(x,y)W (S(x+ y)).
By lemma 7.8, we have S(x) + S(y) = S(x + y), which means that S is a homo-
morphism, and (7.8). By swapping the variables x and y and taking quotient, we
get (7.9). For the injectivity of S we consider x ∈ G with Sx = 0. Then, we have
UW (x)U∗ = ξ(x)I = ξ(x)UW (0)U∗ and consequently x = 0 by lemma 7.8. Finally,
if G is a finite group, injectivity of S also implies surjectivity. 
Now we can prove Proposition 3.16 using the above.
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proof of Proposition 3.16. (2) ⇔ (3) directly follows from (7.8), and (1) ⇒ (2) is
trivial. Thus it suffices to show (2) + (3) ⇒ (1). Since σ is a Heisenberg multiplier,
we can choose unique y0 ∈ G such that ξ(x) = Φ(y0)(x) = σ(y0,x)σ(x,y0) for
x ∈ G. Setting y = Sy0, we have W (y)USW (x)U∗SW (y)∗ = Φ(y)(Sx)W (Sx) =
ξ(x)W (Sx), and therefore U = W (y)US up to a phase. Hence U is a Clifford opera-
tion. 
We also have the partial converse of Proposition 7.9.
Proposition 7.10. If an automorphism S : G → G satisfies (7.9), then there is a
generalized Clifford operation U on (G, σ) and a Borel map ξ related by (3.7).
Proof. We letm(x,y) := σ(x,y)
σ(Sx,Sy)
, which is a 2-cocycle satisfyingm(x,y) = m(y,x)
for x,y ∈ G. By [12, Lemma 3] we know that the 2-cocycle m is trivial, i.e. there
exists a Borel function ξ : G → T such that m(x,y) = ξ(x)ξ(y)/ξ(x+ y). Conse-
quently, a map x ∈ G 7→ ξ(x)W (Sx) is a σ-representation, which is also irreducible
since S is an isomorphism. Now we appeal to Stone-von Neumann-Mackey theorem
([12, Theorem 4]) to get the generalized Clifford operation we want. 
Before proceeding any further, we verify what we have missed for the 2-cocycles
for the Fermionic system and the mixed spin systems.
Lemma 7.11. For any choice of ε : {1, . . . , n} × {1, . . . , n} → {±1} as in Section
5.3, σε is a Heisenberg multiplier. In particular, σfer = σ−1 is a Heisenberg multiplier.
Proof. We have the formula Φε(x)(y) := σε(x,y)σε(y,x) = (−1)xT (∆ε+∆Tε )y for
x,y ∈ Z2n2 . To prove Φε : Z2n2 → Ẑ2n2 ∼= Z2n2 is an isomorphism, it suffices to
show that the matrix ∆ε + ∆
T
ε ∈ M2n(Z2) is invertible. For simplicity, we use some
temporary notations E =
[
1 1
1 1
]
, Ω =
[
0 1
1 0
]
and ε˜ij = ε˜(i, j). Then ∆ε +∆
T
ε can be
written as
∆ε +∆
T
ε =

Ω ε˜12E ε˜13E · · · ε˜1nE
ε˜12E Ω ε˜23E · · · ε˜2nE
ε˜13E ε˜23E Ω · · · ε˜3nE
...
...
...
. . .
...
ε˜1nE ε˜2nE ε˜3nE · · · Ω

.
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Now the invertibility of ∆ε + ∆
T
ε follows once we note the matrix identity P
T (∆ε +
∆Tε )P =
⊕n
j=1Ω, where
P =

I2 ε˜12E ε˜13E · · · ε˜1nE
0 I2 ε˜23E · · · ε˜2nE
0 0 I2 · · · ε˜3nE
...
...
...
. . .
...
0 0 0 · · · I2

,
from the relations ΩE = EΩ = E and E2 = 2E = 0. 
Lemma 7.12. For any choice of ε : {1, . . . , n} × {1, . . . , n} → {±1} as in Section
5.3 the mapWε from (5.3) is actually the unique (upto unitary equivalence) irreducible
unitary σε-representation of the group Z
2n
2 .
Proof. We only need to check the irreducibility ofWε, which we appeal to the twisted
version of Schur’s lemma. Let X be an intertwiner of Wε, then we know that X
commutes with each of Wε(x), x ∈ Z2n2 and consequently with span{Wε(x) : x ∈
Z2n2 } = M2n(C), so that it is a scalar multiple of the identity. The latter equality
comes from the fact that {Wε(x) : x ∈ Z2n2 } forms an orthogonal basis of M2n(C)
with respect to the trace inner product. 
Now we determine the symmetry groups (i.e. symplectic and generalized Clifford
groups) in Table 1 and 2.
Proposition 7.13. We have Sp(R2n, σcan) = {S ∈ M2n(R) : STLS = L} where
L =
[
0 0
In 0
]
, and Sp(R2n, σ˜can) = Sp2n(R) ⊆ SL2n(R)
Proof. Note that σcan(x) = exp(ix
TLy), x,y ∈ R2n. If S ∈ Sp(R2n, σcan), then the
relation exp(ixTSTLSy) = exp(ixTLy) for all x,y ∈ R2n implies
xT (STLS)y = xTLy + 2πn(x,y)
for some function n : R2n × R2n → Z with n(0, 0) = 0. Since S is continuous, so is
n. Thus n ≡ 0 and STLS = L.
Conversely, suppose S ∈ M2n(R) and STLS = L. Then, σcan-preserving property
is clear and we only need to check S ∈ SL2n(R). Indeed, we also have STLTS = LT
so STJS = ST (LT − L)S = LT − L = J . By taking pfaffian on both sides of
STJS = J we have det(S) = 1 (Recall that the pfaffian pf(A) of A = (aij) =
−AT ∈ M2n(R) is given by pf(A) := 1n!2n
∑
π∈S2n
aπ(1)π(2) · · · aπ(2n−1)π(2n), where
S2n is the symmetric group of degree 2n, and we have pf(BAB
T ) = det(B)pf(A) for
another B ∈ M2n(R). Moreover, we clearly have pf(J) = 1). Now the rest of the
statements can be shown similarly. 
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Remark 7.14. By similar arguments as the above we have the following:
Sp(Z2nd , σcan) = {S ∈M2n(Zd)|STLS = L} ⊆ SL2n(Zd), where L =
[
0 0
In 0
]
,
Sp(Z2nd , σ˜can) = Sp2n(Zd) ⊆ SL2n(Zd), d ≥ 3, odd integer,
Sp(Z2n2 , σfer) = {S ∈M2n(Z2)|ST∆S = ∆},
Sp(Z2n2 , σǫ) = {S ∈M2n(Z2)|ST∆ǫS = ∆ǫ} ⊆ SL2n(Z2).
For low rank cases we were only able to determine the following symplectic groups
via tedious calculations, which we omit the details.
Proposition 7.15. We have

Sp(Z22, σfer) = {I},
Sp(Z22, σ˜fer) = {I, S, S2} ∼= Z3, where S =
[
0 1
1 1
]
,
Sp(Z42, σfer) = {I, S, S2} ∼= Z3, where S =
[
1 1 0 0
0 1 1 0
0 1 0 0
0 1 0 1
]
.
Now we consider the case G = T × Z. We first determine its (topological) au-
tomorphism group. Here, we identify T ∼= [0, 1) with the Z-modular addition, i.e.
α = β (modZ) means that α− β ∈ Z.
Lemma 7.16. The topological automorphism group Aut(T× Z) is isomorphic to the
quotient of the matrix group {
[
m α
0 k
]
: (α,m, k) ∈ R × {±1}2} with respect to
the subgroup {
[
1 α
0 1
]
: α ∈ Z}. More precisely, for any S ∈ Aut(T × Z) there is
(α,m, k) ∈ T× {±1}2 such that S(θ, n) = (mθ + nα, nk), (θ, n) ∈ T× Z.
Proof. For S ∈ Aut(T×Z)we set S(0, 1) = (α, k) ∈ T×Z. Since S(·, 0) : T→ T×Z
is a continuous homomorphism with S(0, 0) = (0, 0), so that RanS(·, 0) ⊆ T × {0}.
Thus, S(·, 0) is a character on T, so that there is m ∈ Z such that S(θ, 0) = (mθ, 0),
θ ∈ [0, 1). Then, we have
S(θ, n) = S(θ, 0) + S(0, n) = (mθ + nα, nk), (θ, n) ∈ T× Z.
The bijectivity of S imply thatm, k ∈ {±1} and the choice of α can be arbitrary. 
Remark 7.17. It is straightforward to see that any element in Aut(T × Z) is a µ-
preserving map on T× Z.
Theorem 7.18. We have Sp(T×Z, σcan) = {±idT×Z} and Sp(T×Z, σ˜can) = {idT×Z}.
Proof. We begin with S ∈ Aut(T × Z) associated with (α,m, k) ∈ T × {±1}2. If
S ∈ Sp(T×Z, σcan), then it is straightforward to see that the σcan-preserving property
says that
θ = mkθ + nkα (modZ)
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for any θ ∈ T and n ∈ Z. Thus, we have mk = 1 and α = 0, where the cases
(m, k) = (1, 1) and (m, k) = (−1,−1) correspond to S = idT×Z and S = −idT×Z,
respectively.
Now we move to the second case, namely σ˜can-preserving property of S. Recall that
ξ was chosen to be ξ(θ, n) = eπin{θ} with the fractional part {x} = x − ⌊x⌋. Note
that we have ξ(θ, n)2 = e2πinθ, which is much simpler than the expression for ξ itself.
Hence the equation σ˜can(S(θ, n), S(θ
′, n′))2 = σ˜can((θ, n), (θ
′, n′))2 implies
n′θ − nθ′ = mkn′θ −mknθ′ (modZ)
for any θ, θ′ ∈ T and n, n′ ∈ Z, which still deducesmk = 1.
Whenm = k = 1 and α ∈ (0, 1), the σ˜can-preserving property is equivalent to
ξ(θ, n)ξ(θ′, n′)
ξ(θ + θ′, n+ n′)
=
ξ(θ + nα, n)ξ(θ′ + n′α, n′)
ξ(θ + θ′ + (n+ n′)α, n+ n′)
e2πinn
′α
for all θ, θ′ ∈ [0, 1) and n, n′ ∈ Z. Since 0 < α < 1, we may select n = 1, n′ = 0, θ =
0, and θ′ = 1− α ∈ (0, 1) to have
−1 = ξ(1− α, 1)ξ(α, 1) = ξ(1, 1) = ξ(0, 1) = 1,
a contradiction. Whenm = k = −1 and α ∈ [0, 1), we similarly have
ξ(θ, n)ξ(θ′, n′)
ξ(θ + θ′, n+ n′)
=
ξ(−θ + nα,−n)ξ(−θ′ + n′α,−n′)
ξ(−(θ + θ′) + (n+ n′)α,−(n+ n′))e
−2πinn′α.
Choosing n = 1, n′ = 0, θ = 0 and θ′ = 1+α
2
, we get another contradiction
1 =
ξ
(
1+α
2
, 1
)
ξ(α,−1)
ξ
(
−1+α
2
,−1) = ξ
(
1+α
2
, 1
)
ξ(α,−1)
ξ
(
1+α
2
,−1) = −1
for any α ∈ [0, 1), which means that the case m = k = 1, α = 0, i.e. S = idT×Z, is
the only possibility we have. 
Let us turn our attention to the case of generalized Clifford group Cgen(G, σ) and
begin with the following easy observation.
Lemma 7.19. Let σ1 and σ2 be two Heisenberg multipliers on G, and letWj , j = 1, 2,
be the irreducible σj-representation of G, respectively. Suppose there exists a Borel
map η : G→ T and a homeomorphism T : G→ G such that
W2(x) := η(x)W1(Tx), x ∈ G.
Then Cgen(G, σ1) = Cgen(G, σ2). In particular, if σ1 and σ2 are similar 2-cocyles on
G, then Cgen(G, σ1) = Cgen(G, σ2).
Proof. Suppose U is a generalized Clifford operation on (G, σ2) with the associated
maps ξ and S, i.e. UW2(x)U
∗ = ξ(x)W2(Sx), x ∈ G. Then we have
UW1(x)U
∗ =
[
ξ(T−1x)
η(ST−1x)
η(T−1x)
]
W1(TST
−1x), x ∈ G,
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showing Cgen(G, σ2) ⊂ Cgen(G, σ1). Since T is invertible, we also have the reverse
inclusion, so that Cgen(G, σ1) = Cgen(G, σ2).

Theorem 7.20. We have
{
Cgen(R2n, σcan) = Cgen(R2n, σ˜can) = C(R2n, σ˜can),
Cgen(Z2nd , σcan) = Cgen(Z2nd , σ˜can) = C(Z2nd , σ˜can)
for an
odd integer d ≥ 3.
Proof. We first consider the case ofR2n. By Lemma 7.19, it suffices to show Cgen(R2n, σ˜can) =
C(R2n, σ˜can). Consider a generalized Clifford operation U associated with the maps ξ
and S. Proposition 7.9 tells us that S is a homomorphism, in other words, a Z-linear
map, which in turn is a Q-linear map. The continuity of S actually means that S is
R-linear, so that we have S ∈ M2n(R). Now we get S ∈ Sp2n(R) from (7.9) and the
formula σ˜can(x,y) = exp
(− i
2
xTJy
)
as in the proof of Proposition 7.13. Finally, we
appeal to Proposition 3.16 for the conclusion. The case Z2nd can be done similarly. 
Theorem 7.21. We have C(T×Z, σcan) ( Cgen(T×Z, σcan) = Cgen(T×Z, σ˜can). More
precisely, a continuous map S : T × Z → T × Z corresponds to some generalized
Clifford operation on (T × Z, σcan) if and only if S ∈ Aut(T × Z) associated with
(α,m, k), as in Lemma 7.16, such thatm = k = ±1.
Proof. The equality Cgen(T × Z, σcan) = Cgen(T × Z, σ˜can) directly follows from
Lemma 7.19. For the second statement we begin with a generalized Clifford op-
eration U on (T × Z, σcan) associated with the maps ξ and S. Since S is a homo-
morphism (Proposition 7.9), there are m, k ∈ Z and α ∈ [0, 1) such that S(θ, n) =
(mθ + nα, nk), (θ, n) ∈ T × Z as in the proof of Lemma 7.16. Now the condition
(7.9) tells us that
nθ′ − n′θ = nk(mθ′ + n′α)− n′k(mθ + nα)) = mk(nθ′ − n′θ)
for any (θ, n), (θ′, n′) ∈ T × Z. Therefore m = k = ±1 and S ∈ Aut(T × Z). For
the converse, we may appeal to Proposition 7.10. This also explains C(T×Z, σcan) (
Cgen(T× Z, σcan). 
Recall Pn = {A1⊗· · ·⊗An |Aj ∈ {I,X, Y, Z}} and the Clifford group Cn = {U ∈
U(2n) : UPnU
∗ ⊂ ±Pn}/T on n-qubit system.
Theorem 7.22. For any choice signs ε as in Section 5.3 we have Cgen(Z2n2 , σε) =
Cgen(Z2n2 , σ˜ε) = Cn. In particular, we have Cgen(Z2n2 , σfer) = Cgen(Z2n2 , σ˜fer) = Cn.
Proof. Recall the irreducible representationsWε andWfer. Note that the set {Wε(x) :
x ∈ Z2n2 } coincides with Pn (regardless of the choice of ε) upto phase factors at each
point on Z2n2 . This means that Cn ⊆ Cgen(Z2n2 , σε) and there are η : Z2n2 → T and a
bijection T : Z2n2 → Z2n2 such that Wε(x) = η(x)Wfer(Tx), x ∈ Z2n2 . By Lemma
7.19, we have
Cgen(Z2n2 , σε) = Cgen(Z2n2 , σ˜ε) = Cgen(Z2n2 , σfer) = Cgen(Z2n2 , σ˜fer).
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Conversely, we consider a generalized Clifford operation U on (Z2n2 , σfer) associated
with ξ and S. Let us writeWfer(x) = k(x)Σ(x) for some k : Z
2n
2 → T and Σ : Z2n2 →
Pn. Then, we have
UΣ(x)U∗ =
[
ξ(x)
k(Sx)
k(x)
]
Σ(Sx), x ∈ Z2n2 .
Since Σ(x)2 = I for all x ∈ Z2n2 we can see that the coefficient term ξ(x)k(Sx)k(x) must be
±1 for all x ∈ Z2n2 . This proves UPnU∗ ⊂ ±Pn and therefore the coset U · T belongs
to Cn. 
7.4. Non-negativity of Wigner functions for Fermionic states. The following easy
observation will be quite handy for us to determine the class D(H)W≥0, which is
due to the inversion formula for the symplectic Fourier transform on Z2n2 : χ(x) =
2−n
∑
y∈Z2n
2
(−1)xT (∆+∆T )yW(y).
Proposition 7.23. Let ρ be a n-mode fermionic state withWρ being real-valued. Then,
the associated characteristic function χ = χρ is also a real-valued function.
Proof of Theorem 5.3: (1) We can easily see that χ = χρ is given by χ(00) = a + d,
χ(11) = i(d − a), χ(10) = b + c, χ(01) = −i(b − c). Proposition 7.23 tells us that
χ(11) ∈ R, so that a = d = 1
2
. Now we set b = x+ iy, then we have
2W(00) = χ(00) + χ(10) + χ(01) + χ(11) = 1 + 2(x+ y)
2W(10) = χ(00) + χ(10)− χ(01)− χ(11) = 1 + 2(x− y)
2W(01) = χ(00)− χ(10) + χ(01)− χ(11) = 1 + 2(−x+ y)
2W(11) = χ(00)− χ(10)− χ(01) + χ(11) = 1 + 2(−x− y).
Thus,W ≥ 0 if and only if−1
2
≤ x± y ≤ 1
2
. Note that the condition−1
2
≤ x± y ≤ 1
2
implies the condition |b|2 = x2 + y2 ≤ 1
4
= ad. Combining all the observations we
made so far, we get (2).
(2) Trivial.
(3) Immediate from the above results. 
Proof of Theorem 5.5: We will first look into vanishing of characteristic functions at
certain points to narrow down on the choice of ρ.
Note that χ(1100) ∈ iR sinceTr(ρc1c2) = Tr([ρc1c2]∗) = Tr(c2c1ρ) = −Tr(ρc1c2).
From Proposition 7.23 we get χ(1100) = 0. We similarly get χ(x) = 0 for ‖x‖ =
x1 + x2 + x3 + x4 = 2 or 3. By the inversion formula we get
ρ =
1
4
(1 + a1cˆ1 + a2cˆ2 + a3cˆ3 + a4cˆ4 + a5cˆ1cˆ2cˆ3cˆ4),
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where aj ∈ R with |aj| ≤ 1 for 1 ≤ j ≤ 5. The restriction on aj’s comes from
χ(x) ∈ R for ‖x‖ = 0, 1 or 4 and |χ(x)| = |Tr(ρC(x))| ≤ Tr(|ρ|) = 1. Now we have
the associated Wigner function
4W(y) = 1+(−1)‖y‖−y1a1+(−1)‖y‖−y2a2+(−1)‖y‖−y3a3+(−1)‖y‖−y4a4+(−1)‖y‖a5,
so that we can readily check that W ≥ 0 if and only if the condition (5.6) holds via
tedious calculations.
From the canonical matrix realization of cˆj’s we get (5.5). Then, checking the de-
terminants of left upper square blocks of ρ (this also demands tedious calculations)
allows us to see that ρ ≥ 0 if and only if a21 + a22 + a23 + a24 ≤ 1− a25, which is implied
by the condition (5.6). Combining all the above we get (1).
For (2) we examine the condition Tr(ρ2) = 1, which is the same as a21 + a
2
2 + a
2
3 +
a24 + a
2
5 = 3. Since |aj | ≤ 1, 1 ≤ j ≤ 5 we have by (5.6) that
3− |a5|2 = a21 + a22 + a23 + a24 ≤ |a1|+ |a2|+ |a3|+ |a4| ≤ 1 + |a5|.
This implies that |a5| = 1 and we have equality a21+a22+a23+a24 = |a1|+ |a2|+ |a3|+
|a4|, which means that |aj| = 1, 1 ≤ j ≤ 5. However, all the possible cases contradict
the condition (5.6).
(3) See the next more general result. 
Proof of Theorem 5.6: As in the proof of Theorem 5.5 the condition Wρ ≥ 0 tells
us that χ(x) = 0 for ‖x‖ = 2, which means all second moments of ρ vanish. Con-
sequently, the Wick formula [4, p.4] says that all the moments of ρ vanish except the
zero moment, namely Tr(ρ) = 1 = χ(0), which means that the state is the maximally
mixed state by the inversion formula. Conversely, for 2−nI2n the associated Wigner
function is constant 1 function, which is clearly non-negative. 
Proof of Theorem 5.4: We begin with ρ =
[
a b
c d
]
, then χ and χ˜ coincide except the
following point: χ˜(11) = d− a. Then, for b = x+ iy we have
2W˜(00) = 1 + d− a + 2(x+ y)
2W˜(10) = 1− (d− a) + 2(x− y)
2W˜(01) = 1− (d− a) + 2(−x+ y)
2W˜(11) = 1 + d− a + 2(−x− y),
which leads us to the condition (5.4).
(2) Trivial.
(3) This is immediate from the fact that a 1-mode fermionic gaussian state is a
diagonal matrix and the above result (1). 
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Proof of Theorem 5.7: (1) We first observe that for χ(x) ∈ R for any x ∈ Z2n2 by
Proposition 7.23. Since
χ(x) = Tr(W (x)ρ) = Tr(W (x)∗ρ) = σfer(x,x)Tr(W (x)ρ) = σfer(x,x)χ(x),
we know that χ(x) 6= 0 if and only if σfer(x,x) = 1 if and only if W˜ (x) = W (x).
This means that χ = χ˜, which leads us to the conclusion we wanted.
(2) Let ρ be the n-mode fermionic gaussian state with the correlation matrixM from
(5.7). We can readily check that
2nρ = 1 + i
∑
1≤j≤n
aj cˆ2j−1cˆ2j +
i2
2!
(
∑
1≤j≤n
aj cˆ2j−1cˆ2j)
2 + · · ·+ i
n
n!
(
∑
1≤j≤n
aj cˆ2j−1cˆ2j)
n
= 1 + i
∑
1≤j≤n
aj cˆ2j−1cˆ2j + i
2
∑
1≤j1<j2≤n
aj1aj2 cˆ2j1−1cˆ2j1 cˆ2j2−1cˆ2j2
+ · · ·+ ina1 · · · ancˆ1cˆ2n.
From the above formula we can easily read out the characteristic function χ˜. In partic-
ular, we can see that |χ˜(x)|, x ∈ Z2n2 \{0}, are of the form |aj1 · · · ajk | for 1 ≤ k ≤ n,
1 ≤ j1 < · · · < jk ≤ n. This, in turn, tells us that |W˜(y)| ≥ 2 −
∏n
j=1(|aj| + 1) for
any y ∈ Z2n2 . This explains the first claim.
For the second claim we take a1 = a2 = 1 in (5.7), then we can readily check that
W˜(0000) = 1− a1 − a2 − a1a2 = −2 < 0.

7.5. The case of quantum torus: when the 2-cocycle is not an Heisenberg mul-
tiplier. In this subsection we discuss an abstract Weyl-Wigner representation for the
quantum torus, which corresponds to the case when the associated 2-cocycle is not an
Heisenberg multiplier.
Our phase space is the group G = Z2, the 2-dimensional integer lattice, equipped
with the 2-cocycle σθ (θ ∈ (0, 1) irrational) given by
σθ((m,n), (m
′, n′)) = e−πiθ(mn
′−m′n), m, n,m′, n′ ∈ Z,
which is clearly normalized. We can see that σθ s nothing but the restriction of σboson
to the subgroup
√
2πθZ2 ∼= Z2 of R2.
Since Z2 is clearly not a self-dual group, which means that σθ is a an Heisenberg
multiplier. Consequently, we can not expect that σθ-representation theory could be
simple as in the case of Heisenberg multipliers. Indeed, the twisted group von Neu-
mann algebra vN(Z2, σθ) actually becomes the hyperfinite type II1 factor. In particu-
lar, it is not of the form B(H) for some Hilbert space H as in Theorem 7.1. Note that
the reduced twisted group C∗-algebra C∗r (Z
2, σθ) generated by twisted convolution
operators Lσf ∈ B(ℓ2(Z2)), f ∈ ℓ1(Z2) is nothing but the irrational rotation algebra or
C(T2θ), the C
∗-algebra of the “continuous functions on the quantum torus”. The last
symbol suggests us the notation L∞(T2θ) instead of vN(Z
2, σθ) for consistency.
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We can still apply the abstract Weyl-Wigner formalism for this system as follows.
We begin with the quantum state ρ, which is an element of L1(T2θ)+ (the positive cone
of the predual of L∞(T2θ)) satisfying τ(ρ) = 1, where τ is the canonical (normal) trace
on L∞(T2θ). Then, we define the associated characteristic function χρ on Z
2 by
χρ(m,n) = τ(ρλσθ(m,n)
∗), m, n ∈ Z,
where λσθ : Z
2 → L∞(T2θ) ⊆ B(ℓ2(Z2)) is the regular σθ-representation from (7.4).
In other words, we are replacing the unique σ-representation W in the Heisenberg
multiplier case with λσθ . See Theorem 7.1 for their relationship in the Heisenberg
multiplier case.
Now we define the associated Wigner functionWρ on T2 (the usual 2-torus) as the
Z2-Fourier transform of χρ. More precisely, we have
Wρ(s, t) :=
∑
m,n∈Z
χρ(m,n)e
−2πi(ms+nt), s, t ∈ [0, 1).
We close this subsection with the following coincidence of quantum and classical ex-
pectations:
τ(ρA) =
∫ 1
0
∫ 1
0
Wρ(s, t)WA(s, t)dsdt
for any quantum state ρ and any quantum observable A = A∗ ∈ L∞(T2θ). Note that
the above identity can be easily checked from the fact that τ(λσθ(m,n)) = δ(m,n),(0,0)
and the Plancherel formula on Z2.
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