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The primitive elements of a finite field are those elements of the field that 
generate the multiplicative group of k. I f  f(x) is a polynomial over k of small 
degree compared to the size of k, thenf(x) represents at least one primitive element 
of k. Also&) represents an Zth power at a primitive element of k, if I is also small. 
As a consequence of this, the following results holds. 
THEOREM. Let g(x) be a square-free polynomial with integer coeflcients. For 
all but finitely many prime numbers p, there is an integer a such that g(a) is 
equivalent to a primitive element modulo p. 
THEOREM. Let I be a fixed prime number and f (x) be a square-free polynomial 
with integer coefJicients with a non-zero constant term. For all but finitely many 
primes p, there exist integers a and b such that a is a primitive element and 
f(a) 3 b’ modulo p. 
1 
Let k be a finite field with 1 k 1 = q. The multiplicative group of k is a cyclic 
group and the generators of this group are called the primitive elements of k. 
This paper consists of two results otithe connections between the primitive 
elements of k and polynomials of small degree in k[x]. These results are best 
illustrated by stating their consequences when applied to the prime tields 27,. 
A primitive element modulo p is simply a primitive element of 2, represented 
as an integer between 1 and p - 1. 
THEOREM 1. Let g(x) be a square-free polynomial with integer 
coeflcients. For all but finitely many prime numbers p, there is an integer a 
such that g(a) is equivalent to a primitive element modulo p. 
THEOREM 2. Let 1 be any fixed prime number, and let f(x) be a square- 
free polynomial with integer coeflcients and a non-zero constant term. For 
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all but finitely many prime numbers p, there exist integers a and b such that 
a is a primitive element and f (a) = b’(mod p). 
These two results are connected by the fact that the methods of proof are 
virtually the same; they are generalizations of earlier results of Madden and 
Vilez [4]. 
2 
In this section we review some facts from the theory of congruence 
function fields. A congruence function field is a finitely generated extension 
of a finite field of transcendence degree 1; they are global fields, and the 
class field theory holds for them. In this paper we will be content with 
considering these fields as finite extensions of the field of rational functions 
k(x). We will use the basic factorization theory found in [ 1, 21 together with 
Andre Weil’s famous theorem, the Riemann hypothesis for congruence 
function fields. 
Let K be a congruence function field of genus g with exact field of 
constants k; 1 kl = q. The prime divisors of degree one in K are those prime 
divisors whose residue field is isomorphic to k. Weil’s theorem gives bounds 
on N, the number of primes of degree one in K; namely, 
IN, - (9 + 111 < &3Y. 
There are exactly (q + 1) prime divisors of degree one in the rational 
function field k(x). They are the q divisors associated with the prime 
polynomials x - a, a E k, and the “infinite” prime associated with the degree 
map. 
If + is a prime divisor in k(x) and K is a finite extension of k(x) in which 
k is algebraically closed, then + extends to a finite number of prime divisors 
of K. As in algebraic number fields only a finite number of prime divisors of 
k(x) ramify in K. Further, if 9 is a prime divisor of K over # in k(x), the 
residue field mod 9 is a finite extension of the residue field mod ;fz. So we 
see that a prime of degree one in K must lie over a prime of degree one in 
k(x)- 
LEMMA 1. Let k be a Jnite field with 1 kl = q, and let s be an integer 
dividing q - 1. Iff( x is a polynomial of degree d with coeflcients in k that ) 
is square free, then the congruence function field K defined by 
K = k(x,y); YS =.0x) 
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has k for its exact field of constants and has genus g bounded by 
g<j(d- l)(s- 1). 
Proof. The field K is a Kummer extension of k(x). Hasse [3] showed 
that k is the exact field of constants of such a field, and he also gave the 
factorization of prime divisors in such extensions. The only prime divisors of 
k(x) that ramify in K are those associated with prime polynomials that 
dividef(x) and possibly the infinite prime. Now k is perfect; K is a normal 
extension of k(x) of degree s relatively prime to the characteristic, and so all 
ramification is tame. This allows us to calculate the degree of the different. 
Let the prime factorization off(x) be given by 
fCx)= fiPdx)* 
i=l 
Let +, represent the prime divisors of k(x) associated with the prime 
polynomials pi(x), i = 1, 2 ,..., m; let f,, represent the infinite prime. Further, 
let Yij 1 <j < g, be the prime divisors of K that lie over hi, and letA and e, 
be the degree of inertia and the ramification index, respectively. Since all 
ramification is tame we can write down the different of the extension: 
6(K : k(x)) = n ST;,: ‘. 
O<i(m 
l<j<gi 
Consequently we have an upper bound on the degree of 6(K : k(x)) (for 
convenience we will take deg pa(x) = 1): 
deg 6(K : k(x)) = 5 2 (e, - 1) deg 4,j 
i=O j=l 
= f (ei - 1) gddegdx) 
i=O 
= ,zo (S - gif;:) degpi(x) 
< ito (S - 1) degPi(x) 
<(s--l) Fdegpi+l 
[ i=l I 
Q (s- l)(d+ 1). 
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Now we use the Hurwitz genus formula [2, p. 1351 to obtain 
2g = 2( 1 - [K : k(x)]) + deg 6(K : k(x) 
<2(1-s)+(s-1)(d+1) 
Q (d- l)(s - 1). 
This proves the lemma. 
LEMMA 2. Let k be a finite field with 1 k I= q, and let a be any primitive 
element in k. Ifs and t are relatively prime integers such that the primes that 
divide (q - 1) are exactly the primes that divide st, then at/? is a primitive 
element of k exactly (q - 1) 4(t) t - ’ times as b runs through the non-zeo 
elements of k (Q is the Euler #-function.) 
Proof. Since a is a primitive element and p is non-zero, we have p = a’ 
for 0 < 1 < q - 1. Thus a’/-? = a’+” is a primitive element if and only if 
(t + sl) is relatively prime to (q - 1). The conditions on s and t imply that 
(t + sl) and (q - 1) are relatively prime if and only if 1 and t are relatively 
prime. As 1 runs through the integers 0 to q - 2, 1 is relatively prime to t 
exactly (q - 1) d(t) t-’ times. 
3 
In this section we establish sufftcient conditions on a finite field k to 
ensure that all square-free polynomials of small degree represent at least one 
primitive element of k. We also find suffkient conditions to ensure that the 
polynomial represents lth powers at primitive roots. We will see that the 
conditions are essentially the same. 
THEOREM 3. Let g(x) be a square-free polynomial of degree 1 with cmf- 
jicients in the finite j?eld k. Also, let 1 k 1 = q; if there exist positive integers s 
and t such that 
(i) s and t are relatively prime and square free, 
(ii) the primes that divide (q - 1) are exactly the primes that divide st, 
and 
(iii) 9(t)> I-1 1 + (‘- l)qy2 + 2 
t 1 [ q-1 q--l’ I 
then there exists an element p E k such that g(B) is a primitive root of 1 in k. 
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Prooj Let a be any fixed primitive element in k, and consider the 
algebraic function field defined by 
K = k(& y); dx” = g(y), 
for s and t meeting the conditions of the theorem. We immediately see that K 
is a Kummer extension of k(y) and that g(v) satisfies the conditions of 
Lemma 1. Thus the genus of K is bounded by g, < 4(1- I)@ - 1). Now, if 
N, denotes the number of prime divisors of degree one in K, Weil’s theorem 
implies IN, - (q + 1)j < 2gKq’12; this in turn implies 
Nl> (4 + 1) - 2& cP2 
>(q+l)-(I-l)(s-l)qU2. 
However, one easily sees that condition (iii) of the theorem is equivalent to 
(4 + 1) - (I- l)(s - 1) e2 > l[(q + 1) - OW/t)(q - l>l* 
Thus we have 
Nl > U(q + 1) - Mwk - 111. (1) 
Next we consider K as an extension of k(x); we have [K : k(x)] = 1. Any 
prime divisor of K of degree one must lie over a prime divisor of k(x) of 
degree one. But each prime divisor of k(x) lies under at most 1 prime divisors 
of K. (This only occurs when the prime divisor is unramifkd and split 
completely in K.) Now we see by (1) that there are at least 
(4 + 1) - (fw)/t)(4 - 1) + 1 
prime divisors of k(x) that lie under prime divisors of degree one in K. 
Let II be the set of all the prime divisors of k(x) associated with prime 
polynomials of the form x -/I, where cz’p is a primitive element of k. There 
are exactly (q + 1) primes of degree one in k(x); Lemma 2 shows that 
j/i/=(4-l)((t)t-‘, but at least q+2-(q-l)#(t)t-’ lie under prime 
divisors of degree one in K. Thus we see that at least one prime in /i lies 
under a prime of degree one in K; we will denote it by #. 
Now we consider the factorization of + in K. Since K may not be a 
normal extension of k(x), we consider the local theory at j. We need to 
factor the generating polynomial of K/k(x) over R+ , the +-adic completion 
of k(x) at #, using Hensel’s lemma. The generating polynomial g(y) - a’x’ 
when considered modulo # amounts to the polynomial g(u) - a’,&, where 
x ---/I is the prime polynomial associated with +. If 
g(Y) - a’P” = lfil Pi(Y)“’ 
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is the prime factorization in k[ y], then by Hensel’s lemma 
f?(Y) - aV = fi gi(Y) 
i=l 
is a factorization in R+ [xl, where the g,(u) may not be irreducible but 
gi(y) ~-p~(y)‘~ mod+. We know that there is at least one prime divisor of 
degree one in K that lies above b, and thus there is at least one prime 
polynomial of degree one in Rj [x] that divides g(y) - c@. This polynomial 
of degree one in R+ [x] reduces to a degree one polynomial modulo +; that 
is, one of the pi(x) has degree one. Thus we have found (y - y) E k[ JJ] that 
divides g(y) - alp, This means we have y, p E k such that g(y) = af,oS, where 
cz’p is a primitive element. This completes the proof. 
THEOREM 4. Let k be a finite field with 1 k 1 = q, and let 1 be a positive 
integer dividing q - 1. Further, let f (x) be a square-free polynomial of degree 
d with coeficients in k such that f (0) # 0. If there exist integers s and t such 
that 
(i) s and t are relatively prime and square free, 
(ii) the primes dividing q - 1 are exactly the primes that divide st, 
and 
(iii) ~> 
1- 1 
-[ 1 + (ds-l)q” 
2 
1 q-l + - t q-l 1 ’ 
then there exists a primitive element y E k such that f (y) is an lth power in k. 
Proof. Let a be any fixed primitive element in k, and consider the 
congruence function field defined by 
K = 4x, Y); y’ = f (a’x”), 
where s and t meet the conditions of the theorem. One can easily see that 
since f(x) is square free and f (0) # 0, f(a’x”) is also square free. We may 
apply Lemma 1 to obtain a bound on the genus of K: 
g&(ds- l)(l- 1). 
Again we let N, denote the number of primes divisors of degree one in K, 
and use the Riemann hypothesis to obtain 
N,>(q+ W2qdz 
>(q+1)-(ds-1)(1-l)q1’2. 
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Now, condition (iii) is equivalent to 
(q+ l)-(ds- 1)(1- 1) qy2 > WI + 1) - (d(0/0(q - 1)19 
and so we have 
N, > l[(q + 1) - Mw)(q - 111. 
Since we know that there are exactly (q - 1) 4(t) t-’ prime divisors in 
k(x) associated with prime polynomials of the form x -p, where c@ is a 
primitive element of k, we know that at least one of these must lie under a 
prime divisor of degree one in K. Now, just as before (or one may use the 
results of Hasse [3]), this implies there is a y E k, possibly 0, such that 
y’=f(a’pS), where c@ is a primitive root. This proves our theorem. 
4 
In this section we will show that for all but finitely many fields the 
conditions of Theorems 3 and 4 are met. We begin with some technical 
results. 
Let S = {p, <p2 cp3 < ... <pn < ... } be any sequence of prime numbers. 
We now define the following function for m -C n: 
d&n)= (l-&)(1-&).--(1--!-). 
We will let S={2(3<5(7<...<fi,<...} denote the sequence of all 
primes, and d(m, n) will be the corresponding function. It is well-known that 
for any fixed m 
Lim B(m, m + n) = 0, 
“+a 
and one easily sees that, for any fixed n, 
Lim d(m, m + n) = 1. 
m+* (2) 
LEMMA 3. Given any natural number n and any real number 0 ( B < 1, 
the set 
R = {d,(O, m) > B 1 S is any sequence of primes and m < n} 
contains a minimum element. 
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Proof: By induction on n: When n = 1 one simply chooses the smallest 
prime p such that (1 -p-l) > B; then the minimum element of R is 
(1 -p-l). 
Assume that the result is true for n - 1. Using (2) we see that there is an 
m, such that &n,, m, + n) > B. If we have any sequence S of primes all of 
which are larger than the m, th prime, 
On the other hand, if p1 is the smallest prime of S and p, =sk with k < m,, 
we consider the set 
R, = (d,(O, m) > B(l -&‘)-‘Im < n - 1 and 
T is any sequence of primes}. 
By the induction hypothesis, each of these sets has a minimum element; call 
it rk. Now we see that (1 --bi ‘) rk is a minimum of d,(O, m) with m < n as 
S runs through all sequences with fik as the smallest prime. By the 
construction we see that the minimum element of R must be the minimum 
element of the finite set: 
{d(m,, m, + n)} U (~~(1 - l/A)1 k= 1,2,..., m, - 11, 
and this proves the lemma. 
Now suppose we fix a real number BE [i, 11, define k,(n) to be the 
unique integer k such that 
d,(k- l,n)<B <d,(k,n); 
that is, k is the smallest integer such that ds(k, n) > B, or equivalently, the 
largest integer such that d,(k - 1, n) <B. Again l will denote this function 
for the sequence of all primes. 
LEMMA 4. For all sequences S and all integers n, k,(n) < l(n). 
ProoJ Let k = R(n), by definition we have 
B < d(k, n) = 
However, since S is an increasing sequence of prime numbers pm >p,,, for all 
m. This implies (1 -pi ‘) > (1 -9; ‘). So we see d,(k, n) > d(k, n) > B, and 
consequently k,(n) < k. 
LEMMA 5. There exists an integer no depending only on the fuced real 
number B such that n > no implies 3~5~ < 3, + , , where k = E(n). 
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Proof. Here we use estimates of d(0, m) obtained by Rosser and 
Schoenfeld [5]. To facilitate the use of these results, we extend the definition 
of &, m) to the real numbers. Let x <y be any positive real numbers; we 
define 
Rosser and Schoenfeld have shown that, for x > 285, 
e --c 
( l- 
1 -e 1 
- log x 2 log2 x 1 
<d*(l,x)<L I+ 
log x ( 1 2log2x ’ 
where c is Euler’s constant. Consequently we see that 
1 
> 
d*(x, 3x) 
> 
- lwx log 3x ( 
1 1 -1 I- 
2 log2 3x I( l-t 2 log2x 1 * 
Letting x go to infinity we see 
Lim d* (x, 3x) = 1. 
X-K0 
Now if x is large enough, d*(x, 3x) > B, and so, if n is large enough 
d*(+@, ,$,) > B. In this case if k is such that 319, > p^, , then 
Rephrasing this we see that if k is such that 36, > pn for n large enough then 
k > c(n). Consequently for n large enough, 3&, Q,, which finishes the 
proof. 
LEMMA 6. There exists an n, such that n > n, implies 
(l-i)-l (1-&)(l+-)(I-&) > 1, 
for k = /f(n). 
Proof: Let n, be the same number guaranteed in the previous lemma. 
Suppose, by way of contradiction, that 
(1$-l (l-+-)(+-)(1-$-) cl. 
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This implies 
hkk h&h+N-k) 
3 
> 1-i . 
( 1 n 
From this we see that 
p^, ( [l- (1 -g3]-’ 
< Bk + “&flzq + “I/Pm 
< 3P,* 
But since IZ > ‘2, and k = k(n), this contradicts the previous lemma. 
LEMMA 7. There exists an n, such that n > n, implies 
&>aqn+3)<yn)+ 1. 
Prooj Let k(n) = k; by definition we see that 
and that 
k < rF(n + 3) o d(k - 1, II + 3) C B, 
&+3)<k+ 1 +-B<B(k+l,nt3). 
To see the first inequality, we simply note that 
d(k-l,n+3)=d(k-1,n) l- 
( EkhhhkJ 
< a(k - 1, n) 
<B, since k = R(n). 
For the second inequality, we again use the definitions of d(n, m) and E(n) to 
show 
d(k+ I,n+3) 
= (l-~)-‘d(k,n,(l-~)(l-~)(l-~). 
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Now if we choose n > n,, n, as in the previous lemma, we see that 
d(kt l,n+l)>B. 
LEMMA 8. There exists an integer n, depending only on the fixed real 
number B such that n > n, implies n >, 2k,(n) t 5 for any sequence of primes 
S. 
Proof. First, we consider the prime sequence s. If n > n,, n, as in the 
previous lemma, we know R(n) < &n t 3) < E(n) + 1. For now, let m, = n,; 
m, = n, + 1 and m2 = n, t 2. We see that 
for i = 1,2 and 3. 
Qmi t 3r) < i(mi) t r, (3) 
Next we choose r,, large enough that rO > 2QmJ - mi t 5 for i = 1, 2 and 
3. We will now see that the integer n, = m2 + 3r, satisfies the conditions of 
the lemma. Suppose n 2 n,, then 
n = mi t 3r; (4) 
for some i = 1, 2 or 3 and some r > r,,. By the choice of rO we see 
r+mi>r,tmi>21;(m,)t5. (5) 
Now we can use the inequalities (3), (4) and (5) to see 
2E(n) t 5 < 2&m, + 3r) t 5 
Q 2L(mi) t 2r t 5 
<2r+r+t?Zi 
< n. 
But, if S is any sequence of primes, Lemma 4 implies 
X,(n) t 5 < 2Qn) t 5 < n; 
this completes the proof of the lemma. 
Given any fixed natural number d, we define one more function on the 
sequence S: 
P1P2***Pm 1/l C,(m, n) = 2d 
Pm+1 Pm+2 *-- Pn 1 * 
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LEMMA 9. There exists a positive integer n, depending on@ on the 
constants B and d such that n > n2 implies p,, > 4d2 and 
d,(k + 1, n) - BC,(k + 1, n) > B, 
where k = k,(n) and S is any sequence of primes. 
Proof: Choose n2 such that n2 > n,, n, as in the previous lemma, and so 
that the n, st prime number is at least 4d2. Thus n, 2 n2 implies n >, 2k + 5 
and p, > 4d2. Now by definition 
d,(k + 1, n) = (1 - I/p,)-’ d,(k, n) 
> (1 + l/p;‘)B. 
So now we have 
d,(k + 1, n) -Be,@ + 1, n) > B[(l + l/p;‘) - Cd@ + 1, n)]. (6) 
We notice that, since S is an increasing sequence of primes, each of the 
fractions 
PI P2 P3 Pktl 
- -3 -*** - 
Pkt2’ Pk+3 Pk+4 P2k+2 
is less than one. Further, since 2k + 2 = 2k,(n) + 2 and n > 2ks(n) + 5, ail 
of these fractions occur inside the square root in C,(k + 1, m) with at least 
three other primes in the denominator of the fraction. That is, 
112 
C,(k+ l,m)=M 1 
1 
I 
112 
< 2d 
Pn-1 Pn-1 P” 
2 l/2 . 
g4d I* [ 1 P, P, 
But we also know p,, 2 4d2 and p, >pk+, - 1; thus 
C& + 1, n) < l/pk;ll. 
Putting this together with (6) we see 
d,(k+ l,n)-BC,(k+ l,n)>B. 
We now prove one final lemma. 
PRIMITIVE ROOTS 511 
LEMMA 10. For any positive integers q, s and d where q and s are at 
least 2, s divides q - 1, and 2(q - 1) > ds, we have 
(ds- l)q”‘+ 2 2ds 
q-l - q- 1 G (q-1)“*’ 
Proof First we note that the inequality is equivalent to (ds - I) q”* + 
2<2ds(q- 1) . V2 Since q and s are at least 2 we have 
2 < ds(q - 1 )l’*, 
and all that remains is to show 
(ds- l)q”*<ds(q- 1)“‘. 
This is equivalent to 
4q> 
4d2s2 
= 2ds 1 2ds + 1 + - 2ds1- 1 . 
Now 4q, 2ds and 1 are integers while 0 < (2ds - 1))’ < 1; so the inequality 
is equivalent to 2q >, ds + 1. We rewrite this in the form 
2(q - 1)/s > d - l/s. 
Again, only s-l is not an integer, and inequality is equivalent to our 
assumption that 2(q - 1) > ds. 
We are now ready to prove the main result of this section: 
THEOREM 5. Let I and d be two jked natural numbers with I # 1. For 
all but finitely many integers q, there exist integers s and t such that 
(i) s and t are relatively prime and square free, 
(ii) the primes that divide q - 1 are exactly the primes that divide st, 
and 
(iii) 
1- 1 
t>- I 
- 
1 1 + (ds 1) q”* q-1 + q--l’ 2 1 
The proof is in two parts. In the first part we show that if enough primes 
divide q - 1, then such s and t exist. We also find a bound on the number of 
primes necessary that depends only on 1 and d. In the second part, we finish 
the proof by considering those numbers q such that the number of primes 
dividing q - 1 is smaller than the bound obtained in the first part. 
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Suppose q is an integer and q - 1 =py’p; . . . p”,” is the prime factorization 
with the primes arranged inincreasing order. Let S be any sequence of 
primes that begins p1 <pz <p3 < ..a <p,. Using the fixed d in the 
hypothesis of the theorem and B = (I - 1) I-‘, we apply Lemma 9 to find an 
n2 such that n > n, implies p, > 4d2 and 
d,(k + 1, n) - BC& + 1), n) > B, (7) 
where k=k,(n). If we choose S=p,p, “‘pk+, and t=pk+*pk+j ***Jr,,, 
then certainly conditions (i) and (ii) are satisfied. Also, we have 
2ds 
Cd@ + 1, n) = (p* p2 . . . Pn)“2 
> 
2ds 
(q - 1)“2 ’ (8) 
and 
d,(k + 1, n) = ti(t)/t. 
Now by the way we have chosen s and t, we have s > 2 and s divides q - 1. 
Further, pn > 4d2 implies 2(q - 1) > ds; so we may use Lemma 10 to see 
2ds 
(q - 1)“2 2 
Vs-lhyz I 2 . 
9-l 9-l 
Combining (7), (8) and (9) we see that if n > n2 
(ds - l)“* + 2 
9-l q-l’ 1 
Next consider those numbers q such that fewer than n2 distinct primes 
divide q- 1. Let S= {pl <pz < 0-m < p,} be the primes that divide q - 1, 
and choose ~=p,p,..~p~ and t=pk+Lpk+2...pn, where k=k,(n). 
Certainly s < sO, where s, is the product of the first n2 primes, and from this 
it follows that 
l+(~~o-l)d’z+ 2 >I+(ds-l)qy2+ 2 . 
q-l ~ q-l ’ 9-l 9-l 
Next we use Lemma 3 to obtain the minimum element y0 of the set 
{d,(O, m) > (I - l)/llS is any sequence of primes, m < nz]. 
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So we have $(t) t-l > r,,. Now both s0 and r0 depend only on the constants 1 
and d, so, if q is large enough, 
r. > B 1 + (“‘,--‘; q’/2 +-&I. (10) 
Rephrasing this we see that inequality (10) holds for all but finitely many 
numbers q. But, if q - 1 has fewer than n2 prime factors, and s and t are 
chosen as described above, we have 
(ds, - l)q”* + 2 
q-l - q-1 1 
l+!ds-l)q”z+ 2 
q-l - 1 q-l * 
Summing this up we see that, for every number q where q - 1 has more 
than n, distinct prime factors, and for all but finitely many q, where q - I 
has fewer than n, factors, we can choose s and t that meet the conditions (i), 
(ii) and (iii). 
5 
In this section we state the main results of the paper; their proofs are 
essentially complete. We will also see how Theorems 1 and 2 follow from 
these results. 
THEOREM 6. Let 1 be any fued natural number. For all but a finite 
number offlnite Jields k, every square-free polynomial of degree 1 or less with 
coeficients in k represents a primitive element in k. 
THEOREM 7. Let 1 and d be fixed natural numbers. For all but Jinitely 
many finite fields k where 1 divides 1 k I- 1, every square-free polynomial of 
degree d or less with a non-zeo constant term represents an lth power at a 
primitive element of k; that is, there exist a, p E k such that a is a primitive 
element and /I’ = f (a). 
These theorems are proved by combining Theorems 3, 4 and 5. The next 
step is to see how Theorem 1 follows from Theorem 6; consider any square- 
free polynomial g(x) with integer coefficients. If 1 is the degree of g(x), then, 
for all but finitely many primes p, g(x) also has degree 1 when considered 
modulo p. Further g(x) reamains square free except for those primes that 
divide the discriminant of g(x). So except for finitely many primes p, g(x) 
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satisfies the conditions of Theorem 6 for the fields H,. Thus g(x) represents a 
primitive element modulo p for all but finitely many p. 
The proof of Theorem 2 is quite similar. One easily sees from Theorem 7 
thatf(x) represents an Zth power at a primitive element modulo p for all but 
finitely many primes p for which I divides p - 1. However, since we have 
assumed that I is a prime if I does not divide p - 1 every integer is an Ith 
power modulo p. Since this makes the result trivial for those primes where 1 
does not divide p - 1, we have finished the proof. 
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