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DESCENT OF NEARBY CYCLE FORMULA
FOR NEWTON NON-DEGENERATE FUNCTIONS
MORIHIKO SAITO
Abstract. We prove a descent theorem of nearby cycle formula for Newton non-degenerate
functions at the origin (as well as its motivic version) without assuming the convenience
condition. In the isolated singularity case, these imply some well-known formula for the
number of Jordan blocks of the Milnor monodromy with the theoretically maximal size, using
a standard estimate of weights (where we do not need a theory of the duals of logarithmic
complexes on toric varieties). They also provide a proof of a modified version of Steenbrink
conjecture on spectral pairs for non-degenerate functions with simplicial Newton polyhedra
in the isolated singularity case (which is false in the non-simplicial case).
Introduction
Let f be a Newton non-degenerate holomorphic function of n variables with Γ+(f) the
Newton polyhedron at the origin, fixing local coordinates x1, . . . , xn. We have the normal
fan Σ in (R>0)
n (see [Va1, 9.1]) and also a toric variety X with a proper morphism
X pi−→ X := Cn,
inducing an isomorphism over X∗ := (C∗)n. Here we use the associated analytic spaces
rather than algebraic varieties (since we have to deal with local systems).
Let Γf be the union of compact faces of Γ+(f). There is a stratification
X ex0 := π−1(0) =
⊔
σ6Γf
Xσ,
where Xσ ∼= (C∗)dσ for a face σ 6 Γf with dσ := dim σ. These Xσ are orbits of the natural
torus action on X . This stratification is finer than the usual one used for the calculation
of motivic nearby fibers as in [DL, 3.3], etc. The numbers k(σ) explained below come from
their difference. Let X pr0 ⊂ X be the proper transform of f−1(0). This is a hypersurface
of some open neighborhood of X ex0 ⊂ X in the classical topology. Set X ◦σ := Xσ \ X pr0 with
jσ : X ◦σ →֒ Xσ the inclusion.
Let KTs0 (MHS) be the Grothendieck ring of mixed Q-Hodge structures endowed with an
endomorphism Ts of finite order. Denoting the Milnor fiber of f around 0 by Ff , we have
the Euler characteristic
[χ(Ff ,Q), Ts] ∈ KTs0 (MHS),
where Ts is the semisimple part of the Jordan decomposition T = TsTu of the monodromy
T . (Note that the action of the monodromy T on the Hk(Ff ,Q) is not an endomorphism of
mixed Hodge structure, unless T is semisimple, that is, T = Ts.) Set
θ := [Q(−1), id] ∈ KTs0 (MHS),
which is the class of a mixed Q-Hodge structure of type (1, 1) with trivial action of Ts.
Let x1, . . . , xn be the coordinates used for the Newton polyhedron. Put
Jf :=
{
i ∈ [1, n] ∣∣ {xi=0} ⊂ {f =0}}.
We have Jf = ∅ if f is convenient (or f has an isolated singularity with n > 3). For a face
σ 6 Γf , set d(σ) := dimC(σ) (= dσ+1) with C(σ) ⊂ Rn the cone of σ, and
k(σ) := min
{|I| ∣∣ RI ⊃ σ, Jf ⊂ I ⊂ {1, . . . , n}},
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where RI :=
⋂
i/∈I {xi = 0} ⊂ Rn. Let δσ be the positive integer satisfying
(1) ℓσ(V (σ) ∩ Zn) = 1δσ Z,
where V (σ) ⊂ Rn is the vector subspace spanned by σ, and ℓσ is the linear function on V (σ)
with ℓ−1σ (1) ⊃ σ. In this paper we show the following.
Theorem 1. For a Newton non-degenerate function f , there is an equality in KTs0 (MHS)
(2)
[(
χ(Ff ,Q), Ts
)]
=
∑
σ6Γf
(−1)d(σ)(1− θ)k(σ)−d(σ)ψσ ,
with ψσ :=
[
Hdσc
(Xσ,R(jσ)∗(Lσ, Ts))],
Here σ runs over all the faces of Γf (not including ∅), and Lσ is a Q-local system of rank δσ
on X ◦σ , which is identified with a variation of Hodge structure of type (0, 0), and is endowed
with an action of Ts of finite order. Moreover Ker(Ts−λ) in the complex scalar extension
C⊗Q Lσ for λ ∈ C∗ is a local system of rank 1 if λδσ = 1, and vanishes otherwise.
This may be called a descent theorem of nearby cycle formula for Newton non-degenerate
functions, since a similar formula is known for a desingularization by a smooth subdivision
of Σ (where the cohomology with compact supports in the definition of ψσ is replaced by the
Euler characteristic with compact supports up to sign depending of dσ), see Theorem (A.2)
below for a motivic version. The local systems Lσ can be defined in a similar way to motivic
nearby fibers of Denef and Loeser [DL, 3.3]. Here a problem is that k(σ) (or more precisely
kˇησ in (2.3.2) below) is unstable under the induced morphism of toric orbits, and this makes
the proof of Theorem 1 rather complicated, see the end of the proof of Theorem 1 in (2.3)
below. This point does not seem to be studied carefully in some papers quoted by [Sta]
as relevant results. Except for the argument related to the problem of k(σ), the proof of
Theorem 1 is rather an easy consequence of Remarks (2.2) (iii–v) below. (It is also possible
to prove Theorem 1 by induction on dim ησ−dim ξ as in the proof of Theorem (A.2) below.)
We say that f is simplicial, if every compact face of Γ+(f) is a simplex. In this case, we can
define a graded C-algebra Bσ to be the C-vector space spanned by the monomials x
ν with
ν ∈ Nn contained in the strict interior of the higher dimensional parallelogram generated by
the vertices of a face σ 6 Γf , where the grading is given so that any vertex of σ has degree
1. Let qσ(t) be the Poincare´ polynomial of Bσ, see also (1.4.1–2) below. For τ 6 Γf , set
q̂τ (t) =
∑
σ6τ qσ(t).
Here σ runs over any face of τ including ∅, and q∅(t) := 1.
Let Sp′f(t) be the Hodge spectrum of f , see [Sa4], [DL], and also (1.2) below. This is
essentially the dual of the usual Steenbrink spectrum [St3] (up to the shift of t by 1) in the
non-isolated singularity case, see also [JKYS1, 1.8], etc. Theorem 1 has the following.
Corollary 1. If f is Newton non-degenerate and simplicial, then we have the equality
(3) Sp′f(t) =
∑
σ6Γf
(−1)n−d(σ) (1−t)k(σ)−d(σ) q̂σ(t),
with σ running over any faces of Γf including ∅, where k∅ = d∅ = 0.
Note that reduced cohomology is used for the definition of spectrum, and the summand
for σ = ∅ corresponds to the difference between the usual and reduced cohomologies. We can
show that Corollary 1 implies [JKYS2, Theorem 2], although this requires some non-trivial
assertion on combinatorics of triangulations of triangles, see Remarks (2.4) (v–vi) below.
In the convenient Newton non-degenerate case (where the singularities are isolated [Ko]),
the equality (3) follows from [St2, Theorem 5.7] (see also (1.4) below) using [Sa1]. We say
that f is convenient, if Γ+(f) intersects any coordinate axis of R
n. Under this hypothesis, it
is unnecessary to assume that f is simplicial, see (4) and also (1.4.3) below.
Using [Sa5], [Sa6], [Sa8], we can deduce from Corollary 1 the following.
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Corollary 2. Assume f is Newton non-degenerate and simplicial. Let c ∈ Q>0 such that
(c, . . . , c) ∈ ∂Γ+(f). If c > 1, then −1/c is the maximal root of the Bernstein-Sato polynomial
bf,0(s).
In the isolated singularity case, this is a consequence of [EL], [Ma], [Sa1], [SS], [Va2], where
the minimal spectral number coincides up to sign with the maximal root of bf,0(s)/(s+1);
hence Corollary 2 holds also in the case c 6 1 by replacing bf,0(s) with bf,0(s)/(s+1). (It has
been informed that some argument in [EL] does not work when c < 1.)
From now on, we assume f has an isolated singularity at 0 in this introduction. (However,
we do not assume f is convenient.) Let CFk(f) be the set of k-dimensional compact faces
of Γ+(f), and CF
k
in(f) be the subset consisting of internal faces. (A face is called internal if
it is not contained in any coordinate hyperplane of Rn.) For λ ∈ C∗, k ∈ N, set
CFk(f)λ := {σ ∈ CFk(f) | λδσ = 1},
CFkin(f)λ := CF
k
in(f) ∩ CFk(f)λ,
and
lσ := |Zn ∩ σ| − 1
(
σ ∈ CF1(f)),
βσ := #
{
τ ∈ CF1in(f)
∣∣ τ > σ} (σ ∈ CF0(f)).
Let nλ,k be the number of Jordan blocks of the monodromy T for eigenvalue λ with size k.
As a consequence of Theorem 1, we get a proof of the following formula which seems to be
known to certain specialists (see for instance [Sta] and references there).
Corollary 3. Assume f is Newton non-degenerate, and has an isolated singularity at the
origin. Then we have the equalities
nλ,k =

∣∣CF0in(f)λ∣∣ (λ 6=1, k=n),∑
σ∈CF1in(f)λ
lσ −
∑
σ∈CF0(f)λ
βσ (λ 6=1, k=n−1),∣∣Zn>0 ∩ ⋃σ∈CF1in(f)σ ∣∣ (λ=1, k=n−1).
Note that n1,n = 0 as a consequence of (1.2.4) below. This corollary immediately follows
from Theorem 1 using a standard estimate of weights as in [Sa3, 4.5.2] (especially for nλ,n).
Here we do not need a theory of the duals of logarithmic complexes on toric varieties.
(The latter theory could be justified partially by using [Sa3, 3.11] for instance.) The above
formula for λ 6=1, k=n−1 is equivalent to a well-known one (see for instance [Sta] and also
Remark (2.5) (ii) below) by an argument similar to [JKYS2, Remark 1.5].
Assume now f is furthermore simplicial. In this case there is no counter-example to
a modified version of Steenbrink’s conjecture on spectral pairs of Newton non-degenerate
functions, see [Da2] (and Remark (1.4) (iii) below). Let (αi, wi) (i ∈ [1, µf ]) be the spectral
pairs of f , where µf is the Milnor number, the αi ∈ Q are spectral numbers , and the wi ∈ N
are modified weights. The definition in this paper essentially coincides with the one in [St2],
and is different from the one in [SSS] by the shift of spectral numbers αi by 1 and the change
of modified weights wi by the involution of Z defined by w 7→ 2n− 2−w, see (1.2) below.
By [St2, Theorem 5.7] (see also (1.4.3) below) and using [Sa1], we have the equalities
(4)
∑µf
i=1 t
αi =
∑
σ6Γf
(−1)n−d(σ) (1−t)k(σ)−d(σ) q̂σ(t)
=
∑
σ6Γf
rσ(t)qσ(t),
with
rσ(t) :=
∑
σ6τ6Γf
(−1)n−k(τ) (t−1)k(τ)−d(τ).
The summations
∑
σ6Γf
in (4) are taken over any faces of Γf including ∅. We call rσ(t) the
combinatorial polynomial. The assertion (4) holds without assuming f is simplicial. It was
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originally proved in the f convenient case. However, it holds also in the non-convenient
simplicial case by (3) assuming f has an isolated singularity. Observe the striking similarity
between the right-hand sides of (2) and (4), although these come from totally different
methods.
Using Theorem 1, we can prove a modified Steenbrink conjecture (see [St2]) as follows.
Theorem 2. Assume f is Newton non-degenerate, simplicial, and has an isolated singularity
at the origin. Then the generating function of the spectral pairs is given by
(5)
∑µf
i=1 t
αiuwi =
∑
σ6Γf
rσ(tu
2)udσ qσ(t),
where σ runs over any faces of Γf including ∅ with d∅ := −1.
We have a symmetry of rσ(t) in the convenient simplicial case, see Theorem (2.7) below.
This is compatible with the symmetry of spectral pairs for the weight filtration (1.2.5). In
the proof of Theorem 2, it is better to adopt the definition of spectrum like Hodge spectrum
in Corollary 1 (using the symmetry of spectral numbers in the isolated singularity case), see
(1.2) below. In the non-simplicial case, it does not seem easy to determine the equivariant
Euler characteristic Hodge numbers of the vanishing cohomology of f (where equivariant
means that the Hodge numbers are given for each monodromy eigenvalue). It is unclear
whether there is really an algorithm to determine them except for the case where all the
compact faces of the Newton polyhedron are prime , that is, its normal fan is simplicial.
Some arguments in papers quoted by [Sta] as relevant results may work only in the prime
case, see also Remark (A.2) (ii) below.
This work was partially supported by JSPS Kakenhi 15K04816.
In Section 1 we recall basics of spectrum and spectral pairs. In Section 2 we review some
toric geometry, and prove the main theorems. In Appendix we show the descent theorem
for motivic nearby fibers.
Convention. For a subset γ ⊂ Rn, we denote respectively by A(γ), V (γ) the smallest affine
and vector subspaces containing γ in this paper. (This is different from [JKYS1], [JKYS2],
where Aγ , Vγ are used respectively. In this paper Aγ means a C-algebra when γ = σ.)
We denote by δγ the largest non-negative integer d such that dν ∈ A(γ) for some ν ∈ Zn.
This is compatible with a definition after (1). We can also define δγ using a linear function
ℓγ on V (γ) as in (1) when 0 /∈ A(γ). Note that δγ = 0 if and only if 0 ∈ A(γ).
1. Spectrum and spectral pairs
In this section, we recall basics of spectrum and spectral pairs.
1.1. Spectrum. Let f : (Cn.0)→ (C, 0) be a holomorphic function. We denote the Milnor
fiber of f by Ff . We have the canonical mixed Hodge structure on the vanishing cohomology
H˜j(Ff ,Q) (using for instance mixed Hodge modules [Sa3]), where H˜ denotes the reduced
cohomology. Let F,W be the Hodge and weight filtrations.
Let T = TsTu be the Jordan decomposition of the monodromy T . Note that this T is the
inverse of the Milnor monodromy. This is closely related to some confusion in the definition
of spectrum in [St2], see for instance [DS]. Set
H˜j(Ff ,C)λ := Ker(Ts−λ) ⊂ H˜j(Ff ,C).
We define the Hodge spectrum Sp′f(t) =
∑
α∈Qm
′
f,α t
α by
(1.1.1)
m′f,α =
∑n−1
j=0 (−1)n−1−j dimCGrpF H˜j(Ff ,C)λ
with p = [α], λ = exp(2π
√−1α),
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see [Sa4], [DL], etc. This is essentially the dual of the Steenbrink spectrum Spf(t), that is,
(1.1.2) Sp′f(t) = t
nSpf (1/t).
Indeed, the conditions p = [α], λ = exp(2π
√−1α) are replaced with p = [n − α] and
λ = exp(−2π√−1α) respectively in the usual definition of spectrum, see for instance [BS1],
[BS2], [DS], [JKYS1], etc. Note that the Steenbrink spectrum in [St3] is shifted by −1 so
that the spectral numbers (that is, the α with m′f,α 6= 0) are contained in (−1, n−1) instead
of (0, n).
1.2. Spectral pairs. In the isolated singularity case (n > 2), we define the spectral pairs
(αi, wi) (i ∈ [1, µf ]) in this paper as follows (see also [St2], [Sa4, 2.1–2], [JKYS2]):
(1.2.1)
#{i | (αi, wi) = (α,w)} = dimGrpFGrWw+δλ,1Hn−1(Ff ,C)λ
with p = [α], λ = exp(2π
√−1α),
where µf is the Milnor number (and δλ,1 = 1 if λ = 1, and 0 otherwise). This definition of
the αi is different from the usual one as is explained after (1.1.1). However, it does not cause
a problem because of the symmetry explained just below. The numbers αi ∈ Q and wi ∈ N
are respectively called the spectral numbers and the modified weights. There is an equality
(1.2.2) Spf(t) =
∑µf
i=1 t
αi ,
since we have the symmetry
(1.2.3) αi = αj (i+ j = µf +1).
This follows from the Hodge symmetry of the graded pieces of the vanishing cohomology
GrWk H
n−1(Ff ,C) together with the monodromical property of the weight filtration W as in
(1.2.4) below (using also the assertion that Ts is defined over R).
Remark 1.2 (i). The above definition of spectral pairs coincides essentially with the one in
[St2], and is different from the one in [SSS] as is explained before (4) in the introduction. If
we denote by Sppf (t, u) the generating function
∑
i t
αiuwi of the spectral pairs in our sense,
the one in loc. cit. is given by
t−1u2n−2Sppf(t, u
−1).
For instance, in the case f = xp + yp + zp + xyz (p > 3), the generating functions are
respectively given by
tu+ t2u3 + 3
∑p−1
k=1 t
k/p+1u2,
u3 + tu+ 3
∑ p−1
k=1 t
k/pu2.
Remark 1.2 (ii). We have the decomposition by unipotent and non-unipotent monodromy
part of the vanishing cohomology:
Hn−1(Ff ,C) = H
n−1(Ff ,C)1 ⊕Hn−1(Ff ,C) 6=1,
where the last term is defined by
Hn−1(Ff ,C) 6=1 :=
⊕
λ6=1H
n−1(Ff ,C)λ.
The weight filtration W on Hn−1(Ff ,C) 6=1 and H
n−1(Ff ,C)1 coincides with the monodromy
filtration shifted respectively by n−1 and n, that is,
(1.2.4)
N j : GrWn−1+jH
n−1(Ff ,C) 6=1 ∼−→ GrWn−1−jHn−1(Ff ,C) 6=1 (j ∈ N),
N j : GrWn+jH
n−1(Ff ,C)1 ∼−→ GrWn−jHn−1(Ff ,C)1 (j ∈ N),
where N = log Tu. The proof of (1.2.4) is highly non-trivial, and some argument as in [Sa2,
4.2.2] must be needed, since the weight filtration W is not defined as a shifted monodromy
filtration in [St2] and the passage from the E1-term to the E2-term is quite non-trivial.
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Remark 1.2 (iii). The spectral pairs (αi, wi) of f are equivalent to the weight decomposition
Spf(t) =
∑2n−2
w=0 Spf (t)(w) with Spf (t)(w) =
∑
wi=w
tαi .
From (1.2.4) we can deduce the symmetry of the weight decomposition
(1.2.5) tj Spf(t)(n−1−j) = Spf (t)(n−1+j) (j ∈ N).
1.3. Newton non-degenerate case. We denote by Γ+(f) the Newton polyhedron of f .
This is the convex hull of the union of ν + Rn>0 for ν ∈ Supp(x)f with
(1.3.1) Supp(x)f := {ν ∈ Nn | aν 6= 0} for f =
∑
ν aνx
ν ∈ C{x},
where x1, . . . , xn are the coordinates of C
n.
We say that f is (Newton) non-degenerate, or more precisely, f has non-degenerate Newton
boundary, if we have for any compact face σ ⊂ Γ+(f)
(1.3.2)
⋂n
i=1
{
xi∂xifσ = 0
} ∩ (C∗)n = ∅,
where fσ :=
⊕
ν∈σ aνx
ν with aν as in (1.3.1), see [Ko], [Va1], etc.
Assume now f is non-degenerate and moreover convenient (that is, Γ+(f) intersects every
coordinate axis of Rn). These conditions imply that f has an isolated singularity at 0, see
[Ko]. For h ∈ C{x}, set
(1.3.3) vf (h) := max
{
r ∈ R | 1+Supp(x)h ⊂ r Γ+(f)
}
,
with 1 := (1, . . . , 1). The minimal spectral number α1 coincides with vf (1). More generally,
the V -filtration on C{x}/(∂f) induced from the Brieskorn lattice (see for instance [SS])
coincides with the one induced from the Newton filtration V •N on C{x} defined by
(1.3.4) V αNC{x} :=
{
h ∈ C{x} | vf(h) > α
}
(α ∈ Q),
see [Sa1].We get for α ∈ Q
(1.3.5) #
{
i ∈ [1, µf ]
∣∣αi = α} = dimCGrαVN (C{x}/(∂f)),
where (∂f) ⊂ C{x} denotes the Jacobian ideal.
We define v′f , V
′
N in the same way as in (1.3.3–4) except that 1+ is omitted in (1.3.3). We
have vf (h) = v
′
f (x
1h) with x1 = x1 · · ·xn.
1.4. Steenbrink formula for spectrum. Let f be a holomorphic function with convenient
non-degenerate Newton boundary (in particular, f has an isolated singularity at 0), see (1.3).
We do not assume f is simplicial as in the introduction. We have the graded C-algebra
AΓ := Gr
•
V ′N
C{x}.
Let Γf be the union of compact faces of Γ+(f). For σ 6 Γf , let Aσ be the graded subalgebra
of AΓ generated by the classes of monomials [x
ν ] with ν contained in the cone C(σ) of σ
in Rn. Let pσ(t) be the Hilbert-Poincare´ series of the graded vector space Aσ (which is a
fractional power series). Set
(1.4.1)
q̂σ(t) := (1− t)d(σ)pσ(t) with d(σ) := dimC(σ),
qσ(t) :=
∑
τ6σ (−1)d(σ)−d(τ) q̂τ (t).
with summation taken over any faces τ of σ including σ and ∅. Here C(∅) = {0} and
q̂∅(t) = q∅(t) = 1. We have d(σ) = dσ+1 (even if σ = ∅). Note that q̂σ(t) is a fractional
power polynomial, see [Ko], [St2]. It is known (loc. cit.) that
(1.4.2) q̂σ(t) =
∑
τ6σ qτ (t).
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(Note that (1.4.2) is trivial in the simplicial case.) This definition of qσ is compatible with
the one in the introduction when f is simplicial. Set as in the introduction
k(σ) = min{|I| | C(σ) ⊂ RI} with RI := ⋂i/∈I {xi = 0}.
Consider the graded AΓ-modules
BΓ := Gr
•
VN
(
C{x}/(∂f)),
B′Γ := Gr
•
V ′N
(
C{x}/(x1f1, . . . , xnfn)
)
,
where fi := ∂xif . The Poincare´ polynomial of BΓ can be described as
(1.4.3) pBΓ(t) =
∑
σ6Γf
(−1)n−d(σ) (1−t)k(σ)−d(σ) q̂σ(t),
where the summation is taken over any faces of Γf including ∅, see [St2, Theorem 5.7]. Note
that VN (and not V
′
N) is used in the definition of BΓ. By (1.3.5), we can get the spectrum
from (1.4.3). Here it is not necessary to assume f is simplicial.
Remark 1.4 (i). Although the explanation in the proof of [St2, Theorem 5.7] is too short,
it can be proved as follows: The equality (1.4.3) follows from the filtered resolution
(1.4.4)
(
(Ω•X,0, df∧), VN
)
[n] ∼−→ (K•,•, V ′N).
with K•,• the residue double complex of logarithmic differential forms such that
Kj,• :=⊕|I|=n−j Ωlog,•XI ,0[n−j] (j ∈ [0, n]).
Here XI :=
⋂
i/∈I {xi = 0} ⊂ X with X ⊂ Cn a polydisk and I ⊂ {1, . . . , n}. Indeed, we
can get (1.4.3) by considering the graded quotients GrV ′NK•,• in the Grothendieck group of
graded vector spaces. The logarithmic differential forms Ωlog,
•
XI
have logarithmic poles along
the union of coordinate hyperplanes of XI , and are free sheaves with free generators given
by exterior products of the dxi/xi. The first differential of K•,• is induced by residue, and
the second by df∧ (instead of d). It is identified with a double complex consisting of the
(shifted) Koszul complexes for the restrictions of xifi (i ∈ I) to CI :=
⋂
i/∈I{xi = 0} ⊂ Cn for
I ⊂ {1, . . . , n}. Here the first differential is induced by the alternating sum of the restrictions
by CI →֒ CJ for any subset J ⊂ I with |J | = |I| − 1.
The double complex has the filtration induced by V ′N (and not VN) using the trivialization
given by the above free generators. Since the Newton filtration V ′N is defined by monomial
ideals so that it has a splitting given by monomials, we have the strict compatibility of the
Newton filtration V ′N with the residue morphisms as well as that of the inclusion
(1.4.5) (ΩpX,0, VN) →֒ (Ωlog,pX,0 , V ′N) (p ∈ [0, n]),
that is, VN is the induced filtration by V
′
N .
The second differential of K•,• is given by df∧, and each Kj,• is a direct sum of the (shifted)
Koszul complexes associated with the restrictions of the xifi as is explained above. We can
then apply the quasi-isomorphism of complexes of graded AΓ-modules
AΓ ∼−→ C•X ,
with
CjX :=
∑
d(σ)=n−j Aσ (j ∈ [0, n]),
see [Ko, Proposition 2.6], after passing to the graded quotients of V ′N). Here σ runs over
compact faces of Γ+(f) not contained in any coordinate hyperplane of R
n, and similarly with
X replaced by XI . These imply the acyclicity except for the top degree:
(1.4.6) Hj(GrV ′NΩ
log,•
XI ,0
, df∧) = 0 (j 6= |I|),
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for any I ⊂ {1, . . . , n}. We have furthermore
(1.4.7) Hj(GrVNΩ
•
X,0, df∧) = 0 (j 6= n),
using the graded-quotients of the filtered quasi-isomorphism (1.4.4). The filtered complex(
(Ω•X,0, df∧), VN
)
is then strict so that the cohomology Hj commutes with the passage to
the graded quotients Gr•VN , and similarly for
(
(Ωlog,
•
X,0 , df∧), V ′N
)
. Taking the cohomology
of the second differential GrV ′Ndf∧ of GrV ′NKp,• for p ∈ [0, n], we get a complex which is
quasi-isomorphic to BΓ by (1.4.4). This shows the injectivity of the morphism of graded
AΓ-modules
(1.4.8) BΓ →֒ B′Γ,
induced by (1.4.5), that is, by the multiplication by x1 · · ·xn.
Using (1.4.6–7), we can apply the Mittag-Leffler condition for the commutativity of the
completion by V ′N with the cohomology, see [Gr1, Proposition 13.2.3]. Here the completion
of C{x} (or that of the logarithmic forms) by the decreasing filtration V ′N coincides with
the m-adic completion (where m ⊂ C{x} is the maximal ideal), and the completion C[[x]] is
faithfully flat over C{x}.
As a corollary of (1.4.6–8), we also see that the graded AΓ-modules BΓ, B
′
Γ depend only
on the Newton boundary fΓf , where
(1.4.9) fΓf :=
∑
ν∈Nn∩Γf
aνx
ν if f =
∑
ν∈Nn aνx
ν .
Note that the graded algebra AΓ depends only on Γf (and Γ+(f) = Γf + R
n
>0).
Remark 1.4 (ii). In order to show that the above double complex is quasi-isomorphic to
(Ω•X , df∧)[n],, we can consider a similar double complex where the second differential is
given by the differential d (instead of df∧). It has the Hodge filtration F given by the
truncations σ>p (p ∈ Z) so that each graded quotient of the double complex is a complex of
logarithmic differential forms on the XI with I ⊂ {1, . . . , n}, and it is quasi-isomorphic to
Ωn+pX (p ∈ [−n, 0]), where the differentials is induced by residue. So it remains to verify the
anti-commutativity of the residue with df∧ in order to get K•,•.
By the functor DR−1 (see [Sa2, 2.2.6]), the above filtered differential complex corresponds
to a complex of filtered DX -modules, which is filtered quasi-isomorphic to (OX , F ), and
underlies a complex of mixed Hodge modules M• such that the underlying C-complex of
each Mk is quasi-isomorphic to ⊕
|I|=n−kRj
I
∗(CXI∗ [n−k]),
where XI∗ := XI \⋃i∈I{xi = 0} with jI : XI∗ →֒ X the inclusion. To get this complex of
mixed Hodge modules, it is better to consider its dual as in [FFS, Remark 2.4 (iv)].
Remark 1.4 (iii). In the non-simplicial case, there is a counter-example to a conjecture of
Steenbrink on the spectral pairs of Newton non-degenerate functions. For instance, if
f = x2 + y2 + xz + yz + z4,
then we have
qσ1 = t + t
3/2, although Spf(t) = t
3/2,
where σ1 is the unique non-simplicial 2-dimensional face of Γ+(f), see [Da2]. More precisely,
the other qσ(t) vanish except for q∅(t) = 1, and the combinatorial polynomials rσ(t) in (4)
for these are given by rσ1(t) = 1, r∅(t) = −t. This implies that the modified version of
Steenbrink conjecture as in Theorem 2 does not hold in the non-simplicial case.
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Remark 1.4 (iv). As a corollary of Theorem 2, the assertion (4) in the introduction holds
also in the f non-convenient case if f is simplicial, and has an isolated singularity at 0. For
an example of a non-convenient function, we may consider for instance
f = xay+ ybz+ xzc (a, b, c ∈ Z>0).
The intersection of the dual cone Σ with the surface defined by
∑3
i=1 vi = 1 in R
3 is given
by
❅
❅
❅
❅
❅
❅
❅
◗
◗
◗◗
❇
❇
❇❇
✟✟
It does not seem necessarily easy to prove the above assertion without using Theorem 2
by reducing to the convenient case (adding certain monomials to f and applying [JKYS1,
Proposition A.2] together with the finite determinacy of holomorphic functions with isolated
singularities). For instance, we might have to show that the combinatorial polynomials rσ(t)
do not change by passing from f to f +
∑
i x
ai
i for ai ≫ 0 in the case qσ(t) 6= 0. However,
the combinatorics of non-convenient Newton polyhedra can be rather complicated if n > 4.
One may consider for instance the following example with n=4 :
f = x3y+ y3+x2z+ z3+ zw3.
This has an isolated singularity with Milnor number 37 according to Singular [DGPS], and
seems to be simplicial. Let σ1 be the convex hull of (3, 1, 0, 0) and (0, 3, 0, 0). We have
qσ1(t) 6= 0, and hence would have to calculate the combinatorial polynomial rσ1(t) for f and
also for g := f +xa+wb (a, b≫ 0). Let v(i) ∈ N3 be the lattice point corresponding to the ith
monomial appearing in g (i ∈ [1, 7]). We would have to determine which subset of {v(i)}i∈[3,7]
gives the set of vertices of some face of Γg by taking the union with {v(1), v(2)}. These seem
to be {3, 5}, {5, 7}, {5}; {3}, {7}, ∅, if the calculation is correct, where v(i) is simply denoted
by i. Notice that there is a partition into two groups depending on whether v(5) is contained
or not, and there is moreover a one-to-one corresponding between the two groups by adding
v(5). This may be related closely to the invariance of combinatorial polynomials. Note also
that, in the isolated singularity case, for each i ∈ [1, n], there is j ∈ [1, n] such that the
coefficient of xaii xj in the Taylor expansion of f does not vanish for some ai > 0 in general.
2. Relation to the toric geometry
In this section we review some toric geometry, and prove the main theorems.
2.1. Toric varieties. Let f : (Cn, 0) → (C, 0) be a Newton non-degenerate holomorphic
function with Γ+(f) the Newton polyhedron. We have the normal fan Σ in (R>0)
n, see
for instance [Va1, 9.1] (and Remark (2.1) (i) below). Let Ξ be a smooth subdivision of Σ,
see [Da1, 8.2], [Od], [KKMS]. Here smooth means that any cone ξ ∈ Ξ is simplicial and
moreover the semi-group Zn ∩ ξ \ {0} is freely generated by the primitive elements in the
1-dimensional faces of ξ so that C[Zn ∩ ξ ] is isomorphic to a polynomial ring. We have the
toric varieties X , Y associated to Σ, Ξ respectively and also the proper morphisms
Y ρ−→ X pi−→ X := Cn,
inducing isomorphisms over X∗ := (C∗)n, where X corresponds to the fan consisting of
(R>0)
n and its faces. Note that the normal fan Σ of Γ+(f) contains every coordinate axis of
Rn>0. For any (n−1)-dimensional compact face σ < Γ+(f), the corresponding 1-dimensional
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cone ησ is contained in R
n
>0 ∪ {0} by the positivity of the coefficients of a linear function
defining σ. This implies that π induces an isomorphism over X \ {0} if f is convenient.
In this paper we use the associated analytic spaces rather than algebraic varieties, since
we have to deal with local systems defined on Zariski-open subsets of them. Let U0 ⊂ X be
a sufficiently small open neighborhood of 0 ∈ X on which f is defined. Set
X0 := U0 ∩ f−1(0), X(1) := {x1 · · ·xn = 0} ⊂ X,
X0 := π−1(X0), X (1) := π−1(X(1)) ⊂ X ,
Y0 := ρ−1(X0), Y (1) := ρ−1(X (1)) ⊂ Y .
There are natural isomorphisms
Y \ Y (1) ∼−→ X \ X (1) ∼−→ X \X(1) = X∗ := (C∗)n.
Note that Y is smooth, and Y (1) ⊂ Y is a divisor with normal crossings (since Ξ is a
smooth subdivision of Σ). Moreover Y0 ⊂ ρ−1π−1(U0) is also a divisor with normal crossings
(shrinking U0 if necessary). Indeed, the intersection of the proper transform of f
−1(0) with
any positive-dimensional stratum Yξ of Y (1) (which is a torus action orbit) is a smooth
divisor on Yξ, using the condition that f is non-degenerate. Here the intersection is scheme-
theoretic, since it is defined by restricting a local defining function h in an ambient space so
that its restriction to Yξ coincides (up to multiplication by a nowhere vanishing function)
with the pull-back of fσ for σ 6 Γf such that ρ(Yξ) = Xσ in the notation explained just
below (and dh does not vanish after the restriction).
Put
X ex0 := π−1(0) ⊂ X0, Yex0 := ρ−1(X ex0 ) ⊂ Y0.
Let X pr0 ⊂ X0 be the proper transform of X0 so that X0 = X ex0 ∪ X pr0 . By the definitions of
the normal fan of Γ+(f) and the associated toric varieties, there are stratifications
(2.1.1)
X (1) = ⊔σ<Γ+(f) Xσ, X ex0 = ⊔σ6Γf Xσ,
Y (1) = ⊔ξ∈Ξ Yξ, Yex0 = ⊔ξ∈Ξ′ Yξ,
where Ξ′ ⊂ Ξ consists of cones which are not contained in any coordinate hyperplane of Rn,
see also Remark (2.1) (ii) below. Note that the above stratification of the exceptional divisor
X ex0 = π−1(0) is strictly finer than the usual one used for the construction of motivic nearby
fibers as in [DL, 3.3] (for instance, in the case f =
∑n
i=1 x
d
i (d > 2), we have π
−1(0) = Pn−1
which is smooth). The numbers k(σ) in Theorem 1 is closely related to this difference. Note
that the number of irreducible components of Y0 passing through a point of Y◦ξ is dξ − kˇξ in
the notation of (2.3.1) below.
The stratifications of X (1), X ex0 can be indexed also by Σ, Σ′ respectively, where Xσ = Xησ
in the notation of Remark (2.1) (i) below (and Σ′ ⊂ Σ is defined in the same way as Ξ′ ⊂ Ξ).
Note that Xσ ∼= (C∗)dσ , Yξ ∼= (C∗)n−dξ for σ < Γ+(f), ξ ∈ Σ, and they are orbits of
the natural torus actions on X , Y , see Remarks (2,1) (ii-iii) below. We have σ > τ (or
equivalently ησ 6 ητ ) if and only if the closure X σ contains Xτ (and similarly for Yξ).
Remark 2.1 (i). For v ∈ Rn>0, set
Γ+(f)v :=
{
u ∈ Γ+(f)
∣∣ 〈v, u〉 = av} with
av := min
{〈v, u〉 ∣∣u ∈ Γ+(f)},
where 〈v, u〉 denotes the natural pairing of v, u ∈ Rn. Then Γ+(f)v is a face of Γ+(f). For a
face σ 6 Γ+(f), set
ησ :=
{
v ∈ Rn>0
∣∣Γ+(f)v = σ} ⊂ Rn>0.
This defines the normal fan Σ to the Newton polyhedron Γ+(f), see for instance [Va1, 9.1].
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By this construction, each (n−1)-dimensional (not necessarily compact) face σ of Γ+(f)
corresponds to a 1-dimensional dual cone ησ ∈ Σ, and then to the closure X σ of Xσ in X ,
which is the divisor corresponding to ησ.
For a (not necessarily compact) face σ < Γ+(f), let τ1, . . . , τm be the (n−1)-dimensional
faces of Γ+(f) containing σ with ητi ∈ Σ the 1-dimensional dual cone to τi (i ∈ [1, m]), where
m > n − dim σ. Then σ corresponds to the cone ησ ∈ Σ spanned by ητ1 , . . . , ητm , and then
to the intersection X τ1 ∩ · · · ∩ X τm in X .
The latter assertion means that the combinatorial data of the set of intersections of divisors
X σ with dσ = n−1 are the same as those of the set of (not necessarily compact) faces of
Γ+(f). Here the intersection X τ1 ∩ · · · ∩ X τm with dτi = n−1 is non-compact if and only
if σ =
⋂
i τi is a non-compact face of Γ+(f), or equivalently, all the ητi is contained in one
coordinate hyperplane of Rn (since ησ does not intersect R
n
>0, and is spanned by the ητi).
Remark 2.1 (ii). For I ⊂ {1, . . . , n}, set
XI :=
⋂
i∈I{xi=0} ⊂ X,
XI := XI \
⋃
i/∈I XI∪{i},
γI :=
{
0 if U0 ∩XI ⊂ f−1(0),
1 otherwise.
The XI are the strata of the natural stratification of X = C
n, which is compatible with the
morphism of toric varieties π : X → X . If there is a face σ < Γ+(f) such that π(Xσ) = XI
and dσ > dI , then we have γI = 0, where dI := n− |I|. This is verified inductively using the
projections as in [JKYS1, A.1.4–5]. Note that the first condition π(Xσ) = XI is equivalent
to that I ⊂ {1, . . . , n} is the maximal subset such that
ησ ⊂ R>0,I
(
:=
⋂
i∈I {vi = 0} ⊂ Rn>0
)
,
which is denoted by Iσ. (This is similar to the assertion for ρ at the end of Remark (2.1) (iv)
below.) We have
k(σ) = n− |Iσ \ Jf |.
Iσ = 1 if Iτ = 1, σ < τ.
Remark 2.1 (iii). Let Uσ ⊂ X be the affine open subset corresponding to σ < Γ+(f), or
equivalently to ησ ∈ Σ. We have
(2.1.2)
Uσ = SpecC[Z
n ∩ η∨σ ]an =
⊔
σ6τ6Γ+(f)
Xτ ,
Xσ = SpecC[Zn ∩ η⊥σ ]an,
(where SpecAan is the analytic space associated to SpecA) with
η∨σ :=
{
u ∈ Rn | 〈v, u〉 > 0 (∀ v ∈ ησ)
}
,
η⊥σ :=
{
u ∈ Rn | 〈v, u〉 = 0 (∀ v ∈ ησ)
}
.
We have η∨σ =
⋂
i η
∨
τi
with ητi as in Remark (2.1) (i), and
Uσ ⊃ Xσ0 := X∗ ∼= (C∗)n with σ0 := Γ+(f).
Notice that C[Zn∩η⊥σ ] is a subquotient of C[Zn] by the injective and surjective morphisms
C[Zn] ←֓ C[Zn ∩ η∨σ ]→ C[Zn ∩ η⊥σ ],
corresponding to the open and closed immersions of analytic spaces
(C∗)n →֒ Uσ ←֓ Xσ.
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Remark 2.1 (iv). Let Vξ ⊂ Y be the affine open subset corresponding to ξ ∈ Ξ. We have
(2.1.3)
Vξ = SpecC[Z
n ∩ ξ∨]an = ⊔ξ′6ξ Yξ′ ,
Yξ = SpecC[Zn ∩ ξ⊥]an
together with the open and closed immersions
(C∗)n →֒ Vξ ←֓ Yξ.
The above disjoint union is taken over any ξ′ 6 ξ including the case ξ′ = ∅ with Y∅ = (C∗)n.
Note that ρ induces the natural morphism Vξ → Uη if ξ ⊂ η, or equivalently, if ξ∨ ⊃ η∨.
The morphism ρ induces the smooth surjective morphism Yξ → Xη (that is ρ(Yξ) = Xη) if
and only if η ∈ Σ is the minimal dimensional cone containing ξ ∈ Ξ (which will be denoted
by ηξ). These morphisms are compatible with (2.1.2–3).
Remark 2.1 (v). There are natural isomorphisms of analytic spaces:
(2.1.4) X ex0 = (ProjAΓ)an, X σ = (ProjAσ)an (σ 6 Γf ),
in the notation of (1.4), see [Ha] for Proj. It is easy to see the first isomorphism locally on
the complement of the divisor on (ProjAΓ)
an defined by xν for σ = {ν} ∈ CF0(f), since the
latter is naturally isomorphic to the closed subvariety of Uσ in (2.1.2) defined by the ideal
generated by xν with ν ∈ Zn contained the interior of η∨σ . Note that for [xν ], [xν′ ] ∈ AΓ, we
have
[xν ]·[xν′ ] = 0 unless ν, ν ′ ∈ C(τ) for some τ 6 Γf .
A similar argument shows the second isomorphism of (2.1.4). (Note that Aσ is a quotient
ring of AΓ, and ProjAσ is an irreducible component of ProjAΓ if dσ = n−1.) The latter
implies that X σ \ X pr0 is an affine variety, since its complement X prσ := X σ ∩ X pr0 ⊂ X σ is
defined by fσ ∈ Aσ.
Remark 2.1 (vi). The motivic nearby fiber defined as in (A.2) below can be obtained up
to multiplication by (1−L)k(σ)−d(σ) by restricting the following over X◦σ ⊂ X ex0 :
(2.1.5) Spec
(
AΓ/AΓ(fΓf−1)
)an
over X ex0 .
Here we use the identification
Gr1V ′Nf
∼= fΓf .
Taking the base changes of (2.1.5), we get
(2.1.6)
Spec
(
Aσ/Aσ(fσ−1)
)an
over X σ,
Spec
(
Âσ/Âσ(fσ−1)
)an
over Xσ,
where Âσ is the subring of C[Z
n] generated by Aσ = C[Z
n ∩ C(σ)] and C[Zn ∩ η⊥σ ] (with
C(σ) the cone of σ). The last term of (2.1.6) can be identified with X˜ ◦σ defined in (2.2.2)
below, since X prσ ⊂ Xσ is defined by hσ := fσ/xν′σ with ν ′σ explained just below, see also the
beginning of Section (2.2) below.
Notice that (Spec Âσ)
an is a line bundle over Xσ. We get a C
∗-bundle if Âσ is replaced by
C[Zn ∩ V (σ)] with V (σ) ⊂ Rn the vector subspace spanned by σ. Their trivializations are
given by choosing a monomial xνσ such that
(2.1.7) ν ′σ := δσ νσ ∈ A(σ) = σ+ η⊥σ .
Recall that A(σ) is the smallest affine space containing σ, see Convention at the end of the
introduction. We can identify xνσ with a coordinate of the line bundle, see also a remark
after (2.2.2). This kind of argument seems to be needed to relate motivic nearby fibers of
Denef and Loeser to certain constructions in some papers quoted by [Sta] as relevant results.
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Remark 2.1 (vii) For a holomorphic function g on a complex manifold Y with Y0 := g
−1(0)
a divisor with simple normal crossings, it is well-known that there is a normal analytic space
Y0 over Y0 such that the motivic nearby fiber is given up to multiplication by a power of 1−L
by its restriction over each stratum of the stratification associated with the normal crossing
divisor. This is obtained by taking the normalization of the base change of g : Y → C
by a ramified covering C ∋ t˜ 7→ t = t˜m ∈ C for a sufficiently divisible positive integer m
(more precisely, m is divisible by the multiplicity of any irreducible component of Y0), see,
for instance, an argument before [Loo, Lemma 5.3] and also [St2]. Note that Y0 is algebraic
if Y , g are.
It does not seem trivial to show that the above motivic nearby fiber is isomorphic to the one
constructed in (2.2) below (since the normalization is involved). At the level of nearby cycle
sheaves, however, it is rather easy to show the isomorphism, since the universal covering
of C∗ (used for the definition of nearby cycles sheaves) factors through the above finite
morphism (restricted over C∗). In our case, we can then verify the isomorphism at the level
of finite unramified covering space over each X ◦σ by applying Remark (2.1) (viii) as well as
Remarks (2.2) (i) and (iv) below (using also the faithfulness of the permutation representation
of the symmetric group associated with a finite unramified covering). Note that Ts can be
identified with the action of a generator of the cyclic covering transformation group, and the
local monodromy around a divisor at infinity is a power of it by Remark (2.2) (iv) below.
The variety in (2.1.5) may be normal. However, it is not defined over X ex0 ∩ X pr0 , and we
need an argument as in Remark (2.2) (ii) below.
Remark 2.1 (viii) Unramified finite covering spaces of smooth (or more generally, normal)
complex algebraic varieties can be determined uniquely by their underlying topological (or
equivalently, analytic) spaces. This means that any topological (or analytic) unramified finite
covering space of a smooth complex variety has a unique structure as algebraic variety, see
[GR], [Gr2, XII, Cor. 5.2], [Ha, App. B, 3.2], etc. Here an unramified finite covering means
a finite e´tale morphism in the algebraic case, and a locally isomorphic finite morphism in
the topological (or analytic) case because of the difference in topology. (Note that a finite
morphism is a proper morphism with finite fibers.) The above assertion is sometimes called
the generalized Riemann existence theorem.
2.2. Construction of nearby cycle sheaves. For σ < Γ+(f), set
X prσ := Xσ ∩ X pr0 , X ◦σ := Xσ \ X prσ ,
with iσ : X prσ →֒ Xσ, jσ : X ◦σ →֒ Xσ the inclusions. Note that X prσ ⊂ Xσ ∼= (C∗)dσ is smooth
for σ 6 Γf , since it is defined essentially by fσ, more precisely, by hσ := fσ/x
ν′σ with ν ′σ as
in the end of Remark (2.1) (vi).
We have the equality of Weil divisors on the normal variety X :
(2.2.1) div π∗f =
∑
dτ=n−1
δτX τ + X pr0 ,
with dτ := dim τ . This follows from the definition of δτ , see (1) in the introduction. We
see that the first term of the right-hand side is locally principal (hence so is the last term),
considering the pull-back of any functions g with Γ+(g) ⊂ Γ+(f) (see also [Da1], [Od] for the
general theory of equivariant invertible sheaves on toric varieties).
Replacing the last condition with Γ+(g) ⊂ 1δσ Γ+(f), we see that the restriction of
Dσ :=
∑
dτ=n−1,τ>σ
(δτ/δσ)X τ
to a Zariski-open neighborhood of Xσ is locally principal. Note that δτ is divisible by δσ if
τ > σ. Consider the invertible sheaf Lσ on Xσ defined by
Lσ := OX (Dσ)|Xσ .
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The equality of divisors (2.2.1) then gives an isomorphism of invertible sheaves on Xσ :
L⊗δσσ ∼= OXσ(−X prσ ).
We thus get a cyclic covering pσ : X˜ σ → Xσ defined by
X˜ σ := SpecXσ
(⊕δσ−1
k=0 L⊗kσ
)an
,
see also [Sa7, Appendix]. This is totally ramified along X prσ , and X˜ ◦σ := p−1σ (X ◦σ ) is a finite
unramified covering of X ◦σ . Indeed, X˜ σ is defined by
(2.2.2) zδσ = hσ in C×Xσ.
Here z is the coordinate of C, and hσ is a defining function of X prσ in Xσ ∼= (C∗)dσ explained
in the beginning of this section. This construction is essentially the same as motivic nearby
fibers of Denef and Loeser (see [DL, 3.3]) except that z in (2.2.2) is replaced by z−1. This
replacement is reasonable when one defines the motivic nearby fibers as in Remark (2.1) (vi),
since z−1 is essentially identified with xνσ in (2.1.7).
We define a Ts-action on X˜ σ over Xσ choosing a generator of the covering transformation
group Z/δσZ, which acts on the above coordinate z by the multiplication by exp(2π
√−1/δσ).
We then get a Q-local system of rank δσ on X ◦σ :
Lσ := (pσ)∗QX˜σ |X ◦σ ,
which is endowed with an action of Ts of order δσ. This is viewed as a variation of Hodge
structure of type (0, 0) on X ◦σ .
Setting
Lσ,C,λ := Ker(Ts−λ) ⊂ Lσ,C := C⊗Q Lσ,
we have the direct sum decomposition
(2.2.3) Lσ,C =
⊕
λ∈µδσ
Lσ,C,λ,
with rankLσ,C,λ = 1 if λ ∈ µδσ (and 0 otherwise). Here µm := {λ ∈ C | λm = 1} (m > 2).
With Q-coefficients, we have the decomposition
(2.2.4)
Lσ = Lσ,1 ⊕ Lσ, 6=1 with
Lσ,1 := Ker(Ts− id) = QX ◦σ ⊂ Lσ,
in a compatible way with the action of Ts (since pσ is totally ramified along a smooth
hypersurface X prσ ⊂ Xσ).
Remark 2.2 (i). The local systems Lσ,C,λ are uniquely determined by local monodromies
around divisors at infinity of a smooth compactification of X ◦σ such that the complement of
X ◦σ is a divisor with normal crossings. Indeed, if there are two local systems L1, L2 of rank 1
on X ◦σ with the same local monodromies at infinity, we can consider the tensor product
L1 ⊗ L∨2 . This has trivial local monodromies at infinity, and can be extended to a local
system on the smooth compactification. But it must be a trivial local system, since X ◦σ has
a simply connected smooth partial compactification Cdσ .
Remark 2.2 (ii). For σ 6 Γf , there are distinguished triangles
(2.2.5) (jσ)!Lσ → R(jσ)∗Lσ → (iσ)∗i∗σR(jσ)∗Lσ +1→,
together with isomorphisms of Q-local systems on X prσ :
(2.2.6) i∗σR
k(jσ)∗Lσ = i
∗
σR
k(jσ)∗QX ◦σ =

QXprσ (k = 0),
QXprσ (−1) (k = 1),
0 (k 6= 0, 1),
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since pσ is totally ramified along a smooth hypersurface X prσ ⊂ Xσ. These are needed to show
the compatibility of (2) with a formulation using motivic nearby fibers in Theorem (A.2)
below. Theorem 1 is also compatible with [BS2, 1.3] in the case of homogeneous polynomials
with an isolated singularity at 0. These are closely related to [BS1, Theorem 4.2].
We have no problems as above for the non-unipotent monodromy part Lσ, 6=1, since there
are canonical isomorphisms
(2.2.7) (jσ)!Lσ, 6=1 = (jσ)∗Lσ, 6=1 = R(jσ)∗Lσ, 6=1,
and these give the intermediate direct image of Lσ, 6=1 in [BBD] (up to a shift of complex).
Remark 2.2 (iii). For any local system L of rank 1 on a torus T , we have
Hj(T, L) = 0 (∀ j ∈ Z),
if and only if L is not a trivial local system (that is, some local monodromies around a divisor
at infinity is non-trivial). In the trivial case, we have in the Grothendieck group of mixed
Q-Hodge structures
χc(T,Q) = (θ− 1)dimT .
Remark 2.2 (iv). Let g be a function on a complex manifold Y1. Set f = gz
m on Y = Y1×∆
with z the coordinate of ∆ and m ∈ Z>0. Then the monodromy around z = 0 of the
nearby cycle sheaves of f on Y1×∆∗ is given by T−m with T the monodromy of the nearby
cycles (which is the inverse of the Milnor monodromy, see [DS]). This is compatible with
a calculation of nearby cycles in the normal crossing case [Sa3, 3.3.1] (comparing ν and
ν ′+ ν0m.)
Remark 2.2 (v). For ξ ∈ Ξ′, let ξi be its 1-dimensional faces (0 ∈ [1, dξ]). Let σ 6 Γf be
the (unique) face such that its corresponding ησ ∈ Σ′ coincides with ηξ, that is, the minimal
dimensional cone containing ξ, see Remark (2.1) (iv). Set
δσ,ξ := δσ+ ξ⊥,
and similarly for δσ,ξi , see Convention at the end of the introduction and (2.1.7). (Note that
σ+ ξ⊥ ⊃ σ+ η⊥σ = A(σ).) We then get the equality
(2.2.8) δσ,ξ = GCD
(
δσ,ξi
∣∣ i ∈ [1, dξ]),
since Yex0 ⊂ Y is a divisor with normal crossings, and the multiplicity of the pull-back of f
along the divisor Yξi is given by δσ,ξi using (2.1.3). (Note that ξ⊥ =
⋂
i ξ
⊥
i .) In particular,
δσ,ξi/δσ,ξ ∈ N. We have δσ,ξi = 0 if ξi is a coordinate axis of Rn>0. (We define GCD via
the sum of of the corresponding ideals of Z so that Zδσ,ξ =
∑
i Zδσ,ξi , using a very classical
theorem assuring that any ideal of Z is generated by one element.)
2.3. Proof of Theorem 1. By the same argument as in (2.2), we can define for ξ ∈ Ξ′ the
ramified covering spaces
pξ : Y˜ξ → Yξ,
together with the Q-local systems L′ξ on
Y◦ξ := Yξ \ Yprξ with Yprξ := Yξ ∩ Ypr0 ,
where Ypr0 ⊂ Y0 is the proper transform of X0 in the notation of (2.1). This essentially
coincides with the construction of motivic nearby fibers of Denef and Loeser [DL, 3.5.3].
Let kˇξ be the number of unit vectors ei ∈ Rn contained in ξ ∈ Ξ′ with i /∈ Jf (similarly
for kˇη with η ∈ Σ′), where Jf is as in the introduction. By an argument similar to [MSS,
5.1 and 5.3] and using [BS1, Theorem 4.2] (see also Remark (2.2) (ii)), we get the equality
in KTs0 (MHS)
(2.3.1) [χ(Ff ,Q), Ts] =
∑
ξ∈Ξ′ (1− θ)dξ−kˇξ−1ψ′ξ,
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with
ψ′ξ := χc
(Yξ,R(j′ξ)∗(L′ξ, Ts)).
Here j′ξ : Y◦ξ →֒ Yξ is the inclusion, and χc denotes the Euler characteristic with compact
supports. Note that dξ− kˇξ is the number of irreducible components of Y0 passing through
each point of Y◦ξ . In the notation of Remark (2.1) (i), we have the equality
(2.3.2) k(σ)− d(σ) = dησ − kˇησ − 1,
since
k(σ) + kˇησ = n = dσ+ dησ .
We have
(2.3.3) rankL′ξ = δσ,ξ,
that is, the degree of the ramified covering pξ is δσ,ξ, see Remark (2.2) (v). Here σ 6 Γf is
the face such that the corresponding ησ ∈ Σ′ coincides with ηξ (the minimal dimensional
cone containing ξ, see Remark (2.1) (iv)), and δσ,ξ is as in Remark (2.2) (v). Then ρ induces
the smooth surjective morphism
ρξ : Yξ→ Xσ,
whose fibers are tori. (This is induced by (2.1.2–3).) We have
δ′ξ := δσ,ξ/δσ ∈ Z,
using the definition of δσ as in (1), since there is an inclusion of affine spaces
σ+ ξ⊥ ⊃ σ+ η⊥σ .
By (2.2.2) the pull-back of the ramified covering space X˜ σ → Xσ by ρξ is identified with a
quotient covering space Γ′ξ of pξ : Y˜ξ → Yξ defined by the (unique) cyclic subgroup of order
δ′ξ of the covering transformation group Γξ of pξ. Note that
Γ′ξ
∼= Z/Zδ′ξ, Γξ ∼= Z/Zδσ,ξ, Γξ/Γ′ξ ∼= Z/Zδσ.
Then ρ∗ξ(Lσ) is identified with the Γ
′
ξ-invariant part of L
′
ξ, and we get the isomorphisms
(2.3.4) L′ξ,C,λ = ρ
∗
ξ(Lσ,C,λ) for any λ ∈ µδσ .
Using these, we can show the following equality in KTs0 (MHS) :
(2.3.5) χc
(Yξ,R(j′ξ)∗(L′ξ, Ts)) = (θ− 1)r(ξ)χc(Xσ,R(jσ)∗(Lσ, Ts)),
where r(ξ) := dimYξ− dimXσ (= n− dξ− dσ). By Remark (2.2) (iii), it is enough to show
that some local monodromy at infinity of the restriction of L′ξ,C,λ to a general fiber of the
projection ρ◦ξ : Y◦ξ → X ◦σ (which is a torus) is non-trivial if λ ∈ µδσ,ξ \ µδσ . But this can be
verified by using Remarks (2.2) (iv) and (v) as follows.
Let ξ′ ∈ Ξ′ be a maximal dimensional cone containing ξ and contained in ησ, where σ is as
in Remark (2.2) (v). Let ξ′j (j ∈ [1, dξ′−dξ]) be the 1-dimensional cones of ξ′ not contained
in ξ. They correspond to normal crossing divisors Yξ′j meeting at Yξ′. Their intersections
with the closure Yξ of Yξ are divisors at infinity of Yξ. Using Remark (2.2) (iv), the local
monodromy of the local system L′ξ,C,λ around Yξ ∩ Yξ′j is given by multiplication by
λ
−δσ,ξ′
j ,
Note that the multiplicity of the pull-back of f along Yξ′j is δσ,ξ′j , see also Remark (2.2) (v).
By the maximality of ξ′, we get the equality of affine subspaces
σ+ ξ′⊥ = σ+ η⊥σ ,
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(counting their dimensions). This implies that
δσ,ξ′ = δσ.
The assertion then follows from Remark (2.2) (v) applied to ξ and ξ′. Indeed, together with
the above equality, it gives that
δσ = GCD
(
δσ, ξ, δσ, ξ′j (j ∈ [dξ′−dξ])
)
.
Note that
λm 6= 1 if λ ∈ µδσ,ξ \ µδσ , m = δσ.
Here we can replace the right-hand side of the last condition, that is, δσ with
δ′ξ′ := GCD
(
δσ, ξ′j (j ∈ [dξ′−dξ])
)
,
using the above equality. Indeed, we have λ ∈ µδσ,ξ and δσ = GCD(δσ, ξ, δ′ξ′), hence
δσZ = δ
′
ξ′Z mod δσ, ξZ.
So the non-triviality of some local monodromy follows from the above calculation of the local
monodromies at infinity, since the normal crossing divisors meet at Yξ′. (Recall that locally
the complement of a divisor with normal crossings on a complex manifold has an abelian
fundamental group generated freely by loops around local irreducible components, since it
is essentially a product of punctured disks.) We thus get the equality (2.3.5).
As for the right-hand side of (2.3.5), we can show the following equality in KTs0 (MHS) :
(2.3.6) χc
(Xσ,R(jσ)∗(Lσ, Ts)) = (−1)dσ[Hdσc (Xσ,R(jσ)∗(Lσ, Ts))].
Indeed, there is a commutative diagram
X ◦σ jσ−→ Xσ
↓ ĵ ◦σ ↓ ĵσ
X ◦σ jσ−→ X σ
By Remark (2.1) (v), X ◦σ is an affine variety, and all the inclusions are affine morphisms so
that the associated open direct images are t-exact functors (see [BBD]). We have moreover
the canonical isomorphism
(2.3.7) (ĵσ)!R(jσ)∗Lσ = R(jσ)∗(ĵ
◦
σ)!Lσ,
using the non-degeneracy condition on f . This can be reduced to the case X σ is smooth and
X σ \Xσ is a divisor with normal crossing, taking a subdivision of the normal fan of σ (see for
instance [Da1, 8.2]) and using the direct image by the morphism from the desingularization.
The assertion (2.3.6) then follows from Artin’s vanishing theorem [BBD] (see also [Sa2,
2.1.18]) together with its dual.
For η ∈ Σ′, let Ξ′η ⊂ Ξ′ be the subset consisting of ξ ∈ Ξ′ such that η coincides with ηξ
(see Remark (2.1) (iv)), that is, the interior of ξ is contained in that of η. (In this paper,
the interior of a cone means the interior in the smallest affine space containing the cone.)
The last condition is equivalent to that ρ induces the morphism Yξ → Xη. Set
I0 := {i ∈ [1, n] | ei ∈ η},
where ei ∈ Rn is the i the unit vector. For I ⊂ I0 (here I may be ∅), set
ΦI :=
⊔
j Φ
j
I , Φ
◦
I :=
⊔
j Φ
◦j
I ,
with
ΦjI :=
{
ξ ∈ Ξ′η
∣∣ ei ∈ ξ (∀ i ∈ I), dη−dξ = j} = ⋂i∈I Φji ,
Φ◦jI := Φ
j
I \
⋃
i′∈I0\I
Φji′ =
⋂
i∈I Φ
j
i \
⋃
i′∈I0\I
Φji′ ,
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where Φji := Φ
j
{i}. We have
Ξ′η =
⊔
I⊂I0
Φ◦I ,
where I runs over any subsets of I0 including ∅ (and Φ◦I0 = ΦI0). Put
εI :=
∑
j (−1)j|ΦjI |, ε◦I :=
∑
j (−1)j|Φ◦jI |.
Then Theorem 1 follows from (2.3.1) and (2.3.5–6) using Proposition (2.3) and Corollary (2.3)
below.
Proposition 2.3. In the above notation, we have εI = 1 for any I ⊂ I0 including the case
I = I0 or I = ∅.
Proof. Set
Y := {(y1, . . . , yn) ∈ (R>0)n |
∑
i yi = 1}.
For I ⊂ I0, let YI ⊂ Y be the subset defined by yi = 0 for i /∈ I. Let ZI be a sufficiently
general affine subspace of Y intersecting YI transversally. We then get a stratification of an
open subset UI ⊂ ZI by
Z◦I,ξ := ξ
◦ ∩ ZI (ξ ∈ ΦI),
(where ξ◦ denotes the interior of ξ in the smallest affine space containing ξ) so that
UI =
⊔
ξ ∈ΦI
Z◦I,ξ, hence χc(UI) =
∑
ξ∈ΦI
χc(Z
◦
I,ξ).
Note that Z◦I,ξ and UI are contractible. So χc(Z
◦
I,ξ) = (−1)dimZ
◦
I,ξ by duality (see [Ve]), and
similarly for UI . (Indeed, the dualizing complex on an orientable real manifold is given by
the constant sheaf shifted by the real dimension.) The assertion then follows.
Corollary 2.3. In the above notation, we have ε◦I = 0 for any I ⊂ I0 including the case
I = ∅ but not for I = I0.
Proof. We proceed by decreasing induction on |I| < |I0|. We have the partition
ΨI =
⊔
I⊂J⊂I0
Ψ◦J ,
where J runs over any subsets of I0 containing I (including the case J = I or J = I0). Hence
εI =
∑
I⊂J⊂I0
ε◦J ,
and we have by Proposition (2.3)
ε◦I0 = εI0 = εI = 1.
By inductive hypothesis, we have ε◦J = 0 for any J such that I ⊂/− J ⊂/− I0. (In the case
|I| = |I0| − 1, this is trivially satisfied, since there is no such J .) We thus get ε◦I = 0. So the
assertion follows by induction.
Remark 2.3. Related to ψσ in the case σ = ∅ in (2), we have in the σ simplicial case
Hk
(X σ \ X prσ ,Q) = 0 (k 6= 0, dσ),
with X prσ := X σ ∩X pr0 . Here H0(X σ \ X prσ ,Q) = Q, and Hdσ(X σ \ X prσ ,Q) is pure of weight
dσ+1, using the Gysin sequence
→ Hk−2(X prσ ,Q)(−1)→ Hk(X σ,Q)→ Hk(X σ \ X prσ ,Q)→
and the weak Lefschetz property. Note that X σ is a V -manifold which is homeomorphic to
Pdσ (since σ is simplicial), and X prσ is also a V -manifold (since f is non-degenerate). Using
a spectral sequence, we then get that
GrW0 H
dσ
c (X ◦σ ,Q) = Q (σ 6= ∅).
This shows that ψ∅ is necessary in (2). Indeed, Gr
W
0 H
n−1(Ff ,Q)1 does not vanish without
it, since
∑
i>0 (−1)isi = 1 with si the number of i-dimensional faces of Γf .
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2.4. Proofs of Corollary 1 and Theorem 2. We may assume that f is typical by
Remarks (2.4) (ii–iii) below. (Here typical means that Supp(x)f consists of the vertices of
Γ+(f).) Then the assertions follow from Theorem 1 using Lemma (2.4) and Proposition (2.4)
below.
Lemma 2.4. Assume σ 6 Γf is a simplex. Set X ◦σ := X σ \ X pr0 with ĵ ◦σ : X ◦σ →֒ X ◦σ the
inclusion, and
Lσ := (ĵ
◦
σ)∗Lσ.
There are isomorphisms constructible sheaves on X ◦σ for ∅ 6= τ < σ :
(2.4.1) Lσ|X◦τ = Lτ .
Moreover Lσ is identified with the intermediate direct image of Lσ up to a shift of complex.
Proof. This follows from an argument similar to (2.3). Indeed, the assertion is reduced to
the normal crossing case by using the morphism ρ and choosing ξ1, ξ2 ∈ Ξ′ such that
ξ1 ⊂ ξ2, ξ1 ⊂ ησ, ξ2 ⊂ ητ , dξ1 = dησ , dξ2 = dητ .
The assertion then follows by using Remarks (2.2) (iv) and (v). (This is closely related to
Remark (2.1) (vii).) Note that the assumption on σ implies that the X τ are V -manifolds so
that a constant sheaf is an intersection complex up to shift for τ 6 σ, see also the proof of
Proposition (2.4) and Remark (2.4) (i) below. This finishes the proof of Lemma (2.4).
Proposition 2.4. Assume σ 6 Γf is a simplex, and moreover fσ is typical. Set
Lσ,C,λ := Ker(Ts−λ) ⊂ C⊗Q Lσ.
We have the isomorphisms for p = [α], λ = exp(2πiα) with α ∈ Q :
(2.4.2) GrpFH
dσ
(X σ,R(jσ)∗Lσ,C,λ) = Bσ,dσ+1−α,
where jσ : X ◦σ →֒ X σ is a natural inclusion, and Bσ is as in the introduction (defined before
Theorem 2).
Proof. Let v1, . . . , vr be the vertices of σ. Let δσ, V (σ) be as in (1). Set E
′ := V (σ) ∩ Zn.
Let E ⊂ V (σ) be the free abelian subgroup generated by v′k := 1δσ vk (k ∈ [1, r]), where
r = dσ + 1. Then E ⊃ E ′, and Remark (2.4) (i) below applies. Let xi ∈ C[E] corresponding
to v′k ∈ E. Then we have
C[x1, . . . , xr]
G = Aσ,
since each monomial is stable by the action of G (up to constant multiple). Moreover, there
is h =
∑r
i=1 aix
d
i (ai 6= 0) in the left-hand side which is identified with fσ in the right-hand
side. Set
B◦k/d := {ν ∈ Zr | 0 < νi < d (∀ i), |ν| = k}.
It is well-known (see for instance [Br], [SS], [St1], [Va2]) that we have a canonical isomorphism
ιh : B
◦
k/d
∼−→ GrpFHr−1(Fh,C)λ,
for p = [n− k/d], λ = exp(−2πik/d), where Fh := h−1(1) ⊂ Cr. This isomorphism can be
defined by
ιh(g) :=
[(
(gdx/x)/dh
)|Fh] ∈ Hr−1DR (Fh,C) (g ∈ B◦k/d),
using the analytic de Rham cohomology of the stein manifold Fh, where dx/x :=
∧r
i=1 dxi/xi.
(Note that g/x ∈ C[x1, . . . , xr].) The isomorphism ιh is compatible with the action of G,
since dx/x and h are G-invariant. So the assertion follows by restricting the isomorphism
to the G-invariant part, since the local system Lσ and the constructible sheaf Lσ can be
obtained also by using the direct images of the constant sheaves on the second and first
terms of (2.1.6). (Note that (2.4.1) corresponds to that fτ is a “restriction” of fσ for τ < σ.)
The index dσ+1−α on the right-hand side of (2.4.2) comes from the difference of the two
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definitions of spectral numbers as is explained after (1.1.1) (using the symmetry). This
finishes the proof of Proposition (2.4).
Remark 2.4 (i). Let E be a free abelian group with E ′ ⊂ E a subgroup such that E/E ′ is
finite. There is a decomposition
E/E ′ ∼= ∏bj=1 µaj (aj > 2),
with µaj as in (2.2.3). Let φj : E → µaj be the composition of the projection E→ E/E ′
and the projection to the j th factor.
Consider the group ring C[E]. We denote by xe the element of C[E] corresponding to
e ∈ E so that xe+e′ = xexe′ . (If we choose free generators e1, . . . , er of E, then C[E] is
identified with C[x1, . . . , xr]
[
1
x1···xr
]
where xk := x
ek .) We have an action of a generator ρj
of µaj on C[E] such that
ρj(x
e) = φj(e)x
e (e ∈ E).
This is extended to the action of G :=
∏b
j=1 µaj on C[E] so that
C[E]G = C[E ′].
Remark 2.4 (ii). If there is a deformation {fu}u∈∆r such that Γ+(fu) is independent of u
and each fu is Newton non-degenerate, then we have a simultaneous embedded resolution
of the fu by taking a smooth subdivision of the normal fan of Γ+(fu), see for instance [Da1,
8.2]. This implies that the spectrum of fu is independent of u (similarly for spectral pairs in
the isolated singularity case).
Remark 2.4 (iii). For a finite number of lattice points v(j) ∈ Zn (j ∈ [1, r]), there is a
non-empty Zariski-open subset Uv ⊂ Cr such that, for (aj) ∈ Uv, we have the smoothness of
the hypersurface
Zv,a :=
{
(xi) ∈ (C∗)n
∣∣∑r
j=1 ajx
v(j) = 0
}
.
Indeed, the hypersurface defined by the above equation in (C∗)n×Uv is smooth (using the
derivation by ai). So the assertion follows from a well-known Bertini type theorem.
Remark 2.4 (iv). The compatibility of Corollary 1 with [Va1] can be verified by using an
argument similar to [JKYS2, 1.5].
Remark 2.4 (v). We can show that Corollary 1 implies [JKYS2, Theorem 2], which claims
that for a non-degenerate function f of 3 variables with Γ+(f) simplicial and intersecting
any coordinate plane of R3, we have
(2.4.3)
Sp′f(t) =
∑
σ∈CFin(f)
(∑cσ−1
j=0 t
j
)
qσ(t) +
∣∣CF0in(f)∣∣ (t+t2)
+
∑
σ∈CF0(f)
(
γ˜σ−3
)
qσ(t)t
−∑σ∈CF(f)mσ(∑cσ−2j=0 tj) qσ(t)−∑σ∈CF0(f)mσ t.
Here mσ for σ < Γ+(f) is the number of (dσ+1)-dimensional faces of Γ+(f+ℓ
r) (r≫ 0) which
is the convex hull of σ∪{rei} for some i ∈ [1, 3] and is not contained in any coordinate plane
with ei the ith unit vector and ℓ a sufficiently general linear function. We denote by γ˜σ the
number of 2-dimensional (not necessarily compact) faces of Γ+(f+ℓ
r) (r ≫ 0) containing
σ ∈ CF0(f).
Indeed, let CFjsb(f), CF
j
db(f) be the subset of CF
j
b(f) consisting of τ such that σ
(i) ∪ τ is
a face of Γ+(f+ℓ
r) (r ≫ 0) for exactly one and two i ∈ [1, 3] respectively. Put
CFjnb(f) := CF
j(f) \ CFjb(f),
CFj(f)(k) :=
{
σ ∈ CFj(f) ∣∣ k(σ) = k+1}.
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Note that CFj(f)(2) = CFjin(f). Set
CFjb(f)
(k) := CFjb(f) ∩ CFj(f)(k),
and similarly for CFjsb(f)
(k), etc. Put
nσ,k,d := #{τ 6 Γf | τ > σ, k(τ) = k+1, d(τ) = d+1}.
Note that ∑
k nσ,k,1 +m
′
σ = γ˜σ if σ ∈ CF0(f).
Here m′σ is defined like mσ without assuming the last condition (about the non-inclusion in
coordinate planes).
We can calculate these nσ,k,d and the combinatorial polynomials rσ(t) (using pictures as
in Remark (2.4) (vi) below if necessary) as follows.
Case 0a: σ ∈ CF0nb(f)(2) (mσ = 0).
nσ,2,0 = 1, nσ,2,1 = γ˜σ, nσ,2,2 = γ˜σ, (cσ = 3),
rσ(t) = (t−1)2 + γ˜σ(t−1) + γ˜σ = (γ˜σ−3)t+ (1+t+t2).
Case 0b: σ ∈ CF0sb(f)(2) (mσ = 1).
nσ,2,0 = 1, nσ,2,1 = γ˜σ − 1, nσ,2,2 = γ˜σ − 2,
rσ(t) = (t−1)2 + (γ˜σ−1)(t−1) + (γ˜σ−2)
= (γ˜σ−3)t+ (1+t+t2)− (1+t).
Case 0b′: σ ∈ CF0db(f)(2) (mσ = 2).
nσ,2,0 = 1, nσ,2,1 = γ˜σ − 2, nσ,2,2 = γ˜σ − 4,
rσ(t) = (t−1)2 + (γ˜σ−2)(t−1) + (γ˜σ−4)
= (γ˜σ−3)t+ (1+t+t2)− 2(1+t).
Case 0c: σ ∈ CF0nb(f)(1) (mσ = 0).
nσ,1,0 = 1, nσ,2,1 = γ˜σ − 2, nσ,1,1 = 2, nσ,2,2 = γ˜σ − 1,
rσ(t) = −(t−1) + (γ˜σ−2)(t−1)− 2 + (γ˜σ−1) = (γ˜σ−3)t.
Case 0d: σ ∈ CF0sb(f)(1) with mσ = 1.
nσ,1,0 = 1, nσ,2,1 = γ˜σ − 3, nσ,1,1 = 2, nσ,2,2 = γ˜σ − 3,
rσ(t) = −(t−1) + (γ˜σ−3)(t−1)− 2 + (γ˜σ−3) = (γ˜σ−3)t− (t+1).
Case 0d′: σ ∈ CF0sb(f)(1) with mσ = 0.
nσ,1,0 = 1, nσ,2,1 = γ˜σ − 2, nσ,1,1 = 1, nσ,2,2 = γ˜σ − 2,
rσ(t) = −(t−1) + (γ˜σ−2)(t−1)− 1 + (γ˜σ−2) = (γ˜σ−3)t.
Case 0d′′: σ ∈ CF0db(f)(1) (mσ = 0).
nσ,1,0 = 1, nσ,2,1 = γ˜σ − 2, nσ,1,1 = 0, nσ,2,2 = γ˜σ − 3,
rσ(t) = −(t−1) + (γ˜σ−2)(t−1)− 0 + (γ˜σ−3) = (γ˜σ−3)t.
Case 0e: σ ∈ CF0(f)(0) (mσ = 0).
nσ,0,0 = 1, nσ,2,1 = γ˜σ − 3, nσ,1,1 = 2, nσ,2,2 = γ˜σ − 2,
rσ(t) = 1 + (γ˜σ−3)(t−1)− 2 + (γ˜σ−2) = (γ˜σ−3)t.
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Case 1a: σ ∈ CF1nb(f)(2) (mσ = 0).
nσ,2,1 = 1, nσ,2,2 = 2, rσ(t) = (t−1) + 2 = t+1.
Case 1b: σ ∈ CF1b(f)(2) (mσ = 1).
nσ,2,1 = 1, nσ,2,2 = 1, rσ(t) = (t−1) + 1 = (t+1)− 1.
Case 1c: σ ∈ CF1nb(f)(1) (mσ = 0).
nσ,1,1 = 1, nσ,2,2 = 1, rσ(t) = −1 + 1 = 0.
Case 1d: σ ∈ CF1b(f)(1) (mσ = 1).
nσ,1,1 = 1, nσ,2,2 = 0, rσ(t) = −1.
We now get the equality between the partial sum of (3) over the non-empty faces σ 6 Γf
and the right-hand side of (2.4.3) with second and last terms deleted. The coincidence
between r∅(t) and the sum of the second and last terms of the right-hand side of (2.4.3) is
reduced to Remark (2.4) (vi) just below.
Remark 2.4 (vi). For a triangulation of a triangle Γ, let a0, a1 be the number of vertices
and edges of the triangulation which are not contained in the boundary of Γ. Let b0 be the
number of vertices lying on smooth points of ∂Γ. Then we have
3a0 + b0 = a1.
For instance, if the triangulation is given by
❅
❅
❅
❅
❅
❅
❅
❍❍
❍❍
❍❍
❍
❆
❆
❆
❆
❆
❆
❆ 
 
  ❅
❅
❅❅
or
❅
❅
❅
❅
❅
❅
❅
❍❍
❍❍
❍
❆
❆
❆
❆
❆
 
 
❅
❅
❅❅
❅
❅
we have (a0, b0, a1) = (4, 3, 15). Here a triangulation means that if the intersection of two
triangles γ1, γ2 is non-empty, then it coincides with one side of γi for i = 1, 2.
The above statement can be verified by induction on a0 dividing Γ into two parts. Here we
may assume a0 > 0, since the case a0 = 0 is easily shown by induction on a1 or b0 (removing
an appropriate edge). We choose a general line ℓ passing through a vertex A of Γ and a
point B on the boundary of Γ which is not a vertex of Γ. We assume ℓ does not contain any
vertex of triangulation (except for A). Let Γ1,Γ2 be the triangles such that Γ1 ∪ Γ2 = Γ,
Γ1 ∩ Γ2 = Γ ∩ ℓ. We may assume that Γi contains at least one vertex of triangulation
for i = 1, 2 (replacing A if necessary). Let γj (j ∈ [0, r]) be the triangles intersecting ℓ.
Changing the order of the γj if necessary, we may assume that there are intersection points
Pj (j ∈ [1, r]) of ℓ with edges of triangulation such that Pj , Pj+1 ∈ γj (j ∈ [0, r]), where
P0 = A, Pr+1 = B. We then get triangulations of Γ1,Γ2 by adding an edge joining Pj and a
vertex of γj for each j ∈ [1, r]. Define a(i)0 , b(i)0 , a(i)1 for Γi as above (i = 1, 2). Since the edges
intersecting ℓ are divided into two parts, we see that
a
(1)
0 + a
(2)
0 = a0, b
(1)
0 + b
(2)
0 = b0+2r, a
(1)
1 + a
(2)
1 = a1+2r.
The assertion is thus reduced to the case a0 = 1 by induction. We may then assume that
the unique vertex in the interior of Γ is contained in all the edges by deleting (or replacing)
inductively certain edges which are a side of a triangle containing a vertex of Γ. The claim
is further reduced to the case b0 = 0 by removing edges inductively. We then get a1 = 3. So
the assertion follows.
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For the application to the problem in Remark (2.4) (v) above, all the triangles containing
certain vertices of Γ must be deleted (since f has non-isolated singularities). The multiplicity
of each vertex on the new boundary of the remaining area then becomes 3−mσ if σ ∈ CF0(f)
corresponds to the vertex (since the edge joining this vertex with a vertex of Γ is removed).
Here the triangulation by obtained by taking the intersection of the cones of σ 6 Γf with
the hypersurface
∑
i νi = 1. (This triangulation cannot recover the toric variety associated
with Σ, since crucial information is lost by passing to the cones of σ.)
2.5. Proof of Corollary 3. By Remarks (2.4) (ii–iii) just above, we may assume f is
typical as in (2.4). Using the intermediate direct image explained after (2.2.7), the assertion
on nλ,k for λ 6= 1, k = n or n−1 follows from the estimate of weights as in [Sa3, 4.5.2]
and the monodromical property of the weight filtration as in Remark (1.2) (ii) together with
Proposition (2.4) (since any 1-dimensional polyhedron is a simplex). Indeed, the estimate
of weights implies that wt(ψσ, 6=1) 6 dσ, and hence
(2.5.1) wt
(
(1− θ)k(σ)−d(σ)ψσ, 6=1
)
6 2n− 2− dσ,
since k(σ) − d(σ) 6 n − 1 − dσ (and wt θ = 2). Here the decomposition ψσ = ψσ,1 + ψσ, 6=1
(induced by (2.2.4)) is used, and wt means weights.
The assertion on n1,n−1 also follows from Theorem 1 and Proposition (2.4) using the
estimation
(2.5.2) wt
(
(1− θ)k(σ)−d(σ)ψσ,1
)
6 2n− 1− dσ,
(which holds since the closure of X prσ in an appropriate compactification of Xσ is a smooth
hypersurface). This finishes the proof of Corollary 3.
Remark 2.5 (i). For the proof of the assertion on n1,n−1, we can also use the equality
(2.5.3) dimGrW2 H
1(P \ Z) = |Z| − 1,
for a non-empty finite subset Z ⊂ P1 instead of Proposition (2.4).
Remark 2.5 (ii). By an argument similar to [JKYS2, Remark 1.5], the assertion for λ 6= 1,
k = n−1 in Corollary 3 is equivalent to the equality
(2.5.4) nλ,n−1 =
∑
σ6Γf , dσ=1
(qσ,β + qσ,2−β),
for β ∈ (0, 1) with λ = exp(±2πiβ) (here qσ(t) =
∑
α∈Q qσ,α t
α), see also [Sta] and the
references quoted there as relevant results. We have nλ,k = nλ,k, since the monodromy is
defined over Q.
2.6. Proof of Corollary 2. Let −αf be the maximal root of the Bernstein-Sato polynomial
bf,0(s). By [Sa5, Corollary 3.3] (using implicitly [Sa8, (1.3.4)]), we have
(2.6.1) αf > c
−1.
So it is sufficient to show that bf,0(−c−1) = 0. Using the projections Rn → Rn−1 together
with Remark (2.6) (i) below, the assertion is reduced to the case (c, . . . , c) ∈ Γf .
It is then further reduced to the assertion that c−1 is a spectral number of the Steenbrink
spectrum Spf(t) = Sp
′
f(t
−1)tn. Indeed, by [Sa6, Theorem 2], −α is a root of bf,0(s) for
α ∈ Q>0 if
(2.6.2) Grp
P˜
Hn−1(Ff ,C)λ 6= 0 (λ = e−2piiα, p = [n−α]).
On the other hand, the spectral numbers α of Spf(t) contained in (0, 1) are given by (2.6.2)
with P˜ replaced by F , since we have p = [n−α] = n−1, and
(2.6.3) F n−1Hk(Ff ,C) = 0 if k < n−1,
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see Remark (2,6) (i) below. Moreover the saturated pole order filtration P˜ contains the
Hodge filtration F on Hn−1(Ff ,C), and P˜
n = 0, see loc. cit. So the above reduction is
proved.
By Corollary 1, the maximal spectral number of Sp′f (t) is given by n− c−1, using the
symmetry of the qσ(t), since f is simplicial, the leading coefficient of rσ(t) is 1 for the
minimal dimensional σ 6 Γf with (c, . . . , c) ∈ σ, and c−1 < 1. So the minimal spectral
number of Spf(t) is c
−1. This finishes the proof of Corollary 2.
Remark 2.6 (i). If f is Newton non-degenerate, then so is the restriction f(i) of f to xi = ai
with |ai| sufficiently small in the case f(i) has a singularity. This can be verified by using
a smooth subdivision of the normal fan. Indeed, it implies the stratified smoothness of the
pull-back of f(i) when |ai| is very small, see also [JKYS1, Remark 1.7].
Remark 2.6 (ii). The mixed Hodge structure on the vanishing cohomology Hn−1+k(Ff ,Q)
is defined by applying the cohomological functor Hki∗0 to the nearby mixed Hodge module
of f . Here i0 : {0} →֒ X is the inclusion, and Hki∗0 can be defined by iterating the mapping
cones of functors
(2.6.4) C(canj : ψxj ,1 → ϕxj ,1) (j ∈ [1, n]),
with xj local coordinates, see [Sa3]. The morphism canj in (2.6.4) is induced by ∂xj , and
the Hodge filtration F on ψ is shifted by 1 so that F is preserved by canj, see [Sa2]. This
shift implies that
(2.6.5) F n−k+1Hn−k(Ff ,C) = 0 (k > 1).
Remark 2.6 (iii). It does not seem easy to generalize the argument in the proof of Corollary 2
to the case c < 1 where the situation is quite different; consider for instance the case
f = xa+ yz (but not xa+ y2+ z2) for a > 2, where Spf(t) = rσ(t)qσ(t) for σ = {(a, 0, 0)}
with rσ(t) = t, qσ(t) = t
1/a + · · ·+ t(a−1)/a.
2.7. Symmetry of combinatorial polynomials. In the convenient simplicial case, we
can show that a symmetry of the combinatorial polynomials rσ(t) in (4) follows from the one
for the spectrum Spf(t) in (1.2.3).
Theorem 2.7. If f is Newton non-degenerate with convenient simplicial Newton polyhedron,
then the following symmetry of combinatorial polynomials rσ(t) holds :
(2.7.1) rσ(t) = rσ(t
−1)tn−d(σ) (∀ σ 6 Γf).
Here σ may be ∅, and d(∅) = 1.
Proof. Let vj be the vertices of Γf (j ∈ [1, r]). There is a positive integer b such that the
following inclusions hold for any σ 6 Γf :
(2.7.2)
∑
vj∈σ
Nvj ⊂ C(σ) ∩ Nn ⊂
∑
vj∈σ
b−1Nvj ,
where C(σ) ⊂ Rn is the cone of σ. The first inclusion is trivial (since vj ∈ Nn). The second
one can be verified by considering the image of V (σ) ∩ Zn under the projection
prσ,vj : V (σ)→ Rvj ,
such that Ker prσ,vj ⊂ V (σ) is spanned by the vertices of σ other than vj, and prσ,vj |Rvj = id
(since σ is a simplex). Recall that V (σ) ⊂ Rn is the vector subspace spanned by σ.
Take an integer a≫ nb. Put
aj = a
r(1− a−j) ∈ N (j ∈ [1, r]).
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Let g be a polynomial such that the vertices of Γg are {ajvj}. Then the combinatorics of Γg
is the same as Γf , since (a
r−aj)/ar = a−j ≪ 1. In particular, the combinatorial polynomials
are the same; more precisely, for σ 6 Γf , τ 6 Γg with C(σ) = C(τ), we have the equality
(2.7.3) rσ(t) = rτ (t).
For k = (kj) ∈ Nr, set
ιa,b(k) :=
∑r
j=1 kj(ajb)
−1
=
∑r
j=1 kj(1− a−j)−1(arb)−1 ∈ Q.
Put I0,nb := Z ∩ [0, nb]. The following map is injective (see Lemma (2.7) below) :
(2.7.4) ιa,b : I
r
0,nb → Q.
This implies the linear independence of qτ (t) (τ 6 Γg) over C((t)), see Proposition (2.7)
below. So the equality (2.7.1) follows from (4) together with the self-dualities :
(2.7.5) Spg(t) = Spg(t
−1)tn, qτ (t) = qτ (t
−1)td(τ),
see (1.2.3) for the first equality. This finishes the proof of Theorem (2.7) (using Lemma (2.7)
and Proposition (2.7) below).
Lemma 2.7. In the above notation, the map (2.7.4) is injective.
Proof. Assume
ιa,b(k) = ιa,b(k
′) for some k, k′ ∈ I r0,nb.
Note first that
(1− a−j)−1 − 1 = a−j(1− a−j)−1,∑r
j=1 a
−j(1− a−j)−1 6 a−1(1− a−r)(1− a−1)−2 < (2nb)−1,
since (1−a−j)−1 6 (1−a−1)−1, ∑rj=1 a1−j = (1−a−r)(1−a−1)−1 and a≫ nb. We then get
(2.7.6) 0 6 ιa,b(k)− |k|(arb)−1 < (2arb)−1,
where the first inequality follows from aj < a
r. In particular, |k| :=∑j kj is the integer part
of (arb)ιa,b(k). Hence |k| = |k′|. We may thus fix |k|. Set
ι′a,b(k) :=
∑r
j=1 kj a
−j(1− a−j)−1(arb)−1
= ιa,b(k)− |k|(arb)−1,
Since a≫ nb, the same argument as above shows the inequalities
(2.7.7) 0 6 ι′a,b(k
′′) < a−i(2arb)−1 if k′′j = 0 (j 6 i) with k
′′ ∈ I r0,nb.
The injectivity of (2.7.4) then follows taking i ∈ [1, r] such that kj = k′j for j < i and ki 6= k′i,
where we apply (2.7.7) to the case k′′j = kj (j > i) and also to the case k
′′
j = k
′
j (j > i). This
finishes the proof of Lemma (2.7).
Proposition 2.7. In the above notation, the qτ (t) for τ 6 Γg (including the case τ = ∅)
are linearly independent over C((t)) (= C[[t]][t−1]) in C[[t1/e]][t−1], where e is a sufficiently
divisible positive integer.
Proof. Let Eτ ⊂ Rn be the higher-dimensional parallelogram spanned by the vertices of τ .
Any ν ∈ E◦τ ∩ Nn is expressed as
(2.7.8) ν =
∑
vj∈σ
b−1k
(ν)
j vj (k
(ν)
j ∈ Z>0),
using the inclusion (2.7.2). Recall that σ 6 Γf corresponds to τ 6 Γg with C(τ) = C(σ).
By definition (see (1.3.3)), we have
v′g(x
ν) =
∑
j k
(ν)
j (ajb)
−1 = ιa,b(k
(ν)),
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where k
(ν)
j := 0 if vj is not a vertex of σ. (Note that v
′
f (x
vj ) = 1, v′g(x
vj ) = a−1j .) So we get
(2.7.9) qτ (t) =
∑
ν∈E◦τ∩N
n t
ιa,b(k
(ν)).
Assume now there is a relation ∑
τ6Γg
cτ (t)qτ (t) = 0,
with cτ (t) =
∑
i∈Z cτ,it
i ∈ C((t)). Replacing cτ (t) with tm cτ (t) for some m ∈ Z, we may
assume that cτ,i = 0 (i < 0) for any τ , and cτ,0 6= 0 for some τ 6= ∅. (Note that q∅(t) = 1,
and qτ,0 = 0 for τ 6= ∅, where qτ (t) =
∑
α qτ,αt
α.) However, this contradicts the injectivity of
ιa,b on I
r
0,nb, using the inclusion
(2.7.10)
∑
vj∈σ
vj ∈ E◦τ ,
for σ 6 Γf with C(σ) = C(τ). Here we need also the inequality
(2.7.11) ιa,b(k
(ν)) > |k(ν)|(arb)−1,
in the case k(ν) ∈ Nr \ Ir0,nb (which follows from aj < ar). Indeed, combined with (2.7.6)
and using the injectivity of ιa,b on I
r
0,nb, this inequality implies that ιa,b(k
(ν)) is different from
ιa,b(k) for any k ∈ Nr \ {k(ν)}, if k(ν) is defined by k(ν)j = 1 for {vf} 6 σ, and 0 otherwise.
The desired linear independence now follows. This finishes the proof of Proposition (2.7).
Remark 2.7 (i). The symmetry of combinatorial polynomials rσ(t) makes calculations of
the rσ(t) much easier, since the coefficients rσ,j of rσ(t) become simpler as j increases.
Remark 2.7 (ii). It does not seem necessarily easy to prove Theorem (2.7) combinatorially.
When n = 4, for instance, this may be related to a generalization of Remark (2.4) (vi), where
C∞ triangulations of a ball might appear.
Appendix. Descent theorem for motivic nearby fibers
In this Appendix we show the descent theorem for motivic nearby fibers.
A.1. Relative Grothendieck ring. In this paper a variety means a separated scheme of
finite type over C. We assume further it is reduced, but not necessarily irreducible (since
we consider Grothendieck rings of varieties). Moreover we consider only closed points of
varieties. So it is an algebraic variety over C in the sense of Serre [Se, Section 34]. The
analytic spaces X ex0 , etc. constructed in Section 2 will be viewed as varieties (although the
same notation is used), since they are naturally defined algebraically.
For a variety S, let K µ̂0 (VarS)[L
−1] be the relative Grothendieck ring of varieties endowed
with a good µ̂-action over S with L inverted, see [DL, 2.4], [Loe, 3.4], [Bi, 2.2], etc. Here
the µ̂-action on S is trivial, and good action means that every orbit is contained in an affine
open subset. The multiplicative structure is defined by fiber product over S. (Note that the
fiber product of affine open subvarieties of two varieties over S is the intersection of their
fiber product over C with the inverse image of the diagonal of S×S, and closed subvarieties
of affine varieties are affine.) Recall that L is the class of the trivial affine bundle [A1×S]
endowed with the trivial µ̂-action (here A1 denotes 1-dimensional affine space). Note that µ̂
is the projective limit of µm (m ∈ Z>0), and K µ̂0 (VarS) is the inductive limit of Kµm0 (VarS),
so every object has an µm-action for some sufficiently divisible positive integer m.
By definition K µ̂0 (VarS) is a quotient group of the free group generated by the [Y ] with
Y isomorphism classes of varieties with good µ̂ action over S. This free group is divided by
the subgroup generated by
(A.1.1) [Y \ Z] + [Z]− [Y ],
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for any variety Y with a good µ̂-action over S and any closed subvariety Z ⊂ Y stable by
the µ̂-action. Note that this subgroup is an ideal (since closed immersions are stable by base
change). Hence K µ̂0 (VarS) is a ring. Its localization by L is denoted by K
µ̂
0 (VarS)[L
−1].
Let K µ̂0 (VarS)
∼ be the quotient ring of K µ̂0 (VarS)[L
−1] divided by the subgroup generated
by
(A.1.2) [A]− [A′],
with A→ Y , A′ → Y affine bundles of the same rank over a same variety Y over S, which
are endowed with µm-actions compatible with a (same) µm-action on Y over S for some
m ∈ Z>0, see [Loe, 3.4]. This subgroup is an ideal (since affine bundles are stable by base
change).
Remark A.1 (i). In (A.1.2) we may assume that A, A′ are products of affine spaces with a
same variety Y over S by using a sufficiently fine partition of Y (since we consider them in the
Grothendieck ring), although we cannot assume that the product structures are compatible
with the µm-actions, that is, the actions are diagonal on the products.
Remark A.1 (ii). In the case of varieties over C, the µ̂-action can be replaced with an
action of Ts of finite order on varieties over S by choosing
√−1 ∈ C∗. Indeed, this choice
gives an isomorphism
(A.1.3) Z/Zm ∋ a 7→ exp(2π√−1a/m) ∈ µm,
such that the canonical generator exp(2π
√−1/m) ∈ µm (with a = 1) is sent to the canonical
generator exp(2π
√−1/m′) ∈ µm′ by the transition morphism of projective system
µm ∋ λ 7→ λm/m′ ∈ µm′ (m/m′ ∈ Z).
The action of Ts is then defined to be the action of the canonical generator for m sufficiently
divisible. So the above Grothendieck ring may be denoted also by KTs0 (VarS)
∼.
A.2. Motivic descent theorem. In this section we assume f is a polynomial, and U0 in
(2.1) is a Zariski-open subset of X . In the notation of (2.1–2) and (A.1), we have a canonical
Ts-action on X˜ ◦σ over X ◦σ (σ 6 Γf ) as is explained after (2.2.2). Similarly we have the Ts
action on Y˜◦ξ over Y◦ξ (ξ ∈ Ξ′) in the notation at the beginning of Section (2.3). We have
the trivial action of Ts on X prσ , Yprξ for σ 6 Γf , ξ ∈ Ξ′. Here X˜ ◦σ,X prσ , etc. denote algebraic
varieties (instead of analytic spaces) as is explained at the beginning of (A.1).
Define the motivic nearby fibers of f at 0 in K µ̂0 (VarX ex0 )
∼, K µ̂0 (VarYex0 )
∼ respectively by
(A.2.1)
Sf,X ex0 :=
∑
σ6Γf
(1−L)k(σ)−d(σ)([X˜ ◦σ] + (1−L)[X prσ ]),
Sf,Yex0 :=
∑
ξ∈Ξ′ (1−L)dξ−kˇξ−1
(
[Y˜◦ξ] + (1−L)[Yprξ ]
)
,
see Remark (2.2) (ii) for the compatibility with Theorem 1. By definition the image of Sf,Yex0
in K µ̂0 (VarC)
∼ via the direct image by π ◦ ρ coincides with the one defined by Denef and
Loeser [DL], [Loe] in K µ̂0 (VarC)
∼, see a remark after (2.2.2). (The direct image is defined by
composing the morphisms to Yex0 with Yex0 → {0}.)
Theorem A.2. We have the equality
(A.2.2) ρ!Sf,Yex0 = Sf,X ex0 in K µ̂0 (VarX ex0 )∼,
where the direct image ρ! is defined by composing the morphisms to Yex0 with ρ : Yex0 → X ex0 .
Proof. For ξ ∈ Ξ′, there is σ 6 Γf such that the corresponding ησ ∈ Σ′ coincides with ηξ (the
minimal dimensional cone containing ξ, see Remark (2.1) (iv)), and the morphism ρ induces
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the surjective morphism
(A.2.3) ρξ : Yξ→ Xσ,
whose fibers are tori, see also (2.1.2–3). In view of Proposition (2.3) and Corollary (2.3), the
proof of Theorem (A.2) is then reduced to the following.
Proposition A.2. In the above notation, we have the equalities in K µ̂0 (VarX ex0 )
∼ :
(A.2.4)
ρ! [Y˜◦ξ ] = (L−1)dησ−dξ [X˜ ◦σ],
ρ! [Yprξ ] = (L−1)dησ−dξ [X prσ ].
Proof. We proceed by induction on drel := dησ− dξ. In the case drel = 0, the assertion follows
from the compatibility of the covering spaces explained before (2.3.4), since (A.2.3) is an
isomorphism by (2.1.2–3) when drel = 0.
In the case drel > 0, take γ ∈ Ξ′ such that ξ < γ ⊂ ησ and dγ = dξ + 1. Let ξ1 < γ be the
1-dimensional face of γ not contained in ξ. Restricting to the half space ξ⊥ ∩ ξ∨1 ⊂ ξ⊥, we
get the C-subalgebra
Rξ,γ := C[Z
n ∩ ξ⊥ ∩ ξ∨1 ] ⊂ Rξ := C[Zn ∩ ξ⊥],
together with the surjection
Rξ,γ → Rγ := C[Zn ∩ γ⊥] = C[Zn ∩ ξ⊥ ∩ ξ⊥1 ].
These morphisms of C-algebras correspond to the open and closed immersions of varieties
Yξ →֒ Yξ,γ ←֓ Yγ,
with Yξ,γ := SpecRξ,γ. Set-theoretically we have Yξ,γ = Yξ ⊔ Yγ.
There is moreover a natural inclusion Rγ →֒ Rξ,γ, which is equivalent to the smooth
surjective morphism
p̂γ,ξ : Yξ,γ → Yγ,
with fibers A1. This is a line bundle with zero-section given by the above closed immersion.
We denote by pγ,ξ : Yξ→ Yγ the restriction of p̂γ,ξ to Yξ.
Since (A.2.4) holds for γ, σ by inductive assumption, the proofs of Theorem (A.2) and
Proposition (A.2) are then reduced to the following.
Lemma A.2. In the above notation, we have the equalities in K µ̂0 (VarYγ )
∼ :
(A.2.5)
(pγ,ξ)! [Y˜◦ξ] = (L−1)[Y˜◦γ ],
(pγ,ξ)! [Yprξ ] = (L−1)[Yprγ ].
Proof. The last equality of (A.2.5) follows from the relation (A.2.1), since the fibers of pγ,ξ
are 1-dimensional tori, and we have Yprξ = p−1γ,ξ(Yprγ ) ⊂ Yξ.
As for the first equality of (A.2.5), there is a (unique) normal variety Y˜◦ξ,γ which is finite
over Y◦ξ,γ := Yξ,γ \ Ypr0 and whose restriction over Y◦ξ is isomorphic to Y˜◦ξ . Indeed, its affine
ring can be given by the integral closure of the affine ring of Y◦ξ,γ in the affine ring of Y˜◦ξ.
It is also possible to consider a smooth variety W having a proper morphism q to Y◦ξ,γ and
whose restriction over Y◦ξ is isomorphic to Y˜◦ξ (using a desingularization of some partial
compactification of Y˜◦ξ). We then get Y˜◦ξ,γ = Spec q∗OW (which is the Stein factorization of
q, see [Ha, III, Corollary 11.5]).
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Fix y ∈ Y◦γ . Let Y˜◦ξ,γ,y be the restriction of Y˜◦ξ,γ over p̂−1γ,ξ(y) (∼= C). By definition, this is
naturally isomorphic to the normalization Z˜y of the curve
Zy :=
{
(z, u) ∈ C2 ∣∣ zδσ,ξ = uδσ,ξ1 hσ,γ(y)}.
with z, u the coordinates of C and p̂ −1γ,ξ (y) (
∼= C) respectively, see Remark (A.2) (i) below.
Here δσ,ξ , δσ,ξ1 are as in Remark (2.2) (v).
We see that the number of irreducible components of Zy is equal to δσ,γ , since
(A.2.6) δσ,γ = GCD(δσ,ξ, δσ,ξ1),
as a consequence of Remark (2.2) (v). (Notice that the action of µ̂ is not necessarily diagonal,
for instance, if δσ,ξ/δσ,γ = δσ,γ .)
Passing to the normalization, we have the decomposition
Z˜y =
⊔
i Z˜y,i with Z˜y,i ∼= C
(
i ∈ [1, δσ,γ ]
)
.
The canonical morphism Z˜y,i → p̂ −1γ,ξ (y) (∼= C) is identified with the morphism
C ∋ v 7→ vδ′ξ,γ ∈ C,
where δ′ξ,γ := δσ,ξ/δσ,γ . The identification p̂
−1
γ,ξ (y)
∼= C is unique up to constant multiple,
since p̂γ,ξ is a line bundle. We thus get a unique structure of C-vector space on each Zy,i.
We now show that there is a canonical morphism Y˜◦ξ,γ → Y˜◦γ whose fibers are 1-dimensional
C-vector spaces. (This is closely related to Remark (2.1) (vii) and also Lemma (2.4).) Let
Γ′ξ be the cyclic subgroup of order δ
′
ξ,γ of the cyclic covering transformation group Γξ of p
◦
ξ
which has order δσ, ξ. This defines a quotient covering space Y˜◦′ξ of order δσ,γ of Y˜◦ξ→ Y◦ξ .
This quotient covering space is constant along the fibers of
pγ,ξ : Yξ→ Yγ,
and can be extended to an unramified covering space Y˜◦′ξ,γ over Y◦ξ,γ. Here the restriction of
Y˜◦′ξ,γ over Y◦γ is naturally isomorphic to Y˜◦γ by definition. Indeed, the covering spaces over
Y◦ξ , Y◦γ are defined by dividing (the pull-backs of) fσ by appropriate monomials (depending
also on the covering degrees) as is explained before (A.2.6), see also Remark (A.2) (i) below.
(Note also that the action of Γ′ξ on Y˜◦ξ is identified with that of the covering transformation
group of Z˜y,i → p̂ −1γ,ξ (y) for any i ∈ [1, δσ,γ] by the definition of Zy.)
By the above argument, Y˜◦ξ,γ is a line bundle over Y˜◦γ. The algebraicity of this line
bundle can be verified by using the base change by a cyclic finite e´tale morphism Y◦′′γ → Y◦γ
associated with the δσ,γ th root of unity of hσ,γ(y), and decomposing the direct image of the
associated locally free sheaf by the action of the cyclic covering transformation group.
Since the complement of the zero-section in Z˜ is isomorphic to Y˜◦ξ over Yγ via pγ,ξ by
definition, we then get the equalities in K µ̂0 (VarYγ )
∼
(A.2.7) (pγ,ξ)! [Y˜◦ξ] = [Z˜]− [Y˜◦γ] = (L−1)[Y˜◦γ],
where the last equality follows from the relation (A.1.2). Thus the first equality of (A.2.5) is
also proved. This finishes the proofs of Lemma (A.2), Proposition (A.2), and Theorem (A.2).
Remarks A.2 (i). In the argument before (A.2.6), the two covering spaces
Y˜◦ξ→ Y◦ξ , Y˜◦γ→ Y◦γ
can be defined respectively by the equations
zδσ,ξ = hσ,ξ(u, y), z
δσ,γ = hσ,γ(y),
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with hσ,ξ(u, y) := u
δσ,ξ1 hσ,γ(y). We can obtain hσ,ξ(u, y), hσ,γ(y) by dividing (the pull-backs
of) fσ by appropriate monomials in a similar way to the definition of hσ in the beginning of
(2.2) (where the monomial is identified with a power of a coordinate of a line bundle). In
the case of hσ,ξ(u, y) and hσ,γ(y), these monomials are given respectively by the monomials∏dγ
i=2 y
δσ,ξi
i ,
∏dγ
i=1 y
δσ,ξi
i ,
corresponding to the 1-dimensional cones ξi < ξ (i ∈ [2, dγ]) and ξi < γ (i ∈ [1, dγ]) so that
we get the equalities
hσ,ξ(u, y) = fσ/
∏dγ
i=2 y
δσ,ξi
i , hσ,γ(y) = fσ/
∏dγ
i=1 y
δσ,ξi
i .
Here yi := x
ν(i) with ν(i) ∈ Zn, and the ν(i) are extended to free generators of Zn satisfying
the orthonormal relation
〈µ(j), ν(i)〉 = δi,j,
with µ(j) ∈ Zn ∩ ξj (j ∈ [1, dγ]), choosing an n-dimensional cone in Ξ′ containing γ (since Ξ
is a smooth subdivision). We then get (see (2.1.3))
hσ,ξ(u, y) ∈ C[Zn ∩ ξ⊥] = Γ(Yξ,OYξ),
hσ,γ(y) ∈ C[Zn ∩ γ⊥] = Γ(Yγ,OYγ ).
The variables z, u in the definition of Zy before (A.2.6) are identified respectively with∏dγ
i=2 y
−δσ,ξi/δσ,ξ
i , y1,
and the equation in the definition of Zy is essentially the pull-back of the equation 1 = fσ,
see also Remark (2.1) (vi).
Remarks A.2 (ii). It seems to be noted in some paper quoted by [Sta] that one cannot prove
the motivic nearby fiber formula for Newton non-degenerate functions in the Grothendieck
ring of complex algebraic varieties with good µ̂-action in terms of the associated toric variety
in a similar way to the normal crossing case by Denef and Loeser [DL] (and some formula
seems to be stated in the Grothendieck ring of mixed Hodge structures with good µ̂-action),
although its reason does not seem very clear.
It is also unclear if there is an algorithm to compute the Euler characteristic Hodge
numbers of toric hypersurfaces in the “non-prime” case, since the non-middle cohomology
of a quasi-smooth compactification of a toric hypersurface via a quasi-smooth subdivision of
the normal fan may have Hodge level greater than 1.
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