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Abstract
We give a vanishing theorem for the monodromy eigenspaces of the
Milnor fibers of complex line arrangements. By applying the modular
bound of the local system cohomology groups given by Papadima-
Suciu, the result is deduced from the vanishing of the cohomology of
certain Aomoto complex over finite fields. In order to prove this, we
introduce degeneration homomorphisms of Orlik-Solomon algebras.
1 Preliminary
Let A = {L0, L1, . . . , Ln} be an arrangement of n + 1 lines in the com-
plex projective plane CP2. Let αi be a defining linear form of Li and
Q(x, y, z) =
∏n
i=0 αi be the defining equation of A. Then F = FA =
{(x, y, z) ∈ C3 | Q(x, y, z) = 1} ⊂ C3 is called the Milnor fiber of A.
Since Q is homogeneous of degree n + 1, the Milnor fiber F has a natu-
ral automorphism ρ : F −→ F , ρ(x, y, z) = e2πi/(n+1) · (x, y, z), which is
called the monodromy automorphism. The automorphism ρ has order n+1.
The first cohomology group is decomposed into direct sum of eigenspaces
as H1(F,C) =
⊕
λn+1=1H
1(F )λ, where the direct sum runs over complex
number λ ∈ C× with λn+1 = 1. Note that the 1-eigenspace is always
H1(F )1 ≃ C
n. The nontrivial eigenspaces are difficult to compute in general
([3, 8]).
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It has been known that the order of nontrivial eigenvalue λ ∈ C× is related
to the multiplicities of points on a line Li ([4, 1]). To be precise, we pose the
following definition.
Definition 1.1. Let k > 1 be an integer larger than 1. Then
µ(Li, k) := ♯{P ∈ Li | k divides ♯AP},
where AP = {L ∈ A | P ∈ L}. In other words, µ(Li, k) is the number of
points on Li with multiplicities divisible by k.
In [4], Libgober proved the following.
Theorem 1.2. (Libgober [4]) Let k > 2 and λ ∈ C× be a nonzero complex
number of order k. If µ(Li, k) = 0 for some Li ∈ A, then H
1(F )λ = 0.
The purpose of this paper is to generalize the above result to the case
µ(Li, k) = 1. Our first main result is the following.
Theorem 1.3. Let p ∈ Z be a prime and q = pℓ be its power satisfying
q|(n+1). Let λ ∈ C× be a nonzero complex number of order q. Assume that
A is essential, that is A has at least two intersections in CP2. If µ(Li, p) ≤ 1,
for some Li ∈ A, then H
1(F )λ = 0.
Remark 1.4. Note that the Milnor fiber F of the A3-arrangement (xyz(x−
y)(x−z)(y−z) = 0) satisfies µ(Li, 3) = 2 for any line Li, and alsoH
1(F )e2pii/3 ≃
C ([3]). Hence nontrivial eigenspaces can appear if µ(Li, k) ≥ 2 for any line.
The assumption “µ(Li, k) ≤ 1” can not be weakened.
Remark 1.5. In the case that A is defined over R, a stronger form of The-
orem 1.3 has been proved in [9, 10]. Namely, for any integer k > 1 and any
nonzero complex number λ ∈ C× of order k, if µ(Li, k) ≤ 1 for some Li ∈ A,
then H1(F )λ = 0.
If we choose a line, say L0, we can identify CP
2\L0 with C
2. We obtain the
arrangement of affine lines, A = {L1, . . . , Ln} in C
2, the so-called deconing of
A, where Li = Li∩C
2. We denote the complement byM(A) = C2\
⋃n
i=1 Li =
CP2 \
⋃n
i=0 Li.
Let R be a commutative ring. Then the cohomology ring A∗R(A) :=
H∗(M(A), R) is called the Orlik-Solomon algebra, which has the following
combinatorial description ([6]).
• A0R(A) = R,
• A1R(A) = R · e1 ⊕R · e2 ⊕ · · · ⊕ R · en,
2
• A2R(A) = A
1
R(A)
∧2/I, where I ⊂ A1R(A)
∧2 is an R-submodule gener-
ated by the following elements.
(i) ei ∧ ej , for each pair of parallel lines Li//Lj,
(ii) ei ∧ ej − ei ∧ ek + ej ∧ ek for three lines such that Li ∩Lj ∩Lk 6= ∅.
• AqR(A) = 0 for q ≥ 3.
Let ξ ∈ A1R(A) be an element of degree one. Then the cochain complex
(A•R(A), ξ) is called the Aomoto complex. Let us denote the sum of generators
ei by
νR := e1 + e2 + · · ·+ en ∈ A
1
R(A). (1)
The cohomology of the Aomoto complex (A•R(A), νR) is known to be related
with the eigenspaces of the Milnor fiber. When R is a field, we denote the
rank of the 1-st cohomology by
β1(A, νR) := rankRH
1(A•R(A), νR).
This invariant gives an upper bound for the dimension of eigenspace.
Theorem 1.6. (Papadima and Suciu [7]) Let A be as before (we do not pose
any conditions on the multiplicities). Let q = pℓ be a prime power satisfying
q|(n+ 1). Let λ ∈ C× be a nonzero complex number of order q. Then
dimH1(F )λ ≤ β1(A, νFp), (2)
where Fp = Z/pZ.
Our second main theorem is the following.
Theorem 1.7. Let p ∈ Z be a prime. Assume that A is essential, that is A
has at least two intersections in CP2. If µ(Li, p) ≤ 1, for some Li ∈ A, then
H1(A•
Fp
(A), νFp) = 0.
Theorem 1.3 easily follows from Theorem 1.6 and Theorem 1.7. In order
to prove Theorem 1.7, we introduce degeneration homomorphism A∗R(A) −→
A∗R(B) of Orlik-Solomon algebras, where B is certain “degenerated arrange-
ment” in §3. The structure of degenerate Orlik-Solomon algebra A∗R(B) is
studied in §2. By using the degeneration homomorphisms, we prove Theorem
1.7 in §4.
Remark 1.8. In this paper, A denotes a projective line arrangement in CP2
and A denotes an affine line arrangement in C2.
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2 Typical Orlik-Solomon algebras
In this section, we summarize basic results on the first cohomology of the
Aomoto complex. The results in this section is well know (e.g., [5]), however,
we gave proofs for completeness. Let A = {L1, . . . , Ln} be an arrangement
of affine lines in C2. Let ξ = a1e1 + · · · + anen ∈ A
1
R(A). Let R be a
commutative ring. Consider the Aomoto complex (A•R(A), ξ). Define the
submodule A1R(A)0 of A
1
R(A) by
A1R(A)0 := {η = c1e1 + · · ·+ cnen ∈ A
1
R(A) | c1 + c2 + · · ·+ cn = 0}. (3)
We have the following.
Lemma 2.1. If
∑n
i=1 ai ∈ R
×, then
H1(A•R(A), ξ) ≃ Ker
(
A1R(A)0
ξ∧
−→ A2R(A)
)
. (4)
Proof. It is easily seen that the natural homomorphism
Ker
(
A1R(A)0
ξ∧
−→ A2R(A)
)
−→ H1(A•R(A), ξ)
is surjective and injective.
2.1 Central case
Let Cs = {L1, . . . , Ls} be s lines passing through the origin as in Figure 1.
Let ξ = a1e1 + · · ·+ ases ∈ A
1
R(Cs).
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Figure 1: Central arrangement Cs
The module A1R(Cs)0 is free of rank s− 1, with a basis {ei− ei+1}1≤i≤s−1.
Also A2R(Cs) has rank s−1 with a basis {ei∧ei+1}1≤i≤s−1. A straightforward
computation shows that
ξ ∧ (ei − ei+1) = −(a1 + a2 + · · ·+ as) · ei ∧ ei+1. (5)
Thus we have the following.
Proposition 2.2. If
∑s
i=1 ai ∈ R
×, then H1(A•R(Cs), ξ) = 0.
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2.2 Almost parallel case
Let Pr = {L1, . . . , Lr, Lr+1} be an arrangement of r+1 lines in C
2 such that
L1, . . . , Lr are parallel and Lr+1 is transversal to the others as in Figure 2.
Then A2R(Pr) has rank r with a basis {ei ∧ er+1}1≤i≤r. Let ξ = a1e1 + · · ·+
arer + ar+1er+1 ∈ A
1
R(Pr).
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Figure 2: Almost parallel arrangement Pr
Proposition 2.3. If ar+1 ∈ R
×, then
H1(A•R(Pr), ξ) ≃ Ker
(
R · e1 ⊕ · · · ⊕R · er
ξ∧
−→ A2R(Pr)
)
= 0. (6)
Proof. By a similar argument to Lemma 2.1, we have
H1(A•R(Pr), ξ) ≃ Ker
(
R · e1 ⊕ · · · ⊕ R · er
ξ∧
−→ A2R(Pr)
)
. (7)
Let η = c1e1 + · · · + crer. Then ξ ∧ η = −ar+1
∑r
i=1 ci(ei ∧ er+1). Since
ar+1 ∈ R
×, ξ ∧ η = 0 implies η = 0.
3 Degeneration of OS-algebras
Let A = {L1, . . . , Ln} be an arrangement of affine lines in C
2. Consider the
decomposition of A into parallel classes, that is a partition
A = A1 ⊔ A2 ⊔ · · · ⊔ As,
such that two lines L, L′ ∈ A are parallel if and only if they are contained in
the same class, i.e., L, L′ ∈ Aα for some 1 ≤ α ≤ s. Subsequently, we show
the existence of certain surjective homomorphisms. The first one is the total
degeneration,
∆tot : A
∗
R(A) −→ A
∗
R(Cs). (8)
Choose a parallel class Aα. Let ♯Aα = r. Then we can construct a homo-
morphism, the directional degeneration with respect to Aα,
∆dir : A
∗
R(A) −→ A
∗
R(Pr). (9)
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3.1 Total degeneration
Let A = A1 ⊔ · · · ⊔ As be the parallel class decomposition as above. Let us
denote by e˜1, . . . , e˜s ∈ A
1
R(Cs) the generators of A
∗
R(Cs).
Theorem 3.1. There exists an R-algebra homomorphism
∆tot : A
∗
R(A) −→ A
∗
R(Cs)
such that
ei 7−→ e˜α
if Li ∈ Aα, 1 ≤ α ≤ s (see Figure 3 for an example).
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Figure 3: Total degeneration of A to C3
Proof. It is sufficient to show that
(i) ∆tot(ei) ∧∆tot(ej) = 0 when Li, Lj ∈ A are parallel, and
(ii) ∆tot(ei) ∧∆tot(ej) −∆tot(ei) ∧∆tot(ek) + ∆tot(ej) ∧∆tot(ek) = 0 when
Li ∩ Lj ∩ Lk 6= ∅.
Both are straightforward. Indeed, if Li//Lj , then Li, Lj ∈ Aα for some
1 ≤ α ≤ s. We have ∆tot(ei) = ∆tot(ej) = e˜α and (i) holds. In the case (ii),
we use the relation e˜α∧ e˜β− e˜α∧ e˜γ + e˜β ∧ e˜γ = 0 for any 1 ≤ α, β, γ ≤ s.
The next Lemma will be useful later.
Lemma 3.2. Let ξ =
∑n
i=1 aiei ∈ A
1
R(A) and η ∈ A
1
R(A)0. Assume that∑n
i=1 ai ∈ R
× and ξ ∧ η = 0. Then η ∈ Ker∆tot.
Proof. Recall that η =
∑n
i=1 ciei is contained in A
1
R(A)0 if and only if∑n
i=1 ci = 0. By the definition of ∆tot, we have ∆tot(η) ∈ A
1
R(Cs)0.
Set ∆tot(ξ) =
∑s
α=1 a˜αe˜α. Then
∑s
α=1 a˜α =
∑n
i=1 ai ∈ R
×. Since ∆tot is
an algebra homomorphism, we have
∆tot(ξ) ∧∆tot(η) = ∆tot(ξ ∧ η) = 0.
By Proposition 2.2 and Lemma 2.1, ∆tot(η) = 0.
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3.2 Directional degeneration
As in the previous subsection, let A = A1 ⊔ · · · ⊔ As be the parallel class
decomposition. Here we fix a parallel class Aα. Suppose ♯Aα = r and
Aα = {Li1 , . . . , Lir}.
Let us denote by e˜1, . . . , e˜r, e˜r+1 ∈ A
1
R(Pr) the generators of A
∗
R(Pr)
such that e˜1, . . . , e˜r correspond to parallel lines and e˜r+1 corresponds to the
transversal line. (See §2.2.)
Theorem 3.3. Under the above setting, there exists a homomorphism of
R-algebras
∆dir : A
∗
R(A) −→ A
∗
R(Pr),
such that
∆dir(ei) =
{
e˜u if Li ∈ Aα and i = iu (1 ≤ u ≤ r),
e˜r+1 if Li /∈ Aα.
(see Figure 4 for an example.)
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A1 = {L1, L2}
A2 = {L3}
A3 = {L4, L5}
(i1 = 4, i2 = 5) L˜3
L˜1 L˜2
Figure 4: Directional degeneration of A to P2 with respect to A3
Proof. Similar to the proof of Theorem 3.1.
4 Vanishing Results
Now we prove Theorem 1.7. Without loss of generality, we may assume
µ(L0, p) ≤ 1 (otherwise, we may change the line at infinity so that µ(L0, p) ≤
1 is satisfied).
Let A = A1⊔ · · ·⊔As be the parallel class decomposition. Each class Aα
of parallel lines determines an intersection Pα ∈ L0 on the line at infinity.
Let us define mα by mα := ♯(APα)− 1. By definition, the multiplicity at Pα
is equal to mα + 1. We may assume that P1 ∈ L0 is the unique point on
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L0 with the multiplicity divisible by the prime p. In other words, we may
assume p|(m1 + 1) and p 6 |(mα + 1) for α ≥ 2.
We first note that since p|(n + 1), we have n = −1 ∈ (Fp)
× (via the
natural homomorphism Z −→ Fp). This enables us to apply Lemma 2.1 for
ξ = νFp. Let
η =
n∑
i=1
ciei ∈ A
1
Fp
(A)0
and assume that η ∧ νFp = 0. We shall prove that η = 0. The idea is as
follows. We first consider total degeneration of η, and find certain relations
among coefficients. Then we apply the directional degeneration with respect
to A1. We will prove that if η 6= 0, then η ∧ νFp 6= 0, which contradicts the
assumption.
Consider first the total degeneration ∆tot : A
∗
Fp
(A) −→ A∗
Fp
(Cs). From
the definition of the map ∆tot,
∆tot(η) =
s∑
α=1
( ∑
Li∈Aα
ci
)
· e˜α ∈ A
1
Fp
(Cs)0.
By Lemma 3.2, η ∈ Ker∆tot, and hence we have∑
Li∈Aα
ci = 0, for each 1 ≤ α ≤ s. (10)
Next we consider the directional degeneration ∆dir : A
∗
Fp
(A) −→ A∗
Fp
(Pmα)
with respect to Aα. Suppose that Aα = {Li1 , . . . , Limα}. Then by definition,
∆dir(eij ) = e˜j for 1 ≤ j ≤ mα and ∆dir(ek) = e˜mα+1 for Lk /∈ Aα. Thus we
have
∆dir(νFp) = e˜1 + · · ·+ e˜mα + (n−mα)e˜mα+1. (11)
On the other hand, by using (10), we have
∆dir(η) = ci1 e˜1 + · · ·+ cimα e˜mα +
∑
β 6=α
 ∑
Lk∈Aβ
ck
 e˜mα+1
= ci1 e˜1 + · · ·+ cimα e˜mα .
(12)
Note that n −mα = (n + 1)− (mα + 1). If α ≥ 2, then mα + 1 = ♯APα
is not divisible by p. Hence we have n −mα ∈ F
×
p . By the assumption, we
also have n −m1 = 0 ∈ Fp. Using (11) and (12), we can apply Proposition
2.3, and we have ∆dir(η) = 0 (equivalently, ci = 0 for Li ∈ Aα) for any
α 6= 1. Now, for simplicity, we set A1 = {L1, L2, . . . , Lr} (r = m1). From
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the assumption that A is essential, r < n. We may assume that η has an
expression
η = c1e1 + · · ·+ crer, (13)
with c1+ c2+ · · ·+ cr = 0. By using Brieskorn decomposition ([6]) A
2
R(A) =⊕
X∈L2(A)
A2R(AX), (X runs all codimension two intersections, i.e., points),
it is easily seen that
{ei ∧ ej | 1 ≤ i ≤ r, r + 1 ≤ j ≤ n} (14)
is a linearly independent set in A2
Fp
(A). Hence if η 6= 0, then we have
η ∧ νFp = η ∧ (er+1 + · · ·+ en) 6= 0.
(Note that the equation (13) implies that the support of η is contained in
the parallel class A1.) Thus η ∧ νFp = 0 implies that η = 0. This completes
the proof of Theorem 1.7.
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