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Web-Based Existential Graph Editor Tool
Spencer Bowen, Matthew Daigle, Irene Kasian, Telly Polychroniades, & Jason Thomas
Department of Computer Science
Abstract - Formal logic is a fundamental topic of
computer science. This paper introduces readers to
the basic logic operators of predicate logic and how
they can be applied to a diagram-based notation for
logic called existential graphs. Inference rules for
sound and complete existential graph transformation
are presented with brief examples of their application. The authors introduce a new web-based Existential Graph Editor Tool built to implement existential
graphs. A brief tour of the tool’s graphical user interface and key features is provided. The efficacy of the
formal logic tool is demonstrated by proving an example theorem.

I. Introduction
The work presented here details a new webbased tool for exploring Charles Sanders Peirce’s existential graphs. The authors believe that there are
currently no other web-based tools that implement
existential graphs and that this tool is a novel addition
to tools available for formal logic practitioners. Existential graphs provide a diagram-based form of logic
developed in 1897 by Peirce [13].
Before delving into the details of existential
graphs, it may be helpful to give a brief explanation
of what formal logic is and provide context as to why
computer scientists might be interested in it. Students
who have taken a computer science, math, or philosophy course have probably encountered formal logic.
Formal logic is a system that seeks to determine the
veracity of statements based on their relation to other
statements. The tradition of formal logic and reasoning can be traced back to Aristotle [6]. The classic
example is a syllogism in which known information
is combined to deduce new valid information. Since
that time the system has been expanded and refined.
In the mid-1800s formal logic was adapted
as a basis of proving mathematical correctness. Since
it guaranteed sound and correct deductions, formal
logic was used as a method of convincing other mathematicians of the validity of a mathematical idea by

producing a proof. George Boole, among others,
helped establish this tradition of using proofs in
mathematics [3,6]. In the early 1900s, shoring up the
foundations of mathematics through logical proof
was a major undertaking [5,14]. In the 1930s and
1940s, the theories of computation and digital logic
were built and described in the mathematical tradition
of formal logic. Unsurprisingly, the foundations of
computer science are all built upon formal logic and
Boolean representation [7].

II. Formal Logic
It may be useful to review a few basics of
formal logic before exploring existential graphs.
Propositional logic is built from propositions, which
are assertions that are either true or false. Propositions can be combined with logical operators to produce new values similar to the way operands and operators in math are combined to create new values. In
the case of propositional logic, both the input values
and the resulting output value will always be either
true or false. Table 1 shows a truth table for common
logical operators for the propositions 𝐴 and 𝐵. The
first two columns indicate if the propositions are true
(T) or false (F) for the row. The remaining columns
show what value each operator produces for the
given inputs of 𝐴 and 𝐵.

Table 1: Logical Operator Truth Table
𝐴
T
T
F
F

𝐵
T
F
T
F

𝐴∧𝐵
T
F
F
F

𝐴∨𝐵
T
T
T
F

¬(𝐴 ∨ 𝐵)
F
F
F
T

Table 2: Additional Logical Operators
𝐴
T
T
F
F

𝐵
T
F
T
F

𝐴→𝐵
T
F
T
T

𝐴⇔𝐵
T
F
F
T
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The third column in Table 1 shows the and
operator, represented by the symbol ∧. In logic, this
operator is also called the conjunction operator. Each
row shows what value the conjunction operator produces from the given input values of 𝐴 and 𝐵. In the
third column notice that the expression 𝐴 ∧ 𝐵 is only
true if both of the values of 𝐴 and 𝐵 are true. If one
or more of the inputs is false, the conjunction operator will also be false [4].
The fourth column in Table 1 shows the or
operator (also known as the disjunction operator),
represented by the symbol ∨. In the fourth column,
notice that the expression 𝐴 ∨ 𝐵 is true as long as one
or more of the inputs are true. The disjunction operator only returns false if both of the 𝐴 and 𝐵 inputs are
false [4].
The fifth and final column in Table 1
shows the negation operator, represented by the symbol ¬. The fourth and fifth column are the same with
the exception that the fifth column contains the negated value of the fourth. By negating the fourth column, the fifth column contains the opposite values of
the fourth [4].
Table 2 shows the truth table for two more
logical operators. The third column of Table 2 illustrates the implication operator, represented by the
symbol →. Implication functions like an “if-then”
statement: if the left-hand side of the arrow holds,
then the right-hand side of the arrow is implied. In
the case of the third column of Table 2, if 𝐴 then 𝐵
[4].
The fourth column of Table 2 shows the
equivalence operator represented by the symbol ⇔.
The equivalence operator in the fourth column asserts
that 𝐴 if-and-only-if 𝐵 is true, that is if 𝐴 and 𝐵 have
the same input then the output is true. Notice that the
fourth column of Table 2 is only true when the values
in the first two columns of the table match [4].
Predicate logic, sometimes called first order
logic, builds on propositional logic by adding quantifiers. For this brief discussion on quantifiers, consider
the proposition 𝐴 → 𝐵, where 𝐴 is the proposition
that “the day is sunny” and 𝐵 is the proposition “it is
hot outside.” Taken together with the implication operator, the statement reads “if the day is sunny, then it
is hot outside.” There are two commonly used quantifiers, the universal quantifier and the existential

quantifier. If the universal quantifier is applied to the
proposition 𝐴 the statement becomes “for all sunny
days, if the day is sunny, then it is hot outside.” If the
existential quantifier is applied to the proposition 𝐴
then the statement becomes “there exists a sunny day
such that, if the day is sunny, then it is hot outside.”
The universal quantified statement makes a stronger
claim since it makes a claim about all days and the
temperature outside. It also precludes the existence of
cold sunny winter days. The existential quantified
statement makes a weaker claim since there only
needs to exist at least one hot sunny day to satisfy the
statement. For the purposes of this paper it is only
important to know that existential graphs assume that
the existential quantifier applies to all propositions
used to build graphs [4,7].

III. Existential Graphs
Existential graphs were developed by the
polymath Charles Sanders Peirce in 1897. In addition
to contributing to logic, Peirce also contributed to
fields including mathematics, physics, history, and
economics as well as founding the philosophical
school of American pragmatism [2]. Peirce graduated
from Harvard in 1859 with a degree in chemistry. He
later drew inspiration from the diagrams used in organic chemistry when he attempted to build a graphical notation that would help simplify symbolic logic
[11].

Figure 1: Asserts 𝐴 is True

Figure 2: Asserts 𝐴 is False
Existential graphs do not use the full set of
logical operators introduced in Section 2. The system
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only uses the conjunction and negation operators. Existential graphs also assume that all predicates are
quantified by the existential quantifier, thus the name
existential graphs. Figure 1 shows an existential
graph that simply asserts that there exists an 𝐴 that is
true. In existential graphs, the negation operator is indicated by surrounding an assertion with a circle. Figure 2 shows a negated 𝐴 which asserts the opposite
value of the 𝐴 in Figure 1.

Figure 3: Asserts ¬(𝐴 ∧ 𝐵)

Figure 4: Asserts 𝐴 ∧ ¬𝐵
In existential graphs, the conjunction operator is indicated when two objects are in a shared
space. Figure 3 shows the graph for “not (𝐴 and
𝐵).” Since the 𝐴 and 𝐵 are placed together, the conjunction operator is understood. Because the two assertions are also surrounded by a circle, the entire
statement is negated. Figure 4 shows another example of conjunction. In this case there are two assertions depicted “𝐴 and not 𝐵.” Since they are placed
together, the conjunction of 𝐴 and ¬𝐵 is assumed
and the entire figure asserts 𝐴 ∧ ¬𝐵.
Table 3: Logical Disjunction Truth Table
𝐴
𝐵
𝐴∨𝐵
T
T
T
T
F
T
F
T
T
F
F
F

Table 4: Negation Equivalence to Disjunction
¬𝐴
¬𝐵
¬𝐴 ∧ ¬𝐵
¬(¬𝐴 ∧ ¬𝐵)
F
F
F
T
F
T
F
T
T
F
F
T
T
T
T
F
Even though existential graphs only implement two of the logical operators introduced in Section 2, all of the logical operators can be represented
in existential graphs through the use of some clever
tautologies. A tautology is a statement that is always
true regardless of the inputs of its predicates [4].
Consider the operators presented in Table 3 and Table 4. Table 3 shows the truth table for the disjunction operator which was also introduced in Table 1.
Table 4 shows how the sample values of the disjunction operator can be produced using only the negation
and conjunction operators. Notice that the third column of Table 3 is exactly the same as the fourth column of Table 4. Thus we can say that 𝐴 ∨ 𝐵 is equivalent to ¬(¬𝐴 ∧ ¬𝐵) which can also be expressed by
the tautology 𝐴 ∨ 𝐵 ⇔ ¬(¬𝐴 ∧ ¬𝐵) [11].
Table 5: Logical Implication Truth Table
𝐴
𝐵
𝐴→𝐵
T
T
T
T
F
F
F
T
T
F
F
T
Table 6: Negation Equivalence to Implication
𝐴
¬𝐵
𝐴 ∧ ¬𝐵
¬(𝐴 ∧ ¬𝐵)
T
F
F
T
T
T
T
F
F
F
F
T
F
T
F
T
Existential graphs can also express the implication operator through the use of another tautology: 𝐴 → 𝐵 ⇔ ¬(𝐴 ∧ ¬𝐵) [11]. Table 5 shows the
implication logical operator as introduced in Section
2. Table 6 shows how the same truth values can be
produced using only conjunction and negation operators. Notice that the last columns of both tables have
the same truth values.
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The equivalence operator ⇔, introduced in
Section 2, is trivial to implement in existential
graphs. If two graphs contain the same assertions,
they are equivalent. Thus, all of the logical operators
introduced in Section 2 can be implemented in the diagrammatic notation of existential graphs.

IV. Existential Graph Inference Rules
One of the reasons for working in a formal
logic is the availability of sound and complete inference rules. Peirce defined a set of such rules for existential graphs that ensures any graph that is produced
via the rules will be a correct and true set of inferences [12]. There are six rules that describe the legal
transformation of existential graphs. These rules can
be grouped into three pairs. For each pair, there is
one rule that allows the graph to be generalized by removing graph components and another that allows
the graph to be specialized by adding new graph
components. The rules, as described in [12], are
briefly presented here. Note that each rule has a suffix of either (i) or (e). A rule with the (i) suffix is responsible for inserting a new object or set of objects
into the graph. A rule with the (e) suffix is responsible for erasing an object or set of objects from the
graph. For the purposes of discussing existential
graphs, a context is an area of the graph usually defined by a circle drawn around a subgraph.

⇨
Rule 1(i)
Figure 5: Example of Insertion Rule 1(i)
The first pair of manipulation rules deals
with graph specialization and generalization. Specialization inserts a subgraph into a negative context
in order to restrict a given graph or subgraph. Any
subgraph may be added as long as it is added into a
negative context [12]. The left-hand side of Figure 5
shows the graph for ¬𝐴. The dark shaded area represents a negative context because it is inside a circle.
Remember from Section 2 that a circle indicates negation. The right-hand side of Figure 5 shows that the
subgraph for ¬𝐵 is inserted into the negative context
following rule 1(i), specialization.

⇨
Rule 1(e)
Figure 6: Example of Erasure Rule 1(e)
Rule 1(e) deals with graph generalization
and is the inverse of the insert rule. Rule 1(e) broadens a subgraph by allowing the removal of another
subgraph from any positive context. The left-hand
side of Figure 6 shows the graph for ¬(¬(𝐴 ∧ ¬𝐵)).
Note that the 𝐴 ∧ ¬𝐵 portion of the graph is in a positive context because it is nested in two circles. Each
circle represents a negation operator, and anything
nested in an even number of circles will be in a positive context due to double-negation. As in math, two
negations result in a positive; for example: −(−2) =
−1 ∙ (−2) = 2. In Figure 6, the ¬𝐵 subgraph can
be erased from the graph, as shown in the right-hand
side of Figure 6, since it is in a positive context. The
assertion 𝐴 may also be removed following the same
rule.

⇨
Rule 2(i)
Figure 7: Example of Iteration Rule 2(i)
The second set of Pierce’s manipulation rules
are known as the rules of iteration and deiteration. Iteration allows a subgraph to be copied within a graph.
A subgraph may be copied into the same context as the
source subgraph or into a deeper nested context, but
not into itself [12]. In
Figure 7 the left-hand side shows the graph for ¬𝐴 ∧
¬𝐵. The right-hand side of
Figure 7 shows that the subgraph ¬𝐴 has been copied
into ¬𝐵 resulting in the new graph ¬𝐴 ∧ ¬(𝐵 ∧ ¬𝐴).
Since the negative context holding 𝐵 is a portion of the
graph that is nested more deeply than the original subgraph, ¬𝐴 may be copied into the negative context
holding 𝐵.

⇨
Rule 2(e)
Figure 8: Example of Deiteration Rule 2(e)
The deiterate rule 2(e) is the inverse of the
iterate rule. It states that any subgraph that could
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have resulted by a rule 2(i) copy can be removed. It
does not matter if the subgraph was actually the result
of an iterate rule or not [12]. The left-hand side of
Figure 8 shows the graph for ¬𝐴 ∧ ¬(𝐵 ∧ ¬𝐴).
Since the most deeply nested ¬𝐴 could have been
copied by rule 2(i), as shown in
Figure 7, then by rule 2(e) it can be removed. The resulting graph is shown in the right-hand side of
Figure 8.

⇨
Rule 3(i)

Figure 9: Example of Double Negation Rule 3(i)
Rule 3(i) states that a double negation can be
added to any subgraph as long as there is nothing between the two surrounding circles [12]. This is allowable since adding a double negative does not change
whether the context of any subgraph is positive or
negative. A double negation added in this manner
will always cancel itself out. The left-hand side of

Figure 9 shows the graph for 𝐴. Note that since the 𝐴
is not in a dark shaded context, it is in a positive context. The right-hand side of

Figure 10 shows the graph for ¬(¬𝐴). Since there is
nothing between them, the two surrounding circles
can be erased by rule 3(e), resulting in the right-hand
side of

Figure 10. Notice that in both sides of the figure, 𝐴
remains in a positive (non-shaded) context.

V. Existential Graph Editor Tool
The Existential Graph Editor Tool is a webbased tool that implements the diagrammatic logic
presented in Section 3 and enforces the inference
rules presented in Section 4. The tool is built in
HTML and JavaScript and uses the JavaScript Bootstrap [1] and JointJS [8] libraries. The Bootstrap library provides user interface features for the tool.
The JointJS diagramming toolkit provides the components for building and manipulating graphs.
The Existential Graph Editor Tool is compatible with the Chrome and Firefox browsers. A
demonstration version of the tool is available for examination [9] and the source code can be examined
on GitHub [10].

D
A
B

Figure 9 is the result of adding a double negation by
rule 3(i). Since the double negation cancels itself out,
the 𝐴 is still in a positive context.

E
C

⇨

F

Rule 3(e)

Figure 10: Example of Erase Double Negation Rule
3(e)

Figure 11: The Existential Graph Editor Tool

Rule 3(e) is the inverse of rule 3(i) and
states that any double negation may be erased from
the graph as long as there is nothing between the
outer and inner circles [12]. The left-hand side of

Figure 11 shows a screenshot of the Existential Graph Editor Tool with annotations calling out
features of the tool. Callout A is an expression input
field where users can enter linear logic strings into the
tool. The tool accepts a modified set of logical operators as shown in Table 7.
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Table 7: Logical Operators the Tool Accepts
Logical Opera- Tool OperaExample Tool
tor
tor
String
Negation ¬
!()
!(P)
Conjunction ∧
&
P&Q
Disjunction ∨
|
P|Q
Implication →
>
P>Q
Once an expression is entered in the input
field, the tool will automatically convert any disjunction or implication operators into the equivalent negation and conjunction operators by applying the tautologies presented in Section 3. If necessary, the tool will
add additional parenthesis to help disambiguate an expression. The resulting existential graph will then be
rendered in the graph area identified by Callout C. If
there are any syntactic problems with the expression
an error message will be displayed in the feedback box
identified by Callout B.
The suite of buttons identified by Callout D
helps the user with entering and exporting logic from
the tool. The Submit button will automatically apply
tautologies, if necessary, and render the resulting existential graph. The Clear button will clear both the expression input box and the graph area. The Save button
will create a raster image of the current existential
graph and download the PNG file to the browser. The
Help button displays a pop-up box with instructions on
how to use the tool.
The Construction button suite, as identified
by Callout E, provides tools to help create an existential graph from scratch if the user prefers that method
instead of using the expression input box to enter a linear logic expression. Users can add assertions or negated assertions one-by-one to the graph and the linear
expression box will update automatically. Undo and
Redo buttons are included as well to roll back previous
alterations in case of mistakes.
The Inference button suite identified by
Callout F allows users to derive new logically sound
graphs by applying the inference rules presented in
Section 4. The tool is context sensitive and will automatically enable and disable buttons depending on
what is currently selected in the graph. For instance,
the specialized graph inference rule, rule 1(i), is only

applicable in negative context areas. If a negative context is currently selected, the button for the rule 1(i)
will be enabled. The tool also checks to see if a selected context is a valid target for removing a double
negation, or if the currently selected subgraph could
have been copied using rule 2(i). If so, it will enable
the remove button that implements inference rule 2(e).

VI. Example Proof Using the Tool
This section demonstrates how the webbased Existential Graph Editor Tool can be used to derive logical proofs. The example proof, and its formulation as an existential graph proof, was devised by
John Sowa in [12]. The proof is of some historical interest having been proved by Gottfried W. Leibniz of
calculus fame. In the Principia Mathematica the authors note that the theorem pleased Leibniz so much
that he called it praeclarium theorema, which translates to the splendid theorem [12,14]. The Principia
Mathematica’s version of the proof takes 43 steps
whereas Sowa’s existential graph version takes seven.

Figure 12: The Splendid Theorem as an Existential
Graph
The original version of the splendid theorem
states ((𝑃 → 𝑅) ∧ (𝑄 → 𝑆)) → ((𝑃 ∧ 𝑄) → (𝑅 ∧ 𝑆)).
By applying the tautology for implication introduced
in Section 3, the theorem can be converted into a
statement that uses only conjunction and negation as
follows:
¬(¬(𝑃 ∧ ¬𝑅) ∧ ¬(𝑄 ∧ ¬𝑆) ∧ ¬(¬(𝑃 ∧ 𝑄 ∧ ¬(𝑅 ∧ 𝑆))))1.
The linear form of this theorem results in the existential graph shown in Figure 12. For the purposes of the
proof Figure 12 acts as the target. The challenge is to
see if a proof can be constructed starting with a blank

1

The equivalent expression for the input box of the
web tool is !(!(P&!(R))&!(Q&!(S))&!(!(P&Q&!(R&S))))
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page following the rules of inference as described in
Section 4 that results in the graph shown in Figure
12.

Start with an empty
graph.

1)

Rule 3(i): Insert a
double negation.

Rule 3(e): Erase the
7) double negations
around the most
nested instance of 𝑆.
The proof is complete and the target theorem
shown in Figure 12 was produced following the rules
of inference presented in Section 4. Using the Inference buttons (Callout F in Figure 11) of the Web-based
Existential Graph Editor Tool it is possible to construct the proof and produce all of the images shown
here. The tool was also used to produce all of the existential graph images presented in this paper.

VII. Future Work

2)

Rule 1(i): Insert
¬(𝑃˄¬𝑅)˄¬(𝑄˄¬𝑆)
into the negative
context.

Rule 2(i): Copy
3) ¬(𝑃˄¬𝑅) into the
nested positive context.

4)

Rule 1(i): Insert 𝑄
into
the most nested
negative context.

5)

Rule 2(i): Copy
¬(𝑄˄¬𝑆) into the
most nested context.

6)

Rule 2(e): Erase the
most nested instance
of 𝑄.

The web-based Existential Graph Editor Tool
recently reached version 1.0. As with most tools, there
are additional improvements that can be made in future versions. The user experience can be streamlined
and improved. This might include improvements to
better differentiate when users are building existential
graphs in a freeform fashion using the construction
tools from when they are deriving new graphs using
the inference rule tools. It would be nice if the tool
could automatically produce a proof summary similar
to the one presented in Section 6. Ideally, this would
produce a document that would step through the inference rules and the resulting graph images produced.
One challenge in any graph tool is automatic
layout. The tool currently lays out and renders existential graphs, but further improvements can be made to
make the resulting graphs easier to read and adjust.
Additionally, there are possible improvements to the
data model used to manipulate the graph and enforce
inference rules that could result in faster manipulations
or opportunities to implement new features.
While it is possible to enter graphs into the
tool using the expression input box and output graphs
as PNG files, better import/export tools are desirable.
Perhaps something that allows users to import/export
a graph as XML so that layout adjustments can be persisted between sessions. Another possibility is adding
network storage to the tool so that users can log-in and
continue working on graphs previously started. This
would also open the possibility of allowing users to
share graphs as html links that would return embeddable images.
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VIII. Contributions

IX. Conclusion

The web-based Existential Graph Editor Tool
was built by a team of undergraduate computer science
students working at the University of Alabama in
Huntsville’s (UAH) Systems Management and Production Center under the mentorship of Dr. William T.
Sabados. The initial HTML interface prototyping was
completed by Jason Thomas. User interface, view
manager, automatic layout, and graph manipulation
features were implemented by Spencer Bowen and
Irene Kasian. The data model, logic parser, and control
features were implemented by Matthew Daigle and
Telly Polychroniades. This paper was written and revised jointly by the team.

The web-based Existential Graph Editor Tool
allows for users to explore existential graphs. The tool
presented here provides the capability to convert linear
logic expressions into existential graphs as well as
build new graphs and proofs via sound and complete
inference rules. Formal logic is foundational to computer science, philosophy, and math. Existential
graphs provides a diagrammatic means for users to engage with formal logic and explore this important
topic. The web-based Existential Graph Editor Tool
will hopefully make this form of logic exploration
more accessible.
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