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ABSTRACT
This manuscript investigates the existence and uniqueness of solutions to the first order fractional
anti-periodic boundary value problem involving Caputo-Katugampola (CK) derivative. A variety
of tools for analysis this paper through the integral equivalent equation of the given problem, fixed
point theorems of Leray–Schauder, Krasnoselskii’s, and Banach are used. Examples of the obtained
results are also presented.
Keywords Katugampola fractional operator · fractional differential equations · fixed point theorems
1 Introduction
In this manuscript, we investigate the sufficient conditions of the existence and uniqueness of solutions for the CK
fractional differential equation
cD
α ;ρ
a+
y(t) = f (t,y(t)), where 0< α < 1, t ∈ J = [a,b]. (1.1)
with the anti-period boundary condition
y(a)+ y(b) = 0, (1.2)
where cD
α ;ρ
a+
is CK fractional derivatives of order α , and f : J×R−→R is the appropriate function.
The subject of fractional differential equations has recently evolved as an interesting and popular field of research; see
the interesting books [21] [23]. In fact, fractional derivatives provide an excellent tool for the description of memory
and hereditary properties of various materials and processes. More and more researchers have found that fractional
differential equations play important roles in many research areas, such as physics, chemical technology, population
dynamics, biotechnology, and economics. For examples and recent developments of the topic, we refer to the papers
[8] [11] [12] and the references cited therein.
∗S.S. Redhwan, saleh.redhwan909@gmail.com.
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In [19] the author introduced a new fractional integral, which generalizes the Riemann-Liouville and the Hadamard
integral into a single form. For further properties such as expansion formulas, variational calculus applications, con-
trol theoretical applications, convexity and integral inequalities and Hermite-Hadamard type inequalities of this new
operator and similar operators, for example, see [13] [14] [15] [16]. The corresponding fractional derivatives were
introduced in [17] [20] [22], Which so-called katugampola fractional operators. The existence and uniqueness results
for the CK derivative are given in [18], the author used the Peano theorem to obtain the existence and uniqueness
results of the Cauchy type problem
cD
α ;ρ
0+
y(t) = f (t,y(t)), t ∈ [0,b], (1.3)
y(k)(0) = y
(k)
0 , k = 0,1, ...,m− 1, (1.4)
where m= [α]. In the same context, R. Almeida in [5], proved the uniqueness result of the problem (1.3)-(1.4) involv-
ing cD
α ;ρ
a+
via Gronwall inequality type.
On the other hand, Oliveira and de Oliveira in [7], considered the initial value problem for a nonlinear fractional
differential equation including Hilfer-Katugampola derivative of the form
ρD
α ,β
a+
y(t) = f (t,y(t)), t ∈ J, (1.5)
ρ I
1−γ
a+
y(a) = c, γ = α +β −αβ . (1.6)
They used the generalized Banach fixed point theorem to investigate the existence and uniqueness results on problems
(1.5)-(1.6).
The recent development of fractional differential equations and the theoretical analysis can be seen in [1, 2, 3, 4, 9, 18].
As such, the CK type fractional operators have not been studied and investigated in much detail as yet as compared
to the other classical operators. In this manuscript, we introduce new results of the solution to the problem (1.1)-(1.2)
involving CK fractional operator. Further, we use some fixed point theorems to analyize our results. To the best of our
knowledge, the fractional boundary value problems involving Caputo-Katugampola type fractional operators have not
yet been investigated and developed till the present day.
The paper is organized as follows. In the next section, we begin by summarizing the forms of Katugampola fractional
integral and CK type fractional derivative, and we also present the background material related to our work and prove
an important lemma which plays a key role in the sequel. The third section contains the existence and uniqueness
results to the problem (1.1)-(1.2) by means of fixed point theorems of (Banach, Leray-schauder, Krasnoselskii’s). In
the last section, we present some illustrative examples.
2 Preliminaries
In this partition, we recall some essential basic definitions, lemmas, and preliminary facts related to our results through-
out the paper. Let J = [a,b] (−∞ < a< b< ∞) be a finite interval of R. Denote C (J,R) be the Banach space of all
continuous functions h : J −→ R endowed with the norm given by
‖h‖
C
= sup
t∈J
|h(t)| : t ∈ J},
where h ∈ C (J,R). C n(J,R) (n ∈N0) denotes the set of mappings having n times continuously differentiable on J.
For a< b, c ∈ R and 1≤ p< ∞, define the function space
X pc (a,b) =
{
h : J→R : ‖h‖X pc =
(∫ b
a
|tch(t)|p
dt
t
) 1
p
< ∞
}
.
for p= ∞,
‖h‖X pc = ess sup
a≤t≤b
[|tch(t)|] .
Now we state some definitions of the generalized fractional operators were introduced in [17, 18, 19].
Definition 2.1. Let t > a be two reals, α > 0, ρ > 0, and h : J→R be an integrable function. The left-sided Katugam-
pola fractional integral of order α and type ρ is defined by
I
α ;ρ
a+
h(t) =
1
Γ(α)
∫ t
a
sρ−1
(
tρ − sρ
ρ
)α−1
h(s)ds, (2.1)
where, Γ(.) is a gamma function.
2
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Definition 2.2. Let n− 1 < α < n , (n = [α]+ 1), ρ > 0, and h ∈ C n(J,R). The left-sided Katugampola fractional
derivative of order α with dependence on a parameter ρ is defined as
D
α ;ρ
a+
h(t) =
(
t1−ρ
d
dt
)n
I
n−α ;ρ
a+
h(t) =
γn
Γ(1−α)
∫ t
a
(
tρ − sρ
ρ
)n−α−1
h(s)
s1−ρ
ds, t > a, (2.2)
where γ =
(
t1−ρ d
dt
)
. In particular, if 0< α < 1, ρ > 0, and h ∈C1(J,R), we have
D
α ;ρ
a+
h(t) =
(
t1−ρ
d
dt
)
I
1−α ;ρ
a+
h(t) =
γ
Γ(1−α)
∫ t
a
(
tρ − sρ
ρ
)−α
h(s)
s1−ρ
ds, t > a.
Definition 2.3. Let α ≥ 0, n= [α]+1. If h ∈ C n(J,R), we define the left sided CK fractional derivatives of h of order
α with a parameter ρ > 0 by
CD
α ;ρ
a+
h(t) = D
α ;ρ
a+
[
h(t)−
n−1
∑
k=0
h
(k)
ρ (a)
k!
(
tρ − aρ
ρ
)k]
, (2.3)
where h
(k)
ρ (t) =
(
t1−ρ d
dt
)k
h(t). In case 0< α < 1, and h ∈ C 1(J,R) we have
CD
α ;ρ
a+
h(t) = D
α ;ρ
a+
[h(t)− h(a)] .
From last equation and (2.2), one deduces
CD
α ;ρ
a+
h(t) =
γ
Γ(1−α)
∫ t
a
(
tρ − sρ
ρ
)−α [h(s)− h(a)]
s1−ρ
ds, t > a.
Notice that, if α /∈ N0, h is an absolutely continuous function on J, then the CK fractional derivative exists a.e. More-
over, we have
CD
α ;ρ
a+
h(t) =
1
Γ(1−α)
∫ t
a
(
tρ − sρ
ρ
)−α h(1)ρ (s)
s1−ρ
ds, t > a,
= I
1−α ;ρ
a+
h
(1)
ρ (t).
Also, if α ∈N, CD
α ;ρ
a+
h(t) = h
(n)
ρ (t). Particularly,
CD
0;ρ
a+
h(t) = h
(0)
ρ (t) = h(t).
Lemma 2.4. I
α ;ρ
a+
is bounded on the function space X
p
c (a,b).
Lemma 2.5. Let α > 0, β > 0, h ∈ X pc (a,b) (1≤ p< ∞), ρ ,c ∈ R, ρ ≥ c. Then we have
I
α ;ρ
a+
I
β ;ρ
a+
h(t) = I
α+β ;ρ
a+
h(t), cD
α ;ρ
a+
ρ Iαa+h(t) = h(t).
Lemma 2.6. Let t > a, α,δ ∈ (0,∞), and I
α ;ρ
a+
,D
α ;ρ
a+
and CD
α ;ρ
a+
are according on (2.1), (2.2) and (2.3) respectively.
Then we have
I
α ;ρ
a+
(
tρ − aρ
ρ
)δ−1
=
Γ(δ )
Γ(δ +α)
(
tρ − aρ
ρ
)α+δ−1
,
CD
α ;ρ
a+
(
tρ − aρ
ρ
)δ−1
=
Γ(δ )
Γ(δ −α)
(
tρ − aρ
ρ
)δ−α−1
,
and
CD
α ;ρ
a+
(
tρ − aρ
ρ
)k
= 0, α ≥ 0, k = 0,1, ...,n− 1.
Particularly, CD
α ;ρ
a+
(1) = 0.
Theorem 2.7. [11] (Banach fixed point theorem) Let (X ;d) be a nonempty complete metric space with T : X → X is
a contraction mapping. Then map T has a fixed point.
Theorem 2.8. [11] (Krasnoselskii’s fixed point theorem) Let X be a Banach space, let Ω be a bounded closed convex
subset of X and let T1,T2 be mapping from Ω into X such that T1x+T2y ∈ Ω for every pair x,y ∈Ω. If T1 is contraction
and T2 is completely continuous, then the equation T1x+T2x = x has a solution on Ω.
Theorem 2.9. [11] (Leray-Schauder Nonlinear Alternative). Let X be a Banach space and Ω ⊆ X closed and convex.
Assume that K is a relatively open subset of Ω with 0 ∈ K and T : K −→ Ω is a compact and continuous mapping.
Then ethier
1. T has a fixed point in K, or
2. there exists x ∈ ∂K such that x= λTx for some λ ∈ (0,1), where ∂K is boundary of K.
3
Theory of Nonlinear Caputo-Katugampola Fractional Differential Equations A PREPRINT
3 Existence and uniqueness theorems
In this partition, we present the existence and uniqueness results of fractional boundary value problem (1.1)-(1.2)
involving CK fractional derivatives. To prove the existence of solutions to (1.1)-(1.2), we need the following auxiliary
Lemmas
Lemma 3.1. Let α,ρ > 0 and y ∈ C (J,R)∩C 1(J,R). Then
1. the CK fractional deferential equation
cD
α ;ρ
a+
y(t) = 0
has a solutions
y(t) = c0+ c1
(
tρ − aρ
ρ
)
+ c2
(
tρ − aρ
ρ
)2
+ ....+ cn−1
(
tρ − aρ
ρ
)n−1
,
where ci ∈ R, i= 0,1,2, ...,n− 1 and n= [α]+ 1.
2. If y,CD
α ;ρ
a+
y ∈ C (J,R)∩C 1(J,R). Then
I
α ;ρ
a+
CD
α ;ρ
a+
y(t) = y(t)+ c0+ c1
(
tρ − aρ
ρ
)
+ c2
(
tρ − aρ
ρ
)2
+ ....+ cn−1
(
tρ − aρ
ρ
)n−1
, (3.1)
where ci ∈ R, i= 0,1,2, ...,n− 1 and n= [α]+ 1.
Proof. The first part, follows immediately from the fact
CD
α ;ρ
a+
(
tρ − aρ
ρ
)k
= 0, k = 0,1,2, ...,n− 1.
To prove the second part, we apply the operator CD
α ;ρ
a+
to I
α ;ρ
a+
CD
α ;ρ
a+
y(t)− y(t), and use Lemma 2.5, it follows that
CD
α ;ρ
a+
[
I
α ;ρ
a+
CD
α ;ρ
a+
y(t)− y(t)
]
= CD
α ;ρ
a+
I
α ;ρ
a+
CD
α ;ρ
a+
y(t)−CD
α ;ρ
a+
y(t) = 0.
From the first part, we deduce there exist ci ∈ R (i= 0,1,2, ...,n− 1) such that
I
α ;ρ
a+
CD
α ;ρ
a+
y(t)− y(t) = c0+ c1
(
tρ − aρ
ρ
)
+ c2
(
tρ − aρ
ρ
)2
+ ....+ cn−1
(
tρ − aρ
ρ
)n−1
,
which implies the law of composition (3.1). The proof is completed.
Lemma 3.2. Let 0< α < 1, ρ > 0 and g ∈ C (J,R). Then the linear anti-preiodic boundary value problem
cD
α ;ρ
a+
y(t) = g(t), t ∈ J, (3.2)
y(a)+ y(b) = 0, (3.3)
has a unique solution defined by
y(t) =−
1
2
ρ1−α
Γ(α)
∫ b
a
sρ−1(bρ − sρ)α−1g(s)ds+
ρ1−α
Γ(α)
∫ t
a
sρ−1(tρ − sρ)α−1g(s)ds. (3.4)
Proof. Applying the Katugampola fractional integral of order α to both sides of equation in (3.2), and using Lemma
3.1, we get
y(t) = c0+
ρ1−α
Γ(α)
∫ t
a
sρ−1(tρ − sρ)α−1g(s)ds, (3.5)
where c0 ∈ R. Using (3.5) in the boundary conditions of (3.3), we get
c0 =−
1
2
ρ1−α
Γ(α)
∫ b
a
sρ−1(bρ − sρ)α−1g(s)ds.
which, on substituting in (3.5), yields the solution (3.4). The converse follows by direct calculations. The proof is
completed.
4
Theory of Nonlinear Caputo-Katugampola Fractional Differential Equations A PREPRINT
Lemma 3.3. Assume that (H1) holds. A function y(t) solves the problem (1.1)-(1.2) if and only if it is a fixed-point of
the operator T : C (J,R)→ C (J,R) defined by
Ty(t) = −
1
2
ρ1−α
Γ(α)
∫ b
a
sρ−1(bρ − sρ)α−1 f (s,y(s))ds
+
ρ1−α
Γ(α)
∫ t
a
sρ−1(tρ − sρ)α−1 f (s,y(s))ds. (3.6)
Our first result is based on the Banach fixed point theorem to obtain the existence of a unique solution of problem
(1.1)-(1.2).
Theorem 3.4. Assume that f : J×R→ R be a continuous function satisfying the Lipschitz condition:
(H1) There exists a constant L f > 0 such that :
| f (t,x)− f (t,y)| ≤ L |x− y| , ∀t ∈ J, x,y ∈ R.
If LN < 1, where N := 3
2
ρ−α
Γ(α+1)(b
ρ − aρ)α , then the boundary value problem (1.1)-(1.2) has a unique
solution on J.
Proof. Now, we first show that the operator T : C (J,R)→ C (J,R) defined by (3.6) is well-defined, i.e., we show that
TBr ⊆Br where
Br = {y ∈ C (J,R),‖y‖ ≤ r}, (3.7)
with choose r ≥ µN
1−LN , and supt∈J | f (t,0)|= µ < ∞. For any y ∈Br, we obtain by our hypotheses that
|Ty(t)| ≤ sup
t∈J
|Ty(t)|
≤ sup
t∈J
{
1
2
ρ1−α
Γ(α)
∫ b
a
sρ−1(bρ − sρ)α−1 | f (s,y(s))− f (t,0)|+ | f (t,0)|ds
+
ρ1−α
Γ(α)
∫ t
a
sρ−1(tρ − sρ)α−1 | f (s,y(s))− f (t,0)|+ | f (t,0)|ds
}
≤
3
2
ρ−α
Γ(α + 1)
(bρ − aρ)α (Lr+ µ)
< (Lr+ µ)N
≤ r.
which implies that Ty ∈Br.Moreover, by (3.6), and lammas 2.5, 2.6, we obtain
CD
α ;ρ
a+
Ty(t) = CD
α ;ρ
a+
I
α ;ρ
a+
f (t,y(t)) = f (t,y(t)).
Since f (t,y(t)) is continuous on J, Then cD
α ;ρ
a+
Ty(t) is continuous on J, that is TBr ⊆Br.
Next, we apply the Banach fixed point theorem to prove that T has a fixed point. Indeed, it enough to show that T is
contraction map. Let y1,y2 ∈ C (J,R) and for t ∈ J, we have
|Ty1(t)−Ty2(t)| ≤
1
2
ρ1−α
Γ(α)
∫ b
a
sρ−1(bρ − sρ)α−1 | f (s,y1(s))− f (s,y2(s))|ds
+
ρ1−α
Γ(α)
∫ t
a
sρ−1(tρ − sρ)α−1 | f (s,y1(s))− f (s,y2(s))|ds
≤
1
2
ρ1−α
Γ(α)
∫ b
a
sρ−1(bρ − sρ)α−1L‖y1− y2‖ds
+
ρ1−α
Γ(α)
∫ t
a
sρ−1(tρ − sρ)α−1L‖y1− y2‖ds
≤
3
2
ρ−αL
Γ(α + 1)
(bρ − sρ)α ‖y1− y2‖
= LN ‖y1− y2‖ ,
5
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which gives ‖Ty1−Ty2‖ ≤ LN ‖y1− y2‖. The inequality LN < 1 shows that T is contraction mapping. As a
consequence of Banach fixed point theorem. Then the problem (1.1)-(1.2) has a unique solution. This complete the
proof.
Next, we prove an existence result for the problem (1.1)-(1.2) by using Leray–Schauder nonlinear alternative.
Theorem 3.5. Assume that f : J×R→ R is continuous on J. In addition, we assume that:
(H2) There exist two functions ψ : R
+ → R+ be a nondecreasing continuous, and η : J → R+ is a continuous such
that
| f (t,y)| ≤ η(t)ψ(‖y‖), ∀t ∈ J, y ∈R.
(H3) There exists a constantM > 0 such that
N ‖η‖ψ (M)
M
< 1,
where N is defined as in Theorem 3.4. Then the boundary value problem (1.1)-(1.2) has at least one solution
on J.
Proof. Firstly, we will prove that the operator T defined by (3.6), maps bounded sets into bounded sets in C (J,R).
For a positive number r, let Br be a bounded ball in C (J,R) defined by (3.7). Then, for t ∈ J, we have
|Ty(t)| ≤
1
2
ρ1−α
Γ(α)
∫ b
a
sρ−1(bρ − sρ)α−1 | f (s,y(s))|ds
+
ρ1−α
Γ(α)
∫ t
a
sρ−1(tρ − sρ)α−1 | f (s,y(s))|ds
≤
1
2
ρ1−α
Γ(α)
∫ b
a
sρ−1(bρ − sρ)α−1η(s)ψ (‖y‖)ds
+
ρ1−α
Γ(α)
∫ t
a
sρ−1(tρ − sρ)α−1η(s)ψ (‖y‖)ds
≤
3
2
ρ−α
Γ(α + 1)
(bρ − aρ)α ‖η‖ψ (r)
= N ‖η‖ψ (r) .
In view of (H3), we obtain ‖Ty‖ ≤ r, i.e. (TBr) is uniformly bounded.
Next, we prove that T maps bounded sets into equicontinuous sets of C (J,R), i.e. (TBr) is equicontinuous. Let
t1, t2 ∈ J, with t1 < t2 and for any y ∈Br, then we have
|Ty(t1)−Ty(t2)| ≤
ρ1−α
Γ(α)
∫ t1
a
sρ−1
[
(t
ρ
1 − s
ρ)α−1− (t
ρ
2 − s
ρ)α−1
]
| f (s,y(s)|)ds
+
ρ1−α
Γ(α)
∫ t2
t1
sρ−1(t
ρ
2 − s
ρ)α−1 | f (s,y(s))|ds
≤
ρ1−α
Γ(α)
∫ t1
a
sρ−1
[
(t
ρ
1 − s
ρ)α−1− (t
ρ
2 − s
ρ)α−1
]
η(s)ψ (‖y‖)ds
+
ρ1−α
Γ(α)
∫ t2
t1
sρ−1(t
ρ
2 − s
ρ)α−1η(s)ψ (‖y‖)ds
≤ ‖η‖ψ (r)
ρ1−α
Γ(α)
∫ t1
a
sρ−1
[
(t
ρ
1 − s
ρ)α−1− (t
ρ
2 − s
ρ)α−1
]
ds
+‖η‖ψ (r)
ρ1−α
Γ(α)
∫ t2
t1
sρ−1(t
ρ
2 − s
ρ)α−1ds
≤
2ρ−α ‖η‖ψ (r)
Γ(α + 1)
(t
ρ
2 − t
ρ
1 )
α .
As t1 −→ t2 the right-hand side of the preceding inequality is not dependent on y and goes to zero. Consequently, TBr
is equicontinuous i.e.
|Ty(t1)−Ty(t2)| → 0, ∀ |t2− t1| → 0, y ∈Br.
6
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So, the compactness of T follows by Ascoli Arzela’s theorem, we conclude that T is completely continuous.
Finally, we show there exists an open set U ⊆ C (J,R) with y 6= λTy for λ ∈ (0,1) and y ∈ ∂U .
Let y ∈Br be any solution of
y= λTy, λ ∈ (0,1). (3.8)
Then
|y(t)| = λ |Ty(t)|
<
1
2
ρ1−α
Γ(α)
∫ b
a
sρ−1(bρ − sρ)α−1 | f (s,y(s))|ds
+
ρ1−α
Γ(α)
∫ t
a
sρ−1(tρ − sρ)α−1 | f (s,y(s))|ds
≤
1
2
ρ1−α
Γ(α)
∫ b
a
sρ−1(bρ − sρ)α−1η(s)ψ (‖y‖)ds
+
ρ1−α
Γ(α)
∫ t
a
sρ−1(tρ − sρ)α−1η(s)ψ (‖y‖)ds
≤
3
2
‖η‖ψ (‖y‖)
ρ−α
Γ(α + 1)
(bρ − aρ)α , (3.9)
which leads to
‖y‖
N ‖η‖ψ (‖y‖)
< 1.
In view of (H2), there existsM such that ‖y‖ 6=M. This means that, any solution y of equation (3.8) satisfies ‖y‖ 6=M,
let
U = {z ∈K;‖y‖<M}.
Thus, the Leray–Schauder nonlinear alternative guarantees that (3.8) has a fixed point in ∂U , which is a solution of
the boundary value problem (1.1)-(1.2), The proof is over.
We will study the next existence result by using Krasnoselskii
′
s fixed point theorem. To this end, we change hypothesis
(H2) into the following one:
(H4) There exists a function q(t) ∈ C (J,R) suth that
| f (t,y)| ≤ q(t), ∀t ∈ J, y ∈ R.
Theorem 3.6. Assume that (H4) holds. In addition, we assume that:
(H5) There exists a function δ (t) ∈ C (J,R) suth that
| f (t,x)− f (t,y)| ≤ δ (t) |x− y| , ∀t ∈ J, x,y ∈R.
If
Λ :=
1
2
ρ−α ‖δ‖
Γ(α + 1)
(bρ − aρ)α < 1, (3.10)
then the boundary value problem (1.1)-(1.2) has at least one solution on J.
Proof. Consider the operator T : C (J,R) −→ C (J,R) defined by (3.6). We define Br0 := {y ∈ C (J,R) : ‖y‖ ≤ r0},
supt∈J |q(t)|= ‖q‖ , and select a suitable constant r0 such that
r0 = N ‖q‖+ 1,
whereN is defined as in Theorem 3.4. Furthermore, we need to analyze the operator T into sum two operators T1+T2,
as follows
T1y(t) =−
1
2
ρ1−α
Γ(α)
∫ b
a
sρ−1(bρ − sρ)α−1 f (s,y(s))ds,
and
T2y(t) =
ρ1−α
Γ(α)
∫ t
a
sρ−1(tρ − sρ)α−1 f (s,y(s))ds.
7
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Taking into account that T1 and T2 are defined on Br0 . The proof will be given in several steps.
Step 1: T1y1+T2y2 ∈Br0 for every y1,y2 ∈Br0 .
For y1,y2 ∈Br0 , we have
|T1y1(t)+T2y2(t)| ≤ |T1y1(t)|+ |T2y(t)|
≤
1
2
ρ1−α
Γ(α)
∫ b
a
sρ−1(bρ − sρ)α−1 | f (s,y1(s))|ds
+
ρ1−α
Γ(α)
∫ t
a
sρ−1(tρ − sρ)α−1 | f (s,y2(s))|ds
≤
3
2
ρ−α
Γ(α + 1)
(bρ − aρ)α ‖q‖ ,
which gives
‖T1y1+T2y2‖ ≤N ‖q‖ ≤ r0. (3.11)
This proves that T1y1+T2y2 ∈Br0 for every y1,y2 ∈Br0 .
Step 2: T1 is a contration mapping on Br0 .
In view of hypothesis (H5), then for each y1,y2 ∈Br0 and t ∈ J; we have
|T1y1(t)−T1y2(t)| ≤
1
2
ρ1−α
Γ(α)
∫ b
a
sρ−1(bρ − sρ)α−1 | f (s,y1(s))− f (s,y2(s))|ds
≤
1
2
ρ1−α
Γ(α)
∫ b
a
sρ−1(bρ − sρ)α−1 ‖δ‖‖y1− y2‖ds
≤
1
2
ρ−α ‖δ‖
Γ(α + 1)
(bρ − aρ)α ‖y1− y2‖ ,
which implies
‖T1y1−T1y2‖ ≤ Λ‖y1− y2‖ ,
It follows from the inequality (3.10) that T1 is contraction mapping.
Step 3: The operator T2 is completely continuous on Br0 .
First, from the continuity of f , we conclude that the operator T2 is continuous.
Next, It is easy to verify that
‖T2y‖ ≤
ρ−α ‖q‖
Γ(α + 1)
(bρ − aρ)α =
2
3
N ‖q‖=
2
3
r0− 1< r0.
This proves that T2 is uniformly bounded on Br0 .
Finally, we show that T2 is equicontinuous on Br0 . Let us set sup(t,y)∈J×Br0
| f (t,y| = f0 < ∞, and let y ∈ Br0 and
t1, t2 ∈ J with t1 < t2. Then we have
|T2y(t1)−T2y(t2)| ≤
ρ1−α
Γ(α)
∫ t1
a
sρ−1
[
(t
ρ
1 − s
ρ)α−1− (t
ρ
2 − s
ρ)α−1
]
| f (s,y(s)|ds
+
ρ1−α
Γ(α)
∫ t2
t1
sρ−1(t
ρ
2 − s
ρ)α−1 | f (s,y(s))|ds
≤ f0
ρ1−α
Γ(α)
∫ t1
a
sρ−1
[
(t
ρ
1 − s
ρ)α−1− (t
ρ
2 − s
ρ)α−1
]
ds
+ f0
ρ1−α
Γ(α)
∫ t2
t1
sρ−1(t
ρ
2 − s
ρ)α−1ds
≤
ρ−α f0
Γ(α + 1)
(t
ρ
2 − t
ρ
1 )
α .
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As t1 −→ t2 the right-hand side of the last inequality is not dependent on y and goes to zero. Consequently,
|T2y(t1)−T2y(t2)| → 0, ∀ |t2− t1| → 0, y ∈Br0 .
This proves that T2 is equicontinuous on Br0 . In view of Arzela-Ascoli Theorem, it follows that T2 is relatively
compact onBr0 . Thus, all the assumptions of Krasnosel’skii fixed point theorem are satisfied. Therefore, we conclude
that the boundary value problem (1.1)-(1.2) has at least one solution on J.
4 Examples
Will be provided in the revised submission.
References
[1] Abdo, M.S. and Panchal, S.K. (2019), Fractional integro-differential equations involving ψ-Hilfer fractional
derivative, Advances in Applied Mathematics and Mechanics 11 , 338-359. https://doi.org/10.4208/aamm.OA-
2018-0143.
[2] Abdo, M.S. Panchal, S.K. and Shafei, H.H., Fractional integro-differential equations with nonlocal con-
ditions and ψ–Hilfer fractional derivative. Mathematical Modelling and Analysis, 24(4), (2019), 564-584.
https://doi.org/10.3846/mma.2019.034.
[3] Abdo, M.S., Panchal, S.K. and Sandeep, P.B. (2019), Existence of solution for Hilfer fractional differential
equations with boundary value conditions, preprint: arXiv:1909.13680, in press.
[4] M. S. Abdo and S. K. Panchal, Weighted Fractional Neutral Functional Differential Equations, J. Sib. Fed. Univ.
Math. Phys. 11 (2018), pp. 535-549. https://doi.org/10.17516/1997-1397-2018-11-5-535-549.
[5] R. Almeida, A Gronwall inequality for a general Caputo fractional operator, arXiv preprint arXiv:1705.10079,
(2017).
[6] R. Almeida, N. R. Bastos, An approximation formula for the Katugampola integral. arXiv preprint
arXiv:1512.03791, (2015).
[7] R. Almeida, A. B. Malinowska, T. MonteiroM, Fractional differential equationswith a Caputo derivative with
respect to a kernel function and their applications, Meth. Appl. Sci., 41(2018), 336-352.
[8] R.P. Agarwal, Y. Zhou, Y. He, Existence of fractional neutral functional differential equations, Comput. Math.
Appl., 59( 2010), 1095-1100.
[9] M. Benchohra, S. Bouriah, Existence and stability results for nonlinear boundary value problem for implicit
differential equations of fractional order, Moroccan J. Pure Appl. Anal.,1(2015), 22-37.
[10] D. Baleanu, K. Diethelm, E. Scalas, J.J. Trujillo , Fractional Calculus Models and Numerical Methods. Series on
Complexity, Nonlinearity and Chaos. World Scientific,3( 2012).
[11] T. A. Burton, C. A Kirk Fixed Point Theorem of Krasnoselskii Schaefer Type, Mathematische
Nachrichten,189(1998), 23-31.
[12] D. Baleanu, O.G. Mustafa, R. P. Agarwal, On Lp-solutions for a class of sequential fractional differential equa-
tions. Appl.Math. Comput.,218(2011), 2074-2081.
[13] A. G. Butkovskii, S. S. Postnov, E. A. Postnova, Fractional integro-differential calculus and its control-theoretical
applications i - mathematical fundamentals and the problem of interpretation,Automation and Remote Control,74,
no. 4( 2013), 543-574.
[14] S. Gaboury, R. Tremblay, B.J. Fugere, Some relations involving a generalized fractional derivative operator,
Journal of Inequalities and Applications,167, no. 1( 2013).
[15] R. Herrmann, Fractional Calculus: An Introduction for Physicists, World Scienti c, River Edge, New Jerzey, 2
edition, 2014.
[16] G. Jumarie,On the solution of the stochastic di erential equation of exponential growth driven by fractional
brownian motion. Applied Mathematics Letters, 18, no. 7(2005), 817-826.
[17] U.N. Katugampola, A new approach to generalized fractional derivatives,Bull. Math. Anal. Appl.,6, no. 4(2014),
1-15.
[18] U. N. Katugampola, Existence and uniqueness results for a class of generalized fractional differential equations,
Preprint. arXiv:1411.5229, (2014).
9
Theory of Nonlinear Caputo-Katugampola Fractional Differential Equations A PREPRINT
[19] U. N. Katugampola, New approach to a generalized fractional integral, Appl. Math. Comput.,218, no. 3(2011),
860-865.
[20] U.N. Katugampola, Mellin transforms of the generalized fractional integrals and derivatives, Appl. Math. Com-
put.,257(2015), 566-580.
[21] A. A. A. Kilbas, H. M. Srivastava , J. J. Trujillo, Theory and applications of fractional differential equations,
Elsevier Science Limited, 204(2006).
[22] A. B. Malinowska, T. Odzijewicz, D. F. M. Torres Advanced Methods in the Fractional Calculus of Variations,
Springer,Berlin, (2015).
[23] I. Podlubny, Fractional Differential Equations, Academic Press, San Diego, (1999).
[24] I. A. Rus, Ulam stabilities of ordinary differential equations in a Banach space, Carpath. J. Math., 26(2010),
103–107.
[25] J. Wang, Y. Zhou, M. Medved, Existence and stability of fractional differential equations with Hadamard deriva-
tive, Topol. Methods Nonlinear Anal., 41(2013), 113-133.
10
