This paper presents a set of experiments we carried out recently with Divago, a system we have been developing and which has, as an underlying motivation, the goal of being a computational model of creativity. This model is expected to be able to generate novel concepts out of previous knowledge. Here we show its behaviour with a large dataset constructed independently by other researchers consisting of over 170 nouns. Each noun is represented with a syntax that is equivalent to the one adopted for Divago. We apply a two step experimentation procedure, which starts by "training" the system with "preferred outcomes" and then allowing it to do free generation, constrained by the pragmatic goal of a given query. We evaluate and make a short discussion on the results under well defined criteria of novelty and usefulness.
Introduction
Divago aims to be a model for computational creativity in the sense that it is expected to be able to generate new and useful concepts out of its knowledge base composed, among other things, of previously known concepts. Those newly generated concepts should not consist only of the composition of previous concepts, instead it is desirable that they have an emergent structure of their own. In other publications, we have been focusing on several aspects of the model, by defining it formally [Pereira and Cardoso, 2001] , discussing its applicability to creativity [Pereira and Cardoso, 2002b] , demonstrating its performance with specific pairs of domains [Pereira and Cardoso, 2002a] [Pereira and Cardoso, 2003a] . In this paper, we advance the experimentation phase, now with deeper validation concerns, namely by using a much larger dataset with concepts made by others, and evaluating the results according to novelty and usefulness. For both of these evaluating criteria, we propose fairly simple yes/no criteria. A concept is novel if it is not equal to any from the knowledge base and it is useful if accomplishes a set of pragmatic conditions that may be specific to a situation (e.g. it should be a solid blue object that serves to make food) or a generic demand for an application (it should be an object with a single color and a single shape).
The dataset we use was lent by Fintan Costello's [Costello, 1997] validation work for the ¿ model of noun-noun conceptual combination and it contains over 170 different concepts. ¿ was capable of generating interpretations for nounnoun combinations, and comparing these with our results would be interesting, yet, due to the loss of important data in that project, we had no access to its output in time to make experiments for this paper. As we will discuss, our mapping mechanism based on structure alignment constrains the resulting concepts to the modifier head type of noun-noun combination. This means, for example, that it can generate "vegetable person" to be the concept of "person" (the head) modified by the concept of "vegetable" (the modifier), which could be a "inanimate, static person". A different interpretation (that our mapping is not allowing yet) could be that a "vegetable person" is a "person that sells vegetables", or "someone that really likes vegetables". These interpretations would demand a different mapping mechanism.
In the experiments, we seek to understand the behaviour of the system with regard to our parameters of novelty and usefulness as well as assessing aspects like predictability and consistency of the results. Moreover, we want to observe the role that a specific kind of structures, the frames, have in the achievement of the results. In general terms, we think that the applicability of Divago can take several forms, namely in situations where divergent solutions are welcome. Examples of such are applications in the domains of arts and games. In fact, we are currently developing a game environment that applies Divago as an object generator. In the second section, the reader will hopefully become familiar with the aspects of Divago that are important for the experiments. In section 3, we will give an overview of the dataset used. The experiments are the core of this paper and are presented in section 4 (notice that the tables are in the end of the paper) and the paper is finished with some conclusions and further work.
The Divago system
The Divago system always works with two input domain (normally called input domain 1 and 2) and a generic space domain. Each of these are part of its knowledge base. It starts by establishing a mapping between the input domains (normally also recurring to knowledge of the generic domain) and then, with these domains and the mapping, it tries to generate a fourth domain, called "blend". Domains are our formal realization of Fauconnier and Turner's mental spaces [Fauconnier and Turner, 1998 ]. The module that generates the blend is called Factory and it uses a parallel search method to explore the (usually large) search space. In order to guide itself, the Factory is supported by the Constraints module, which provides a set of evaluation criteria. A module dedicated to the Elaboration of blends, which is fundamental for the emergence of novel structure, will be present in next developments.
Knowledge base
The knowledge base is divided into domains. Each domain has several different types of knowledge: a Concept Map; a set of Instances; a set of Rules; a set of Integrity Constraints and a set of Frames. A concept map is a semantic network that declares the relationships that exist between specific concepts of the domain (elements of the mental space, in Fauconnier and Turner's literature). An instance corresponds to specific examples of the domain (e.g. in the domain of "house", a specific description of a house would be an instance). A rule represents procedural knowledge that is valid within the domain (e.g. If X has wings, then it can fly). Integrity constraints are rules with a false conclusion, i.e., if the premisses are satisfied, then we say that "an integrity constraint was violated". These are used to state facts that are not expected to happen simultaneously (e.g. An object X cannot be solid and liquid at the same time). Finally, frames are the more complex structures we use in the knowledge base. They correspond to sets of conditions to be the user's choice or self organization during the blend construction in the Factory module. These sets of conditions may describe specific patterns that the result should have (e.g. X should have a specific property), general patterns (e.g. every concept should have a color, a shape, a name) or abstract guidelines for the construction of the result (e.g. the result should have the structure of the first input concept and the elements of the second). When all conditions of a frame are satisfied in a concept map, then we say that it accomplishes the frame. Frames allow the use of a general purpose programming language (in our case, Prolog) as well as the language of the concept maps (binary predicates), projections (in ternary predicates) and special operators (e.g. op(exists(L)) checks if the relations or projections in list L are present in the concept map). Below, we show two simple frames. The first one, "haunted", says that something is haunted if it contains something that causes fear and is magic or mysterious, i.e., it identifies whether a concept X is haunted.
Differently, the frame for "shape transfer" is an abstract guideline that, if satisfied, transfers the shape of input domain 1 to input domain 2, in the result (e.g. in "necklace paper", the result will be a paper with the circular shape of the necklace) 1 .
Frames end up being a meta-language for conceptual integration we may use for specifying our intentions in the results. As we will show below, if no such specification is given, the frames function as attractor structures that may compete or cooperate until reaching stability. Although frames are essential to the present experiments, there is no place to explain them in higher detail, so we provide the reader the superficial description for the used frames (in Table 2 ) avoiding their internal representation. As the reader will notice, in the experiments, each noun concept corresponds to a domain.
Mapping engine
The mapping engine establishes a correspondence between elements of the input domains. Currently, this correspondence is found by a structure alignment algorithm that is very similar (although simpler) to the one used by Tony Veale in his Sapper framework [Veale and Keane, 1993] . Sapper proposes metaphor interpretations through the establishment of cross-domain mappings (e.g. "If Surgeon is Butcher, then scalpel is cleaver, etc."). In [Veale and Keane, 1997] , the reader can find a comparison of Sapper with other structure alignment algorithms. To understand the present paper, the reader should remember that we find a partial 1-to-1 mapping correspondence between elements of the input domains and that this mapping is based on identity of relational structure (i.e. if , from input domain 1, is mapped to , from input domain 2, and has a relation Ê to and has a relation Ê to , then can be mapped to )
In order to find these correspondences, the mapping engine may need to use knowledge from the generic domain, which contains an ontological "isa" hierarchy as well as many other knowledge structures (such as its own concept map). The mappings are used later, in the concept generation, to constrain the possible projections a specific element can have in the result. More specifically, if Ü is mapped to Ý, it can be projected to Ü, Ý or Ò Ð in the result. If Ü has no mapping counterpart, it can only be projected to Ü or Ò Ð. For example, if "necklace" is mapped to "paper", the result may contain a "paper" that is the projection of "necklace" and so it may bring all its surrounding elements (like being "circular") to the concept of "paper". On the other hand, if "paper" is projected to "paper", then the concept of "paper" will maintain its original features. In figure 1 , we show a very simplified diagram of this process. 
Factory
The factory is the module that takes most of the processing time of the system. Its goal is to explore the space of all possible combinations of projections of the input domains. As we say elsewhere [Pereira and Cardoso, 2003a] (two very small concept maps), we may have 67108864 different solutions to evaluate. This evaluation is achieved by a set of criteria provided by the Constraints module. Given the size of the search space and the absence of any algorithm that was able to get the "best solution" through a sequence of deterministic steps, we decided to build a genetic algorithm (GA). A GA makes a parallel search in the space and does not guarantee the achievement of global maxima, but, when its parameters are correctly chosen, it may be able to cover a wide area and obtain satisfactory results. Generally, a GA generates sets of individuals (the possible solutions to the problem being solved), each set 2 and a minimum of ¾ Ð being called a generation. From each generation, it selects some individuals (there are many methods to achieve this) and applies operators (e.g. crossover, mutation and others) to obtain the subsequent generation. It repeats these steps until achieving a stopping condition (e.g. a fixed number of generations, a threshold value). It is outside the scope of this paper to describe further details of GA's, so, for those interested, we advise the reading of a specialised book on the subject (e.g. [Goldberg, 1989] ). In our GA, we evolve projection combinations, thus each individual is described by a set of projections, one for each element of the input domain. Having the projection of all elements of both input domains, it is straightforward to obtain the concept map of the blend 3 . The evaluation function we use (also called fitness function) consists of a weighted sum of the eight optimality principles enunciated in the Conceptual Blending framework [Fauconnier and Turner, 2002] and is applied to the concept map of the blend. In [Pereira and Cardoso, 2003b] , we formalize our implementation of these principles, which are the subject of the Constraints module. The algorithm stops after reaching one of three conditions: being at the Ò Ø generation (n is equal to 500, currently); achieving an individual with the value of ½ (the fitness function is normalized to fall within the 0..1 interval); not being able to improve results for more than Ñ generations (Ñ currently equal to 30). The latter means the algorithm has stabilized around a specific individual (or set of individuals with the same value). Thus, when we say that "the evolution stabilized at the Ø generation", we mean that in generation · ¿ ¼ the value of the best individual was the same.
Constraints
In this module, we implemented the optimality principles (also called optimality constraints) according to our own formalization [Pereira and Cardoso, 2003b] . These constraints serve to evaluate a blend according to several aspects, from specific structural (like maximizing the number of specific relations) and pragmatic conditions (like respecting a query) to general guidelines (maintaining topology). Currently, our optimality constraints are applied solely to the concept map (of the blend) and we hope to extend them to evaluate other aspects of the blend (e.g. the instances), in future developments. Three of the eight optimality constraints suggested in [Fauconnier and Turner, 2002] were not applied in these experiments: Web (because it is not an independent constraint); Pattern Completion (because we are not applying the completion and elaboration phases) and Intensification of Vital Relations (because we are only applying one kind of mapping -it would always yield the same value). We give now an informal description of the implementation of the optimality principles we use in the Constraints module:
Integration. The Integration value of a blend depends on its accomplishment of frames. For example, if a single frame contains all relations and elements found in the blend, it will have the highest Integration value (1). The intuition behind this is that one recognizes a frame as a whole, meta-level concept. For example, a blend that has exactly the three relations of the frame "haunted" is considered as being totally integrated around the concept of "haunted thing" (or in other words, it fits the pattern of what a "haunted thing" should consist of). The same reasoning could be applied for the "shape transfer" frame (a blend exactly integrating this frame would correspond to the redefinition of the "shape" of the target concept). On the other side, we penalize the multiplicity of frames, i.e., when a blend accomplishes several different frames (each one having different conditions), it will have less Integration value than if it were a single frame with the same conditions. Our Integration measure also penalizes "free" relations (relations that do not fit in any frame) and integrity constraint violations. Given its importance, Integration has a weight of 30 % in the fitness function.
Pattern Completion. This measure should reflect the capability of the blend to partially match patterns in the memory. This matching would be useful in what is known as the "completion phase", in which the blend obtains knowledge from the generic domain (and that completes the patterns). In other words, a blend may not fit totally a pattern, but still be liable to complete it. In our model, a pattern is a frame of the generic domain 4 and our calculation of pattern completion consists of finding how much of these patterns is completed. The ratio of satisfied conditions w.r.t. the total number of conditions gives us the pattern completion. A special case is important to notice: when a frame is totally accomplished, its pattern completion is ¼. The rationale is that, if a pattern is totally found, there is no completion to apply. On the other hand, the number of satisfied conditions of a frame gives an estimate 5 of the consistency that would result from completion (e.g. if a frame of 50 conditions has only 1 satisfied, its completion -the adding of the facts necessary to satisfy those conditions -will have more probability to be inconsistent than if there were 30 satisfied). It is important to notice that a conclusion we found in [Pereira and Cardoso, 2003a] was that this view of Pattern Completion must be reworked in subsequent developments and, in fact, its weight in the present experiments is 0%.
Topology. Topology is the main principle that brings inertia to the process because it is centered on maintaining the original relationships between elements. Its measurement is fairly simple and consists on finding the ratio of elements in the blend that maintain the (exact) same neighborhood relations. Its weight in the experiments is 5%. aximization of Vital Relations. Fauconnier and Turner propose a set of vital relations, which have a special role within the domains (called inner-space relations) and in establishing inter-connections (outer-space relations). In our case, we allow the customization of these relations. In the present experiments, these correspond to the relations property, shape, pw, made of, found, color and connects, which we may find in the dataset configuration. The Maximization of Vital Relations constraint measures the ratio of vital relations that exist w.r.t. to the input domains. Its weight in the experiments is 5%.
Intensification of Vital Relations. This measures the number of inter-space connections made by vital relations, which in fact we are not using. Therefore, its weight is 0%.
Unpacking. The ability to unpack the blend, i.e., to reconstruct its connections with the input domains and mappings, is measured in our model by finding subparts of the blend that are identical to subparts of one of the input domains. The intuition is that we are more able to make the reconstruction if we identify patterns that explicitly connect the blend with the input 6 . We are aware that this identification is not simply based on repetition of patterns, a fact we wish to consider in future developments. Unpacking takes 15% of the weight on the fitness function.
Web. In our case, the Web principle is not independent (it is a weighted sum of Topology and Unpacking) and therefore it is absent from the fitness function (i.e. its weight is 0%).
Relevance. The Relevance constraint is the most important for our experiments (it has a weight of 45% on the fitness function) because it measures whether the blend respects a given query. This query is what specifies the usefulness of the results. A query consists of a set of relations the blend is expected to have and/or a set of frames it is expected to accomplish. As in the Integration measure, Relevance is penalized by integrity constraint violations.
As we could see, apart from the concept maps and mappings, there are two fundamental structures we apply in evaluating a blend: the frames and the integrity constraints. The former stimulates some interconnections of elements, the latter penalizes them. It is important to add that the choice of the weights for the fitness function was decided taking into account two aspects: the intuitive importance of each measure, as described above; the empirical results we have been observing from many experiments (e.g. the ones presented in [Pereira and Cardoso, 2003a] ). Finally, the reader should retain the strong connection between Relevance and Usefulness. The Relevance constraint allows the system to be configured towards specific goals and, from our point of view, the accomplishment of these goals will determine whether a blend is useful or not.
The Dataset
Our dataset comprises 179 noun descriptions borrowed from Fintan Costello's PhD thesis [Costello, 1997] on noun-noun conceptual combination. In this thesis (and in subsequent publications [Costello and Keane, 2000] ), the author describes each noun by a set of attribute-value pairs, as shown below (for "necklace") Necklace name:
(necklace) feature-set: (solid inanimate static) color:
(silver gold) shape:
(small circular) structure: made of: metal parts:
(pendant) found: function:
((wears person3 necklace neck) (decorates necklace person3))
The conversion to our concept maps is straightforward: each of the "features" becomes a property relation; the attributes "color", "shape" and "made of" become relations with the respective name; each of the "parts" is converted into a "pw" (part whole) relation; each "function" is converted into a set of "actor" and "actee" (with third arguments, such as "place" or "instrument"). The "actor" is expected to be the first argument of the function, while "actee" is the second. Therefore, our concept map representation for "necklace" is as follows:
property(necklace, solid) made of(necklace, metal) property(necklace,inanimate) pw(pendant, necklace) property(necklace,static) actor(wears, person3) color(necklace,silver) actee(wears, necklace) color(necklace,gold) place(wears, neck) shape(necklace,small) actor(decorate, necklace) shape(necklace,circular) actee(decorate, person3)
In the original dataset, there are interrelationships between nouns. For example, there is also a representation for "pendant", "person3" and "neck" so, along with "necklace", these nouns can be seen as a small graph representing the knowledge about people and necklaces. Within this small graph, there is normally no repetition of function specifications (e.g. in "neck" or "person3" representation, there is no "wears" function, although it exists implicitly). We converted directly and separately each noun to a concept map, and there is no communication between our concept maps, which means that many nouns in our knowledge bases lose their original implicit data. Another aspect of the dataset is that some concepts have several different instantiations (e.g. "person3" is the third representation of the noun "person"). We also converted these directly and separately to our knowledge base, without merging them.
Experiments
The main goal of these experiments was to observe how Divago behaves with respect to criteria of novelty and usefulness. An important condition we put for these tests was that data should not be constructed by anyone involved in the project, so that the results were not in any way influenced by unconscious biasing or tailoring. The ¿ dataset seemed to us a perfect choice, given that we could not find easily a big database with knowledge coded in such a compatible representation.
The noun-noun interpretations we consider in the experiments are hybrid interpretations, in which the resulting concept is a blend of both concepts being combined, as in "a drill screwdriver is a two-in-one tool with features of both a drill and a screwdriver" [Wisniewski, 1997] 7 . In some tests we made prior to the ones presented here, the mapping we use (based on structure alignment) was clearly unable to allow other types of interpretations such as relational, property, conjunctive, and known-concept interpretations, which confirms the thesis that conceptual combination is not structure alignment [Keane and Costello, 2001] . In order to provide a pragmatic background for the experiments, we invite the reader to consider a game, in which its elements (objects and characters) are defined by scripts with the same syntax of the nouns described above. In this context, a useful concept must have specific values for the slots of the script and respect a set of integrity constraints. The slots and values required can thus be grouped together in a query. In all experiments (except in the training set), this query consisted of: Square brackets mean disjunction (e.g. the concept A must be "animate" or "inanimate") and underscores mean "anything" (e.g. the concept A must have a "color"). The presence of "actor" and "actee" relations means that the concept should have a function. The integrity constraints specify impossibilities within the game (e.g. a concept cannot have two "shapes" at the same time). A novel concept is a concept that is not present in the knowledge base. Beforehand, we could not know exactly what kinds of frames were needed to build "good" combinations, leading to the need of a supervised training phase that helped us find a set of appropriate frames. Only after this training, we were able to test the system, leaving it to construct its own concepts. About the configuration of the GA, we must say that each population has 100 individuals and we are applying the crossover (for 80% of the new individuals) and mutation (14%) operators. The (5%) top best individuals are also kept for the next generation and the rest is stochastically selected favoring fitness value and diversity. One (1%) random new individual is generated for each population. The weights are as described above and were chosen after an extensive set of tests, some of which described in [Pereira and Cardoso, 2003a] .
Training
The training set we used consisted of 30 pairs of randomly selected nouns from the list. For each one, we constructed a solution (called the training target) correspondent to our own interpretation of the noun-noun combination. This hybrid interpretation considered exclusively the knowledge contained within the selected noun representations and was centered on the head noun, which means that, in any pair A-B of nouns, the interpretation was that "an A-B is a B with such and such A characteristics". In other words, the concept B is always the focal concept in our interpretations. Each experiment consisted of making 30 runs for each pair (each run with the exact same starting conditions), having in the query the set of frames we expect could achieve the target. When the results were missing largely the target, we either selected other frames or designed new ones and made the 30 runs again. More specifically, this happened when there was a difference of more than 2 relations 8 to the target or when this difference was due to fundamental relations (i.e. without it, the result would not be novel or satisfy the usefulness criteria). In Table 1 (in appendix), we show a sample with the training combinations, target descriptions, resulting difference to the target and frames used in the query. In Table 2 , we give an informal description of each frame. It is important to remember that the target interpretations are obtained by using only the existing knowledge representation of both nouns, which justifies the appearance of awkward interpretations (e.g. "head hammer handle", "pen person"). We can also see that the frames were initially tailored to fit the target interpretations and reused later when effective (e.g. the "shape transfer" was created for "bullet potato", and used often in the succeeding experiments). It is clear though that both the target interpretations and the frames were made by us, so introducing a subjectiveness component in these experiments. Since there does not seem to be any simple automatic frame generation mechanism and given that the language itself demands some expertise, the frames had to be constructed with the method described (constructing the frame that intuitively would lead to the target). On the other hand, it would be possible to use other people's interpretations of the random generated pairs, requiring a reasonably large set of participants with some expertise to understand the constraints (interpretations are confined to the specific representation). Not having done this, we tried to follow our intuition and imagination in each case. At the worst, the experiments will reflect our specific ways of noun combination on the training set applied to the other set. The mappings used in all the experiments were automatically generated by our structure alignment algorithm, starting the alignment with the individual identifier symbol of the nouns and then finding systematic correspondences along both structures (for example, in "necklace paper", it establishes a mapping between "necklace" and "paper", then goes to the "made of" relations, establishing a mapping between "metal" and "paper" and so on). It typically established mappings between elements with the same role in both nouns (color value with color value, made of value with made of value, etc.)
Results and Discussion
The free generation of noun noun combinations consisted of selecting randomly a set of 33 pairs of nouns and using the above described query (with the slots for the game script) to generate new blended concepts. Every frame shown in table 2 was available to the system so that it could find itself the selection of frames that suited the highest scores of the fitness function. We also added an integrity constraint for having at least two frames being accomplished so to stimulate knowledge transfer. Apart from these, parameters were equal to those used for training. Below, we show examples of the generation of the "fish tail1 desk" and "fish spider" blends, with input domains ("fish tail1", "desk", "fish" and "spider") and the frames that were applied. Figure 2: Frames used in the construction of "fish tail1 desk" and "fish spider"
In Table 3 (see appendix), we show the results achieved. For each pair of nouns, we show the best result (in terms of the fitness function) of the 30 runs and describe textually the result by comparison to the head and the modifier. The Usefulness value corresponds exactly to the resulting Relevance value. Therefore, a 100% means that every condition of the query was satisfied and no integrity constraints were violated. Other values indicate that either some condition was not satisfied or integrity constraints were violated (or both). For example, in Figure 2 , we can observe that both blends satisfy all requirements of the query (therefore scoring 100%). If, say, there were no values for "made of" and "color", then the usefulness would be 75% since two (in eight) conditions were not satisfied. Another situation could be an integrity constraint violation (e.g. "Something cannot be black and made of flesh at the same time"), which would lead to a penalty (e.g. supposing integrity constraint violation penalty was 20%, "fish spider" usefulness value would be 80%). For the novelty, we decided for a simple yes/no decision ("no" meaning the result is a copy of other nouns in the knowledge base). The frames listed correspond to the frames found in the construction of the best result for each combination. A first remark to notice is that every experiment ended satisfying a "bcore" frame. This is not surprising considering the query we used, which comprises a set of relations that coincides almost with the "bcore" frame relations. Still with regard to frames, we can also see that the results used essentially 6 different frames ("bcore", "slot set completion", "shape transfer", "structure transfer", "function transfer" and "function substitution"). A possible explanation may be that the other 4 were either too specific ("single modifying feature") or too generic ("bframe") to achieve stability in the runs. Results show that there is no correlation between the values of Novelty and Usefulness, which seems intuitively plausible. Yet, Usefulness may contrast with our intuition in some examples (e.g. there is no apparent reason why an "horse head insect" is so less useful than a "rodent insect") and its explanation is simply that, for the context we are dealing with (a game with objects defined by a script), the new object may lack some fundamental conditions. This raises the issue that usefulness must always be measured against a viewpoint or pragmatic context and that there might be no "general measure of usefulness" for creativity. Another aspect we'd like to invite the reader to observe is that the influence of modifiers seems predictable in some degree. Using the same modifier with two different heads tends to add the same features, with slight variations (see "person5 paper" and "person5 stem" 9 ) and using different instances of the same modifier (e.g. desk in "desk ornament" and "desk1 spoon bowl") leads to different features. This predictability may be contrary to a creativity model, since it raises the level of expectation towards some features, which, as being corroborated, decreases considerably surprise (for more on measuring surprise and expectation, see [Macedo and Cardoso, 2001] ). Probably because the query is too much centered on the "core" of the object (every aspect except its function), it may loose its function during the blend generation, even when it is vital. For example, in blending "herring" and "instrument", the result says it is an instrument, but it lost its musical function, so leading to an empty concept. We also point out to the blends "train building1" and "bird1 sea". Both reveal inconsistencies ("a train building1 is a building that serves to transport people" and "a bird1 sea is a sea with wings...it 9 person5 specified a person with a relation to the concept of bed is made of flesh"). On one side, these inconsistencies may reveal creative if explored from a metaphoric perspective, a very complex computational challenge. But literally, they lead to a void concept in our game environment. Preventing the existence of these extreme examples depends on adding integrity constraints (e.g. "something that serves for transport cannot be made of bricks") but will once again go against the creative potential of the system. In this case, it seems, improving Usefulness would go against Novelty. A final remark on the results regards the observation of the Usefulness values. It should be clear that the average value of 78% obtained is highly dependent on the specific query and on the specific knowledge contained in the dataset. If the query was less constrained (e.g having just half of the conditions), the value would certainly improve, whereas if we added conditions that could not be satisfied within the dataset, the values would never achieve 100%. What these numbers show is that the model is able to search for the query satisfaction when it is (the knowledge base, query and the factory) properly configured, thus providing useful outcomes to the pragmatic context in question.
Conclusions and further work
The experiments we showed in this paper present the behaviour of our system, Divago, while making blends of pairs of nouns. A straightforward conclusion is its ability to comply with the parameters of novelty and usefulness used. These parameters, while being too simplistic in terms of human creativity, are easily applicable for a computational creativity, the latter demanding a more formal, explicit and systematic methodology. We argue that Divago provides a set of mechanisms and structures (that generally follow those of Conceptual Blending [Fauconnier and Turner, 1998 ]) that allow problems that involve creativity. One of those is the integration of pairs of nouns into a new noun, that shares a selected set of features and functionalities from both. In this paper, experiments were made towards this problem, which was approached before [Costello and Keane, 2000] , although integrated in a more specific model (the ¿ model). Using the same dataset of ¿ , we made a relatively large set of experiments, which we tried to show in a clear fashion. We regret not making a direct comparison with the results of ¿ , yet we would expect the output of Divago to be less efficient than ¿ 's in terms of closeness to "human's" behaviour. What makes us expect such results is the fact that ¿ is exclusively dedicated to the linguistic interpretation of noun-noun combinations, in other words, to simulate, as much as possible, the efficiency and creativity of humans in interpreting those linguistic constructs. On the other side, Divago considers pairs of concepts in general and allows the results to be completely different from a noun-noun combination perspective. This means that the search space of Divago is much larger than that of ¿ , so, even if being able to find the same "best" results (we argue that, with a specific set of frames and mappings corresponding to the many types of noun-noun combinations, Divago would be achieve the same results as ¿ ), it would be less efficient in retrieving them. As far as our experience and complexity analysis goes, the search space for blends grows worse than exponential with the size of input domains (see [Pereira and Cardoso, 2003a] for a more detailed analysis) so Divago would hardly be more efficient than ¿ in retrieving those "best" results 10 . Furthermore, Divago is not using a great deal of knowledge that is fundamental to ¿ , namely: it does not distinguish the various features within a noun (i.e., a relation has always the same weight among every noun); it does not take into account the interrelations among nouns of the dataset; it only makes what are, in ¿ , hybrid interpretations. Far from arguing against these aspects (in fact, we agree with all of them and intend to introduce some in our architecture), we must stress that the motivation for Divago is closer to computational environments such as games and graphics generation, which, although also considering the cognitive work underlying noun-noun combinations, demand a higher effort in other aspects. Some of these may be less "human", such as the script conditions of a game, the measure we used for usefulness. Another aspect we could compare Divago and ¿ regards the search engine. While, in ¿ , the authors use a step-by-step algorithm (applying each constraint in order), Divago makes use of a parallel search method, a genetic algorithm. By its own, this difference is not conclusive, but the size of the space and the complexity brought by the presence of the frames may give Divago a very flexible and varied behaviour, two aspects that are fundamental to creativity. A final remark on ¿ and Divago regards the creativity evaluation. Although Costello and Keane provide arguments for ¿ as a model that considers the full creativity of conceptual combination ( [Costello and Keane, 2000] , they do not make any specific validation for its outcome as being creative. Essentially, it seems that the notion of creativity in question is reduced to the diversity of possible conceptual combinations considered and so, in the sense that ¿ considers a large range of solutions in a computationally efficient way, they argue it simulates human efficient creativity in noun-noun combination interpretation. From our point of view, deeper analysis should be taken, namely with regard to the results. In the present paper, we propose an assessment of the creativity of Divago exclusively based on the two criteria of novelty and usefulness. While the choices for these may be considered too simplistic, we give an idea for the evaluation of the creative potential of such a system. Frames provide a generic mechanism that may be used systematically to generate combinations, each one with its own underlying rationale. A challenging development will be to find frames that produce results closer to human intuitions. These would possibly be very complex frames and would necessarily demand other mapping algorithms. More specific and immediate further evolutions in this work (in noun noun combination) may be the allowance of a mechanism of diagnostic features and interrelation among nouns. More generally and with respect to the Divago model, a more powerful mapping algorithm and an elaboration 10 In the context of ¿ , a "best" result would be the one that coincides with human interpretation. mechanism would certainly improve considerably its creativity potential. The latter is fundamental to the Conceptual Blending framework, since it brings the possibility of running the blend, i.e., to give rise to novel emergent structure. Possible ideas to follow are the direct writing of domaindependent rules and, a more challenging possibility, the mining of knowledge base in search for patterns (e.g. when A and B exist, there is a big chance that C also happens). This emergent structure would give an independent existence to the blend, not "just" attached to the original input domains.
