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Abstract—Based on the impressive features that network cod-
ing and compressed sensing paradigms have separately brought,
the idea of bringing them together in practice will result in major
improvements and influence in the upcoming 5G networks. In
this context, this paper aims to evaluate the effectiveness of these
key techniques in a cluster-based wireless sensor network, in
the presence of temporal and spatial correlations. Our goal is
to achieve better compression gains by scaling down the total
payload carried by applying temporal compression as well as
reducing the total number of transmissions in the network using
real field network coding. In order to further reduce the number
of transmissions, the cluster-heads perform a low complexity
spatial pre-coding consisting of sending the packets with a
certain probability. Furthermore, we compare our approach with
benchmark schemes. As expected, our numerical results run on
NS3 simulator show that on overall our scheme dramatically
drops the number of transmitted packets in the considered cluster
topology with a very high reconstruction SNR.
I. INTRODUCTION
According to Ericson, around 28 billion devices are pre-
dicted to be connected to the network world wide by 2021 and
the ubiquitous massive Internet of Things (IoT) is an integral
part of the evolution towards the 5G standard [1]. This will
result in massive data procreation, where just the mobile data
traffic will increase 7-fold by 2021 [2] that must be handled
by the fundamental techniques considered for 5G. We consider
the use case of industrial automation with massive deployment
of 500 to 2000 sensors in a smart factory. The sensors are
clustered and are connected to the cluster heads through an IoT
Gateway. The cluster heads form a mesh network between each
other to deliver the sink packets for reconstructing sensor data.
The traffic going from the sensors through the IoT gateway and
the overall data transmissions in the mesh network needs to be
limited. The goal is to extend the battery life of the sensors,
IoT gateways and cluster heads as well as to reduce latency
for some critical applications.
Network coding [3] [4] is a disruptive paradigm for reliable
data dissemination as it performs similarly to an Forward Error
Correction (FEC) but with more robustness and flexibility.
However, it is considered as an “all-or-nothing” code, which
means that the receiver would need at least as many coded
packets as the number of the original ones in order to decode.
It is yet possible to recover a partial fraction with a low
probability [5]. This becomes critical for delay sensitive trans-
missions such as multimedia streaming, since coded packets
would require usually some delays before being decoded.
Additionally, it is possible that the whole decoding process
fails even when one single coded packet is not recieved. On the
other hand, compressed sensing [6] [7] advocates for finding
exact solutions to sparse under-determined systems contrarily
to network coding, using reconstruction algorithms.
Both techniques have been widely investigated in wireless
networks, but mostly without investigating their fundamental
interplay. Therefore, bringing them together in practice will
have a large impact on the upcoming 5G networks, IoT and
Machine-to-Machine communications, all of which are meant
to serve a massive amount of devices and traffic. Furthermore,
this combination is expected to be critical in the sense that
it will enable millisecond response time in large-scale sensor
networks.
Taking into consideration the fact that Wireless Sensor
Networks (WSN) have limited battery life, connected through
unreliable wireless links and that the data harvested are usually
correlated, we aim to oppose these constraints by proposing
an intelligent JOint COMpressed sensing and network COd-
ing (JoComCo) framework for cluster-based topologies that
exploits the inter and intra sensors correlations to reduce the
payload sizes and the number of transmitted packets within
the network. In a nutshell, the sensors inside a cluster perform
temporal compression on their acquired data before conveying
them to the cluster after an election stage called spatial pre-
coding. Later, the cluster heads perform real field network
coding on their data and the incoming ones from other clusters
in order to improve their delivery. The spatial pre-coding and
real field compressed sensing operations form the elements
of sensing matrix in the compressed sensing operation. Joint
decoding at the sink is ensured by a greedy compressed
sensing reconstruction algorithm. Moreover, we investigate the
jointly optimal values of transmission probability and network
coding spatial compression ratio for the topology. Our design
improves the robustness against packet losses along the paths
and promotes the sparse reconstruction process at the sink
nodes in terms of number of transmissions, complexity, delay
as well as online capabilities.
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Our results obtained using the NS3 simulator and Orthog-
onal Matching Pursuit (OMP) algorithm show that the total
number of packet transmissions can be reduced considerably
by the joint scheme especially when the data correlation is
high. The results also show the graceful improvement in the
error correction using the proposed scheme with increasing
redundancy added.
The rest of the paper is structured as follows. Section II
proposes the motivation behind such a joint design and high-
lights the related works. Section III concisely introduces the
system model and all the steps of the proposed scheme design.
Section IV explains the reconstruction and the theoretical
gains. Section V discusses the implementation using NS-3
simulator and explains the numerical results.
II. MOTIVATION AND RELATED WORKS
This section presents some incentives for bringing network
coding and compressed sensing together. It highlights the
accompanying potentials for improving current and future
networks with massive devices. Moreover, it emphasizes the
state-of-the-art joint schemes as well as what they lack.
A. Cross Potential
When performing only network coding in large-scale Wire-
less Sensor Networks (WSNs), we benefit from interesting
features that enhance the network performance in general,
for instance error correction, exploiting path diversity and the
broadcast nature of the wireless sensors. However, the “all-or-
nothing” critical drawback will refrain network coding from
drastically cutting off the number of transmissions in spite
of the spatial correlations. Distributed compressed sensing [8]
used among intra and inter nodes is capable of overcoming
the over-determined system constraint but fails to keep such a
reduced number of transmissions in the presence of errors. On
the other hand, the idea of a joint agnostic compressed sensing
and network coding scheme has the potential of being more
efficient in the sense that together they reduce the payload
and the number of packets transmitted even in lossy envi-
ronments. In this case, the decoding cannot be accomplished
faster because it requires multiple independent decoding steps
consisting of inverting the previous ones performed during the
encoding. Therefore, in order to embrace the effectiveness of a
joint combination approach, both techniques should operate in
the same field type, i.e. using either finite fields or the real field.
In such a manner, joint decoding is possible. Subsequently, it
is expected to have lower computational complexity as well
as lower energy consumption. Compressed sensing is based
on random projections and its main reconstruction algorithms
rely on `p norms, p ≤ 1, which are not mathematically logical
to be computed in the finite field unlike what is claimed in
[9]. It is accordingly reasonable to propose a scheme that
operates exclusively on the real field. Network coding in the
real field was first introduced in [10], and later extended
to the complex field [11]. The coding coefficients are i.i.d
drawn from a random distribution such as the Gaussian or
the Bernoulli/Rademacher distributions as they prove to be
compatible with compressed sensing properties with a high
probability while preserving some features of random linear
network coding.
B. Joint Schemes: State-of-the-art
To the best of our knowledge, there are only few works
that dealt with combining both approaches beforehand. Some
general approaches based on quantization before applying
network coding were presented in [12] [13], as well as specific
applications that cover for example distributed storage [14]
and spectrum sensing [15]. The “Netcompress” scheme was
proposed in [16], where the sensor data is compressed in
real field at the relay nodes, similarly to the recoding in
traditional random linear network coding. The reconstruction
error is obtained with the number of measurements. The
header size explosion problem is dealt by using a sparse
variation of Bernoulli coefficients along with discards for some
cases. However, their reconstruction gain is limited to the one
obtained with the standard compressed sensing, i.e.payload re-
ductions. In [17], Feizi et al. suggested a robust scheme that is
aware of the cross potential in coupling both techniques. They
show theoretical gains that surpass the aforementioned scheme.
However, no implementation and evaluation of the scheme
with joint spatial pre-coding at source and network coding
were carried out. Spatial and temporal correlations of data in
sensor networks with cluster-based topology is exploited by
joint network coding and compressed sensing in [18]. The
scheme’s evaluation is based on temporal compression ratio
and the relation of network coding operation to spatial sparsity
is not evaluated. Additionally, there is no evaluation based on
the number of packet transmissions in the network compared
to the cases with only network coding or temporal compressed
sensing.
III. JOINT COMPRESS AND CODE SCHEME (JOCOMCO)
In a nutshell, our scheme is different is the sense that we
carry out spatial pre-coding for energy saving of the sensors
in the setting of [18], so that some sensors do not transmit
to the cluster head. In contrast to [18] we consider the case
with measurement noise. We also consider the effect of link
errors and perform error corrections thanks to network coding.
Intuitively, the higher the number of encoded packets and
recombinations, the more the redundancy to compensate for
the packet losses in the links.
A. System Model: Cluster-based Topology
Without loss of generality, we define a cluster topology
composed of C clusters, C ≥ 1, each of which has Ni
sensing nodes, i ∈ C = {1, · · · , C}, resulting in N sensors
in total for this topology, as in Figure 1. The sensor nodes
take simultaneously and periodically measurements that they
store in batches of size n each before any processing is done.
All nodes acquire one reading per time slot. We assume that
these readings can be mapped to lower dimensional spaces. Let
Sink
Figure 1: Clustered Topology comprising C = 4 clusters and
N = 512 sensors in total including the cluster head. Arrows
represent the flows between cluster heads, as well as the sink
(a combination of tree and diamond topology).
xij = [xij,1, · · · , xij,n] be the vector of n readings, n ∈ N∗,
of the node j in cluster i.
We assume that each xij can be mapped to lower dimen-
sional spaces and follows the Joint Sparsity Model JSM-2 for
temporal and spatial correlated signals, known as a common
sparse supports model, i.e. the signals have the same sparsity
pattern but with different non-zero elements [8]. Basically the
signals can be seen as:
xˆij = xij + wij , (1)
xˆij = Ψθij + wij , j ∈ {1, · · · , n}, (2)
where Ψ ∈ Rn×n is the temporal sparse basis that is assumed
to be the same for all nodes, ‖θij‖0 = k and wij is the
additive white Gaussian noise. Eventually, all measurements
in the cluster i are:
xTi = [xi1 xi2 · · · xiNi ]T . (3)
B. Temporal Pre-coding
As the sensors are assumed to be capable of sampling their
data, each sensor i in a cluster j compresses its original
readings xij of size n into an m dimensional vector, where
m n as the compressed sensing theory stipulates. This can
be locally performed using a pseudo-random number generator
seeded with its identifier, here j ∈ {1, · · · , n}. Let yij ∈ Rm×1
be the resulting compressed signal obtained as follows:
yij = Φxij , (4)
where Φ ∈ Rm×n is the transform matrix with random entries
used for temporal compression per sensor which satisfyies the
Restricted Eigenvalue (RE) condition [19]. We assume that all
the sensors are observing the same phenomenon or process.
Therefore the temporal sparse basis can be assumed to be the
same for each sensor. Note that Φ is only required to be known
by the sink. Finally, let Yi ∈ Rm×Ni be the matrix of all
temporally compressed vectors:
Yi = [yi1 yi2 · · · yin]T . (5)
C. Spatial Pre-coding
The spatial pre-coding step consists of transmitting the
compressed data with a probability pi because they are geo-
graphically close to each other, i.e. there is a high probability
of being spatially correlated. Literally, every sensor decides its
transmission probability on its own in a distributed way and
the resulting packets are obtained as follows:
Zi = BiYi (6)
where Bi ∈ Rai×Ni is the pre-coding matrix and ai depends
on the transmission probability pi. The overall pre-coding
matrix B can be written as a diagonal matrix with Bi ∀i ≤ N
considering Bi as the diagonal sub-matrices.
If the transformation matrix Φ satisfies the RE property,
[17] suggests choosing binomial distributed elements. For the
spatial pre-coding, we introduce a modification:
p(bi = 1) = 1− p(bi = 0) = µ(l − 1)
N − 1 , ∀i ∈ C (7)
where µ is the scaling factor to ensure that l−1 or more packets
are received with high probability. We select µ, where (µ −
1)(l− 1) = 2σ so that the probability of having more than or
equal to (l− 1) transmissions is approximately 0.9978, where
σ is the standard deviation of the aforementioned binomial
distribution.
The transmission probability of the sensors is adjusted
according to the required reconstruction SNR at the sink.
However, this will create a varying number of received packets
at each cluster heads. Therefore, combining spatial pre-coding
with network coding at cluster heads, constant number of
enough output packets can be ensured from the cluster heads
to the sink.
D. Network Coding
a) Intra cluster: Now that the selected data Zi in each
cluster, (∀ i ∈ C), are transmitted to the cluster head (including
its own data with a certain probability), the first stage of
network coding is at the cluster heads in the network. Let
Ωi is the sensing matrix to capture the network coding at the
cluster head i.
Hi = ΩiZi, (8)
where Ωi ∈ Rli×ai , li ≤ ai, li is the number of outgoing
packets from cluster head i. ωi is a matrix with coefficients
drawn i.i.d from the Bernoulli distribution as it is expected to
have less quantization loss.
Let Ω be the overall network coding matrix, which records
all current network coding operations inside each cluster, i.e. it
is designed in such a manner that Ωi, ∀i ∈ C are the diagonal
sub-matrices as follows:
Ω =

Ω1 0 · · · 0
0 Ω2 · · · 0
... 0
. . . 0
0 · · · 0 ΩC
 (9)
b) Inter cluster: The next stage of network coding is the
re-combinations at the intermediate cluster heads where the
incoming packets from other clusters are coded along with
packets of the coding cluster. Here, the coefficients are chosen
at random from a Gaussian distribution because the Bernoulli
distribution property for reconstruction will simply not hold
if we use it more than one time. Let Ωr be the sensing
matrix for this. Therefore, the entire network coding operations
can be captured by ΩΩr. They are designed such that they
jointly conserve the RE property. Note that random encoding
matrices drawn from such distributions are full-rank with a
high probability for a sufficiently large ai. Furthermore, the
network coding operations at the cluster heads help dropping
the total number of redundant transmissions in the network
thanks to the effectiveness of network coding in the presence of
lossy links. As such, we introduce the redundancy at the sender
of each link proportionally to the packet loss probability.
Remark: We observe that a normalization of the Gaussian
coefficients is required for the network coding operations so
that the cascading operations do not affect the coefficients and
the matrix remains Gaussian. Normalization by 1√q is required
at a node where q is the number of outgoing packets from that
node.
IV. JOINT RECONSTRUCTION
A. Reconstruction
The types of compressed sensing and network coding pre-
sented in this paper preserve the features required for efficient
compressed sensing decoding using greedy reconstruction al-
gorithms, namely OMP [20]. Only one decoding type that can
handle all previous steps performed for encoding. It consists
of two steps, namely spatial decoding and temporal decoding.
Let Y = [yi1, · · · , yiN ]T be the matrix of all temporally
compressed vectors in the whole network, Y ∈ Rm×N . The
received values at the sink from the l N packets are
U = ΩrΩBY (10)
where U ∈ Rl×m. Let Y˜ ∈ RN×m be the solution to the spa-
tial compressed sensing reconstruction problem corresponding
to each sensor [6]. Several convex or greedy algorithms are
available for reconstruction [20], [21]. A total of m spatial
reconstruction is carried out to obtain the Nm values using
the l packets each with m values.
In the next stage, a total of N temporal compressed sensing
reconstruction is carried out to obtain the n values of each
sensors. Let y˜ij be one element of the spatially reconstructed
Y˜. Then this stage recovery determines x˜ij as the sparse
solution to
y˜ij = Φx˜ij . (11)
As for the Reconstruction SNR (RSNR), it is defined as
RSNR = 20 log10(
||x||l2
||x− x˜||l2
)dB
where x˜ is the reconstructed vector and reconstruction error
is ||x − x˜||2l2 .. We use this parameter for the evaluation of
different schemes in Section V.
In the cluster topology, there are Ni sensors under each
cluster head node. If compressed sensing and network coding
are carried out separately, the head nodes send all the l packets
they receive from the sensors to the sink. By doing them
jointly, i.e. compressing within the network, the head nodes
need to transmit only few combinations of the l values to the
sink to reconstruct the Nn values. When spatial pre-coding
is used, the number of source packets received at the cluster
heads should be greater than or equal to the required number
of output packets from the cluster heads.
B. Theoretical Compression Gain
As a consequence to the temporal compression, every
packet’s payload to transmit yij is reduced by a factor of
υT =
m
n
, (12)
which is quite small since m  n. From a practical point of
view, this would reduce the probability of having erasures in
the packets. The overall compression gain is defined as υSυT
, where υS is the gain in number of total transmissions in
the network due to spatial compression and υT is the gain
in payload size of packets due to temporal compression. Let
us consider the single cluster case first. With only spatial
compression, the compression gain is N−1+l2N−1 , where l is the
number of packets sent from cluster head to the sink for the
reconstruction. The value of l is selected to ensure that the
required RSNR is achieved with high probability.
The compression gain achieved by joint CS and NC scheme
is:
g
(1)
JoComCo =
N − 1 + l
2N − 1
m
n
. (13)
Whereas with pre-coding in addition it becomes:
g
(1)
JoComCo,precode =
µl + l
2N − 1
m
n
(14)
C. Error Correction
When there are packet losses in the links, the network
coding operations at the cluster heads help in reducing the
total number of redundant transmissions in the network. With
the joint network coding and compressed sensing scheme, the
exact packets are not required to be retransmitted in case of
packet loss as in ARQ and only more randomly generated
coded packets are required. This will improve also the overall
latency of a block of packets compared to the ARQ scheme
with retransmissions. The redundant coded packets will com-
pensate for the losses and improve the probability of achieving
the minimum RSNR required at the sink for reconstruction,
even with redundancy less than the value proportional to the
packet loss probability. With higher redundancy on coded
packets added to the sender of each link the better will be the
probability of achieving the minimum RSNR. The evaluation
of the error correction performance of the JoComCo scheme
is given in the next section.
V. IMPLEMENTATION AND RESULTS
In this section, we evaluate the proposed JoComCo scheme
using NS3 simulator along with the KL1p [22] library for com-
pressed sensing. Since KL1p does not explicitly calculate the
sensing matrix, but rather recreates its multiplication each time,
we improved upon this by providing the sensing matrix and
our simulations run at least 50 times faster. We implemented
the clustered topology given in Figure 1, which contains 4
clusters and multiple hops. The number of source nodes per
cluster is Ni = 128. Thus, the total number of packets to be
eventually transmitted without compression and coding would
be N = 512. Note also that we fixed n = 512 and m = 64. We
set the initial SNR with respect to the Gaussian measurement
noise at each sensor to 150 dB.
We consider four schemes for performance comparison,
namely (i) “Only NC”, where only network coding is applied
in the cluster heads, (ii) “Only temp. CS”, which is the case
where only temporal compression is applied by the sensors,
(iii) “JoComCo w/o prec”, which is our proposed scheme
without the pre-coding step, (iv) “JoComCo w prec”, which is
the enhanced one based on pre-coding.
Figure 2 displays the reconstruction probability of the
schemes, with respect to a certain Reconstruction SNR, as
a function of the compression gain υSυT , which gives the
total spatial and temporal compression achieved by a scheme.
Note that here we consider a single cluster topology for an in-
depth understanding of the compression and coding inside one
cluster. As expected, the combination of compressed sensing
and network coding outperforms the case where only network
coding is used, even though this presents a slight improvement
compared to conventional routing in WSN networks consisting
of sending at best a ratio of 0.69. As for the “JoComCo w/o
prec”, it dramatically drops this ratio to 0.084, and to 0.06
when pre-coding is performed. This can result in important
improvements especially in the sensors’ battery lives and in
alleviating the network traffics. Additionally, relying only on
the temporal compression of the readings will not guarantee
such a result as its compression gain is 0.125 with a high
probability for such a topology.
Figure 3 depicts the average compression gain υSυT as a
function of the normalized sparsity expressed as ck, where
c =
√
1/N2 + 1/n2 =
√
2
512 , for the different schemes when
adopting the topology presented in Figure 1. It is clear that
the sparsity does not impact the number of packets needed
for decoding when using only network coding. Therefore, we
would still require a fraction of around 0.8 in average to
decode. However for the remaining schemes, the sparsity factor
would play an important role in reducing it as k grows. For
example, if we agnostically combine the temporal compression
and the network coding schemes, for a normalized sparsity of
0.013, the gain would be 0.09 in average. As for our advocated
scheme with pre-coding, we are even closer to 0.024 for the
same parameters, which is a noticeable enhancement compared
to state-of-the-art scheme, including “JoComCo w/o prec”. We
conclude that the performance of such a scheme is highly
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correlated with the sparsity factor and the “JoComCo w prec”
ensures a high reduction in terms of the coded packets to send
in such a topology compared to the case where only network
coding is performed.
Figure 4 shows the reconstruction probability for two RSNR
bounds, namely RSNRmin = 20dB and RSNRmin = 100dB.
The number of packets including the coded ones is l′ = lρ
where ρ is defined as the normalized redundancy. The packet
loss probability in all the inter-cluster links is set to  = 0.3
and the packet redundancy added at each cluster head is varied
around ρ∗ = 11− . We remark that, there is still a good
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Figure 4: Error control performance of the “JoComCo w prec”
scheme.
reconstruction probability even with lower redundancy than
what is used for network coding scheme. This is a special
feature of the spatial compression scheme and it is different
from the all-or-nothing constraint of the classical random lin-
ear network coding. Intuitively, the reconstruction probability
increases with higher redundancy. For RSNRmin = 20dB it
is close to 1 and RSNRmin = 100dB it is above 0.7 for ρ∗.
VI. CONCLUSIONS AND PERSPECTIVES
This paper proposed a joint design of distributed compressed
sensing and network coding with the underlying operations in
the real field. An implementation of the proposed scheme for
a specific cluster topology is carried out. Joint compressed
sensing and random linear network coding has shown to be
beneficial for exploiting the inherent correlation of the source
data, error correction and opportunistic reception. We have also
observed while implementing the scheme in [17] that the loss
of RE property and the loss due to the quantization of real
field operations can affect the performance of the algorithm
in the topologies many hops. We have observed that it is
optimal to use Bernoulli coefficients for intra-cluster network
coding and Gaussian coefficients for inter-cluster network
coding. Furthermore, we proposed the optimal spatial pre-
coding parameter µ and the number of network coded outgoing
packets from each cluster head.
Knowing that compressed sensing can be designed in the
finite fields [23], we would like to extend this topic into
the finite fields in order to fully benefit from the features of
network coding as a future direction.
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