We develop an extension of Bohmian mechanics by defining Bohm-like trajectories for quantum particles in a curved background space-time containing a spacelike singularity. As an example of such a metric we use the Schwarzschild metric, which contains two spacelike singularities, one in the past and one in the future. Since the particle world lines are everywhere timelike or lightlike, particles can be annihilated but not created at a future spacelike singularity, and created but not annihilated at a past spacelike singularity. It is argued that in the presence of future (past) spacelike singularities, there is a unique natural Bohm-like evolution law directed to the future (past). This law differs from the one in nonsingular space-times mainly in two ways: it involves Fock space since the particle number is not conserved, and the wave function is replaced by a density matrix. In particular, we determine the evolution equation for the density matrix, a pureto-mixed evolution equation of a quasi-Lindblad form. We have to leave open whether a curvature cut-off needs to be introduced for this equation to be well defined.
Introduction
This paper, part two of a two-part series on Bohmian mechanics at space-time singularities, can be read independently of part one [34] . We consider quantum mechanics in a relativistic space-time with fixed background metric containing spacelike singularities from the perspective of Bohmian mechanics (also known as pilot-wave theory), a precise version of quantum mechanics in which particles have world lines. I argue that, in this setting, a unitary time evolution for the wave function is no longer possible, and must be replaced by an equation for a density matrix, see (1) below, an integro-differential equation of a quasi-Lindblad form that evolves pure states into mixed states. To my knowledge, this equation is novel; but it is in line with an earlier proposal of Hawking [20, 21] , grounded on black hole evaporation, to the effect that the fundamental physical evolution law should transform pure states into mixed states.
The role of the density matrix here is unusual: Usually, density matrices represent statistical mixtures, or, in the case of a reduced density matrix obtained by a partial trace, the state description of a system that is entangled with its environment. Here, in contrast, the density matrix does not represent incomplete knowledge but rather determines the motion of the particles, a role normally played in Bohmian mechanics by the wave function. Still, the evolution involves information loss, as different density matrices at one coordinate time may evolve into the same density matrix at a later time.
According to the singularity theorems of general relativity [22, chap. 8] , a black hole arising from a gravitational collapse contains a singularity, which is generally believed to be spacelike. As a concrete example of our general scheme we consider N non-interacting spin- 1 2 particles in a Schwarzschild space-time, which contains two spacelike singularities. The terminology and notation we use is that of quantum mechanics, rather than quantum field theory. The evolution equation for the density matrix then contains the Dirac Hamiltonian and a term connected to the singular boundary of the configuration space, while the configuration space arises from a spacelike hypersurface bordering on the singularity. Since the model assumes that the space-time metric is given, it does not include any back reaction such as growth of the horizon or the singularity after swallowing particles.
A crucial fact for the development of our Bohm-type model is that the particle world lines are everywhere timelike or lightlike and thus can begin but not end on a past spacelike singularity (hereafter, past singularity) and end but not begin on a future spacelike singularity (hereafter, future singularity). That is why the discussion of spacelike singularities is very different from that of timelike singularities. In the absence of other mechanisms of particle creation and annihilation, the number of particles can only decrease (increase) in the presence of a future (past) singularity. Since the particle number is not constant, we are forced to use Fock space, usually used only in quantum field theory but not in quantum mechanics. The natural laws for the Bohmian particles specify the particles' velocities and assert that any particle that hits a future singularity disappears while the other particles continue moving along the appropriate Bohm-like trajectories. Instead of merely adding Bohmian trajectories to known "orthodox" quantum theories, we use Bohmian mechanics to find the appropriate evolution equation for the density matrix.
The quasi-Lindblad equation that we obtain for the density matrix arises also in a different context, replacing the singularity S by a spacelike hypersurfaceS : it arises from a unitarily evolving wave function ψ t by tracing out those degrees of freedom localized in the future ofS . In this scenario, the density matrix does represent only partial information about the true quantum state, and the quasi-Lindblad equation represents the procedure of continuously tracing out (continuously in time) more and more degrees of freedom (corresponding to larger and larger portions of space).
It might seem that there is the following alternative to our quasi-Lindblad equation: We may refuse to replace the wave function ψ t with a density matrix, stick to the Dirac equation for ψ t , and just accept that the time evolution is not unitary. This amounts to deleting the amount of wave function that has crossed the singular boundary of configuration space. The fact that ψ t will shrink with increasing t may seem natural as ψ t 2 represents the probability that no particle has hit the singularity up to time t. But what that really means becomes clear from the Bohmian point of view: it means that when one particle hits the singularity, all particles disappear. And that is a much less natural dynamics than postulating that when one particle hits the singularity, all other particles continue moving along Bohm-type trajectories.
Due to limits of my knowledge, I have to leave open the question whether a curvature cut-off needs to be introduced to make the quasi-Lindblad equation well defined; I conjecture that no such cut-off is necessary. Such a cut-off can be implemented by choosing an arbitrarily thin neighborhood of the singularity S whose surface is a spacelike hypersurfaceS , and letS play the role of S in the quasi-Lindblad equation. It seems that this question boils down to the question whether the probability current associated with a solution of the 1-particle Dirac equation possesses a continuation on the singular boundary S ; I conjecture that the answer is yes, see Section 4.6. Furthermore, for the precise formulation of the quasi-Lindblad equation it is relevant whether the spin spaces can be defined on the singular boundary S in such a way that also a wave function obeying the 1-particle Dirac equation possesses a continuation on S . In this paper, however, we will simply assume that limits on S exist whenever needed.
Further questions arise from past singularities as in the white hole of the Schwarzschild space-time. By time reversal symmetry, the same evolution equation for the density matrix that holds at a future singularity should apply here backwards in time. When looked at in the ordinary time direction, from the past to the future, then the evolution of the density matrix will be indeterministic because of the "information loss" property in the other time direction. This kind of indeterminism is distinct from the quantum indeterminism (as expressed by the Heisenberg uncertainty relation and indeed compatible with the determinism of Bohmian mechanics) and the indeterminism represented by the stochastic law governing the configuration in Bell-type quantum field theories [10, 12] . Once the evolution of the density matrix is fixed, the evolution law for the configuration is fixed by time reversal symmetry, and turns out to involve, besides a Bohm-type equation of motion, a stochastic law for particle creation at the singularity.
Another work on Bohmian mechanics and black holes is Valentini's [35] , proposing that the equivariance of the |ψ| 2 distribution might be violated in the presence of black holes. This paper is organized as follows. In the remainder of this section we give an overview. In Section 2 we recall Bohm's law of motion for the Dirac equation. In Section 3 we recall the Schwarzschild metric. In Section 4 we develop our new version of Bohmian mechanics in the presence of a future singularity, and in Section 5 in the presence of a past singularity. In Section 6 we conclude with a discussion of the problems with defining Bohm-type trajectories in a space-time with closed timelike curves.
Horizons
Let me make a few remarks about the status of horizons in Bohmian mechanics. Consider a many-particle quantum system in a background space-time containing a black hole. From the point of view of orthodox quantum mechanics, it is natural to trace out all degrees of freedom inside the event horizon. From the Bohmian viewpoint, in contrast, this is not natural. Instead, it is natural to ask what happens behind the horizon. This is so because from the orthodox viewpoint, the most important question is what an observer will see, and it is a frequent assumption that the relevant observers sit at infinity. From the Bohmian viewpoint, the most important question is what actually happens. Thus, to define Bohmian mechanics in a curved space-time, we need to define as well the trajectories inside the black hole. (A viewpoint that, like the "Copenhagen" view of quantum mechanics, dismisses any theory of particle positions because it regards the latter as "hidden variables," may naturally tend to dismiss as unreal also everything that is hidden behind a horizon.) Thus, the Bohmian viewpoint leads us to the following attitude: What happens inside a black hole can and should be described by a physical theory.
Indeed, by the nonlocal character of Bohmian mechanics, the velocities of the particles outside the black hole may depend on the positions of the particles inside the black hole. But all this requires no additional research for the definition of the theory, as the Bohm-type law of motion we use (see Eq. (21) below) automatically implies influences across event horizons. What requires further work is not the presence of a horizon, but the presence of a singularity. (The need for this further work would disappear if none of the hypersurfaces belonging to the time foliation bordered on the singularity. However, for our purposes that is the uninteresting case. Furthermore, I see no reason why the time foliation should avoid the singularity.)
Now we can appreciate the differences between the approach of this paper and that of Hawking [20] : Hawking traces out what has passed the horizon, while we trace out what has hit the singularity; for Hawking, taking the partial trace is only a matter of representing the knowledge of observers at infinity, while for us it is part of defining the true particle trajectories; Hawking uses positivist arguments, while we start from a realist picture; for Hawking, a pure-to-mixed evolution fundamentally occurs only when the black hole evaporates, while for us it occurs continuously during the existence of the singularity; for Hawking, the pure-to-mixed evolution occurs because late (i.e., postevaporation) observers cannot measure early (i.e., pre-evaporation) observables, while for us even a demon knowing all facts has to apply the pure-to-mixed evolution; Hawking focuses on the quantum state at infinity (as in scattering theory), while we need the full time evolution.
Background
Bohmian mechanics was developed as a realist version of nonrelativistic quantum mechanics [8] and succeeds in explaining all phenomena of quantum mechanics in terms of an objective, observer-independent reality consisting of point particles moving in space; see [17] for an overview. Bohmian mechanics possesses a natural extension to relativistic space-time if a preferred foliation of space-time into spacelike hypersurfaces (called the time foliation) is granted [9] . This extension has also been formulated for curved spacetime geometries [32, 33] , but not yet for geometries with singularities. While horizons present no difficulty, singularities require further work to define the theory: Basically, we have to specify what happens when a particle hits the singularity, since at this point the law of motion is no longer defined. The possibility we consider here is that the particle gets annihilated: that is, if the system consisted of N particles, then the world line of the particle that has arrived at the singularity ends there, while the other N − 1 particles, which are not at the singularity and thus have no reason to vanish, continue to move according to Bohm's law of motion. To make this possible, we need wave functions from Fock space, i.e., superpositions of different particle numbers, as always when particles can get created or annihilated. Further considerations then naturally lead us to specific equations, defining a Bohm-type theory.
Space-time singularities are points on the boundary of space-time where the metric cannot be extended smoothly because the curvature becomes infinite. There is no universally accepted mathematical construction of these boundary points from a given metric (see chapter 8 of [22] for a discussion), but readers may adopt the construction of [14] , called the causal boundary, that defines boundary points as terminal indecomposable past sets (TIPs) or terminal indecomposable future sets (TIFs), together with suitable identifications. A boundary point that does not lie at infinity is considered a singular boundary point. The singular boundary is timelike at a point x if x has a non-empty TIP and a non-empty TIF; it is future spacelike if x has empty TIF and past spacelike if it has empty TIP. Like a hypersurface, a singularity can be timelike at some points and spacelike at others.
We will not construct the singular boundary but regard it as given. More precisely, we assume that space-time M is a manifold with boundary [24, 3] , where the boundary represents the singularity. In particular, we assume that the singularity has the structure of a 3-dimensional manifold. In the Schwarzschild geometry, for example, M is diffeomorphic to [−1, 1] × R × S 2 ; the singular boundary is everywhere spacelike and has two connected components S 1 , S 2 , each of topology R × S 2 ; one is a future singularity, the other a past singularity. We shall recall some details about the Schwarzschild geometry in Section 3.
Motivation
It is a natural part of the research program on Bohmian mechanics to extend the theory to more general quantum theories, to all kinds of settings. To the extent that we have reason to believe that singularities exist in our universe, we obtain here a more appropriate version of Bohmian mechanics. Concerning techniques of constructing Bohm-type models, we find that the Bohm-type law of motion proposed by Dürr et al. [9] for relativistic space-time with a foliation works unproblematically even in the presence of a singularity, a result that lends support to this law of motion.
Since Bohmian mechanics is a particularly precise and unambiguous version of quantum mechanics it may serve as a tool for studying quantum mechanics in curved spacetime. Thus, our study can as well be regarded as one on quantum mechanics at spacetime singularities.
It is remarkable that the presence of spacelike singularities forces us to change the structure of Bohmian (or quantum) mechanics in three ways: First, as a consequence of the non-conservation of particle number, it is necessary to use Fock space; second, a density matrix replaces the wave function in its role of guiding the particles; third, the evolution is no longer unitary.
Independently of the Bohmian viewpoint, we obtain a novel evolution equation for the density matrix in the presence of a spacelike singularity. It can be argued that this evolution of the density matrix is more fundamental than the unitary dynamics of quantum mechanics, since if our universe contains any spacelike singularities then a unitary evolution apparently does not exist. Conversely, if we think that the fundamental evolution should be unitary, we should be skeptical about the existence of spacelike singularities. In contrast, timelike singularities do not enforce deviations from unitarity and are thus less dramatic in Bohmian (or quantum) mechanics than spacelike ones; this situation differs from that in classical mechanics, where future spacelike singularities are unproblematic while timelike and past spacelike singularities are not covered by the laws of classical mechanics-anything could come out of such singularities.
Overview of New Equations
Let us have a first look at relevant equations, postponing a more careful definition and deeper discussion to Section 4. Let S be a future singularity, regarded as a 3-dimensional manifold, the boundary of space-time.
The evolution equation for the density matrixρ t on (either bosonic or fermionic) Fock space is an integro-differential equation and reads
withĤ t the Hamiltonian on Fock space arising from the Dirac equation; the square brackets mean the commutator. The symbol L denotes a particular superoperator (i.e., an operator acting on density matrices rather than wave functions) which can be defined explicitly by (Lρ t )(q; r) = (#q + 1)(#r + 1)
Let us explain the notation. Let Σ t be the spacelike hypersurface corresponding to time t and S y the spin space at space-time point y; with a configuration q = (q 1 , . . . , q N ) ∈ Σ N t there is associated the spin space
We write density matricesρ as spinor-valued functionsρ(q; r) of two configuration variables, corresponding to the formal expression
where the scalar product is a partial scalar product taken only over the position degrees of freedom but not the spin degrees of freedom;ρ(q; r) is a linear mapping S r → S q . The symbol #q denotes the number of particles in the configuration q. Let S t = S ∩ Σ t , n µ (x) the unit normal vector on Σ t at x ∈ Σ t , and
where γ µ are the same gamma matrices as in the Dirac equation. Furthermore, in (2) d 2 x denotes the coordinate area measure of the surface element; w(x) dt is the thickness in coordinate space of the 3-dimensional strip between the 2-dimensional surfaces S t and S t+dt at x ∈ S t ; c µ (x) is the 4-vector which in coordinate space is orthogonal to S at x, points to the future, and has unit length; d 4 is the determinantal 4-volume factor,
tr Sy denotes the partial trace over S y ; and the pair q, y means the configuration arising from q by adding a particle at y.
1
The Bohm-type trajectories are defined by a first-order equation for the particle configuration
where d 3 is the determinantal 3-volume factor
and
for which we will often simply write α µ (q k ), as the argument q k makes it unambiguous on which spin index the matrix acts.
In addition, it is postulated that whenever the configuration Q(t) reaches the boundary of configuration space, which happens when one of the particles reaches the singularity, then that particle will be annihilated, corresponding to a jump
in the configuration, where Q(t±) = lim εց0 Q(t ± ε).
1 Although some quantities in (2) explicitly refer to a coordinate system, the formula (2) is actually equally valid in every coordinate system that has the t function as its time coordinate; for a coordinatefree formulation see Section 4.6. Concerning the limit y → x, y / ∈ S , I conjecture that the spin bundle can be extended to the singularity in such a way thatρ t (q, x; r, x) is well defined for x ∈ S without the need of a limit, and that lim
The equation of motion (7) is of the form
with the probability density p (relative to coordinate volume) given by
where
and the probability current density j given by
Indeed, (7) is the straightforward generalization of Bohm's equation of motion from wave functions to density matrices; by settingρ = |ψ ψ| we obtain the usual form of Bohm's equation of motion for the Dirac equation,
with φ * ψ = φγ 0 ψ the inner product in spin space. The version (7) with a density matrix has been considered before in two places:
• in [5] for contrasting the trajectories arising from (7) with those arising from (15) for a random ψ whose distribution has density matrixρ, illustrating that in Bohmian mechanics nature needs to know ψ, not justρ;
• in [11] for finding a replacement of the conditional wave function for particles with spin.
Since, according to (7) , the density matrixρ has the role of "guiding" the particles, to determine how they move, it is a fundamental density matrix (in the terminology of [11] ), as opposed to a description with less than full information. Eq. (1) defines a "pureto-mixed" evolution, where a density matrix is called "pure" if it is a one-dimensional projection and "mixed" otherwise. Readers should not understand "mixed" as referring to any ensemble of wave functions, or as indicating the presence of any randomness. The density matrix plays not a statistical role here, but rather the role of a fundamental object in the theory; this difference is clear from the Bohmian perspective but hard to discern from the perspective of orthodox quantum theory.
The evolution equation (1) is of a quasi-Lindblad form, as we explain now. The Lindblad equation reads [25] 
where A λ is a countable family of bounded operators andĤ a bounded self-adjoint operator. Every quantum dynamical semigroup satisfying suitable continuity requirements is generated by an equation of this form [25] . A more general version reads
where λ is any parameter, µ t any measure over that parameter,Â t (λ) any operator, and H t a self-adjoint operator. Our equation (1) is similar but not exactly of this type. Rather, it is of the form
and that is why we call it a quasi-Lindblad equation. There are two main differences to (17) : First, our HamiltonianĤ t is not self-adjoint, a fact corresponding to the loss of probability at the singular boundary of configuration space. Second, the third term on the right hand side of (17) is missing in (18) . To understand why, note that that term is needed in (17) to compensate the trace of the second term: if the trace ofρ t is to be conserved, the trace of the right hand side of (17) should vanish; a commutator [ρ t ,Ĥ t ] with a self-adjointĤ t has zero trace; since the second and the third term contain the same factors cyclically permuted, they have equal trace-but opposite signs in front of them. In contrast, the trace of the commutator in (18), or (1), is not zero, but instead minus the rate of probability loss at the boundary of configuration space. It is equally large, but with opposite sign, as tr Lρ t , so that also the right hand side of (18) is traceless. In order to show that (1) is of the form (18) we need more detail about how the Hilbert space is defined; we postpone this to Section 4.1, see equation (64).
For t 2 > t 1 , the mappingρ t 1 →ρ t 2 defined by solving (1) can be regarded as a superoperator S For past singularities, the evolution of the density matrix into the future is not uniquely determined. If we fix one such evolution, we obtain a unique law for the rate at which particles are created at the singularity: The rate of creation of a particle at time t in the 2-dimensional surface element d 2 x in S ∩ Σ t , given that the present configuration is Q(t) = q, is
This formula is closely related to the creation rate formula of so-called Bell-type quantum field theories [10, 12, 6] , a version of Bohmian mechanics with particle creation and annihilation.
Bohmian Mechanics
Bohmian mechanics [8, 7, 13, 17] is well understood in the realm of non-relativistic quantum mechanics, but needs further development in the directions of relativistic physics, quantum field theory, and quantum gravity. This paper concerns the relativistic extension in a classical gravitational field, but connects also with quantum field theory. Bohmian mechanics postulates that particles have trajectories, governed by an equation of motion of the type
where Q t is the position of the particle at time t (or, for a system of several particles, the configuration), and j ψ and p ψ are, respectively, the quantum mechanical probability current and probability density as determined by the wave function ψ. As a consequence of the structure (20) of the law of motion, if at any time t the particle position (or configuration) is random with distribution p ψt , then this is also true of any other time t. This property is called equivariance. As a (quite non-obvious) consequence of that, inhabitants of a Bohmian universe, consisting of these particles with trajectories, would observe the same probabilities in their experiments as predicted by the quantum formalism [13] . That is how Bohmian mechanics explains quantum mechanics. In fact, Bohmian mechanics accounts for all phenomena of non-relativistic quantum mechanics.
In Relativistic Space-Time
With the invocation of a preferred foliation F of space-time into spacelike hypersurfaces, given by a Lorentz invariant law and called the time foliation, it is known [9, 32, 33] that Bohmian mechanics possesses a natural generalization to relativistic space-time. The possibility of a preferred foliation seems against the spirit of relativity, but certainly worth exploring. It is suggested by the empirical fact of quantum non-locality, and it is suggested by the structure of the Bohmian law of motion (20) for many particles, in which the velocity of a particle depends on the instantaneous position of the other particles. Using a time foliation F , a Bohm-type equation of motion was formulated in [9] for flat space-time, and the straightforward generalization to curved space-time was formulated and mathematically studied in [32] :
where Q k (s) is the world line of particle k ∈ {1, . . . , N}, s is any curve parameter, Σ is the hypersurface in F containing Q k (s), n(x) is the unit normal vector on Σ at x ∈ Σ,
is the point where the world line of particle i crosses Σ, and
is the probability multi-current associated with the N-particle Dirac wave function ψ. This wave function ψ could either be a multi-time wave function defined on M N , where M is space-time, or, since we never use ψ for configurations that are not simultaneous, it suffices that ψ is defined on the 3N + 1-dimensional manifold Σ∈F Σ N of simultaneous configurations. The probability density, relative to the invariant volume on Σ, is given by
The extension of Bohmian mechanics to relativistic space-time that we just described does not automatically include, however, space-time geometries with singularities. The treatment of singularities requires some fundamental extensions of Bohmian mechanics, and forms a test case for the robustness of the equation of motion (21) . Well, the equation has stood the test, both with timelike [34] and spacelike singularities.
As mentioned before, the foliation might itself be dynamical. An example of a possible Lorentz invariant evolution law for the foliation is
which is equivalent to saying that the infinitesimal timelike distance between two nearby hypersurfaces from the foliation is constant along the hypersurface. This law allows to choose an initial spacelike hypersurface and then determines the foliation. A special foliation obeying (24) is the one consisting of the surfaces of constant timelike distance from the big bang. Note, however, that the law of motion (21) does not require any particular choice of law for the foliation, except that the foliation does not depend on the particle configuration (while it may depend on the wave function). Note further that in a space-time with horizons and singularities, a foliation law like (24) will frequently lead to hypersurfaces lying partly outside and partly inside the horizon, and indeed to hypersurfaces bordering on a singularity.
Adapted Coordinates
When expressed in terms of coordinates that are adapted to the time foliation, i.e., such that the time coordinate function is constant on every time leaf Σ ∈ F , (21) assumes the form (15) , while the probability density is given by
and the current by
These equations need some elaboration. Let us first turn to the definition of the inner product. At x ∈ M except on the singularity, every future-pointing timelike vector n µ ∈ T x M defines a positive definite Hermitian inner product in S x , usually denoted φ n µ γ µ ψ (27) for any φ, ψ ∈ S x . We will always use the inner product in S x defined by the futurepointing unit normal vector n µ = n µ (x) on the unique time leaf Σ ∈ F passing through x, and denote that inner product by φ * ψ for any φ, ψ ∈ S x . In terms of this inner product,
with α µ given by (5); both γ and α are cross-sections of the vector bundle
where CT x M denotes the complexified tangent space and End(S x ) the space of endomorphisms of S x . From (28) it follows that
where I means the identity. Expressed relative to an orthonormal basis in T x M with n µ as the timelike basis vector, and relative to the associated basis in spin space S x , the gamma matrices assume their standard form; the basis in spin-space is orthonormal, φ * ψ = 4 s=1 (φ s ) * ψ s for the components φ s , ψ s ∈ C of φ, ψ ∈ S x ; α 0 is the identity; and α 1 , α 2 , α 3 are the standard Dirac alpha matrices.
More generally, in any coordinate system adapted to F , α 0 is a multiple of the identity, namely
To see this, note that for every vector u ∈ T x M ,
where dt denotes the 1-form obtained by differentiating the t function. As another consequence of (33), we can re-write the right hand side of (21) in adapted coordinates as
If we parameterize the world lines by the time coordinate then dQ 0 k /dt = 1, so we can re-write (21) as dQ
with the index µ in the k-th place. We also note the formula
which follows from the fact that d 4 (x), the Lorentzian 4-volume spanned by the coordinate basis of T x M , equals the 4-volume spanned by the future-pointing vector w ∈ T x M that is normal (in the sense of g µν ) to Σ t and has w 0 = 1, together with the 3 spacelike coordinate basis vectors. Due to orthogonality, this 4-volume is the product of the Lorentzian length of w and the Riemannian 3-volume spanned by the 3 spacelike basis vectors, which is
As a consequence of (32) and (36),
Now we are ready to determine the probability and current density. While the tensor j µ 1 ...µ N refers to invariant volume, we prefer to express all densities relative to coordinate volume because usually invariant volume, but not coordinate volume, becomes singular at a space-time singularity. We thus obtain from (23) the formula (25) for the probability density. The corresponding formula (26) for the current can be derived as follows.
Regarding (25) as known, we have j 0 k (q) because it must equal the density p(q); to see that this agrees with (26) , use (37). The spacelike components can be obtained from the fact that the quotient of the current and the density is the velocity, and thus must be the same as in (35) :
As a consequence of (25) and (37),
with
Hence, j
with µ in the k-th place, which implies (26).
Schwarzschild Space-Time
As an example space-time M , we use the Schwarzschild space-time, which we take to be Kruskal's maximal extension of the Schwarzschild metric [31, 23, 22, 27] , and which features two spacelike singularities, one in the past and one in the future.
Definition
We use the Kruskal coordinates t ′ , x ′ , ϑ, ϕ, in which the metric is given by
and r determined implicitly by the equation
The coordinates t ′ and x ′ only take such values that
We note for later use that
The singularity lies at t ′2 − x ′2 = 2M. That is, the space-time M is the manifoldwith-boundary given by
and the singularity S = ∂M is
which has two connected components, S = S 1 ∪ S 2 , with
S 1 is a future singularity, and S 2 a past singularity. A curvature cut-off can be implemented by cutting out from M a neighborhood of the singularity, thus making a spacelike hypersurfaceS the new boundary. For example, in order to cut out S 1 from the Schwarzschild space-time we could set
with ε > 0 a small constant.
As the time foliation F we take the level surfaces of the t ′ function. Note that these hypersurfaces are not Cauchy surfaces, except for
, the singular boundary ∂Σ t ′ consists of two unconnected spheres, one corresponding to Among other spacelike foliations, there are some whose leaves will, like those of F , border on the singularity and others whose leaves will not, e.g., F = {Σ s : −1 < s < 1} with
Indeed, all of these leaves are Cauchy surfaces; as a consequence, such foliations will be uninteresting to us, as the time evolution is unitary and the pure-to-mixed evolution we introduced does not occur.
End Points of Causal Curves
Finally, we mention that every causal curve (i.e., one that is everywhere timelike or lightlike), if it is future inextendible and does not reach infinity, has an end point on the singularity S 1 . In particular, it is not possible that the curve has more than one accumulation point on S 1 . To see this, consider such a curve x(t ′ ) that cannot be extended beyond time t ′ 0 ; to see that the x ′ coordinate converges as t ′ → t ′ 0 , note that for any ε > 0 and t
For showing that also the angular coordinates converge it suffices, by rotational symmetry, to consider the ϕ coordinate and show that the function ϕ(t ′ ) has bounded variation in the open time interval (t
Since the curve is causal, ds 2 ≥ 0, we have from (42) that
We find it useful to parameterize the curve by r rather than t ′ ; to this end, we obtain from (44) (noting that dr < 0) that
using |dx ′ /dt ′ | ≤ 1 and choosing ε so small that t (54) and (55) into (53) and using r ≥ 0, we obtain that
which completes the proof.
4 Future Spacelike Singularities
Mathematical Framework
We now set up the mathematical structure; since we do not strive for mathematical precision, not every concept will be sharply defined.
We assume that we are given a 4-manifold with boundary M as the space-time (where S = ∂M is the boundary), equipped with a Lorentzian metric g µν on the interior M • = M \ S , a time orientation, a spin bundle S = ∪ x∈M S x , and a foliation into spacelike hypersurfaces, the time foliation F . We assume that S = ∂M is a future singularity. For simplicity, we assume further that F is parameterized by a time parameter t, i.e., F = {Σ t : t 1 < t < t 2 }, and that this is done in such a way that t as a function on M (defined by t(x) = τ ⇔ x ∈ Σ τ ) has nowhere-vanishing gradient, ∀x ∈ M : ∇t(x) = 0. For the Dirac equation, S has complex rank 4 over M . Let
be the configuration space of a variable number of particles associated with the hypersurface Σ; the union is understood as a disjoint union; elements of Q are ordered configurations, but the ordering is physically irrelevant. We write #q for the number of particles in the configuration q. On the set Q we consider two measures, the Riemannian (invariant) volume d 3 (q) dq and the coordinate volume dq, with d 3 as in (13) . They arise from two measures on Σ, the Riemannian (invariant) volume d 3 (x) dx and the coordinate volume dx, with
dx is the one that arises from the Riemannian metric g (3) on Σ inherited from g µν . The manifold Q is further equipped with the vector bundle ∪ q∈Q S q defined in (3) from the bundle ∪ x∈Σ S x . Throughout this paper the probability density p on Q and the probability current j on Q are permutation-invariant, i.e., p(x σ1 , . . . , x σn ) = p(x 1 , . . . , x n ) and j σk (x σ1 , . . . , x σn ) = j k (x 1 , . . . , x n ) for any permutation σ of {1, . . . , n}, with j k ∈ T x k Σ the component of j associated with the k-th particle.
We now define the relevant Hilbert space. The 1-particle Hilbert space associated with the time leaf Σ consists of square-integrable cross-sections of the spin bundle, ψ : Σ → ∪ x∈Σ S x , relative to the measure d 3 (x) dx. For this space we write
For any 1-particle Hilbert space H 1 , let Γ f (H 1 ) and Γ b (H 1 ) denote the fermionic and bosonic Fock space over H 1 , respectively; i.e.,
where S − and S + are the anti-symmetrizer and the symmetrizer, respectively. We write Γ x for either Γ f or Γ b . The relevant Hilbert spaces for us will be
for Σ ∈ F . A vector ψ ∈ H Σ can be regarded as a cross-section of the bundle ∪ q S q , i.e., ψ : Q → ∪ q∈Q S q with ψ(q) ∈ S q . In these terms, the inner product of H Σ can be expressed as
Every density matrixρ on H Σ can be expressed as a functionρ(q; r) of two ordered configuration variables. In fact,ρ(·; ·) is a cross-section of the bundle ∪ q,r Hom(S r , S q ) over the base manifold Q×Q, where Hom(S r , S q ) denotes the space of C-linear mappings S r → S q .
We are now ready to turn again to the quasi-Lindblad form as in (18) , and to point out in which way (1) is of this form. We leave aside the complications arising from the limit y → x, y / ∈ S , and assume that we can evaluate the density matrix directly on the singularity. Set λ = (s, x) with s ∈ {1, 2, 3, 4} a spin index and x ∈ S t a point on the singularity; use the measure µ t = # ⊗ d 2 x w(x), where # denotes the counting measure on {1, 2, 3, 4}; that is,
Let {b 1 (x), . . . , b 4 (x)} be an orthonormal basis of S x consisting of eigenvectors of the positive definite Hermitian endomorphism
of S x with eigenvalues a 1 (x), . . . , a 4 (x). Finally, letÂ t (s, x) be a s (x) times the annihilation operator on Fock space that annihilates a particle with position x and spin
and thus
which brings (1) in the form (18).
Derivation From Equivariance
We now give a derivation of the evolution equations (1) and (2) of the density matrix from the framework of Bohmian mechanics, in particular from the requirements of equivariance and independence of disentangled systems.
1. We assume that particles move according to
where v(t, q) is a time-dependent permutation-invariant vector field on configuration space Q(Σ t ), and i runs through the 3#Q dimensions of Q(Σ t ) at Q. Here we use a coordinate system whose time component is given by the parameter t of the time foliation and that is otherwise arbitrary. (The vector field v depends on the choice of coordinates.)
The motion according to (67) continues until the configuration hits the boundary of configuration space, which means that one (or more) of the particles hits (or hit) the singularity; in this event that particle gets (or those particles get) annihilated, i.e., removed from the configuration, according to (10).
2. We assume that S t = Σ t ∩S is 2-dimensional and can be regarded as the boundary of Σ t . (In our Schwarzschild example,
when t ′ > √ 2M; this is a disjoint union of two 2-spheres, and is indeed the boundary of Σ t ′ , a disjoint union of two items of topology [0, ∞) × S 2 .)
Let v S (t, x) denote the speed at which the singular boundary S t , regarded as a time-dependent 2-surface in coordinate 3-space, moves with increasing t in the surface-normal direction at the coordinate point representing x ∈ S t ; since S is spacelike, this speed must be greater than the speed of light. This speed can be expressed in terms of the function T (ξ) that specifies the time coordinate at which a certain point ξ in coordinate 3-space is reached by the singularity. (In our
where |·| is the Euclidean norm in coordinate 3-space and grad T the gradient of T in coordinate 3-space. To see this, note that a line in coordinate space-time starting at (T (ξ), ξ) on the singularity with direction (| grad T |, grad T /| grad T |) will be tangent to the singularity. Note also that grad T (ξ) is orthogonal, in coordinate 3-space, to S T (ξ) . (In our Schwarzschild example, grad
It now follows that the continuity equation for a permutation-invariant distribution density p (relative to coordinate volume) of the configuration reads
where d 2 x is the surface area element in coordinate space (in our Schwarzschild example, d 2 x = dϑ dϕ), and v x,⊥ denotes the component of the velocity of the particle at x that is orthogonal, in coordinates, to S t and inward-pointing (i.e., away from the singularity). It can be expressed as
The first term on the right hand side of (70), the negative spatial divergence of a probability current, represents the change in density due to the flow with velocity v(t, q), and the second term represents the gain in density due to jumps in configuration space to the configuration q from configurations containing one further particle at location x, where x lies on the singularity. To understand what the second term must be, keep q fixed, note that there are #q + 1 possibilities for the position of the variable x among the variables of q, consider configurations of the form (q, x) with x near the singularity, and note that the particle at x will be swallowed by the singularity within the next dt seconds if and only if its distance from the singularity, in coordinates, is less than v S (t, x) − v x,⊥ (t, q, x) dt. Thus, the second term is the amount of p(t, q, x), for fixed q and arbitrary x, that flows into the singularity within the next dt seconds.
3. We assume that the velocity vector field v(t, q) is given, as usual, as the quotient of a current vector field and a density function,
4. We anticipate that the current j and the density p are determined not by a wave function but by a density matrixρ t , j(t, q) = jρ t (q) and p(t, q) = pρ t (q). Moreover, we assume that they are given in terms ofρ t by the formulas (12) and (14) . These formulas are the obvious extensions from wave functions to density matrices of the formulas (25) and (26) usually utilized in Bohmian mechanics. In particular, for a pure stateρ = |ψ ψ|, (12) and (14) reduce to (25) and (26). 5. We assume that the density matrixρ t obeys, as in quantum dynamical semigroups, a linear evolution, which we write
This is literally the same equation as (1), but so far with L unspecified. The operatorĤ t is the Dirac Hamiltonian; we have separated this term knowing that it remains in the absence of the singularity S , and thus know that L = 0 in the absence of a singularity. As a consequence of (1), pρ t evolves as follows:
Here we have used the known continuity equation for the Dirac equation in a curved space-time, a key element of the proof of equivariance of Bohmian mechanics in a curved space-time [32, 33] .
6. We want equivariance, i.e., p t = pρ t for all t if initially. For this, we need that the right hand sides of equations (70) and (74) coincide when p t = pρ t is assumed; since the first terms (the divergence of the current) do coincide in that case, we only need that
is the component of α µ (y) that is tangent to Σ t and orthogonal, in coordinates, to S t at x.
If (75) is the case, we can argue that as soon as p t = pρ t for one t, then ∂p t /∂t = ∂pρ t /∂t, and thus p t+dt = pρ t+dt , and so on into the future. Put more mathematically, we take for granted that the continuity equation (70), as a PDE for p t (q), has unique solutions for every initial condition, observe that (t, q) → pρ t (q) is a solution of (70) by virtue of (74) and (75), and conclude that if p agrees with pρ t for one t then it must also agree at every later time.
7. The obvious choice of L that will make (75) true is (Lρ t )(q; r) = (#q + 1)
The only differences between (75) and (77) are the trace over S q and that (75) has q inserted for r.
Indeed, (77) is strongly suggested by the wish that disentangled systems should behave independently: Consider two disentangled systems, the first consisting of just one particle that is about to hit the singularity, the second consisting of several particles far away from the singularity. Then ρ t (q, y; r, y) =ρ
with the superscript indicating the system, and the contribution toρ t with one particle less, Lρ t (q; r), arising from the particle of the first system hitting the singularity, should be proportional toρ (2) t (q; r). This is the case according to (77).
Eq. (77) agrees with (2): Note that, in coordinates,
with κ = | grad T |;
This concludes our derivation. We have shown in particular that the distribution pρ t as in (12) is equivariant with respect to the evolution of the Bohmian particles.
In Schwarzschild space-time for t ′ ≥ √ 2M the evolution equation (1) reads explicitly:
with S y ′ the spin space at (t ′ , y ′ , ϑ, ϕ) and
relative to the orthonormal basis of S y ′ associated with the orthonormal basis
of T y ′ M . Note that all terms in (82) of the form exp(r(t ′ , y ′ )/2M) could be dropped since r → 0 as y ′ → √ t ′2 − 2M . Another remark concerns the term r 3/2 in (82): This factor, which is essentially d 3 (y), tends to zero as y approaches the singularity; since the density in coordinates is conserved and thus cannot tend to zero when reaching the singularity, we must conclude that the density relative to the invariant measure, as given by tr Syρt (q, y; r, y), diverges at the singularity at the rate r −3/2 .
We close this subsection with a remark about the impossibility of a unitary evolution in the presence of a spacelike singularity. The process of the particle configuration has continuity equation (70), while a unitary evolution of a wave function,
whereĤ 0 is the free Dirac Hamiltonian andĤ 1 a putative further term, would imply for
For equivariance we need this equation to coincide with (70), and using (72) we find that we need that
But the last equation cannot hold, no matter how we chooseĤ 1 , as the left hand side contains the factor ψ * t (q, x) but the right hand side has ψ * t (q) instead. In the case of timelike singularities, a similar problem can be solved by imposing a quasi-boundary condition on ψ t that will ensure a relation between ψ t (q) and ψ t (q, x); however, for a future spacelike singularity, there is no room for a boundary condition, since ψ t (q, x) is determined by the Dirac evolution.
Quasi-Lindblad Equation for Reduced Density Matrix
The quasi-Lindblad equation (1) also arises in another context, in which the singularity S is replaced by a spacelike hypersurfaceS : then (1) describes the time evolution of the reduced density matrix of what has not yet passed the hypersurfaceS . So consider a space-time without singularities with a time foliation {Σ t } and therein a spacelike hypersurfaceS such thatS t = Σ t ∩S is always 2-dimensional.
As a concrete simple example, readers may think of Minkowski space-time
and the time foliation defined by a Lorentz frame, so that Σ t are parallel spacelike hyperplanes (where the time coordinate assumes the value t). LetS be another spacelike hyperplane, not parallel to the Σ t . We first describe the general definitions and then illustrate them using this example situation. Let ψ : ∪ Σ∈F Σ N → ∪ Σ∈F ∪ q∈Σ N S q be a fermionic or bosonic N-particle (Dirac) wave function evolving, for example, without interaction. Let J + (S ) denote the future ofS and J − (S ) its past. For every Σ ∈ F , set Σ ± = Σ ∩ J ± (S ). Let F ± = {Σ ± : Σ ∈ F }, which is a foliation of J ± (S ). It is a basic fact about (fermionic or bosonic) Fock spaces
As a consequence, for disjoint subsets A, B of 3-space,
Since Σ \ (Σ + ∪ Σ − ) = Σ ∩S is a null set by assumption and thus not relevant to square-integrable functions, we have that, for every Σ ∈ F ,
Now defineρ
where tr + means the partial trace over H Σ + ;ρ − is a density operator on H Σ − . We note that, as a consequence of the fact that ψ lies in the N-particle sector of Fock space,ρ − is block-diagonal relative to the particle number sectors of Fock space, i.e., φ|ρ − |χ = 0 whenever φ lies in the n-particle sector of H Σ − and χ in the mparticle sector with m = n. To see this, note that this is the case for |ψ Σ ψ Σ | by assumption, and the partial trace can be carried out using an orthonormal basis {b i } of H Σ + that consists of basis vectors that are eigenvectors of particle number, so that φ|ρ
We can obtain a more explicit expression forρ − by writing it as a functionρ − (q; r); namely, with 0 ≤ n ≤ N and q, r ∈ (Σ − ) n ,
with d 3 (q) the 3-volume factor as in (13) , ψ = ψ Σ , and tr Sq the partial trace over those spin indices belonging to particles inq. Here we use that
The binomial factor in (93) arises from the re-ordering of variables in ψ so that the N − n variables ofq appear last. In case n = N, we take (Σ + ) N −n = (Σ + ) 0 to be a one-element set and the 0-dimensional integration measure to give measure 1 to that one element, so that the integral equals ψ(q) ψ * (r). In other words, the blockρ
N ) the projection to the subspace in which all particles lie in Σ − . Let us formulate the time evolution ofρ − . For an expression like ∂ρ − t (q; r)/∂t to make sense, we regard now q and r not as points on Σ t but as their spatial coordinates; for simplicity, we will write Σ t for the image of Σ t in coordinate 3-space. We need to differentiate (93) with respect to time, and thus to differentiate an integral with time-dependent domain, as in
where x is a variable in R n , y a variable in R m , and B t ⊆ R m a set with smooth boundary ∂B t moving in a smooth way. The rule we need can be regarded as a version of the fundamental theorem of calculus, which in its simplest form reads
while the form we need reads
where v B (t, y) is the (signed) speed at which the surface ∂B t moves outward in the direction orthogonal to the surface at y. We thus obtain, with
where I 1 + I 2 + I 3 correspond to the first term on the right hand side of (97), and I 4 to the second. To evaluate I 4 , note that ∂B t consists of N −n facets of the form (Σ t ∩S )×(Σ
and permutations thereof; on the first facet,
where vS is the speed at whichS t = Σ t ∩S , regarded as a surface in coordinate space, moves in the normal direction. Exploiting the permutation symmetry of ψ and
for n < N, we thus obtain
which is also true for n = N since then both sides vanish. The Hamiltonian in I 2 has two contributions, one acting on q and the other onq:
Correspondingly, we split
The same calculation that leads to the continuity equation for the probability density and current of the many-particle Dirac equation also shows (when applied only toq) that the integrands of I 1 , I 2 (q), and I 3 (q) together equal
where the α i act only on the spin indices of particles belonging toq, not q or r. By the Ostrogradski-Gauss integral theorem, the integral of the divergence is the flux across the surface, so that, with n(q) the outward-pointing unit normal vector (in coordinate space) on the surface ∂B t atq,
Here we used that on the first facet of ∂B t , i.e., onS t × (Σ + t ) N −n−1 , the vector n(q) has 3(N − n) components of which only the first 3 can be nonzero, which form the unit normal vector onS t in coordinate 3-space.
In the term I 2 (q), the HamiltonianĤ t (q) acts on a variable that is not integrated over, and thus can be exchanged with the integration, which leads to
and likewise
Putting together (98), (101), (103), (105), (106), and (107), we obtain that
with Lρ − t (q; r) = (#q + 1) δ #q,#r
(109) If we drop the assumption that ψ lies in the N-particle sector of Fock space, we obtain instead of (93) that, for q, r ∈ Q(Σ − ),
and instead of (109) that
This equation agrees with (77) and thus with (2), except that the need for a limit y → x evaporates as the point x is now not singular.
In our Minkowski example around (88), Σ t is coordinatized as R 3 ; the Riemannian metric on Σ t is the flat Euclidean metric on R 3 ; d 3 (x) = 1 and d 4 (x) = 1 everywhere; S x = C 4 ; T (ξ) = T 0 + η · ξ for the appropriate T 0 ∈ R and η ∈ R 3 . We choose the Lorentz frame in M such that T 0 = 0 and η = (0, 0, κ) with constant 0 < κ < 1; such a choice is possible within those coordinate systems for which the time coordinate is constant on the time leaves. NowS t , which is a 2-dimensional affine plane in R 3 , has the particularly simple formS t = {ξ ∈ R 3 : ξ 3 = t/κ}; the gradient of T in R 3 is grad T (ξ) = η; the speed at whichS t moves is vS (t, ξ) = 1/| grad T (ξ)| = 1/|η| = 1/κ. Thus, Lρ t (q; r) = (#q + 1)(#r + 1)
is the standard from of the third Dirac alpha matrix, acting on the spin index associated with the particle at (x, t/κ).
Absorbing Hypersurfaces
Another, closely related, context in which the same quasi-Lindblad equation (1) arises is when we try to set up a version of Bohmian mechanics in which every particle gets annihilated when hitting the spacelike hypersurfaceS . We refer to this version by saying there is an absorber atS . The natural definition of such a version is to start with the probability distributionp and current that would arise from ψ in the absence of an absorber atS , take the appropriate marginals p and j on Σ − , and use them to define Bohmian trajectories by means of the equation of motion (11) .
We define the probability density p(q) on configuration space Q(Σ − ) for Σ ∈ F in the following way. Letp be the probability density that would arise from ψ in the absence of an absorber atS ;p is defined on Q(Σ). Using the identification
if A ∩ B = ∅ (consisting of re-ordering a configuration q in such a way that the particles in A are listed first, q ∼ = (q ∩ A, q ∩ B)), and ignoring Σ \ (Σ + ∪ Σ − ) because it has lower dimension, the functionp can be written asp(q,q) with q ∈ Q(Σ − ) andq ∈ Q(Σ + ). We have thatp (q,q) = d 3 (q,q) ψ * (q,q) ψ(q,q) .
Since we assume that particles vanish when hitting the hypersurfaceS while other particles are not affected, we are led to
Taking into account that ψ lives on the N-particle sector, we have that, if #q = n,
This can be re-expressed in terms ofρ − , see (93), as
which is the density in configuration space associated withρ − in the natural way, parallel to (12) .
Likewise, we define a probability current vector field j on configuration space as follows. Let be the probability current vector field obtained from ψ and defined on Q(Σ):
with k = 1, . . . , n. We define j to be the marginal current on Q(Σ − ), or, in other words, the average current given q; explicitly, for q ∈ (Σ − ) n ,
As a consequence,
or, in terms ofρ − ,
We can now use (108) to directly determineρ − t without determining ψ, and from it the probability density p and the current j. We can then define Bohm-type trajectories according to (11) , whenever none of the particles hits the absorbing surfaceS . As soon as a particle hitsS , that particle gets annihilated and removed from the configuration, as in (10) with S replaced byS .
Let us turn again, in more detail, to the difference between ignoring and absorbing particles behindS . While the density p and the current j on Σ − are merely the marginals of the densityp and the current on Σ, the Bohm-type trajectory Q t obtained from p and j by (11) are usually very different from the trajectoryQ t obtained in the same way fromp and (and thus from ψ): Whereas the velocity of particle 1 in the configurationQ t may depend on the position of particle 2 that has already crossedS , the velocity of particle 1 in Q t does not so depend; after all, particle 2 does not exist any more after hittingS , and its position is therefore not defined. Instead, the velocity of particle 1 in Q t is equal, when expressed in terms of ψ, to the average (of the velocity of particle 1 inQ t ) over all positions that particle 2 might assume behindS . Hence, while on one mathematical level-the level of wave functions, density matrices, probability densities and currents-it may seem like our construction merely involves ignoring the particles behindS , on another mathematical level-the level of the trajectories-the absorption of particles atS has an effect on the other particles that mere ignoring would not have. The evolution of the Bohmian particles just defined is equivariant, i.e., if the configuration Q t on Σ t is random with distribution density pρ t then for every s > t, Q s has distribution density pρ s . This can be shown with the same argument as used for (70), (74), and (75).
Singularity as an Absorbing Hypersurface
We describe how our evolution law in the presence of a future singularity can be obtained from our evolution law in the presence of an absorbing hypersurface.
Suppose that the particles are non-interacting andĤ t is a Dirac operator,
where µ runs (as an exception) only through the 3 dimensions of space, and k numbers the particles. The reasoning below also applies to all other relativistic wave equations, in particular the Maxwell and Weyl equations (and the second-order Klein-Gordon equation ψ = mψ), but not to the first-order Klein-Gordon equation
That is because the Maxwell and Weyl equations, but not the first-order Klein-Gordon equation, share the following property with the Dirac equation: Suppose φ is a oneparticle wave function; in order to predict φ(x) for some space-time point x, one needs only the initial data in the past of x, i.e., φ| Σ 0 ∩J − (x) if Σ 0 is the surface on which the initial data are specified. Thus, in particular, if x ∈ J − (S ) then Σ 0 ∩ J − (x) ⊆ J − (S ). As a consequence, the time evolution equation (108) can be solved on J − (S ) without ever computing ψ at any configuration containing any point from J + (S ), and without knowing the electromagnetic field or the metric at any point of J + (S ); indeed, the evolution equation (108) can be solved using initial dataρ − 0 on a surface Σ 0 that already intersectsS . And as a consequence of that, it does not matter whetherS is a singularity or not; the evolution is still defined whenS is a singularity. In that case, of course, the evolution of ψ is not defined, only that ofρ − is. We thus have obtained the Bohm-type evolution as in (1)- (10) in a different way, by comparison with the evolution in the presence of an absorbing hypersurface.
Coordinate-Free Formulation Using Differential Forms
In the integral formula (2) for the L superoperator, we have made use of a choice of coordinates. We now provide a coordinate-free version of that formula in terms of differential forms. For an introduction to differential forms see, e.g., [27] .
As a preparation, let us first consider a single-particle wave function in a non-singular space-time. The probability current j µ as in (26) can be represented [32] by a differential 3-form J according to
where ε is the 4-form associated with the metric g µν ; in coordinates, ε κλµν (x) = ±d 4 (x) if κλµν is an even (+) or odd (−) permutation of 0123, and zero otherwise. To put (126) more briefly, J = ε(ψγψ). The form J is such that for every piece of oriented hypersurface Σ, spacelike or not, the expected number of signed crossings of the random Bohmian world line through Σ is given by [32] Σ J .
In particular, if Σ is spacelike and oriented (as usual) towards the future then (127) is the probability that the Bohmian world line intersects Σ. The difference between J and ψγψ is that the expression (127) does not refer to the metric, which is useful for us since the metric is not defined on singularities. So consider next a space-time M with future singularity S , and on it a 1-particle wave function ψ obtained by solving the Dirac equation: on Cauchy surfaces, ψ has norm 1, but on surfaces bordering on the singularity, ψ has norm ≤ 1. Recall from Section 3.2 that, at least in Schwarzschild space-time, every causal curve approaching S has an end point on S ; since Bohmian world lines are causal curves, the probability distribution over the Bohmian world lines induces a distribution (of total weight ≤ 1) over S . The fact that this latter distribution is well defined suggests that it is given by the continuation of J to the singularity. If J indeed always possesses such a continuation, then this fact suggests that the spin bundle ∪ x∈M \S S x can be extended to the singularity in such a way that ψ(x) is still defined for x ∈ S and also the endomorphism-valued 3-form ω possesses a continuation on S , where ω is defined on
with α µ given by (5) . The form ω is a cross-section of the vector bundle
∧3 , where End(S x ) means the space of endomorphisms of S x , and ∧3 means the third exterior power.
Before we apply this to Fock states, we need another preliminary consideration. Suppose now we are given a 3-manifold S , an ordinary (i.e., scalar-valued, not endomorphismvalued) 3-form ω on S , and an exact 1-form dt on S that vanishes nowhere; so dt is the differential of some function t whose level sets we call S t ; in the terminology of the other sections, S t = Σ t ∩ S . Then on every S t there is defined a 2-form χ t as follows. For any x ∈ S t and any two vectors u, v ∈ T x S t , in order to define χ t (u, v) pick any vector w ∈ T x S such that dt(w) = 1 .
Note that while u and v are tangent to S t , w is not. Indeed, for w ′ ∈ T x S being tangent to S t is equivalent to dt(w ′ ) = 0. It is possible to satisfy (129) because dt does not vanish at x. Now set
To see that this value is independent of the choice of w, consider w ′ ∈ T x S such that dt(w ′ ) = 1, too; then dt(w ′ −w) = 0, so that w ′ −w ∈ T x S t ; since T x S t is 2-dimensional, the set {u, v, w ′ − w} must be linearly dependent, so that ω(u, v, w ′ − w) = 0 and thus
, which is what we wanted to show. Now let ω be the endomorphism-valued 3-form on M
• given by (128). We have suggested above that ω possesses a continuation on S . Then we can write L is a coordinate-free way, namely as an integral of the 2-form χ t : (Lρ t )(q; r) = x∈St tr Sx ρ t (q, x; r, x) χ t (x) .
(131)
Abstract Mathematical Structure of the Time Evolution
The time evolution we are considering, as summarized by (1), does not fit into the usual categories of quantum mechanical time evolution, as it corresponds neither to a unitary one-parameter group U t on a fixed Hilbert space H nor to a quantum dynamical semigroup (as would arise from a Lindblad equation) on H . Rather, with every time leaf Σ t there is associated a Hilbert space H t , and the time evolution from Σ s to Σ t corresponds to a superoperator
where T RCL(H ) means the trace class of H (roughly, the set of operators H → H with finite trace). Let me elaborate a bit on the fact that H s and H t are not the same space: It is always the case in relativity that the time evolution takes place from one hypersurface Σ s to another Σ t , and therefore that H s , containing functions of configurations in Σ s , is different from H t , containing functions of configurations in Σ t . On the other hand, one may often seek a way of identifying Σ s and Σ t , for example by means of coordinates. In the presence of a spacelike singularity, however, coordinates x µ for which x 0 is timelike and x 1 , x 2 , x 3 are spacelike may have the feature, like the Kruskal coordinates in the Schwarzschild space-time, that Σ s and Σ t correspond to different subsets of coordinate 3-space, so that the coordinates do not provide a diffeomorphism Σ s → Σ t .
So we are forced, more than ever, to regard H s and H t as different spaces. As a consequence, the time evolution superoperator S t s must have two indices, indicating the initial time s and the final time t. And as a consequence of that, they cannot form a semigroup, since a semigroup {g t } requires that g t g u = g t+u . Instead, the appropriate notion of time evolution for our purpose is that of cocycle, a notion taken from the theory of random dynamical systems [30] and designed for describing the evolution in the presence of noise or time-dependent external fields.
We define a quantum dynamical cocycle to be a 2-parameter family of mappings
for 0 ≤ s ≤ t such that
• S
t s is C-linear, completely positive, and trace-preserving;
It is plausible that equations (1) and (2) define a quantum dynamical cocycle S 
we need that both the Hamiltonian evolution and L are completely positive, which is plausible. The conservation of trρ t corresponds to the conservation of total probability, which is exactly what L was designed for.
Another requirement that one may wish to add to the definition is that S t s depend continuously on s and t, but for this one needs a topology on the bundle ∪ t H t , which we have not defined yet. More importantly, when requiring continuity in s and t then the definition fails to cover the cases in which Σ t ∩ S is 3-dimensional, see (140).
Note that a quantum dynamical semigroup forms a special case of a quantum dynamical cocycle, in which all Hilbert spaces H t are identified with one fixed space H and S t s depends only on the time difference t − s. Another special case arises for a space-time without spacelike singularities, in which the quantum-mechanical time evolution is unitary. Then S 
In order to define a Hamiltonian operator, or infinitesimal generator, for more general unitary cocycles for which the H t are not identified, we need a differentiable structure on the bundle ∪ t H t of Hilbert spaces. We begin with outlining an infinite-dimensional analog of the concept of a vector bundle. By a Hilbert bundle over the interval (t 1 , t 2 ) ⊆ R we mean a family of Hilbert spaces H t , t ∈ (t 1 , t 2 ), together with an equivalence class of bundle maps; a bundle map or trivialization is a familyV t : H t → H of unitary isomorphisms to some fixed Hilbert space H ; two bundle mapsV t ,V ′ t : H t → H ′ are equivalent if and only if for every ψ ∈ H and one (and thus every) unitary isomorphismŴ :
We simply write ∪ t H t to denote the bundle (with the understanding that H t ∩ H s = ∅ for t = s), andV : ∪ t H t → (t 1 , t 2 ) × H to denote the bundle map consisting of theV t :
The definition of a Hilbert bundle over manifolds other than intervals would involve local bundle maps (or local trivializations) and requirements on the transition functions between two local bundle maps concerning smoothness and consistency. The 1-dimensional case, all we need here, is particularly simple. In our setting, the base manifold of the Hilbert bundle is really the time foliation F , regarded as a 1-dimensional manifold containing one point representing each Σ t ; since we parameterize the time leaves Σ t by real numbers t anyhow, we can afford to regard the base manifold as simply an interval (t 1 , t 2 ) of t-values. Now we want to define an extension to Hilbert bundles of the concept of a connection on a vector bundle. A connection essentially amounts to an identification between the fiber spaces over infinitesimally neighboring base points, leading to a path-dependent identification between the fiber space over any two base points, known as parallel transport. Relative to a choice of bases in the fiber spaces, the connection can be expressed in terms of connection coefficients Γ a bσ , the best-known example of which are the Christoffel symbols, the coefficients of the connection naturally associated with a Lorentzian (or Riemannian) metric. Of the three indices a, b, σ, the last one refers to the base manifold (for the Christoffel symbols, space-time; for us, the time axis as represented by F ), while a and b refer to the fiber space (for Christoffel symbols, again the tangent space to space-time; for us, H t ). Since for us, the base manifold is one-dimensional, we can drop the index σ, taking ∂/∂t as the basis vector along the base manifold; what remains is Γ a b , an operator on H t , which we write as −iĤ t / ; if parallel transport respects inner products, then Γ a b must be skew-adjoint, orĤ t self-adjoint.
We can thus define a connection on a Hilbert bundle ∪ t H t over (t 1 , t 2 ) to be given by an equivalence class of triples (H ,V , (Ĥ t ) t∈(t 1 ,t 2 ) ), where H is a Hilbert space, V : ∪ t H t → (t 1 , t 2 ) × H is a bundle map, and (Ĥ t ) t∈(t 1 ,t 2 ) is a 1-parameter family of operatorsĤ t on H . If everyĤ t is self-adjoint then we call the connection unitary. Two triples (H ,V , (Ĥ t )) and (H ′ ,V ′ , (Ĥ ′ t )) are considered equivalent if and only if
where the derivative is understood as a strong limit. To understand this definition, think of the connection as defining a parallel transport operatorÛ t s : H s → H t by means of
SinceÛ t s should be independent of the bundle mapV ,Ĥ t has to transform in the appropriate way, and a short calculation shows that (136) is the transformation law.
As an example of a Hilbert bundle and a connection, consider a single Dirac particle on a singularity-free space-time M with global coordinates (x 0 , . . . , x 3 ) : M → R 4 , forming a diffeomorphism, such that x 0 is timelike and x 1 , x 2 , x 3 are spacelike. Then Σ t = {x 0 = t} is a spacelike hypersurface, and ϕ t = (x 1 , x 2 , x 3 ) : Σ t → R 3 is a diffeomorphism. The Hilbert space H t consists of measurable cross-sections of the spin bundle ∪ x∈Σt S x that are square-integrable relative to the Riemannian 3-volume measure on Σ t and relative to the inner product on S x associated with the unit normal vector on Σ t at x. Let H = L 2 (R 3 , C 4 ) with respect to Lebesgue measure on R 3 and the standard inner product on C 4 . Note that the Riemannian 3-volume measure has non-constant density d 3 (x) = − det g (3) (x) relative to the Lebesgue measure on coordinate space R 3 , so we need to compensate for that. At every x ∈ Σ t choose an orthonormal basisb x of S x that depends smoothly on x. Obtain b x fromb x by scaling each basis vector by
where q ∈ R 3 is a point in coordinate space, s ∈ {1, 2, 3, 4} a spin index, b x,s the s-th element of b x , and φ * ψ the inner product in S x . To see thatV t is unitary, note that
= φ|ψ Ht , and thatV t is clearly surjective. The Dirac equation defines a unitary time evolutionÛ t s : Σ s → Σ t , corresponding to a unitary connection on ∪ t H t , expressed in the coordinates x µ as a time-dependent self-adjoint HamiltonianĤ t .
In the presence of a future singularity, the H t still form a Hilbert bundle. For example, in the Schwarzschild space-time with the t ′ -foliation for t ′ > 0 and
where Γ x means either the bosonic or the fermionic Fock space, we
, we use the coordinates as before to identify Σ t ′ with R × S 2 . For t ′ ≥ 2M, Σ t ′ has two connected components, Σ
, we identify Σ t ′ with (R \ {0}) × S 2 ; the one point missing from R does not affect the L 2 space. Then the bundle mapV can be defined as before. In the presence of a future singularity, the Dirac equation fails to define a unitary evolution, but it still defines a time evolution for a wave function φ t ∈ H Σt , one for which φ t decreases with increasing t. For example, in the setting of Section 4.4, involving instead of a singularity an absorbing spacelike hypersurfaceS , φ t is just the restriction of ψ t (the wave function in the absence of the absorbing hypersurface) to Q(Σ − t ), i.e., φ t is ψ t evaluated only at configurations for which all particles are located in Σ − t , i.e., in the past of the hypersurfaceS ; correspondingly, φ t 2 is the probability that no particle has hitS up to time t. In other words, in the presence of a future singularity the Dirac equation still defines a connection on ∪ t H t , the Dirac connection, but it is not unitary; correspondingly, the Dirac Hamiltonian is not self-adjoint.
In terms of the Dirac connection, the evolution (1) can be expressed as
where ∇ is the covariant derivative operator associated with the Dirac connection (and applied along the vector field ∂/∂t on the time axis), andρ t is now a cross-section of the Banach space bundle ∪ t T RCL(H t ) arising from the Hilbert bundle ∪ t H t .
Remarks
A Chunk of Singularity. In equation (1) we assumed that Σ t ∩ S is 2-dimensional; if it is 3-dimensional for a particular t 0 thenρ t should have a discontinuity as a function of t at t 0 , according tô
for q, r ∈ Q(Σ t 0 \ S ).
Non-Smooth Singularities. Penrose [28] has suggested that the future singularities arising from gravitational collapse may be rather irregular, and this further suggests that they may in fact be non-smooth. That is, after a conformal transformation the singularity may correspond to an achronal surface that is not smooth but merely continuous. In our discussion so far we assumed smoothness, but it seems plausible that this assumption is not needed.
The reason for believing this is that smoothness is not needed when considering an absorbing spacelike hypersurfaceS instead of a singularity S . SupposeS is merely continuous. IfS ∩ Σ t is a null set in every Σ t , then Σ ± t andρ ± t are still well defined, since their definition did not involve differentiation. Thatρ − t is well defined is all we needed to show.
To be sure,ρ − t (q, r) may fail to be differentiable with respect to t as a consequence of the lack of smoothness in the t-dependence of Σ + t ; however,ρ − t may also fail to be differentiable with respect to t if any of its eigenfunctions is not contained in the domain ofĤ t . After all, the Schrödinger equation
holds literally only for ψ t in the domain ofĤ t ; if ψ t 0 lies outside the domain ofĤ t 0 then t → ψ t is not differentiable at t 0 . To sum up, even though (108) cannot be expected to hold literally, the evolution ofρ − t should exist for non-smoothS .
Objections. Banks, Susskind, and Peskin [4] have argued, in response to Hawking's [21] proposal that the fundamental time evolution might transform pure to mixed states, that such an evolution would have to either allow superluminal signalling or violate the conservation of energy-momentum. Indeed, in our model energy-momentum is not conserved, as the energy-momentum of a particle hitting the singularity gets lost; it should be accounted for by a suitable change in the space-time geometry, but our model does not do that. On the other hand, our model does not allow superluminal signalling. This is most directly conveyed by the parallel between the evolution equations of the density matrixρ t in the presence of a future singularity and the density matrixρ − t = tr + |ψ ψ| as in (92) obtained by tracing out the future of a spacelike hypersurface in a non-singular space-time (see Section 4.4), and interpreting the operation of tracing out as merely ignoring part of the information encoded in ψ. It is known that the unitary evolution of ψ does not allow superluminal signalling, and rather clear that ignoring some information cannot create a possibility of superluminal signalling. Still, it would be desirable to have a carefully formulated no-signalling proof.
Maudlin [26] has argued that the pure-to-mixed evolution be an artifact of considering the wrong spacelike hypersurfaces. If Σ s , he argued, is a Cauchy surface and Σ t is not, for example if they are hypersurfaces of constant t ′ in the Schwarzschild space-time with − √ 2M < s < √ 2M and t > √ 2M , then it is no wonder that the evolution from Σ s to Σ t is pure-to-mixed: after all, if Σ t is not a Cauchy surface then it is not adequate for describing initial data of the evolution. Thus, the pure-to-mixed evolution does not mean that anything is unusual about the evolution but that some hypersurfaces are inadequate. For example, the hypersurface {t = 0, x > 0} in Minkowski space-time is spacelike but not Cauchy-it is too small-and so the quantum state associated with it is the density matrix arising from the wave function on {t = 0} by tracing out the degrees of freedom associated with x ≤ 0. If one sticks to Cauchy surfaces, then the evolution remains unitary, and black hole evaporation never occurs. However, this argument does not work in Bohmian mechanics as it ignores the role of the time foliation. The time leaves may not be Cauchy surfaces but instead border on the singularity. For example, this would presumably result from (24) as the law governing the time foliation.
Black Hole Evaporation.
There is no consensus in the literature about whether information is lost during black hole evaporation, i.e., whether unitarity is violated. While in our model unitarity is indeed violated, this does not support conclusions about black hole evaporation, for two reasons: First, we assumed that the gravitational field can be described by a classical Lorentzian geometry with a spacelike singularity. This assumption we might be violated, as it may be necessary to apply a quantum gravity theory, and it can be questioned whether then any singularity will actually arise. Second, our model ignores any back reaction of the particles on the space-time geometry. It is clear that a black hole will grow in mass when swallowing particles, so the quantum state of the gravitational field should be affected by the infalling particle and might store the information lost from the quantum state of the matter, leading to unitarity of the full evolution of both matter and the gravitational field.
Past Spacelike Singularities
Our method of studying past singularities is to postulate reversibility of the fundamental laws of the theory. In this way, the laws we already have for future singularities determine the laws for past singularities.
The obvious fact about past singularities is that no future-directed timelike curve can end there. Thus, nothing can fall into the singularity, though something can come out of it; put differently, a past singularity can emit but not absorb particles. Examples of past singularities include the set S 2 in Schwarzschild space-time (see Section 3) corresponding to a white hole and the big bang singularity in Friedmann-RobertsonWalker space-times [22] .
Evolution of the Density Matrix
The equation (1) for evolving a density matrix to the future in the presence of a future singularity can be used, when time-reversed, for evolving a density matrix to the past in the presence of a past singularity. The time-reversed form reads
with L defined as in (2) . Thus, compared to the equation (1) for a future singularity, the term Lρ t has the opposite sign. If we choose an initial wave function on a Cauchy surface (such as {t ′ = 0} in Schwarzschild space-time), the density matrixρ t is defined on every time leaf Σ t .
However, we usually want to think of initial data as referring to some hypersurface in the past, and of time evolution in the direction towards the future. And such an evolution is problematical in the presence of a past singularity. The problem is the same as with time evolution to the past in the presence of a future singularity, starting from initial data on a time leaf that borders on the future singularity (such as Σ t ′ with t ′ > 2M in Schwarzschild space-time): We have to invert a pure-to-mixed evolution, and since this evolution is many-to-one (i.e., it involves loss of information), its inverse is not unique. The situation becomes particularly clear when compared to the situation of an absorbing spacelike hypersurface in a non-singular space-time (as in Section 4.4), withρ =ρ − = tr + |ψ Σ ψ Σ | as defined in (92). The problem of determining the initial wave function ψ 0 fromρ − amounts to determining ψ Σ fromρ − , as ψ 0 and ψ Σ are in unitary one-to-one correspondence.
Thus, the problem amounts to finding all vectors ψ ∈ H 1 ⊗ H 2 given the reduced density matrixρ 1 = tr 2 |ψ ψ|. Here is the solution: According to the Schmidt decomposition, every ψ ∈ H can be written in the form
where {χ ν } is an orthonormal system in H 1 , {φ ν } an orthonormal system in H 2 , and the c ν are coefficients which can be assumed real and nonnegative. From (143) one reads off the reduced density matrix:ρ
Thus, assuming that the given density matrixρ is non-degenerate, the χ ν must be its eigenvectors and the c ν must be the square-roots of its eigenvalues, while the φ ν can be an arbitrary orthonormal system. This characterizes all solutions ψ; ψ exists but is not unique.
In this situation, we encounter lawlessness just as in classical physics at space-time singularities: givenρ t as initial datum, possibleρ s for s > t exist but are not uniquely determined, and the theory provides no probability distribution over the different possiblê ρ s 's.
There is a way, though, how the theory may indeed provide such a probability distribution: if the theory provides in general a probability distribution over ψ's. That is, suppose the theory says the initial wave function is random, and specifies the probability measure µ(dψ) on the unit sphere in Hilbert space. Examples of such measures are the uniform measure on the unit sphere in some finite-dimensional subspace, or the GAP measure [18] . Then, knowing justρ 1 we can determine the conditional distribution µ(dψ| tr 2 |ψ ψ| =ρ 1 ). Correspondingly, if the theory says that the wave function ψ Σ on some Cauchy surface Σ ∈ F is random with distribution µ Σ (dψ Σ ), then any initial datumρ t 0 on a time leaf Σ t 0 bordering on the past singularity (and thus in the past of Σ) defines a conditional distribution µ Σ (dψ Σ |ρ t ) concentrated on the set of all ψ's which, when evolved backward to Σ t , lead toρ t 0 . The initial datum thus defines a random ρ t for every t > t 0 (while for t ≤ t 0 ,ρ t is determined byρ t 0 ), and thus a stochastic process (ρ t ) t≥t 0 . However, I do not have a good example of a reasonable distribution µ Σ ; it should presumably not give special status to one particular hypersurface Σ but we equivariant under the unitary evolution between any two Cauchy surfaces.
A notable example of a past singularity, one that deserves a separate discussion, is the big bang singularity. According to Penrose's Weyl curvature hypothesis [28] , it can be turned, by means of a conformal rescaling, into a smooth spacelike hypersurface. We distinguish two possibilities: (a) that no time leaves intersect the singularity, or (b) some do. In case (a), the time leaves converge, as t → −∞, to the singular boundary; for example, this is the case with the foliation of Schwarzschild space-time defined in (52). In this case, the problem of lawlessness does not arise; the situation suggests to specify an initial wave function and an initial configuration, on the boundary surface that is the big bang singularity. In case (b), the big bang would, surprisingly, not correspond to an initial time but rather would be present for an entire time interval, as measured by the t function. As described above, the evolution ofρ t towards the future is not uniquely determined; but whatever it is, the particle configuration is governed by a stochastic law prescribing the creation of particles on the singular surface, as described below.
Evolution of the Configuration
Let us ignore the problem of finding the density matricesρ t in the presence of a past singularity-let us suppose we are given all density matricesρ t -and focus on how to define the evolution of the configuration Q t . Sticking to reversibility, we obtain, from the evolution we know in the presence of future singularities, that the particles move according to (7) , the Bohm-type law of motion using a fundamental density matrix, with new particles created at the singularity in a stochastic way, given by (19) .
Indeed, think of the evolution in the presence of future singularities as a stochastic process, i.e., as a measure P on path space. This process is in fact deterministic, that is, the initial configuration Q t 0 is random with distribution pρ t 0 , and the path is a function ofρ t 0 and Q t 0 . The time reversal mapping T maps every path to its time reverse, and P to T * P. 3 Our claim is that T * P corresponds to a Markovian stochastic process with particle creation at rate (19) . Being defined by a probability distribution on path space, it obviously is a stochastic process. The Markov property follows from the determinism in the opposite time direction: If the past path is a function of the present configuration (for fixedρ t 0 ), then conditional probabilities of future events given the past path equal those given the present configuration. Since between two jumps the trajectory in configuration space is deterministic in both time directions, the only randomness concerns when to jump and where to jump. The only possible jumps are, up to permutation of the configuration,
with X ∈ S , corresponding to the creation of a new particle at the past singularity.
(The creation of two or more particles at the same time has probability density zero.)
To determine the rate of such a jump, note that in the other time direction, P Q(t) ∈ dq × Σ t , Q(t + dt) ∈ dq, end point ∈ d 2 x = p(t, q, x)dq d 2 x v S (t, x) − v x,⊥ (t, q, x) dt ,
and therefore T * P Q(t) ∈ dq, Q(t + dt) ∈ dq × Σ t , creation point ∈ d 2 x = p(t, q, x)dq d 
which agrees with (19) . This evolution of the configuration, based on the combination of (7) and (19) , is equivariant, i.e., if Q(t) is random with distribution density pρ t defined in (12) then also for every s > t, Q(s) has distribution density pρ s . This follows from the fact that the time-reversed process is equivariant.
Comparison with Bell-Type Quantum Field Theory
Stochastic jumps of the configuration also occur in an extension of Bohmian mechanics to quantum field theory (QFT), known as Bell-type QFT [10, 12, 6] . Let us compare the jumps in the two theories.
In Bell-type QFT, the jumps usually correspond to creation or annihilation of particles, while a past singularity can create but not annihilate particles (assuming that the world lines are causal). Also in Bell-type QFT, the configuration process is Markovian, with the jump rate specified by a law, namely [12] 
with ψ t the wave function (a vector in Fock space), H I the interaction Hamiltonian, x + = max{x, 0} the positive part of x ∈ R, and P (dq) a positive-operator-valued measure (POVM) on configuration space serving as the configuration observable, usually P (dq) = |q q| ⊗ I Sq d 3 (q) dq .
The law (149) possesses a straightforward modification to the setting in which a fundamental density matrix replaces the wave function:
Although (19) is not a special case of (151) (as the jumps do not correspond to a term H I in the Hamiltonian but rather to a deviation from the unitary evolution), both (19) and (151) 
but with different operator-valued measures R(·) on Q × Q: In Bell-type QFT,
whereas in our jump rate (19) , (154) with δ q the Dirac delta measure centered at q. Of course, since (154) is positive-operatorvalued, in this case the operations in (152) of taking the real part and the positive part are trivial. The common structure (152) is owed to the fact that both rate formulas can be obtained starting from the appropriate formula for the probability current J t (dq ′ , dq) = Re tr ρ t R(dq ′ × dq)
between volume elements dq ′ and dq in configuration space. The current for a jump process is the amount of probability that flows, per time, from dq to dq ′ minus the amount that flows from dq ′ to dq,
with p t (dq) the distribution of the process at time t. (In our previous notation, p t (q) was the density of this distribution; the two notations are related by p t (dq) = p t (q) dq.)
The minimal choice of σ t (dq ′ |q) then is
which leads to (152) when using p t (dq) = tr(ρ t P (dq)). The form of the operators R(dq ′ × dq) is (not uniquely determined but) suggested by the probability balance equation (74), respectively the probability balance equation of QFT, which we need to agree with the probability balance equation of a jump process,
where j is the current due to continuous motion and J the current due to jumps.
6 Bohmian Mechanics in Time-Travel Space-Times trajectory, with the same frequency. In general, however, there is no reason why the configuration should have returned to its initial value just because the wave function has. We should thus expect that most trajectories of the configuration will not be consistent, even if the wave function is. Indeed, there is no reason why, for a consistent wave function ψ, any of the possible configuration trajectories associated with ψ should at all be consistent. But even if some trajectories are consistent, and others are not, then, assuming that nature picks a consistent one, it is not possible that nature picks the trajectory at random with |ψ| 2 distribution, thus undercutting the reason for agreement between the predictions of Bohmian mechanics and those of quantum mechanics [13] .
Here is a brief consideration of the empirical consequences. If the configuration of the universe is not in quantum equilibrium (i.e., is not typical of the |ψ| 2 distribution with ψ the wave function of the universe), then quantum experiments may produce statistics different from those predicted by the quantum formalism. In normal situations without CTCs, if a group of particles is disentangled from another group then it is conceivable that one group is in non-equilibrium and the other in equilibrium. In our setting, however, even a very small amount of entanglement between the two groups, as would arise from very weak interactions and would thus seem inevitable, would make consistency depend on the detailed configuration of all particles in the universe, making it unlikely that any group of particles could be in quantum equilibrium. Thus, if CTCs existed and we lived in a Bohmian universe then we should see signatures of quantum non-equilibrium in all quantum experiments; but we do not. In fact, so far we have not seen any signature of quantum non-equilibrium; about the search for it see [36] . To sum up, Bohmian mechanics in time-travel space-times cannot work in the same way as ordinarily.
The situation in the Ghirardi-Rimini-Weber (GRW) theory [15] is similar. Let us consider the flash ontology [33] on the space-time M 4 /Z t and wave functions for N "particles." What is needed for consistency is that ψ t=1 (q) = ψ t=0 (q) for every q ∈ R 3N . 4 But whether or not that is the case depends on the flashes. While the theory prescribes a probability distribution over all patterns of flashes, some patterns will lead to a consistent wave function and others will not. Hence, it is impossible that nature picks the flashes at random with the usual distribution. Indeed, the problem is independent of the ontology, as it can be translated into the distribution of the stochastic evolution of the wave function. Thus, also GRW theory in time-travel space-times cannot work in the same way as it does in CTC-free space-times. A similar problem arises with 4 One might think at first of a different condition, arguing that a pattern of flashes in M 4 needs to be rolled up to a pattern in M 4 /Z t , and for this to be consistently possible the pattern of flashes in M 4 must be periodic in time-a condition that has probability zero to be satisfied. However, one can argue that this condition is asking too much when asking that random decisions are made again independently after one period and come out the same way. After all, in M 4 /Z t after one period we reach the same space-time point, and why should the stochastic process make more than one random decision concerning the same point? Therefore, the appropriate condition seems to be that the nonprimitve ontology-the wave function-returns to its initial state. We may allow a global phase factor, ψ(t = 1)(q) = e iα ψ t=0 (q) with α independent of q; that does not change the discussion.
orthodox quantum mechanics if any observers are present who can collapse the wave function. Since some measurement outcomes would lead to a ψ t=1 that agrees with ψ t=0 and others would not, their probability distribution cannot agree with the usual one. An exceptional theory that does work in a time-travel space-time is Schrödinger's many-worlds theory [1] ; there the time evolution of the wave function is given by the appropriate Schrödinger equation, which we assumed has consistent solutions, and the primitive ontology is a functional of the wave function, and hence is automatically consistent if the wave function is.
