ABSTRACT
INTRODUCTION
The coupling of liquid chromatography/multivariate detection with second-order chemometric calibration has proved to be a powerful analytical tool, allowing the successful quantification of strongly coeluting compounds, even in the presence of potential interferences. [1] [2] [3] [4] Recently, chemometric processing of liquid chomatography (LC) data with dual diode array and fluorescence detection (DAD and FLD) allowed the validation of efficient and green methods for the analysis of sex hormones, agrochemicals, and plasticsderived endocrine disruptors in challenging matrices. [5] [6] [7] In the latter works, LC-DAD and LC-FLD second-order data were separately analyzed with multivariate curve resolutionalternating least-squares (MCR-ALS). Beyond the peculiar characteristics of each studied system, the general advantages of the dual detection were: 1) selection of the most appropriate type of signal for each analyte, and 2) mathematical resolution of coeluting analytes in the presence of foreign compounds, through second-order calibration. [5] [6] [7] A further development in this field would be to combine the data from the detectors, instead of treating them independently. It is likely that the information content will be enhanced by a synergistic effect. Such technique involves the combination of data from different sources or detectors to produce a single model or decision, and is called data fusion. 8 For example, in polymer characterization with size exclusion chromatography it is common to sequentially couple several detectors in order to obtain information of complex polymer samples in real time. 9, 10 Peré-Trepat and Tauler combined data from a DAD and a mass spectrometry detector, concluding that data fusion from both techniques improved the information available from the individual detectors. 11 In the latter case, fusion was performed without the need of synchronizing the matrices in the time direction, because there was a constant time difference between both detectors. In general, however, the lack of constancy of the time lag between the detectors precludes a simple analysis. In the present work this critical problem was overcome, for the first time, through an adequate chromatographic alignment before fusing the data.
LC-DAD and LC-FLD matrices were pre-treated in order to align them in the time axis, using correlation optimized warping (COW), 12 followed by MCR-ALS 13 to process the obtained second-order data. Although the latter algorithm is able to take into account chromatographic peak distortions from sample to sample, making it unnecessary the synchronization of time profiles, in the present case the alignment proceeds between the data provided by two detector for the same sample. This is necessary to preserve the bilinearity of the fused data matrix for a given sample.
The aim of this work was to evaluate the advantages of fusing LC-DAD and LC-FLD second-order data obtained from two experimental systems. The experimental systems (Table   S1 , Supporting Information) were constituted by fluorescent and non-fluorescent endocrine disruptors (EDs) which can be found in the environment, food, and consumer products. They may alter the actions of the endocrine system, resulting in adverse health effects in the live organisms and their progeny. The list of EDs includes a large number of diverse compounds.
14 Among them, we selected agrochemicals, 15 plastics-derived xenoestrogens, 16 and priority polycyclic aromatic hydrocarbons (PAHs), which in addition to their carcinogenic and genotoxic effects have demonstrated to be potent EDs. 17 Advantages and drawbacks of the proposed strategy are discussed, based on a comparison with the results obtained from individual LC-DAD or LC-FLD matrices. The comparison will be carried out through the estimation of analytical figures of merit such as analytical sensitivity, selectivity and limit of detection, and a recovery statistical indicator such as the relative error of prediction for a set of validation samples. Finally, the feasibility of the fusion strategy towards real water matrices containing foreign compounds is demonstrated.
EXPERIMENTAL SECTION
Reagents and Solutions. All reagents were of high-purity grade and used as received. Since each emission data point is measured in 28 ms, the total time required for collecting an emission spectrum was about 0.4 s in both systems. This latter value is significantly smaller than the width at half height of a typical chromatographic band (ca. 5 s).
This means that the concentration change between successive data points is neglegible, and that the LC-FLD matrices are fairly bilinear.
Calibration and validation samples. Concentrations of the calibration solutions for systems I and II are shown in Table S2 (Supporting Information). Sixteen samples of the calibration set of system I had concentrations provided by a fractional factorial design, and the remaining two samples were a blank, and a solution containing the nine studied analytes at the average concentration. For system II, a calibration set of ten samples was prepared: eight samples of the set had concentrations provided by a fractional factorial design, the ninth one contained only two of the studied analytes at average concentrations, and the last one contained only the remaining three analytes, also at average concentrations. It should be noticed that fractional factorial designs provide analyte concentrations with minimal correlation, a condition which is necessary for succesful decomposition using MCR-ALS. For each system, a validation set of 10 randomized samples was prepared in the corresponding calibration ranges. Data were saved in ASCII format, and transferred to a PC Sempron AMD microcomputer for subsequent computations.
Real water samples. Because the investigated water samples (underground, tap and river waters) did not contain the analytes of system II at levels higher than the attained detection limits, a recovery study was performed by spiking them with standard solutions of DMP, CBL, BPA, NAP, and NOR, obtaining concentration levels within their linear ranges.
Underground water was obtained from Funes City (Santa Fe, Argentina), and the Paraná River water sample was collected near Rosario City (Santa Fe, Argentina). Aliquots of standard methanol solutions of the analytes were added to 5.00 mL flasks. The solvent was evaporated by using a nitrogen stream, and the sample was reconstituted, first with 3.00 mL of the corresponding real water matrix, and then acetotrinile to the mark, to achieve the mobile phase composition. The samples were then filtered twice through 45 µm pore size nylon membranes, and subjected to the same chromatographic analysis as the validation samples.
Data pretreatment. Both LC-DAD and LC-FLD matrices were collected for each sample in a single run. The number of rows in these matrices was equal to the number of elution times, while the number of columns was equal to the number of recorded absorbance or fluorescence emission wavelengths. Before the fusion of the data matrices, a pretreatment was applied. The latter consisted in a series of steps to overcome the following problems: (1) baseline distorsions, (2) different number of DAD and FLD time channels, and (3) shifts and distorsions in chromatographic profiles between both detectors. Regarding issue (1), it is important to remark that baseline distorsions could be more complex when gradient elution is applied. However, as was previously demostrated, this fact does not represent serious problems for MCR-ALS. 7 The pretreatment is summarized in Figure 1 . We now briefly describe these steps.
1) After loading the LC-DAD and LC-FLD matrices for a sample, baseline correction was applied using asymmetric least-squares. 18 2) LC-DAD and LC-FLD matrices should have the same number of time channels before fusion. Since the sampling frequency is larger for the DAD than for FLD, times points were added to each column of the LC-FLD matrix by linear interpolation, using the MATLAB function 'interp1'.
3) For time alignment, two vectors (y DAD and y FLD ) were first constructed by digitally adding the columns corresponding to the absorbance or fluorescence maxima for all analytes.
This produced two virtual chromatograms, containing a number of peaks equal to the total number of analytes (except for the non-fluorescent analytes in the LC-FLD matrix), which is necessary for alignment purposes. A first approximation to the time shift correction between LC-DAD and LC-FLD was performed by digitally moving the latter with respect to the former a number of sensors, based on a comparison of the two vectors mentioned above. This can be done either visually or automatically using a software for peak detection. A new y FLD vector is computed as described above for the shifted LC-FLD matrix.
4) Further alignment is needed owing to presence of non-uniform time shifts along the time mode. This was achieved using one-dimensional correlation optimized warping (1D-COW). 12 Input parameters are segment (width of the narrowest peak) and slack (in the interval 1 to 4), and warping paramenters are estimated using y DAD as reference and the recalculated y FLD as target, using the MATLAB function 'cow'. If the alignment is not completely satisfactory, the segment and slack are slightly modified.
5) Every column of the interpolated LC-FLD matrix is warped using the optimized COW parameters in the MATLAB function 'cow_apply'.
6) If necessary, the final LC-FLD matrix is multiplied by a scaling factor, in such a way that the maximum intensity of the latter matrix is equal to the maximum intensity of the LC-DAD matrix. following constrains were imposed during ALS fit: non-negativity in both spectral and temporal modes, unimodality in the temporal mode, correspondence between components and samples, 13 and a recently developed restriction called "area correlation constraint". 19 The selected ALS convergence criterion was 0.01% (relative change in fit for successive iterations), which was achieved in less than 50 iterations. After convergence of the ALS phase, analytes were identified by their spectral profiles and MCR-ALS scores were employed for their quantification. For comparison, LC-DAD and LC-FLD data belonging to the two studied systems were separately processed by MCR-ALS following the same procedure and applying the restrictions indicated above.
Chemometric algorithm and software. A brief theoretical description of MCR-ALS
is given in the Supporting Information. The routines employed are written in MATLAB 7.0.
(Mathworks, MA, USA). MCR-ALS was implemented using the graphical interface of the MVC2 toolbox, 20 freely available on the Internet. 21 COW was applied using the MATLAB codes freely provided in the Internet.
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RESULTS AND DISCUSSION
General considerations. Chromatographic conditions for both evaluated systems
were set to achieve suitable results under isocratic regimes and involving the shortest possible overall run time. LC-DAD and LC-FLD matrices for calibration and validation samples of the studied systems were first recorded, and predictions were then obtained from each detector separately (DAD only if the analyte was non-fluorescent). Subsequently, individual matrices were pretreated in order to properly fuse them.
MCR-ALS was the algorithm of choice for processing all matrix data, because of the lack of repeatability in the elution time profiles between successive runs, i.e., from sample to sample. 13, 23 Selection of the number of MCR-ALS components and the applied restrictions in the studied systems are indicated in the experimental section.
System I. This system is constituted by two xenoestrogens (DBP and NP) and seven
PAHs. Figure 2 shows typical DAD and FLD chromatograms for a calibration sample, the corresponding DAD and FLD spectra, and the contour plots of LC-DAD and LC-FLD data.
The low resolution of the DAD and FLD chromatographic bands and the large degree of overlap in both spectral modes can be appreciated. Table S2 ) of system I (A), normalized absorption and fluorescence emission spectra for the assayed analytes (B), and the corresponding two-dimensional contour plots (C). For FLD, excitation and emission wavelengths were 222 and 410 nm, respectively. DBP (1, green), FLT (2, violet), PYR (3, dark yellow), BaA (4, orange), NP (5, dark blue), BbF (6, burgundy), BaP (7, pink), DBA (8, dark cyan) and BghiP (9, gray).
DBP (non-fluorescent) and NP (weakly fluorescent) were only quantified through their UV signals, but PAHs were determined using both types of detectors because they display intense absorbance and fluorescence signals. b NP was not determined by FLD due to lack of selectivity (see text).
c The LOD values estimated for these analytes were unreasonably large (see text).
In conclusion, in system I and under the employed working conditions, dual detection may not bring additional advantages to the analysis. However, the potential improvement of data fusion remains to be analyzed. As an example, Figure S1A (Supporting Information) illustrates the procedure followed for the alignment and fusion of experimental DAD and FLD chromatograms of system I. Tables S3 and S4 shows the MCR-ALS fitting parameters and the predicted concentration values, respectively. MCR-ALS was able to retrieve satisfactory DAD and FLD spectral profiles from the fused matrices (Figure 3) . Table S4 ) (A) and II (sample S3 in Table S5 ) (B). In (A): DBP (green), FLT (violet), PYR (dark yellow), BaA (orange), NP (dark blue), BbF (burgundy), BaP (pink), DBA (dark cyan), BghiP (gray), and blank (black dotted-line). In (B) DMP (violet), CBL (orange), BPA (gray), NAP (dark cyan), NOR (pink), and blank (black dotted-line). The dotted vertical lines in the time profiles separate, from left to right, the studied validation sample and the successive calibration samples (In (A) only 10 of the 18 calibration samples were included in the plot).
The figures of merit for the fused data (Table 1) Table S3 . Table S5 displays the corresponding concentration predictions.
All five analytes were quantified through individual LC-DAD data, and CBL and NAP were also determined by the analysis of their LC-FLD matrices. Although BPA is fluorescent, its recoveries from the FLD data were very poor (the results were not included in Table S5 ). Table S2 ) of system II (A), normalized absorption and fluorescence emission spectra for the assayed analytes (B), and the corresponding two-dimensional contour plots (C). Emission wavelengths for the FLD detection were 312 nm (dotted line) and 425 nm (solid line), and the excitation wavelength was 225 nm. DMP (1, violet), CBL (2, orange), BPA (3, gray), NAP (4, dark cyan) and NOR (5, pink) .
From the analysis of the MCR-ALS statistical results for the individual and combined detection modes (Table 2) , the general conclusion is that the fusion improves the analytical sensitivity, selectivity and LODs for the five analytes, with ranges of 0.6-35 ng -1 mL, 0.4-0.9, and 0.9-6.3 ng mL -1 , respectively. Adequate REPs, in the range 4-7%, are also obtained with the fusion. Specifically, it is noteworthy that data fusion is critical for the analytes DMP and BPA. The absorbance spectra of both analytes are very similar ( Figure 5B ), producing degeneracy in the LC-DAD resolution and, therefore, poor statistical values (see Table 2 ).
Besides, the fluorescence detection for BPA is also unsuccessful because this analyte partially coelutes with the highly fluorescent CBL ( Figure 5A ). Data fusion can overcome the serious problem of selectivity in both cases. The analytical sensitivity increases six-fold and five-fold for DMP and BPA, respectively, and selectivity increases four-fold in both cases. LOD conveniently decreases from 28 (LC-DAD) to 6.3 ng mL -1 (fused data) for DMP, and from 25
(LC-DAD) to 3.9 ng mL -1 (fused data) for BPA. Real water samples. In view of the above results, system II was selected to probe the fusion procedure in real water samples through a recovery study. As expected, due the presence of foreign species in the real matrices, either one or two additional MCR-ALS components were required during the chemometric processing. The explained variance after convergence of the ALS optimization was always higher than 99%. The significant differences in the size of ellipses when the statistical EJCR test is applied to individual LC-DAD and LC-FLD data, and to LC-DAD-FLD fused data ( Figure 6 ) support the gain in precision when fusion is applied. The obtained results also suggest that the presence of foreign compounds which are present in the studied matrices does not produce a significant interference in our analysis.
CONCLUSIONS
The presently proposed fusion approach provides a useful and reliable way of improving the analytical quality of the results in second-order chromatographic analysis. The benefit of fusion is highlighted both in validation and in real matrices when analytes cannot be quantitatively estimated from individual detectors, and in cases of low selectivity. It is noteworthy that this resource continues to add advantages to those already achieved with the coupling of dual chromatographic detection to chemometric analysis.
