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Asymptotic Theory of Bayes Factor for Nonparametric
Model and Variable Selection in the Gaussian Process
Framework
Minerva Mukhopadhyay and Sourabh Bhattacharya ∗
Abstract
Bayesian variable selection is a quite popular area of research, but most of its devel-
opment has been made in the parametric setup, in particular, in the linear model setup.
However, in most practical situations linear models fail to be useful in explaining the
relation between a set of independent variables and a dependent variable. Our specific
interest is in the analysis of data sets with predictors that have a priori unknown form,
with possibly nonlinear associations with the response. In a couple of papers the authors
have proposed nonparametric methods and as a criterion of optimality considered the
posterior consistency of the regression function in the sense that the posterior probability
of the regression function falling outside of a neighborhood of the true regression function
is negligible. But it is well known that posterior consistency of the regression function
does not necessarily imply variable selection consistency.
In this paper we consider the Bayes factor approach to general model and variable
selection under a nonparametric, Gaussian process framework. Specifically, we establish
that under reasonable conditions, the Bayes factor consistently selects the correct model
with exponentially fast convergence rate. If the true model does not belong to the postu-
lated model space, then the Bayes factor asymptotically selects the best possible model
in the model space with exponentially fast convergence rate.
We derive several theoretical applications of the proposed method to various setups
like the simple linear regression, reproducing kernel Hilbert space (RKHS) models, au-
toregressive (AR) models, and combinations of such models.
1 Introduction
Let, for i = 1, . . . , n, yi and xi denote the i-th response variable and the associated vector
of covariates. We assume that the covariate x consists of p (> 1) components, and that it is
required to select a subset of the p components that best explains the response variable y.
Let s denote any subset of the indices S = {1, 2, . . . , p}. We denote by xs the co-ordinates
of x associated with s. To relate xs to y we consider the following nonparametric regression
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setup:
y = f(xs) + ǫ, (1)
where ǫ ∼ N(0, σ2ǫ ) is the random error and the function f(·) is considered unknown. We
assume that f : X 7→ IR, where X = ∪pℓ=1IRℓ.
By assuming this framework we include the possibility that f can be a one-dimensional,
two-dimensional and so on a p-dimensional function. We further assume that there exists a
set of regressors x0 which truly influences the dependent variable y, and therefore function
f(x0) is the true function. Our problem is to identify x0, i.e., the set of truly active regressors.
Note that we have not consider any specific form of the function. Irrespective of the form of
the function, we are only interested in identifying the active regressors.
2 Notations and concepts
By a model, here we mean a particular subset s ∈ S. Our aim to find the true model among
all possible 2|S| = 2p candidate models.
For any xs ∈ IR|s| where |s| is the number of components in s, we represent f using basis
functions as follows:
f(xs) =
∞∑
j=1
ajKj(xs). (2)
We assume that Kj(xs), henceforth abbreviated as Kj,s, denotes the j-th basis function span-
ning the relevant Hilbert space H equipped with some appropriate inner product 〈·, ·〉. Kj,s
can be expressed as the product of |s| individual basis functions as
Kj,s =
∏
ℓ∈s
Kjℓ(xℓ,s).
Here Kjℓ(xℓ,s), henceforth Kjℓ, stands for the j-th basis function for the ℓ-th component xℓ,s
of the vector xs. We make the following assumption regarding Kj,s:
(A1) For j = 1, 2, . . ., ‖Kj,S‖ is uniformly bounded.
Note that assumption (A1) implies that ‖Kj,s‖ are uniformly bounded for all s ⊆ S.
Using assumption (A1), we have
‖f‖ .
∞∑
j=1
|aj |, (3)
where “ . ” stands for “ ≤ ” up to some positive multiplicative constant.
To ensure that ‖f‖ < ∞ almost surely we need to choose the prior on aj carefully. In
this regard we assume the following:
(A2) aj ∼ N
(
mj , σ
2
j
)
, where mj ’s and σj ’s satisfy
∞∑
j=1
|mj| <∞; (4)
∞∑
j=1
σj <∞. (5)
The above two convergence assumptions ensure, by virtue of simple application of Kol-
mogorov’s three series theorem characterizing series convergence (see Chow and Teicher (1988)),
that
∞∑
j=1
|aj | <∞, almost surely. (6)
The proof of (6) is provided in Appendix A. Now (6) guarantees that ‖f‖ <∞ almost surely,
via (3). Therefore, f almost surely belongs to the Hilbert space spanned by the basis functions.
Hence, the prior on f(·) is a Gaussian process with mean
µ(·) =
∞∑
j=1
mj
∏
ℓ∈s
Kjℓ(·). (7)
The covariance between f(xs1) and f(xs2) is given by
Cov (f(xs1), f(xs2)) =
∞∑
j=1
σ2j
∏
ℓ1∈s1
Kjℓ1(xℓ1,s1)
∏
ℓ2∈s2
Kjℓ2(xℓ2,s2). (8)
By assumption (A1) that Kj,S is uniformly bounded, it is guaranteed using (4) and (5) that
both (7) and (8) are well-defined.
Now, for the dataset (yi,xi,s); i = 1, . . . , n, where xi,s denotes the available i-th covariate
vector associated with the indices s, (7) and (8) yield the n-component mean vector and the
n× n-dimensional covariance matrix, given by
µn,s = (µ(x1,s), . . . , µ(xn,s))
T
; (9)
Σn,s = ((Cov (f(xi,s), f(xj,s))) ; i = 1, . . . , n; j = 1, . . . , n. (10)
The marginal distribution of yn = (y1, . . . , yn)
T is then the n-variate normal, given by
yn ∼ Nn
(
µn,s, σ
2
ǫ In +Σn,s
)
, (11)
where In is the identity matrix of order n. We denote this marginal model by Ms.
The true model: We assume that there exists exactly one particular subset of S which is
actually associated with the data generating process of y. We term this subset as the true
subset. The evaluation procedure of the proposed set of model selection basically rests on
its ability to identify this true subset, irrespective of the form of the function f . In a sense
that once such a set is identified, considerable amount of time and money could be saved by
discarding the other regressors in future research, and this does not depend on the functional
form of relation between the response and the regressors.
Let us denote the true subset of covariate indices by s0, and the true set of uniformly
bounded basis functions by {
Kj,s0 =
∏
ℓ∈s0
Kjℓ; j = 1, 2, . . .
}
.
To distinguish the true model from the rest we add a index t to the coefficients of the true
model. The true function ft(·) is then given by
ft(xs0) =
∞∑
j=1
atj
∏
ℓ∈s0
Kjℓ(xℓ,s0), (12)
where atj ∼ N
(
mtj , σ
2t
j
)
, with
∑∞
j=1 |mtj | <∞ and
∑∞
j=1 σ
t
j <∞. We denote the mean vector
and the covariance matrix of the Gaussian process prior associated with (12) by µtn,s0 and
Σtn,s0 , respectively. We denote the corresponding marginal distribution of yn as Mts0 .
The Bayes factor of any model s to the true model s0 associated with the data (yn, X)
given uniform prior distribution on the model space is given by
BFn
s,s0 =
Ms(yn)
Mt
s0
(yn)
=
∣∣σ2ǫ In +Σn,s∣∣− 12 exp{− 12 (yn − µn,s)T (σ2ǫ In +Σn,s)−1 (yn − µn,s)}∣∣σ2ǫ In +Σtn,s0∣∣− 12 exp{− 12 (yn − µtn,s0)T (σ2ǫ In +Σtn,s0)−1 (yn − µtn,s0)} . (13)
Consider the following lemma stating the expressions for the expectation and variance of
logarithm of BFns,s0 . The proof is in the supplementary file.
Lemma 1. Under the given setup, the expectation and variance of the Bayes factor of any
subset of regressors s and the true subset s0 under the true subset is given as follows:
Es0
[
logBFn
s,s0
]
= − 12 log
∣∣σ2ǫ In +Σn,s∣∣+ 12 log ∣∣σ2ǫ In + Σtn,s0∣∣− 12 tr [(Σtn,s0 − Σtn,s)(
σ2ǫ In +Σn,s
)−1]− 12 (µn,s − µtn,s0)T (σ2ǫ In +Σn,s)−1 (µn,s − µtn,s0) .(14)
V ars0
[
logBFns,s0
]
=
1
2
tr
[{
In −
(
σ2ǫ In +Σn,s
)−1 (
σ2ǫ In +Σ
t
n,s0
)}2]
+Covs0
[
(yn − µtn,s0)T
{(
σ2ǫ In +Σ
t
n,s0
)−1 − (σ2ǫ In +Σn,s)−1} (yn − µtn,s0),
(µn,s − µtn,s0)T
(
σ2ǫ In +Σn,s
)−1
(yn − µtn,s0)
]
+ (µn,s − µtn,s0)T(
σ2ǫ In +Σn,s
)−1 (
σ2ǫ In +Σ
t
n,s0
) (
σ2ǫ In +Σn,s
)−1
(µn,s − µn,s0)
(15)
For any square matrix A, let λj (A) denote its j-th eigenvalue, i.e., λ1(A) ≤ λ2(A) ≤ . . ..
For our purpose, let the eigenvalues be arranged in the decreasing order.
3 Weak consistency / probability convergence
In this section we modify the assumptions as follows:
(A3) Let ∆n,s
def
= (µn,s − µtn,s0)T
(
σ2ǫ In +Σn,s
)−1
(µn,s − µtn,s0). We assume that for all
s ∈ S, as n→∞,
1
n
∆n,s → ξs,
where ξs > 0.
To proceed, recall that σ2ǫ In +Σ
t
n,s0 = Bs0B
T
s0
, where Bs0 denotes the appropriate lower
triangular matrix associated with the Cholesky factorization, and yn − µtn,s0 = Bs0zn, with
zn ∼ Nn (0, In). Then(
yn − µtn,s0
)T (
σ2ǫ In +Σ
t
n,s0
)−1 (
yn − µtn,s0
)
= zTnzn.
It also follows that,
(
yn − µtn,s0
)T (
σ2ǫ In +Σn,s
)−1 (
yn − µtn,s0
)
= zTnB
T
s0
(
σ2ǫ In +Σn,s
)−1
Bs0zn. (16)
Let An,s = B
T
s0
(
σ2ǫ In +Σn,s
)−1
Bs0 , and let us make the following additional assumptions
(A4) lim
n→∞
tr(An,s)
n = ζs, where ζs ≥ 1.
(A5)
λ1(An,s) = O(1), as n→∞; (17)
λ1
[(
σ2ǫ In +Σn,s
)−1 (
σ2ǫ In +Σ
t
n,s0
) (
σ2ǫ In +Σn,s
)−1]
= O(1), as n→∞. (18)
(A6)
σ2ǫ+λi(Σ
t
n,s0
)
σ2ǫ+λi(Σn,s)
→ cs as i→∞, where 0 < cs ≤ 1.
Theorem 1. Assume (A3) – (A6). Then
lim
n→∞
Es0
(
1
n
logBFn
s,s0
)
= −δs, (19)
where δs =
1
2
(
log c−1
s
+ ζs + ξs − 1
)
> 0.
Proof. From (13) we find that the expectation of logarithm of the Bayes factor is given by
1
n
Es0
[
log
(
BFns,s0
)]
=
1
2n
log
∣∣σ2ǫ In +Σtn,s0 ∣∣
|σ2ǫ In +Σn,s|
− 1
2n
Es0
[(
yn − µn,s
)T (
σ2ǫ In +Σn,s
)−1 (
yn − µn,s
)]
+
1
2n
Es0
[(
yn − µtn,s0
)T (
σ2ǫ In +Σ
t
n,s0
)−1 (
yn − µtn,s0
)]
. (20)
To evaluate the first part in the above equation, note that
1
2n
log
∣∣σ2ǫ In +Σtn,s0∣∣
|σ2ǫ In +Σn,s|
=
1
2n
log
n∏
i=1
σ2ǫ + λi
(
Σtn,s0
)
σ2ǫ + λi (Σn,s)
=
1
2n
n∑
i=1
log
[
σ2ǫ + λi
(
Σtn,s0
)
σ2ǫ + λi (Σn,s)
]
→ 1
2
log cs, as n→∞ [due to (A6)]. (21)
Note that 12 log cs < 0, due to (A5).
For the second term of (20) we obtain
1
2n
Es0
[(
yn − µn,s
)T (
σ2ǫ In +Σn,s
)−1 (
yn − µn,s
)]
=
1
2n
tr
[(
σ2ǫ In +Σn,s
)−1 (
σ2ǫ In +Σ
t
n,s0
)]
+
1
2n
tr
[(
σ2ǫ In +Σn,s
)−1 (
µn,s − µtn,s0
) (
µn,s − µtn,s0
)T ]
=
1
2n
tr(An,s) +
1
2n
(
µn,s − µn,s0
)T (
σ2ǫ In +Σn,s
)−1 (
µn,s − µtn,s0
)
→ ζs
2
+
ξs
2
, as n→∞ [due to (A3) and (A4)]. (22)
The last term of (20) is given by
1
2n
Es0
[(
yn − µn,s0
)T (
σ2ǫ In +Σn,s0
)−1 (
yn − µn,s0
)]
=
1
2
, (23)
so that combining (21), (22) and (23) yields
1
n
Es0
[
log
(
BFns,s0
)]→ −δs, as n→∞. (24)
The result (19) follows from (24).
Our next theorem shows that Es0
[
1
n log
(
BFn
s,s0
)
+ δs
]2 → 0, as n→∞.
Theorem 2. Under assumptions (A1) – (A6),
Es0
[
1
n
log
(
BFns,s0
)
+ δs
]2
→ 0, (25)
as n→∞.
Instead of proving Theorem 2 we shall prove a stronger version of the theorem in Section
4 in the context of almost sure convergence.
Combining Theorems 1 and 2 and applying Chebychev’s inequality, we obtain the follow-
ing theorem:
Theorem 3. Under assumptions (A1) – (A6),
1
n
log
(
BFn
s,s0
) P−→ −δs. (26)
4 Almost sure convergence
Now, let us replace assumption (A3) with the slightly stronger assumption
(A3′) 1n∆n,s = ξs +O
(
nq−1
)
, for q < 34 .
Theorem 4. Assume (A1), (A2), (A3′), (A4), (A5) and (A6). Then
∞∑
n=1
Es0
[
1
n
log
(
BFns,s0
)
+ δs
]4
<∞. (27)
Proof. For convenience, we shall work with
Es0
[
1
n
(
log
(
BFn
s,s0
)− E˜n) + 1
n
E˜n + δs
]4
,
where E˜n = Es0
[
log
(
BFns,s0
)]
. Observe that
Es0
[
1
n
(
log
(
BFn
s,s0
)− E˜n)+ 1
n
E˜n + δs
]4
≤ 8
{
n−4Es0
[
log
(
BFn
s,s0
)− E˜n]4 +
[
1
n
E˜n + δs
]4}
.
(28)
Now note that
Es0
[
log
(
BFn
s,s0
)− E˜n]4
= Es0
[
−1
2
{
zTnAn,szn − Es0
(
zTnAn,szn
)}
+
(
yn − µtn,s0
)T (
σ2ǫ In +Σn,s
)−1 (
µn,s − µtn,s0
)
+
1
2
{(
yn − µtn,s0
)T (
σ2ǫ In +Σ
t
n,s0
)−1 (
yn − µtn,s0
)− n}]4
≤ Es0
[
1
2
∣∣zTnAn,szn − Es0 (zTnAn,szn)∣∣+ ∣∣∣(yn − µtn,s0)T (σ2ǫ In +Σn,s)−1 (µn,s − µtn,s0)∣∣∣
+
1
2
∣∣∣(yn − µtn,s0)T (σ2ǫ In +Σtn,s0)−1 (yn − µtn,s0)− n∣∣∣
]4
≤ C
[
Es0
{
zTnAn,szn − Es0
(
zTnAn,szn
)}4
+ Es0
{(
yn − µtn,s0
)T (
σ2ǫ In +Σn,s
)−1 (
µn,s − µtn,s0
)}4
+Es0
{(
yn − µtn,s0
)T (
σ2ǫ In +Σ
t
n,s0
)−1 (
yn − µtn,s0
)− n}4] , (29)
where C is a positive constant. The above result follows by repeated application of the
inequality (a+ b)p ≤ 2p−1(ap + bp), for non-negative a, b, where p ≥ 1.
Let us first obtain the asymptotic order of Es0
{
zTnAn,szn − Es0
(
zTnAn,szn
)}4
. Note
that
Es0
{
zTnAn,szn − Es0
(
zTnAn,szn
)}4
= Es0
(
zTnAn,szn
)4 − 4Es0 (zTnAn,szn)3Es0 (zTnAn,szn)+ 6Es0 (zTnAn,szn)2 {Es0 (zTnAn,szn)}2
− 4Es0
(
zTnAn,szn
) {
Es0
(
zTnAn,szn
)}3
+
{
Es0
(
zTnAn,szn
)}4
. (30)
The following results (see, for example, Magnus (1978), Kendall and Stuart (1947)) will be
useful for our purpose.
Es0
(
zTnAn,szn
)
= tr (An,s) ; (31)
Es0
(
zTnAn,szn
)2
= [tr (An,s)]
2
+ 2tr
(
A2n
)
; (32)
Es0
(
zTnAn,szn
)3
= [tr (An,s)]
3
+ 6tr (An,s) tr
(
A2n
)
+ 8tr
(
A3n
)
; (33)
Es0
(
zTnAn,szn
)4
= [tr (An,s)]
4
+ 32tr (An,s) tr
(
A3n
)
+ 12
[
tr
(
A2n
)]2
+ 12 [tr (An,s)]
2 tr
(
A2n
)
+ 48tr
(
A4n
)
. (34)
Substituting (31), (32), (33) and (34) in (30) we obtain
Es0
{
zTnAn,szn − Es0
(
zTnAn,szn
)}4
= 12
[
tr
(
A2n
)]2
+ 48tr
(
A4n
)
. (35)
Since Akn is positive definite for any k ≥ 1, it follows from Lemma 2 of the Appendix that
for any k ≥ 2,
tr
(
Akn
) ≤ λ1(An,s)tr (Ak−1n ) ≤ (λ1(An,s))2 tr (Ak−2n ) ≤ · · · ≤ (λ1(An,s))k−1 tr (An,s) . (36)
Now, λ1(An,s) = O(1), as n → ∞ by (A5) (17). Hence, it follows using (36) and(A4), that
for k ≥ 2,
tr
(
Akn
)
= O (n) . (37)
Substituting (37) in (35) we see that
Es0
{
zTnAn,szn − Es0
(
zTnAn,szn
)}4
= 12
[
tr
(
A2n
)]2
+ 48tr
(
A4n
)
= O
(
n2
)
. (38)
Let us now obtain the asymptotic order of Es0
{(
yn − µtn,s0
)T (
σ2ǫ In +Σn,s
)−1 (
µn,s − µtn,s0
)}4
.
Note that
(
yn − µtn,s0
)T (
σ2ǫ In +Σn,s
)−1 (
µn,s − µtn,s0
)
is univariate normal with mean zero
and variance
σˆ2n =
(
µn,s − µtn,s0
)T (
σ2ǫ In +Σn,s
)−1 (
σ2ǫ In +Σ
t
n,s0
) (
σ2ǫ In +Σn,s
)−1 (
µn,s − µtn,s0
)
.
Now (A5) holds if and only if there exists u > 0 such that uIn−
(
σ2ǫ In +Σn,s
)−1 (
σ2ǫ In + Σ
t
n,s0
) (
σ2ǫ In +Σn,s
)−1
is non-negative definite, for large enough n. Hence, further using (A1) and (A2) to see that
µn,s − µtn,s0 is uniformly bounded for all n ≥ 1, we obtain σˆ2n = O(n). Hence it follows that
Es0
{(
yn − µtn,s0
)T (
σ2ǫ In +Σn,s
)−1 (
µn,s − µtn,s0
)}4
= 3σˆ4n = O
(
n2
)
. (39)
Finally, we deal with Es0
{(
yn − µtn,s0
)T (
σ2ǫ In +Σ
t
n,s0
)−1 (
yn − µtn,s0
)− n}4 which is
the same as Es0
(
zTnzn − n
)4
. Since Es0
(
zTnzn − n
)4
= Es0
[∑n
i=1
(
z2i − 1
)]4
, where, for
i = 1, . . . , n, z2i
iid∼ χ21, by Lemma B of Serfling (1980) (page 68), it follows that
Es0
(
zTnzn − n
)4
= O
(
n2
)
. (40)
Substituting (38), (39) and (40) in (29) we obtain
Es0
[
log
(
BFns,s0
)− E˜n]4 = O (n2) . (41)
From (24) in the context of the proof of Theorem 1 it follows that(
1
n
E˜n + δs
)4
= O
(
n4(q−1)
)
, as n→∞. (42)
Now it easily follows by substituting (41) and (42) in (28) that
Es0
[
1
n
log
(
BFns,s0
)
+ δs
]4
= O
(
n−2∨(4(q−1))
)
. (43)
Since q < 34 , it is clear that (27) holds.
Now Chebychev’s inequality, in conjunction with Theorem 4 shows, guarantees that for
any η > 0,
∞∑
n=1
Ps0
(∣∣∣∣ 1n log (BFns,s0)+ δs
∣∣∣∣ > η
)
<∞,
which proves almost sure convergence of n−1 log
(
BFn
s,s0
)
to −δs, as n→∞. We present this
result in the form of the following theorem:
Theorem 5. Under assumptions (A1), (A2), (A3′), (A4), (A5) and (A6),
1
n
log
(
BFn
s,s0
) a.s.−→ −δs. (44)
5 Illustration 1: Linear regression
For illustration of our Bayes factor theory let us first consider the case of linear regres-
sion. That is, for i = 1, . . . , n, we let yi = β
′
sxi,s + ǫi, where ǫi
iid∼ N (0, σ2ǫ ). Let βs ∼
N
(
β0,s, gnσ
2
β (X
′
sXs)
−1
)
. This is the well known Zellner’s g prior. Here we assume S =
{1, 2, . . . , p}, for some p > 1, and s0 (⊆ S) is the set of indices of the true set of covariates.
We assume that the space of covariates is compact. This assumption is sufficient to ensure
our requisite uniform boundedness, so that (A1) and (A2) are not explicitly needed. Further,
let the set of covariates {xj : j ∈ S} be non-zero.
For i = 1, . . . , n, the mean of β′
s
xi,s is given by
µ (xi,s) = β
′
0,sxi,s,
and the covariance between βTs xi,s and β
T
s xj,s is given by
Cov
(
β
′
sxi,s,β
′
sxj,s
)
= σ2βgnx
′
i,s (X
′
sXs)
−1
xj,s.
We first check assumption (A4). For our purpose, let Pn,s be the projection matrix on
the space of Xs. Recall the fact that the eigenvalues of projection matrices can only be zero
or one. Also note that the traces of the projection matrices Pn,s0 and Pn,s are |s0| and |s|
respectively. Hence,
tr (An,s) = tr
[(
σ2ǫ In + σ
2
βgnPn,s
)−1 (
σ2ǫ In + σ
2
βgnPn,s0
)]
= tr
[
In + σ
2
βgn
(
σ2ǫ In + σ
2
βgnPn,s
)−1
(Pn,s0 − Pn,s)
]
= n+ σ2βgntr (Bn,s) , where Bn,s =
(
σ2ǫ In + σ
2
βgnPn,s
)−1
(Pn,s0 − Pn,s) . (45)
Now, since Pn,s ≤ In, we have(
σ2ǫ
)−1
In ≥
(
σ2ǫ In + σ
2
βgnPn,s
)−1 ≥ (σ2ǫ + gnσ2β)−1 In.
so that |s0| − |s|
σ2ǫ + gnσ
2
β
≤ tr (Bn,s) ≤ |s0| − |s|
σ2ǫ
. (46)
Substituting (46) in (45) yields
n+ σ2βgn
|s0| − |s|
σ2ǫ + gnσ
2
β
≤ tr (An,s) ≤ n+ σ2βgn
|s0| − |s|
σ2ǫ
.
Hence, if gn = O(1), (A4) is satisfied, with ζs = 1.
It follows from Lemma 3 of the Appendix and the observation that eigenvalues of projec-
tion matrices are either 0 or 1, that
λ1
((
σ2ǫ In +Σn,s
)−1 (
σ2ǫ In +Σ
t
n,s0
)) ≤ σ2ǫ + λ1
(
Σtn,s0
)
σ2ǫ + λn (Σn,s)
≤ σ
2
ǫ + σ
2
βgn
σ2ǫ
= O(1) if gn = O(1),
showing that (A5) (17) holds. Similarly,
λ1
[(
σ2ǫ In +Σn,s
)−1 (
σ2ǫ In +Σ
t
n,s0
) (
σ2ǫ In +Σn,s
)−1] ≤ σ2ǫ + λ1
(
Σtn,s0
)
(σ2ǫ + λn (Σn,s))
2 = O(1) if gn = O(1),
so that (A5) (18) holds as well.
That (A6) is satisfied is clear from the fact that the eigenvalues of the projection matrices
are either zero or 1, and since the eigenvalues are ordered, λ (Pn,s) tends to either 0 or 1, as
i→∞, and assuming those xi,s are chosen such that |s| ≥ |s0|, ensures that 0 < cs ≤ 1.
Finally, let us verify (A3). Consider the Kullback-Leibler divergence between the marginal
density of yn under model Ms and that under model Ms0 . This is proportional to
log |An,s| − n+ tr (An,s) +
(
Xsβ0,s −Xs0β0,s0
)T (
σ2ǫ In + σ
2
βgnPn,s
)−1 (
Xsβ0,s −Xs0β0,s0
)
.
Now observe that by (A6), 1n log |An,s| → log cs, where 0 < cs < 1 if |s| > |s0|. Also, under
our set-up, tr (An,s) = n+O(1).
Therefore, if we require a positive KL distance between the marginal of yn under the
true model Ms0 and any other model Ms in a limiting sense, which is a natural condition for
identifiability of the true model, we require, as n→∞,
1
n
(
Xsβ0,s −Xs0β0,s0
)T (
σ2ǫ In + σ
2
βgnPn,s
)−1 (
Xsβ0,s −Xs0β0,s0
)
> log c−1s +O(n
−1).
Also,
(
σ2ǫ In + σ
2
βgnPn,s
)−1
≤ λ1
[(
σ2ǫ In + σ
2
βgnPn,s
)−1]
In =
1
λn(σ2ǫ In+σ2βgnPn,s)
In ≤ 1σ2ǫ In.
Hence, n−1∆n,s = O(1), as n → ∞. Provided that the limit of n−1∆n,s exists as n → ∞,
then along with the above verifications, it is sufficient for weak consistency of the Bayes factor
in the linear regression setup. We summarize this in the form of the following theorem.
Theorem 6. Consider the variable selection problem in the linear regression model yi =
β′
s
xi,s + ǫi, where for i = 1, . . . , n, ǫi
iid∼ N (0, σ2ǫ ). Let βs ∼ N (β0,s, gnσ2β (X ′sXs)−1), where
gn = O(1), as n → ∞. Assume that S = {1, 2, . . . , p}, for some p > 1, and s0 (⊆ S) is
the set of indices of the true set of covariates. Further assume that the space of covariates is
compact, and let the set of covariates {xj : j ∈ S} be non-zero. Then provided that |s| ≥ |s0|
and n−1∆n,s exists as n→∞, the following holds:
1
n
log
(
BFns,s0
) P−→ −δs = −1
2
(
log c−1s + ξs
)
. (47)
Almost sure convergence holds if n−1∆n,s = ξs +O
(
nq−1
)
, with q < 34 .
6 Illustration 2: Reproducing Kernel Hilbert Space (RKHS)
A self-contained definition of RKHS has been provided in Rasmussen and Williams (2006),
which we reproduce below.
Definition 1 (RKHS). LetH be a Hilbert space of real functions f defined on an index set X .
Then H is called an RKHS endowed with an inner product 〈·, ·〉H (and norm ‖f‖H = 〈f, f〉H)
if there exists a function K : X× X 7→ R with the following properties:
(a) for every x, K(·,x) ∈ H, and
(b) K has the reproducing property 〈f(·),K(·,x)〉H = f(x).
Observe that since K(·,x),K(·,x′) ∈ H, it follows that 〈K(·,x),K(·,x′)〉H = K(x,x′).
The Moore-Aronszajn theorem (Aronszajn (1950)) asserts that the RKHS uniquely determines
K, and vice versa. Formally,
Theorem 7. Let X be an index set. Then for every positive definite function K(·, ·) on X×X
there exists a unique RKHS, and vice versa.
Here, by positive definite function K(·, ·) on X× X, we mean∫
K(x,x′)g(x)g(x′)dν(x)dν(x′) > 0
6.1 Eigenvalues and eigenfunctions of kernels
for all non-zero functions g ∈ L2 (X, ν), where L2 (X, ν) denotes the space of functions square-
integrable on X with respect to the measure ν.
Indeed, the subspace H0 of H spanned by the functions {K(·,xi); i = 1, 2, . . .} is dense
in H in the sense that every function in H is a pointwise limit of a Cauchy sequence from H0.
To apply our main theorem to various nonparametric model selection problems based on
RKHS we require the concepts of eigenvalues and eigenfunctions associated with kernels. In
the following subsection we provide a briefing on these.
6.1 Eigenvalues and eigenfunctions of kernels
We borrow the statements of the following definition of eigenvalue and eigenfunction, and the
subsequent statement of Mercer’s theorem from Rasmussen and Williams (2006).
Definition 2. A function φ(·) that obeys the integral equation∫
X
K(x,x′)φ(x)dν(x) = λφ(x′), (48)
is called an eigenfunction of the kernel K with eigenvalue λ with respect to the measure ν.
As before, we assume that the ordering is chosen such that λ1 ≥ λ2 ≥ · · · . The eigen-
functions are orthogonal with respect to ν and can be chosen to be normalized so that∫
X
φi(x)φj(x)dν(x) = δij , where δij = 1 if i = j and 0 otherwise.
The following well-known theorem (see, for example, Ko¨nig (1986)) expresses the positive
definite kernel K in terms of its eigenvalues and eigenfunctions.
Theorem 8 (Mercer’s theorem). Let (X, ν) be a finite measure space and K ∈ L∞
(
X
2, ν2
)
be a positive definite kernel. By L∞
(
X
2, ν2
)
we mean the set of all measurable functions
K : X2 7→ R which are essentially bounded, that is, bounded up to a set of ν2-measure zero.
For any function K in this set, its essential supremum, given by
inf {C ≥ 0 : |K(x1,x2)| < C, for almost all (x1, x2) ∈ X× X}
serves as the norm ‖K‖. Let φj ∈ L2 (X, ν) be the normalized eigenfunctions of K associated
with the eigenvalues λj(K) > 0. Then
(a) the eigenvalues {λj(K)}∞j=1 are absolutely summable.
(b) K(x,x′) =
∑∞
j=1 λj(K)φj(x)φ¯j(x
′) holds ν2-almost everywhere, where the series con-
verges absolutely and uniformly ν2-almost everywhere. In the above, φ¯j denotes the
complex conjugate of φj .
It is important to note the difference between the eigenvalue λj(K) associated with the
kernel K and λmatj (Σn) where Σn denotes the n × n Gram matrix with (i, j)-th element
K(xi,xj). Observe that (see Rasmussen and Williams (2006)):
λj(K)φj(x
′) =
∫
X
K(x,x′)φj(x)dν(x) ≈ 1
n
n∑
i=1
K(xi,x
′)φj(xi), (49)
6.2 Consistency of Bayes factor for Gaussian basis/smoothness selection
where, for i = 1, . . . , n, and xi are generated from the probability measure ν. Now substituting
x′ = xi; i = 1, . . . , n in (49) yields the following approximate eigen system for the matrix Σn:
Σnuj = λ
mat
j (Σn)uj
where uj is the normalized eigenvector corresponding to the Gram matrix Σn and eigenvalue
λmatj (Σn), and
uij ≈ φj(xi)√
n
.
The
√
n factor arises from the differing normalizations of the eigenvector and eigenfunctions.
Since φj are normalized to have unit norm, it holds that
u′juj =
1
n
n∑
i=1
φ2j (xi) ≈
∫
X
φ2(x)dν(x) = 1. (50)
From (50) it follows that
λmatj (Σn) ≈ nλj(K). (51)
Indeed, Theorem 3.4 of Baker (1977) shows that n−1λmatj (Σn)→ λj(K), as n→∞. Therefore
λmatj (Σn)/n is the obvious estimator of λj(K) for j = i, 2, . . . , n.
6.2 Consistency of Bayes factor for Gaussian basis/smoothness se-
lection
Let us consider the following nonparametric regression:
y = f(x) + ǫ, (52)
where f ∈ H and ǫ ∼ N(0, σ2ǫ ). By the above RKHS theory, we may represent the function
f ∈ H as pointwise limit, as N →∞, of
fN (·) =
N∑
j=1
aj,NK
b
j (·), (53)
where b > 0 denotes some appropriate parameter.
Let us consider the following form of the basis functions: for j = 1, 2, . . .,
Kbj (x) =
(
2b
π
)1/4
exp
{−b(x− cj)2} , (54)
where c ≤ cj ≤ c, and b > 0. It is well-known that the above Gaussian functions are positive
definite. Hence, they qualify as RKHS basis functions.
We assume that for j = 1, . . . , N , aj,N
ind∼ N(mj,N , σ2j,N ). Here we choose mj,N = mj ,
where
∑∞
j=1 |mj | < ∞, and σ2j,N = σ2f (c−c)N for j = 1, 2, . . . , N . We assume that σ2f > 0 is
known.
6.2 Consistency of Bayes factor for Gaussian basis/smoothness selection
It then follows that lim
N→∞
∑N
j=1 aj,N < ∞ almost surely, by Kolmogorov’s three-series
theorem. This, in turn, ensures that {fN}∞N=1 is a Cauchy sequence.
The mean function of fN(·), in the limit, is given by
µb(·) =
∞∑
j=1
mjK
b
j (·). (55)
Note that the covariance between fN(x1) and fN(x2), as N →∞, is given by
lim
c→−∞
lim
c→∞
lim
N→∞
Cov (fN(x1), fN (x2))
= lim
c→−∞
lim
c→∞
lim
N→∞
σ2f
(c− c)
N
N∑
j=1
Kbj (x1)K
b
j (x2)
= σ2f
(
2b
π
)1/2
lim
c→−∞
lim
c→∞
∫ c
c
exp
{−b(x1 − c)2}× exp{−b(x2 − c)2} dc
= σ2f
(
2b
π
)1/2 ∫ ∞
−∞
exp
{−b(x1 − c)2}× exp{−b(x2 − c)2} dc
= σ2f exp
{
− b
2
(x1 − x2)2
}
. (56)
Hence, for sufficiently large c and for sufficiently negative c, f ∼ GP
(
µb(·), σ2f cb(·, ·)
)
, ap-
proximately, where “GP” denotes “Gaussian Process”. Note that σ2f can now be inter-
preted as the process variance and cb(·, ·) is the correlation function given by Cb(x1, x2) =
exp
{− b2 (x1 − x2)2}, for any x1, x2, where b > 0 can be interpreted as the smoothness pa-
rameter. We denote the exact n-dimensional mean vector in this case by µn,b and the exact
n× n-dimensional covariance matrix by Σn,b.
6.2.1 True model
Let us assume that the true model is of the form (52) with the same form of the basis function
representation as (53), with the same form of the basis function as (54), but with smoothness
parameter b0. In other words, for the true model, the j-th basis function is given by
Kb0j (x) =
(
b0
π
)1/4
exp
{−b0(x− cj)2} , (57)
where c ≤ cj ≤ c, as before. We also assume the same Gaussian prior for aj,N as before,
and that mj,N = mj and σ
2
j,N = σ
2
f
(c−c)
N . Here f ∼ GP
(
µb0(·), σ2fCb0(·, ·)
)
, approximately,
for sufficiently large c and for sufficiently negative c. We denote the n-dimensional true mean
vector in this case by µn,b0 and the n× n-dimensional true covariance matrix by Σ˜n,b0 .
6.2.2 Verification of (A1) – (A6)
From (54) and (57) it is clear that (A1) is satisfied for the models associated with smooth-
ness parameters b and b0. Since, by our choice,
∑∞
j=1 |mj | < ∞, (A2) is also satisfied.
6.2 Consistency of Bayes factor for Gaussian basis/smoothness selection
Assuming that the measure ν of Mercer’s theorem corresponds to a Gaussian distribution
with mean 0 and variance σ2, the eigenvalues and eigenfunctions of the positive definite
covariance kernel Kb(x1, x2) = σ
2
f exp
{
− b2 (x1 − x2)
2
}
are given by (see Zhu et al. (1998),
Rasmussen and Williams (2006)):
λj(K
b) =
√
2a˜
A˜
B˜j (58)
φj(x) = σ
2
f exp
{
(c˜− a˜)x2}Hj (√2c˜x) , (59)
where Hj(x) = (−1)j exp
(
x2
)
dj exp
(−x2) /dxj is the j-th order Hermite polynomial, a˜−1 =
4σ2, b˜−1 = 2/b, c˜ =
√
a˜2 + 2a˜b˜, A˜ = a˜+ b˜+ c˜, and B˜ = b˜/A˜. By (51) we have λmatj (Σn,b) ∼
nλj(K
b) = n
√
2a
A B
j , when x1, . . . , xn
iid∼ N(0, σ2). For notational convenience, we shall
denote λmatj by λj , abusing notation. In what follows, we shall make use of the following:
λj (Σn,b) ∼ nλj(Kb) = n
√
2a˜
A˜
B˜j , (60)
when x1, . . . , xn
iid∼ N(0, σ2).
To verify (A4), we require bounds for tr
{(
σ2ǫ In +Σ
t
n,s0
) (
σ2ǫ In +Σn,s
)−1}
. Now note
that for any n ≥ 1, given any sequence {xni : i = 1, . . . , n}, there exist sequences
{
xLni : i = 1, . . . , n
}
and
{
xUni : i = 1, . . . , n
}
, where for each n ≥ 1, xLni iid∼ N(0, σ2); i = 1, . . . , n and xUni iid∼
N(0, σ2); i = 1, . . . , n, such that
tr
{(
σ2ǫ In +Σ
Lt
n,s0
) (
σ2ǫ In +Σ
L
n,s
)−1} ≤ tr{(σ2ǫ In +Σtn,s0) (σ2ǫ In +Σn,s)−1}
≤ tr
{(
σ2ǫ In +Σ
Ut
n,s0
) (
σ2ǫ In + Σ
U
n,s
)−1}
. (61)
where ΣLtn,s0 and Σ
L
n,s are associated with
{
xLni : i = 1, . . . , n
}
and ΣUtn,s0 and Σ
U
n,s are associated
with
{
xUni : i = 1, . . . , n
}
.
Combining (61), the lower bound provided in Wang and Zhang (1992) and the upper
bound presented in Fang et al. (1994) for the trace of products of positive semidefinite Her-
mitian matrices and (60), we obtain
n ∼
n∑
i=1
σ2ǫ + n
√
2a˜0
A˜0
B˜i0
σ2ǫ + n
√
2a˜
A˜
B˜i
=
n∑
i=1
λi
(
σ2ǫ In +Σ
t
n,s0
)
λn−i+1
[(
σ2ǫ In +Σ
L
n,s
)−1]
≤ tr
{(
σ2ǫ In +Σ
Lt
n,s0
) (
σ2ǫ In + Σ
L
n,s
)−1} ≤ tr{(σ2ǫ In +Σtn,s0) (σ2ǫ In +Σn,s)−1}
≤ tr
{(
σ2ǫ In +Σ
Ut
n,s0
) (
σ2ǫ In + Σ
U
n,s
)−1} ≤ λ1 [(σ2ǫ In +ΣUn,s)−1] tr (σ2ǫ In +ΣUtn,s0)
=
nσ2ǫ + n
B˜0(1−B˜
n
0 )
1−B˜0
√
2a˜0
A˜0
σ2ǫ + n
√
2a˜
A˜
B˜n
≤ n
(
1 +
B˜0
σ2ǫ (1− B˜0)
√
2a˜0
A˜0
)
. (62)
6.2 Consistency of Bayes factor for Gaussian basis/smoothness selection
Assuming that lim
n→∞
1
n tr
{(
σ2ǫ In +Σ
t
n,s0
) (
σ2ǫ In +Σn,s
)−1}
exists, it is clear from (62) that
the limit must be at least one. Hence, (A4) holds.
Let us now verify (A5). Let us assume that {xj : j = 1, 2, . . .} are such that for all i ≥ 1,∑
j 6=i exp
{− b02 (xi − xj)2} < M <∞. An example of such a sequence is xi = i for i ≥ 1. By
Gerschgorin’s circle theorem, evey eigenvalue λ of any n × n matrix A with (i, j)-th element
aij satisfies |λ − aii| ≤
∑
j 6=i |aij |, for at least one i ∈ {1, . . . , n} (see, for example, Lange
(2010)). In our case it then follows that the maximum eigenvalue of Σtn.s0 is bounded above,
by M + 1. Then
λ1(An,s) = λ1
[(
σ2ǫ In +Σn,s
)−1 (
σ2ǫ In +Σ
t
n,s0
)] ≤ λ1
(
σ2ǫ In +Σ
t
n,s0
)
λn (σ2ǫ In +Σn,s)
≤ σ
2
ǫ +M + 1
σ2ǫ
= O(1).
Similarly, λ1
[(
σ2ǫ In +Σn,s
)−1 (
σ2ǫ In +Σ
t
n,s0
) (
σ2ǫ In +Σn,s
)−1]
= O(1). Hence, (A5) holds.
Let us now verify (A6). First note that for each n ≥ 1 there exist sequences
{
xU1ni : i = 1, . . . , n
}
iid∼
N(0, σ2) and
{
xU2ni : i = 1, . . . , n
}
iid∼ N(0, σ2) such that 0 ≤ λn
(
Σtn,s0
) ≤ λn (ΣU1n,s0) ∼
n
√
2a˜0
A˜0
B˜n0 , as n → ∞, and 0 ≤ λn (Σn,s) ≤ λn
(
ΣU2n,s
) ∼ n√2a˜
A˜
B˜n → 0, as n → ∞. Since∣∣λi (Σtn,s0)− λn (ΣU1n,s0)∣∣→ 0 as n ≥ i→∞ and ∣∣λi (Σn,s)− λn (ΣU2n,s)∣∣→ 0 as n ≥ i→∞, it
follows that
σ2ǫ + λi
(
Σtn,s0
)
σ2ǫ + λi (Σn,s)
→ 1, as n ≥ i→∞. (63)
To finally verify (A3) first note that the Kullback-Leibler divergence between the marginal
density of yn under the true modelMs0 and any other modelMs is given by
1
2 [log |An,s| − n+ tr(An,s) + ∆n,s].
Now, 12 log |An,s| → 0 in this case due to (63), and tr(An,s)n → ζs (≥ 1) as n → ∞, which fol-
lows from our verification of (A4). Hence, in order that the Kullback-Leibler divergence rate is
positive to ensure model identifiability, we must have n−1∆n,s ≥ 1− ζs, as n→∞. Since the
right hand side is non-positive, the inequality holds trivially. Also, since
(
σ2ǫ In +Σn,s
)−1 ≤
λ1
[(
σ2ǫ In +Σn,s
)−1]
In ≤ 1σ2ǫ In, it follows that n
−1∆n,s = O(1), as n → ∞. Assuming that
the limit of n−1∆n,s exists as n→∞, it is then evident that (A3) holds.
Since all our assumptions are met with, we summarize the results in the form of the
following theorem:
Theorem 9. Consider the nonparametric regression model given by (52) and (53), where the
basis functions are of the form (54), where for j = 1, . . . , N , aj,N ∼ N
(
mj , σ
2
f
(c−c)
N
)
, with∑∞
j=1 |mj | < ∞ and σf (> 0) assumed known. Let the data be modeled by the limit of the
distribution of (53) as c→ −∞, c→∞ and N →∞. Assume that the true distribution of the
data is of the same limiting form associated with the true basis functions (57). Then consider
the problem of selecting the correct set of RKHS basis functions using Bayes factor.
Equivalently, consider the Gaussian process regression of the same form as (52) where
f(·) ∼ GP
(
µb(·), σ2fCb(·, ·)
)
. Let the true Gaussian process regression have the same form
with the smoothness parameter b replaced with b0. Here consider the equivalent problem of
selecting the true smoothness parameter using Bayes factor.
6.3 Bayes factor consistency for selection of stationary versus nonstationary
basis/covariance functions
Assume that for all i ≥ 1, ∑j 6=i exp{− b02 (xi − xj)2} < M < ∞. Also assume that the
limit of n−1∆n,s exists as n→∞ and given by ξs. Then
1
n
log
(
BFnKb,Kb0
)
P−→ −δs = −1
2
(ζs + ξs − 1) . (64)
Almost sure convergence holds if n−1∆n,s = ξs +O
(
nq−1
)
, with q < 34 .
6.3 Bayes factor consistency for selection of stationary versus non-
stationary basis/covariance functions
Now let us consider the following problem related to the choice of stationary and nonstationary
covariance functions. Such problems typically arise in spatial, temporal and spatio-temporal
problems.
Consider the positive definite covariance kernels C(x,x′) and C˜(x,x′) =
√
p(x)C(x,x′)
√
p(x′),
where p(x) > 0 for all x ∈ X. Then, if C(x,x′) has eigenvalues and eigenfunctions λj(C)
and ψj(x), the eigenvalues and eigenfunctions of C˜(x,x′) are given by λj(C˜) = λj(C) and
ψ˜j(x) =
√
p(x)ψj(x); see Rasmussen and Williams (2006).
Thus, if we set Cb(x1, x2) = σ2f exp
{− b2 (x1 − x2)2} and Ca,b(x1, x2) =√pa,b(x1)Cb(x1, x2)√pa,b(x2)
(a > 0) as two competing covariance kernels, the first being stationary and the second nonsta-
tionary and the true covariance structure, then the fact that both have the same eigenvalues
but different eigenfunctions can be usefully exploited to fit into our Bayes factor theory. Recall
that the eigenvalues and eigenfunctions of Cb are given by (58) and (59), for all b > 0. By the
above method, those associated with Ca,b are then trivially obtained.
Note that the nonstationary covariance function is also associated with an RKHS rep-
resentation. Specifically, let pa(x) = exp
(−ax2), where a > 0, and let us again consider a
nonparametric regression of the form (52) with the regression function f being the pointwise
limit of fN given by (53), where for j = 1, 2, . . .,
Ka,bj (x) =
(
2(a+ b)
π
)1/4
exp
{−b(x− cj)2}× exp{−a(x2 + c2j)} , (65)
where c ≤ cj ≤ c, a > 0 and b > 0. The functions (65) are positive definite and hence qualify
6.3 Bayes factor consistency for selection of stationary versus nonstationary
basis/covariance functions
as RKHS basis functions. With the same technique as before we obtain
lim
c→−∞
lim
c→∞
lim
N→∞
Cov (fN (x1), fN (x2))
= lim
c→−∞
lim
c→∞
lim
N→∞
σ2f
(c− c)
N
N∑
j=1
Ka,bj (x1)K
a,b
j (x2)
= σ2f
(
2(a+ b)
π
)1/2
× exp{−a(x21 + x22)}
× lim
c→−∞
lim
c→∞
∫ c
c
exp
{−b(x1 − c)2}× exp{−b(x2 − c)2}× exp (−ac2) dc
= σ2f
(
2(a+ b)
π
)1/2
× exp{−a(x21 + x22)}
×
∫ ∞
−∞
exp
{−b(x1 − c)2}
= σ2f exp
{
−a(a+ 2b)
a+ b
(x21 + x
2
2)
}
× exp
{
− b
2
2(a+ b)
(x1 − x2)2
}
= σ2f
√
pa,b(x1)Ca,b(x1, x2)
√
pa,b(x2), (66)
where pa,b(x) = exp
{
− 2a(a+2b)a+b (x2)
}
and Ca,b(x1, x2) = exp
{
− b22(a+b) (x1 − x2)2
}
. Let C˜a,b(x1, x2) =√
pa,b(x1)Ca,b(x1, x2)
√
pa,b(x2).
Now, if the true correlation function is Cb0(x1, x2) = exp
{− b2 (x1 − x2)2} and the postu-
lated correlation function is C˜a,b, then as before assuming that∑j 6=i exp{−b0(xi − xj)2} <∞,
exactly in the same way as smoothness selection it is seen that the Bayes factor consistently
selects the correct model Cb0 . If, on the other hand, C˜a0,b0 is the true correlation function
but modeled by Cb, then again, with the same assumption ∑j 6=i exp{−b0(xi − xj)2} < ∞,
consistency of the Bayes factor is achieved in exactly the same way as before. The key to such
simplicity is that both the competing covariance functions have the same forms of eigenvalues.
We present the result on Bayes factor convergence in this case in the form of the following
theorem.
Theorem 10. Consider the nonparametric regression model given by (52) and (53), where the
basis functions are of the forms (54) or (65), where for j = 1, . . . , N , aj,N ∼ N
(
mj, σ
2
f
(c−c)
N
)
,
with
∑∞
j=1 |mj | < ∞ and σf (> 0) assumed known. Let the data be modeled by the limit of
the distribution of (53) as c → −∞, c → ∞ and N → ∞. Assume that the true distribution
of the data is of the same limiting form associated with the true basis functions with a and b
replaced with a0 and b0, respectively. Then consider the problem of selecting the correct set of
RKHS basis functions using Bayes factor.
Equivalently, consider the Gaussian process regression of the same form as (52) where
f(·) ∼ GP
(
µb(·), σ2fCb(·, ·)
)
or f(·) ∼ GP
(
µb(·), σ2f C˜a,b(·, ·)
)
. Let the true Gaussian process
regression have the same form with the smoothness parameter b replaced with b0, and a with
a0. Here consider the equivalent problem of selecting the true correlation function using Bayes
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factor.
If Cb0 is true, then assume that for all i ≥ 1, ∑j 6=i exp{− b02 (xi − xj)2} < M < ∞.
Assume
∑
j 6=i exp
{
− b202(a0+b0) (xi − xj)2
}
< M < ∞ if C˜a0,b0 is true. Also assume that the
limit of n−1∆n,s exists as n → ∞, when either of the two models is true, and given by ξs,
depending upon a, b, a0, b0. Then
1
n
log
(
BFnKa,b,Ka0,b0
)
P−→ −δs = −1
2
(ζs + ξs − 1) , (67)
where ζs also depends upon a, a0, b, b0. In the above, for notational convenience, we allow a
and a0 to be zero, which indicates absence of a or a0 in the relevant expressions.
The weak consistency result (67) can be replaced with strong consistency if n−1∆n,s =
ξs +O
(
nq−1
)
, with q < 34 .
In the basis functions (54) and (65) we have assumed the centers cj to be deterministic. It
is however possible to assume that the centers are samples from some appropriate distribution.
If the distribution is assumed to be a zero mean normal with variance σ2c , then the correlation
is of the same form as C˜a,b(x1, x2). If σ2c → ∞, then the correlation function assumes the
squared exponential form Cb(x1, x2). For details, see Rasmussen and Williams (2006) and the
references therein. Consequently, our Bayes factor treatment for these cases remain the same
as before.
6.4 Bayes factor consistency for covariate selection in RKHS models
We have already addressed the problem of variable selection in linear regression. Let us now
consider the problem of variable selection in nonparametric models of the form (52), where the
function is represented by a form similar to (53). In particular, we may consider the following
basis functions for the postulated model:
KD1,s(Xs) ∝ exp
{−(Xs − cj,s)TD1,s(Xs − cj,s)} (68)
KD1,s,D2,s(Xs) ∝ exp
{−(Xs − cj,s)TD1,s(Xs − cj,s)} × exp{−(Xs + cj,s)TD2,s(Xs + cj,s)} ,
(69)
where D1,s and D2,s are diagonal matrices of order |s| with all diagonal elements positive,
and cj,s are vectors of order |s|. Let the diagonal elements of D1,s and D2,s be d1i and d2i,
respectively, for i = 1, . . . , |s|. As before, we denote the true set of covariates by s0. For (68)
and (69), the covariance functions are given by
Cov
(
f(X(1)s ), f(X
(2)
s )
)
= σ2f exp
{
−1
2
(X(1)s −X(2)s )TD1,s(X(1)s −X(2)s )
}
(70)
Cov
(
f(X(1)
s
), f(X(2)
s
)
)
= σ2f exp
{
−(X(1)
s
−X(2)
s
)TD3,s(X
(1)
s
−X(2)
s
)
}
× exp
{
−(X(1)s +X(2)s )TD4,s(X(1)s +X(2)s )
}
, (71)
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whereD3,s andD4,s are diagonal matrices of order |s| with i-th diagonal elements d21i/(d2i+d1i)
and d2i(d2i+2d1i)/(d2i+d1i), respectively. Let us denote the correlation functions associated
with (70) and (71) by CD1,s and C˜D3,s,D4,s , respectively. Let Σn,D1,s and Σn,D3,s,D4,s denote
the n-th order covariance matrices associated with (70) and (71), respectively.
Assuming that the measure ν of Mercer’s theorem is the iid product of |s| N(0, σ2)
densities, for (70) and (71), the j-th eigenvalues are given, respectively, by
λj (Σn,D1) ∼ n
|s|∏
ℓ=1
√
2a˜1ℓ
A˜1ℓ
B˜j1ℓ; (72)
λj (Σn,D3,D4) ∼ n
|s|∏
ℓ=1
√
2a˜2ℓ
A˜2ℓ
B˜j2ℓ, (73)
where, for k = 1, 2, a˜−1kℓ = 4σ
2, b˜−1kℓ = 2/d˜kℓ, c˜kℓ =
√
a˜2kℓ + 2a˜kℓb˜kℓ, A˜kℓ = a˜kℓ + b˜kℓ + c˜kℓ, and
B˜kℓ = b˜kℓ/A˜kℓ, with d˜1ℓ = d1ℓ and d˜2ℓ = d
2
1ℓ/(d2ℓ + d1ℓ).
The rest of the verification remains the same as the previous cases. Below we present our
result on Bayes factor consistency for variable selection in models composed of RKHS basis
functions of the forms (68) and (69).
Theorem 11. Consider the nonparametric regression model given by (52) and (53), where the
basis functions are of the forms (68) or (69), where for j = 1, . . . , N , aj,N ∼ N
(
mj, σ
2
f
(c−c)
N
)
,
with
∑∞
j=1 |mj | < ∞ and σf (> 0) assumed known. Let the data be modeled by the limit of
the distribution of (53) as c → −∞, c → ∞ and N → ∞. Assume that the true distribution
of the data is of the same limiting form associated with the true basis functions with D1,s and
D2,s replaced with D
0
1,s0 and D
0
2,s0 , respectively. Then consider the problem of selecting the
correct set of RKHS basis functions using Bayes factor.
Equivalently, consider the Gaussian process regression of the same form as (52) where
f(·) ∼ GP
(
µD1(·), σ2fCD1,s(·, ·)
)
or f(·) ∼ GP
(
µD3,s,D4,s(·), σ2f C˜D3,s,D4,s(·, ·)
)
, where µD1,s
and µD3,s,D4,s are the mean functions associated with (68) and (69), respectively. Let the
true Gaussian process regression have the same form with D1,s, D3,s and D4,s replaced with
D01,s0, D
0
3,s0 and D
0
4,s0 , respectively. Here consider the equivalent problem of selecting the true
correlation function using Bayes factor.
If CD01,s0 is true, then assume that for all i ≥ 1, ∑j 6=i CD01,s0 (X(i)s0 , X(j)s0 ) < M < ∞.
Assume
∑
j 6=i CD3,s0 (X(i)s0 , X(j)s0 ) < M < ∞ if C˜D3,s0 ,D4,s0 is true. Also assume that the limit
of n−1∆n,s exists as n→∞, when either of the two models is true, and given by ξs, depending
upon the relevant diagonal matrices. Then
1
n
log
(
BFn
KD1,s,D2,s ,K
D0
1,s0
,D0
2,s0
)
P−→ −δs = −1
2
(ζs + ξs − 1) , (74)
where ζs also depends upon the relevant diagonal matrices. In the above, for notational conve-
nience, we allow the diagonal elements of D2,s and D
0
2,s0 to be zero, which indicates absence
of D2,s or D
0
2,s in the relevant expressions.
The weak consistency result (74) can be replaced with strong consistency if n−1∆n,s =
ξs +O
(
nq−1
)
, with q < 34 .
7 The case with unknown error variance
So far we have assumed that the error variance σ2ǫ is a known quantity. In reality, this may
also be unknown and we need to assign a prior on the same. For this purpose we assign the
conjugate inverse-gamma prior on σ2ǫ with parameters α, β as follows:
π
(
σ2ǫ
)
=
βα
Γ(α)
σ−2(α+1)ǫ exp
{
− β
σ2ǫ
}
, α > 2, β > 0. (75)
Additionally, we modify the assumption (A2) in this section as follows:
(A2′) aj ∼ N
(
mj , σ
2
ǫ ε
2
j
)
, where mj ’s and εj ’s satisfy
∞∑
j=1
|mj| <∞; (76)
∞∑
j=1
εj <∞. (77)
Note that, here also one can show that
∑∞
j=1 |aj | <∞ almost surely. This follows from the fact
that given any fixed σ2ǫ ,
∑∞
j=1 |aj | < ∞ almost surely, and the fact that the inverse-gamma
prior is proper.
Under the modified assumptions the marginal of yn = (y1, . . . , yn)
T given σ2ǫ is the n-
variate normal, given by
yn ∼ Nn
(
µn,s, σ
2
ǫ (In +Σn,s)
)
, (78)
where Σn,s is as given in (10). The marginal density of yn after integrating out σ
2
ǫ is as follows:
ms (yn) ∝ |I +Σn,s|−1/2
{(
yn − µn,s
)T
(In +Σn,s)
−1 (
yn − µn,s
)
+ 2β
}−(α+n/2)+1
, (79)
which is proportional to the density of multivariate t distribution with location parameter µn,s,
covariance matrix 2β (In +Σn,s), and degrees of freedom 2(α− 1). Therefore, E(yn) = µn,s,
and V ar(yn) = 2(α− 1)β (In +Σn,s) /(α− 2). under model s.
Here the Bayes factor of any model s to the true model s0 is
BFn
s,s0 =
|I +Σn,s0 |1/2
|I +Σn,s|1/2
[ (
yn − µn,s
)T
(In +Σn,s)
−1 (yn − µn,s)+ 2β(
yn − µn,s0
)T
(In +Σn,s0)
−1 (
yn − µn,s0
)
+ 2β
]−(α+n/2)+1
=
|I +Σn,s0 |1/2
|I +Σn,s|1/2

1− Ξs,s0(
2β(α−1)
α−2
)
zTnzn + 2β


−(α+n/2)+1
, (80)
where
Ξs,s0=
(
yn − µn,s0
)T
(In +Σn,s0)
−1 (
yn − µn,s0
)− (yn − µn,s)T(In +Σn,s)−1 (yn − µn,s)
=
(
2β(α− 1)
α− 2
)
zTnzn −
(
2β(α− 1)
α− 2
)
zTnAn,szn
+ 2
(
µn,s − µn,s0
)T
(In +Σn,s)
−1 (yn − µn,s0)+∆n,s. (81)
It follows that
1
n
logBFn
s,s0 =
1
2n
n∑
i=1
log
(
1 + λi (Σn,s0)
1 + λi (Σn,s)
)
+
(
1− α
n
− 1
2
)
log

1− Ξs,s0n
( 2β(α−1)α−2 )zTnzn+2β
n

 .
(82)
For the purpose of the asymptotic theory related to (82), we replace assumptions (A3) –
(A6) with (A3′) – (A6′); the modified assumptions remaining the same as before, except σǫ is
replaced with 1. We use the same notations as before, with the understanding that in all the
cases σǫ is replaced with 1. Assumption (A1) remains the same as before, but for notational
consistency, here we denote this by (A1′). Also, for convenience we also denote by (A3′) the
previous stronger assumption (A3′) with σǫ replaced with 1. Again, the weaker and stronger
versions of (A3′) lead to weak and strong consistency, respectively, of our Bayes factor. As
before, we shall only prove strong consistency with the modified stronger assumption.
Thus assumption (A6′) leads to
1
2n
n∑
i=1
log
(
1 + λi (Σn,s0)
1 + λi (Σn,s)
)
→ 1
2
log cs, as n→∞. (83)
Also, by the strong law of large numbers,(
2β(α−1)
α−2
)
zTnzn + 2β
n
a.s.−→
(
2β(α− 1)
α− 2
)
, as n→∞. (84)
To deal with Ξs,s0/n, let us observe that
E
(
zTnAn,szn
n
)
=
tr(An,s)
n
→ ζs (≥ 1), as n→∞. (85)
Now (38) shows thatEs0
{
zTnAn,szn − Es0
(
zTnAn,szn
)}4
= O
(
n2
)
, so that n−4Es0
{
zTnAn,szn − Es0
(
zTnAn,szn
)}4
is summable. It follows from this and (85) that
zTnAn,szn
n
a.s.−→ ζs, as n→∞. (86)
Also, it follows in the same way as (39) that
Es0
{(
yn − µtn,s0
)T
(In +Σn,s)
−1 (
µn,s − µtn,s0
)}4
= O
(
n2
)
,
ensuring summability of n−4Es0
{(
yn − µtn,s0
)T
(In +Σn,s)
−1 (
µn,s − µtn,s0
)}4
. This, along
with the fact that the mean of
(
yn − µtn,s0
)T
(In +Σn,s)
−1 (
µn,s − µtn,s0
)
is zero, guarantees
that
1
n
(
yn − µtn,s0
)T
(In + Σn,s)
−1 (
µn,s − µtn,s0
) a.s.−→ 0, as n→∞. (87)
Using (83), (84), (86) and (87) in (82), and assuming that β is large enough such that
c−1
s
+ ζs − ξs(α−2)2β(α−1) ≥ 1, we obtain
1
n
logBFn
s,s0
a.s.−→ −1
2
log
(
c−1
s
+ ζs − ξs(α− 2)
2β(α− 1)
)
, as n→∞. (88)
We present this result in the form of the following theorem:
Theorem 12. Consider the case with unknown error variance, and assume that c−1s + ζs −
ξs(α−2)
2β(α−1) ≥ 1. Then under assumptions (A1′) – (A6′), we have
1
n
log
(
BFn
s,s0
) a.s.−→ −1
2
log
(
c−1
s
+ ζs − ξs(α− 2)
2β(α− 1)
)
, as n→∞. (89)
All the illustrations in the known σǫ case is easily seen to remains valid when σ
2
ǫ is assigned
the inverse gamma prior (75). It is however worth making a remark about verification of (A3′).
Unlike the known σǫ case, n
−1∆n,s here is not directly associated with the Kullback-Leibler
divergence rate between two multivariate t densities. But as α → ∞, the marginal density
ms(yn) given by (79) converges to a multivariate normal density, and so for large α, n
−1∆n,s
can be interpreted in the same way as in the known σǫ situation. Hence, if one requires that at
least for sufficiently large α, the Kullback-Leibler divergence rate must remain positive, then
the rest of the argument for verification of (A3′) remains the same as before. In any case, for
verification of (A3′) we shall assume that the sequence {xi : i = 1, 2, . . .} is so chosen that
n−1∆n,s → ξs, in which case weak consistency of the Bayes factor holds. Strong consistency
holds if n−1∆n,s = ξs +O
(
nq−1
)
, with q < 34 .
8 Bayes factor asymptotics for correlated errors
So far we have assumed that ǫi
iid∼ N(0, σ2ǫ ). However, correlated errors play significant roles
in time series models. Indeed, except some simple cases, iid errors will not be appropriate for
such models. For instance, the problem of time-varying covariate selection in the AR(1) model
yt = ρ0yt−1 +
∑|s|
i=0 βixit + ǫt, t = 1, 2, . . ., where ǫt
iid∼ N(0, σ2ǫ ) and ρ0 is known, admits the
same treatment as in variable selection in linear regression considered in Section 5 by treating
zt = yt − ρ0yt−1 as the data, but if ρ0 is unknown, such simple method is untenable.
In general, we must allow correlated errors, that is, for ǫn = (ǫ1, . . . , ǫn)
T ∼ Nn
(
0, σ2ǫ Σ˜n
)
,
the n-dimensional zero-mean normal distribution with covariance matrix σ2ǫ Σ˜n. Let the
correlation matrix under the true model be Σ˜tn. With these, we then replace the previ-
ous notions σ2ǫ In + Σn,s and σ
2
ǫ In + Σ
t
n,s0 with σ
2
ǫ Σ˜n + Σn,s and σ
2
ǫ Σ˜
t
n + Σ
t
n,s0 , respec-
tively. Thus, now An,S = B
T
s0
(
σ2ǫ Σ˜n +Σn,s
)−1
Bs0 , where σ
2
ǫ Σ˜
t
n + Σ
t
n,s0 = Bs0B
T
s0
. Also,
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∆n,s = (µn,bs − µtn,s0)T
(
σ2ǫ Σ˜n +Σn,s
)−1
(µn,bs − µtn,s0). Assumption (A5) (18) must be
replaced with
λ1
[(
σ2ǫ Σ˜n +Σn,s
)−1 (
σ2ǫ Σ˜
t
n +Σ
t
n,s0
)(
σ2ǫ Σ˜n +Σn,s
)−1]
= O(1), as n→∞. (90)
Assumption (A6) must be replaced with
σ2ǫ + λi
((
Σ˜tn
)−1
Σtn,s0
)
σ2ǫ + λi
(
Σ˜−1n Σn,s
) → cs as i→∞, (91)
and
1
n
log
∣∣∣Σ˜tn∣∣∣∣∣∣Σ˜n∣∣∣ → c˜. (92)
In (91) and (92), cs and c˜ are such that log c
−1
s − c˜ ≥ 0.
As a consequence, δs now becomes
δs =
1
2
(
log c−1
s
− c˜+ ζs + ξs − 1
)
. (93)
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Let us consider the time-varying covariate selection problem in the following AR(1) model:
for t = 1, . . . , n,
yt = ρyt−1 + β
′
s
xt,s + ǫt;
ǫi
iid∼ N (0, σ2ǫ ) . (94)
where y0 ≡ 0 and |ρ| < 1. Note that the above model admits the following representation
yt = β
′
szt,s + ǫ˜t, (95)
where zt,s =
∑t
k=1 ρ
t−kxk,s and
ǫ˜t =
t∑
k=1
ρt−kǫk (96)
is an asymptotically stationary zero mean Gaussian process with covariance
Cov (ǫ˜t+h, ǫ˜t) ∼ σ
2
ǫρ
h
1− ρ2 , where h ≥ 0. (97)
Let the true model be of the same form as above but with ρ and s replaced with ρ0 and
s0, respectively, where |ρ0| < 1.
Let βs ∼ N
(
β0,s, gnσ
2
β (Z
′
sZs)
−1
)
, where Zs is the design matrix associated with zt,s;
t = 1, . . . , n. This is again Zellner’s g prior, but modified to suit the AR(1) setup. As in the
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linear regression case we assume S = {1, 2, . . . , p}, for some p > 1, and s0 (⊆ S) is the set of
indices of the true set of covariates. We also assume compactness of the covariate space and
that the set of covariates {xj : j ∈ S} is non-zero.
For t = 1, . . . , n, the mean of β′
s
zt,s is given by
µ (zt,s) = β
′
0,szt,s,
and the covariance between βTs zi,s and β
T
s zj,s is given by
Cov
(
β′szi,s,β
′
szj,s
)
= σ2βgnz
′
i,s (Z
′
sZs)
−1
zj,s.
We first check assumption (A4). Here let Pn,s be the projection matrix on the space of
Zs. Hence,
tr (An,s) = tr
[(
σ2ǫ
1− ρ2 Σ˜n + σ
2
βgnPn,s
)−1(
σ2ǫ
1− ρ20
Σ˜tn + σ
2
βgnPn,s0
)]
= tr
[
In + σ
2
βgn
(
σ2ǫ
1− ρ2 Σ˜n + σ
2
βgnPn,s
)−1
(Pn,s0 − Pn,s)
+σ2ǫ
(
σ2ǫ
1− ρ2 Σ˜n + σ
2
βgnPn,s
)−1(
Σ˜t
1− ρ20
− Σ˜
1− ρ2
)]
= n+ σ2βgntr (Bn,s) + σ
2
ǫ tr
(
B˜n,s
)
, (98)
whereBn,s =
(
σ2ǫ Σ˜n + σ
2
βgnPn,s
)−1
(Pn,s0 − Pn,s) and B˜n,s =
(
σ2ǫ
1−ρ2 Σ˜n + σ
2
βgnPn,s
)−1 (
Σ˜tn
1−ρ20
− Σ˜n1−ρ2
)
.
It is easily seen that(
σ2ǫ
1− ρ2λ1(Σ˜n) + σ
2
βgn
)−1
In ≤
(
σ2ǫ
1− ρ2 Σ˜n + σ
2
βgnPn,s
)−1
≤
(
σ2ǫ
1− ρ2λn(Σ˜n)
)−1
In. (99)
Note that, for given ε > 0 there exists n0(ε) ≥ 1 such that for n ≥ n0(ε), 1 − 2|ρ|(1−|ρ|
n)
1−|ρ| > ε,
for |ρ| < 1/3. Then by the Gerschgorin’s circle theorem, noting that the row sums of Σ˜n are
bounded above by the middle row sum, we obtain λn(Σ˜n) > ε. It then follows easily using
(98) and (99) that tr(An,s) = n + O(1), provided gn = O(1). Hence, if gn = O(1), (A4) is
satisfied, with ζs = 1.
To verify (A5) we shall make use of Lemma 3, the observation that eigenvalues of projec-
tion matrices are either 0 or 1, and the facts that for symmetric matrices A1 and A2 of order
n, λ1(A1 + A2) ≤ λ1(A1) + λ1(A2) and λn(A1 + A2) ≥ λn(A1) + λn(A2). Further using the
Gerschgorin’s result ensuring that the eigenvalues of Σ˜n and Σ˜
t
n are bounded below and above
by ε and 2 respectively, for |ρ| < 1/3, we obtain
λ1
((
σ2ǫ
1− ρ2 Σ˜n +Σn,s
)−1(
σ2ǫ
1− ρ20
Σ˜tn +Σ
t
n,s0
))
≤
σ2ǫ
1−ρ20
λ1
(
Σ˜tn
)
+ λ1
(
Σtn,s0
)
σ2ǫ
1−ρ2 λn
(
Σ˜n
)
+ λn (Σn,s)
≤
2σ2ǫ
1−ρ20
+ σ2βgn
εσ2ǫ
1−ρ2
= O(1) if gn = O(1),
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showing that (A5) (17) holds. Similarly,
λ1
[(
σ2ǫ
1− ρ2 Σ˜n +Σn,s
)−1(
σ2ǫ
1− ρ20
Σ˜tn +Σ
t
n,s0
)(
σ2ǫ
1− ρ2 Σ˜n +Σn,s
)−1]
≤
σ2ǫ
1−ρ20
λ1
(
Σ˜tn
)
+ λ1
(
Σtn,s0
)
(
σ2ǫ
1−ρ2 λn
(
Σ˜n
)
+ λn (Σn,s)
)2
= O(1) if gn = O(1),
so that (A5) (18) holds as well.
To verify (A6), we must verify (91) and (92). Note that Lemma 3 ensures
λi
((
Σ˜tn
)−1
Σtn,s0
)
≤ λi
(
Σtn,s0
)
λn
(
Σ˜tn
) ; (100)
λi
((
Σ˜n
)−1
Σn,s
)
≤ λi (Σn,s)
λn
(
Σ˜n
) . (101)
Since for all n ≥ 1, λn
(
Σ˜tn
)
> ε and λn
(
Σ˜n
)
> ε for −1/3 < ρ, ρ0 < 1/3. Let λi
(
Σtn,s0
)→ 0
as n ≥ i→∞. Also, letting
(
Σ˜tn
)−1
= C0nC
T
0n, we have λi
((
Σ˜tn
)−1
Σtn,s0
)
= λi
(
C0nC
T
0nΣ
t
n,s0
)
=
λi
(
CT0nΣ
t
n,s0C0n
)
> 0 for all i, since CT0nΣ
t
n,s0C0n is positive definite. Combining this with
(100) and the above arguments shows that λi
((
Σ˜tn
)−1
Σtn,s0
)
→ 0 as n ≥ i → ∞. Now
provided that |s| ≥ |s0|, λi (Σn,s) ≥ λi
(
Σtn,s0
)
as n ≥ i→∞.
In other words, for r ∈ {0, 1}, as n ≥ i→∞,
σ2ǫ
1−ρ20
σ2ǫ
1−ρ2 +
r
ε
≤
σ2ǫ
1−ρ20
+ λi
((
Σ˜tn
)−1
Σtn,s0
)
σ2ǫ
1−ρ2 + λi
((
Σ˜n
)−1
Σn,s
) ≤ 1− ρ2
1− ρ20
. (102)
If |ρ0| ≤ |ρ|, then, provided the limit of
σ2ǫ
1−ρ2
0
+λi
(
(Σ˜tn)
−1
Σtn,s0
)
σ2ǫ
1−ρ2
+λi
(
(Σ˜n)
−1
Σn,s
) exists and is given by cs as
n ≥ i→∞, it follows from (102) that 0 < cs ≤ 1. Also note that in this example,
1
n
log
∣∣∣Σ˜tn∣∣∣∣∣∣Σ˜n∣∣∣ → log
(
1− ρ20
1− ρ2
)
= c˜, as n→∞. (103)
Indeed, log c−1
s
− c˜ ≥ 0 and equality holds if r = 0. Thus, (91) and (92) stand verified.
Finally, let us verify (A3). Consider the Kullback-Leibler divergence between the marginal
density of yn under model Ms and that under model Ms0 . This is proportional to
log |An,s| − n+ tr (An,s) +
(
Xsβ0,s −Xs0β0,s0
)T ( σ2ǫ
1− ρ2 Σ˜n + σ
2
βgnPn,s
)−1 (
Xsβ0,s −Xs0β0,s0
)
.
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errors
Now observe that by (A6), 1n log |An,s| → log cs + c˜, if |s| > |s0| and |ρ| ≥ |ρ0|. Also, under
our set-up, tr (An,s) = n+O(1).
Therefore, if we require a positive KL distance between the marginal of yn under the
true model Ms0 and any other model Ms in a limiting sense, which is a natural condition for
identifiability of the true model, we require, as n→∞,
1
n
(
Xsβ0,s −Xs0β0,s0
)T ( σ2ǫ
1− ρ2 Σ˜n + σ
2
βgnPn,s
)−1 (
Xsβ0,s −Xs0β0,s0
)
> log c−1
s
− c˜+O(n−1).
Also,
(
σ2ǫ
1−ρ2 Σ˜n + σ
2
βgnPn,s
)−1
≤ λ1
[(
σ2ǫ
1−ρ2 Σ˜n + σ
2
βgnPn,s
)−1]
In =
1
λn
(
σ2ǫ
1−ρ2
Σ˜n+σ2βgnPn,s
)In ≤
1−ρ2
εσ2ǫ
In. Hence, n
−1∆n,s = O(1), as n → ∞. Provided that the limit of n−1∆n,s exists as
n → ∞, then along with the above verifications, it is sufficient for weak consistency of the
Bayes factor in the linear regression setup. We summarize this in the form of the following
theorem.
Theorem 13. Consider the model selection problem in the AR(1) model (94) with respect to
choices of time-varying covariate and ρ, where |ρ| < 1/3. Let β
s
∼ N
(
β0,s, gnσ
2
β (Z
′
s
Zs)
−1
)
,
where gn = O(1), as n→∞. Assume that S = {1, 2, . . . , p}, for some p > 1, and s0 (⊆ S) is
the set of indices of the true set of covariates. Further assume that the space of covariates is
compact, and let the set of covariates {xj : j ∈ S} be non-zero. Let ρ0 denote the true value
of ρ, where |ρ0| < 1/3. Then provided that λi
(
Σtn,s0
)→ 0 as n ≥ i→∞, |s| ≥ |s0|, |ρ| ≥ |ρ0|
and the limits of n−1∆n,s and
σ2ǫ
1−ρ2
0
+λi
(
(Σ˜tn)
−1
Σtn,s0
)
σ2ǫ
1−ρ2
+λi
(
(Σ˜n)
−1
Σn,s
) exist as n ≥ i→∞, the following holds:
1
n
log
(
BFnρ,s,ρ0,s0
) P−→ −δs = −1
2
(
log c−1
s
− c˜+ ξs
)
. (104)
Almost sure convergence holds if n−1∆n,s = ξs +O
(
nq−1
)
, with q < 34 .
8.2 Illustration 4: Variable and order selection in linear regression
with autoregressive errors
Consider the following regressionmodel with autoregressive errors: for t = . . . ,−2,−1, 0, 1, 2, . . .,
yt = β
′
sxt,s + ǫ˜t;
ǫ˜t =
q∑
j=1
φjǫt−j + ωt;
ωt
iid∼ N(0, σ2ω). (105)
Details of such model can be found, for example, in Shumway and Stoffer (2006). Let ρ(h)
denote the lag h autocorrelation function of ǫ˜t. The form of ρ(h) can be obtained in the fol-
lowing manner (see Shumway and Stoffer (2006) for the details). Let φ(z˜) = 1 −∑qj=1 φj z˜j,
8.3 Illustration 5: Variable and order selection in RKHS regression with autoregressive
errors
where φq 6= 0, and let z˜1, . . . , z˜k be the roots of φ(z˜), with multiplicities m1, . . . ,mk, re-
spectively, where
∑k
j=1mj = q. The autocorrelation function of ǫ˜t is then of the form (see
Shumway and Stoffer (2006))
ρ(h) =
k∑
j=1
z˜−hj Pj(h), h ≥ q, (106)
where Pj(h) is a polynomial in h of degree mj − 1. If the roots z˜1, . . . , z˜k are all real, then
ρ(h) tends to zero exponentially fast as h → ∞. As before, we consider the g-prior on the
regression coefficients β
s
.
Let the true model be of the same form as (105) with s, q, φ = (φ1, . . . , φq)
T and ρ(h)
replaced with s0, q0, φ0 = (φ01, . . . , φ0,q0)
T and ρ0(h) respectively. In similar lines as before,
we then have the following theorem on Bayes factor convergence in this example.
Theorem 14. In model (105) consider the problem of selecting the time-varying covariates
and the order of the autoregressive errors. Let βs ∼ N
(
β0,s, gnσ
2
β (X
′
sXs)
−1
)
, where gn =
O(1), as n → ∞. Assume that S = {1, 2, . . . , p}, for some p > 1, and s0 (⊆ S) is the set of
indices of the true set of covariates. Further assume that the space of covariates is compact,
and let the set of covariates {xj : j ∈ S} be non-zero.
Let φ and φ0 lead to all real roots, which, when substituted in ρ(h) and ρ0(h) respec-
tively, ensure that for all n ≥ 1, λn
(
Σ˜tn
)
> ε, λn
(
Σ˜n
)
> ε, and (92). Then provided that
λi
(
Σtn,s0
) → 0 as n ≥ i → ∞, |s| ≥ |s0| and the limit of n−1∆n,s exists as n ≥ i → ∞, the
following holds:
1
n
log
(
BFnφ,q,s,φ0,q0,s0
)
P−→ −δs = −1
2
(
log c−1s − c˜+ ξs
)
. (107)
Almost sure convergence holds if n−1∆n,s = ξs +O
(
nq−1
)
, with q < 34 .
8.3 Illustration 5: Variable and order selection in RKHS regression
with autoregressive errors
Now consider the following RKHS regressionmodel with autoregressive errors: for t = . . . ,−2,−1, 0, 1, 2, . . .,
yt = f(xt,s) + ǫ˜t;
ǫ˜t =
q∑
j=1
φjǫt−j + ωt;
ωt
iid∼ N(0, σ2ω), (108)
where f ∈ H is represented as pointwise limit of (53)) as N →∞.
Let the basis functions be of the forms (68) or (69), where for j = 1, . . . , N , aj,N ∼
N
(
mj , σ
2
f
(c−c)
N
)
, with
∑∞
j=1 |mj | <∞ and σf (> 0) assumed known.
Let the data be modeled by the limit of the distribution of (53) as c→ −∞, c→∞ and
N →∞. Assume that the true distribution of the data is of the same limiting form associated
with the true basis functions with D1,s and D2,s replaced with D
0
1,s0 and D
0
2,s0, respectively.
We then have the following theorem guaranteeing the correct set of time-varying covariate
selection and true order selection of the AR model.
Theorem 15. In model (108) consider the problem of selecting the correct set of time-varying
covariates and the true order of the AR model using Bayes factor. Equivalently, consider the
Gaussian process regression of the same form as (52) where f(·) ∼ GP
(
µD1(·), σ2fCD1,s(·, ·)
)
or f(·) ∼ GP
(
µD3,s,D4,s(·), σ2f C˜D3,s,D4,s(·, ·)
)
, where µD1,s and µD3,s,D4,s are the mean func-
tions associated with (68) and (69), respectively. Let the true Gaussian process regression have
the same form with D1,s, D3,s and D4,s replaced with D
0
1,s0 , D
0
3,s0 and D
0
4,s0 , respectively. Here
consider the equivalent problem of selecting the true correlation function and the true order of
the AR model using Bayes factor.
If CD01,s0 is true, then assume that for all i ≥ 1, ∑j 6=i CD01,s0 (X(i)s0 , X(j)s0 ) < M < ∞.
Assume
∑
j 6=i CD3,s0 (X(i)s0 , X(j)s0 ) < M < ∞ if C˜D3,s0 ,D4,s0 is true. Also assume that the limit
of n−1∆n,s exists as n→∞, when either of the two models is true, and given by ξs, depending
upon the relevant diagonal matrices. Then
1
n
log
(
BFnφ,q,s,φ0,q0,s0
)
P−→ −δs = −1
2
(
log c−1s − c˜+ ζs + ξs − 1
)
. (109)
The weak consistency result (109) can be replaced with strong consistency if n−1∆n,s =
ξs +O
(
nq−1
)
, with q < 34 .
In the above time series examples, we have assumed σǫ and σ
2
ω to be fixed. However, as
before, the inverse gamma prior (75) of Section 7 leaves all our results intact.
9 Bayes factor convergence when the true model is not
contained in the postulated model space
For simplicity suppose that M0 is the true model but is not contained in the model space
consisting of the two models M1 and M2. Assume that for j = 1, 2,
1
n logBF
(
Mj
M0
)
→ −δj ,
as n → ∞, either almost surely, or in probability, where δj > 0. Then, for comparing M1
and M2, we have
1
n logBF
(
M1
M2
)
→ −(δ1 − δ2), almost surely, or in probability, as n → ∞.
This result also holds in all our cases and is practically quite useful, since in very many real
applications the true model is likely to be misspecified. For instance, in the variable selection
problem with 2p possible configurations where p is large, it is unlikely that our “feasible”
model space will contain the true configuration. Also, the true smoothness parameter b0 or
the true AR(1) coefficient ρ0, or the true φ0 in the AR(q) problem, are unlikely to be included
in our feasible model space.
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A Proof of almost sure finiteness of
∑∞
j=1 |aj|
Our proof requires verification of the conditions of Kolmogorov’s three series theorem, which
we first state below for convenience.
Theorem 16 (Kolmogorov’s three series theorem). Let {Xj}∞j=1 be a sequence of independent
random variables. The series
∑∞
j=1Xj converges almost surely if and only if for some constant
R > 0,
(a)
∑∞
j=1 P (|Xj| > R) <∞.
(b)
∑∞
j=1 E
(|Xj|I{|Xj |≤R}) <∞.
(c)
∑∞
j=1 V ar
(|Xj |I{|Xj |≤R}) <∞.
In our case, Xj = |aj |. To address (a), note that by Markov’s inequality
P (|Xj | > R) < R−2E(a2j ) = R−2
(
m2j + σ
2
j
)
. (110)
Due to (4) and (5) associated with (A2), the right hand side of (110) is summable, which
verifies (a) of Theorem 16.
To verify (b), observe that
E
(|aj |I{|aj|≤R}) ≤ E (|aj |) = σj
√
2
π
exp
(
−m
2
j
2σ2j
)
+mj
(
1− 2Φ
(
−mj
σj
))
≤ σj + 2|mj|.
(111)
The right hand side of (111) is again summable by virtue of (4) and (5).
Furthermore, E
(
a2jI{|aj |≤R}
) ≤ E (a2j) = m2j + σ2j , which is summable thanks to (4) and
(5). Hence, in conjunction with the summability of (111), it follows that (c) of Theorem 16 is
also satisfied.
In other words, by Kolmogorov’s three series theorem, it holds that
∑∞
j=1 |aj | < ∞,
almost surely.
Lemma 2 (Kleinman and Athans (1968), Wang et al. (1986), Fang et al. (1994)). For any
real, symmetric matrix A and positive semidefinite matrix B, the following holds:
λn(A)tr(B) ≤ tr(AB) ≤ λ1(A)tr(B).
Lemma 3 (Wang and Zhang (1992)). Let Cm×n denote the vector space of all m×n matrices.
If G,H ∈ Cn×n are positive semidefinite Hermitian and 1 ≤ i1 < · · · < ik ≤ n, then the
following holds:
k∑
t=1
λit (GH) ≤
k∑
t=1
λit (G) λt (H) (112)
