Abstract. We prove the nonvanishing hypothesis at infinity for Rankin-Selberg convolutions for GL(n) × GL(n − 1).
Introduction
The goal of this paper is to solve a long awaited technical problem which appears in the arithmetic study of special values of L-functions. The problem is called the non-vanishing hypothesis in the literature. It is a "missing step" towards a proof of the automorphic counterpart of Deligne's conjecture on special values of motivic L-functions.
We first treat the more involved case of real groups, and leave the complex case to Section 6. Fix an integer n ≥ 2, and fix a decreasing sequence
Denote by F µ the irreducible algebraic representation of GL n (C) of highest weight µ. Denote by Ω(µ) the set of isomorphism classes of irreducible Casselman-Wallach representations π of GL n (R) such that • π| SL ± n (R) is unitarizable and tempered, and • the total relative Lie algebra cohomology (1) H * (gl n (C), GO(n)
• ; F ∨ µ ⊗ π) = 0, where SL ± n (R) := {g ∈ GL n (R) | det(g) = ±1}, and GO(n) := {g ∈ GL n (R) | g t g is a scalar matrix}.
Here and henceforth, a superscript " t " over a matrix indicates its transpose, a superscript " • " over a Lie group indicates its identity connected component, and " ∨ " indicates the contragredient representation. Recall that a representation of a real reductive group is called a Casselman-Wallach representation if it is smooth, Fréchet, of moderate growth, and its Harish-Chandra module has finite length. The reader may consult [Cas] , [Wa2, Chapter 11] or [BK] for details about Casselman-Wallach representations. As is quite common, we do not distinguish a representation with its underlying space.
The set Ω(µ) is explicitly determined by Vogan-Zuckerman theory ( [VZ] ) of cohomological representations. In particular ( [Clo, Section 3] 
#(Ω(µ)) =    0, if µ is not pure; 1, if µ is pure and n is even; 2, if µ is pure and n is odd.
Here "µ is pure" means that (3) µ 1 + µ n = µ 2 + µ n−1 = · · · = µ n + µ 1 .
Recall the sign character sgn := det |det|
of a real general linear group. In the third case of (2), the two representations in Ω(µ) are twists of each other by the sign character. In the second case of (2), the only representation in Ω(µ) is isomorphic to its twist by the sign character. Assume that µ is pure, and let π µ ∈ Ω(µ). Put
Then ( [Clo, Lemma 3.14] )
and dim H bn (gl n (C), GO(n)
• ; F ∨ µ ⊗ π µ ) = 2, if n is even; 1, if n is odd.
Write go n for the complexified Lie algebra of GO(n). The group GO(n) acts linearly on both gl n (C)/go n and F ∨ µ ⊗ π µ . Passing to cohomology, we get a representation of GO(n)/GO(n)
• on (4) H(π µ ) := H bn (gl n (C), GO(n)
• ; F ∨ µ ⊗ π µ ). The sign characters induce characters of some subquotients of real general linear groups (such as GO(n)/GO(n)
• ). We still use sgn to denote these induced characters. Then as a representation of GO(n)/GO(n)
• ( [Mah, Equation (3. 2)]),
H(π µ ) ∼ = sgn 0 ⊕ sgn, if n is even; sgn πµ(−1)+µ 1 +µ 2 +···+µn , if n is odd, where π µ (−1) denotes the scalar by which −1 ∈ GL n (R) acts in the representation π µ . We also fix a decreasing sequence ν = (ν 1 ≥ ν 2 ≥ · · · ≥ ν n−1 ) ∈ Z n−1 .
Define F ν and Ω(ν) similarly. Assume that ν is pure, and let π ν ∈ Ω(ν). Similar to H(π µ ), we have a cohomology space H(π ν ), which is a representation of GO(n − 1)/GO(n − 1)
• of dimension 1 or 2. Recall that an element of
Assume that µ and ν are compatible in the sense that there is an integer j such that
and
is viewed as a subgroup of
via the embedding
It is proved in [KS, Theorem 2.3 ] that 1 2 + j is a critical place for π µ × π ν , and conversely, all critical places are of this form (under the assumption that µ and ν are compatible). Fix a nonzero element φ F of the hom space (6). Write
and write their respective subgroups
+ j is a critical place for π µ × π ν , the Rankin-Selberg integrals (cf. [Jac, Section 2]) for π µ × π ν are holomorphic at 1 2 + j, and produce a nonzero element
where
is a Casselman-Wallach representation of G.
As usual, we use the corresponding lower case gothic letter to indicate the complexified Lie algebra of a Lie group. We formulate the non-vanishing hypothesis at the real place as follows:
Theorem A. By restriction of cohomology, the H-equivariant linear functional
induces a nonzero map
Therefore, Poincaré duality (cf. [BN, Proposition 7.6] ) implies that the space of the right hand side of (11) is one dimensional. As in (4), it carries a representation of C/C
• . This representation is isomorphic to sgn j . By Künneth formula, the left hand side of (11) is canonically isomorphic to
By (5) and its analog for H(π ν ), the above space is isomorphic to
as a representation of
Since the linear map (11) is C/C • -equivariant, it has to vanish on
Therefore, Theorem A amounts to saying that the linear functional (11) does not vanish on the one dimensional space
When n = 2, Theorem A is easily verified and well known to experts on arithmetic of modular forms (see [RT, Proposition 3.24] for an explicit calculation). The higher rank case of Theorem A has been expected by Kazhdan and Mazur since 1970's. For n = 3, Theorem A is proved by Mazur (cf. [Sch, Theorem 3.8] ) when both F µ and F ν are trivial representations, and by Kasten-Schmidt in general ([KS, Theorem B] ). In the literature, many theorems on special values of L-functions have been proved under the assumption that Theorem A (or its variant) is valid. See, for examples, Kazhdan-Mazur-Schmidt [KMS] , Mahnkopf [Mah] , Raghuram [Rag] , Kasten-Schmidt [KS] , Januszewski [Jan] , Grenié [Gre] , Raghuram-Shahidi [RS] , Ash-Ginzburg [AsG] , Schmidt [Sch] , Grobner-Raghuram [GR] and Harris [Har] . For a more recent work using Theorem A (and Theorem B of Section 6), see Grobner-Harris [GH] .
The author is grateful to M. Harris for the constant encouragements and the suggestion of using translation functors to attack the problem. He thanks F. Januszewski and A. Raghuram for comments, and thanks H. Kasten for many English corrections to an early manuscript of this paper.
Finite dimensional representations
2.1. Some root systems. For every integer k ≥ 1, we inductively define a Lie algebra embedding
as follows: γ 1 is the identity map, γ 2 is given by
and if k ≥ 3, γ k is given by
Denote by t k the image of γ k . It is a fundamental Cartan subalgebra for the group GL k (R) in the following sense:
Here and henceforth, an overbar indicates the complex conjugation in various contexts; and
denotes the Caran involution corresponding to O(k). Identify t k with C k via γ k . Then its dual space t * k is also identified with C k . The root system of g k with respect to t k is (13)
Therefore, the root system of g k with respect to t c k is 
where W g k denotes the Weyl group of g k with respect to the Cartan subalgebra t k .
2.2. Multiplicity one for classical branching rules. Recall that n ≥ 2. The group G = GL n (R) × GL n−1 (R) has a maximal compact subgroup
As in the Introduction, h = g n−1 is diagonally embedded in g, and c = o n−1 is diagonally embedded in k.
Lemma 2.1. One has that
Proof. The first equality is proved by dimension counting and by writing down b n and b n−1 explicitly. We omit the details. The second one is a consequence of the first one since both h and b are stable under the Cartan involution
As usual, a superscript group (or Lie algebra) indicates the space of invariants of a group (or Lie algebra) representation; and "U" indicates the universal enveloping algebra of a complex Lie algebra.
Lemma 2.1 implies the following classical multiplicity one theorem:
Lemma 2.2. Let F be an irreducible finite dimensional g-module, and let χ be a one dimensional h-module. Then every nonzero element φ ∈ Hom h (F, χ) does not vanish on Fn. Consequently,
Proof. Lemma 2.1 implies that g = h ⊕b. The first assertion of the Lemma then follows from the equality
Since dim Fn = 1, the first assertion implies the second one.
Note that K • = SO(n) ×SO(n−1), and C • = SO(n−1) is diagonally embedded in K
• . Similar to Lemma 2.2, we have 
we shall not use this fact as it does not generalize to the complex case of Section 6.) Then τ −µ occurs with multiplicity one in F Define τ −ν similarly and put
Similar to Lemma 2.5, we have Lemma 2.7. The representation τ ∨ −ξ occurs with multiplicity one in F ξ . Moreover, every nonzero element of Hom H C (F ξ , det −j ) does not vanish on τ ∨ −ξ ⊂ F ξ . In particular, Lemma 2.5 and Lemma 2.7 imply that
2.4. The space ∧ bn+b n−1 (g/k). Denote by 2ρ n ∈ t * n the sum of all weights of n n , and by 2ρ c n ∈ t c n * the sum of all weights of n c n . Write τ n for the irreducible representation of SO(n) of highest weight [2ρ n ] − 2ρ c n ∈ t c n * . Obviously, we have Lemma 2.8. The representation τ n occurs with multiplicity one in ∧ bn (g n /go n ). It contains the one dimensional space ∧ bn (n n /n c n ). Define τ n−1 similarly. Then
is an irreducible representation of K
• . Note thatk = go n × go n−1 . Similar to Lemma 2.8, we have Lemma 2.9. The representation τ n,n−1 occurs with multiplicity one in ∧ bn+b n−1 (g/k). It contains the one dimensional space ∧ bn+b n−1 (n/n c ).
Using Lemma 2.9, we fix a nonzero element
for the natural embedding.
Lemma 2.10. The composition
is a scalar multiple of the orthogonal projection. By Lemma 2.9, in order to prove the first assertion of the lemma, it suffices to show that the one-dimensional spaces ∧ bn+b n−1 (h/c) and ∧ bn+b n−1 (n/n c ) are not perpendicular to each other under the form , ∧ , or equivalently, the paring
Note that the orthogonal complement of n/n c in g/k isb/(b ∩k). It follows from Lemma 2.1 that (h/c) ∩ (b/(b ∩k)) = 0. This proves the first assertion of the lemma.
The image of the composition (19) is a nonzero subspace of (τ n,n−1 ) C • . By Lemma 2.3, the later space is at most one dimensional. Therefore the second assertion follows.
In particular, Lemma 2.10 implies that (20) (τ n,n−1 )
2.5. Cartan products and PRV components. Let R be a connected compact Lie group. In this subsection, we review some general results about tensor products of irreducible representations of R. Let σ 1 and σ 2 be two irreducible representations of R. Fix a Cartan subgroup of R and fix a positive system of the associated root system. Respectively write λ Lemma 2.12. Let f : σ 1 ⊗ σ 2 → σ 3 be a nonzero R-equivariant linear map. Then f maps nonzero decomposable vectors (namely, vectors of the form u⊗v ∈ σ 1 ⊗σ 2 ) to nonzero vectors.
Note that the weights λ Lemma 2.14. The PRV component of σ ∨ 1 ⊗ σ 3 is isomorphic to σ 2 . Proof. The lemma follows by noting that the lowest weight of σ
It is obvious that the arguments of this subsection also apply to finite dimensional algebraic representations of connected reductive complex linear algebraic groups.
2.6. PRV components and classical branching rules. Now we return to the setting before Section 2.5. Let σ 1 and σ 2 be two irreducible representations of K • and write σ 3 for their Cartan product. Assume that
Lemma 2.15. One has that (σ 3 )
Proof. This is a direct consequence of Lemmas 2.3 and 2.11.
where α i is an irreducible representation of SO(n), and β i is an irreducible representations of SO(n−1) (i = 1, 2, 3). Then α 3 is the Cartan product of α 1 and α 2 , and β 3 is the Cartan product of β 1 and β 2 .
By Lemma 2.3, every nonzero
It is routine to check that the following diagram commutes:
where the left vertical arrow is the canonical isomorphism, and in the bottom horizontal arrow, we view
In order to prove the proposition, it suffices to show that the top horizontal arrow of the diagram is nonzero, or equivalently, it suffices to show that the bottom horizontal arrow is nonzero.
Note that β ∨ 3 is the Cartan product of β
) is a nonzero decomposable vector in α 1 ⊗ α 2 . Then Lemma 2.12 implies that
This shows that the bottom horizontal arrow is nonzero since φ 3 does not vanish on (α 3 ⊗ β 3 ) C • .
Cohomological representations
3.1. Cohomological inductions. Recall from Section 2.1 the Borel subalgebra
Write T n (C) for the Cartan subgroup of GL n (C) with Lie algebra t n . Recall that 2ρ n ∈ t * n denotes the sum of all weights of n n . Let µ be as in the Introduction. Write C |µ|+2ρn for the one dimensional algebraic representation of T n (C) with weight |µ| + 2ρ n ∈ t * n (see (15)). We also view it as a b n -module via the quotient map
is a (g n , T c n )-module, where g n acts by left multiplications, and T c n acts by the tensor product of its adjoint action on U(g n ) and the restriction of the T n (C)-action on C |µ|+2ρn . By [Di, Theorem 7.6 .24], the dominance of |µ| + ρ n implies that V µ is irreducible as a g n -module.
Denote by Π the Bernstein functor from the category of (g n , T c n )-modules to the category of (g n , O(n))-modules. Recall that for every (g n ,
where H indicates the Hecke algebra. The reader is referred to [KV, Chapter I] for details on Hecke algebras. Write Π i for the i-th derived functor of Π (i = 0, 1, 2, · · · ). Then by [KV, Theorems 5.35 and 5.99 ],
, if n is even;
, if n is odd, and by [KV, Corollary 8.28 ],
is an irreducible (g n , O(n))-module. Denote by W ∞ µ the Casselman-Wallach smooth globalization of W µ , namely, it is the Casselman-Wallach representation of GL n (R) whose space of O(n)-finite vectors equals to W µ as a (g n , O(n))-module. 
Restricting to GL
+ n (R). Denote by GL + n (R) the subgroup of GL n (R) consisting of matrices of positive determinants. Then SO(n) is a maximal compact subgroup of it. Write
Denote by Π
• the Bernstein functor from the category of (g n , T c n
• )-modules to the category of (g n , SO(n))-modules. Write Π • i for its i-th derived functor (i = 0, 1, 2, · · · ). As in Section 3.1,
Since
, by passing to homology, the identity map (22) is an isomorphism. If n is even, then (22) is injective and induces a (g n , O(n))-module isomorphism
Proof. If n is odd, then (22) is an isomorphism since
If n is even, then (23) holds by induction by steps since T c n
In all cases, we view W
• µ as a (g n , SO(n))-submodule of W µ through the embedding (22).
Bottom layers. Similar to
Denote by Π c the Bernstein functor from the category of (o n , T c n
• )-modules to the category of (o n , SO(n))-modules. Write Π c i for its i-th derived functor (i = 0, 1, 2, · · · ). Then the algebraic version of Bott-Borel-Weil theorem ( [KV, Corollary 4.160] 
where τ + µ denotes the Cartan product of τ µ and τ n . Put
by passing to homology, the inclusion
induces a SO(n)-equivariant linear map
The map B µ is injective and is called the Bottom layer map (see [KV, Section V.6] ). By [KV, Theorem 5.80] , one knows that τ + µ has multiplicity one in W
• µ , and by [KV, Proposition 10.24] , it is the unique minimal SO(n)-type of W • µ (see [KV, Section X.2] for details on "minimal K-types"). When n is even, the unique minimal O(n)-type of W µ is
When restricted to SO(n), (24) is the direct sum τ
Together with Lemma 3.2, the above arguments imply the following Lemma 3.3. The irreducible representation τ + µ of SO(n) occurs with multiplicity one in W µ .
Nonvanishing of cohomology. Note that the center
by Lemma 2.4 and Lemma 3.3
by Lemma 2.8.
The last hom space is one dimensional by Lemma 2.14. Together with Lemma 3.1, this shows that W ∞ µ is a representation in Ω(µ). Consequently,
so that Fμ is the Cartan product of F µ and F ∨ µ . Applying the previous arguments toμ, we get a representation C |μ|+2ρn of T n (C), and injective maps
Lemma 3.4. Up to nonzero scalar multiplications, there is a unique nonzero
Moreover, κ is injective and its image is a direct summand as a (g n , T c n )-submodule of F µ ⊗ Vμ.
Proof. By Mackey isomorphism (cf. [KV, Theorem 2.103]),
be a filtration of F µ by b n -submodules so that dim F i = i (i = 0, 1, 2, · · · , k). This induces a filtration
It is easily verified that • V 1 is isomorphic to V µ , and • as a g n -module, the quotient V i /V i−1 (2 ≤ i ≤ k) has an infinitesimal character which is different from that of V µ .
Since V µ is irreducible, the lemma follows by considering the primary decomposition of F µ ⊗ Vμ with respect to the center Z(g n ) of U(g n ). The reader is referred to [KV, Proposition 7.20] 
Applying the derived Bernstein functors to the diagram (27), and then use the derived Mackey isomorphisms, we get commutative diagrams
Note that by Lemma 2.14, τ + µ is the PRV component of τ
In conclusion, we have proved the following Proposition 3.5. The irreducible SO(n)-representation
Cohomological test vectors
4.1. The result. Applying the discussions of Section 3 to ν, we get spaces As in Section 4.1, we have an irreducible representation
of G, which contains the irreducible representation
and consequently,
Note that Fξ is the Cartan product of F ξ and F 
converge absolutely, and yield a continuous Hermitian form on W 
By the estimate of Ξ K in [Wa1, Theorem 4.5.3] , it is easily verified that the restriction of Ξ K to H is integrable. Therefore (28) is convergent and continuous. It defines a Hermitian form since H is unimodular.
Fix an arbitrary element g C ∈ C \ C
• . By the discussions of Section 3.3, the space , one has that
By (17) (forξ) and (20), Lemma 2.15 implies that (τ
and put
Then vξ is a nonzero vector in the minimal K-type such that
Lemma 4.4. The Hermitian form (28) is positive definite on the one dimensional space Cvξ.
Proof. By (30) and Lemma 4.3, one has that
Here "dk" denotes the normalized Haar measure on C, and "ds" is a certain positive measure on S ∩ H. This proves the lemma. . Using Casselman-Wallach's theory of smooth globalizations (see [Cas] , [Wa2, Chapter 11] or [BK] ), Proposition 3.5 and its analog for ν imply the following Proposition 4.6. The irreducible K
• -representation
We are now prepared to prove Proposition 4.1. Take a nonzero element
By Lemma 2.7, it does not vanish on τ ∨ −ξ ⊂ F ξ . Using Lemma 4.5, take a nonzero element
which does not vanish on τ
. By Proposition 4.6 and Proposition 2.16, the continuous linear functional
restricts to an element of Hom H (W 
Proof of Theorem A
By (25), the set Ω(ξ) := {π n ⊗π n−1 | π n ∈ Ω(µ), π n−1 ∈ Ω(ν)} consists two irreducible representations of G. These two representations have the same restrictions to G
• , and to H. Therefore, in order to prove Theorem A, we may (and do) assume that π ξ = W ∞ ξ . As in the discussions of Section 3.4, we have
Note that by Lemma 2.14, τ n,n−1 is the PRV component of τ
Recall from the Introduction two nonzero elements
Recall the map η n,n−1 : ∧ bn+b n−1 (g/k) → τ n,n−1 from (18). The composition of
. is an element of (32). Its image under the map (11) of Theorem A equals to the composition map
By Lemma 2.5, Proposition 4.1 and Proposition 2.16, the composition of the last two arrows of (34) is is nonzero. Since it is C • -invariant, it does not vanish on τ C • n,n−1 . By Lemma 2.10, τ C • n,n−1 equals to the image of the compositions of the first two arrows of (34). Therefore the composition (34) is nonzero. This finishes the proof of Theorem A.
6. The case of complex groups 6.1. The result. Fix an integer n ≥ 2 as before. Let K be a topological field which is isomorphic to C, and write ι 1 , ι 2 : K → C for the two distinct isomorphisms.
The notation of this section is different from that of previous ones. Fix a sequence
Similar to (35),
is the complexification of G, and
is a complexification of H. We view H C as a subgroup of G C by the complexification of the inclusion map (38). As in the real case, an element of
Note that the algebraic character det j ⊗ det j of H C restricts to the character |det| j K of H, where "| | K " denotes the normalized absolute value of K (that is, |z| K = ι 1 (z)ι 2 (z) for all z ∈ K). Therefore, (39) is equivalent to + j is a critical place for π µ ×π ν , and conversely, all critical places are of this form (under the assumption that µ and ν are compatible).
Fix a nonzero element φ F of the hom spaces (40). As in the real case, the Rankin-Selberg integrals for π µ × π ν produce a nonzero element (41) φ π ∈ Hom H (π ξ , |det| −j K ), where π ξ := π µ ⊗π ν is a Casselman-Wallach representation of G. Writẽ K := GU(n) × GU(n − 1) ⊂ G and C := H ∩K = U(n − 1) ⊂ H.
Note that the cohomology spaces H bn+b n−1 (g,K; F ∨ ξ ⊗ π ξ ) and H bn+b n−1 (h, C; |det| 0 K ) are both one dimensional. Here and as before, the complexified Lie algebra of a Lie group is denoted by the corresponding lower case gothic letter.
The non-vanishing hypothesis at the complex place is formulated as follows:
Theorem B. By restriction of cohomology, the H-invariant linear functional As in Lemma 2.9, the representation τ n,n−1 := τ n ⊗ τ n−1 of U(n) × U(n − 1) occurs with multiplicity one in ∧ bn+b n−1 (g/k). Similar to (34), we have a sequence (46) is nonzero. This finishes the proof of Theorem B.
