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Abstract 
 
 
We consider a time series model involving a fractional stochastic component, whose 
integration order can lie in the stationary/invertible or nonstationary regions and be 
unknown, and additive deterministic component consisting of a generalised 
polynomial. The model can thus incorporate competing descriptions of trending 
behaviour. The stationary input to the stochastic component has parametric 
autocorrelation, but innovation with distribution of unknown form. The model is thus 
semiparametric, and we develop estimates of the parametric component which are 
asymptotically normal and achieve an M-estimation efficiency bound, equal to that 
found in work using an adaptive LAM/LAN approach. A major technical feature which 
we treat is the effect of truncating the autoregressive representation in order to form 
innovation proxies. This is relevant also when the innovation density is 
parameterised, and we provide a result for that case also. Our semiparametric 
estimates employ nonparametric series estimation, which avoids some complications 
and conditions in kernel approaches featured in much work on adaptive estimation of 
time series models; our work thus also contributes to methods and theory for non-
fractional time series models, such as autoregressive moving averages. A Monte 
Carlo study of finite sample performance of the semiparametric estimates is 
included. 
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This paper obtains eﬃcient estimates in stationary or nonstationary, possibly frac-
tional, time series. Consider a regression model given by
yt = µ
Tzt + xt,t ∈ Z, (1.1)
where Z = {t : t =0 ,±1,...}, zt is a deterministic q × 1 vector sequence, µ is an
unknown q × 1 vector, T denotes transposition, xt is a zero-mean stochastic process,
and yt is an observable sequence. Any nonstationarity in the mean of yt would be
due to zt, nonstationarity in variance to xt, but cases when µTzt is a priori constant
and xt is stationary are also of interest.
To describe xt,d e n o t eb yB the back-shift operator, so Bxt = xt−1,a n db y∆ =
1 − B the diﬀerence operator; formally, for all real d
∆
−d =
∞ P
j=0
∆j(d)B
j, ∆j(d)=
Γ(j + d)
Γ(d)Γ(j +1 )
,
with Γ denoting the gamma function such that Γ(d)=∞ for d =0 ,−1,−2,...,a n d
Γ(0)/Γ(0) = 1. Assume the sequence xt is given by
xt = ∆
−m0v
#
t ,t ∈ Z, (1.2)
where m0 is a non-negative integer,
v
#
t = vt1(t ≥ 1),t ∈ Z, (1.3)
for 1(.) the indicator function, and
vt = ∆
−ζ0ut,t ∈ Z, (1.4)
for |ζ0| < 1
2,w i t hut a zero-mean covariance stationary process with absolutely
continuous spectral distribution function and spectral density f(λ) that is at least
positive and ﬁnite for all λ.
1The process vt is then also covariance stationary, having “long memory” for ζ0 > 0,
“short memory” for ζ0 =0and “negative memory” for ζ0 < 0.W h e nm0 =0 ,w eh a v e
xt = v
#
t = vt for t ≥ 1.W h e nm0 ≥ 1, xt “integrates” v
#
t ,a n dt h et r u n c a t i o ni n( 1 . 2 )
implies that xt has variance that is ﬁnite, albeit evolving with t.W i t hξ0 = m0 +ζ0,
xt is well-deﬁned for
ξ0 ∈ S ⊂ {ξ : −
1
2
<ξ<∞,ξ 6=
1
2
,
3
2
,...}. (1.5)
The requirement ξ0 > −1
2 excludes non-invertible processes, and the ﬁnal qualiﬁca-
tion in (1.5) excludes ξ0 that cannot be reduced to the stationary/invertible region
(−1
2, 1
2) by integer diﬀerencing. Alternative deﬁnitions of nonstationary fractional xt
are available, e.g. ∆−ξ0u
#
t .
Suppose ξ0 is unknown; m0 may also be unknown. Suppose ut is assumed to have
parametric autocorrelation:
f(λ)=
σ2
0
2π
¯ ¯β(e
iλ;ν0)
¯ ¯2
,λ ∈ (−π,π], (1.6)
such that cov(u0,u j)=
R π
−π f(λ)cos(jλ)dλ, j ∈ Z, β(s;ν) is a smooth, given function
of complex-valued s and column-vector ν ∈ V ⊂ Rp1−1, p1 ≥ 1, satisfying
β0(ν)=1 ,β (s;ν) 6=0 , |s| ≤ 1, ν ∈ V, (1.7)
where βj(ν)=
R π
−π β(eiλ;ν)cos(jλ)dλ,a n dν0 ∈ V and σ2
0 > 0 are unknown. Then ut
is the variance of the best linear predictor for ut. For example, ut can be a standardly-
parameterized autoregressive moving average (ARMA) process of autoregressive (AR)
order p11 and moving average (MA) order p12,s u c ht h a tp1 − 1 ≤ p11 + p12 < ∞;
when ν0 consists precisely of the AR and MA coeﬃcients we have p11 +p12 = p1 −1,
otherwise the coeﬃcients obey prior restrictions. We call vt aF A R I M A (p11,ζ0,p 12),
and xt aF A R I M A (p11,ξ0,p 12).W h e r e a sνt is stationary, due to the truncation (1.2)
xt is nonstationary even when ξ0 < 1
2 (it could be called "asymptotically stationary"
2then). The case when xt = νt for all t ∈ Z,s oxt is stationary, can be dealt with
similarly but we impose the truncation in (1.2) for all m0 ≥ 0 for the sake of a uniﬁed
presentation. The set V is contained in the "stationary and invertible region". The
case p1 =1means ν0 is empty, and if β ≡ 1, xt is a FARIMA(0,ξ0,0).A na l t e r n a t i v e
model for ut is due to Bloomﬁeld (1972).
The main focus of the paper is estimation of θ01 =
¡
ξ0,νT
0
¢T, and we restrict to a
specialized form of zt in (1.1)
zt =( t
τ1,...,t
τq)
T 1(t ≥ 1),τ 1 <τ 2 < ... < τq, (1.8)
where the τj are real-valued. Debate has centred on the origin - deterministic or
stochastic - of nonstationarity in time series. A notable feature is competition at low
frequencies, and given the fractional model for xt this is most neatly expressed by
(1.8). Some components of zt may have negligible eﬀect on fractionally diﬀerenced yt.
Denote by µj the j-th element of µ and T1 =
©
j : τj <ξ 0 − 1
2
ª
, T2 = {j : τj = ξ0},
T3 =
©
j : ξ0 − 1
2 ≤ τj <ξ 0;τj >ξ 0
ª
, where any of these sets can be empty. We
cannot estimate µj for j ∈ T1, and do not discuss estimation of µj for j ∈ T2.W r i t e
st = Σj∈T1µjtτj and for p2 =# T3 ≤ q introduce the p2 ×1 vectors z2t and θ02,w h o s e
j-th elements are the elements of zt and µ whose index is the j-th largest element of
T3.I tw i l lb ec o n v e n i e n tt ow r i t ez2t =( tχ1,...,t
χp2)T,w h e r et h eχj are appropriate
τj, and satisfy 1
2 ≤ χ1 <. . .<χ p2.W ec a nw r i t e( 1 . 1 )a s
yt = st + µ
∗t
ξ0 + θ
T
02z2t + xt, (1.9)
where µ∗ =0if τj 6= ξ0 for all j.
We discuss estimation of θ02,a l o n gw i t hθ01. For this we require that the τj, j ∈ T3,
are known. The boundary case of T3, τj = ξ0 − 1
2, thus strictly implies ξ0 is known,
but this provision is instead designed to cover a situation in which τj <ξ 0 − 1
2 for
all j ∈ T1 is anticipated, with ξ0 unknown, but in fact τj = ξ0 − 1
2 for some j.F o r
3θ1 =( ξ,νT)T ∈ S × V , introduce the function α(s;θ1). R × Rp1 → R, and consider
α(s;θ
(−)
1 ),w h e r eθ
(−)
1 =( 0 ,νT)T, such that
α(s;θ1)=( 1− s)
ξα(s;θ
(−)
1 ). (1.10)
Take α(s;θ
(−)
1 )=β(s;ν)−1 for |s| ≤ 1, ν ∈ V , and note that
R π
−π α(eiλ;θ
(−)
1 )dλ =1 ,
ν ∈ V . From (1.6) and (1.7), ut has one-sided AR representation
α(B;θ
(−)
01 )ut = σ0εt,t ∈ Z, (1.11)
where θ
(−)
01 =( 0 ,ντ
0)T,a n dt h eεt a r eu n c o r r e l a t e dw i t hz e r om e a na n du n i tv a r i a n c e .
Introduce square-summable coeﬃcients αj(θ1) in the expansion
α(s;θ1)=
∞ P
j=0
αj(θ1)s
j, |s| ≤ 1,ξ ∈ S,ν ∈ V, (1.12)
so α0(θ1) ≡ 1.F o rg i v e nθ =
¡
θ
T
1,θ
T
2
¢T
,d e ﬁne the computable
et(θ)=
t−1 P
j=0
αj(θ1)
¡
yt−j − θ
T
2z2,t−j
¢
,E t(θ)=et(θ) −
1
n
n P
t=1
et(θ),t ≥ 1, (1.13)
the latter being proxies for σ0εt,w i t hst ignored in et(θ) b e c a u s ei ti sa n t i c i p a t e dt o
have negligible eﬀect, and µ∗tξ0 ignored in view of the mean-correction in Et(θ).
Given observations yt, t =1 ,...,n,d e ﬁne
Qρ(θ,θ3)=
1
n
n P
t=1
ρ(Et(θ)/˜ σ;θ3), (1.14)
for an n
1
2-consistent estimate ˜ σ of σ0, a given non-negative function ρ : R×Rp3 ⇒ R,
and any admissible value θ3 of an unknown p3 × 1 parameter vector θ03; θ3 may be
empty, as when ρ(s;θ3)=s2. Consider the estimate
³
¯ θ
T
ρ,¯ θ
T
3ρ
´
=a r gm i n Θ×Θ3 Qp(θ,θ3),
for compact sets Θ ∈ Rp, Θ3 ∈ Rp3. One anticipates (see e.g. Martin’s (1982) dis-
cussion of M-estimates of ARMA models) that under suitable conditions ¯ θρ,¯ θ3ρ are
asymptotically independent and the asymptotic variance matrix of ¯ θρ depends on
ρ only through the scalar factor H =
R
ρ0(s)2g(s)ds/
©R
ρ00(s)g(s)ds
ª2,w h e r et h e
4prime indicates diﬀerentiation, double-prime indicates twice diﬀerentiation, and ref-
erence to θ03 is suppressed. If integration-by-parts can be conducted, this and the
Schwarz inequality indicate that H ≥ J −1,d e ﬁning the information
J =
Z
ψ(s)
2g(s)ds (1.15)
and the score function
ψ(s)=−g
0(s)/g(s). (1.16)
The lower bound is attained by ¯ θlogg, and the paper obtains estimates that are
eﬃcient in the sense of having the same asymptotic variance as ¯ θlogρ.I nT h e o r e m2o f
Section 3 we justify such an estimate on the basis of known g(s;θ3).I fg is misspeciﬁed
not only will the estimate not be eﬃcient but it may even be inconsistent. Our main
result is Theorem 1 of Section 3, which justiﬁes eﬃcient semiparametric estimates, in
which the density of εt is nonparametric. These estimates are adaptive in the sense of
Stone (1975) and are described in the following section. Section 4 describes a Monte
Carlo study of ﬁnite sample behaviour of the semiparametric estimates. Section
5 attempts to place the work in perspective, relative to the literature. Section 6
presents the main proof details, which use a series of lemmas that make up Section
7 .S o m eo ft h e s e ,s u c ha sL e m m a s1 ,2 ,7 ,8 ,1 3 ,1 5a n d1 6 ,m a yb eu s e f u li no t h e r
work. A principal technical feature is our handling of the approximation of the σ0εt
in (1.11) by the et(θ0) deﬁned by (1.13), a delicate matter in fractional models.
2. SEMIPARAMETRIC ESTIMATES
As in much adaptive estimation literature we take an approximate Newton step
from an initial consistent estimate ˜ θ of θ0, with the same rate of convergence as ¯ θlogg.
This requires estimating ψ(s). We employ an approach developed by Beran (1976),
Newey (1988). Beran (1976) proposed a series estimate of ψ(s) (with respect to
5i n n o v a t i o n si na nA R (p) model) that employs integration-by-parts. His estimate of
ψ(s) was actually not a smoothed nonparametric one because he ﬁxed the number of
terms, L, in the series. Newey (1988) allowed L to increase slowly with n, in adapting
to error distribution of unknown form in cross-sectional regression.
Let φ (s),   =1 ,2,..., be a sequence of given, continuously diﬀerentiable func-
tions. For L ≥ 1, scalar ht,t=1 ,...,n, and h =( h1,...,hn)T, deﬁne φ
(L)(ht)=
(φ1(ht),...,φL(ht))T, Φ(L)(ht)=φ
(L)(ht)−n−1 Pn
s=1 φ
(L)(hs),φ
0(L)(ht)=( φ
0
1(ht),...,φ
0
L(ht))T
and
W
(L)(h)=n
−1
n P
t=1
Φ
(L)(ht)Φ
(L)(ht)
T,w
(L)(h)=n
−1
n P
t=1
φ
0(L)(ht),
b a
(L)(h)=W
(L)(h)
−1w
(L)(h),ψ
(L)(ht;b a
(L)(h)) = b a
(L)(h)
TΦ
(L)(ht).
With E(θ)=( E1(θ),...,En(θ))
T deﬁne
e ψ
(L)
t (θ,σ)=ψ
(L)(Et(θ)/σ;b a
(L)(E(θ)/σ)),
where it will follow from our conditions that in a neighbourhood of θ0,σ0,W (L)(E(θ)/σ)
is nonsingular with probability approaching 1 as n →∞ . We then compute the
˜ ψ
(L)
t (˜ θ,˜ σ). Following Beran (1976), Newey (1988) we have approximated ψ(εt) by
ΣL
 =1a  {φ (εt) − Eφ (εt)} (imposing the restriction Eψ(εt)=0 ), noted that (under
conditions to be given) integration-by-parts implies E
n
φ
(L)(εt)ψ(ε0)
o
= E
n
φ
(L)(εt)
o
,
estimated (a1,...,a L)T by a(L)(E(˜ θ)/˜ σ),a n dt h e nψ(εt) by ˜ ψ
(L)
t (˜ θ,˜ σ).
Deﬁne (see (1.10)-(1.13))
e
0
t(θ)=( ∂/∂θ)et(θ)=
¡
e
0
t1(θ)
T,e
0
t2(θ)
T¢T ,
where
e
0
t1(θ)=α
0(B;θ1)
¡
yt − θ
T
2z2t
¢
,e
0
t2(θ)=−α(B;θ1)z2t,
6with
α
0(s;θ1)=( ∂/∂θ1)α(s;θ1)=( 1− s)
ξα(s;θ
(−)
1 )γ(s;ν),
γ(s;ν)=
h
log(1 − s),{(∂/∂ν)
Tα(s;θ
(−)
1 )}/α(s;θ
(−)
1 )
iT
. (2.1)
Deﬁne
E
0
ti(θ)=e
0
ti(θ) − n
−1
n P
s=1
e
0
si(θ),i =1 ,2,
rLi(θ,σ)=
n P
t=1
e ψ
(L)
t (θ,σ)E
0
ti(θ),R i(θ)=
n P
t=1
E
0
ti(θ)E
0
ti(θ)
T,i=1 ,2,
JL(θ,σ)=n
−1
n P
t=1
e ψ
(L)
t (θ,σ)
2.
Estimate θ01,θ 02 by
b θi = e θi +
n
Ri(e θ)JL(e θ,e σ)
o−1
rLi(e θ,e σ),i =1 ,2, (2.2)
respectively, for ˜ θ =( ˜ θ
T
1,˜ θ
T
2)T.
As in Newey (1988) we restrict to φ (s) satisfying
φ (s)=φ(s)
 , (2.3)
for a smooth function φ(s).E x a m p l e sa r e
φ(s)=s (2.4)
φ(s)=s(1 + s)
−1
2. (2.5)
Our conditions require L to increase very slowly with n, and allow the increase to be
arbitrarily slow; in practice, for moderate n, (2.2) might be computed for a few small
integers L,s t a r t i n gw i t hL =1 . Recursive formulae are available, using partitioned
regression, such that the elements of W(L)(E(˜ θ)/˜ σ), w(L)(E(˜ θ)/˜ σ) can be used in
computing ˜ ψ
(L+1)
t (˜ θ,˜ σ).
73. MAIN RESULTS
We introduce the following regularity conditions.
Assumption A1 The sequence yt is generated by (1.1) with xt generated by (1.2)-
(1.4) and (1.11), where the εt are independent and identically distributed (iid) with
zero mean and variance 1, and zt is given by (1.8).
Assumption A2 Either:
(a) Eε4
0 < ∞;o r
(b) for some ω>0 the moment generating function E
¡
et|ε0|ω¢
exists for some
t>0; or
(c) ε0 is almost surely bounded.
Assumption A3 ε0 has density, g(s),t h a ti sd i ﬀerentiable, and
0 < J < ∞,
where J is deﬁned in (1.15).
Assumption A4 The sentence including (1.6) and (1.7) is true, ν0 is an interior
point of V and in a neighbourhood N of ν0, α(s;θ
(−)
1 )=β(s;ν)−1 is thrice continu-
ously diﬀerentiable in ν for |s| =1and
∞ P
j=1
j
3
½¯ ¯βj(ν0)
¯ ¯ +s u p
N
¯ ¯ ¯αj(θ
(−)
1 )
¯ ¯ ¯
+sup
N
¯ ¯ ¯α
(k)
j (θ
(−)
1 )
¯ ¯ ¯ +s u p
N
¯ ¯ ¯α
(k, )
j (θ
(−)
1 )
¯ ¯ ¯ +s u p
N
¯ ¯ ¯α
(k, ,m)
j (θ
(−)
1 )
¯ ¯ ¯
¾
< ∞,
for all k, ,m =1 ,...,p1−1, where αj(θ
(−)
1 ) is deﬁned by (1.10), (1.12) and α
(k)
j (θ
(−)
1 )=
(∂/∂νk)αj(θ
(−)
1 ), α
(k, )
j (θ
(−)
1 )=( ∂/∂ν )α
(k)
j (θ
(−)
1 ), α
(k, ,m)
j (θ
(−)
1 )=( ∂/∂νm)α
(k, )
j (θ
(−)
1 ),
νk being the k-th element of ν.
8Assumption A5 For all (p1−1)×1 non-null vectors λ, λ
T
n
(∂/∂ν)α(eiλ;θ
(−)
01 )
o
β(eiλ;ν0) 6=
0 on a subset of (−π,π] of positive measure.
Assumption A6
0 <σ
2
0 < ∞.
Assumption A7
n
1
2
³
˜ θ1 − θ01
´
= Op(1),D n(˜ θ2 − θ02)=Op(1),n
1
2(˜ σ
2 − σ
2
0)=Op(1),
where
Dn = diag
½
n
χ1−ξ0+1
21(χ1 − ξ0 > −
1
2
)+( l o gn)
1
21(χ1 − ξ0 = −
1
2
),
n
χ2−ξ0+1
2,...,n
χp2−ξ0+1
2
o
.
Assumption A8 φ (s) satisﬁes (2.3), where φ(s) is strictly increasing and thrice
continuously diﬀerentiable and is such that, for some κ ≥ 0, K<∞,
|φ(s)| ≤ 1(|s| ≤ 1) + |s|
κ 1(|s| > 1), (3.1)
|φ
0(s)| + |φ
00(s)| + |φ
000(s)| ≤ C(1 + |φ(s)|
K). (3.2)
Assumption A9
L →∞ as n →∞ (3.3)
and either:
(a)
lim
n→∞
µ
logn
L
¶
> 8{logη +m a x ( l o gϕ,0)}'7.05 + 8max(logϕ,0); (3.4)
or
9(b)
lim
n→∞
µ
logn
LlogL
¶
> max
µ
8κ
ω
,
4κ(ω +1 )
ω
¶
; (3.5)
or
(c)
lim
n→∞
µ
logn
LlogL
¶
> 4κ, (3.6)
where
η =1+2
1
2 ' 2.414
and
ϕ =
1+|φ(s1)|
φ(s2) − φ(s1)
,
[s1,s 2] b e i n ga ni n t e r v a lo nw h i c hg(s) is bounded away from zero.
Remark 1 Parts (a), (b) and (c) of A2 increase in strength and entail trade-oﬀsw i t h
A8 and A9. When κ =0in A8, so φ(s) is bounded, (a) of A2 and (a) of A9 suﬃce; a
ﬁnite fourth moment seems hard to avoid in dealing with the deviation et(θ0)−σ0εt.
Part (b) of A2 holds with ω =1for Laplace εt and with ω =2for Gaussian εt.W e
require (b) of A2 when κ>0 in A8, so φ(s) can be unbounded, and also (b) of A9.
If (c) of A2 holds, then a fortiori we can have κ>0 in A8, and can relax (b) of A9
to (c).
Remark 2 Assumption A3 is virtually necessary.
Remark 3 Assumption A4 is stronger than necessary, but is chosen for brevity of
presentation and because it is readily checked for short memory and invertible AR
(α) and MA (β) ﬁlters arising in models of most practical interest, such as ARMA
and Bloomﬁeld (1972) models, and in any case conditions on the short memory com-
ponent are of only secondary interest here. A property useful in several places (see
10in particular Lemma 13 of Section 7) that is ensured by A4 is as follows. A (possibly
vector) sequence αj, j ≥ 0,h a sp r o p e r t yPr(d), r ≥ 0,i f
kαjk ≤ C {log(j +2 ) }
r (j+1)
d−1, kαj − αj+1k ≤ C {log(j +2 ) }
r (j+1)
d−2,j ≥ 0,
where k.k denotes Euclidean norm. For |s| ≤ 1 and θ
(+)
1 =( ζ,νT)T,d e ﬁne square-
summable πj(θ
(+)
1 ) such that
π(s;θ
(+)
1 )=( 1− s)
−ζβ(s;ν)=
∞ P
j=0
πj(θ
(+)
1 )s
j, |ζ| <
1
2
,ν ∈ V.
Then, with θ
+
01 =( ζ0,νT
0)T, πj(θ
(+)
01 ) has property P0(ζ0), αj(θ
(+)
01 ) has property
P0(−ζ0) and (∂/∂/θ
(+)T
1 )αj(θ
(+)
01 ) has property P1(−ζ0). This follows from Lemmas
11 and 12 of Section 7 on noting that, for α(s)=
P∞
j=0 αjsj, β(s)=
P∞
j=0 βjsj,t h e
coeﬃcient of sj in α(s)β(s) is
Pj
k=0 αkβj−k, that the coeﬃcients of sj in (1−s)−d and
−log(1−s) are ∆j(d) and j−1,t h a tπ(1;θ
(+)
01 )=0for ζ0 < 0, and that α(1;θ
(+)
01 )=0 ,
(∂/∂/θ
(+)T)α(1;θ
(+)
01 )=0for ζ0 > 0.
Remark 4 A5 is an identiﬁability condition, violated if, for example, ut is speciﬁed
as an ARMA with both AR and MA orders over-stated. A5, with A4, implies that
Ω1 =
1
2π
Z
−π
γ
¡
e
iλ;ν0
¢
γ
¡
e
−iλ;ν0
¢T
dλ
=
1
2π
Z π
−π
⎡
⎣ log
¯ ¯1 − eiλ¯ ¯2
2 ∂
∂ν log
¯ ¯β(eiλ;ν0)
¯ ¯
⎤
⎦
⎡
⎣ log
¯ ¯1 − eiλ¯ ¯2
2 ∂
∂ν log
¯ ¯β(eiλ;ν0)
¯ ¯
⎤
⎦
T
dλ (3.7)
is positive deﬁnite, with γ given by (2.1). Ω1 is proportional to the inverse of the
limiting covariance matrix of ˆ θ1.W ed e ﬁne also the corresponding matrix with respect
to ˆ θ2,
Ω2 =
σ2
0
2π
β(1;ν0)
2
⎛
⎝{2(χi − ξ0)+1 }
1
2 ©
2(χj − ξ0)+1
ª1
2 (χi − ξ0)(χj − ξ0)
(χi + χj − 2ξ0 +1 ) ( χi − ξ0 +1 ) ( χj − ξ0 +1 )
⎞
⎠, (3.8)
11when χ1 − ξ0 > −1
2,w h e r et h e( i,j)-th element of the matrix is displayed; because
³¡
χi + χj − 2ξ0 +1
¢−1´
is a Cauchy matrix (see Knuth, 1968, p.30), and the inequal-
ities in (1.8) hold, Ω2 is positive deﬁnite. The same is true when τj − ξ0 = −1
2 for
some j, Ω2 being deﬁned by replacing the (1,1)-th element of the matrix in (3.8) by
1, and the other elements in the ﬁrst row and column by zero.
Remark 5 T h em i d d l ep a r to fA 7i sl i k e l yt ob es a t i s ﬁed by the least squares
estimate of θ02, under similar conditions to ours. A substantial literature justiﬁes
˜ θ1 satisfying A7; typically θ
0
02z2t is assumed constant a priori but the results should
go through more generally with xt replaced by least squares residuals. Various es-
timates of θ01 (which we collectively call Whittle estimates) have been shown to be
n
1
2-consistent and asymptotically N(0,Ω
−1
1 )w h e n0 ≤ ξ0 < 1
2 under Gaussianity of
xt (when they achieve the eﬃciency bound of Section 1 and are as good as maximum
likelihood estimates), and under more general conditions (see e.g. Hannan (1973),
Fox and Taqqu (1986), Dahlhaus (1989), Giraitis and Surgailis (1990)). The estimate
minimizing (1.14) with ρ(s)=s2 (usually with Et(θ) replaced by et(θ)) falls within
this class. This estimate (used by Li and McLeod,1986, for fractional models and Box
and Jenkins, 1971, for ARMA ones) is sometimes called a conditional sum of squares
(CSS) estimate (though it is based on formulae for the truncated AR representation
rather than for the conditional expectation given the ﬁnite past record). Beran (1995)
argued that it has the same desirable asymptotic properties for ξ0 > 1
2,t y i n gi nw i t h
Robinson’s (1994) derivation of standard asymptotics for score tests, based on the
same objective function, for unit root and more general nonstationary hypotheses
against fractional alternatives. These authors employed a diﬀerent deﬁnition of frac-
tional nonstationarity from ours, but for our deﬁnition Velasco and Robinson (2000)
established the same properties for a Whittle estimate when −1
2 <ξ 0 < 3
4,a n df o r
at a p e r e dv e r s i o no ft h i sf o r−1
2 <ξ 0 < ∞, though the tapering inﬂates asymptotic
12variance. They established consistency of their implicitly-deﬁned optimizer despite
lack of uniform convergence over an admissible parameter set that includes a wide
range of nonstationary values of ξ. The deﬁnition of improved estimate as a Newton
step from a previously established n
1
2-consistent estimate avoids a similar diﬃculty.
Velasco and Robinson’s (2000) estimate of σ2
0 should satisfy the ﬁnal part of A7 (with
(e) suﬃcient within A2).
Remark 6 When κ =0in A8, then |φ(s)| ≤ 1 for all s, under (3.1); there would be
n og a i ni ng e n e r a l i t yb ys p e c i f y i n gφ to satisfy a larger ﬁnite bound. For κ>0 we
might take φ(s)=sκ, cf (2.4). The reason for imposing diﬀerent bounds on φ(s) over
|s| ≤ 1 and |s| > 1 is to allow possibly diﬀerent rates of approach to zero and inﬁnity.
A8 is stronger than the corresponding assumption of Newey (1988), and is driven by
t h ep r e s e n c eo fet(θ0) for small t, when it does not approximate σ0εt;w ep r e f e rt h i s
to trimming out small t, which introduces further ambiguity. It is hard to think of
reasons for choosing φ that do not satisfy (3.1), (3.2), which imply power-law bounds
on φ
0(s), φ
00(s) and φ
000(s) as s →∞ .
Remark 7 The weakest of the conditions in A9, (a), can only apply when κ =0in
A8, in which case logϕ>0. Subject to this, the hope is that s1 and s2 exist such
that ϕ is arbitrarily close to 1, as when g(s) > 0 for all s; then the strict inequality
in (3.4) applies with logϕ =0 . The mysterious constant η is due to approximating
W(L) in the proof in terms of the Cauchy matrix with (i,j)-th element
R 1
−1 ui+j−2du
(see Lemma 7 of Section 7). Since φ is deﬁned for negative and positive arguments
this seems more natural than Newey’s (1988) use of the Hilbert matrix
³R 1
0 ui+j−2du
´
and aﬀords some slight improvement over it due to the many zero elements in this
Cauchy matrix (following a similar proof for the Hilbert matrix to Lemma 7’s, η
w o u l db er e p l a c e db yη2 ' 5.828). In fact a constant such as η does not arise in
Newey’s work because he is content with a slightly stronger condition than any in
13A9, LlogL/logn → 0, irrespective of whether or not φ is bounded, and without
considering the impact of bounded εt. This is because he accepts a bound of form
LCL at several points of his proof. Our slightly sharper bounds suggest that when
φ is bounded it is eﬀectively the denominator of ψ
(L) (i.e. the inverse of W(L))t h a t
dominates, while when φ is unbounded the numerator dominates. In the former case,
the slow L corresponds to the notorious ill-conditioning of Cauchy/Hilbert matrices.
One disadvantage of a bounded φ is that a larger L might be needed to approximate
a ψ of inﬁnite range, though our slightly milder condition on L in A9(a) might help
to justify this. Another is that it excludes (2.4), which “nests” the Gaussian case,
though it would be possible to modify our theory to allow inclusion of φ1(s)=s,
say, followed by polynomial φ  (2.3) using bounded φ such as (2.5). Though the
partly known nature of the bounds in A9 is interesting, and their reﬂection of other
assumptions is intuitively reasonable in a relative sense, not only is the improvement
over Newey’s rate slight but even after guessing ω and ϕ no practical choices of L
in ﬁnite samples can be concluded, indeed the same asymptotic bounds result if any
ﬁx e di n t e g e ri sa d d e dt oo rs u b t r a c t e df r o mL. As in much other semiparametric
work, no information towards an optimal choice of L emerges, indeed as in Newey
(1988) there is no lower bound on L, besides that it must increase with n.
Theorem 1 Let Assumptions A1-A9 hold, such that when κ =0A2(a) holds with
A9(a), or when κ>0 either A2(b) holds with A9(b) or A2(c) holds with A9(c). Then
as n →∞ , n
1
2(ˆ θ1 − θ01) and Dn(ˆ θ2 − θ02) converge to independent N(0,J −1Ω
−1
1 ),
N(0,J −1Ω
−1
2 ) vectors, respectively, where the limiting covariance matrices are consis-
tently estimated by
n
JL(˜ θ,˜ θ)R1(˜ θ)/n
o−1
,
n
JL(˜ θ,˜ θ)D−1
n R2(˜ θ)D−1
n
o−1
, respectively.
To place Theorem 1 in perspective and to further balance the focus on Whittle
estimation in the long memory literature, we also consider the fully parametric case,
where g(s;θ3) is a prescribed parametric form, as described after (1.14), on the basis of
14which deﬁne ˆ θ3 =a r gm i n
Θ3
Qlogg(˜ θ;θ3),a n d ,w i t hψ(s;θ3)=−(∂/∂s)g(s;θ3)/g(s;θ3),
Jn(θ,σ,θ3)=n
−1
n P
t=1
ψ(Et(θ)/σ;θ3)
2 ,
ri(θ,σ,θ3)=
n P
t=1
ψ(Et(θ)/σ;θ3)E
0
ti(θ),i =1 ,2,
and redeﬁne ˆ θi, i =1 ,2 of (2.2) as
ˆ θi = ˜ θi +
n
Ri(˜ θ)Jn(˜ θ,˜ σ,ˆ θ3)
o−1
ri(˜ θ,˜ σ,ˆ θ3),i =1 ,2.
We introduce the following additional assumptions.
Assumption A10 Θ3 is compact and θ03 is an interior point of Θ3.
Assumption A11 For all θ3 ∈ Θ − {θ03}, g(s;θ3) 6= g(s;θ03) on a set of positive
measure.
Assumption A12 In a neighbourhood N of θ03, logg(s;θ3) is thrice continuously
diﬀerentiable in θ3 for all s and
Z ∞
−∞
½
sup
N
¯ ¯g
(k)(s;θ3)
¯ ¯ +s u p
N
¯ ¯g
(k, )(s;θ3)
¯ ¯ +s u p
N
¯ ¯g
(k, ,m)(s;θ3)
¯ ¯
¾
ds < ∞,
where g(k), g(k, ), g(k, ,m) represent partial derivatives of g with respect to the k-th,
the k-th and  -th, and the k-th,  -th and m-th elements of θ3, respectively.
Assumption A13 Ω3 = E{(∂/∂θ3)logg(εt;θ03)(∂/∂θ
T
3)logg(ε0;θ03)} is positive
deﬁnite.
Theorem 2 Let Assumptions A1, A2(a), A3-A7, A10-A13 hold. Then as n →∞ ,
n
1
2(ˆ θ1 −θ01), D
1
2
n(ˆ θ2 −θ02) and n
1
2(ˆ θ3 −θ03) converge to independent N(0,J −1Ω
−1
1 ),
N(0,J −1Ω
−1
2 ) and N(0,Ω
−1
3 ) vectors respectively, where the limiting covariance ma-
trices are consistently estimated by
n
Jn(˜ θ,˜ σ,ˆ θ3)R1(˜ θ)/n
o−1
,
n
Jn(˜ θ,˜ σ,ˆ θ3)D−1
n R2(˜ θ)D−1
n
o−1
15and
½
n
−1
n P
t=1
h
(∂/∂θ3)logg
³
Et(˜ θ)/˜ σ;ˆ θ3
´ih
(∂/∂θ
T
3)logg
³
Et(˜ θ)/˜ σ;ˆ θ3
´i¾−1
,
respectively.
The proof (which entails an initial consistency proof for the implicitly-deﬁned ex-
tremum estimate ˆ θ3) is omitted because it combines relatively standard arguments
with elements of the proof of Theorem 1, notably concerning the et(θ0) − σ0εt issue.
Our treatment of this would also lead to a theorem for M-estimates of θ0 minimizing
(1.14) in which ρ(s) is a completely speciﬁed function, not necessarily logg(s),b u tw e
omit this to conserve on space, and because the eﬃciency improvement of the paper’s
title would in general not be achieved.
Theorems 1 and 2 suggest locally more powerful (Wald-type) tests on θ01 than those
implied by CLTs for Whittle estimates. For example, the hypothesis of short memory,
ξ0 =0 ,c a nb ee ﬃciently tested, as can, say, the signiﬁcance of AR coeﬃcients in a
FARIMA(p11,ξ0,0), for any unknown ξ0 > −1
2.W ec a na l s oe ﬃciently investigate the
question of relative success of deterministic and stochastic components in describing
trending time series. For example, we can apply the theorems to test θ02 =0 ,o r ,
with p2 =1 , p2 = tτ, test ξ0 = τ + 1
2 against the one-sided alternative ξ0 >τ+ 1
2 (see
the discussion after (1.9)); in the ﬁrst case rejection implies a signiﬁcant deterministic
trend, in the latter, a dominant stochastic one. Tests based on ˆ θ2 are in general more
powerful than those based on least squares (see Yajima, 1988) or generalized least
squares (see Dahlhaus, 1995).
164. FINITE SAMPLE PERFORMANCE
A small Monte Carlo study was carried out to investigate the success of our semi-
parametric estimates in small and moderate samples. Along with the value of n,
major inﬂuential features seem likely to be the form of g(s),t h ev a l u eo fξ0 and the
choice of φ and L.
W ef o c u s s e do nt h es i m p l eF A R I M A (0,ξ0,0) model for yt (knowing µTz0 ≡ 0)f o r
(i) ξ0 = −0.25 ("antipersistent")
(ii) ξ0 =0 .25 ("stationary with long memory")
(iii) ξ0 =0 .75 ("nonstationary but mean-reverting")
(iv) ξ0 =1 .25 ("nonstationary, non-mean-reverting").
For εt we considered the following distributions (the scalings referred to producing
var(εt)=1 ):
(a) N(0,1)
(b) 0.5N(−3,1) + 0.5N(3,1)
(c) (scaled) 0.05N(0,25) + 0.95N(0,1)
(d) (scaled) Laplace
(e) (scaled) t5.
These were mostly chosen for the sake of consistency with other Monte Carlo stud-
ies of adaptive estimates. The benchmark case (a), and the two (symmetric and
asymmetric) mixed normal distributions (b) and (c), were used by Kreiss (1987)
in a stationary AR model, with kernel estimates of ψ, and by Newey (1988) (in a
cross-sectional regression model), Ling (2003) also using (b) in a FARIMA(0,ξ0,0)
model with kernel estimates of ψ. Kreiss (1987) also used (d). The point of (e) is
17that it only just satisﬁes the minimal fourth moment condition on ε0, A2(a). Kernel
approaches, from Stone (1975), Bickel (1982) for location and regression models for
independent observations, through Kreiss (1987, for example), Drost et al. (1997),
Koul and Schick (1997) for short memory time series models, and Hallin, Taniguchi,
Serroukh and Choy (1999), Hallin and Serroukh (1999), Ling (2003) for long mem-
ory ones, have been popular in the adaptive estimation literature. Besides requiring
choice of a kernel and bandwidth (analogous to our φ and L), they typically involve
one or more forms of trimming, in part due to the presence of a kernel density es-
timate in the denominator of the estimate of ψ(s), and sometimes sample splitting
and discretization of the initial estimate. Theorem 1 of course implies semiparametric
eﬃcient estimates using series estimation for short memory models. For φ we used
both (2.4) and (2.5), and tried L =1 ,2,3,4,w i t hn =6 4and 128.F o r˜ ξ = ˜ θ and ˜ σ2
Velasco and Robinson’s (2000) estimates were employed, with a cosine bell taper; this
is suﬃcient to satisfy A7 for all ξ0 considered, albeit unnecessary when ξ0 = ±0.25.
5. FINAL COMMENTS
In various stationary, short-memory time series models, Kreiss (1987, for example)
Drost et al. (1997), Koul and Schick (1997), and others, developed local asympotitic
normality (LAN) and local asymptotic minimaxity (LAM) theory of Le Cam (1960),
Hajek (1972) to establish
√
n-consistent, asymptotically normal and asymptotically
eﬃcient estimates, and, further, adaptive estimates that achieve the same properties
in the presence of nonparametric g. A similar approach was followed by Hallin,
Taniguchi, Serroukh and Choy (1999), Hallin and Serroukh (1999) and Ling (2003)
in case of stationary and nonstationary fractional models. LAN theory commences
from a log likelihood ratio, but in view of the diﬃculty in constructing likelihoods in
a general non-Gaussian setting, the latter authors commenced not from the likelihood
18for y1,...,yn but from a "likelihood" for y1,...,yn and the inﬁnite set of unobservable
variables εt, t ≤ 0, in terms of the density g of εt, or a "conditional likelihood" for
y1,...,yn given the εt, t ≤ 0, or the yt, t ≤ 0. We do not employ such constructions
and do not establish local optimality properties. However our M-estimate eﬃciency
b o u n di so fc o u r s et h es a m ea st h ea s y m p t o t i cv a r i a n c er e s u l t i n gf r o maL A M / L A N
approach.
Another motivation for our more elementary eﬃciency criterion is to allow space to
focus on the main technical diﬃculty distinguishing asymptotic distribution theory
for fractional models from that for short-memory ones. This is due to the need to
approximate the truncated AR transforms et = et(θ0) (see (1.13)) by scaled innova-
tions σ0εt.C o n s i d e ras i m p l i ﬁed version of the problem in which yt = xt ap r i o r i ,s o
θ = θ1,a n dd e ﬁne δt = et−σ0εt. In the following section (relying heavily on Lemmas
13 and 14 of Section 7) we ﬁnd that E |δt|
r ≤ Ct−r/2, r ≥ 2,g i v e nas u ﬃcient moment
condition on εt. This property is useful in our proof that et can be replaced by σ0εt
in a b a(L) (E(θ0)/σ0) (see Lemma 19). In some cases it is possible to show that the
upper bound provides a sharp rate. Consider the stationary FARIMA(0,ξ0,0) (cf.
Hallin and Serroukh, 1999), where 0 <ξ 0 = ζ0 < 1
2 and xt = vt, t ∈ Z.N o t i n gt h a t
cov(x0,x j) ≥ j2ξ0−1/C, αj(ξ0) ≥ j−ξ0−1/C for j>0,w h e r eC denotes a ﬁnite but
arbitrarily large generic constant,
E(δ
2
t)=
∞ P
j=t
∞ P
k=t
αj(ξ0)αk(ξ0)cov(xj,x k)
≥ C
−1
∞ P
j=t
∞ P
k=t
1≤|j−k|≤t
j
−ξ0−1k
−ξ0−1 |j − k|
2ξ0−1
≥ C
−1t
2ξ0−1
∞ P
j=t
t+j P
k=t+1
(jk)
−ξ0−1
≥ C
−1t
2ξ0−1
2t P
j=t
j
−ξ0(t + j)
−ξ0−1
≥ (Ct)
−1.
19This contrasts with the exponential rate occurring with ARMA models. In this
stationary FARIMA(0,ξ0,0),
δt =
t−1 P
j=0
αj(ξ0)xt−j − σ0εt =
t−1 P
j=0
αj(ξ0)νt−j − σ0εt = −
∞ P
j=t
αt+j(ξ0)νt−j. (5.1)
In our "asymptotically stationary" version of the FARIMA(0,ξ0,0), also with 0 <
ξ0 < 1
2,w eh a v ext = x
#
t but again (5.1) results, from (1.4), (1.10), (1.11) and
Lemma 5 of Section 7. In this connection, note that for general ξ0, Ling (2003) took
xt = ∆−m0v
#
t + vt1(t ≤ 0) in place of our (1.2), but this diﬀerent prescription of xt
for t ≤ 0 makes no diﬀerence to et, which depends on xs for s ≥ 1 only.
The above upper bound for E |δt|
r, combined with the Schwarz inequality, is insuf-
ﬁcient to deal completely with the replacement of et by σ0εt,even when ψ is smooth.
Staying with the case yt = xt ap r i o r i , the proof of Theorems 1 and 2 entails establish-
ing asymptotic normality of a quantity of form c1n = n−1
2
Pn
t=1 ψ(et)ht,w h e r eht is
{εs,s≤ t−1}-measurable and has ﬁnite variance; c1n is called a "central sequence" by
Hallin, Taniguchi, Serroukh and Choy (1999) (see their (2.15), (3.11)) and Hallin and
Serroukh (1999) (see their (2.4)). Asymptotic normality of c2n = n−1
2
Pn
t=1 ψ(εt)ht
follows straightforwardly from a martingale CLT. This leaves the relatively diﬃcult
task of showing that c1n − c2n = op(1). In fact our proof does not directly consider
c1n−c2n because we do not assume ψ is smooth; we instead approximate the et by the
σ0εt within the smooth estimate of ψ and then appeal to mean square approximation
of ψ(εt) by its least squares projection on the φ(εt) ,   =1 ,...,L,a sL →∞ ,a si n
Newey (1988). However for this, Sn = n−1
2
P
t δtht (i.e. c1n − c2n with ψ(x) replaced
by x) is relevant, and the sharper a bound we obtain for it the weaker some other
conditions can be; we obtain Sn = Op
³
(logn)3/2n−1
2
´
.
The same kind of issue arises in theory for Whittle estimation. For short-memory
stationary processes, with ξ0 =0 , Hannan (1973) established the CLT for vari-
ous Whittle estimates. His proof does not work under stationary long memory,
200 <ξ 0 < 1
2, due to the bad behaviour of the periodogram and spectral density
at low frequencies. However, in this case Fox and Taqqu (1986), Dahlhaus (1989)
and Giraitis and Surgailis (1990) delicately exploited a kind of balance between these
quantities in order to establish CLTs. The CSS estimate minimizing
Pn
t=1 e2
t(θ) (see
Remark 5 in Section 3 concerning (1.4)) is not one of those considered by these au-
thors, but its CLT requires showing Sn = op(1), which entails similar challenge to
results they established for the somewhat diﬀerent quadratic forms arising from their
parameter estimates. Our results for replacing et by σ0εt c a nb ee m p l o y e dt op r o v i d e
a proof of asymptotic normality of the CSS version of Whittle estimate. Whittle
and adaptive estimation are both areas in which asymptotic results under short- and
long-memory are qualitatively the same, but suﬃcient methods of proof signiﬁcantly
diﬀer.
6. PROOF OF THEOREM 1
The consistency of the covariance matrix estimates is implied by the proof of the
CLT. By far the most signiﬁcant features of this are accomplished in the lemmas in
the following section. Their application is mostly relatively straightforward, and is
thus described here in abbreviated form. For notational convenience we now write
θ3 = σ and expand θ as θ =
¡
θ
T
1,θ
T
2,θ3
¢T
.W e a l s o a b b r e v i a t e
Pn
t=1 to
P
t,a n d
Et(θ0), E(θ0), Eti(θ0) to Et,E,E ti respectively, i =1 ,2. By the mean value theorem,
for i =1 ,2,
ˆ θi−θ0i =
(
Ipi +
Ri(˜ θ)−1
JL(˜ θ)
¯ SLii
)³
˜ θi − θ0i
´
+
Ri(˜ θ)−1
JL(˜ θ)
⎧
⎨
⎩
3 P
j=1
j6=i
¯ SLij(˜ θj − θ0j)+rLi(θ0)
⎫
⎬
⎭
,
where, with [SLi1(θ),S Li2(θ),S Li3(θ)] = (∂/∂θ
T)rLi(θ), each row of ¯ SLij is formed from
21the corresponding row of SLij(θ) by replacing θ by ¯ θ such that
° °¯ θ − θ0
° ° ≤
° ° °˜ θ − θ0
° ° °
where kAk = {tr(ATA)}
1
2.W r i t eD1n = D3n = n
1
2, D2n = Dn and deﬁne N = {θ :
kDin(θi − θ0i)k ≤ 1,i=1 ,2,3}. The result follows if
sup
N
° °D
−1
in {Ri(θ) − Ri(θ0)}D
−1
in
° ° →p 0,i =1 ,2, (6.1)
sup
N
° °D
−1
in {SLij(θ) − SLij(θ0)}D
−1
jn
° ° →p 0,i =1 ,2,j =1 ,2,3, (6.2)
sup
N
|JL(θ) − JL(θ0)| →p 0, (6.3)
D
−1
in Ri(θ0)D
−1
in →p Ωi,i =1 ,2, (6.4)
{Ri(θ0)JL(θ0)}
−1 SLij(θ0) →p − Ipi1(i = j),i =1 ,2,j=1 ,2,3, (6.5)
JL(θ0) →p J, (6.6)
⎡
⎣ n−1
2r1
D−1
n r2
⎤
⎦ →d N
⎛
⎝0,
⎡
⎣ JΩ1 0
0 JΩ2
⎤
⎦
⎞
⎠, (6.7)
D
−1
in {rLi(θ0) − ri} →p 0,i =1 ,2, (6.8)
where
r1 =
P
t
ψ(εt)ε
0
t1,r 2 =
P
t
ψ(εt)E
0
t2,
with ε0
t1 =
³
∂/∂θ
(+)T
1
´
α
³
B;θ
(+)
1
´
/σ0 = γ (B;ν0)εt.
The most diﬃcult and distinctive problems occur in (6.8) for i =1 ,w h i c hf a c e s
the et − σ0εt problem, as well as the increasing L, in the presence of normaliza-
tion only by D
−1
1n.T h e ﬁrst of these aspects is also in (6.1), (6.4) and both are
in (6.2), (6.3), (6.5) and (6.6) but the normalizations make (6.4)-(6.6) much easier
to deal with and the proof details are otherwise relatively standard, albeit lengthy.
22The same may also be said for (6.1)-(6.3), except for the approximation of the frac-
tional diﬀerence ∆ξ0 by ∆ξ for |ξ − ξ0| ≤ n−1
2, bearing in mind that "nonstationary"
values of ξ, ξ0 are permitted. The basic steps in proving (6.1) - (6.3) are illus-
trated by the least complicated case (6.1). By elementary inequalities it suﬃces to
show that supN
P
t
° °D
−1
in (e0
ti(θ) − e0
ti(θ0))
° °2 →p 0, i =1 ,2.W r i t e α = α(B;θ
(−)),
α0 = α0(B;θ
(−)) with α0,α 0
0 denoting these quantities at ν = ν0.F o ri =2 ,i ts u ﬃces
t oa p p l yL e m m a s1 ,2 ,3a n d( w i t hm = ξ0)4 ,t h ej-th elements of α0(∆ξ−∆ξ0)z2t,a n d
(α−α0)∆ξ0z2t being respectively O
³
n−1
2(logt)tχj−ξ0
´
and O
³
n−1
2tχj−ξ0
´
uniformly
in N,n o t i n gt h a tξ0 > −1
2 and χj ≥ ξ0 − 1
2 implies χj > −1 and ξ0 <χ j +1 .F o r
i =1 ,t h et e r m si nz2t are dealt with similarly, while Lemmas 1-4 give, for example,
α0
0
¡
∆ξ − ∆ξ0
¢
(st + µ∗tξ0)=O
³
n−1
2(logt)2
´
and (α0 − α0
0)∆ξ0(st + µ∗tξ0)=O(n−1
2)
uniformly in N. I nt h ea b o v ew ea p p l yﬁrst Lemma 3, then Lemma 1 and then
L e m m a2 ,n o t i n gt h a ti nc a s e( i i )o fL e m m a1m u s tb eu s e d( e i t h e rf o ral e a d i n g
term or remainder) the coeﬃcient of sj in the expression of −log(1−s),a n dt h u so f
(−log(1−s))r, is positive for all j ≥ 1, so far nonnegative sequences gt,h 0,s u c ht h a t
gt ≤ ht,w eh a v e|(−log∆)rgt| ≤ |(−log∆)rxt|. So far as contributions from xt are
concerned, from Lemma 5
sup
N
° °(α
0 − α
0
0)∆
ξ0xt
° ° ≤
t−1 P
j=0
½
sup
N
° °α
0
j − α
0
0j
° °
¾n¯ ¯ ¯∆
ζ0v
#
t−j
¯ ¯ ¯ +
¯ ¯ ¯(log∆)∆
ζ0v
#
t−j
¯ ¯ ¯
o
,
where α0
j, α0
0j are the j-th Fourier coeﬃcients of α0, α0
0.B y t h e m e a n v a l u e t h e -
orem and Lemma 6 this has second moment O(n−1). The same result holds for
α0
0
¡
∆ξ − ∆ξ0
¢
xt after taking m = m0 in Lemma 4, noting that its supremum over N
is bounded by
Cn
−1
2
° °α
0
0∆
ξ0xt
° ° + Cn
−1
2
° °(log∆)α
0
0∆
ξ0xt
° ° + Cn
−1
Ã
t P
j=1
v
2
t−j
!1
2
and applying Lemmas 5 and 6. The proof of (6.1) is readily completed.
23Before coming to (6.8) we brieﬂy discuss (6.7). Consider variates U =
³
n−1
2rT
1 ,(D−1
n r2)T
´T
,
V = λ
T(EUUT)−1
2U for a (p1+p2)×1 vector λ such that λ
Tλ =1 .W eh a v eEV =0 ,
EV 2 =1 ,s i n c eEψ(ε0)=0and ε0
t1 is independent of εt, so (6.7) follows from Theorem
2 of Scott (1973) if
P
t
⎡
⎣ n−1
2ε0
t1
D−1
n E0
t2
⎤
⎦
⎡
⎣ n−1
2ε0
t1
D−1
n E0
t2
⎤
⎦
T
→p
⎡
⎣ Ω1 0
0 Ω2
⎤
⎦, (6.9)
P
t
ψ(ε
2
t)
n
n
−1 kε
0
t1k
2 1
³
kψ(εt)ε
0
t1k ≥ δn
1
2
´
+
° °D
−1
n E
0
t2
° °2 1
¡° °ψ(εt)D
−1
n E
0
t2
° ° ≥ δ
¢o
→p 0
(6.10)
for any δ>0. The proof of (6.9) follows from Lemmas 1 and 3 and approximating
sums by integrals, while that of (6.10) follows from stationarity and ﬁnite variance of
ψ(εt) and ε0
t1 and the slowly changing character of z2t.
We prove (6.8) only for i =1 ,t h ec a s ei =2involving some of the same steps but be-
ing much easier. Deﬁne Ξ(L)(s)=φ
(L)(s) − Eφ
(L)(εt), W(L) = E
©
Ξ(L)(εt)Ξ(L)(εt)Tª
.
It follows from Lemma 8 that W(L) is non-singular, and thence we deﬁne a(L) =
W(L)−1w(L) where w(L) = E
n
φ
0(L)(εt)
o
= E
n
φ
(L)(εt)ψ(εt)
o
, by integration-by-parts,
as in Beran (1976) and as justiﬁed under our conditions by Lemma 2.2 of Newey
(1988). Deﬁning also ¯ ψ
(L)(εt;a(L))=a(L)TΞ(L)(εt) we have
n
−1
2 {rL1(θ0) − r1} =
4 P
i=1
2 P
j=1
Aij − A11,
where Aij = n−1
2
P
t BitCjt and B1t = ψ(εt),B 2t = ¯ ψ
(L)(εt;a(L)) − ψ(εt), B3t =
ψ
(L)(εt;ˆ a(L)(ε)) − ¯ ψ
(L)(εt;a(L)),B 4t = ˜ ψ
(L)
(θ0,σ 0) − ψ
(L)(εt;ˆ a(L)(ε)), C1t = σ0ε0
t1,
C2t = E0
t1 − σ0ε0
t1.
Since ε0
t1 is {εs,s < t}-measurable and E kε0
01k
2 ≤ C kΩ1k < ∞,w h i l eB2t has
zero mean, E kA21k
2 ≤ CEB2
20 → 0, as L →∞from Freud (1971, pp.74-77), Newey
(1988, Lemma 2.2) since the moments of φ(ε0) characterize its distribution under A2,
A8.
24Before discussing other Aij deﬁne
µa =1+E {|ε0|
a 1(|εt| > 1)},
for a>0, and the following sequences:
ρaL = CL, if a =0 ,
=( CL)
aL/ω, if a>0 and A2(b) holds,
= C
L, if a>0 and A2(c) holds,
suppressing reference in ρaL to the arbitrarily large constant C;a n da l s o
πL =( l o gL)η
2L1(ϕ<1) + (LlogL)η
2L1(ϕ =1 )+( l o gL)(ηϕ)
2L1(ϕ>1),
for L>1.
Write A31 =( b1n − b2nb3n)
©
ˆ a(L)(ε) − a(L)ª
−b2nb3na(L), where b1n = n−1
2σ0
P
t ε0
t1Ξ(L)(εt)T,
b2n = n−1 P
t ε0
t1,b 3n = n−1
2σ0
P
t Ξ(L)(εt)T. We have E |φ(ε0)|
r ≤ µκr and thus from
Lemma 9
E kb1nk
2 + E kb3nk
2 ≤ C
L P
 =1
³
E kε
0
01k
2 +1
´
Eφ
2 (ε0) ≤ ρ2κL.
Since b2n = Op(n−1
2 logn) from Lemma 17, we deduce from Lemma 10 that
A31 = O
µ
Lρ2κLπL
n
1
2
³
logn + L
1
2ρ
1
2
4κLπL
´¶
. (6.10)
Before imposing A9, we estimate A41, which can be written
n
−1
2σ0
∙
P
t
ε
0
t1
©
Φ
(L) (Et/σ0) − Φ
(L)(εt)
ª¸
ˆ a
(L)(E/σ0) (6.11)
+n
−1
2σ0
P
t
ε
0
t1Φ
(L)(εt)
T ©
ˆ a
(L)(E/σ0) − ˆ a
(L)(ε)
ª
. (6.12)
The square-bracketed quantity in (6.11) has norm bounded by
Ã
L P
 =1
° ° ° °
P
t
ε
0
tiδ t
° ° ° °
2!1
2
+ n
−1
° ° ° °
P
t
ε
0
ti
° ° ° °
(
L P
 =1
µ
P
t
δ t
¶2)1
2
, (6.13)
25where δ t = φ (Et/σ0) − φ (εt).W eh a v e
δ t = φ
0
 (εt)dt +
1
2
φ
00
 (¯ εt)d
2
t, (6.14)
where |¯ εt − εt| ≤ |dt|, dt = Et/σ0−εt.N o wet = α
¡
B;θ01)(st + µ∗tξ0 + xt
¢
,a n df r o m
Lemma 5 (see also (1.13))
α(B;θ01)xt = α(B;θ
(+)
01 )v
#
t = σ0εt −
∞ P
j=0
αt+j(θ
(+)
01 )v−j = σ0εt + d1t,
where
d1t = −
∞ P
j=1
λjtεt−j,λ jt =
j P
k=0
αk+t(θ
(+)
01 )βj−k(θ
(+)
01 ).
Since α(B;θ0)st = o(t−1
2) and α(B;θ01)tξ0 = α(1;θ
(−)
0 )Γ(ξ0+1)+O(t−1) from Lemma
1, it follows that
dt = d1t + d2 + d3 + o(t
−1
2), (6.15)
where d2 = n−1 P∞
j=0(
P
t λjt)ε−j, d3 = n−1 P
t εt. From Lemmas 13, 14 and 18, for
2 ≤ r ≤ 4 under A2(a) and r>4 under A2(b) and A2(c),
E |d1t|
r ≤ (Cr)
2rt
−r/2µ
r/r+
r+ , (6.16)
E |d2|
r + E |d3|
r ≤ (Cr)
2rn
−r/2µ
r/r+
r+ , (6.17)
where r+ is the smallest even integer such that r ≤ r+. Returning to (6.13), we have
° ° ° °
P
t
ε
0
t1δ t
° ° ° ° ≤
° ° ° °
P
t
ε
0
t1 {φ
0
 (εt) − Eφ
0
 (ε0)}d1t
° ° ° ° (6.18)
+
° ° ° °
P
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ε
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0
 (εt) − Eφ
0
 (ε0)}
° ° ° °(|d2| + |d3|) (6.19)
+|Eφ
0
 (ε0)|
° ° ° °
P
t
ε
0
t1d1t
° ° ° ° (6.20)
+|Eφ
0
 (ε0)|
° ° ° °
P
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ε
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° ° ° °(|d2| + |d3|) (6.21)
+
° ° ° °
P
t
ε
0
t1φ
00
 (¯ εt)d
2
t
° ° ° °. (6.22)
26Now
|φ
0
 (s)| =  
¯ ¯φ
0(s)φ
 −1(s)
¯ ¯
≤ C (1 + |φ(s)|
K {1(|s| ≤ 1) + |s|
κ( −1) 1(|s| > 1)}
≤ C 
n
1|s| ≤ 1+|s|
κ( −1+K) 1(|s| > 1
o
, (6.23)
and since εt is independent of ε0
tid1t, the right side of (6.18) is
Op
µ©
Eφ
0
 (ε0)
2ª1
2 P
t
³
E kε
0
tik
4 Ed
4
1t
´1
2
¶
= Op
³
 µ
1
2
2κ( +K) logn
´
,
using (6.16). The same bound applies to (6.19)-(6.21), proceeding similarly and using
respectively (6.17), Lemma 16, and (6.17) with Lemma 17; note that it is the second
factor in (6.20) which leads to the main work in handling the quantity Sn discussed
in Section 5. So far as (6.22) is concerned, note that as in (6.23)
|φ
00
 (s)| ≤ C 
2
n
1(|s| ≤ 1) + |s|
κ( −1+2K) 1(|s| > 1)
o
,
so by the cr-inequality (Loeve, 1977, p.157) (6.22) is bounded by
C
κ +1 
2 P
t
kε
0
t1k
n
d
2
1t + d
2
1t |εt|
κ( +K) + |d1t|
κ( +K)+2
o
(6.24)
+C
κ +1 
2 P
t
kε
0
t1k
n
(dt − d1t)
2(1 + |εt|
κ( +K))+|dt − d1t|
κ( +K)+2
o
. (6.25)
By (6.16) and Hölder’s and Jensen’s inequalities, (6.24) has expectation bounded by
C
κ +1 
2
½
µκ( +K) logn +
P
t
³
E |d1t|
2κ( +K)+4
´1
2
¾
≤ C(C )
2κ  
2µ
1
2
r  logn,
r  being the smallest integer such that r  ≥ 2κ(  + K)+4 . From (6.14) and (6.17),
(6.25) is of smaller order in probability. It follows from Lemma 9 that
Ã
L P
 =1
° ° ° °
P
t
ε
0
t1δ t
° ° ° °
2!1
2
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³
(CL)
2κL+2ρ
1
2
2κL logn
´
.
27By a similar but easier proof, the second term in (6.13) has the same bound, and by
Lemmas 10 and 19
(6.11) = Op
³
(CL)
2κL+3ρ2κLπLn
−1
2 logn
´
.
Next, from similar but simpler arguments to those above
n
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2
° ° ° °
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ε
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t1Φ
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T
° ° ° ° = Op
³
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2
2κL logn
´
.
Application of Lemma 9 indicates that (6.12) is
Op
³
ρ
2
2κLπ
2
L
³
L
2n
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2 logn +( CL)
4κL+3n
−1(logn)
2
´´
.
Thus
A41 = Op
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ρ2κLπL
³
ρ2κLπLL
2 +( CL)
2κL+3 + ρ2κLπL(CL)
4κL+3n
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2
´
n
−1
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´
.
(6.26)
Comparison of (6.10) and (6.26) indicates that A31 is dominated by A41,w h o s e
behaviour under A9 we thus now consider. Take κ =0 . From Lemma 9, under A9(i)
A41 = Op
³
L
4π
2
Ln
−1
2 logn
´
= Op
µ
exp
∙
logn
½
(4logL +l o gl o gn +2l o gπL)/logn −
1
2
¾¸¶
which is op(1) if limlogπL/logn<1
4, as is clearly implied by (3.4). Now take κ>0
under A2(b). From Lemma 9, under A9(ii)
A41 = Op
³¡
L
4κL/ω+2 + L
2κL(1+1/ω)+3¢
n
−1
2 logn
´
= op(1),
on proceeding as before. Under A2(c), Lemma 9 and A9(iii) give
A41 = Op
³
(CL)
2κLn
−1
2 logn
´
= op(1).
To consider A12, we can proceed as earlier to write
E
0
t1 − ε
0
t1 = D1t + D2 + D3 +
³
t
−1
2 logt
´
,
28where
D1t = −
∞ P
j=1
˜ λtεt−j,D 2 = n
−1
∞ P
j=0
µ
P
t
˜ λjt
¶
ε−j,D 3 = n
−1 P
t
ε
0
t1
and ˜ λjt =
Pj
k=0(∂/∂θ
(+)T
1 )αk+t(θ
(+)
01 )βj−k(−θ
(+)
01 ). Using (7.23) and (7.24) of Lemma
1 3 ,w ed e d u c et h a t
¯ ¯ ¯˜ λjt
¯ ¯ ¯ ≤ C(logt)jζ0t−ζ0−1, j ≤ t, and
¯ ¯ ¯˜ λjt
¯ ¯ ¯ ≤ C(logt)jζ0−1 max(j−ζ0,t −ζ0),
j>t , and then proceeding as in Lemma 14, that
P∞
j=0 ˜ λ
2
jt ≤ Ct−1 log
2 t,
P∞
j=0
³Pn
t=1 ˜ λjt
´2
≤
Cnlog
2 n.N o t i n g t h a t E (
P
t ψ(εt)D1t)
2 ≤ C
P
t ED2
1t, using also Lemma 17 and
proceeding as in the proof for (6.11) it follows that A12 = Op
³
n−1
2 log
3/2 n
´
.
The remainder of the proof of (6.8) with i =1deals in similar if easier ways with
quantities already introduced and is thus omitted. ¤
7. TECHNICAL LEMMAS
To simplify lemma statements, we take it for granted that, where needed, Assump-
tions A1-A9 hold.
Part (ii) of the following lemma is only needed to show that st in (1.9) contributes
negligibly, in particular when it includes τ1 ≤ ξ0 − 1.
Lemma 1 (i) For wt = tγ with γ>−1 and ξ ∈ (−1
2,γ+1 ) ,
∆
ξw
#
t =
Γ(γ +1 )
Γ(γ − ξ +1 )
t
γ−ξ + O
¡
t
γ−ξ−1 + t
γ−m−11(ξ>0)
¢
,
as t →∞ ,w h e r em is the integer such that ξ − 1 <m≤ ξ.
(ii) For wt =( l o gt)rtγ, r ≥ 0, ξ>−1
2,
∆
ξw
#
t = O
¡
t
max(γ,−1)−ξ+d¢
, as t →∞ ,
for any δ>0.
29Proof: (i) The proof when ξ is a nonnegative integer is straightforward, so we
assume this is not the case. We have
∞ P
j=0
j
k∆j(−ξ)=0 ,j =0 ,...,m, (7.1)
when m ≥ 0 and ξ>0, (1 − s)ξ and its ﬁrst m derivatives in s being zero at s =1 .
With ak = ∆k(−γ),
∆
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#
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∆j(−ξ)(t − j)
γ
= t
γ
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j=0
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j
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(7.2)
where
P0
k =
Pm
k=0,
P00
k =
P∞
k=max(m+1,0) and we apply (7.1). By Stirling’s approxi-
mation ¯ ¯ ¯ ¯∆j(−ξ) −
j−ξ−1
Γ(−ξ)
¯ ¯ ¯ ¯ ≤ Cj
−ξ−2,j ≥ 1, (7.3)
so (7.2) diﬀers from
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Γ(−ξ)
(
−
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k(t − k)
−kak
∞ P
j=t
j
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P00
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by
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Now
t−1 P
j=0
j
−α = t
1−α/(1 − α)+O(t
−α),α < 1,
(7.6)
∞ P
j=t
j
−α = t
1−α/(α − 1) + O(t
−α),α > 1.
30Thus (7.5) is
O
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ξ +1− k
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ξ − m
1(m ≥− 1)
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where
P000
k =
P∞
k=max(m+2,0).T h eﬁrst sum in braces is ﬁnite because m and the ak
are, while the second sum is ﬁnite because |ak| ≤ Ck−γ−1.T h u ss i n c eγ>−1, (7.5)
is O(tγ−m−1) for ξ>0 and O
¡
tγ−ξ¢
for ξ<0. Applying (7.6) again, (7.4) is
tγ−ξ
Γ(−ξ)
∞ P
k=0
ak
k − ξ
+ O
¡
t
γ−ξ−1¢
,
and the leading term is {Γ(γ +1 ) /Γ(γ − ξ +1 ) }tγ−ξ, from Whittaker and Watson
(1940, p.260).
(ii) We have
∆
ξw
#
t =
t−1 P
j=0
∆j(−ξ){log(t0j)}
r (t − j)
γ.
Noting that ∆j(−ξ)=O(j−ξ−1) and (7.1) holds with k =0for ξ>0,
s P
j=0
∆j(−ξ){log(t − j)}
r(t − j)
γ ∼ (logt)
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γ
s P
j=0
∆j(−ξ)=O
¡
t
γ+δ1s
−ξ¢
for s = o(t), δ1 > 0. On the other hand
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t−1 P
j=s+1
∆j(−ξ){log(t0j)}
r(t − j)
γ
¯ ¯ ¯ ¯ ¯
≤ Cs
−ξ−1(logt)
r
t P
j=1
j
γ.
T h es u mo nt h er i g h ti sO(t1+γ) for γ>−1, O((logt)) for γ = −1 and O(1) for γ<
−1.T h u sc h o o s i n gs = t1−δ2/(ξ+1), δ2 > 0, produces the result.
Lemma 2 For wt = tγ and any integer r>0,a st →∞
(−log∆)
rw
#
t ∼ (logt)
rt
γ for γ>−1, (7.7)
= O(t
−1(logt)
r−1 {1(γ<−1) + (logt)1(γ = −1)}), for γ ≤− 1. (7.8)
31Proof: Suppose (7.7) is true for a given r.T h e na st →∞
(−log∆)
r+1w
#
t ∼ (−log∆)(logt)
rw
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t =
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−1{log(t − j)}
r(t − j)
γ. (7.9)
The diﬀerence between this and
(logt)
r
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j=1
j
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γ (7.10)
is bounded by C(logt)r−1 times
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γ ≤
t−1 P
j=1
j
−1 |log(1 − j/t)|(t − j)
γ.
Splitting this into sums over j ∈ [1,[t/2]],a n dt ∈ [[t/2]+1,t−1], it is seen that the
ﬁrst of these is bounded by
t
−1
t−1 P
j=1
(t − j)
γ ≤ Ct
γ
since |log(1 − x)| ≤ x for x ∈ (0, 1
2),w h i l et h es e c o n di sb o u n d e db y
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t−1 P
j=1
|log(j/t)|j
γ ≤ Ct
γ logt.
The diﬀerence between (7.10) and
(logt)
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γ
t−1 P
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j
−1 (7.11)
is bounded by
C(logt)
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γ
t−1 P
j=1
j
−1 |(1 − j/t)
γ − 1| ≤ C(logt)
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γ.
Then (7.11) ∼ (logt)r+1tγ as t →∞ .F o rγ ≤− 1,w ec a nw r i t e
(−log∆)
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t−1 P
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a
(r)
j (t − j)
γ
where a
(r)
j = O
¡
{log(j +1 ) }
r−1 j−1¢
. Splitting the sum as before, the ﬁrst one is
O((logt)rtγ) a n dt h es e c o n di sO((logt)r−1t−1) for γ<−1 and O((logt)rt−1) for
γ = −1. ¤
32In the following four lemmas b(eiλ) is taken to be a function with absolutely con-
vergent Fourier series, and bj =( 2 π)−1 R π
−π b(eiλ)eijλdλ.
Lemma 3 For wt = tγ,
b(B)w
#
t ∼ b(1)t
γ, as t →∞ .
Proof: The left side equals tγ Pt−1
j=0 bj +
Pt−1
j=0 bj{(t−j)γ −tγ}. The ﬁrst term diﬀers
by o(tγ) from b(1)tγ, and the second is bounded by
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¯ ¯ ¯ ¯1 −
µ
1 −
j
t
¶γ¯ ¯ ¯ ¯ ≤ Ct
γ−1
t P
j=0
j |bj| = o(t
γ),
from the Toeplitz lemma. ¤
Lemma 4 For a sequence wt such that wt =0 , t ≤ 0, and any integer r,a sξ → ξ0
(log∆)
r(∆
ξ − ∆
ξ0)b(B)wt ≡ (log∆)
r+1∆
ξ0b(B)wt(ξ − ξ0)
+O
⎛
⎝
(
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(∆
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2
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2
(ξ − ξ0)
2
⎞
⎠ (7.12)
for m ∈ (ξ0 − 1
2,ξ0 + 1
2).
Proof: By the mean value theorem the left hand side of (7.12) is
(log∆)
r+1∆
ξ0b(B)wt(ξ − ξ0)+
1
2
(log∆)
r+2b(B)∆
¯ ξwt(ξ − ξ0)
2,
for
¯ ¯¯ ξ − ξ0
¯ ¯ ≤ |ξ − ξ0|. The last term can be written 1
2
Pt−1
j=1 cj∆mwt−j(ξ − ξ0)2,
where cj is the coeﬃcient of sj in the Taylor expansion of {log(1 −s)}r+2(1 − s)
¯ ξ−m.
From Stirling’s approximation, cj ∼ (logj)r+2jm−¯ ξ−1 as j →∞ .N o w m − ¯ ξ ≤
m−ξ0 +|ξ − ξ0|. The right side of this is less than 1
2 if |ξ − ξ0| < 1
2 −m+ξ0,w h e r e
33the right side of the latter inequality is positive. Thus for |ξ − ξ0| small enough,
m − ¯ ξ − 1 < −1
2.T h e n
P∞
j=1 c2
j < ∞ for all r, so the proof is completed by the
Cauchy inequality. ¤
Lemma 5 For real ξ,a n dm0 deﬁned by (1.2),
∆
ξb(B)xt = ∆
ξ−m0b(B)v
#
t ,t ∈ Z. (7.13)
Proof: T h el e f th a n ds i d eo f( 7 . 1 3 )i s
∆
ξb(B)∆
−m0v
#
t = ∆
ξ−m0b(B)v
#
t ,t ∈ Z. ¤
The next Lemma gives a uniform bound for the variance of a process that is only
"asymptotically stationary".
Lemma 6 For all r ≥ 0,a n dζ0 deﬁned by (1.4),
E
n
(−log∆)
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#
t
o2
≤ C<∞. (7.14)
Proof: The left side of (7.14) is
π R
−π
¯ ¯ ¯ ¯
t−1 P
0
cje
ijλ
¯ ¯ ¯ ¯
2 ¯ ¯1 − e
iλ¯ ¯−2ζ0 f(λ)dλ ≤ C
µ
∞ P
0
|cj|
¶2
, (7.15)
for ζ0 > 0 since
¯ ¯1 − eiλ¯ ¯−2ζ0 f(λ) is integrable, cj being the j-th Fourier coeﬃcient
of [{−log(1 − eiλ)}r(1 − eiλ)ζ0]b(eiλ).T h e j-th Fourier coeﬃcient of the factor in
braces is O
¡
(logj)rj−ζ0−1¢
,s os i n c et h ebj are summable so are the cj.F o r ζ0 ≤ 0
¯ ¯1 − eiλ¯ ¯−2ζ0 f(λ) is bounded so the left side of (7.15) is bounded by
P∞
0 c2
j < ∞. ¤
34Lemma 7 Let Sm be the m × m matrix with (j,k)-th element (j,k ≥ 1),
Z 1
−1
u
j+k−2du =2 ( j + k − 1)
−11(j + k even).
Then for m suﬃciently large
tr(S
−1
m ) < (2π)
−2
∙
8
3
+
1
2
log
½
(2m − 3)
µ
2m
3
− 1
¶¾¸
η
2m.
Proof: It is clear that, like Sm, S−1
m must have (j,k)-th element that is zero for all
odd j+k. This immediately ensures the necessary property that even rows (columns)
of Sm are orthogonal to odd rows (columns) of S−1
m .I tt h e ns u ﬃces to study the two
square matrices S1,m and S2,m formed from, respectively, the odd and even rows and
columns of Sm. These exclude only and all zero elements of Sm,a n dS−1
m is the m×m
matrix whose (2j−1,2k−1)-th element is the (j+k)-th element of S
−1
1,m,w h o s e(2j,2k)-
th element is the (j,k)-th element of S
−1
2,m, and whose other elements are all zero. Thus
it suﬃces to consider S
−1
1,m and S
−1
2,m, and indeed tr(S−1
m )=tr(S
−1
1,m)+tr(S
−1
2,m).W e
take m to be even; details for m odd are only slightly diﬀerent and since we want a
result only for large m this outcome will clearly be unaﬀected.
S1,m and S2,m are both Cauchy matrices (see e.g. Knuth 1968, p.36), having (j,k)-
th element of form (aj +ak)−1,i np a r t i c u l a r ,(j+k− 3
2)−1, (j+k− 1
2)−1, respectively.
From Knuth (1968, p.36) the j-th diagonal elements of S
−1
1,m, S
−1
2,m are respectively
2U2
1(j)/(4j − 3), 2U2
2(j)/(4j − 1), where we deﬁne, for real s,
U1(s)=
Q
1≤i≤m/2
(i + s − 3
2)
Q
1≤i≤m/2
i6=s
(i − s)
2
,
U2(s)=
Q
1≤i≤m/2
(i + s − 1
2)
Q
1≤i≤m/2
i6=j
(i − s)
2
.
35Thus
tr(S
−1
m )=2
m/2 P
j=1
©
(4j − 3)
−1U
2
1(j)+( 4 j − 1)
−1U
2
2(j)
ª
≤
½
2+
1
2
log(2m − 3)
¾
max
1≤j≤m
2
U
2
1(j)
+
½
2
3
+
1
2
log
µ
2m
3
−
1
3
¶¾
max
1≤j≤m
2
U
2
2(j).
For s ∈ (0,m/2 − 1)
U1(s) − U1(s +1 )=U1(s)
½
1 −
(s + m
2 − 1
2)(m
2 − s)
(s − 1
2)s
¾
.
T h ef a c t o ri nb r a c e si s2−m(m−1)/{2s(2s−1)}, which is negative for s<s (m) and
positive for s>s (m), where s(m)=1
4 + {2m(m − 1) + 1}
1
2/4 ∼ m/
√
8 as m →∞ .
Thus, as m →∞
max
1≤j≤m
2
U1(j) ∼
Γ
¡
(1
2 +1 /
√
8)m − 1
2
¢
Γ
¡
m/
√
8 − 1
2
¢
Γ(m/
√
8)Γ
¡
(1
2 − 1/
√
8)m +1
¢. (7.16)
Applying Stirling’s approximation, that is Γ(am + b) ∼ (2π)
1
2e−am(am)am+b−1
2 as
m →∞ , and noting that
(
(1 + 2−1
2)1+2
−1
222
−1
2
(1 − 2−1
2)1−2
−1
2
)1
2
=1+2
1
2,
(7.16) is (2π)−1ηm(1+o(1)). In the same way it can be seen that U2(s) is maximized
at {2m(m+1)+1}
1
2/4− 1
4 ∼ m/
√
8, whence max1≤j≤m/2 U2(j) ∼ (2π)−1ηm(1+o(1))
also. The proof is then routinely completed. ¤
Denote by λ(A) the smallest eigenvalue of the matrix A.
Lemma 8 As L →∞ ,
λ
¡
W
(L)¢−1
= O(πL).
36Proof: The method of proof, given Lemma 7, is similar to one in Newey (1988), but
we obtain a reﬁnement. Deﬁne φ
(L)
+ (s)=
³
1,φ
(L)(s)T
´T
,W
(L)
+ = E
n
φ
(L)
+ (εt)φ
(L)
+ (εt)T
o
,
so W(L) = PW
(L)
+ PT, where the L × (L +1 )matrix P consists of the last L rows of
the (L +1 ) -rowed identity matrix. Then λ
¡
W(L)¢
≥ λ
³
W
(L)
+
´
λ(PPT)=λ
³
W
(L)
+
´
.
If (−1,1) ⊂ (φ(s1),φ(s2)) (which implies ϕ ≤ 1) then (since φ
0(s) is bounded on
(s1,s 2)) λ
³
W
(L)
+
´
≥ λ(SL+1)/C ≥ tr(S
−1
L+1)−1/C, where we use Sm deﬁned as in
Lemma 7, which can then be applied. Otherwise, W
(L)
+ exceeds, by a non-negative
deﬁnite matrix,
C
−1
Z φ(s2)
φ(s1)
u
(L)u
(L)Tdu =
½
φ(s2) − φ(s1)
C
¾
A
Z 1
−1
u
(L)u
(L)TduA
T, (7.17)
where u(L) =( 1 ,u,...,uL)T and A is the lower-triangular matrix with (i,j)-th element ⎛
⎝ i − 1
j − i
⎞
⎠φ(s1)i−j {φ(s2) − φ(s1)}
j−1, j ≤ i. The smallest eigenvalue of (7.17) is no
less than C−1{φ(s2) − φ(s1)}λ(AAT)λ(SL+1).N o w λ(AAT) ≥ kA−1k
−2,w h e r eb y
recursive calculation A−1 is seen to be lower-triangular with (i,j)-th element aij =
i−1Ci−j {−φ(s1)}
i−j {φ(s2) − φ(s1)}
1−i, j ≤ i.T h u s
° °A
−1° °2 =
L+1 P
i=1
Ã
i P
j=1
a
ij2
!
≤
L+1 P
i=1
Ã
i P
j=1
¯ ¯a
ij¯ ¯
!2
≤
L+1 P
i=1
ϕ
2(i−1).
This is bounded by (1−ϕ2)−1 for ϕ<1,b yL+1for ϕ =1 ,a n db y(ϕ2−1)−1ϕ2(L+1)
for ϕ>1. ¤
Lemma 9 For a ≥ 0,b≥ 0,
L P
 =1
µa +b ≤ ρaL. (7.18)
Proof: In case a =0 ,o ra>0 but A2(c) holds, this is trivial. For a>0 under
A2(b), monotonic non-decrease of µa in real a implies that the left side of (7.18) is
bounded by
C
[aL+b] P
 =1
µκ  ≤
µ
CL
t
¶(a/κ)L
E
³
e
t|ε0|κ´
37for any t ∈ (0,1), and by A2(b) there exists such t that this is bounded by ρaL.
¤
Lemma 10 As n →∞ ,
° °a
(L)° ° = O
³
Lρ
1
2
2κLπL
´
,
° °b a
(L)(ε) − a
(L)° ° = O
µ
L
n
1
2
ρ
1
2
2κLπL
³
1+L
1
2ρ
1
2
4κLπL
´¶
.
Proof: Write
ˆ a
(L)(ε) − a
(L) =
©
W
(L)(ε)
−1 − W
(L)−1ª
w
(L)(ε)+W
(L)−1 ©
w
(L)(ε) − w
(L)ª
.
From (6.23), the Schwarz inequality and Lemma 9
° °w
(L)° °2
=
L P
 =1
 
2 ©
E
©
φ
0(ε0)φ
 −1(ε0)
ªª2
≤ CL
2
L P
 =1
µ2κ( +K) ≤ L
2ρ2κL.
Similarly, and from independence of the εt,
E
° °w
(L)(ε) − w
(L)° °2
≤ n
−1
L P
 =1
 
2E
©
φ
0(ε0)φ
 −1(ε0)
ª2
≤ (L
2/n)ρ2κL,
E
° °W
(L)(ε) − W
(L)° °2
≤ n
−1
L PP
k, =1
E
©
φ(ε0)
2(k+ )ª
≤ (L/n)ρ4κL.
Now apply Lemma 8. ¤
Lemma 11 For j ≥ 0 let αj = ∆j(d) for d ≤ 1 and
¯ ¯βj
¯ ¯ ≤ C(j +1 ) −3.T h e n t h e
sequence
Pj
k=0 αj−kβk,j≥ 0, has property P0(d).
Proof: By Stirling’s approximation αj has property P0(d), whence the proof is
completed by splitting sums around j/2 and elementary bounding of each. ¤
38Lemma 12 For j ≥ 0 let the sequence αj,j≥ 0, have property P0(−d) and for d>0
let
P∞
j=0 αj =0 . Then for |d| < 1 the sequence
γj =
j X
k=0
(j +1− k)
−1αk,j ≥ 0,
has property P1(−d).
Proof: We give the proof only of
¯ ¯γj − γj+1
¯ ¯ ≤ C {log(j +1 ) }j−d−2, the proof of
¯ ¯γj
¯ ¯ ≤ C {log(j +1 ) }j−d−1 being similar and simpler. We have
γj − γj+1 =
˜ j P
k=0
©
(j +1− k)
−1 − (j +2− k)
−1ª
αk − (j +1−˜ j)
−1α˜ j+1
+
j P
k=˜ j+1
(j +1− k)
−1(αk − αk+1),
where ˜ j =[ j/2]. The second term is bounded by Cj−d−2 and the third by C(logj)j−d−2.
For d<0 the ﬁrst term is bounded by Cj−d−2 and for d =0by C(logj)j−d−2.F o r
d>0 we apply summation-by-parts to this ﬁrst term and
P∞
j=0 αj =0to obtain the
bound Cj−d−2 again. ¤
Lemma 13 Let the sequence αj, j ≥ 0,h a v ep r o p e r t yP0(−d) and the sequence βj,
j ≥ 0,h a v ep r o p e r t yP0(e),a n dl e t
∞ P
j=0
|αj| < ∞, if d =0 , (7.20)
∞ P
j=0
¯ ¯βj
¯ ¯ < ∞, if e =0 ,
∞ P
j=0
βj =0 , if e<0.
Then for |d| < 1, |e| < 1 it follows that for all j>0, t>0
¯ ¯ ¯ ¯
j P
k=0
αk+tβj−k
¯ ¯ ¯ ¯ ≤ Cj
et
−d−1,j ≤ t, (7.21)
≤ Cj
e−1 max(j
−d,t
−d),j > t . (7.22)
39If instead αj has property P1(−d) and (7.20) is not imposed,
¯ ¯ ¯ ¯
j P
k=0
αk+tβj−k
¯ ¯ ¯ ¯ ≤ C(log
r+1 t)j
et
−d−1,j ≤ t, (7.23)
≤ C(log
r+1 j)j
e−1 max(j
−d,t
−d),j > t . (7.24)
Proof: We prove only (7.21) and (7.22), the proof of (7.23) and (7.24) being
very similar but notationally slightly more complex and less elegant. Write Sab =
Pb
k=a αt+kβj−k.W eh a v e
|S0j| ≤ t
−d−1
j P
k=0
|βk| ≤ Cj
et
−d−1,e ≥ 0.
This proves (7.21) for e ≥ 0 and all d. On the other hand, with ˜ j =[ j/2], summation-
by-parts gives
¯ ¯S0˜ j
¯ ¯ ≤
˜ j−1 P
k=0
¯ ¯βj−k − βj−k−1
¯ ¯
k P
i=0
|αt+i| +
¯ ¯βj−˜ j
¯ ¯
˜ j P
k=0
|αt+k|
≤ Ct
−d
(
˜ j P
k=0
(j − k)
e−2 + j
e−1
)
≤ Cj
e−1t
−d,d ≥ 0, all e, (7.25)
while
¯ ¯S˜ j+1,j
¯ ¯ ≤ C(t + ˜ j)
−d−1j
e ≤ Cj
e−d−1, all d, e ≥ 0. (7.26)
This proves (7.22) for d ≥ 0, e ≥ 0 since je−d−1 ≤ je−1t−d, j>t .F o re<0
S0j = −
j−1 P
k=0
{αj−k+t − αj−k−1+t}
∞ P
i=k+1
βi − αt
∞ P
k=j+1
βi
since
P∞
j=0 βj =0 .T h i si sb o u n d e db yC
©
t−d−2je+1 + t−d−1jeª
≤ Cjet−d−1 for j ≤ t,
to prove (7.21) for e<0 and all d.F o re<0 and all d
S˜ j+1,j =
j−˜ j−1 P
k=0
αj+t−kβk
= −
j−˜ j−2 P
k=0
(αj+t−k − αj+t−k−1)
∞ P
i=k+1
βi − αt+˜ j−1
∞ P
k=j−˜ j
βk
40a n dt h i si sb o u n d e db yC
©
(t + ˜ j)−d−2je+1 +( t +˜ j)−d−1jeª
≤ Cje−1t−d,w h i c hw i t h
(7.25) proves (7.22) for d ≥ 0, e<0. Finally, for d<0 and all e
¯ ¯S0˜ j
¯ ¯ =
¯ ¯ ¯ ¯ ¯
j P
k=j−˜ j
αj+t−kβk
¯ ¯ ¯ ¯ ¯
≤ Cj
e−d−1
which with (7.26) completes the proof of (7.22). ¤
Lemma 14 For |ζ0| < 1
2,
∞ P
j=0
λ
2
jt ≤ Ct
−1 (7.27)
∞ P
j=0
µ
n P
t=1
λjt
¶2
≤ Cn. (7.28)
Proof: In this and subsequent proofs we drop the zero subscript from ζ0.We omit
the proof for ζ =0as is it simple. From Lemma 13
∞ P
j=1
λ
2
jt ≤ Ct
−2ζ−2
t P
j=1
j
2ζ + C
∞ P
j=t
j
2ζ−2 max
¡
j
−2ζ,t
−2ζ¢
.
The ﬁrst sum is bounded by Ct2ζ+1 and the second by Ct−2ζ P∞
j=t j2ζ−2 ≤ Ct−1 when
ζ>0 and by C
P∞
j=t j−2 ≤ Ct−1 when ζ<0,t op r o v e( 7 . 2 7 ) .F o rj<nand ζ 6=0
¯ ¯ ¯ ¯
P
t
λjt
¯ ¯ ¯ ¯ ≤ Cj
ζ−1
j P
t=1
max
¡
j
−ζ,t
−ζ¢
+ Cj
ζ
n P
t=j+1
t
−ζ−1
≤ C max(1,(j/n)
ζ).
For j ≥ n
¯ ¯ ¯ ¯
P
t
λjt
¯ ¯ ¯ ¯ ≤ Cj
ζ−1
n P
t=1
max(j
−ζ,t
−ζ) ≤ C max(n/j,(n/j)
1−ζ).
41Thus
∞ P
j=0
µ
P
t
λjt
¶2
=
n P
j=0
µ
P
t
λjt
¶2
+
∞ P
j=n+1
µ
P
t
λjt
¶2
≤ Cn+ Cn
2−2ζ
∞ P
j=n
j
2ζ−2 ≤ Cn, ζ > 0,
≤ Cn
−2ζ
n P
j=1
j
2ζ + n
2
∞ P
j=n
j
−2 ≤ Cn, ζ < 0,
to prove (7.28). ¤
Deﬁne
hjk =
P
t
(t + j)
−1 |λkt| j,k ≥ 1.
Lemma 15 For 0 <ζ 0 < 1
2 and j ≥ 1
hjk ≤ Cj
−1
2 min
³
j
−1
2,k
−1
2
´
, 1 ≤ k ≤ n (7.29)
≤ Cj
−1k
ζ0−1n
1
2−ζ0 min(j
1
2,n
1
2),k ≥ n. (7.30)
For −1
2 <ζ 0 ≤ 0 and j ≥ 1
hjk ≤ C min
³
j
−1
2−εk
−1
2+ε,k
−1 logk
´
,O < ε <
1
2
+ ζ0, 1 ≤ k<n ,(7.31)
≤ Ck
−1 min(n/j,logn),k ≥ n. (7.32)
Proof: It follows from Lemma 13 that for 1 ≤ k ≤ n
hjk ≤ Ck
ζ−1
k P
t=1
(t + j)
−1 max(k
−ζ,t
−ζ)+Ck
ζ
n P
t=k
(t + j)
−1t
−ζ−1. (7.33)
Suppose ζ>0.T h eﬁrst term on the right is bounded by
Cj
−1k
ζ−1
k P
t=1
t
−ζ ≤ Cj
−1,j ≥ n,
Cj
−1
2k
ζ−1
k P
t=1
t
−ζ−1
2 ≤ C(jk)
−1
2,j ≤ k.
42The second term on the right of (7.33) is bounded by
Cj
−1k
ζ
n P
t=k
t
−ζ−1 ≤ Cj
−1,j ≥ k,
Cj
−1
2k
ζ
n P
t=k
t
−ζ−3/2 ≤ C(jk)
−1
2,j ≤ k.
This proves (7.29). Let ζ ≤ 0.T h eﬁr s tt e r mo nt h er i g h to f( 7 . 3 3 )i sb o u n d e db y
Ck
−1
k P
t=1
(t + j)
−1 ≤ C min(j
−1,k
−1 logk)
and the second by
Ck
ζj
−1
2−ε
∞ P
t=k
t
−ζ−3/2+ε ≤ Cj
−1
2−εk
−1
2+ε,j ≥ k,
Ck
ζ
n P
t=k
t
−ζ−2 ≤ Ck
−1,j ≤ k.
This proves (7.31). For k ≥ n (7.30) and (7.32) are readily deduced from
hjk ≤ Ck
ζ−1 P
t
(t + j)
−1t
−ζ1(ζ>0) + Ck
−1 P
t
(t + j)
−11(ζ ≤ 0).
¤
Lemma 16 For |ζ0| < 1
2,
E
° ° ° ° °
P
t
ε
0
t1
∞ P
j=0
λjtε−j
° ° ° ° °
2
≤ C(logn)
3.
Proof: Writing γ(s;ν0)=
P∞
j=0 γjsj, the expression within the norm is
P
t
−1 P
j=1−t
γt+jε−j
∞ P
k=0
λktε−k +
∞ PP
j,k=0
Hjkε−jε−k. (7.34)
where Hjk =
P
t γj+tλkt. The squared norm of the ﬁrst term has expectation bounded
by
P
s
P
t
Ã
−1 P
j=max(1−s,1−t)
° °γs+j
° °° °γt+j
° °
!µ
∞ P
k=0
λskλtk
¶
.
43For s ≤ t the ﬁrst bracketed factor is O((t − s +1 ) −1 logn) because
° °γj
° ° ≤ C(j +
1)−1,w h i l et h es e c o n do n ei sb o u n d e db y
Ct
−ζ−1s
−ζ−1
s P
j=1
j
2ζ + Ct
−ζ−1
t P
j=s+1
j
2ζ−1 max(j
−ζ,s
−ζ)
+C
∞ P
j=t+1
j
2ζ−2 max(j
−ζ,s
−ζ)max(j
−ζ,t
−ζ)
≤ C
n
s
−ζt
ζ−11(ζ>0) + s
ζt
−ζ−11(ζ<0) + (st)
−1
21(ζ =0 )
o
≤ C(st)
−1
2.
We have
t P
s=1
(t − s +1 )
−1s
−1
2 ≤
[t/2] P
s=1
(t − s +1 )
−1s
−1
2 +
t P
s=[t/2]
(t − s +1 )
−1s
−1
2
≤ C(logt)t
−1
2,
C(logn)
P
t
(logt)t
−1 ≤ C(logn)
3.
Next, since |Hjk| ≤ Chjk, the squared norm of the second term on the right of (7.34)
has expectation bounded by
C
∞ PP
j,k=0
¡
h
2
jk + hjjhkk + hjkhkj
¢
.
We apply Lemma 15 to complete the proof. For ζ>0
∞ PP
j,k=0
h
2
jk ≤ C
n P
k=1
k P
j=1
(jk)
−1 + C
n P
k=1
∞ P
j=k
j
−2
+Cn
1−2ζ
∞ P
k=n
n P
j=1
j
−1k
2ζ−2 + Cn
2−2ζ
∞ P
k=n
∞ P
j=n
j
−2k
2ζ−2
≤ C(logn)
2
∞ P
j=0
hjj ≤ C
n P
j=1
j
−1 + n
1−ζ
∞ P
j=n
j
ζ−2 ≤ C logn
∞ PP
j,k=0
hjkhkj ≤ C
n P
k=1
k P
j=1
(jk)
−1 + Cn
1
2−ζ
n P
k=1
∞ P
j=k
j
ζ−2k
−1
2
+Cn
2−2ζ
∞ PP
j,k=n
(jk)
ζ−2
≤ C(logn)
2.
44For ζ ≤ 0
∞ PP
j,k=0
h
2
jk ≤
n P
k=1
k P
j=1
(k
−1 logk)
2 + C
n P
k=1
∞ P
j=k
j
−1−2εk
−1+2ε
+C(logn)
2
∞ P
k=n
n P
j=1
k
−2 + Cn
2
∞ PP
j,k=n
(jk)
−2
≤ C(logn)
3,
∞ P
j=0
hjj ≤ C
n P
j=1
j
−1 + Cn
∞ P
j=n
j
−2 ≤ C logn,
∞ PP
j,k=0
hjkhkj ≤ C
n P
k=1
k P
j=1
j
−1
2+εk
−3/2−ε logk
+C logn
n P
k=1
∞ P
j=n
j
−1
2−εk
−1
2+εj
−1 + Cn
2
∞ PP
j,k=n
(jk)
−2
≤ C(logn)
2.
¤
Lemma 17
E
° ° ° °
P
t
ε
0
t1
° ° ° °
4
≤ C(logn)
4n
2.
Proof: We have,
P
t
ε
0
t1 =
n−1 P
j=1
µ
n−j P
i=1
γi
¶
εj +
∞ P
j=0
Ã
j+n P
i=j+1
γi
!
ε−j.
Thus
E
° ° ° °
P
t
ε
0
t1
° ° ° °
4
≤ C
Ã
n−1 P
j=1
° ° ° °
n−j P
i=1
γi
° ° ° °
2!2
+ C
⎛
⎝
∞ P
j=0
° ° ° ° °
j+n P
i=j+1
γi
° ° ° ° °
2⎞
⎠
2
.
Since
° ° ° °
n−j P
i=1
γi
° ° ° ° ≤
n−j P
i=1
kγik ≤ C
n P
i=1
i
−1 ≤ C logn, 1 ≤ j<n ,
° ° ° ° °
j+n P
i=j+1
γi
° ° ° ° °
≤ C
j+n P
i=j+1
i
−1 ≤ C logn, 1 ≤ j ≤ n,
≤ Cn/j, j ≥ n,
45the proof is readily completed. ¤
Lemma 18 For any sequence cj, j ≥ 0,a n da n yr ≥ 1,i fµr+ < ∞,
E
¯ ¯ ¯ ¯ ¯
∞ P
j=0
cjε−j
¯ ¯ ¯ ¯ ¯
r
≤ (Cr)
2r
Ã
∞ P
j=0
c
2
j
!r/2
µ
r/r+
r+ ,
where r+ is the smallest even integer such that r+ ≥ r.
Proof: For r ≤ 2 the proof follows by Jensen’s inequality and direct calculation.
For r>2 the Marcinkiewicz-Zygmund inequality indicates that
E
¯ ¯ ¯ ¯
∞ P
0
cjε−j
¯ ¯ ¯ ¯
r
≤ CrE
µ
∞ P
0
c
2
jε
2
−j
¶r/2
(7.35)
where Cr = {18r3/2(r−1)−1
2}r (see Hall and Heyde, 1980, p.23). By the cr-inequality
(7.35) is bounded by
Cr2
r/2−1
(
E
¯ ¯ ¯ ¯
∞ P
0
c
2
j(ε
2
−j − 1)
¯ ¯ ¯ ¯
r/2
+
µ
∞ P
0
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2
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¶r/2)
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(
Cr/2E
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∞ P
0
c
4
j(ε
2
−j − 1)
2
¯ ¯ ¯ ¯
r/4
+
µ
∞ P
0
c
2
j
¶r/2)
.
For 2 <r≤ 4 the ﬁrst expectation in the last line is bounded by
½
E
∞ P
0
c
4
j(ε
2
−j − 1)
2
¾r/4
≤
µ
∞ P
0
c
4
jEε
4
0
¶r/4
≤
µ
∞ P
0
c
2
j
¶r/2
µ
r/4
4 .
For r>4 we instead apply the cr-inequality to that expectation, and then the
Marcinkiewicz-Zygmund inequality again, and so on, eventually bounding (7.35) by
CrCr/2Cr/4...C2.2
r/2.2
r/4.2
r/8...1
µ
∞ P
0
c
2
j
¶r/2
µ
r/r+
r+ .
The result follows on noting that r.r
1
2.r
1
4...r1/r <r 2, 2
1
2.2
1
4...1 < 2, 2
1
2.4
1
4...r1/r > 1
and j/(j − 1) ≤ 2 for all j ≥ 2. ¤
46Lemma 19 As n →∞
° °b a
(L) (E/σ0) −b a
(L)(ε)
° ° = Op
³
ρ
3/2
2κLπ
2
L
³
L
2n
−1
2 +( CL)
4κL+3n
−1 logn
´´
.
Proof: Because the proof is similar to details in Section 3 we sketch it. It turns out
that
©
W(L)(E/σ0)−1 − W(L)(ε)−1ª
w(L)(E/σ0) dominates W(L)(ε)−1 ©
w(L)(E/σ0) − w(L)(ε)
ª
,
so we look only at the former.
° °W(L)(E/σ0) − W(L)(ε)
° ° is bounded by
Cn
−1
"
L PP
k, =1
(µ
P
t
δktδ t
¶2
+
µ
P
t
φk(εt)δ t
¶2)#1
2
(7.36)
(incorporating a term due to the mean-correction, which is of smaller order). Using
(6.14),
P
t
φk(εt)δ t =
P
t
φk(εt)φ
0
 (εt)dt +
1
2
P
t
φk(εt)φ
00
 (¯ εt)d
2
t. (7.37)
We have
E
° ° ° °
P
t
{φk(εt)φ
0
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0
 (ε0)}d1t
° ° ° °
2
≤ CE{φk(ε0)φ
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 (ε0)}
2 P
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Ed
2
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2µ2κ(k+ +K) logn.
Replacing d1t by dt − d1t gives no greater bound, by virtue of (6.15) and (6.17). On
the other hand,
{Eφk(ε0)φ
0
 (ε0)}
P
t
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³
 µ
1
2
2κkµ
1
2
2κ( +K)n
1
2
´
because
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Proceeding as in Section 6, this is Op
¡
(C )2κ +2µκkµr  logn
¢
,w h e r er  is the smallest
even integer exceeding κ(  + K)+2 . It follows that
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¡
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47Also (
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 =1
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2
 t ≤
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 =1
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t
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and by proceeding as before this is Op
¡
(CL)4κL+2ρ2κL logn
¢
. The proof is completed
by application of Lemmas 8 and 10. ¤
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48Table 1: εt ∼ N(0,1)
Monte Carlo MSE(ˆ ξ)/MSE(˜ ξ) with n =6 4and 1000 replications
φ(s)=s φ(s)=s(1 + s2)−1
2
L 12341234
-0.25 .62 .62 .62 .62 .66 .67 .63 .65
ξ0 0.25 .47 .48 .51 .61 .49 .52 .53 .60
0.75 .46 .49 .53 .62 .50 .54 .55 .60
1.25 .47 .50 .52 .61 .52 .53 .52 .56
Table 2: εt ∼ 0.5N(−3,1) + 0.5N(3,1)
Monte Carlo MSE(ˆ ξ)/MSE(˜ ξ) with n =6 4and 1000 replications
φ(s)=s φ(s)=s(1 + s2)−1
2
L 12341234
-0.25 .92 .92 .83 .90 .94 .93 .82 .83
ξ0 0.25 .90 .91 .89 .93 .91 .91 .88 .89
0.75 .90 .91 .89 .94 .90 .92 .89 .89
1.25 .88 .89 .88 .92 .89 .89 .87 .87
Table 3: εt ∼ (scaled) 0.5N(0,26) + 0.95N(0,1)
Monte Carlo MSE(ˆ ξ)/MSE(˜ ξ) with n =6 4and 1000 replications
φ(s)=s φ(s)=s(1 + s2)−1
2
L 12 3 4 1234
-0.25 .71 .71 .62 .77 .81 .76 .63 .70
ξ0 0.25 .84 .76 .65 .74 .77 .67 .60 .54
0.75 .85 .79 .70 .79 .80 .78 .69 .63
1.25 1.01 .96 .81 .82 .91 .83 .74 .68
49Table 4: εt ∼ (scaled) Laplace
Monte Carlo MSE(ˆ ξ)/MSE(˜ ξ) with n =6 4and 1000 replications
φ(s)=s φ(s)=s(1 + s2)−1
2
L 12 3 412 3 4
-0.25 1.07 .85 .92 .96 1.04 .90 .60 .61
ξ0 0.25 .89 .60 .58 .87 .78 .62 .65 .67
0.75 .56 .52 .55 .81 .51 .53 .53 .54
1.25 .28 .23 .23 .86 .32 .26 .28 .38
Table 5: εt ∼ (scaled) t5
Monte Carlo MSE(ˆ ξ)/MSE(˜ ξ) with n =6 4and 1000 replications
φ(s)=s φ(s)=s(1 + s2)−1
2
L 12341234
-0.25 .58 .54 .53 .65 .55 .53 .55 .60
ξ0 0.25 .56 .56 .57 .74 .51 .54 .55 .58
0.75 .58 .58 .62 .75 .51 .56 .57 .61
1.25 .63 .61 .60 .69 .54 .55 .52 .53
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