Little is known about errors in the atmospheric forcings of large-scale sea ice-ocean models around Antarctica. These forcings involve atmospheric reanalyses, typically those from the National Center for Environmental Prediction and National Center from Atmospheric Research (NCEP-NCAR), climatologies, and empirical parameterizations of atmosphere-ice heat and radiation fluxes.
Introduction
The Southern Ocean is a key component of the climate system. The large uptake of heat and CO 2 in the Southern Ocean significantly moderates global warming in future climate projections (e.g., Stouffer et al., 2006; Bitz et al., 2006; LeQué ré et al., 2007 ). An important agent in the Southern Ocean is its sea ice cover (Goosse and Fichefet, 1999; Worby et al., 2008; Cavalieri and Parkinson, 2008) .
Simulating the large-scale evolution of Antarctic sea ice has proved more difficult than for the Arctic. Hindcast simulations of the Antarctic sea ice pack forced by atmospheric and radiation data forcing (hereafter 'hindcasts') show reasonable agreement with observations in terms of large-scale distribution of ice thickness and concentration, but are not as accurate as those made for the Arctic (see, e.g., Vancoppenolle et al., 2009 performed using their state-of-the-art global ice-ocean model (Table 1) , which shows the following deficiencies. The main sea ice model errors in the Southern Ocean include an overestimation (underestimation) of winter (summer) sea ice extent, as well as an underestimation of mean ice thickness. This in turn deteriorates the simulated interannual variations. Some of these features were found in other Antarctic sea ice simulations (Fichefet et al., 2003; Timmermann et al., 2005; Stössel et al., 2007; Zhang, 2007; Mathiot, 2009; Timmermann et al., 2009 ). Another dilemma is that sea ice simulations performed with coupled climate models used in the last IPCC climate assessment show the same tendency of lower performance for the Antarctic than for the Arctic (Arzel et al., 2006) . Averaged over all IPCC model simulations, the current sea ice is reasonably well reproduced. However, this averaging procedure hides large errors from individual models (Holland and Raphael, 2006; Lefebvre and Goosse, 2008) .
Errors in Antarctic sea ice hindcasts have been attributed to grid resolution, missing physical processes in the models, and quality of available forcing data (see, e.g., Fichefet et al., 2003; Timmermann et al., 2005 Timmermann et al., , 2009 Vancoppenolle et al., 2009) . First, increasing horizontal model resolution improves simulation of the ice edge on some locations, but does not explain all simulation errors (Mathiot, 2009) . Second, the effects of velocity divergence, formation of frazil/pancake ice and of snow cover (flooding, superimposed and snow ice formation) are more prevalent in the Antarctic than in the Arctic (e.g., Heil and Allison, 1999; Nicolaus et al., 2006; Heil et al., 2008; Lewis et al., 2011) , and because these processes are not completely understood, they may not be adequately represented in current models. Finally, there are uncertainties associated with the forcing that are an important issue: at this stage, they complicate model physics improvements. As the Southern Ocean is poorly data-covered, the atmospheric reanalyses climatologies may carry significant errors (e.g., Bromwich and Fogt, 2004) . However, over Antarctic sea ice, little is known on the skill of reanalysis products.
The NCEP-NCAR (Kalnay et al., 1996; Kistler et al., 2001 ) reanalyzed data of the atmospheric state over the last 50 years everywhere on Earth on a daily basis. Those extremely valuable data combine information from both weather prediction models and observations and are available on $ 21 grids. Reanalyzed nearsurface temperature and pressure fields have been evaluated at high Southern latitudes using weather station data by Bromwich and Fogt (2004) and Bromwich et al. (2007) . They mention poorer behavior in the Antarctic compared to the Arctic due to large data gaps, especially before 1978. Reasonable skill was found after that year because of the introduction of satellite data in the system. In addition, a strong coastal cold bias, from 0 to À15 3 C, was found around Antarctica. However, Bromwich and Fogt (2004) mention that the latter is not extremely robust and rather indicates that the sharp change in altitude is not resolved by reanalysis systems. To our knowledge, the unique study evaluating reanalysis over Antarctic sea ice is the one by Vihma et al. (2002) . Using temperature and wind data from floating buoys over a year in 1996, they found a cold bias of À3:2 3 C in NCEP and a warm bias of 3:5 3 C in ECMWF reanalyses, inducing significant differences in turbulent fluxes of sensible and latent heat. Radiation fields in reanalysis systems were not assessed in that study. In the Arctic, a recent study by Walsh et al. (2009) suggests that reanalysis system contain large biases because of their inaccurate representation of clouds.
Errors in atmospheric reanalyses impact sea ice models through computation of the surface energy budget. Some information on observations of the latter over Antarctic sea ice can be found in Vihma et al. (2002 Vihma et al. ( , 2009 and Andreas et al. (2004) . They indicate that the annual surface energy budget is dominated by the net longwave radiative loss, which is compensated about equally by incoming shortwave radiation and sensible heat. In summer, significant differences were found, in particular, an upwards sensible heat flux (Vihma et al., 2009) . Over Antarctic sea ice long time series of meteorological products do not exist, so little is known about the skill of reanalysis products.
In this paper, we use field data from two Antarctic sea ice drifting stations, Sea Ice Mass Balance in the Antarctic [SIMBA], (Lewis et al., 2011) and Ice Station POLarstern [ISPOL] (Hellmer et al., 2008) , to characterize the surface radiation budget over Antarctic sea ice in spring and early summer. In addition, we evaluate the errors in radiation fluxes in reanalyses and in the forcing formulations used in large-scale hindcast sea ice simulations. We assume that point measurements are representative of the whole model grid cell. This is likely a reasonable approximation for daily averages of most variables. However, the presence of polynyas or the proximity of the ice edge could influence the comparison.
Material and methods

Drifting stations
Two sets of in situ meteorological and radiation data from two sea ice drifting stations have been used here: SIMBA and ISPOL (see Fig. 1 ). Prior to analysis, the data discussed here were quality controlled and averaged on common hourly and daily bases. (Kalnay et al., 1996) and climatologies at 21 resolution. Bias is defined as the average model-observation difference. Observed ice area is taken from passive microwave data (Comiso et al., 2008) . Arctic ice thickness estimates come from submarine ice draft data set (Rothrock et al., 2008) . Antarctic ice thickness data come from the ASPeCt data set . For more details on procedures, see Vancoppenolle et al. (2009 SIMBA took place in the Bellingshausen Sea in austral spring 2007. Between September 25-27 (days 268-270), ice stations were made on the way from the open ocean through the periphery of the sea ice due south into heavy pack. Then, the R/V N.B. Palmer remained on station from September 28 (day 271) to October 23 (day 296) anchored to a floe composed of a mixture of thin and thick first-year ice (FY) with embedded thick multi-year ice (MY). During this time, the R/V N.B. Palmer drifted within 69-711S and 90-951W (see Lewis et al., 2011) . The drift was initially very intense to the East, due to a strong storm (max. hourly average wind speed 30 m/s). From days 277 to 285, the Palmer drifted to the West, then the trajectory shifted back to the East until the end of the station. Experiments were conducted at several sites (Lewis et al., 2011) , among which, two Belgian Biogeochemistry (BB) sites were sampled repeatedly from days 274 to 296. The first site (Brussels) had average ice thickness of 0.59 70.04 m and snow depth of 0.097 0.05 m. The second site (Li ege) had thicker ice, typically around 1.2 m and deeper snow, on average 0.52 70.04 m. Much thicker ice, including regions thicker than 5 m was found along transects elsewhere on the SIMBA floe (Lewis et al., 2011) .
ISPOL (Hellmer et al., 2008) took place in the Western Weddell Sea in spring-summer [2004] [2005] . The R/V Polarstern remained on a 35-day long ice station from November 28, 2004 (day 337) until January 2, 2005 (day 368). The Polarstern was anchored to a floe composed of patches of thick and thin FY embedded with a matrix of second-year ice (SY) and drifted within 67-691S and 54-561W. The drift was generally to the North with occasional diversions southward (Heil et al., 2008) . Modal total thickness (e.g., snow+ ice) ranged from 1.2-1.3 to 2.4-2.9 m for FY and SY ice, respectively Tison et al., 2008) .
Meteorological and radiation data
SIMBA: Atmospheric and radiation data reported here for the SIMBA drifting station come from four different sources. The first data set (hereafter SHIP, capitalized for readability) consists of ship-based observations of wind speed and direction, temperature, relative humidity and radiation fluxes using the vessels' meteorological instruments. The thermometer and hygrometer were mounted at a height of 15 m above sea level, and the barometer was mounted at 30 m above sea level. The anemometers and radiometers were at 30.5 m. Radiometers included a pyranometer 1 for shortwave radiation (F SW , 0.3-3.0 mm), a pyrgeometer 2 for longwave (F LW , 4-50 mm) radiation and a quantum scalar sensor 3 for photosynthetically active radiation (PAR, 0.4-0:7 mm) total quanta (Q PAR Þ (Morel and Smith, 1974 ) (see Appendix A for more details on definitions). Data cover days 266-301. All parameters apart from wind gusts were collected at 10-s intervals and averaged over 1 min. All fluxes in this paper are assumed positive from the atmosphere towards snow and ice.
The second data set consists of meteorological measurements performed on the sea ice (TOWER) adjacent to site Brussels. Data cover days 275-295. This short-term installation consisted of an aluminum tripod equipped with an eddy covariance system. This consisted of an ultra sonic anemometer 4 and an open-path gas Fig. 2 ). Firstly, due to the different sensor altitudes, the SHIP wind speed averaged 1.7 times that measured at the TOWER. Second, the SHIP temperature was 1 1C warmer than at the TOWER. The SHIP hygrometer did not operate for most of the cruise. Intercomparison between hygrometers from both sites after repair of the SHIP instrument showed very little difference (0-2%). A third data set (VISUAL) includes 282 hourly visual estimates of cloud fraction and snowfall made mostly during daylight hours, covering 52% of the total drifting station time. These data cover days 276-296.
Finally, albedo was estimated using a portable bidirectional pyranometer. Brandt et al. (2005) . ISPOL: Atmospheric and radiation data for the ISPOL station come from the meteorological station referred to as AWI station (see Nicolaus et al., 2006 Nicolaus et al., , 2009 . These data are independent of those from a meteorological mast on the sea ice (see Vihma et al., 2009) . Incoming and reflected solar radiation fluxes were determined with pyranometers.
9 Incoming and outgoing longwave radiations were also measured using two Eppley pyrgeometers. Air temperature, relative humidity and wind velocity were measured 2 m above the snow surface with an automatic weather station. All parameters apart from wind gusts, were measured at 10-s intervals and averaged over 5 min periods by the data logger. Albedo was measured using the ratio of reflected and incoming SW and was found to be typical of wet snow. Using the cloud proxy defined in Appendix A and reprocessing Nicolaus et al.'s (2009) 
Reanalysis data
The in situ data were compared to the NCEP/NCAR reanalyses (Kalnay et al., 1996 ) (see Table 2 ). For this we used NCEP's daily averages of 6-h reanalyses on the 1.875 Â 1.8751 Gaussian grid. For both drifting stations, daily time series of reanalyzed atmospheric fields were extracted using values from the nearest grid point. The NCEP/NCAR reanalysis system assimilates -when available and after a quality check -wind components, air temperature, specific humidity and sea-level pressure (Parrish and Derber, 1992 ) from the Comprehensive Ocean-Atmosphere Data Set (COADS), which includes among others measurements made on ships and buoys. Hence, meteorological data from both R/V Palmer and R/V Polarstern were used in the NCEP/NCAR reanalysis. NCEP data are easily accessible and run through the present date, hence most sea ice models use them as forcing.
1 Precision Spectral Pyranometer (PSP), Eppley. 2 Precision Infrared Radiometer (PIR), Eppley. 3 QSR-240 Quantum Scalar Reference Sensor, Biospherical instruments. The sensor probe is a sphere placed inside a black bowl-thus only collecting downward scalar irradiance. However, the spherical surface of the half-shaded probe (2pR 2 ) is twice the cross-sectional area of a cosine sensor (pR 2 ). Hence, the measured value has to be divided by two in order to retrieve the scalar downward irradiance. 4 Campbell Scientific Model CSAT3.
5 LI-COR LI7500. 6 The anemometer on the tower is an RMYOUNG Model 05106. 
Meteorology from observations and reanalysis data
Observations
The weather at SIMBA (see Fig. 2 ) was characterized by typical spring conditions. The air temperature averaged À 9.8 75.2 1C and hourly wind speed was 10.1 75.9 m/s with a maximum of 30 m/s while the mean specific humidity (q) was 1.7 70.9 g/kg. Weather variability was associated with changes in the wind direction and the continental/oceanic origin of air masses. Under northerly winds, warm (from À 5 to 0 1C) wet (q $ 2:5 g=kg) oceanic air was advected toward the SIMBA floe. Under southerly winds, cold (from À 20 to À 10 1C) dry (q $ 1 g=kg) continental air was brought to the station. Intermediate regimes were found when the winds arrived from other directions. Visual observations account for nine snowfall events, three of which were classified as heavy (October 10, 18-19, 22-23), in good accord with observations from automated shipboard precipitation monitoring (Leonard and Cullather, 2008) . Clear skies were mostly present under dry and cold weather conditions. Average daily cloud fraction from VISUAL estimates was 6.5 73.8 tenths. Forty eight percent of these observations showed cloudy skies (defined as a visual cloud fraction 43=10). The atmospheric transmissivity (ratio of surface to top-of-atmosphere incoming SW radiation) was 0.49 70.20. A daily cloud fraction proxy was constructed using the hourly anomalies of radiative fluxes (see Appendix B). The daily cloud proxy was on average 5.7 73.4 tenths from October 1 to October 25. The cloud fraction proxy is 0.66 tenths lower than VISUAL record and the correlation coefficient between observed and proxy cloud fractions is 0.78.
At ISPOL, the weather was milder. The air temperature averaged À 1.9 72.0 1C, wind speeds were 3.7 72.0 m/s with a hourly maximum up to 11 m/s while the mean specific humidity was 2.8 70.5 g/kg. Warm northerly winds were the most common and Fig. 2 . Daily time series of air temperature, specific humidity, wind speed, wind direction and cloud cover from various sources. For all fields but cloud fraction, the line code is: SHIP (solid grey), TOWER (solid black) and NCEP reanalyses (dash). For cloud fractions, the line code is: daily-averaged visual estimates (thick black), cloud proxy (thin black) and NCEP (dash). Wind direction increases from 01 (winds blowing from the East) couterclockwise, hence 01 and 3601 represent the same direction. See text for details on missing fields. maintained relatively high temperatures while short southerly wind episodes or surface-based inversions were associated with temperatures below À5 1C (Vihma et al., 2009) . Cloud fraction data are unavailable for ISPOL, but qualitative observations suggest prevailing overcast skies with only a few episodes of clear skies associated to continental winds (Nicolaus et al., 2009 ). The cloud fraction proxy (7:4 72:6 tenths), supports the latter. The atmospheric transmissivity was slightly higher than in SIMBA (0.53 70.17). See Nicolaus et al. (2009) and Vihma et al. (2009) for more information on the meteorological conditions at ISPOL.
The TOWER relative air humidity at SIMBA (relative to ice) was on average 95%, with frequent values over 100%, indicating permanent near-saturation. This is consistent with previous studies made over Arctic sea ice and over fall-winter Antarctic sea ice (Andreas et al., 2002) . In contrast, air hardly reached water vapour saturation with respect to water and ice at ISPOL, with relative humidity averaging 87% (see Fig. 3 ). It may seem surprising that while the specific humidity was larger at ISPOL than SIMBA, the relative humidity was lower. This is because the larger specific humidity at ISPOL was more than offset by the effect of higher ISPOL temperatures on water vapour saturation pressure. A firstorder analysis of the partial derivatives of relative humidity suggests that low relative humidities at ISPOL are in large part due to low air specific humidity. Over reasonable changes in air temperature, specific humidity and sea-level pressure, only a specific humidity change could provide enough humidity to bring the air to saturation. Finally, there is a clear diurnal cycle in relative humidity during ISPOL with lower values in the afternoon, driven by the diurnal cycle in air temperature (see Vihma et al., 2009 , for a discussion), while such a diurnal cycle is not as obvious at SIMBA.
Comparison with NCEP reanalyses
Comparison between in situ data and NCEP reanalyses indicates the following. The values hereafter referred to as errors are average differences between daily mean NCEP and in situ values when the ship was in ice-covered areas and when data were available. The error in air temperature is À1.273.8 1C at SIMBA and 0.1 71.4 1C at ISPOL and can be quite large over relatively short time periods (e.g., days 285-290 at SIMBA). The error in specific humidity is relatively small at SIMBA (0.2 70.4 g/kg, TOWER data) and is larger at ISPOL (0.6 70.3 g/kg). The error in relative humidity is larger, with differences of 19 716% at SIMBA and 1877% at ISPOL. The error in relative humidity is larger than in specific humidity because relative humidity incorporates errors in both specific humidity and air temperature.
Wind speed is more difficult to analyze because at SIMBA, the TOWER, NCEP and SHIP estimates correspond to different altitudes and because wind speed and direction vary at higher frequency than the averaging windows used here. NCEP winds combine information from the atmospheric model's dynamics, direct observations using the assimilation scheme. A first look at Fig. 2 indicates that the NCEP winds almost always fall between the (smaller) TOWER and (larger) SHIP values. For cases in which the atmospheric boundary layer is neutrally stable (Blackadar, 1962) , the wind speed increases with altitude following:
where z tow is the height of the TOWER anemometer (2.75 m), z is the altitude of any other estimate (SHIP or NCEP) and z 0 is the roughness length. While atmospheric conditions over sea ice are typically not stable due to the presence of leads (Pinto et al., 1995) and blowing snow (Dé ry and Tremblay, 2004) , the 30 m offset between the TOWER and SHIP measurement heights means that the NCEP sÀ1 winds follow this equation to a first approximation and there is no significant bias in that data. The average roughness length z 0 determined using the eddy correlation system on the TOWER for the month long SIMBA drift was 5.6 77.7 Â 10 À 4 m. This value was reduced to an average of 4.9 Â 10 À 4 m under conditions of high surface shear (u Ã 4 0:3), indicating smoothing of the rough sea ice surface by drifting and blowing snow (contrary to Andreas et al., 2010) . Both SHIP and NCEP data follow Eq. (1) within the range of errors, hence we cannot find a significant bias in NCEP wind magnitude. During the ISPOL drifting station, there was only one wind sensor at 2 m height. No significant bias in wind speed was found when comparing this data to NCEP.
Time series of wind direction in the NCEP data set are in general agreement with SHIP observations at SIMBA. There are significant discrepancies, though, leading to a bias of 16.9 71231 with maxima within 60-901.
Errors in observed/proxy cloud fractions are too large for an accurate comparison with NCEP data. Qualitatively, it seems that, at the SIMBA location, NCEP reanalyses capture the clear-cloud sky contrast in some cases. One remarkable episode of NCEP misbehavior was the stratus clouds observed during the cold period from 14 to 17 October (days 287-290), while NCEP predict no clouds during that period. The cloud fraction proxy based on radiation anomalies was likewise unable to reproduce high cloud fraction during that period. Cloud fractions at ISPOL seem largely underestimated by NCEP compared to cloud fraction proxy. Observation log books (Nicolaus et al., 2009 ) and radiation data (see next section) also suggested prevailing overcast conditions during ISPOL.
Radiation from observations, reanalyses and parameterizations
Observations
At SIMBA, SHIP radiation data indicate that the mean hourly solar radiation flux Time series of daily solar radiation during SIMBA (see Fig. 4 , panel a, solid line) feature a long-term increase of 3.5 W/m 2 /d, which is due to the increasing solar angle associated with the advance of spring. Q PAR shows a similar increasing trend (Fig. 5) . Time series of longwave radiation had no significant trend (Fig. 6 ).
As ISPOL occurred near the solar maximum, no trend is detectable in either shortwave or longwave radiation. Note that there were no PAR measurements at ISPOL. At both stations, the day-to-day variability in both SW and LW fluxes was driven by atmospheric state, in particular by clouds. At both stations, F SW (and Q PAR at SIMBA) showed a marked diurnal cycle, while F LW did not. The mean diurnal cycles of radiative fluxes for clear and cloudy skies were computed using observed (proxy) cloud fraction at SIMBA (ISPOL), see Fig. 7 . Cloud radiative forcing was computed by taking the mean difference between the cloud sky and the clear sky diurnal cycles. Cloud SW forcing was equal to À 79 and À 99 W/m 2 , while LW forcing equalled 78 and 52 W/m 2 at SIMBA and ISPOL, respectively.
Reanalysis and parameterizations
As radiation measurements are rare, sea ice models use indirect reconstructions of atmospheric radiative forcing. Here we assess three different procedures for computing radiation fluxes using drifting station radiation data.
The most basic method employed in sea ice models and evaluated here is to use the value provided in atmospheric reanalyses data sets such as NCEP-NCAR 10 (Kalnay et al., 1996) .
These typically consist of daily values of F SW and F LW , available in this case on a 21 by 21 grid with global coverage and on a daily basis. A second method is to combine empirical parameterizations with meteorological variables that are more frequently available than radiation fluxes themselves such as temperature, humidity or cloud fraction. The parameterizations for downwelling long-and shortwave fluxes used here include those recommended by Key et al. (1996) who compared several different parameterization schemes with measured fluxes obtained over several weeks in different Arctic regions.
Finally, we assess the method proposed by Goosse (1997) and Timmermann et al. (2005) to force the NEMO-LIM ice-ocean model (Madec, 2008; Vancoppenolle et al., 2009) . Arguing that there are problems in cloud fraction and humidity from the NCEP reanalyses, Goosse (1997) suggests to use a combination of, on the one hand, daily NCEP air temperatures, wind speed and pressure -for which NCEP reanalyses seem reasonable -and of monthly mean climatologies (referred to as CLIM in the following Tables) of cloud fraction (Berliand and Strokina, 1980) , relative humidity (Trenberth et al., 1989) and cloud optical depth (Chou and Curran, 1981) . While this method was designed to reduce the bias in the radiation forcing, it deteriorates the spatio-temporal variability in the radiation field.
Shortwave radiation
Computation methods: In many ice-ocean models, the strategy of Parkinson and Washington (1979) for computing the downwelling shortwave radiation flux is used. The latter uses Zillman's (1972) equation for clear skies and applies a factor to account for cloudy skies:
F clr SW , and F SW are the downwelling shortwave radiative fluxes for clear skies and all skies, respectively. Other variables and parameters include the solar zenith angle Z, computed as a function of latitude, day and hour using astronomical equations (see, e.g., Peixoto and Oort, 1992) , the solar constant S 0 ¼ 1368 W=m 2 , the near-surface water vapour pressure e (in millibars) and the fractional cloud cover c. Based on surface meteorology observations from 45 yr of Soviet drifting station in the Arctic Ocean, Lindsay (1998), following Key et al. (1996) suggests that the parameterization of Shine (1984) is better suited for polar regions since it accounts for multiple cloud-to-ice reflections at low solar angles:
10 NCEP ¼National Center for Environmental Prediction. NCAR ¼ National
Center for Atmospheric Research.
in which F cld SW is the downwelling shortwave radiative flux for cloudy skies, a is the surface albedo and t the cloud optical depth. The inclusion of albedo in this formulation reflects its importance for multiple reflections. Therefore, it should be the average albedo of a wide area around the study site. Following in situ observations at SIMBA, we take a ¼ 0:85.
Results: In Fig. 4 (panel A) and Table 3 , several computational methods for F SW are evaluated against observations. Methods of computation include direct use of NCEP reanalyses and the radiation parameterizations of Zillman (1972) and Shine (1984) forced with cloud parameters and humidity from (i) drifting station observation data, (ii) NCEP reanalyses and (iii) climatologies of Berliand and Strokina (1980) , Chou and Curran (1981) and Trenberth et al. (1989) , respectively. Among these methods for SW radiation calculation, the unaltered NCEP forcing has the largest biases compared to observations (43-109 W/m 2 ). Reconstructions of F SW from Shine's (1984) parameterization forced by in situ cloud fractions and humidities and using t ¼ 16:297 m were closest to observations. As no estimate of t is available, this value was adjusted to minimize the bias between observed and computed SW flux at SIMBA ( o 10 À3 W=m 2 ). Unfortunately, this t value was tuned for clouds that were different from ISPOL and induces a higher bias (14 W=m 2 ). The bias in computed SW increases to 17-62 W/m 2 using t ¼ 5:6 m (Chou and Curran, 1981 ) and the same cloud fractions and humidities. In comparison, the time series of F SW computed using the formulation after Zillman (1972) with the same atmospheric data have lower biases ( À 4 and À 25 W/m 2 ) but those results have lower correlations with the observed time series. As in Key et al. (1996) , an error analysis of hourly averaged values (see Fig. 4 , panels B, C, E, F) suggests that the biases using Shine's (1984) equation are largest at low solar angles under cloudy skies. This was also found true for Zillman's (1972) parameterization.
Combinations of radiation parameterizations with atmospheric data from NCEP reanalyses or climatologies lead to lower biases than the NCEP F SW time series alone (see Table 3 ). Using climatologies reduces the bias compared to NCEP but slightly worsens the result in terms of correlations. Using climatologies of atmospheric data, Zillman's (1972) 
Photosynthetically active radiation
Photosynthetically active radiation is not a physical forcing of sea ice models. However, it is an essential forcing of ice ecosystem models which are on the way of being included in future sea ice models (Nishi and Tabeta, 2008; Tedesco, 2009; Vancoppenolle et al., 2010) .
Computation methods: As the visible light is entirely included in the shortwave spectrum, it is not surprising to find a close connexion between F SW and Q PAR . Indeed, they are highly correlated (c.c.¼0.96) and the observed ratio Q PAR =F SW is 2.33 for standard units (W/m 2 and mE=m 2 =s). As Q PAR is not often measured, it may be useful for biochemical models to express the latter by the means of other well-known quantities. Typically, a simple linear relation between Q PAR and F SW is used in models of ocean biogeochemistry (see, e.g., Aumont et al., 2003; Pasquer et al., 2005) :
This value can be understood as follows. The photosynthetically active radiation over shortwave ratio can be reformulated by where the quanta-energetic ratio Q PAR =F PAR is 4.670.3 mE=W=s based on near-surface spectral irradiance measurements (Morel and Smith, 1974) . The SW-PAR energetic F PAR =F SW ratio on the right-hand side has been estimated with a radiative transfer model to be within 0.45-0.50 (Frouin and Pinker, 1995) . Those two values suggest the range 2.08-2.33 for the ratio Q PAR =F SW . However, because clouds change the spectral distribution of solar radiation, a smaller portion of the solar spectrum lies in the visible band, when the sky is cloudy (see Fig. 8, panel A) . Hence, based on SHIP data, we propose a more complex relation involving cloud fraction c:
A chi-square fit based on SHIP F SW and interpolated VISUAL cloud fraction estimates C v (see Appendix B) over the SIMBA drifting station period lead to A ¼ 2:23, B ¼ 0:073 and D ¼ 34:74 for standard units. The regression (see Fig. 8 , panel B) produces a comparatively better reconstruction of the time series of hourly values Q PAR . Unfortunately, we have no data at ISPOL to validate this regression.
Results: Now, we investigate how those parameterizations perform as forcings for ice-ocean models. Daily time series of Q PAR , computed using Eqs. (7) and (9) with in situ SHIP and VISUAL F SW and c data, over the drifting station period are compared (Fig. 5) . The results of the same procedure applied to NCEP and climatological data as well as climatolgies (Table 4 ) first show that the complex regression, forced using in situ SHIP and VISUAL data (9) exhibits best agreement with observed daily Q PAR , with practically no bias and high correlation (0.96). The more simple linear relation (7) features a bias within 10% and relatively high correlation (0.86).
However, when applied to radiative and cloud fraction data available globally and hence usable in ice-ocean models, no parameterization is able to reproduce Q PAR with high fidelity. Since they already contain large errors, the NCEP values of shortwave fluxes and cloud cover, combined with the linear parameterization lead to the largest biases (34-38%). Lower biases (21-24%) are obtained using monthly climatologies of cloud fraction and shortwave radiation from Zillman's (1972) equation, which is itself forced by monthly climatologies of humidity and cloud fraction. In Table 3 Performance of different reconstructions of F SW , namely NCEP reanalyses and the equations of Shine (1984) and Zillman (1972) , assessed versus SHIP daily radiation data. Equations are applied using different data sets for humidity and cloud parameters: the specific humidity (q, g/kg), cloud fraction (c, -) and the cloud optical depth (t, m). The different data sets are in situ data (TOWER and VISUAL), NCEP reanalysis and various climatologies (CLIM Table 4 Performance of two different reconstructions of PAR, namely multiplication of F SW by 2.33, and the more complex relation (Eq. 9) in which PAR is computed as a function of F SW and cloud fraction. Equations are applied using different data sets for cloud fraction and F SW . The latter are: in situ data (TOWER and VISUAL), NCEP reanalyses, climatologies (CLIM) as well as the F SW reconstruction using the equation of Zillman (1972) (see Table 3 , ID8 addition, due to the important imprint of cloud fraction on errors, the linear equation leads to slightly lower bias than the more complex regression. However, all this has a cost: using monthly climatologies induces the loss of daily variations, as indicated by the poor values of the correlation coefficient.
Longwave radiation
Computation methods: Many equations for the downwelling longwave radiation flux are found in the literature. A large number of them were reviewed by Key et al. (1996) . Based on their conclusions, we use the Efimova (1961) parameterization of the clear-sky flux used in the Jacobs (1978) parameterization for all skies:
where e ¼ 0:97 is the surface emissivity, s is the constant of StefanBoltzmann, T is the air temperature (in Kelvins), e is the water vapour pressure (in hPa), and c is the cloud fraction (0-1). The other formulation we use is from Goosse (1997) , who introduced a parameterization based on Berliand and Berliand (1952) :
where f ðcÞ ¼ 1Àac 2 , with a between 0 and 1, being a function of latitude and describing the cloud effect on incoming longwave radiation.
Results: We compare several time series of F LW to observations ( Fig. 6 and Table 5 ). Methods of computation include the direct use of NCEP reanalyses as well as the parameterizations of Berliand and Berliand (1952) and Efimova (1961) forced with cloud fraction, humidity and temperatures from (i) in situ data, (ii) NCEP reanalyses and (iii) a hybrid combination of NCEP temperatures and climatologies of cloud fraction (Berliand and Strokina, 1980) and relative humidity (Trenberth et al., 1989) .
NCEP LW radiation flux time series have a lower bias, and of opposite sign, than earlier found for SW radiation ( À20 and À45 W/m 2 ). Using in situ atmospheric data, Efimova's (1961) equation has the lowest bias (14.3 and 0.4 W/m 2 ) among all time series. The problematic points seem to be associated to low F LW values (Fig. 6 ), corresponding to clear skies, as already pointed by Key et al. (1996) in the Arctic. Time series from Berliand and Berliand (1952) and in situ data have biases of À 19.7 and À 35.0 W/m 2 , only slightly better than NCEP. The latter parameterization underestimates even the clear sky incoming LW flux. By combining parameterizations with atmospheric data from NCEP reanalyses, the bias compared to NCEP F SW time series increases. This is particularly true for Berliand and Berliand's (1952) Efimova's (1961) parameterization is used, with biases of 0.75 and À 3.8 W/m 2 , but reduces the correlation with observed time series.
Discussion and conclusions
In this paper, we used in situ atmospheric and radiation observations from two drifting stations over Antarctic sea ice, one late winter/early spring station (SIMBA) and one late springearly summer station (ISPOL). Observations were compared to NCEP reanalyses and forcing formulations used in large-scale sea ice models.
NCEP-NCAR reanalyses were found to be in good agreement with observations of the assimilated variables (temperature, winds, humidity), with larger uncertainties for the variables that are not assimilated (humidity, clouds, and radiation) (Parrish and Derber, 1992) . The late spring-early summer air temperature observed at ISPOL was relatively close to the snow melting point and reconstructed with an almost zero bias by NCEP. At SIMBA, the air temperature was colder than at ISPOL and reconstructed by NCEP with a 1.2 1C cold bias. In addition to the winter bias, reanalyzed temperatures show significant errors on a daily basis at both SIMBA and ISPOL stations, with RMS errors from 1.4 to 3.8 1C. Our results are consistent with Vihma et al. (2002) , who compared NCEP reanalysis to a one-year time series of meteorological data from buoys over sea ice in the Weddell Sea in 1996. They found an average cold bias of 3.2 1C in NCEP temperatures with larger values in winter and smaller values in summer. Our analysis supports this tendency of NCEP to significantly underestimate air temperature during cold events. Finally, the NCEP temperature biases found over pack sea ice at SIMBA, ISPOL (this study) and in the Weddell Sea (Vihma et al., 2002) contrast with large biases ( À 5 to À10 1C) obtained by comparing NCEP reanalyses to coastal meteorological station data (Bromwich and Fogt, 2004) , supporting the hypothesis that the coastal cold bias in NCEP Table 5 Performance of the different time series of F LW , namely NCEP reanalyses and the equations of Efimova (1961) and of Berliand and Berliand (1952) , assessed versus SHIP daily radiation data. Equations are applied using different data sets for air temperature (T), specific humidity (q, g/kg) and the cloud fraction (c). The different data sets are in situ data (TOWER and VISUAL), NCEP reanalyses and various climatologies (CLIM near-surface temperature near Antarctica is due to unresolved station altitude and neighborhood topography. For winds averaged over long time steps, no bias was found but the analysis was complicated due to the various heights of instruments. Despite these complications, NCEP winds agree remarkably well with observations. In particular, at SIMBA, NCEP 10 m wind speeds were almost always between TOWER and SHIP values. We found a systematic overestimation of specific humidity by NCEP, by 0.2 and 0.6 g/kg at SIMBA and ISPOL, respectively. When specific humidity and air temperature are used to compute relative humidity, the errors in those two variables add up, leading to relative humidities always well above 100%, precluding the use of NCEP reanalysis data for relative humidity purposes over sea ice. Relative humidity was always near-saturation with respect to ice at SIMBA, but not at ISPOL, in contrast to earlier studies (Andreas et al., 2002) .
Cloud fraction is underestimated in NCEP reanalyses compared to visual estimates at SIMBA and to a cloud fraction proxy at ISPOL. Our finding confirms an earlier suggestion from a comparison of the NCEP radiation budget to ISCCP data (Betts et al., 2006 (Walsh et al., 2009 ). The use of NCEP temperatures and winds seems acceptable at climate time scales for the large-scale simulation of Antarctic sea ice evolution. However, this is not the case for radiation fluxes. Hence, it is preferable to parameterize the latter. Lower biases are obtained by using empirical equations forced by monthly climatologies of cloud fraction and relative humidity. However, this has a cost: using monthly climatologies leads to loss of daily variations, as indicated by the poor values of the correlation coefficient.
The largest errors were found in the solar radiation flux. In the Arctic, Lindsay (1998) used large amounts of data and could precisely tune cloud optical depth seasonally and hence suggested the use of Shine's (1984) parameterization to compute the shortwave radiation flux. In the Antarctic, there are not enough data to apply the same procedure. Hence, at this stage, using Zillman's (1972) equation forced by monthly climatologies of cloud fraction and relative humidities is the best choice to compute the shortwave radiation flux. However, this leads to an overestimation of the shortwave flux by 20-30 W/m 2 . As far as longwave radiation flux is concerned, the combination of the equation of Efimova (1961) with NCEP temperatures and monthly climatologies of cloud fraction and relative humidity gives remarkably low biases, on the order of 1 W/m 2 . One needs to keep in mind that using monthly climatologies of cloud cover highly deteriorates the day-to-day and interannual variability in the radiation fluxes. Similarly, photosynthetically available radiation has the lowest biases compared to observations when parameterized using Zillman's (1972) equation and climatologies. The results of the present study constitutes a first assessment of sea ice model radiation forcings in the Southern Ocean. However, some issues limiting the applicability of our conclusions must be kept in mind. First, only two relatively short data sets over particular locations and seasons were used. Hence, our results do not apply either for winter or for the entire sea ice covered Southern Ocean. In addition, using only two months of data precludes any assessment of interannual variability. Larger data sets are clearly required to overcome those issues. Finally, it was assumed that point measurements are representative of the whole model grid cell. This likely is a reasonable approximation for daily averages of most variables. However, the presence of mesoscale features such as polynyas or the proximity of the ice edge could influence the comparison.
It is difficult, if not impossible to evaluate reanalysis products over sea ice using independent data sets. Sea ice observations are almost always conducted near a research ship collecting meteorological data, which are in turn assimilated by reanalysis systems. This is the case for both data sets used here, as meteorological data from R/V N.B. Palmer and R/V Polarstern are included in the COADS data set, which is assimilated by the NCEP reanalysis system (Parrish and Derber, 1992; Kalnay et al., 1996) . The analysis presented here shows that present hindcast simulations of sea ice in the Southern Ocean (e.g., Vancoppenolle et al., 2009; Timmermann et al., 2009) suffer from errors in the forcing. Those errors may be larger in data-poor regions. Given the importance of cloud fraction for the radiation fluxes, it seems desirable to improve cloud forcing data, e.g., use recent cloud cover products (e.g., Hatzianastassiou et al., 2001) . Once the errors in the forcing are reduced, further improvements to models can be achieved in order to improve future climate projections. This study focussed on forcing errors should not hide the great value of atmospheric reanalyses for large-scale ice-ocean modelling.
While F SW and F LW are necessary to assess the surface energy budget in physical models, Q PAR is required to compute the primary production rate in biochemical models. Q PAR is frequently expressed in mE=m 2 =s. 1E ¼ 1 Einstein ¼ 1 mole of quanta.
Appendix B. Cloud fraction proxy
The sky state has a strong impact on radiative fluxes. Therefore, cloud fraction information can be derived from the radiative fluxes. We defined the cloudiness binary index C ir using hourly anomalies (i.e., the difference between actual hourly values and the value at the corresponding hour from the mean diurnal cycle) of radiative fluxes. C ir equals 1 if the hourly anomalies of F LW and F SW are, respectively, positive and negative and 0 if one of these two conditions is not verified. During the night, only the LW anomalies are used. From the VISUAL cloud fraction data set, the visual cloudiness binary index C iv is defined to be 1 if observed cloud fraction (in tenths) 4 3=10 and 0 otherwise. As expected, C ir and C iv have the same value 87% of the time. Finally, we defined the daily cloud fraction proxy C r (in tenths) as the daily average C ir multiplied by 10. Visual cloud fraction C v and reconstructed cloud fraction C r have a correlation coefficient of 0.78. C r is on average slightly (0.66 tenths) lower than C r . Therefore, it is considered that cloud fraction can be reasonably well reconstructed from hourly recordings of SW and LW radiation.
