ABSTRACT The IGBT health evaluation of power semiconductor devices is usually based on the threshold evaluation method, which is usually a single characteristic parameter evaluation system. This kind of evaluation method cannot reflect the internal correlation of the change of multiple characteristic parameters in the deep level. Multi-label classification plays an important role in machine learning and can truly reflect the internal correlation principle of multi-feature parameters. Many studies have proved that multilabel classification (mlc) can effectively increase the actual classification effect of the clustering algorithm. In this paper, a clustering algorithm based on multi-label learning is applied to the health evaluation of IGBT. There are many characteristic parameters that affect each other in the actual work of IGBT, so it is difficult for a single label to reflect its actual health status. At the same time, multi-label data often belong to multiple classifications. Multi-label learning can improve the feature dependence ability of clustering method and improve the accuracy of classification. In this paper, we propose a multi-label classification learning model based on ISODATA for the multi-feature parameters of power semiconductor device IGBT, which can comprehensively consider the multi-level correlation effect of internal parameters in the multifeature parameter extraction. The experiment results show that the algorithm model can better adapt to the IGBT health classification evaluation compared with the general clustering algorithm.
I. INTRODUCTION
Power semiconductor device (IGBT) is a very important core device in power electronics. It is widely used in wind power generation, photovoltaic power generation and power industry. IGBT is the core device of energy conversion and transmission, and the core component of power electronic device. Power conversion with IGBT can improve the efficiency and quality of power consumption, and has the characteristics of high efficiency, energy saving and green environmental protection [1] , [2] . It is a key supporting technology to solve the problem of energy shortage and reduce carbon emissions. Power semiconductor devices generally have the following characteristics: (1) High voltage: general IGBT if the voltage of Vce is too high, it is easy to lead to device breakdown; (2) large current: the current of power device depends on W/L. The design current of IGBT module is
The associate editor coordinating the review of this manuscript and approving it for publication was Omid Kavehei. increasing gradually under the requirement of high power supply [3] . The above conditions greatly increase the possibility of IGBT damage, so we need to study a method of IGBT health evaluation. At present, K-means clustering algorithm is the most commonly used in multi-label classification evaluation, and K-means algorithm is very sensitive to initial value [4] . K-means++ can avoid the initial value sensitivity problem by giving different random probability of sample points according to the distance from clustering center. In practice, the selection of K value can be specified by some indexes in machine learning, such as minimum loss function, better K value according to hierarchical classification, and contour coefficient of clustering, etc. In general, different data distribution is chosen in different ways, and dimensionless is needed when using distance-based algorithm, so as to prevent the sample from being too large in some dimensions to cause the distance calculation to fail [5] . K-means algorithm is a special case of Gaussian mixed clustering where the variance of mixed components is equal, and only one mixed component is assigned to each sample. In step E, we fix the center of each class by selecting the nearest class for the sample to optimize the objective function, and in step M, we update the center point of each class [6] . This step can be realized by differentiating the objective function, and finally the new class center is the mean value of the sample in the class. At present, IGBT health evaluation based on junction temperature evaluation, loss evaluation, welding layer fatigue degree and other evaluation indicators, such as the general use of threshold value, but it can not provide a deep-level multi-parameter evaluation system. In this study, by using multi-label classification method to evaluate the health degree, we can discover the nonlinear and invisible mapping laws of the feature parameters by fully mining the intrinsic correlation of each characteristic parameter of IGBT. A data evaluation model with coupling of each characteristic parameter is implemented. By using iterative self-organizing (ISODATA) clustering algorithm to establish a health classification and evaluation method, a multi-label classification model for health evaluation of IGBT multifeature parameters is proposed.
II. CURRENT STUDY OF IGBT HEALTH EVALUATION A. PARAMETER CHARACTERISTICS OF POWER SEMICONDUCTOR IGBT
The power semiconductor device IGBT module is mainly composed of a number of IGBT chips, each of which is electrically connected by aluminum wires. In a standard IGBT package, a single IGBT will also have a sequel diode, and then a large amount of silica gel will be poured over the chip, and finally, the plastic case will be encapsulated, the IGBT unit stacked, and the chip from top to bottom. DBC (Directed Bonding Copper) and metal heat-plate (usually copper) are composed of three layers. DBC consists of three layers of materials, two layers are metal layers, and the middle layer is insulating ceramic layer. DBC performs better than ceramic substrates: it has lighter weight, better thermal conductivity, and better reliability, as shown in Figure 1 : Power semiconductor devices (IGBT) generally work at a high operating frequency. At present, the high switching characteristics of most of them are tens to hundreds of KHz, which is an important factor affecting their health. The operation process of the switch is as follows: IGBT turns off at T1 (T1 to describe IGBT turn-off behavior), at T2, IGBT is turned on again (T2 is used to describe the on-off behavior of IGBT), if the load resistance and diode voltage drop are ignored, The IGBT receives all DC bus voltages before opening the U DC , IGBT process as shown in Figure 2 : After the IGBT is turned on, the gate-collector voltage U CE begins to rise, and at time T3, the U CE rises to the threshold voltage U CE(to) , At this time, the collector current I C begins to rise, the collector current increases to produce the current change rate, at the same time because of the stray inductance in the internal path of the converter, the collector emitter voltage U CE drops rapidly, namely:
dt At the time of T4, the collector current I C has risen to a rating determined by the size of the inductor. At this point, however, the diode begins to turn off, and the I C continues to increase due to the diode's reverse recovery characteristics. Transfer characteristics of Power Semiconductor device IGBT: IGBT transfer characteristic refers to the relationship between the output collector current (I C ) and the gate emitter voltage (U GE ). The switching voltage U GE(th) is the lowest gate voltage on IGBT. The IGBT is turned off when the gate voltage is less than the open voltage U GE(th) . There is a linear relationship between I C and U GE in the range of collector current after IGBT, and the maximum gate emitter voltage is limited by the maximum collector current, which is generally about 15v. In IGBT converter, IGBT is switched back and forth in the forward blocking region and saturation region. The on-state saturation voltage drop U GE(sat) of IGBT is a function of junction temperature T j , collector current I C and gate emitter voltage U GE . The saturation voltage drop of IGBT is lower than that of MOSFET and is close to that of GTR. The saturation voltage drop decreases with the increase of gate voltage, and the increase of U GE will increase the conductivity of channel, thus reducing the U GE ≥ 15v. U ce(sat) also increases with the increase of collector current I C : when I C is small, U CE(sat) decreases with the increase of junction temperature, that is, it has a negative temperature coefficient. Once I C exceeds a certain value, it becomes a positive temperature coefficient. The positive temperature coefficient of U CE(sat) is favorable to the parallel connection VOLUME 7, 2019 of IGBT [7] , [8] . The static switching characteristics of the power semiconductor device IGBT: the ideal static switching characteristics of the IGBT, including the on-on process and the turn-off process. The static switching characteristic of the IGBT refers to the relationship between collector current and collector voltage, and the IGBT is in the on-state. Because its PNP transistor is a wide-base transistor, although the equivalent circuit is Darlington structure, the current flowing through MOSFET becomes the main part of the total current of IGBT. At this point, the on-state voltage U DS(on) can be represented by the following formula:
is the forward voltage of the JI junction with a value of 0.7V, U DR is the voltage on the spreading resistor R DR , and R OH is the channel resistance. Because of the conductance modulation effect in N+ region, the on-state voltage drop of IGBT is small. When the on-state voltage drop of 1000V 2∼3v.IGBT is off, there is only a very small leakage current. When IGBT is on, I C is determined by external circuit. When IGBT is turned off, I C is zero. When the IGBT is on, the conduction modulation of the N-region is carried out from the hole injected into the N-region from the P region, which reduces the R DR , in the N-region and makes the IGBT have lower on-state voltage drop. Figure 3 shows the inverter circuit of the power semiconductor device IGBT: 
B. IGBT HEALTH EVALUATION BASED ON THERMAL RESISTANCE MODEL
Thermal resistance model is a health assessment model based on the circuit topology and heat dissipation of power semiconductor devices. The model takes into account the implementation loss and transient thermal impedance of power semiconductor devices in real time. Thermal resistance model can be used in high power and high current IGBT. Generally, the thermal characteristics of power semiconductor devices can be simulated and modeled by considering the packaging structure of the device, including silicon substrate, DBC and copper substrate [9] . Then according to the circuit topology and the operation condition of the device, the junction temperature loss of the device in real time operation is calculated by simulation. The model requires high accuracy of device operating condition and thermal resistance analysis. In general, the device will be aged to varying degrees in practice, which will bring error to the health assessment of power semiconductor device. In addition to heat transfer and heat storage, the device packaging structure has the ability to store heat. Heat capacity C th represents the relationship between heat Q th and T, and heat capacity can be used to describe the ratio of heat change to temperature difference [10] , [11] . In general, T j can be used to express the junction temperature of IGBT chip, and T c to represent the temperature of copper bottom shell of the module, T s(th) to indicate the temperature of radiator, R th(j−c) to indicate the thermal resistance of, R th(c−s) to the shell to indicate the thermal resistance of the shell to the radiator. Shell temperature T c is the temperature of the bottom surface of the copper substrate directly below the chip. Based on the definition and measurement of steady-state R th , the dynamic effect of thermal resistance should be considered in practice. Using thermal resistance R th and heat capacity C th , a simulated thermal model can be constructed, which can be represented by transient thermal resistance or thermal impedance Z th . The thermal impedance of dynamic heat transfer characteristics is reflected by the equivalent circuit of thermal resistance. The parameters of thermal impedance Z th (R i and τ i ) are generally given in the reference document, that is:
Finally, the relevant junction temperature and the healthy state of the power semiconductor device can be obtained by the corresponding dynamic response curve. Figure 4 shows the thermal resistance model of power semiconductor devices: 
C. IGBT HEALTH EVALUATION BASED ON POWER LOSS MODEL
Although the power semiconductor device (IGBT) mainly works in the switching state, IGBT is still a power electronic device with high power loss, and with the increase of the switching frequency of the device, the switching power loss of the device will also increase. The performance of power semiconductor device IGBT module is closely related to its switching frequency [12] - [14] . The switching characteristics of IGBT directly determine the switching power loss of the device, and the switching loss will restrict the improvement of the device working efficiency. At the same time, the switching power loss of the power semiconductor device IGBT will produce a lot of heat, which will cause a great temperature rise, and also has a great impact on the reliability of the IGBT device. The switching power loss of the IGBT module is determined by the switching characteristics of the IGBT. It is related to collector-emitter voltage U CE and collector current I C . The formula for calculating loss is as follows:
Among them, P on is turn-on power loss, P off is turn-off power loss, t on is turn-on time, t off is turn-off time, U CE is collector to emitter voltage, I C is collector current.
In practical application, the corresponding simulation model can be built to calculate the switching loss of IGBT, and then the dynamic characteristics of the power module can be obtained by the physical modeling of power supply, reactance and power device. The instantaneous power, current and voltage waveforms of IGBT are obtained, and the power loss of the device is calculated. The advantage of switching power loss calculation based on simulation model is high precision, which can simulate the static and dynamic working characteristics accurately according to the structure and package of the device, but the disadvantage is that the physical simulation model is very complex. Moreover, the parameter structure and packaging process of the model are difficult to obtain accurately. Figure 5 shows the switching loss waveform of the device simulation model: 
III. MULTI-LABEL CLASSIFICATION THEORY A. MULTI-LABEL DATA THEORY
In multi-label learning, the feature selection of information data is an important means to improve the performance of classifier [15] - [17] . In order to describe the multi-label special selection algorithm in this study, we assume that the information data feature parameters of a practical problem are : A={a1, a2, a3, . . . . . . , an}, At the same time, all variables are independent random variables, we do the following definition:
Definition 1:
Let an instance A = {a1, a2, a3 . . . . . . , an}, where ai ∈ R, it represents the eigenvector of a sample with a possible tag space, assume an optional set of tags P = {p1, . . . . . . , pm}, and the set of tags X = {p1, . . . . . . , pl}l ≤ m corresponding to that instance, that is, X is a subset of P, X i represents the set of tags corresponding to the instance, then the multi-label data of the sample can be described as follows
where the entropy of data information is:
Definition 2:
If the U and V are two independent random variables, and U = {u1, u2, . . . . . . , um}, V = {v1, v2, . . . . . . , vn}, then the joint information entropy of U and V , conditional information entropy of U and V is calculated as follows:
where the joint information entropy and conditional information entropy of U and V can be obtained statistically, the correlation degree of U and V is as follows:
Assuming a random variable W = {w1, . . . . . . , wk}, if the constraint is known, then the conditional mutual information of U and V is:
Assuming that there are t and t in the sample features, then
R(U |T ) = p(t)R(U |t) + p(t)R(U |t)
Finally, the information gain can be obtained:
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B. ITERATIVE SELF-ORGANIZING (ISODATA) CLUSTERING ALGORITHM THEORY
Assuming that the input sample {xi, i = 1, . . . . . . , N } is a pattern sample data, the initial cluster center {z1, . . . . . . , z N c } of the N c pattern sample is first set. In the actual situation, the number of the general N c cannot be equal to the actual number of the required clustering center. And its initial position can be selected from the sample at any time.
After setting the number of initial cluster centers, the data for each pattern sample is divided into the nearest cluster, namely:
Through the different cluster center allocation of the pattern sample data, the distance between the sample data and the clustering center is minimum, which is consistent with each other. After the sample data is classified by the minimum distance, if the sample number S j < θ N , then the sample is discarded, at the same time, the value of Nc is subtracted by 1, according to the actual sample's clustering center distance, each cluster center is adjusted and corrected. After the cluster center is adjusted and corrected, the average distance between the sample data and the cluster center of each cluster and the total average distance between the whole sample data and the corresponding cluster center are calculated:
According to the number of iterations, if it is the last iteration, then θ C is set to 0, if N C ≤ K /2, that is the number of initial cluster centers set is less than or equal to half of the specified value K. If the number of iterations N C ≥ 2K , then there is no split operation, that is, to calculate the standard deviation vector of the sample data distance of each initial cluster center.
The components of a vector are:
By calculating the sample standard deviation vector of each cluster center, the maximum component is obtained 
Among them: K is the expected number of cluster centers; θ N is the minimum number of samples for each cluster, if the sample number is less than this value, it will not be a cluster center; θ S is the standard deviation of the sample distribution of each cluster center; θ C is the minimum distance of any two clustering centers. If the distance value of the two clustering centers is less than the value in practice, then the two clusters need to be merged into one cluster;
L is the maximum logarithm of cluster centers that can be merged in iterative operations;
I is the number of iterations in actual operations.
IV. IGBT HEALTH CLASSIFICATION BASED ON ISODATA CLUSTERING MODEL
The ISODATA algorithm needs to specify more parameters, so it is generally possible to specify a more reasonable value according to the actual sample data. The main difference between the ISODATA algorithm and K-means, K-means++ clustering algorithm is whether the clustering center K is fixed or not. The clustering center K of the traditional clustering algorithm, K-means, K-means++ is fixed [18] . The ISODATA algorithm can adjust the number of cluster centers by two operations according to the actual situation of each category of sample data: (1) splitting operation, corresponding to increase the number of cluster centers; (2) merging operation, corresponding to reducing the number of cluster centers. The input of ISODATA algorithm is as follows: (1) the expected number of clustering centers K0: although the number of cluster centers is variable in the ISODATA running process, it is still necessary for the user to make an initial number of cluster centers K0 according to the actual sample data. The range of the number of cluster centers is also determined by K0, and the final output range of cluster centers is [K0 / 2, 2K0]; (2) N min is the minimum number of samples required for each sample data class in a cluster center. This value is used to determine whether a split operation can be performed when the sample contained in a class is highly dispersed. If the number of samples included in a subcategory is less than N min , after splitting, the class will not be split; (3) the maximum variance sigma: it can measure the dispersion of samples in a certain category. When the sample dispersion of the cluster center exceeds this value, If the two classes are very close to each other (that is, the distance between the two classes corresponds to the cluster center is very small), it is possible to split the cluster operation.
(4) The minimum allowable distance D min : between any two classes in a cluster corresponding to a cluster center, If the two classes are very close (that is, the distance between the two classes corresponding to the clustering center is very small), the two categories need to be merged.
The algorithms are as follows:
Algorithm 1 ISODATA Clustering Algorithm
Step1: Randomly selects K0 sample data as the initial clustering center C = {c 1 , c 2 , c 3 . . . . . . , c k0 }; Step2: Calculates the distance from each sample xi, in the dataset to K0 cluster centers and classifies them into the classes corresponding to the least distance cluster centers;
Step3: Determines whether the number of elements in each class is less than that of N min ,. If it is less than this value, the classification is abandoned, K = K −1, and the sample data in the class is reassigned to the class corresponding to the cluster center with the smallest distance; Step4: Recalculates the cluster center of each cluster center for the classification ci, corresponding to that cluster center
Step5: If the number of cluster centers K ≤ K 0/2, do the split operation; Step6: If the number of cluster centers K ≤ 2K 0, do the merge operation; Step7: Terminates if it reaches the maximum number of iterations, otherwise it returns to step2 to continue execution;
ISODATA is a kind of clustering method based on iterative self-organization, which has been widely used in clustering. ISODATA clustering method is aimed at high latitudes, and the massive data can estimate the value of K effectively. It improves the shortcoming of the traditional K-means clustering algorithm, which is fixed and invariant in the process of computing [19] . At the same time, the clustering algorithm can also be used in multiple datasets and discard the clustering algorithm when the number of samples belonging to a certain category is too small. The cluster is divided into two clusters when the number of samples is too large and the degree of dispersion is too large. Aiming at the high dimensional data structure of IGBT health state evaluation, a clustering algorithm model based on iterative self-organization is proposed to improve the clustering reliability. Figure 6 shows the basic process of IGBT health state classification based on the iterative self-organized (ISODATA) clustering algorithm model:
V. EXPERIMENTS AND RESULTS

A. DATA SET
The data collected by SCADA system of wind turbine in a wind farm are randomly selected. The main data types are wind speed, hub speed, generator operating frequency, generator current, generator voltage, generator side power of inverter, etc. We select the wind speed of the weather station, the power of the generator side of the frequency converter, the temperature of the frequency converter as the data characteristic label for the wind turbine unit 1. We select the wind speed of the weather station, the generator side power of the frequency converter, the temperature of the frequency converter for the wind turbine unit 2. The ambient temperature is the data feature label, and after data cleaning, the data set structure is shown in Table 1 : 
B. EXPERIMENTAL SETTING
Clustering evaluation is to evaluate the feasibility of clustering on the dataset and the quality of the results produced by the clustering method, including: estimating the clustering trend, determining the number of clusters in the data set, and determining the clustering quality. Estimation of clustering trends means that for a given data set, the existence of a non-random structure of the data set is evaluated. If the clustering method is used blindly on the dataset, the resulting clustering may be misleading. Clustering trend assessment determines whether a given data set has a non-random structure that can lead to meaningful clustering, a data set that does not have any non-random structure, such as a uniformly distributed point in a data space. Although the clustering algorithm can return clusters for the data set, these clusters are random and meaningless, and the clustering requires the non-uniform distribution of the data. In the experiment, the ISODATA clustering algorithm is used to classify the health status of IGBT, and the multi-label feature data in Table 1 are used for clustering analysis. By using the concept of ''confusion matrix'', we establish the classifier evaluation index: true positive (true positive, TP): to predict positive class to positive class number; True negative (true negative, TN): predicts negative class to negative class; false positive (false positive, FP): that is negative class to positive class; false negative (false negative, FN): the positive class is predicted to be negative class number; Table 2 shows its structure: The two most basic indexes of cluster analysis are recall rate (Recall Rate), precision rate (Precision Rate),) recall rate also called recall rate, accuracy rate also called precision rate. Figure 7 shows the calculation of the confusion matrix: In practice, we usually use F1-Score and mAP indicators to evaluate classification performance.
C. EXPERIMENTAL RESULT
In the experiment, we used different threshold values to calculate the precision rate and recall rate of a group of different thresholds, and at the same time we used mAP (mean average precision) to solve the single point limitation of P, R, F-measure. Thus the index reflecting the global performance is obtained. Figure 8 shows the veracity-recall curve of different threshold values of different clustering algorithms: As you can see, although the verity-recall curves of the different algorithms overlap, the performance of the ISODATA algorithm is in most cases much better than that of the other algorithms.
In addition, we can also use ROC (receiver operating characteristic) and AUC (area under roc curve) as classifier evaluation indicators. ROC is concerned about the tradeoff between TP(real positive example) and FP(error positive example). By setting a threshold, we classify instances into positive or negative classes (for example, greater than the threshold value is divided into positive classes). AUC values generally range from 0.5 to 1.0, with larger AUC representing better classification performance. Figure 9 shows the AUC values of different clustering algorithms at different tag selection rates: Finally, we use the iterative self-organization clustering algorithm to analyze the multi-label classification of the data set. In the experiment, we select part of the tag feature data, and then we quantify and normalize the data. Figure 10 shows that multi-label data can be clustered with multiple classifications, and the clustering results of different health states of IGBT can be obtained: 
VI. CONCLUSION
An iterative self-organizing clustering algorithm based on multi-label classification is used to classify the IGBT health status of wind power converters, in which the multi-label data are not only related to one of them. The multi-label attribute determines that the data may also be part of other clustering, so a multi-label classification algorithm based on iterative self-organization is used to classify the data. The experimental results show that the proposed clustering algorithm has better classification performance and can be used for state clustering of multi-label data. The data driven method is used to excavate the different health states of IGBT, which provides a new reference method for further evaluation and prediction of its working condition, and also provides support for the predictive maintenance of PHM in wind farm IGBT. In the future, we will further study a multi-label classification algorithm with higher classification performance and accuracy. PEI GAO received the B.S. degree in physics from Southwest University, Chongqing, China, in 2016, where she is currently pursuing the M.S. degree in physics. Her research interests include the machine learning and complex systems.
