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Abstract
Road accidents are one of the major causes of death in the United states of America. Vast
majority of everyday deaths in US occur by road accidents. And poorly managed roads are one of
the main reasons for it. Safety is the ultimate priority. Safety in this aspect can be ensured only with
proper management of roads on a regular basis. Proper maintenance of road conditions can not only
ensure safety but also increase rider comfort, fuel economy and provide better driving experience.
Traditional methods of surveying is very time consuming, expensive, and require lot of human efforts.
Existing methods of road surface monitoring using profilometers are very expensive. And both of
these do not update the road surface conditions on a regular basis. There is a requirement of a more
efficient and cost effective process to augment profilometer and road recognition systems. More than
one third of the US adult population uses smart phones today. Here we present a way of dealing
this problem using smart phones. Deep learning and Machine learning have step foot in almost
all the industry bringing about revolutionary breakthroughs. Deep learning algorithms have many
times out performed the humans especially in those problems where a pattern recognition is a key to
solving the problem. Smart phones come with sensors like gyroscope, accelerometer, magnetometer,
camera etc. Information from these sensors can be harnessed to detect the road conditions. This
work uses this image and sensor data to detect road conditions using Deep learning algorithms. We
have investigated Deep learning models on the smart phone to do the road surface detection. And
in order to give heuristic and accurate information about the road surface conditions, we use cloud
based collaborative approach to fuse all the data to finally update a map with these road surface
conditions. Deep Learning models have been able to perform well with accuracy of 94% on sensor
data model and 87.5% on vision based model.
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Recently, the monitoring of road surface conditions has become considerably important.
One of the leading causes of deaths in USA today is from road accidents and poorly maintained
road conditions are on of the main reasons for it. Road problems like potholes and iced-over stretches
of highway cause more than 26,000 deaths a year [34]. Well-maintained road surfaces increase road
user safety and comfort levels. Therefore, it is essential to monitor road conditions continuously to
enhance the transportation system in terms of driving safety and comfort. For instance, in Canada,
authorities responsible for road surface maintenance have to deal with complaints concerning the
poor surface conditions of roadways, particularly during the winter months. One of the main in-
dicators used to determine road surface conditions is the density of road surface anomalies [48].
Municipalities typically rely on statistical data derived from collected road surface information, vi-
sual field inspections, or vehicles outfitted with special instruments which measure and monitor road
surface conditions. For example, ARAN (Automated Road Analyzer), which is widely used for road
monitoring in Canada, and ROMDAS (Road Measurement Data Acquisition System), which is used
to monitor road surfaces in New Zealand, both use lasers combined with ultrasonic and video sensors
for high-level road quality assessment [48]. However, these methods are labor-intensive, costly, and
often suffer from insufficient data coverage to generate a complete picture of road surface conditions.
For the above reasons, road maintenance authorities are looking for a low-cost, higher-efficiency de-
tection method. They also desire a centralized information system able to monitor the road status
in real time. Traditionally, there have been three main approaches for road surface monitoring: 3D
reconstruction, vibration, and vision-based in this work [48].
1
Road surface monitoring is an important problem in providing smooth road infrastructure
to the commuters. The key to road condition monitoring is to detect road potholes and bumps,
which affect the driving comfort and transport safety.
1.1 Related works
Road surface maintaining and monitoring has been one of the main goals of many municipal
corporations around the world. The very possibility of land transportation depends on road condi-
tions. And a poor quality of the road would fatally disrupt the traffic flow, driving efficiency and
fuel economy. Hence, the frequent thorough maintenance of the roads is very essential. Due to the
enormous size of road networks in modern cities, monitoring road conditions is a time-consuming
and expensive task. To cope with this problem recent approaches have included involvement of road
users, such as pedestrians, car drivers, and cyclists, involved in the monitoring process. There are
many existing works that aims at monitoring road surface including using profilometers, Surveying
techniques, Smart-phone sensor based methods, Deep learning methods etc.
1.1.1 Surveying method
Traditional monitoring and inspection of road condition require surveyors to walk or drive
along the roads to search for defects manually. Such processes require a lot of human and equipment
efforts, which however can still hardly provide timely needed information of road conditions. Hence
an automated and less expensive methods of monitoring road surface is required.
1.1.2 Profilometer method
Surface profilometers are used to measure surface profiles, roughness, waviness, and other
finish parameters. There are two basic surface profilometer technologies: contact and non-contact.
Contact, or stylus-based, surface profilometers measure surface texture by dragging a sharp, pointed
tool across the surface. These methods are expensive and are not adhoc. Hence a more cost effective
and efficient method is required which can update the database with road profiles regularly. [5]
discusses the use of compact road profiler and ArcGIS methods for the calculation of the roughness
of the road.
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1.1.3 Mobile sensor network for Road surface monitoring
This work investigates an application of mobile sensing: detecting and reporting the surface
conditions of roads [12]. Their architecture consists of a set of sensor-equipped vehicles, and a central
server. This work explores the use of sensor data from GPS and Accelerometer for the road surface
monitoring. Onboard processing filters, filter the combined data stream to produce high probability
pothole detection. When network connectivity is available, the cars automatically upload their
detection to a central server, which maintains a database of detection. Optimizations are run on the
data present in cloud to produce final output. The optimization methods used are single processing
and machine-learning based approach. Various levels of filtering are being used in the detection
of a pothole in this work. Various factors such as speed, Acceleration ratio in different axis and
speed are the deciding factors in the detection. This work uses processing and machine-learning
based approach, and shows that their approach is well suited for detecting adverse road conditions.
However this method does extremely well in detecting potholes and not the other types of road
distress. Also, maintaining the same experimental setup and using this as a general approach is not
a feasible solution.
1.1.4 Response based methods to measure road surface irregularities
This paper gives a very elaborated analysis on the various response based methods used in
the road surface monitoring [31].
1.1.4.1 Kalman Filter estimator
This work discusses the Kalman filter/estimator (KF) and sliding mode observer (SM)
method for road surface monitoring. Three standard KFs are the linear KF for linear cases, the
extended KF for a non-linear relationship, and the unscented KF for strong non-linearities. Ini-
tially in 2011, the linear quarter-car model was developed to implement the KF method [11] that
needed measurements of the suspension deflections, the body position and acceleration. The PR
(Profile reconstruction) is implemented with the modified KF framework in [13] for the non-linear
spring-damper system to localise autonomous vehicle position. Unfortunately, for all KF methods,
the tuning of the covariance matrix is usually done heuristically which effects the estimation results
caused by the deterioration and loss of information. To overcome this drawback, an algebraic es-
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timator was developed in [20], by updating the covariance matrix according to the change of road
roughness [57], or by applying the adaptive KF and adaptive super-twisting observer (AKFASTO)
algorithm in a new estimator [57]. Regarding other observer approaches, the most common method
is the sliding mode observer (SM) considering the road profile as unknown inputs to be estimated.
A 16-DOF full-car model was firstly used to develop the SM based on the vertical motion of the
vehicle [21]. A researcher [28] then developed a second-order SM to avoid the assumption of constant
velocity, while another model based observer was developed to compensate for the chassis dynam-
ics for minimising its interaction effect [27]. The higher-order SMs using adaptive super-twisting
observer based on a nonlinear quarter-car model were also developed in [45] for PR (Profile recon-
struction), and in [45] for PR and tyre friction estimation simultaneously. The combination of sliding
mode observer and adaptive Kalman filter for PR related to tyre dynamics can be found for active
suspension control in [7]. Other methods of control theory using an adaptive observer with the Q-
parameterisation method have shown their validity and feasibility [10] and the extensions in [51, 49]
with detailed synthesis and experimental validation. Compared to other methods such as KF, the
Q-parametrization method provides better performance and is suitable for real-time implementation
due to less computing cost and implementation complexity. Another state observer can be found in
[44] to use the overall response of the preceding vehicle(s) to generate preview controller information
for follower vehicles. An H∞ observer was adopted and found to be feasible for real-time imple-
mentation but required knowledge of many vehicle parameters [50], while a jump-diffusion process
estimator can perform PD (Pothole detection) and PR (Profile reconstruction) simultaneously. Al-
though these types of estimators can work effectively for active suspension system control, extensive
modelling is required as the main drawback as well as the problem of speed variation.
1.1.5 Transfer function method
This work discusses the transfer function (TF) method which was first used by Gonzalez
in 2008 [14] to estimate road PSD (Power Spectral Density) based on the relationship between the
road surface and vehicle acceleration
H(Ω) = PSDacc(Ω)/PSDroad(Ω) (1.1)
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where PSDacc(Ω) and PSDroad(Ω) are the PSD for a frequency Ω due to vehicle accelera-
tions and road profile, respectively. The road can be classified according to ISO 8608 [22] based on
PSD road estimated from the PSDacc(Ω) of the axle or body acceleration measurements [14]. In [36],
similar results have confirmed the efficiency of the TF approach, and in [15] the TF was extended
to a full-vehicle model to estimate road PSD regardless of vehicle speeds. From another point of
view, dynamic tyre pressure sensor was used to estimate road profiles based on an assumption of a
linear relationship between road surface profiles and tyre pressure via a TF [32]. Regarding other
methods, a numerical optimisation technique can be found in [18] that employs Monte Carlo simu-
lations to obtain the optimal PR, but it is costly for computing. The method of control-constraints
was proposed that focuses on tyre dynamics and requires solving differential-algebraic equations. A
modulating function technique [33] can fulfil the real-time and noise suppression requirements with
the focus particularly on off-road vehicles. In [19], Bayesian estimator was proposed regardless of
vehicle models; but a prior information of the road is required. In addition to acceleration measure-
ments, PR can be done by microphones to measure tyre noise [24]; however, a robustness study is
needed to reduce signal contamination.
1.1.5.1 Machine Learning methods
This work also discusses the use of machine learning for the road surface estimation. ANN
and principal component analysis (PCA) were used in combination with image processing [55],
or SVM with PCA [56]. To remove the speed dependence from terrain classification, SVM was
combined with wavelet analysis of acceleration data [54], or SVM with spatial frequency component
analysis by Fast Fourier Transform [58]. Apart from ANN and SVM, other sophisticated MLs were
developed and often combined with other techniques for VDC. Deep Neural Networks [39] and
Probabilistic Neural Network classifier [43] were proposed by using measurable system responses.
The Adaptive Neuro-Fuzzy Inference System - ANFIS road classification method was proposed
using wavelet analysis based solely on sprung mass acceleration [37]. ANFIS classifier was found
to be better than other methods in [38], and ANFIS was combined with KF for VDC of semi-
active suspension in [57, 25]. PNN classifier using wavelet analysis showed better performance than
ANFIS and NARX methods. The combination with PNN classifier and AKF-ASTO [40] adaptively
changes the process noise covariances Q and R for the KF, resulted in higher accuracy than existing
KF method. Random forest classifier (RF) was used to combine information from both time and
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frequency domains for a controllable suspension system in [42], while the RF was combined with
transfer function to develop a speed independent road classification strategy in [41]. Most recently,
independent component analysis as a simple and fast method was developed in [8], and various MLs
were compared in [16].
1.1.6 Deep learning based Road surface detection
The emergence of machine-learning techniques (MLs) has motivated researchers to focus on
various ML algorithms to measure road surface irregularity. The work done by [47] discusses how
Detection of road surface such as potholes or bumps is carried using IMU data from cyclist’s smart-
phone with deep learning method. Phone is put in a cyclist’s shirt pocket to record vibrations. IMU
acceleration and gyroscope data are first collected and split into chunks to feed into neural network
with window size of 25 (0.5s data per chunk). Acceleration, gyroscope, difference of acceleration,
and difference of gyroscope are fed into the model separately to determine which of these data will
produce the best model accuracy. As for model selection, convolution neural network (CNN) and
long short-term memory (LSTM) are experimented in this work. The result shows that CNN with
difference of acceleration data yields the best result on the testing dataset. While inside the shirt
pocket, the phone will still be able to sense vibration caused by potholes or bump. Additional work
is needed to investigate the influence of smartphone orientation and position.
The recent work done by [6] has implemented the Detection of road surface events such
as speed-breakers, potholes, and broken road patches and geo-localize detected events over a map
service using machine learning techniques. For this paper, acceleration, GPS, and vehicle type are
collected using mobile apps. The acceleration data is first re-orientated so that the z-axis represents
the vertical movement of the phone. Next, an auto regressive time series model is applied to predict
the threshold value based on the vehicle speed. Using the threshold value, the Point of Concern
(POC) candidates can then be determined. The POC candidates are then fed into a decision tree
classification to detect the type of road surface events. After the classification, there will still be
ambiguities in the detection. Therefore, k-medoids clustering technique is applied to remove the
ambiguities and localize the position of the POC using GPS data. The proposed pipeline is then
tested on testing dataset and achieved accurate results. Since the proposed pipeline relies on GPS
data to geo-tagging the position of POC, occasional GPS errors due to bad weather or absence of
signal degrades the overall performance.
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The work by [52] aims at Identifying different road surface and potholes using deep learning
method. In this work, neural network methods are explored to detect the type of road surface and
road damage. Three different models which are Convolution Neural Network (CNN), Long short
term memory (LSTM), and reservoir computing network are experimented in this paper. For the
input, only acceleration data is used. Among the three models, the CNN model achieved the best
result on the testing dataset in both road surface detection and road damage detection.
The work [9], the author analyzes which factors affect the measurements by smartphone in
a moving vehicle the most and how that changes the road roughness measurements. According to
the ASTM E950, the author categorize different class of IRI measurement sensors according to their
accuracy and listed the corresponding maximum vehicle speeds for phone sampling frequency range.
To have higher accuracy prediction, higher sampling frequency will be required. In this work, it is
concluded that sampling rate of 100Hz is suitable for vehicle that is moving at relative slow speed
such as 50km/h(31mph) in urban areas. Effect of vehicle speeds are also investigated to determine
the accuracy of IRI measurement. However, in this part of the paper, the investigation is performed
in simulation using CarSim software and quarter car model. To predict the road roughness using
vertical acceleration of the vehicle, four models which are multivariate linear regression, neural
network, decision regression tree, and random forest models are then proposed. The later three
machine learning methods have similar performance and are better than the linear regression method.
1.1.7 Proposed method
Smart phone usage has increased exponentially in the recent years. According to a recent
survey from Statista [2] 81% of the adults in US uses smartphones today. Smart phones also comes
with great variety of sensors. With the exponential increase in use of smart phones in the US, we
have proposed a road surface detection method based on smart phones and deep learning techniques.
The research goal is to develop a cost-effective approach to monitor the road conditions by cloud-
based collaborative monitoring using in-vehicle smartphones which could be from any general public
vehicle users. The research goal is achieved through the following research objectives.
• Objective 1: Collect and annotate smartphone-based road condition data. Here we propose
to use smart phone sensors’ data such as accelerometer, gyroscope, magnetometer, GPS and
camera. The data to be collected with the help of smart phones and by utilizing their on-board
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sensors.
• Objective 2: Investigate state-of-the-art machine learning (especially deep learning) based ap-
proaches to detect road conditions including both the road defects and their severity. Our work
aims at motion based and vision based deep learning models for the road surface predictions
using the sensors’ data as input
• Objective 3: Investigate cloud-based collaborative road condition monitoring approach to fuse
all road condition detection results from different vehicles in the cloud in order to give a holistic,
accurate and complete monitoring of road conditions. Our approach aims at an End user smart
phone application which uses on-board sensor data for the road surface prediction which is why
this approach is entirely centered at the utility of the smart phones. These applications are
proposed to keeps posting the data to the cloud. And a cloud-based collaborative optimizations
techniques are proposed on the data to produce more accurate and complete data.
Figure 1.1: Cloud-based collaborative road condition monitoring using in-vehicle smartphone data
and deep learning
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Figure 1.1 is the overview of the proposed approach for addressing this problem. In broader
perspective, data is collected off a smart phone and is used for training the Deep learning models.
These models are deployed as a smartphone app to predict the road surface profiles. Then a cloud
based collaborative monitoring is employed to give holistic, accurate and complete information.
Smartphone is a remarkable feat of engineering. It’s half a dozen or more gadgets packed into a
single slab, and many of its coolest feats are accomplished with a wide range of sensors such as
Accelerometer, Gyroscope, Magnetometer, GPS, camera etc. These sensors values are reflection of
road surface profiles when smartphone is mounted inside a car and driven over road surface. Hence
these sensors’ data can be utilized for this purpose.
1.2 Vision and Motion based Deep learning models
This work consists of two parts. Vision based Deep learning model and Sensor based Deep
learning model.
1.2.1 Vision Based Deep learning model
Camera is one of the important and most powerful sensors that any smart phone houses.
Camera can be used for various applications. Object recognition is a general term to describe a
collection of related computer vision tasks that involve identifying objects in digital photographs.
Here we have proposed the same for detecting the road surface conditions from the images based
of smart phone camera. A YOLO V5 model is used for road surface detection. YOLO models are
suitable for smaller target devices such as smartphones.
1.2.2 Sensor Based Deep learning model
Smartphones comes with variety of interesting sensors. These sensors’ data can be used
to predict the road surface. Long Short-Term Memory (LSTM) networks are a type of recurrent
neural network capable of learning order dependence in sequence prediction problems. LSTM model
is proposed to build the Sensor based Deep learning model here.
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1.2.3 Cloud Based Collaborative approach
Both vision and motion data predictions are stored along with its corresponding GPS co-
ordinates in the cloud. Statistical models are implemented on the database for more heuristic,
accurate and non-redundant information. This accurate information is displayed along their loca-
tions on the maps for convenience.
The chapter 2 and chapter 3 discusses the vision based model, motion based model, its




Vision based road surface
monitoring system
Advance information about the road surface a vehicle is going to encounter can improve the
performance of automotive systems. This has always been the primary motto of any transportation
department of the state. Images provide a dense environment perception and their benefits especially
when used in vision based system are enormous. One such application of vision based analysis is in
the detection of different kind of road surfaces like potholes, cracks, spalling etc.
Object detection is a computer vision technique that works to identify and locate objects within an
image or video. Specifically, object detection draws bounding boxes around these detected objects,
which allow us to locate where said objects are in (or how they move through) a given scene. Here
we have proposed the same concept for detecting the different road surfaces. Camera is one of the
basic sensors that any smart phones have today. Camera from the smart phone is used for achieving
this. Here deep learning is the state-of-art method to perform object detection.
2.1 Problem Statement
Regular updating of the road surface is necessary for well maintained roads, comfort driving
and safety. Traditional methods of using surveying methods and profilometer methods are very time
consuming, expensive and not adhoc. Hence an effective way of addressing this issue is essential.
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2.2 Approach
Machine learning has made really impressive breakthroughs in almost all the fields and
aspects of life. Object detection is one of the major branches of the Machine Learning. Object
detection is a computer technology related to computer vision and image processing that deals
with detecting instances of semantic objects of a certain class (such as humans, buildings, or cars)
in digital images and videos. Well-researched domains of object detection include face detection
and pedestrian detection. One part of the proposed method for Road surface monitoring is using
vision based object detection. Object detection has applications in many areas of computer vision,
including image retrieval and video surveillance. Here using the same approach we are detecting the
road surfaces off the live camera view from the smart phone.
2.2.1 Machine Learning
Machine Learning is a field of Computer Science that studies the development of math-
ematical techniques that allow software to learn autonomously, without an explicit description of
each rule of operation. Its goal is to extract latent features from the data that allow an immediate
classification of each input data into a particular class – the catch is that there is no previous rule
formulation, but instead we have an adaptive model that adjusts its parameters according to the
input data it receives, improving the estimates it yields as it receives new input samples. Machine
learning approaches are traditionally divided into three broad categories, depending on the nature
of the ”signal” or ”feedback” available to the learning system:
• Supervised learning: The computer is presented with example inputs and their desired outputs,
and the goal is to learn a general rule that maps inputs to outputs.
• Unsupervised learning: No labels are given to the learning algorithm, leaving it on its own to
find structure in its input. Unsupervised learning can be a goal in itself (discovering hidden
patterns in data) or a means towards an end (feature learning).
• Reinforcement learning: A computer program interacts with a dynamic environment in which it
must perform a certain goal (such as driving a vehicle or playing a game against an opponent).
As it navigates its problem space, the program is provided feedback that’s analogous to rewards,
which it tries to maximize.
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Here we have used supervised learning. Artificial Neural Networks (ANN) is a supervised
learning system built of a large number of simple elements, called neurons. Each neuron can make
simple decisions, and feeds those decisions to other neurons, organized in interconnected layers.
Together, the neural network can emulate almost any function, and answer practically any question,
given enough training samples and computing power. A “shallow” neural network has only three
layers of neurons:
• An input layer that accepts the independent variables or inputs of the model
• Hidden (computation) Layers that adjust its characteristics for tuning the model better
• An output layer that generates predictions
A Deep Neural Network (DNN) has a similar structure, but it has two or more “hidden layers” of
neurons that process inputs. The hidden layers are associated with weights and biases using which
the output prediction is made. Artificial Neural network is trained using a dataset called as Training
dataset and is tested on Testing dataset. Dataset for a supervised learning typically consists of input
and its corresponding output. The network learns over the training using the dataset to predict more
and more correct outputs. The learning process happens in two steps:
• Forward pass—weights are initialized and inputs from the training set are fed into the network.
The forward pass is carried out and the model generates its initial prediction.
• Error function—the error function is computed by checking how far away the prediction is
from the known true value.
• Back-propagation with gradient descent—the back-propagation algorithm calculates how much
the output values are affected by each of the weights in the model. To do this, it calculates
partial derivatives, going back from the error function to a specific neuron and its weight. This
provides complete trace-ability from total errors, back to a specific weight which contributed to
that error. The result of back-propagation is a set of weights that minimize the error function.
• Weight update—weights can be updated after every sample in the training set, but this is
usually not practical. Typically, a batch of samples is run in one big forward pass, and then
back-propagation performed on the aggregate result. The batch size and number of batches
used in training, called iterations, are important hyper-parameters that are tuned to get the
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best results. Running the entire training set through the back-propagation process is called
an epoch.
A neural network may consists of one or more hidden layers or even complex structures. The output
between each layer is passed through an activation function in general. An activation function is a
mathematical equation that determines the output of each element (perceptron or neuron) in the
neural network. These are used for improving the efficiency of the network. Common Activation
Functions are:
• The sigmoid function has a smooth gradient and outputs values between zero and one.
• The TanH function is zero-centered making it easier to model inputs that are strongly negative
strongly positive or neutral.
• The ReLu function just passes only positive values and is highly computationally efficient but
is not able to process inputs that approach zero or negative.
• The Leaky ReLu function is similar to Relu, but has a small positive slope in its negative area,
enabling it to process zero or negative values.
• The Parametric ReLu function allows the negative slope to be learned, performing back-
propagation to learn the most effective slope for zero and negative input values.
• Soft-max is a special activation function use for output neurons. It normalizes outputs for each
class between 0 and 1, and returns the probability that the input belongs to a specific class.
• Swish is a new activation function discovered by Google researchers. It performs better than
ReLu with a similar level of computational efficiency.
2.2.2 Object Detection
Object detection is a supervised deep learning algorithm. Object detection involves al-
gorithms that produce a list of object categories present in the image along with an axis-aligned
bounding box indicating the position and scale of every instance of each object category. Visual
object detection aims to find objects of certain target classes with precise localization in a given
image and assign each object instance a corresponding class label. There are various algorithms
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used for object detection such as R-CNN, Yolo, R-FCN, SSD etc. We have used transfer learning
on YOLO V5 smaller version network for road surface detection.
2.2.3 Single Shot Detection (SSD)
Single Shot Detector (SSD) is a method for detecting objects in images using a single deep
neural network. The SSD approach discretises the output space of bounding boxes into a set of
default boxes over different aspect ratios. After discretising, the method scales per feature map
location. The Single Shot Detector network combines predictions from multiple feature maps with
different resolutions to naturally handle objects of various sizes. SSD are much faster than other
Object detection algorithms. SSD algorithms are size compatible with smaller devices. This is
suitable for smaller target devices such as smart phones.
2.2.3.1 SSD MobileNets
MobileNet is made up of DepthWise Separable Convolutional layers that are computa-
tionally faster than standard convolutional layers. The reason is simply due to fewer mult-adds
(multiplication and addition operations) due to the separation of channels in the depthwise layer
and their subsequent linear combination using the 1x1 convolution. Empirically, the reduction in
computational effort does not affect the performance of the network to a large extent which is why
we would like to use it as a backbone in the SSD framework, which is known as SSD MobileNets.
The Architecture of SSD-MobileNet is as shown in the figure 2.1.
Figure 2.1: Architecture of SSD-MobileNet
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Figure 2.2: Mean Average precision of each class on the testing dataset
2.2.3.2 Training and results
There are various SSD MobileNet architecture available from Tensorflow for Object detection
which are very well trained on large datasets such as Coco. We have used one of such pre-trained
model SSD MobileNet v1 for this work. Using a pre-trained model reduces the amount of training by
a large factor as it is well trained for feature detection on a large dataset. Also it requires less number
of images for retraining the model for custom purpose. The training dataset had 1400 annotations
and testing dataset had 300 annotations. The SSD MobileNet V1 was trained extensively for fours
classes-’Aligator crack’, ’Construction Joint’, ’Fatigue crack’ and ’Spall’ for 800 epochs. The mean
average precision of each class on testing dataset is as shown in the figure 2.2. Model was able to
give a overall mAP of 66.42%.
2.2.4 YOLO network
YOLO is an abbreviation for the term ‘You Only Look Once’. This is an algorithm that
detects and recognizes various objects in a picture (in real-time) and was designed by [46]. Object
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detection in YOLO is done as a regression problem as explained in [46] and provides the class
probabilities of the detected images.YOLO algorithm employs convolutional neural networks (CNN)
to detect objects in real-time. As the name suggests, the algorithm requires only a single forward
propagation through a neural network to detect objects. This means that prediction in the entire
image is done in a single algorithm run. The CNN is used to predict various class probabilities
and bounding boxes simultaneously. The YOLO algorithm consists of various variants. Some of
the common ones include tiny YOLO, YOLOV3, YOLOV5 etc. We have used transfer learning
approach on YOLOV5 network for this research work.
YOLO algorithm stands out because of the following reasons:
• Speed: This algorithm improves the speed of detection because it can predict objects in real-
time and in single shot.
• High accuracy: YOLO is a predictive technique that provides accurate results with minimal
background errors.
• Learning capabilities: The algorithm has excellent learning capabilities that enable it to learn
the representations of objects and apply them in object detection.
YOLO algorithm works using the following three techniques:
• Residual blocks: First, the image is divided into various grids. Each grid has a dimension of
S x S. Every grid cell will detect objects that appear within them.
• Bounding box regression: A bounding box is an outline that highlights an object in an image.
YOLO uses a single bounding box regression to predict the height, width, center, and class of
objects.
• Intersection over union (IOU): Intersection over union (IOU) is a phenomenon in object de-
tection that describes how boxes overlap. YOLO uses IOU to provide an output box that
surrounds the objects perfectly. Each grid cell is responsible for predicting the bounding boxes
and their confidence scores. The IOU is equal to 1 if the predicted bounding box is the same
as the real box. This mechanism eliminates bounding boxes that are not equal to the real box.
Figure 2.3 shows how the three techniques are applied to produce the final detection results.
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Figure 2.3: YOLO working principle [46]
2.2.4.1 YOLO V5
YOLO V5 is one of the variants of the YOLO network and a single-stage object detector.




Model Backbone is mainly used to extract important features from the given input image. In YOLO
V5 the CSP — Cross Stage Partial Networks are used as a backbone to extract rich informative
features from an input image.
Model Neck is mainly used to generate feature pyramids. Feature pyramids help models to
generalize well on object scaling. It helps to identify the same object with different sizes and scales.
The model Head is mainly used to perform the final detection part. It applied anchor
boxes on features and generates final output vectors with class probabilities, object class scores, and
bounding boxes. In YOLO V5 the Leaky ReLU activation function is used in middle/hidden layers
and the sigmoid activation function is used in the final detection layer. In YOLO V5, the default
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Figure 2.4: Yolo V5 Architecture
optimization function for training is SGD and can be customized if a tarnsfer learning approach is
used. The figure 2.4 shows the architecture of the YOLO V5.
The principle of object detection in YOLO is that it does detection using regression con-
cept. The image is divided into grids, and for each grid cell it simultaneously produces bounding
box confidence and class probability. The model then aggregates those results to produce the final
bounding box output and classification. This architecture is known for its performance and efficiency
on real-time video data. Over the years, there have been multiple iterations and improvements over
the original YOLO architectures. We have used the YOLO V5 version here. This latest iteration
utilizes Cross Stage Partial Network (CSPNet) [53] as the model backbone and Path Aggregation
Network (PANet) [26] as the neck for feature aggregation as shown in the figure 2.4. These improve-
ments have led to better feature extraction and a significant boost in the mean averaged precision
score.
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Figure 2.5: Data Collection app screen
2.3 Experimental setup and Data Collection
2.3.1 Data Collection App
Android app that could simultaneously record video and the sensor data is used to record the
data. An existing android app [1] was modified which records the data from sensors’- Accelerometer,
Magnetometer, Gyroscope and GPS along with the video of the roads where the data is being
recorded simultaneously. The UI of the app looks like as shown in the figure 6. The video is a
guiding tool for annotation here. The app screen looks like as shown in the figure 2.5. This app
was able to collect data at an average frequency of 60Hz. The frequency of the data collection is
governed by smart phone’s processing capabilities. A video and a .csv file containing all the sensor’s
data are the two output of the Data recording app, The former is used for vision based road surface
monitoring and the latter is used for the motion based road surface monitoring. The UI of the app
looks like as shown in the figure 2.5.
2.3.2 Data Collection and Data Preparation
Data was collected from various parts from South Carolina including Greenville, Columbia,
Clemson, Spartanburg and Simpsonville. Smart phone with the data recording app was mounted on
the windshield of the vehicle as shown in the figure 2.6. During driving over the different damaged
roads, the speed of the vehicle and the placement of the vehicle over the damage is also taken
into consideration to produce as much as varying data as possible. To collect multiple types of
data and cover all types of driving scenarios each damage location was covered multiple times with
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Figure 2.6: Data Collection setup
varying speeds and placement of the car on the road. The video data was extracted for the frames
from the recorded videos. Videos were watched to find out the interesting portions of the video.
These timestamps were noted in a feed file which is used to extract the frames off the video. This
frames extraction process was done using matlab. Only good quality frames were retained for data
preparation. Images from one of the biggest road dataset by [4] are majorly used in this work and
the pothole dataset was used by [3]. The images are annotated by putting bounding box around the
road surfaces and labelled using the image annotation tool ’LabelImg’. The annotations are saved
as xml file from this tool. The figures 2.7, 2.8, 2.9 shows some of the annotated images. Here the
two classes used are ’pothole’ and ’cracks’.
After careful filtering and processing 1000 images were retained. Data augmentation tech-
niques such as flip in all four directions, rotate by 90 eft and right. 20% crop was implemented
on the original images. The images were increased to 3000 after Augmentation techniques. This
process definitely introduces variations and improves the dataset.
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Figure 2.7: Image annotated with pothole
Figure 2.8: Image annotated with pothole and cracks
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Figure 2.9: Image annotated with cracks
The table 2.1 shows the breakup of the image annotations into classes - potholes and cracks
after Augmentation techniques. With Augmentation techniques the total number of images was in-
creased from 999 to 3000. The figure 2.10, 2.11, 2.12, 2.13 and 2.14 shows the different Augmentation






Total Images after Augmentation 3000
Table 2.1: Count of Images across classes.
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Figure 2.10: Augmentation technique used - Rotation
Figure 2.11: Augmentation technique used - Flip
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Figure 2.12: Augmentation technique used - Rotation, Zoom and exposure
Figure 2.13: Augmentation technique used - Rotation, Zoom and exposure
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Figure 2.14: Augmentation technique used - Rotation and zoom
2.3.3 Training and Results
2.3.3.1 Training
Yolo V5 was trained extensively for the road damages types including potholes and cracks
using Google Colab. The model was trained for 200 epochs. The hyper-parameters were fine tuned
to improve the accuracy of the model.
2.3.3.2 Results
The model was able to perform well on testing dataset with a accuracy of 87.5% MAP
(Mean average precision). The MAP improvement over the epochs is shown in the figure 2.15. The
figure 2.16 shows the training and testing loss over the epochs. The table 2.2 and 2.3 shows the
precision, recall and the mean Average precision for each class and the overall on the training and
testing dataset respectively.
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Figure 2.15: Mean average precision over epochs
Class Annotation Count Precision Recall mAP@ 0.5 IOU
Potholes 1826 0.989 0.999 0.997
Cracks 1621 0.999 0.984 0.996
Total Annotations 3447 0.994 0.991 0.997
Table 2.2: Accuracy results of Training dataset
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Figure 2.16: Model loss over epochs on the training and testing dataset
Class Annotation Count Precision Recall mAP@ 0.5 IOU
Potholes 779 0.932 0.893 0.937
Cracks 660 0.888 0.73 0.813
Total Annotations 1439 0.91 0.812 0.875
Table 2.3: Accuracy results of Testing dataset
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Figure 2.17: Confusion matrix for the inference on training dataset
The figure 2.17 and figure 2.18 shows the confusion matrix of the inferences on the training
and testing dataset respectively. This matrices compare the actual target values with those predicted
by our YOLO V5 model. The rows represent the predicted values of the target variable. The column
represents the ground truth of the target variable 2.18. The precision vs recall curve for the two
classes pothole, cracks and the overall MAP is as shown in the figure 2.19. The model was able
to give 81% MAP on cracks and 91% MAP on potholes after training for 200 epochs. The model
gave an overall MAP of 87.5% on the testing dataset. The figure 2.20 shows the model inference
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on some of the images from testing dataset. The inference is in the form of bounding box around
the road surface conditions, classification and with the confidence level being displayed.
Figure 2.18: Confusion matrix for the inference on testing dataset
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Figure 2.19: Precision Recall curve
Figure 2.20: Model inference on testing images
31
Chapter 3
Motion based Road surface
monitoring system
Enhancing the road experience as been the motto for the transportation dept. This section
explains how the sensors on smart phones are used to detect the road surface profiles using smart
phones. Toady [2] 81% adults uses smart phones. Smartphones have many useful sensors on board
such as accelerometer, magnetometer, gyroscope, GPS etc. These sensors have various applications
including pedometer, motion input, orientation sensing etc. This work uses these sensors for the
road surface profile detection.
Long Short-Term Memory (LSTM) [20] networks are a type of recurrent neural network capable of
learning order dependence in sequence prediction problems. This is a behavior required in complex
problem domains like machine translation, speech recognition, and more. LSTMs are a complex
area of deep learning. Here LSTM network is used as a backbone for the motion based road surface
monitoring system. LSTM network is fed with sensor data for the classification of the road surface.
3.1 Problem Statement
Regular updating of the road surface is necessary for well maintained roads, comfort driving
and safety. Traditional methods of using surveying methods and profilometer methods are very time
consuming, expensive and not adhoc. Hence an effective way of addressing this issue is essential.
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3.2 Smart phone sensors
Smartphone is a remarkable feat of engineering. It’s half a dozen or more gadgets packed
into a single device, and many of its coolest features are accomplished with a wide variety of sensors
such as gyroscope, accelerometer, magnetometer, GPS, camera etc.
3.2.0.1 Accelerometer
Accelerometers handle axis-based motion sensing and measure linear acceleration. The
sensor is itself made up of other sensors, including microscopic crystal structures that become stressed
due to accelerative forces. The accelerometer then interprets the voltage coming from the crystals
to figure out how fast your phone is moving and which direction it’s pointing in.
From switching apps from portrait to landscape, to showing your current speed in a driving
app, the accelerometer is one of your phone’s most important sensors. Accelerometer has 3 values
corresponding to linear acceleration in x, y and z axis.
3.2.0.2 Gyroscope
Gyroscope measures the angular velocity. The gyroscopes inside smartphones don’t use
wheels and gimbals like the traditional mechanical ones you might find in an old plane—instead,
they’re MEMS (Micro-Electro-Mechanical Systems) gyroscopes. Gyroscope is used in smart phones
to understand the orientation of the smart phone. Gyroscope has 3 values corresponding to linear
angular velocity in x, y and z axis
3.2.0.3 Magnetometer
Magnetometer measures magnetic fields and can thus tell you which way is north by varying
its voltage output to the phone. Magnetometers are majorly used in the smart phone’s navigation
system. Magnetometer has 3 values corresponding to linear magnetic field in x, y and z axis
3.2.0.4 GPS
GPS units inside phones get a ping from a satellite up in space to figure out the location of
the phone on earth in terms of its latitude and longitude co-ordinates.
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After careful analysis and consideration, accelerometer data was chosen as the input to the
motion based model.
3.3 Approach
Recurrent neural networks (RNN) are the state of the art algorithm for sequential data and
are used by Apple’s Siri and and Google’s voice search. It is the first algorithm that remembers its
input, due to an internal memory, which makes it perfectly suited for machine learning problems that
involve sequential data. It is one of the algorithms behind the scenes of the amazing achievements
seen in deep learning over the past few years. In this post, we’ll cover the basic concepts of how
recurrent neural networks work, what the biggest issues are and how to solve them. Other part
of the proposed method for Road surface monitoring is using motion based road surface detection.
One of the variants of the RNN called Long Short term Memory (LSTM) network is used in this
work. The data from sensors on board smart phone is used for the prediction of the road surface
using LSTM network.
3.3.1 Recurrent Neural Networks
RNNs are a powerful and robust type of neural network, and belong to the most promising
algorithms in use because it is the only one with an internal memory.
Like many other deep learning algorithms, recurrent neural networks are relatively old.
They were initially created in the 1980’s, but only in recent years have we seen their true potential.
An increase in computational power along with the the massive amounts of data that we now have
to work with, and the invention of long short-term memory (LSTM) in the 1990s, has really brought
RNNs to the foreground. Because of their internal memory, RNN’s can remember important things
about the input they received, which allows them to be very precise in predicting what’s coming
next. This is why they’re the preferred algorithm for sequential data like time series, speech, text,
financial data, audio, video, weather and much more. Recurrent neural networks can form a much
deeper understanding of a sequence and its context compared to other algorithms.
A Recurrent Neural Network (RNN) is, essentially, a regular ANN where some neurons
(especially in the hidden layer) have feedback connections to themselves, i.e. their outputs are fed
as inputs. The relevance of this different structure is the possibility to retain sequence information
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about the data [35]. Before, each incoming data point only contributed to the training of the
network, but the information about the correlation between themselves and the data points that
preceded them did not influence the training step. Temporal relationship is disregarded and each
data point considered conditionally independent of any other. This is obviously not necessarily true,
and in fact there are many cases where the correlation between data points is high for those closely
spaced in time, such as in video signals, audio signals, or other kinds of temporal sequences of data.
Therefore, the feedback connection of the neuron to himself acts as a kind of memory element that
takes into account in the present decision, the history of decisions previously taken, and hence the
previous data. A representation of an RNN is as shown in the figure 3.1. The basic idea is that
feeding the output back to the input is similar to feeding the output to the input of the neuron at
a previous time step.
Figure 3.1: RNN- Unfolded through time
Recurrent Neural Networks suffer from short-term memory. If a sequence is long enough,
they’ll have a hard time carrying information from earlier time steps to later ones. During back
propagation, recurrent neural networks suffer from the vanishing gradient problem. Gradients are
values used to update a neural networks weights. The vanishing gradient problem is when the
gradient shrinks as it back propagates through time. If a gradient value becomes extremely small,
it doesn’t contribute too much learning [35].
LSTM ’s and GRU’s were created as the solution to short-term memory. They have internal
mechanisms called gates that can regulate the flow of information. These gates can learn which data
in a sequence is important to keep or throw away. By doing that, it can pass relevant information
down the long chain of sequences to make predictions. Almost all state of the art results based on
recurrent neural networks are achieved with these two networks.
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3.3.2 Long Short-Term Memory Networks
To overcome the issue of failing to remember long-term dependencies, Hochreiter and
Schmidhüber proposed, in 1997, a novel approach to the RNNs called the Long-Short Term Network
[20]. Long Short Term Memory is an artificial recurrent neural network (RNN) architecture [35]
used in the field of deep learning. Unlike standard feedforward neural networks, LSTM has feedback
connections. It can not only process single data points (such as images), but also entire sequences
of data (such as speech or video).
Figure 3.2: LSTM-Cell (a) Structure of an LSTM cell (b) The mathematical equations governing
an LSTM cell
A LSTM unit is composed of a cell, an input gate, an output gate and a forget gate. The cell
remembers values over arbitrary time intervals and the three gates regulate the flow of information
into and out of the cell. The first gate is called the forget gate, and the forget gate selects the part
of cell state data to be removed. The second gate is the input gate and it determines the data to
be added to the cell state. Lastly, the output gate generates output data using the cell state. This
process is computed sequentially through the following equations [17] shown in the figure 3.2. In
the equations t is the time step in input sequence. x, h and C are the input, output and cell state
of the LSTM cell, respectively. f is the forget selection vector. i is the input selection vector. Wf
,Wi,Wc,Wo are the weight variables in forget, input and output gate. bf , bi, bc, bo are the bias
variables in forget, input and output gate. σ(·) denotes the sigmoid function. tanh(·) denotes the
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hyperbolic tangent function. · denotes the element-wise multiplication.
3.3.2.1 Architecture of our work
Figure 3.3: Proposed Motion based road condition detection - Architecture
The proposed architecture is a stack of 2 fully connected layers and 2 LSTM layers. The
figure 3.3 shows the architecture of the proposed architecture. The first fully connected layer has an
input size of 200 hidden units, followed by a another hidden layer of 200 units. This is followed by
the two LSTM layers with 64 units each are stacked on each other. The architecture is as shown in
the figure 3.3. The output from the last cell is taken out and a softmax is applied to it. This is the
probability of each class the model is predicting.
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3.4 Experimental setup and Data Collection
3.4.1 Data Collection and Data Preparation
The video recording from the data recording app guides for the annotation of the sensor
data. The videos are watched to figure out the timestamps of the road surface profiles and a feed file
was prepared. Feed file contains the information on the timestamps of the damage happening and
the damage type. This feed file is used by a matlab script to slice the required data off the original
sensor data recording csv file.
To collect multiple types of data and cover all types of driving scenarios each damage location
was covered multiple times with varying speeds and placement of the car on the road. The different
types of road conditions covered during data collection are: Bumps, Construction joints, Alligator







- heightAlligator Crack 73
Undamaged 310
Total 1378
Table 3.1: Count of each class data collected and annotated
Smartphones have limitations in using the sensors while recording data. The smartphone
optimizes the use of sensors changing the frequency of data recording hence the entire data collected
is not completely usable. The usable data points are the one’s with a frequency of 60Hz or higher.





Table 3.2: Count of data used by the LSTM model for training
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3.4.2 Training and Results
LSTM model was trained on Palmetto cluster on GPU nodes. The LSTM based motion
deep learning model does give a accuracy of 94% in classifying the damage and normal road on
Test dataset. Figure 3.4 shows the accuracy over epochs. Figure 3.5 shows how the loss has reduced
over epochs. The table 3.3 shows the classification summary on the Testing dataset. The figure 3.6
and 3.7 shows the confusion matrix of the motion based LSTM model for the testing dataset.
Figure 3.4: Classification accuracy with epochs
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Figure 3.5: Classification loss with epochs
Class Count Training Classification Accuracy Testing Classification Accuracy
Damaged 378 0.96 0.9
Undamaged 310 0.99 0.96
Total 688 0.98 0.94
Table 3.3: Classification summary on the testing dataset
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Figure 3.6: Confusion matrix - LSTM classifier model on the Training dataset
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Figure 3.7: Confusion matrix - LSTM classifier model on the Testing dataset
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Chapter 4
Cloud based Collaborative Fusion
4.1 Cloud based fusion - Architecture
Vision based road condition detection and the motion based road condition detection data
are fused together for accurate and complete information. The type of the damage and the GPS
coordinates at which the damage is present are used for this approach. The damages reported are
stored in a relational database in the cloud. The relational database has GPS coordinates(Longitude
and Latitude), type of the damage and confidence as its attributes. Considering there will be multiple
entries for the same location and reporting damages, there is a need to consolidate these reported
damages. This is done using the designed approach - Cloud based fusion. The complete architecture
of this approach is as shown in the figure 4.1.
AWS Lambda is a serverless compute service that runs our code in response to events
and automatically manages the underlying compute resources. Amazon API Gateway is a fully
managed service that makes it easy for developers to create, publish, maintain, monitor, and secure
APIs at any scale. APIs act as the ”front door” for applications to access data, business logic,
or functionality from any backend services. AWS lamda function is used with AWS(Amazon web
services) API gateway for posting the data to the Relational database.The raw data in the database
is optimized using clustering techniques to populate another database with optimized data. Using
AWS lambda function and AWS API gateway this data is posted to the Website. The clustering
technique used is explained in detail in the section 4.2.1.
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Figure 4.1: Cloud based Collaborative Fusion - Architecture
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4.2 Cloud based fusion - Algorithm
The figure 4.2 gives a brief description of how optimization on data is done on the reported
damages. Due to various factors, the multiple reports made at the same location might not have
the exact same GPS coordinates which results in the database having a huge number of damages
reported at the same location whose GPS coordinates are slightly different.
Figure 4.2: Cloud based Collaborative Fusion Flowchart
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With the need of consolidating these reports a machine learning algorithm, k-means clus-
tering is implemented on the GPS coordinates. In the following subsection we briefly describe the
k-means algorithm.
4.2.1 k-means Clustering
Clustering is the unsupervised classification of patterns(observations, data items,or feature
vectors) into groups (clusters).[23] Clustering is a way to classify the raw data reasonably and
search for hidden patterns that may exist in datasets.[29]. k-means is a numerical, unsupervised,
non-deterministic, iterative method. It is simple and very fast , so in many practical applications,
the method is proved to be a very effective way that can produce good clustering results.[23] The
algorithm randomly selects k centers, where the value of k is already fixed. The algorithm then
assigns each data point to the nearest center. The nearest center is generally calculated by using the
Euclidean distance.[30]This creates the initial k clusters. When all the data points are assigned to
their respective nearest center the algorithm recalculates the centers. The new centers are calculated
by averaging the data points that have been assigned to the initial centers. These recalculated centers
are the new centers and the algorithm goes through all the data points again to assign them to the
new nearest center. This recalculation and reassignment is repeated until the criterion function
becomes minimum or the algorithm has looped for a predefined number of times. The k-means
clustering algorithm always converges to a local minimum. [29][30]
In our approach, we use only the longitudes and latitudes of the reports from the data points
for clustering. We start the implementation with an initial value of k as 1 and perform the k-means
clustering on the entire data set. The k is an incremental value which starts from 1 initially and
goes on increasing till the average Within Clusters Sum of Squares(WCSS) for the current k and the
previous k is less than or equal to 0.001. WCSS is the measure of squared average distance of all
points within the clusters to the centroid of the cluster. This is performed on all the k clusters and
then the average WCSS is calculated. Once the difference between the average WCSS of current k
and the k-1 is less than or equal to 0.001 we get the value of final k this is the optimum number of
clusters that can be created on the current data set.
The k centroids generated by applying k-means clustering are the longitude and latitude
values which represent the data points that have been assigned to that particular cluster. Each
cluster consists of multiple data points that are reported by the mobile application while the users
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were driving. The data points present in each cluster means that they are closest to each other and
have a very high probability of being at the very same location or at a very small distance from one
another.
Now, we have consolidated the entire data set of n rows into k clusters where k is less than
n. For the k clusters to truly represent the entire data set, we need to analyze the data points in
each cluster so that along with the centroids representing the location of the cluster the damage
type and confidence can also be represented by the cluster. In order to achieve this we segregate the
data points according to the clusters they have been assigned to. Each cluster and the associated
data points are then visited to find the type of damage reported and the occurrence of each type of
damage in the cluster is counted.
Figure 4.3: Cloud based Collaborative Fusion- Back end process
The top three most occurred types of damages within a cluster are found. These top three
most occurred damage types are the most significant damage types for that particular cluster. Now,
we can represent the cluster location with the centroid values of that cluster and the most significant
damage types by the three most occurred damage types that we calculated from the data point in
the cluster, we need to find the confidence for each of these damage types. To find the confidence
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in each of the top three damage types which can be represented by the cluster, we find the sum of
confidence of the each corresponding damage type and divide by the total number of occurrences
of that damage type. This average confidence will represent the confidence for the top three types
of the particular cluster. The process of finding the types and confidence is performed on all the k
clusters. We further store the analyzed information of the clusters to a cloud database. The database
consists of the longitude and latitude which is the centroid of the cluster and the corresponding top
three types of damages and their confidences. Additionally we store the cluster ID to distinguish
different clusters in the database. This work flow is explained above as shown in the figure 4.3.
4.3 UI design
Figure 4.4: UI of the webpage to display consolidated data
The cloud database which consists of cluster information is updated every day since, new
damages are reported and the cluster information needs to be updated. A daily analysis is done
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on the daily reported data set to find new clusters if need be or update the existing clusters and
the information in the existing clusters depending on the new reports made by the users. The
cloud database with the cluster information is further utilized to represent the road conditions on
a web page. This web page consists of a map where the cluster data is displayed. The longitude
and latitudes from the cloud database are used to display the top three damage types and their
confidence on the map. Different shapes are used to display the different most occurred damage
types in a cluster. The UI of the final webpage where the data is fetched from this consolidated




Conclusions and Future work
5.1 Conclusions
This research focuses on Road surface monitoring for detecting road surface distress types.
To do this, Smartphones, Deep learning and Cloud Based Collaborative techniques are considered.
With exponential increasing usage in smartphones across the globe, using smartphones provides a
futuristic solution. Smart phone with its variety of interesting sensors- accelerometer, gyroscope
and magnetometer on board are used for data collection. Deep Learning based techniques such
as SSD MobileNet, YOLO V5 road surface detection and LSTM based road surface classifier are
investigated. Deep learning based road surface detection methods with notable accurate model is
achieved.
Cloud based collaborative techniques are investigated for fusing the data from the Deep
learning model detection. We observe that K-means clustering machine learning method for Cloud
based optimizations gives more heuristic and accurate results.
We see that entire data collection is based on the smart phone sensors’ utility
The final UI gives a one stop place to view all road distress types, which could be used by
general public or even the concerned departments for the road surface information. This could be
also utilized for improving road transportation experience overall.
50
5.2 Future work
This research considers the two major types of distress pothole and cracks. This work can
be expanded for more distress types and its sub categories. More distress types for both Vision
based and Motion based model to be considered for future improvements by training the model with
new data or by adding new data to the existing dataset.
These Deep learning models can be implemented as smartphone Applications as an expan-
sion and this Application can be implemented with data posting capabilities to the Cloud. This
type of end user Application can be integrated with the Cloud based collaborative fusion.
Smartphones comes with its limitations such as sensor reading frequency, camera resolution,
its frames per second and its overall performance. More complex model can be employed in cloud
for better performance and accuracy.
Severity of damage is another aspect that needs to be explored for better road surface
monitoring. The area from the co-ordinates off the road surface YOLO detection can be used and
an algorithm based severity detector can be designed. Even the acceleration value threshold can be
utilized for designing the severity of the road surface type.
The International Roughness Index (IRI) is used by highway professionals throughout the
world as a standard to quantify road surface roughness. A continuous profile along the road is
measured and analyzed to summarize qualities of pavement surface deviations that impact vehicle
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