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Abstract
In this work, we consider a bus evacuation problem with integrated location decisions as part of a decision support system. Apart
from giving a bus schedule, our model helps planners to choose the locations where people gather and the shelters that are used
during the evacuation. Following a branch-and-price approach, the location and scheduling problems are solved simultaneously to
achieve a minimal evacuation time. Using an instance modelling the evacuation of Kaiserslautern, Germany, we demonstrate that
although the computational complexity of the model increases compared to solving the subproblems individually, the model is still
tractable. Furthermore, our algorithm also ﬁnds a good feasible solution much faster than commercial general integer programming
solvers and can, thus, also be used as a heuristic.
c© 2014 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of PED2014.
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1. Introduction
Evacuating endangered regions during a natural or man-made disaster is a recurring subject in operations research
literature. For a general survey on operations research methods in disaster operations management including miti-
gation, preparedness, response, and recovery we refer to Altay and Green III (2006). In this paper we focus on the
response phase during which people have to be transported from an endangered region to save places.
Evacuation dynamics can be considered in two diﬀerent views: The microscopic and the macroscopic view. In
the microscopic view individual evacuees and their behavior are modeled and the evacuation can be analysed on a
very small scale. In contrast the macroscopic view considers the evacuation from a large scale point of view with less
detail. Microscopic models have the advantage that they allow a more detailed and, thus, more realistic analysis of
the evacuation process. However, this point of view is usually infeasible for optimization methods, and simulation
approaches are used instead. The macroscopic view allows the consideration of larger instances as some details are
lost due to the usage of simpler models, making macroscopic models a good choice for optimization. Since we would
like to analyse large scale evacuations we develop a macroscopic model.
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Our model is part of the decision support system which is currently developed by the Franco-German research
project DSS Large Scale Evacuation Logistics1. In this system our algorithm is integrated into a greater framework
also modelling individual traﬃc and the supply of shelters. Following the sandwich approach of Hamacher et al.
(2011), our (macroscopic) method will be linked with a (microscopic) simulation approach, thus, giving the planner
an upper and a lower bound on the evacuation time.
In an emergency situation most people will leave the disaster area on their own by car. These traﬃc ﬂows have been
analysed from the microscopic view (Benjaafar et al. (1997); Nagel and Schreckenberg (1992)) and the macroscopic
view (Papageorgiou (1998); Chiu et al. (2007)). On the other hand, there will also be many people that depend on
public transportation, usually buses, out of the area. For large scale evacuations the evacuation by bus has been
considered for example by Bish (2011), Goerigk and Gru¨n (2014), and Goerigk et al. (2013). In their models the
evacuees need to be transferred from a set of collection points within the endangered area to a set of shelter points in
a safe area minimizing the time needed for the last person to be brought to safety. The collection points as well as the
shelters have to be chosen prior to the computation of the bus schedule resulting in a sequential two-stage model.
In this paper we integrate both stages, the location of the collection points and shelter, and the scheduling of the
buses. By integrating both steps we improve the overall evacuation time. As a consequence of our model not all
possible collection points will be used during an evacuation. Therefore, we also have to solve an allocation problem
of the evacuees, that were originally assigned to collection points that are not opened during the evacuation, to the
opened collection points.
Contributions and outlook. We introduce the integrated location-scheduling model for the bus evacuation prob-
lem in Section 2. In the following Sections 3 and 4 we develop a column generation approach to solve a relaxed
path-formulation of the problem, and a branch-and-bound scheme to solve the corresponding integer problem formu-
lation. In computational experiments presented in Section 5, we show that our approach can solve the proposed model
in suﬃciently small time for real-world applications, and signiﬁcantly faster than a commercial integer programming
solver is able to. IP gaps are reduced from 41.71% to 2.19% on average over all considered instances. Comparing
the resulting evacuation time to a sequential approach, we can furthermore evaluate the gain by using an integrated
model.
2. Problem description
In the following, we describe in detail the problem we consider. We assume that an emergency situation such as a
bomb removal requires the evacuation of a densely populated region. Such an evacuation will cause both individual
traﬃc to leave the region, as well as organized bus transfers. In this work we focus on the latter.
There are three main decisions that need to be made: Where do we open shelters to accommodate evacuees? Where
do we locate collection points for pickup within the aﬀected region? And, how do we schedule bus transfers?
We assume that there exist discrete sets of possible shelter and collection points; for the former, one would typically
use gymnasiums, and for the latter easily recognizable landmarks such as bus stops, schools or pharmacies. We have
a ﬁxed number of buses available, which we assume to be equal in terms of capacity and speed. At the beginning of
the evacuation, they are standing at a depot. In the following, we may identify collection point si with its index i, or
shelter t j with j for short, and use the notation [N] = {1, . . . ,N}; i.e., we will write [S ] for a set of S collection points,
and [T ] for a set of T shelter locations.
Every shelter j ∈ [T ] has a maximum capacity uj of evacuees it can accommodate. Furthermore, every collection
point i ∈ [S ] is assigned a number of evacuees li who live close to that location, and a capacity Li that regulates how
many people should use that location at most. Due to cost restrictions, and to facilitate the evacuation logistics, the
planners decide on the maximum number Nshelter of shelters that will be opened, and the number Ncoll of collection
points.
If we decide not to use a location i ∈ [S ], we need to assign these evacuees to a diﬀerent collection point k ∈ [S ],
respecting the capacity Lk. As evacuees should not need to walk long distances, we assume that we are given a matrix
(twalkik )i,k∈[S ] representing the time needed to go from i to k, and a bound t
maxwalk on the maximal walking time.
1 http://projets.li.univ-tours.fr/dssvalog/
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Once shelter decisions, collection point decisions, and evacuee assignments are made, we can schedule the bus
transport. The time needed to travel from collection point i ∈ [S ] to shelter j ∈ [T ] is given by di j, and from the depot
to collection point i ∈ [S ] by dstarti . A bus route is given by a sequence of collection points and shelters.
Such a bus scheduling problem with ﬁxed location and assignment decisions has already been considered in Bish
(2011) and Goerigk et al. (2013), and is known as the Bus Evacuation Problem (BEP). It is known to be NP-complete
(see, e.g. Goerigk and Gru¨n (2014)) and computationally challenging. Integrating the mentioned decisions (which we
will call Integrated Bus Evacuation Problem, or IBEP) brings the evacuation model closer to real-world applicability,
but also increases the computational complexity (note that IBEP is also NP-complete).
We now model the IBEP as an integer linear program (IP). We introduce variables ySi ∈ B to determine if collection
point i ∈ [S ] is used, and variables yTj ∈ B for the shelters j ∈ [T ]. To model the assignment of evacuees from one
collection point i ∈ [S ] to another k ∈ [S ], we use variables zik ∈ B. Finally, to model the bus scheduling part of the
problem, we follow Goerigk et al. (2013) and use variables xbri j ∈ B to determine if bus b ∈ [B] travels from i ∈ [S ] to
j ∈ [T ] in round r ∈ [R]. The variable T denotes the total evacuation time, while tbrto and tbrback are auxiliary variables to
measure bus travel times.
min T
s.t. T ≥
∑
r∈[R]
(
tbrto + t
br
back
)
+
∑
i∈[S ]
∑
j∈[T ]
dstarti x
b1
i j ∀b ∈ [B] (1)
tbrto =
∑
i∈[S ]
∑
j∈[T ]
di jxbri j ∀b ∈ [B], r ∈ [R] (2)
tbrback ≥ di j
⎛⎜⎜⎜⎜⎜⎜⎝
∑
k∈[S ]
xbrk j +
∑
l∈[T ]
xb,r+1il − 1
⎞⎟⎟⎟⎟⎟⎟⎠ ∀b ∈ [B], r ∈ [R − 1], i ∈ [S ], j ∈ [T ] (3)
∑
i∈[S ]
∑
j∈[T ]
xbri j ≤ 1 ∀b ∈ [B], r ∈ [R] (4)
∑
i∈[S ]
∑
j∈[T ]
xbri j ≥
∑
i∈[S ]
∑
j∈[T ]
xb,r+1i j ∀b ∈ [B], r ∈ [R − 1] (5)
∑
j∈[T ]
∑
b∈[B]
∑
r∈[R]
xbri j ≥
∑
k∈[S ]
lkzki ∀i ∈ [S ] (6)
∑
i∈[S ]
∑
b∈[B]
∑
r∈[R]
xbri j ≤ u jyTj ∀ j ∈ [T ] (7)
∑
j∈[T ]
yTj ≤ Nshelter (8)
∑
i∈[S ]
ySi = N
coll (9)
∑
k∈[S ]
lkzki ≤ LiySi ∀i ∈ [S ] (10)
∑
k∈[S ]
zik = 1 ∀i ∈ [S ] (11)
twalkki zki ≤ tmaxwalk ∀i, k ∈ [S ] (12)
xbri j ∈ B ∀i ∈ [S ], j ∈ [T ], b ∈ [B], r ∈ [R] (13)
tbrto , t
br
back ∈ R ∀b ∈ [B], r ∈ [R] (14)
ySi ∈ B ∀i ∈ [S ] (15)
yTj ∈ B ∀ j ∈ [T ] (16)
zik ∈ B ∀i, k ∈ [S ] (17)
T ∈ R+ (18)
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Constraints (1) to (7) are used to model the bus scheduling aspect. Constraint (1) sets the total evacuation time as the
maximum of the travel time over all buses. Constraints (2) and (3) determine the travel times from collection points
to shelters and back again, respectively. Constraint (4) ensures that only one journey can be made per round, and
connectivity is ensured by Constraint (5). By (6) and (7) we model that all evacuees need to be transported to shelters,
and shelter capacities are respected. Note that a shelter j we do not use (yTj = 0) is handled as having capacity 0.
The following Constraints (8) to (12) are used to model the location planning aspects. Constraints (8) and (9)
ensure that at most Nshelter shelters can be used, and Ncoll collection points, respectively. Constraint (10) is used to
model that we can only assign evacuees to a collection point if that point is open; and if it is open, the capacity needs
to be respected. We model that every group of evacuees needs to be assigned to some collection point using Con-
straint (11). Finally, Constraint (12) ensures that assignments with overlength walking times are forbidden. Note that
when implementing this model, one would just leave out the corresponding variables instead of using this constraint.
3. Column generation
Column generation (see, e.g., Desrosiers and Lu¨bbecke (2005)) has been successfully applied to many problems
in vehicle scheduling (Nagy and Salhi (2007); Parragh et al. (2008)). In the following, we describe an approach to
generate bus routes for the IBEP as a part of a branch-and-bound scheme.
We represent a route p in the following reformulation using these aspects: A vector Lp ∈ NS denoting how many
evacuees are picked up at collection points, a vector Up ∈ NT denoting how many evacuees are brought to shelter
locations, and the route duration tp. For a given set of routes P, we reformulate the IBEP as:
min T (19)
s.t. T ≥
∑
p∈P
tpλbp ∀b ∈ [B] (20)
∑
p∈P
∑
b∈[B]
Lpiλbp ≥
∑
k∈[S ]
lkzki ∀i ∈ [S ] (21)
∑
p∈P
∑
b∈[B]
Up jλbp ≤ u jyTj ∀ j ∈ [T ] (22)
∑
p∈P
λbp ≤ 1 ∀b ∈ [B] (23)
Constraints (8–12)
yTj ≤ 1 ∀ j ∈ [T ] (24)
ySi ≤ 1 ∀i ∈ [S ] (25)
zki ≤ 1 ∀i, k ∈ [S ] (26)
λbp ∈ R+ ∀b ∈ [B], p ∈ P (27)
y j ∈ R+ ∀ j ∈ [T ] (28)
T ∈ R+ (29)
Here, λ represents a convex combination of paths for every bus b. To ensure feasibility, we add an ideal path p0 at the
beginning of the column generation process. For p0, we set Lp0 = (L1, . . . , LS ), Up0 = (0, . . . , 0), i.e., the maximum
possible number of evacuees is picked up at every collection point, and no shelter capacity is used. The length of route
p0 is a suﬃciently large constant M.
We now consider the pricing aspect. For a bus b, we construct the following directed graph G = (V, A) to model
trips between collection points and shelters: We deﬁne the set of nodes V as V = VS ∪ VT ∪ {s, t}, where
VS =
{
vSir : i ∈ [S ], r ∈ [R]
}
and VT =
{
vTjr : j ∈ [T ], r ∈ [R]
}
,
i.e., we expand the collection points and shelters by the maximum number of trips, and add a start node s representing
the depot, and a node t representing the end of the evacuation for bus b. These nodes are connected with a set of arcs
A = As ∪ AST ∪ ATS ∪ At, where
As =
{
(s, vSi0) : i ∈ [S ]
}
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AST =
{
(vSir, v
T
jr) : i ∈ [S ], j ∈ [T ], r ∈ [R]
}
At =
{
(vTjr, t) : j ∈ [T ], r ∈ [R]
}
∪ {(s, t)}
ATS =
{
(vTjr, v
S
i,r+1) : i ∈ [S ], j ∈ [T ], r ∈ [R − 1]
}
.
The arcs AST and ATS model the possible trips from collection points to shelters and back as complete bipartite graphs,
and As and At are starting and ending arcs, respectively.
An example for such a graph is given in Figure 1, where R = 2, the node s is on the left side, and node t as well as
arcs At are left out for the sake of clearness.
Fig. 1. Example for G.
The pricing problem consists of ﬁnding a path in that graph (that is, a new route for bus b) using the reduced
costs of the current optimal solution. Let π(20)b , π
(21)
i and π
(22)
j be the corresponding dual variables of the respective
constraints. We solve the following problem:
min π(20)b tp −
∑
i∈[S ]
π(21)i Lpi −
∑
j∈[T ]
π(22)j Up j − π(23)b (30)
s.t. p is a path from s to t in G, (31)
Recall that L and U denote how often a collection point or shelter is travelled to, respectively. This can be easily
counted by moving these costs to the preceding or subsequent arc; i.e., we only need to solve a shortest path problem
in the pricing step, with arc lengths π(20)b d
start
i for a = (s, v
S
i0) ∈ As, π(20)b di j −π(21)i −π(22)j for a = (vSir, vTjr) ∈ AST , π(20)b di j
for a = (vTjr, v
S
ir+1) ∈ ATS , and −π(23)b for a ∈ At, which can be done eﬃciently.
4. Branch and bound
4.1. Starting solution
As it would be possible to start the column generation process using only the ideal route p0, a starting solution
does not necessarily need to be provided. However, having an upper bound available from the beginning improves the
subsequent branching steps.
To calculate a starting solution, we ﬁnd a feasible solution to the integrated IP model sequentially: We ﬁrst deter-
mine a heuristic set of shelter locations, then a heuristic set of collection points with evacuee assignments, and ﬁnally
a heuristic set of bus routes.
For the ﬁrst step, the set of shelter locations, we solve the following small IP:
min
∑
j∈[T ]
davj y j (32)
s.t.
∑
j∈[T ]
u jy j ≥
∑
i∈[S ]
li (33)
∑
j∈[T ]
y j ≤ Nshelter (34)
y j ∈ B ∀ j ∈ [T ], (35)
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where davj =
∑
i∈[S ] di jli denotes the weighted distance to all collection points. In other words, we choose a set of
shelters with cardinality of at most Nshelter that provide suﬃcient capacity to accommodate all evacuees, such that
these shelters are as close to the collection points as possible.
In a subsequent second step, we ﬁnd a set of collection points and assignments. Again, this is done by solving a
small IP:
min
∑
i∈[S ]
davi xi (36)
s.t.
∑
k∈[S ]
lkzki ≤ Lixi ∀i ∈ [S ] (37)
∑
i∈[S ]
xi ≤ Ncoll (38)
∑
k∈[S ]
zik = 1 ∀i ∈ [S ] (39)
twalkik zik ≤ tmaxwalk ∀i, k ∈ [S ] (40)
xi ∈ B ∀i ∈ [S ] (41)
zik ∈ B ∀i, k ∈ [S ], (42)
where davi =
∑
j∈T ′ di j and T ′ ⊆ [T ] denotes the chosen shelters from the preceding step.
Using this choice of collection point and shelter decision, we ﬁnally generate a feasible bus schedule. To do so, we
reuse the branch and bound algorithm from Goerigk et al. (2013) with a bound on the maximum runtime.
4.2. Branching order
Having generated a feasible starting solution that provides us with an upper bound, and having solved the root
problem using the column generation approach described in Section 3 that provides us with a lower bound, we begin
the branching process. For the currently considered node n within the branching tree, we proceed as follows:
1. If one of the variables yTj is not ﬁxed to its lower or upper bound, create two new problems with either y
T
j = 0
and yTj = 1, respectively. Remove n from the set of active nodes. Always begin with the variable y
T
j for which
the value u j is the largest.
2. If all yT variables are ﬁxed, and one of the variables ySi is not ﬁxed to its lower or upper bound, branch on this
variable as in 1. Always begin with the variable ySi , for which the value Li is the largest.
3. If both yS and yT are ﬁxed, branch on the assignment decisions zki, using that only one of the values zki, k ∈ [S ],
can be one.
4. If all decisions yS , yT and z are ﬁxed, reuse the branch and bound algorithm from Goerigk et al. (2013) to solve
the resulting BEP.
Whenever we branch a node, we solve the linear relaxation of the resulting subproblems using column generation.
In the next step, we choose one of the active nodes with smallest lower bound and iterate the branching process.
Whenever a BEP subproblem is solved, we may improve our current best solution and thus the upper bound. In a
pruning step we remove all nodes whose lower bound is at least as large as the current upper bound.
5. Experimental results
Environment. All experiments were conducted on an Intel Xeon E5-2670 machine with 16 cores at 2.6 GHz and
32GB of main memory, running under Ubuntu. All programs were pinned to one core. Code was compiled using gcc
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4.6.3 with optimization ﬂag -O3. Linear programs were solved using CPLEX 12.4, and shortest path problems using
LEMON 1.2.32.
5.1. Randomized instances
Datasets. We generated two sets of instances for this experiment:
1. IR(S , T, B,Ncoll,Nshelter), sets with completely random values: Distances di j are chosen randomly from {1, . . . , 5},
numbers of evacuees li at collection points from {1, . . . , 15}, collection point capacities Li from {li+1, . . . , li+10},
and capacities at shelters from {1, . . . , 20}.
2. IE(S , T, B,Ncoll,Nshelter), instances with Euclidean distances: We generate locations randomly in a plane, and
generate travel times using the Euclidean distance. Speciﬁcally, we assumed 5 concentric zones. Within zone
1 (radius 2-5), S collection points are generated with li ∈ {1, . . . , 15} and Li ∈ {li + 1, . . . , li + 10}. Note that
we do not allow points that are too close to the center, to ensure some minimum diversity. In zones 2 (radius
10-15), 3 (radius 15-20), and 4 (radius 20-25) we generate shelters with capacities u j from {1, . . . , 5}, {1, . . . , 10},
and {1, . . . , 20}, respectively. This means that shelters that are farther away from the center may have larger
capacities. The maximum walking distance is 5 (the radius of zone 1).
For IR and IE , we used the sets of parameters as presented in the left part of Table 1. For each parameter set, we
generated 10 instances, dropping infeasible ones. Thus, we created 240 instances in total.
Setup. For each instance, we solve the integrated model using Cplex and our branch-and-price (BP) approach. Com-
putation times were restricted to 20 minutes per instance, and memory usage to 10 GB. Furthermore, we note the
objective value of the sequential starting solution used for the branch-and-price approach.
Results. We show the average gap (UB − LB)/LB over the ten instances of each type in percent and the number of
instances where a proven optimum was found in Tables 1. The table shows that our BP approach is able to ﬁnd a
considerably smaller gap than Cplex, and solves more instances to optimality. The performance on both instance
types IR and IE is approximately the same.
Table 1. Results for IR and IE . OPT denotes the number of instances for which a proven optimum was found. GAP denotes the average IP gap in
percent. Brackets () indicate that no feasible solution was found for at least one instance.
IR IE
Cplex BP Cplex BP
S T B Ncoll Nshelter OPT GAP OPT GAP OPT GAP OPT GAP
4 4 3 2 2 4 10.57 10 0.00 1 21.06 8 1.20
4 4 3 3 3 0 39.77 9 0.14 0 42.30 5 1.75
5 5 3 2 2 1 30.92 8 0.36 0 26.31 9 0.30
5 5 3 3 3 0 42.98 6 1.57 0 46.25 4 1.48
5 5 3 4 4 0 45.13 4 3.77 0 45.29 3 2.26
6 6 4 2 2 0 33.98 9 0.16 0 35.05 7 0.96
6 6 4 3 3 0 45.82 5 3.69 0 45.62 3 1.96
6 6 4 4 4 0 49.28 7 3.50 0 48.41 2 2.39
7 7 4 3 3 0 48.26 3 2.46 0 46.45 3 3.48
7 7 4 4 4 0 51.63 3 4.23 0 49.13 2 2.80
8 8 4 3 3 0 49.87 3 3.48 0 46.85 2 2.53
8 8 4 4 4 0 51.48 2 5.39 0 (48.67) 0 2.68
2 http://lemon.cs.elte.hu/trac/lemon
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We compare the best solutions found within the given time and memory limit in Table 2. The numbers show the
average loss in quality compared to the respective best solution, i.e., UBi/UBbest−1, in percent. Note that the heuristic
solution (the starting solution for the BP, calculated by the sequential approach) only takes about up to 5 seconds to
compute, while the other approaches have up to 1200 seconds.
Table 2. Normalized best solutions for IR and IE .
IR IE
S T B Ncoll Nshelter Cplex Heu BP Cplex Heu BP
4 4 3 2 2 0.00 8.57 0.00 0.37 0.43 0.00
4 4 3 3 3 3.97 23.43 0.00 0.52 3.28 0.23
5 5 3 2 2 0.27 9.32 0.00 0.45 9.07 0.00
5 5 3 3 3 2.03 26.03 0.00 0.53 3.37 0.00
5 5 3 4 4 3.14 19.28 0.71 1.13 2.90 0.00
6 6 4 2 2 1.91 22.22 0.00 0.49 2.39 0.00
6 6 4 3 3 4.10 11.19 0.00 2.07 6.28 0.00
6 6 4 4 4 7.27 13.98 0.00 3.00 4.34 0.00
7 7 4 3 3 5.70 9.39 0.00 0.88 3.47 0.45
7 7 4 4 4 10.41 23.52 0.00 4.62 5.83 0.00
8 8 4 3 3 4.72 14.42 0.00 2.01 4.34 0.30
8 8 4 4 4 8.25 9.33 0.22 (1.81) 4.49 0.00
The results show that a) the BP ﬁnds the superior gap not only by better lower bound computations, but also by a
better feasible solution; and b) the sequential approach is better on instances of type IE . A possible explanation for
this behavior is that the existence of metric distances is implicitly assumed when average distances are calculated (see
Section 4.1).
5.2. Kaiserslautern
In our second experiment, we consider the real-world instance of Kaiserslautern, Germany, as a case study. We
assume a similar scenario as in Goerigk and Gru¨n (2014): Within a 500m-radius, the city center needs to be evacuated,
caused by a bomb disposal as an example. There are 14 bus stops within the aﬀected region, which are used as the set
of possible gathering points for evacuees. Bus stop capacities are estimated based on the size of open area surrounding
a stop. Furthermore, we identiﬁed 23 gymnasiums within the vicinity that may serve as evacuee shelters, and estimate
their capacity by using their area. Figure 2 visualizes this scenario, using squares for bus stops, and triangles for
gymnasiums. Using the population density of the city center, we estimate a total of 21 bus loads of passengers that
need to be evacuated. Finally, for these considerations we assume a maximum walking distance of 7 minutes for each
evacuee, and having three buses available.
We are now able to calculate the estimated evacuation time for diﬀerent numbers of collection points and shelters.
Using the BP algorithm, calculated evacuation times in minutes are presented in Table 3. This allows a planner to try
diﬀerent evacuation approaches, and see directly their impact on evacuation times. As an example, 10 minutes may
be saved when the number of used shelters is increased from 3 to 6 for Ncoll = 3. For Ncoll = 4 and Nshelter = 5, we
present the best lower and upper bound found within 20 minutes computation time.
Table 3. Objective values for Kaiserslautern instance with diﬀerent choices for Nshelter and Ncoll.
Nshelter
Ncoll 3 4 5 6
3 51 47 42 41
4 45 41 [38, 41] 38
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Fig. 2. Kaiserslautern instance. (image copyright 2012 Google and 2012 GeoBasis)
6. Conclusion
Models integrating bus scheduling and location planning aspects have the potential of ﬁnding solutions with supe-
rior objective value than a sequential approach. However, computational eﬀort increases.
In this paper we presented a an integrated model for evacuating a region with the help of buses. The locations of
both gathering and shelter points need to be determined, along with a bus schedule. We developed a branch-and-price
strategy, in which the pricing problem is a shortest path problem in a round-expanded graph. Our computational
experiments show that it is possible to solve realistically-sized instances to optimality this way, and that a commercial
IP solver is considerably outperformed.
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