This paper presents an optimal control scheme to help track a reference command and if necessary a dynamic model with desirable transient characteristics. A nominal model-following controller for the linearized system is designed using LQR with an error feedback. Typically, integrators are augmented to the state space for non-zero reference tracking by error feedback. In this case, the control at steady state based on the known system dynamics is pre-calculated and is used to modify the performance index. This formulation allows error feedback without necessitating the addition of an integral state and the solution of the algebraic Riccati equation can be used to obtain the tracking controller gains. However in the presence of unmodeled dynamics and nonlinearities, the steady state control needs to be redefined. This is done by using neural network based observers to identify the unknown quantities and update the control. The system stability is analyzed and Lyapunov based weight update rules are applied to the neural networks to guarantee the boundedness of the error in estimation and weights. In order to demonstrate the effectiveness of the proposed method, the simulation results for a 2-DOF helicopter tracking problem and the short period dynamics of a fighter aircraft are presented.
I. Introduction
The demand for highly agile aerial vehicles operating in drastically changing conditions has given an impetus to research in adaptive control techniques. Military aircrafts and helicopters in rescue operations demonstrate significant variations in dynamics resulting in unaccounted nonlinearities. In such scenarios they cannot be handled by constant gain controllers and real-time adaptation is necessary to cope with the changes.
Various adaptive control techniques have been suggested, of which model reference adaptive control (MRAC) has gained precedence. The idea is to design a closed loop controller to match the response of an ideal model and was first suggested by Whitaker et.al [1] . Several MRAC schemes were proposed using the sensitivity method or the MIT rule to design the adaptive laws for learning the unknown parameters [2] [3] [4] . However, the MIT rule by itself did not guarantee stability or convergence and was sensitive to the amplitudes of the signals. Parks et.al [5] redesigned the MIT rule using the Lyapunov approach, paving the way for rigorous stability proofs for MRACs.
MRAC schemes can be classified primarily as direct or indirect [6] , [7] , [8] . Indirect control works by estimating the plant parameters and adjusting the control parameters based on these estimates. In direct control, the control parameters are directly adjusted to minimize the error between the reference model and the plant outputs. A combination of the two methods Combined/Composite MRAC was proposed by Narendra et al [6] and many forms of this technique were introduced in [9] [10] [11] . This method uses both output tracking error and system parameter estimation error to determine the control parameters.
Linear optimal systems demonstrate a fair degree of tolerance towards time-varying nonlinearities [12] and have the best possible response with respect to a performance index. However, few schemes for MRAC provide optimal solutions. Optimal tracking controllers for time-varying reference signals are difficult to design and this has been a predominant reason for the lack of optimal MRACs. Typically, an integral error state is added to the system and the LQR gains are determined for the augmented system, [13] [14] [15] . This method does not have the ability to handle unmodeled dynamics and is dependent on the system information. Moreover, the integral action in the control loop may cause 'wind-up' and saturate the actuators.
In this paper we propose an optimal tracking controller for uncertain systems and apply it to a model-following problem. The proposed control design does not require an integral state, thereby effectively eliminating the need for any anti-windup scheme. This advantage is made possible by a modifying the performance index to minimize error in output and steady state tracking control. While the desired state is taken from the reference model, the desired or the steady state control is obtained from the known the plant dynamics. If model uncertainties exist, neural network based observers are used to estimate the uncertainty in the plant and this information is used to redefine the steady state control. Therefore, the tracking problem is reduced to reaching the steady state control optimally and the gains for the controller are determined by solving the Riccati equation offline.
The optimal controller design with error feedback is described in Part A of Section 2 and it can be seen that no integral state is required .The neural network based observer for uncertainty estimation and the adjustment of the steady state control is detailed in Part B of Section 2. The design parameter selection is discussed in Section 3.In order to demonstrate the method simulation results for two aerospace examples: 2-DOF helicopter and the F-16 aircraft are shown in Section 4 and appropriate conclusions are drawn in Section 5.
II. Procedure for Control Design

A. Controller Design for the ominal System
Consider the known system dynamics, 
The reference model is based on the known linear system dynamics and is designed to track a command ( ) r t . In this study, the objective is to make the plant with unmodeled dynamics behave like the known system model.
Let the performance index to be minimized be given by = − is the tracking error.
(7)
Notice that the use of the modification to the performance index in Eq. (3) results in a control law without any integral action.
B. Controller Design for the System with Uncertainties
Since changing operating conditions introduce non-linearities into the aircraft dynamics, the actual dynamics can be written as,
where ( ) d x is the state-dependent nonlinearity induced into the system dynamics.
The steady state control defined in Eq. (4) does not hold well in this scenario and must be obtained from:
However, since the uncertainty ( ) d x is unknown to the designer, it must be estimated. A neural network based observer is proposed to explicitly estimate the nonlinearity.
eural etwork Based Estimation:
The neural network structure used in this paper has separate channels for each state to keep the uncertainty estimation distinct. The output of each network can be expressed as
where ˆm n W R The structure for the state estimator is assumed to be,
The estimation error is then expressed asâ e x x = − with the dynamics 
III. Design Parameter Selection
The stability implications of this formulation were analyzed using Lyapunov analysis and the bounds on the errors in tracking, estimation and weights are given by equations (38), (39), (40). In order to reduce these bounds, the following design choices can be made: The tracking error in the weight update rule (Eq. (18)) is useful in demonstrating the stability of the system. It must be noted that the learning rate 2 G must be chosen extremely small to avoid a large bound on the tracking error. This can be explained by the fact that estimation does not depend on tracking error and therefore the coefficient must be small.
IV. Simulation Results
The proposed controller has been applied to two aerospace applications: 2-DOF miniature helicopter, short-period dynamics of the F-16 aircraft and the results are presented in this section.
a) 2-DOF Helicopter
The equations of motion of two-degrees of freedom helicopter are given in [25] 
where p is the pitch angle, y is the yaw angle, , (20, 20, 45, 20 The time histories of the pitch and yaw angles are given in Fig 2 a) and b) respectively. It can be observed that the states follow the model faithfully and converge with the steady state value. The gravitational disturbance which affects the system after 10 seconds is estimated by the neural network as shown in Fig 3a) and the steady state pitch voltage changes to accordingly in Fig.4 a) . The bounded disturbance introduced after 20 seconds is also captured instantly (Fig 3.b) ) and the yaw motor voltage reflects the sinusoidal behavior. The tracking error for both states is depicted in Fig.4 .b) and it is less than 2% throughout. Notice that there is no effect of the uncertainties on the tracking and the error does not show any adverse variation at 10 seconds and 20 seconds. This is because of the adjusted steady state control as shown in Fig.4a ).
b) Short Period Dynamics of Fighter Aircraft
The short period dynamics of a high angle of attack aircraft, neglecting influence of thrust and gravity, can be described as, Eq.(32) represents, the non-linearity to be estimated by the neural network. Using the test data from [27] and the information in [14] , the unknown function for short period dynamics can be approximated by The nonlinearity in the system is estimated as shown in Fig.5 a) and since it is state dependent the switching of states is reflected in its behaviour. Fig.5b ) and Fig.6a) give the time histories of the angle of attack and pitch rate respectively. The reference model smoothes out the command signal and the states track the model with the tracking error as shown in Fig.6b ). Due to the transition in the states, the uncertainty peaks at the switching points and this behaviour is not entirely captured by the neural network resulting in the peaks in the tracking error. Although the tracking error on the whole is less than 1%, the settling time after each transition is close to 8 seconds. This is because of the unlearning and relearning of the nonlinearity in each direction by the neural network.
V. Conclusion
This study presents a new optimal model following adaptive controller for aerospace applications with unmodeled uncertainties due to changing flying conditions. The performance index is modified with the introduction of a steady state control and an error feedback is applied without the need for an integrator in the loop. It has been theoretically shown that the steady state control can be redefined to absorb uncertainties in the system model. Simulation results demonstrate the excellent tracking performance of the proposed controller. 
