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Abstract
The problem we discuss concerns the existence of travelling wave solutions
in a modified version of the fifth order Korteweg-de Vries (KdV) equation,
whose highest order term is singular. This model describes localized travelling
waves (“Solitons”), and studying it involves studying two simpler problems,
the “Outer” and the “Inner” problem. In this thesis, will focus on the lat-
ter, detecting Stokes phenomena that are crucial in understanding whether
we can obtain symmetric and/or decaying solution. We show that the Stokes
constant is non-zero, meaning that the Separatrix of the unperturbed system,
(corresponding to the Homoclinic trajectory) may split under this singular per-
turbation - and so standard methods of determining persistence of Homoclinic
connections fail. We also present two numerical techniques for evaluating this
splitting constant. We use tools from Complex Analysis, Asymptotics, and
Perturbation theory, and comment on potential applications to the Discrete
Klein-Gordon model(Heteroclinics).
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Chapter 1
Introduction
Localized travelling waves are waves that ideally maintain their shape and mo-
mentum while the disturbance that characterizes them is confined to a finite
space, as it travels through the medium. They are present in many physical
topics, like hydrodynamics, biophysics, solid state physics etc. see [1]. One
of the first documented observations of such waves happened in the first half
of the 19th century by John Scott Russell in Scotland and since then, various
mathematical models have been invented in order to study this peculiar type
of waves.
Mathematically, localized travelling waves, which we will call Solitons (fig-
ure. 2.1 - Ch.2 ) can be described by localized structures: functions that decay
to zero at ±∞. On the contrary, a Weakly non-local Solitary wave is, roughly
speaking, a de-localized Soliton which in most (physical) applications tends
to behave like a sinusoidal wave away from the core of the disturbance, in
which case, the function that describes these waves is asymptotic to sinusoidal
functions (periodic waves), see (figure 2.2 - Ch.2).
In the late nineties a new type of Soliton was discovered, the Embedded
Soliton (ES): a Soliton whose wave-number matches the wave-number of peri-
odic (sinusoidal) waves in the medium. The latter are described by solutions
of the linearized system, and justify the idea behind the terminology since
the Solitons are “embedded” in the linear spectrum, see [2] and [3] for more
information.
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Equivalently, we can describe the correlation between ES and periodic waves
by using the propagation speed instead of the wave-number. In this setting, we
advert the term Embedded Soliton with respect to this, the velocity of the wave.
Interestingly, for many years before 1997, the existence of Embedded Solitons
was thought to be impossible, instead it was commonly held among physicists
that these waves disintegrate by emitting radiation in the form of periodic (lin-
ear) waves in the surrounding environment, thereafter, they fail to maintain
the localized structure. Yet, in everyday life, the amplitude of this radiation is
often too small compared to the rest of the disturbance and the corresponding
decay of the wave too slow to be observed, see [8]. However the truth is that
embedded solitons exist in various physical systems, sometimes in continuous
or discrete families [2].
A necessary condition for existence of ES to be possible is that the origin
must represent in the phase space a saddle-centre solution of the respective
linearised system, see [3].
In particular, an interesting case where embedded solitons are possible to
occur is when a system that admits a Soliton solution is singularly perturbed
in such a way that the presence of singular terms is responsible for the origin
being a saddle-centre: the matrix of linearization has two purely real and two
purely imaginary eigenvalues, see Chapter 3 for more information.
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1.1 The Dynamical Systems’ approach
Waves have been a subject of study for centuries. In a mathematical frame-
work, they are usually modelled by Partial Differential Equations (PDE’s), the
study of which involves a vast variety of tools from several areas of Mathemat-
ics. In particular, solutions that describe travelling waves share an interesting
feature: the space and time variables are in some sense “committed”. In fact,
solutions u(x, t) of typical models which describe travelling waves are of the
form u(x, t) = g(ξ) , where ξ = x− ct, with: x = space variable, t = time and
c the propagation speed (equivalently phase speed) of the wave.
The transformation x − ct 7→ ξ is very beneficial to us, since then we can
transform the PDE to an Ordinary Differential Equation (ODE) and so we
have the opportunity to approach the problem by the Theory of Dynamical
Systems as well. In our case, this turns out to be very convenient, because we
will deal with singularly perturbed systems and the mathematical machinery
from Perturbation Theory is simpler to be applied in one dimension.
In particular, the types of waves we are mostly interested in have certain
properties: they either decay away from the core of the disturbance (Soliton -
Fig. 2.1, Ch.2) or they elevate whilst maintaining certain asymptotic proper-
ties (Kink - Fig. 2.3, Ch.2).
From a Dynamical systems’ point of view, the Soliton-solution corresponds
to a homoclinic to the origin (which is a fixed point of the system) connec-
tion, and the Kink corresponds to an heteroclinic connection. These curves in
the phase-space that represent these connections are called Separatrices, (see
reference), because they “seperate” regions of the phase space on which the
vector field changes.
The aim of this thesis is to look at certain essential parts on an approach
of determining whether solutions describing Solitons and Kinks persist under
certain singular perturbations.
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We will see that these separatrices are very sensitive to singular pertur-
bations. Typically these connections break for almost every (small) ε > 0 -
perturbation parameter. That is, the separatix splits. These curves consist
of the stable and unstable manifold at the respective fixed points (1 point for
homoclinics, 2 points for heteroclinics).
In this thesis, the mathematical theory consists of parts of the once con-
troversial theory of Divergent series, [11]. This “renegade” theory was widely
criticized through the 18th and 19th centuries, in particular N. H. Abel once
said: “The divergent series are the invention of the devil, and it is a shame to
base on them any demonstration whatsoever”.
In the mid-18th century, L. Euler begun giving precise meaning to math-
ematical manipulations of these formal symbols. He justified the intuition
of manipulating formal series in his work: Institutiones calculi differentialis
(Foundations of differential calculus), which was published in 1755, stating :
“Whenever an infinite series is obtained as the development of some closed
expression, it may be used in mathematical operations as the equivalent of
that expression, even for values of the variable for which the series diverges.”
Euler’s work was revolutionary, and sparked a cascade of mathematical devel-
opments made by N. Abel, E. Cesaro, E. Borel etc., [11]. Each one of those
has given a different meaning in “sums” of terms of formal series.
In several applications, like in the problem we discuss in Chapter 3, sum-
mation of the emerging formal power series in the sense of Borel gives rise to
analytic functions. This is where things get interesting for pure mathemati-
cians. In the second half of the 20th century, specifically in the 1980’s, in an
effort to formalize the mathematical tools used in these aspects of quantum
physics, Jean Ecalle introduced Resurgent Theory, see [26]. Loosely speaking,
resurgent theory studies, among others, formal expansions and complex func-
tions with isolated singularities. This theory turned out to be a very powerful
mathematical tool as it can be applied to a wide class of dynamical systems,
as presented in [20] and [21].
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David Sauzin, has contributed to the extension of this theory. In collabo-
ration with Vassili Gelfreich, they wrote an interesting paper, demonstrating
applications of this theory in the field of Discrete Dynamical Systems, [14].
Resurgent theory contains (among others) a toolbox of algebraic structure
that can help us determine and study the singularities of functions defined by
“Borel” sums. The main motivation for this rose in the first half of the 20th
century when developments on various branches of physics relied mathemati-
cally on parts of this then underdeveloped powerful theory, more importantly
in areas like Quantum Field Theory (QFT) and Quantum Electrodynamics
(QED). In fact, formal series derived from perturbation theory can give very
accurate measurements of physical phenomena like the Stark effect and the
Zeeman effect, [29], which characterize changes in the spectral lines of atoms
under the influence of an external magnetic and electric field respectively.
It is worth mentioning that Freeman Dyson in 1952 gave an interesting
physical explanation about the divergence of formal series in QED, see [30].
Earlier remarkable examples where theory of formal series is applied date
back at the late 19th century: In the late 1880’s, King Oscar of Sweden offered
to award a mathematics prize to the first person who succeeds in solving the
three body problem. In 1888, Henry Poincare tried to solve the problem by
using formal series expansions. He received the prize a year later, but his proof
turned out to be wrong leading him to buy all the recently printed works of
Acta Mathematica with their copies (including his paper of course) in an effort
to protect his prestige. Eventually, after revisiting the problem carefully, he
observed what we today call chaotic motion. His mistake was that, when
he approximated the trajectories using formal sums, he ignored the possible
presence of exponentially small corrections, leading to him false conclusions.
For more information on this story, see p.167 in [31] and the references there.
In the area of localized travelling waves, an early notable application of
perturbative series was applied by G.G. Stokes, in an effort to argue that
a cascade of localized travelling waves were spatially periodic rather than a
series of independent disturbances. Stokes’ mathematics was correct, but his
physical arguments were flawed, see [8].
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In this spirit, several recent advances in the theory of localized travelling
waves were carried out in 2000s. An example that is very relevant to our
research, is the work of D. Pelinovsky and A. Tovbis in 2005-2006, [16].
The authors of this paper were motivated by numerical calculations, and
they rigorously showed persistence of single-humped Soliton-solutions in a sys-
tem after imposing a 2-parameter singular perturbation (unfolding).
Although similar models have been studied since the 90’s, the ones closest
to our research, were published in the 00’s. Specifically, in 2009, J.B. van den
Berg and J. R. King, [28] , addressed the question of persistence of homoclinic
connections in a very similar 2-parameter model as the parameters tend to 0
or infinity with certain conditions. The pivotal model that motivated the pa-
pers above is a second order model that admits a Soliton-solution, which does
not persist under the 1-parameter singular perturbative term +ε2y′′′′, which
is present as one of the perturbative terms in the aforementioned 2-parameter
models. This initial model has drawn the attention of several researchers in
the area, for example P. Trinh used it to describe a new approach in dealing
with and understanding the Stokes phenomenon in [9]. The latest paper can
be found in the book Asymptotic Methods in Fluid Mechanics: Survey and Re-
cent Advances, published by Springer-Verlag Wien in (2010) and follows the
work of R. Grimshaw, [25], in which the author roughly demonstrates how
Borel summation can be used to detect exponentially small terms in formal
asymptotic expansions. However, statements in papers [27],[25],[9], partially
rely on (yet maybe validated) computational results. Specifically, when ma-
nipulating the emerging formal series in order to apply Borel summation and
towards obtaining analytic expressions, they use the ansatz that the terms of
the asymptotic series obey the “factorial over power” rate of divergence, with-
out providing a clear, purely mathematical proof. In this thesis, we present a
proof (Lemma 3.2.2 ) for the corresponding formal series we work with.
It is worth noting that in 2015, P. H. Trinh and S. J. Chapman in [23]
published a paper where they studied certain classes of water wave problems, in
which the terms of the corresponding asymptotic expansion are characterized
by “exponential over power” rate of divergence.
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Lastly, A. R. Champneys et. al., [3], in 2001 wrote a comprehensive survey
on the techniques that have been used in order to detect possible Solitons that
travel alongside periodic waves is several systems.
In the next Chapter (Chapter 2 ) of this thesis, we present some basic tools
and definitions we use throughout our work, mainly borrowed from [4].
In Chapter 3, we present the main problem and explain the ideas and in-
tuition behind the approach of a possible proof. We present some essential
parts of the method to deduce persistence of Soliton-solutions (represented as
Homoclinic orbits in the phase space) in a model that undergoes a fourth-order
singular perturbation. This model is taken from a wider class of problems that
describe travelling waves, see the beginning of Ch. 3.
In Chapter 4 we present some computational methods of calculating key-
constants in our research, e.x. the Stokes constant Cs and show that they are
valid. Moreover we rigorously show that the Stokes constant lies on a specific
interval and compute it numerically.
Lastly, in Chapter 5, we survey whether the techniques applied in Ch.3
(Borel/Laplace summation etc.) can potentially be applied to a slightly wider
class of semi-linear models - with higher than cubic non-linearities, in order to
study persistence of Homoclinic orbits (Solitons), Heteroclinic orbits (Kinks)
in the Discrete Klein-Gordon model with by-stable nonlinearity. The latter
case was presented in the work of Pelinovski et. al., [1], as equivalent to our
original problem.
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1.2 Notation
In this setting, we write the set of positive natural numbers as N, and the set of
non-negative whole numbers is noted as N0. By the letter F we denote the sets
R or C of real and complex numbers respectively, and by zbF[[za]] for a, b ∈ R,
the spaces of formal power series: ϕ˜(z) =
∑∞
n=0 anz
an+b, (a0, a1, ..) ∈ F∞.
The Borel transform (whenever it can be defined accordingly, see Def.
2.1.16, and Remark 1.2.1 ) of ϕ˜(z) will be denoted as B[ϕ˜(z)](s), sometimes
simply as ϕˆ(s), as the latter can also be found in the literature ([4], [6]).
We will denote the unit disk centred at 0 of the complex plane by D0.
The right/left half-plane will be denoted as H+ (that is: H+ := {z ∈ C :
Re(z) > 0}), and H− = {z ∈ C : Re(z) < 0} respectively. Also, we set
HU = {z ∈ C : Im(z) > 0} and HL = {z ∈ C : Im(z) < 0} the upper and
lower half-plane respectively.1
The “translated and rotated” half-planes {z ∈ C : ±Re(eiθz) > c} will be
denoted as H±θ,c respectively, for θ ∈ (0, 2pi), and simply H±c if θ = 0.
The standard notation for real closed intervals [a, b] will also be used when
a, b ∈ C, denoting the straight line segment that connects the complex numbers
a and b, similar notation applies to “open” line segments (a, b) = [a, b] \ {a, b}.
When used to denote a contour of integration, [a, b] (resp. (a, b)) will denote
the straight curve (that goes from a to b):
~γa,b(t) := {bt+ (1− t)a|t ∈ [0, 1]} ⊆ C, unless otherwise stated. Regarding the
half-line that starts from a point z0 going to infinity with a direction θ ∈ [0, 2pi)
we will write [z0,∞eiθ). Again, when used to denote an integration path, its
orientation will be assumed to be positive.
Remark 1.2.1. In this setting, we will deal with formal power series of Gevrey
type (see Def. 2.1.14 ), that is, loosely speaking power series whose coefficients
grow “at most” by a factorial rate of growth. In this case, the Borel transform of
Gevrey power series defines a function that is analytic in the origin, otherwise
it might define just another divergent sum.
1Typically, we use the superscripts (sometimes as subscripts) ± on sets (or function) to
show that they are subsets (or defined on these subsets respectively) of H± respectively,
unless otherwise stated.
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Index of specific terms and symbols
In Chapter 3, we define the following particular terms, which are widely used
in Sections 3.2-4.2.:
• cn : N0 → R the sequence satisfying c0 =
√
2, c1 = −4
√
2 and the
recurrence relation:
cn+1 =
1
4n2 + 14n+ 6
(∑
S3,n
ci1ci2ci3 −
( 4∏
j=1
(2n+ j)
)
cn
)
, n ∈ N
with S3,n := {(i1, i2, i3) ∈ N30 : i1 + i2 + i3 = n+ 1, i1, i2, i3 ≤ n}
Initially defined in Section 3.1, eq. (3.2.6), just as almost any other item
in this Index.
• Cn : N→ R the bounded, increasing sequence defined by Cn := (−1)
ncn
(2n)!
whose limit is Cs.
• vˆ0 : D0 → C, the function defined by vˆ0(s) := B[v˜(z)](s) =
∑∞
j=0Cj(is)
2j
where2 v˜(τ) =
∑∞
n=0 cnτ
−2n−1
• For θ+ ∈ (−pi/2, pi/2) and θ− = pi − θ+, we set the Laplace transform in
the direction θ of vˆ±(s) (provided that vˆ(s) can be analytically extended
on a δ-neighbourhood of the lines [0,∞eiθ± ]) as: vθ±(τ) := Lθ± [vˆ±(s)](τ),
or simply v±(τ), the Inner Solution of (3.1.1) (see Ch. 3 ).
• For α1,2 ∈ [0, 2pi), α1 < α2, we let a set of directions A = ̂(α1, α2). The
sector: {z ∈ C : Arg(z − z0) ∈ A} for z0 ∈ C will be denoted as SA,z0 if
z0 6= 0 and as SA otherwise.
2The formal sums will be denoted with tilde and the functions defined by their Borel
transforms with hat.
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Chapter 2
Preliminaries
In this section we present the basic tools as well as the main mathematical and
physical definitions which are widely applied throughout the research project.
In particular, we will utilize theory of Divergent Series, Asymptotic Analysis,
theory of O.D.E’s and Complex Analysis.
Following primarily [4] we present the following definitions:
2.1 Basic definitions and useful tools
We will be interested in describing the limiting behaviour of several unknown
functions in terms of simpler functions, in particular Elementary functions
(exponentials, trigonometric functions, polynomials, rational functions and
compositions of these). Thereafter, it is convenient to introduce:
Definition 2.1.1. (Big O) Let fi : D ⊆ C → fi(D) ⊆ C, i = 1, 2. We say
that f2(z) is of order f1(z) and we write f2(z) = O(f1(z)) for z ∈ D if there
exist a constant M > 0 such that |f2(z)| ≤M |f1(z)| ∀z ∈ D.
We often use the Big O by writing: f2(z) = O(f1(z)) as z → z0 ∈ C∪{∞},
or at z0 (finite or infinite), meaning that f2(z) is no greater than constant
times f1(z) in a neighbourhood of z0 (B(z0, ε) for some ε > 0 if |z0| < +∞,
C \ B(0, R) at infinity). The big O helps us obtain qualitative information
on how functions whose explicit form is unknown (like solutions of typical
non-linear differential equations), behave in a certain region.
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This is why in most applications, we see that the function inside the O (in
this case f2(z)) is usually an elementary function
Remark 2.1.2. In definitions 2.1.1 and 2.1.3, if f1(z) = O(exp(−A|z|)), for
A > 0, and the domain of definition D is unbounded, we will often say that
f2(z) decays exponentially fast, or that f2(z) is exponentially small or smaller
beyond all orders. The latter is justified by the fact that: |z|n exp(−A|z|)→ 0
as |z| → +∞, for n ∈ N arbitrary.
Definition 2.1.3. (Little o) Let fi : S ⊆ C → fi(S) ⊆ C, for i = 1, 2. We
say that f2(z) is little o of f1(z) as z → z0 ∈ S ∪ {∞}, (avoiding the zeros of
f1(z)) and we write f2(z) = o(f1(z)) as z → z0, or at z0 if:
lim
z→z0
f2(z)
f1(z)
= 0.
Intuitively, the little o tells us that as z → z0, f2(z) is negligible/sub-
dominant when compared to f1(z), and we say that f1(z) is dominant over
f2(z) as z → z0.
Bearing these in mind, we are ready to address the following key-notions:
Definition 2.1.4. (Asymptotic expansions and formal sums)
Let ϕk(z) : S ⊆ C → ϕ(S), for k ∈ N an infinite sequence of non-vanishing
functions satisfying: ϕk+1(z) = o(ϕk(z)),∀k ∈ N0 as z → z0 ∈ S ∪ {∞},
which will be called asymptotic sequence. We say that a function f(z) has an
asymptotic expansion at z0 of the form:
ϕ˜(z) ≡
∞∑
k=0
akϕk(z), with ak ∈ C, and write f(z) ' ϕ˜(z) as z → z0 ∈ S ∪{∞}
if: f(z) = O(ϕ0(z)) as z → z0 and f(z) = a0ϕ(z) + .... + akϕk(z) + gk(z)
∀k ∈ N where gk(z) = O(ϕk+1(z)) as z → z0 and call ϕ˜(z) a formal series or
formal sum.1
1The adjective formal comes from the fact that, due to divergence, these sums do not
always represent well-defined mathematical quantities. Instead, they are “formal” symbols
which are used in this setting for the sake of describing asymptotic relations.
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Notice that convergence on the formal sum is not required by the previous
definition, i.e. a function may have an divergent asymptotic expansion (see
example 2.1.6 below). Formal series that are asymptotic to a function may
loosely be called asymptotic series/sums.
Typically, the formal series we will be working with are constructed by
asymptotic sequences of type ϕk(z) = z−ak−b, with a, b ∈ R>0, z 6= 0 with co-
efficients ak satisfying the Asymptotic equivalence relation (see Def. 2.1.23 ):
ak ∼ Ar−kΓ(ak + b), as k → +∞, for some A, r > 0 (Gevrey type - see Def.
2.1.14 ). In these cases, we will loosely say that the formal series attains fac-
torial over power rate of divergence, and in this setting, when we talk about
formal series we mean either convergent ones, or with “at most” factorial over
power rate of divergence (ak = O(Γ(ak + b)), k ∈ N) unless otherwise stated.
Unlike convergent series, which can be asymptotic to a function providing
an approximation that gets better as the number of terms increases, diver-
gent series typically fail to approach the function arbitrarily close. In many
applications, this happens because it often exists a N ∈ N sufficiently large
such that the sequence |akϕk(z)| (with z fixed) increases without bound for
k ≥ N , for a N > 0. However, it is still possible for us to know which term
of the sequence of partial sums is more likely to produce the best approxi-
mation. This is possible through the Optimal Truncation Rule (also known
as Astronomers recipe, see [4]), which gives us the partial sum
∑N0
k=0 akz
ak+b
0
that lies on the smallest possible interval (resp. disk) centered at the actual
value f(z0). Moreover, divergent sums can help us obtain useful analytical
information about the function they are asymptotic to due to a property of
the Laplace transform (Thm. 2.1.10.).
Optimal truncation rule:
To obtain the best approximation of a function f(z) at a given point z0, by
its divergent asymptotic expansion ϕ˜(z), (with factorial over power type rate
of divergence) truncate the asymptotic sum to the term with the smallest
absolute value.
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Remark 2.1.5. a) A formal sum ϕ˜(x) =
∑+∞
k=0 akϕk(x) may apply as a form
of asymptotic expansion to more than one function. In particular, consider
f1(x) a function that has an asymptotic expansion at +∞ of the form ϕ˜(x)
and let the function f2(x) = f1(x) + f0(x) with f0(x) = o(ϕk(x)) for all k ∈ N,
then f2(x), asymptotes to the same formal sum.
This holds because:
f0(x) = o(ϕk(x)) for all k ∈ N⇒ f0(x) '
∞∑
k=0
a′kϕk(x) for a′k = 0, ∀k ∈ N
Example 2.1.6. As an example consider the function:
H(x) =
∫ ∞
0
e−xt
1 + t
dt
for which it holds:
H(x) '
∞∑
k=0
(−1)kk!
xk+1
(2.1.1)
as x→ +∞
see [5] and/or Theorem 2.1.10.
Consider the exponential e−x which decays faster (as x → +∞) than any
power xk (k ∈ Z) we get that f2(x) := f1(x) + e−x and f1(x) are asymptotic
to the formal series ϕ˜(x) at x = +∞.
Example 2.1.7. Another example is obtained considering f0(x) = sin(x)
which equals its (convergent) Taylor sum
∑∞
k=0
(−1)nx2n+1
(2n+1)!
and is asymptotic to
it as x→ 0+, then the function f1(x) = f0(x) + e− 1x is still asymptotic to the
same sum as x→ 0+.
Note that the RHS of (2.1.1) is a divergent asymptotic power series produced
by the asymptotic sequence: ϕk(x) = x−k and ak = (−1)kk!, while in case of
example (2.1.7) the asymptotic series is convergent.
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b) A convergent series ϕ˜(x) that is asymptotic to a function f(x) does not
necessarily converge to f(x). An example of such a case is the exponential
function f(x) = e−x 6= 0 and the series ∑∞k=0 akz−k, with ak = 0, which
trivially converges to zero and f(x) '∑∞k=0 akx−k as x→∞, because
f(x) = o(xk), ∀k ∈ Z. However the function to which a series converges, is
asymptotic to the series.
c) Let a sector in the complex plane SA = {z ∈ C : Arg(z) ∈ A} where A is
an (real) interval and will be called set of directions, and has an “opening” less
than pi: that is |arg(z1)− arg(z2)| < pi, for all z1,2 ∈ SA.
For any formal power series ϕ˜(z) (with integer powers) ϕ˜(z) =
∑∞
k=0 akz
k
there is an analytic function f(z) that is asymptotic to ϕ˜(z) as z → 0 with
z ∈ SA (resp. as z → ∞ for w = 1/z or z → z0 6= 0 after the substitution
z 7→ z − z0):
Proof. Without loss of generality we consider a sector: SA = {arg(z) ∈
̂(−a, a)} ⊆ H+, for some a ∈ (0, pi/2). Let ak ∈ C a complex sequence and for
bk =
2
|ak|2+1 consider the series: f˜(z) =
∑∞
k=0 akz
k(1− e−bk/z).
Then for all z ∈ SA the series f˜(z) converges to an analytic (on SA) function
f(z) because for all such z there exists an CA ≥ 1 such that |1− e−z| ≤ CA|z|
and the absolute value of the series is bounded by:
∞∑
k=0
|ak||z|k−1CA||bk| = CA
∞∑
k=0
2|ak|
|ak|2 + 1 |z|
k−1 ≤ CA
∞∑
k=0
|z|k−1 <∞,∀z ∈ SA
Regarding the limiting behaviour of f(x) we have:
f(x) =
∞∑
k=0
akz
k(1− e−bk/z) '
∞∑
k=0
akz
k
at 0, z ∈ SA since zke−bk/z = o(zn),∀n, k ∈ N (smaller beyond all orders) on
SA.
Note that the sector SA defined above can be rotated and translated, denoted
as: SA,z0 = {z ∈ C : Arg(z − z0) ∈ A}, with z0 6= 0 ∈ C arbitrary. The set of
directions A will be denoted (and characterized respectively) as Î for I being
an (open, closed or neither) interval. Theˆsymbol is used to denote that we
are talking about directions and angles.
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d) It is not guaranteed that we can obtain a series of any desired form which
is asymptotic to a function f(x), for instance, the function f(x) =
√
x does
not have an asymptotic expansion (at +∞) in the form of a power series (with
negative integer exponents), [4].
Therefore, from a) - c) we understand that summation/subtraction of asymp-
totic expansion can be tricky, since formal series can be asymptotic to more
than one function, no matter if they are convergent or not. Moreover, unlike
the cases in a) (Ex. 2.1.6-7) where the difference f1(x)−f0(x) is exponentially
small (and so converges to zero), there are cases of functions whose distance
is bounded from below by a positive constant and share the same asymptotic
expansion.
Example 2.1.8. Consider the functions:
f1(x) =
∫ x
1
et
t
dt, and f2(x) =
∫ x
2
et
t
dt = f1(x)−
∫ 2
1
et
t
dt,
both f1(x) and f2(x) are asymptotic to the same formal sum ϕ˜(x) =
∞∑
k=0
k!ex
xk+1
as x→ +∞,
but they differ by the constant
∫ 2
1
et
t
dt ≥ 3 which is o(exx−k) ∀k ∈ N.
There after we may say that the difference f1(x) − f2(x), roughly speak-
ing, is “smaller beyond all orders” (the term “order” now corresponds to terms
enxx−k, n, k ∈ N as x→ +∞).
We can loosely think of it as “exponentially small ” compared to any term
exx−k of asymptotic sequence ϕk(x).
We do not always have uniqueness regarding the function that asymptotes
to a given formal series, because formal expansions in power series, if diver-
gent, miss exponentially small terms. We do, however, have uniqueness of the
coefficients of ak:
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Proposition 2.1.9. (Uniqueness of coefficients) If a function f(z) has an
asymptotic expansion at z0 of the form:
ϕ˜(z) ≡
∞∑
k=0
akϕk(z)
then the coefficients ak are uniquely defined.
Proof. If there was a second possible choice of a coefficient a′k0 6= ak0 where
k0 is the minimal over the indices of such a choice of different coefficients.
Then, after subtracting f(x) = a0ϕ0(z) + ... + ak0ϕk0(z) + O(ϕk0+1(z)) from
itself expressed as f(z) = a′0ϕ0(x) + ... + a′k0ϕk(x) + O(ϕk0+1(z)) we obtain
0 = (ak0 − a′k0)ϕk0(z) +O(ϕk0+1(z)). Which means that ϕk0(z) = O(ϕk0+1(z))
and we have reached to a contradiction.
Notice that the function H(x) in example 2.1.6 is defined as a Laplace
transform:
H(x) =
∫ ∞
0
e−xt
1 + t
dt ≡ L[hˆ(t)](x)
where hˆ(t) =
1
1 + t
, the function on which the transform applies.
This integral in the transform is well defined for x > 0 as it converges on
the positive half-line. Moreover, given δ > 0, the integral converges uniformly
in every set [δ,+∞) ⊂ (0,+∞) ≡ R>0. Notice that H(x) can be analytically
extended to the open right half-plane H+ = {z ∈ C : Re(z) > 0}.
Convergence persists on H+ and on every “sub-halfplane”. Also, continu-
ity and analyticity of L[hˆ(t)](z) are preserved since e−zt is analytic and its
z−derivatives are absolutely integrable for all z with respect to t. We will use
the Laplace transform throughout our research in order to study properties
of solutions to some non-linear differential equations. We present some of its
basic properties (see p. 20-21) along with the following theorem, by which we
can obtain the formal sum in (2.1.1) that H(x) asympotes to, (see [4]):
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Theorem 2.1.10 (Asymptotic expansion of the Laplace transform). Let uˆ be
an analytic function defined on an open (complex) δ−neighbourhood Uδ of the
half-line R≥0, that is, the open Uδ ⊇ R≥02 with dist(∂Uδ,R≥0) = δ > 0. If
there are constants A > 0 and c ∈ R such that |uˆ(s)| ≤ Aec|s| on Uδ then for
any (fixed) c′ > c the Laplace transform of uˆ satisfies:∫ ∞
0
e−zsuˆ(s)ds '
∞∑
k=0
u(k)(0)
zk+1
as |z| → +∞, Rez ≥ c′. (2.1.2)
We set u(z) =
∫ ∞
0
e−ztuˆ(t)dt = L[uˆ(t)](z) and we have that u(z) is analytic
on the half-plane : H+c = {z ∈ C : Re(z) > c}, since for n ∈ N and ∀z ∈ H+c ,
∂nz (e
−ztuˆ(t)) is well-defined and upper-bounded by a gn(t) ∈ L1[0,∞).
We also have that if c1 > 0 is a positive number such that the exponential
bound: |uˆ(s)| ≤ Aec1|s| holds on H+c1 , then any c′ > c1 will still satisfy the
inequality in H+c′ . For such uˆ(s) we will say that it is of “exponential type c′ ”.
Moreover, the corresponding set of c’s has an infimum, let it c0, which we call
it the abscissa of convergence.
Similarly, we can define the Laplace transform in the direction a on the
complex plane as follows:
Lθ[uˆ(s)](z) =
∫ ∞eiθ
0
e−zsuˆ(s)ds, θ ∈ (−pi, pi]. (2.1.3)
The integration is taken on the set [0,∞eiθ), which denotes the straight ray
that connects the origin and the infinity forming the angle θ with the positive
real half-line.
If θ = 0 then the formula for Lθ[uˆ(s)](z) in (2.1.3) coincides with the (RHS)
of (2.1.2) which is the typical definition of the Laplace transform (L[uˆ(t)](x))
in the standard Theory of ODE’s.
2It might be true that we can possibly let the region shrink at +∞ (i.e. δ = δ(x) → 0
as x → +∞), provided that it does not shrink fast enough, the proof in ([4]) needs to be
modified accordingly.
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Concerning the domain Lθ[uˆ(s)](z), we have that if uˆ is of exponential type
c in some δ-neighbourhood of [0,∞eiθ), then the integral Lθ[uˆ(s)](z) converges
absolutely in the half-plane H+θ,c = {z ∈ C : Re(eiθz) > c} and uniformly on
every “sub-halfplane” H+θ,c′ (with c′ > c) of H
+
θ,c. Note that considering the
parametrization defined by the function γ(t) = eiθt (:= s) one can easily see
that
Lθ[uˆ(s)](z) =
∫ ∞
0
e−zte
iθ
uˆ(eiθt)eiθdt = eiθL0[uˆ(eiθt)](eiθz).
Moreover, we have that: Lθ[uˆ(s)](z) '
∞∑
k=0
uˆ(k)(0)
zk+1
, see [4].
which is the asymptotic expansion L[uˆ(s)](z) has, and this can be proved by
setting uˆ(s) = uˆ(eiθt) (for s = eiθt) and noticing that uˆ(k)(s) = ekiθuˆ(k)(t).
Now, with respect to the domain of the Laplace transform: Let θ1 < θ2,
θ1,2 ∈ [0, 2pi), such that |θ2 − θ1| < pi, if Lθ[uˆ(s)](z) can be defined for each
θ ∈ Ŝ(θ1,θ2) := {z ∈ C : θ1 < Arg(z) < θ2} as an analytic function of exponen-
tial type c for all such θ, then for all θ′1,2 such that θ′1 < θ′2 ∈ (θ1, θ2) we have,
by the identity theorem, that Lθ′1 [uˆ](z) and Lθ′2 [uˆ](z) agree on their common
domain H+θ′1,c ∩H
+
θ′2,c
6= ∅, see [4].
More generally, a sector starting from a point z0 6= 0 will be denoted as
S
(θ̂1,θ2),z0
= {z ∈ C : θ1 < Arg(z− z0) < θ2} or simply SA,z0 where A ≡ (θ̂1, θ2)
denotes the set of directions. Moreover if it has “opening” less (resp. more)
than pi, that is |θ2 − θ1| < pi (> pi) will be called small (large) sector and the
corresponding (open) set of its directions A = (θ̂1, θ2) will be characterized as
small (resp. large) too. The point z0 is the vertex of the sector.
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Remark 2.1.11. The assumption that uˆ(s) is of some exponential order c > 0
is crucial because otherwise we may not have uniqueness: Consider uˆ(s) =
e−s
2/2, which is even an entire function, on the set S
( 3̂pi
4
, 5pi
4
)
∪S
( −̂pi
4
,pi
4
)
≡ S˜, then
for ε > 0, we obtain the following formula:
Lε[uˆ(s)](z)− Lpi−ε[uˆ(s)](z)→
∫ +∞
−∞
e−zs−s
2/2ds 6= 0, as ε→ 0+
with Lθ[uˆ(s)](z) being an entire function for each θ, in the respective set of
directions, see [4].
Example 2.1.12. Consider the differential equation:
y′(z) + y(z) =
1
z2
.
We look for solutions y+(z), y−(z) defined on an upper rotated half-plane
eiθH+ and on a lower-rotated half-plane e−iθH+, for some fixed θ ∈ (0, pi/2),
before imposing the condition y±(z) → 0 as z → ∞ along any ray lying
on e±iθH+. These solution share a common asymptotic expansion on their
respective domains of definition. They both asymptote the formal sum:
ϕ˜(z) =
∞∑
k=0
k!
zk+1
.
The coefficients are found heuristically, applying the Method of Dominant
Balance, see [10]. Their common domain is symmetric with respect to a half-
line (x0,+∞) ⊂ R for some x0 > 0. On eiθH+, e−iθH+ respectively, this
equation, attains a solution in the integral form, see [7]:
y±(z) =
∫ ∞e±iθ
0
se−zs
1− sds.
Which is unique after imposing the condition y±(z) → 0, z → on e±θH+.
Obviously, | s
1−s | < +∞, is bounded (uniformly) since θ is fixed (so p is away
from the pole located at p0 = 1), therefore is of exponential order 0.
Even though the functions y±(z) are well defined on their common domain
eiθH+ ∩ e−iθH+ ≡ S+A,x0 , where A = (−̂ω, ω) for ω = pi/2− θ, and analytic on
their domains, they differ by an exponentially small term there.
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In fact, for z ∈ SA,x0 we consider the difference:
y+(z)− y−(z) =
∫ ∞eiθ
0
se−zs
1− sds−
∫ ∞e−iθ
0
se−zs
1− sds
=
∫ ∞eiθ
0
se−zs
1− sds+
∫ 0
∞e−iθ
se−zs
1− sds =
∫
C
se−zs
1− sds.
where C = (∞e−iθ, 0] ∪ [0,∞eiθ) (union of complex rays).
After deforming the contour of integration in a suitable manner, and applying
the residue theorem from standard complex analysis we collect the residue at
p0 = 1, which equals 2piie−z, a term which is exponentially small there. This
means that if we want to extend the domain of definition of y±(z), this expo-
nential will appear, thus the solution won’t decay to 0 on an arbitrary direction
on the new domain. This is a simple example of the Stokes phenomenon, see
Def. 3.2.8.
Interestingly, the formal sum ϕ˜(z) on which y(z) is asymptotic to, is obtained
simply by assigning y(z) =
∑N−1
k=0 akz
−k−1 + O(z−(N+1)) considering z such
that |z| sufficiently large (yet dependent on N) for N ∈ N arbitrary, or simply
by formally applying the formal sum ϕ˜(z) to the equation and finding the
coefficients by the method of dominant balance.
It is now clear that it is possible to obtain an analytic function in the form of
a Laplace transform on a subset of the complex plane if we know its asymptotic
sum in the form of negative powers of z. To describe how it is done, we
introduce (without proof), the following proposition, see [4]:
Proposition 2.1.13. (Properties of the Laplace transform)
a) Linearity: L[auˆ(s) + bvˆ(s)](x) = aL[uˆ(s)](x) + bL[vˆ(s)](x), ∀a, b ∈ C.
b) We have L[snuˆ(s)](x) = (−1)n d
n
dxn
L[uˆ(s)](x). Thus: L[sn](x) = n!
xn+1
,
∀n ∈ N.
c) L[uˆ(n)(s)](x) = xnL[uˆ(s)](x)−
n−1∑
k=0
xkuˆ(k)(0), if each uˆ(k)(s) is of exponential
type. Similarly: L[∫ s
0
uˆ(s′)ds′](x) = x−1L[uˆ(s)](x).
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d) For a ∈ C, we have:
L[e−asuˆ(s)](z) = L[uˆ(s)](z + a), consequently : L[e−as](z) = 1
z + a
.
e) Convolution property. For (uˆ∗vˆ)(p) = ∫ p
0
uˆ(τ)vˆ(p−τ)dτ we have3: L[uˆ∗vˆ] =
L[uˆ]L[vˆ] i.e. The Laplace transform turns convolution to multiplication.
The Laplace transform on a complex ray shares these properties as well.
Furthermore, we note that the operation of convolution satisfies the following:
Properties of convolution:
a) Communitative: (uˆ∗vˆ) = (vˆ∗uˆ) since after the change of variables τ ′ = p−τ
we have: ∫ p
0
uˆ(τ)vˆ(p− τ)dτ =
∫ p
0
uˆ(p− τ ′)vˆ(τ ′)dτ ′.
b) Linear, which is immediately derived from the definition.
c) Associative: ((f1 ∗ f2) ∗ f3) = (f1 ∗ (f2 ∗ f3)).
Proof. Consider functions f1(x), f2(x), f3(x) all defined on [0, p].
We have: ((f1 ∗ f2) ∗ f3) =∫ p
0
(f1 ∗ f2)(τ)f3(p− τ)dτ =
∫ p
0
(∫ τ
0
f1(τ
′)f2(τ − τ ′)dτ ′
)
f3(p− τ)dτ ′dτ
and (f1 ∗ (f2 ∗ f3)) =∫ p
0
f1(τ1)(f2 ∗ f3)(p− τ1)dτ1 =
∫ p
0
f1(τ1)
∫ p−τ1
0
f2(τ2)f3(p− τ2)dτ2dτ1
=
∫ p
0
∫ p−τ1
0
f1(τ1)f2(τ2)f3(p− τ2)dτ2dτ1.
We apply the change of variables τ1 = τ ′ and τ2 = τ − τ ′. The determi-
nant of Jacobian matrix of it evaluates at 1. After some simple calculations
on the integrals we find that (f1 ∗ f2) ∗ f3 = f1 ∗ (f2 ∗ f3).
3The integral is taken along the (complex) straight line segment that connects 0 and p.
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d) Preservation of analyticity and exponential growth:
If uˆ(τ), vˆ(τ) are analytic and of exponential growth c in a star-domain V,
centered at zero then the convolution:
(uˆ ∗ vˆ)(s) =
∫ s
0
uˆ(τ)vˆ(s− τ)dτ is analytic & of exponential growth c in V .
The proof is found in [4], it relies on the observation: if |uˆ(τ)|, |vˆ(τ)| ≤Mec|τ |
for some M, c > 0 we get4: |(uˆ ∗ vˆ)(s)| =
= |
∫ s
0
uˆ(τ)vˆ(s− τ)dτ | ≤ |
∫ s
0
|uˆ(τ)vˆ(s− τ)|dτ | ≤ |s||M |2e|τ |e|s−τ | ≤M2|s|e|s|.
since arg(τ) = arg(s) and |s| ≥ |τ | we have |s− τ | = |s| − |τ |.
More generally, if |uˆ(s)| ≤ Mec|s| we have: |uˆ∗n(s)| ≤ M
n|s|n−1ec|s|
(n− 1)! where
the power with respect to convolution is defined recursively as:
uˆ∗1 := uˆ uˆ∗(n+1) := uˆ ∗ uˆ∗n.
By the linearity (a) it is now easy to see inductively, that
(uˆ+ vˆ)∗n(s) =
n∑
k=0
(
n
k
)
uˆ∗kvˆ∗(n−k)(s)
These properties will be very helpful at a later stage, where it will help us study
integral equations which contain convoluted terms, and determine existence of
solutions as well as exponential bounds of the later.
Functions and their asymptotic expansions exhibit useful properties as well:
As we have seen, more than one functions may be asymptotic to the same for-
mal expression, consequently, we cannot expect uniqueness on the sum/difference
of two arbitrary (yet of the same type) asymptotic expansions.
Definition 2.1.14. (Gevrey type formal sums) Let ϕ˜(z) =
∑∞
k=0 akz
−ak−b, for
a, b ∈ R and a 6= 0, a formal sum. If there are constants A, r > 0 such that:
|ak| ≤ A · Γ(|a|k + |b|)r−k, then we say that the sequence ak is of Gevrey type
and the sum ϕ˜(z) is a Gevrey sum.
4We bear in mind that the path of integration is straight line segment, so that we can
construct the latest inequalities
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Remark 2.1.15. Consequently if a Gevrey sum ϕ˜(z) from Def. 2.1.14 with
a,b >0, has zero radius of convergence then the sum
∑∞
k=0
ak
Γ(ak+b)
sak+b−1 which
will be denoted as B[ϕ˜(z)](s) and will be called the Borel transform of ϕ˜(z)
has positive radius of convergence. To be more precise, we define:
Definition 2.1.16. (Borel transform) Let ϕ˜(τ) be a formal power series of
Gevrey type, as described in Definition 2.1.14 but with negative exponents
(a, b > 0). We define the Borel transform, B, that takes Gevrey type formal
sums, ϕ˜(z), as elements and defines functions ϕˆ(z) that are analytic on a region
of 0 as:
ϕˆ(s) := B[ϕ˜(z)](s) =
∞∑
k=0
ak
Γ(ak + b)
sak+b−1 (2.1.4)
In particular its radius of convergence satisfies the inequality R ≥ r, with r
as in Def. 2.1.14. So, B[ϕ˜(z)](s) is an analytic function on the disk D(0, R).
If moreover, B[ϕ˜(z)](s) can be analytically extended to a function of some
exponential type on a neighbourhood (as described in Theorem 2.1.10.) of a
complex ray [0,∞eiα), then we say that ϕ˜ is Borel-Laplace summable on the
direction α, see Def. 2.1.18.
In this case, we have that B[ϕ˜(z)](s) is the (unique) inverse of the Laplace
transform, which among other things, turns multiplication into convolution:
B[ϕ˜1(z)ϕ˜2(z)](s) = (B[ϕ˜1(z)] ∗ B[ϕ˜2(z)])(s), see [6].
For simplicity, the Borel transform of a formal Gevrey sum ϕ˜(z) will be often
denoted with hat in place of tilde, i.e. ϕˆ(s) = B[ϕ˜(z)](s). These two symbols
may be used interchangeably throughout this thesis, but this should not lead
to confusion as in proofs, they are equivalent. Also, we may sometimes refer
to the sum in Def. 2.1.16 as Borel sum.
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Spaces of formal series
For a ∈ R and F = C or R we denote z−aF[[z−1]], the space of formal se-
ries of type: ϕ˜a(z) =
∞∑
k=0
ak
zk+a
, with ak ∈ F. Similarly, spaces of formal series
of Gevrey type will be denoted as z−aFG[[z−1]] and the respective spaces of
convergent series FC [[z−1]].
In the existing literature, for example [10], one may find spaces of formal
series with positive powers of z, denoted accordingly as zaF[[z]] (a ≥ 0). We
use these spaces as many functions we work with are asymptotic to formal
sums that belong to these. In applications, when we study the asymptotic
behaviour of a function f(z) at z = z0 (with z0 = 0 without loss of generality,
since we can apply the substitution z 7→ z − z0) we often find a formal sum
belonging in zaF[[z]], for some a ∈ R. Nonetheless, in our work, we will study
how a (complex) function f(z) behaves as z → ∞ in different regions of the
complex plane, (equivalently the behaviour of f(z−1) as z → 0), therefore we
will work with spaces zaF[[z−1]].
Obviously,
F[[z±1]] ⊇ FG[[z±1]] ⊇ FC [[z±1]].
Now, following [4], we define equality in basic operation in these spaces in
accordance with the corresponding relations on convergent series.
Let ϕ˜A(z) =
∞∑
k=0
akz
k and ϕ˜B(z) =
∞∑
k=0
bkz
k two formal sums in F[[z]]
(all the other cases zaF[[z±1]] are treated similarly).
We say that two formal series are equal and we write:
∞∑
k=0
akz
k =
∞∑
k=0
bkz
k
if and only if ak = bk for all k ∈ N0.
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Operations on spaces of formal series :
Between two elements ϕ˜A(z), ϕ˜B(z) ∈ F[[z]], we define the operations:
i) Addition: ϕ˜A(z) + ϕ˜B(z) =
∞∑
k=0
akz
k +
∞∑
k=0
bkz
k =
∞∑
k=0
(ak + bk)z
k ∈ C[[z]].
ii) Multiplication: ϕ˜A(z)ϕ˜B(z) =
∞∑
k=0
( k∑
i=0
aibk−i
)
zk ∈ C[[z]].
iii) Division: If b0 6= 0, then (bearing the multiplication property in mind)
there exists a unique formal series ϕC(z) ∈ F[[z]] such that ϕ˜C(z)ϕ˜B(z) =
ϕ˜A(z), which may be denoted as ϕ˜A(z)ϕ˜B(z) .
iv) Integration:
∫ z
0
ϕ˜A(s)ds =
∫ z
0
( ∞∑
k=0
aks
k
)
ds =
∞∑
k=0
∫ z
0
aks
kds =
∞∑
k=0
akz
k+1
k + 1
where the integral is taken along the straight line of the complex plane that
connects the origin and z ∈ F[[z]].
v) Differentiation: ϕ˜′A(z) =
d
dz
∞∑
k=0
akz
k =
∞∑
k=0
d
dz
(akz
k) =
∞∑
k=1
kakz
k−1.
vi) Composition: If ϕ˜B(z) ∈ zF[[z]] (has 0 constant term), then we define:
ϕ˜C(z) = ϕ˜A(ϕ˜B(z)) =
∞∑
k=0
ak(ϕ˜B(z))
k =
∞∑
k=0
ckz
k for some ck ∈ C
Proposition 2.1.17.
a) The spaces of formal series as defined above, become complete metric spaces,
in which polynomials are dense when we equip them with the metric
d(ϕ˜A(z), ϕ˜B(z)) = 2
−k0 where k0 = min{k : ak 6= bk}.
b) The spaces (FC [[z±1]], d) and (FG[[z±]], d) are not complete, however they
are relatively compact subspaces of F[[z±1]], yet, for fixed constants A, r > 0
defined in Definition 2.1.14, the subspace of FG[[z]] which consists of formal
series with coefficients |ak| ≤ r−kAk! is complete.
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c) The spaces F[[z±1]] equipped with addition and multiplication as defined
above are rings, however, this is not true for the spaces zaF[[z±1]], a 6= 0 since
there is no multiplicative identity that belongs in the space. Yet, (equipped
with these operations) they are R−modules (< z±1 >) where R = F.
d) Interestingly, a “less abstract” point of view can be applied: formal sums
can be identified as elements of C∞ through the isomorphism between rings:
(F[[z±1]],+, ·) 3
∞∑
k=0
akz
±k 7−→ (a0, a1, ...., an, ...) ∈ (C∞,+, ·)
with the previously defined operations of addition and multiplication (+, ·).
e) In the case of spaces of formal series with negative exponents: F[[z−1]],
we need the constant and the linear term (a0 and a1 respectively) to be zero
in order to remain inside the space after we apply term-by-term integration.
Definition 2.1.18. (The Borel-Laplace sum) We define the Borel-Laplace sum
of a formal sum u˜(z) ∈ z−1CG[[z−1]] in the sector (or ray) SA:
BLA : z−1CG[[z−1]] 7→ O(SA) : BLA(u˜) = LA[vˆ]
where O(SA) is the space of holomorphic functions on SA. Also: vˆ = B(u˜)
is the Borel transform of u˜ (Def. 2.1.16), provided that u has an analytic
continuation of exponential growth in a suitable neighborhood of SA.
From the asymptotic properties of the Laplace transform, we have that:
BLA(u˜) ' u˜(z)
as z →∞ on its domain of definition.
Moreover, for u˜(z) ∈ z−1C[[z−1]], BLA commutes with differentiation, inte-
gration (when the constant term and the linear part of u˜(z) (that is z−1) are
0), composition and multiplication, as described in p. 21, see [4].
Note that generally, if f(z) ' f˜(z) ∈ C[[z−1]] as z →∞, for a differentiable
function f(z) then it is not guaranteed that f ′(z) ' f˜ ′(z).
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Example 2.1.19. Let f(x) = e−xsin(ex). We have f(x) = O(e−x) = o(xn),
∀n ∈ Z as x→ +∞, and f ′(x) = cos(ex) +O(e−x) = O(1) and not O(e−x), at
+∞.
We need to know that both f(z) and f ′(z) have an asymptotic expansion
to have that: f(z) ' f˜(z) ⇒ f ′(z) ' f˜ ′(z), see Proposition 2.1.21.
Equivalent results still hold for z → 0 with the proper amendments on the
definitions of spaces.
Apart from finding solutions of differential equations in integral form, we
aim to describe the behaviour of functions asymptotically. However, this may
not be straightforward since solutions to non-linear differential equations are
quite complicated, so, we “compare” their limiting behaviour with the limits of
simpler functions. This is the reason asymptotic sums are keys to our research.
Functions that attain asymptotic expansions in the form of (formal) power
series (ϕk(x) = x−ak−b, a > 0, b ≥ 0) exhibit several useful properties which
will be used thoroughly. Regarding the study of differential equations we need
to know whether and how we can apply the operations of differentiation and
integration, apart from the basic ones (summation/subtraction, multiplication
etc.) to formal series and if the asymptotic relation of function-series persist
under these operations.
In particular, the differentiation property fails to maintain this relation be-
tween general functions and their expansions - we need certain assumptions to
ensure the persistence of asymptotic relation under differentiation.
Without loss of generality we will just consider the case of integer power se-
ries with positive exponents. The more general case where ϕk(x) = xak+b, a >
0 can easily be derived as well as the case with negative exponents (transfor-
mation: x 7→ 1
x
).
Similarly, for ε ∈ [0, ε0) ⊆ R≥0, we define the spaces: OD[[ε]] andMC[[ε]] the
spaces of formal power-series (with non-negative exponents) with coefficients
from OD (space of Holomorphic functions on D ⊆ C) and fromMC (space of
Meromorphic functions on C).
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Example 2.1.20. Let an ε > 0, the series:
∞∑
k=0
1
zk
εk ∈ OD[[ε]] and
∞∑
k=0
1
sink(z)
εk ∈MC[[ε]].
Similarly, we can equip them with the operations i)-vi) described in the
paragraph Operations on spaces of formal series on p.21. We continue by
introducing (see [4] & [5]):
Proposition 2.1.21. (Properties of asymptotic power series) Let
f˜(z) =
∞∑
k=0
akz
k and g˜(z) =
∞∑
k=0
bkz
k
two formal power series with complex coefficients. Consider two functions f(z)
and g(z) defined on a (maybe punctured) disk (or interval) D centered at 0 that
are asymptotic to the series f˜(z) and g˜(z) respectively as z → 0, z ∈ D.
We have:
i) f(z) + g(z) ' f˜(z) + g˜(z), as z → 0
ii) f(z)g(z) ' f˜(z)g˜(z)
iii) f(z)
g(z)
' f˜(z)
g˜(z)
, if b0 6= 0 and the quotient on the (RHS) is well-defined near 0.
iv) If f(z) is Riemann integrable then:
∫ z
0
f(s)ds ' ∫ z
0
f˜(s)ds
v) If f(z) is continuously differentiable and the derivative f ′(z) possesses an
asymptotic expansion in power series, then f ′(z) ' f˜ ′(z).
Also, if f(z) is analytic, then f ′(z) ' f˜ ′(z), see [5].
Bear in mind that the existence of an asymptotic expansion of f ′(z) is
crucial, because v) is not true for general C1 functions, as one more
counterexample consider:
28
Example 2.1.22. The rapidly oscillating function f(x) = e−1/xsin(e1/x) de-
fined in R>0, is smaller beyond all orders as x→ 0+, thus is (trivially) asymp-
totic to the zero power series.
But, its derivative evaluates as f ′(x) = 1
x2
(e−1/xsin(e1/x)− cos(e1/x)), which
is continuous in R>0, but obviously not bounded as x→ 0+, therefore, it can’t
have a non-trivial asymptotic expansion in (non-negative) power series.
These properties provide us with tools which are essential in our research
and in perfect correspondence with the theory of spaces of formal series we
briefly presented before. Now, we are able to use formal power series in the
study of solutions of differential equations. Lastly, we introduce:
Definition 2.1.23. (Asymptotic equivalence)
Let f(z), g(z) be two complex functions defined on a neighbourhood of z0 ∈
C ∪ {∞}, which do not vanish for all z in that neighbourhood.
We say that f(z) and g(z) are asymptotically equivalent as z → z0 and we
write f(z) ∼ g(z) as z → z0 if:
lim
z→z0
f(z)
g(z)
= 1
with z → z0 avoiding possible zeros of g(z).
The asymptotic equivalence helps us describe functions which are often not
known to us in closed form, or are too complicated to analyse and work with,
in terms of simple (usually elementary) functions. Nonetheless, the potential
information obtained from it, is often not so elaborative as it is with asymp-
totic formal series, since if a function f(z) has an asymptotic expansion in the
form ϕ˜(z) =
∑∞
k=0 ϕk(z), (with ϕi(z) being elementary functions) then it is
asymptotically equivalent to any function g(z) = ϕ0(z) + o(ϕ0(z))
Lastly, note that if a function g(z) satisfies g(z) = O(g0(z)) for some function
g0(z) it does not imply that we can decompose g(z) as g(z) = Mg0(z) + g1(z)
where g1(z) = o(g0(z)) and M ∈ R. As a counterexample consider:
g(x) =
sin2(x)
x
, x ∈ R \ {0}.
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It is true that g(x) ≤ x−1 ( = O(x−1)) (trivially) in a region of infinity.
Then we have g(x) =
1
x
− cos
2(x)
x
, and now if g(x) =
1
x
+ g0(x) for some
g0(x) = o
(
x−1
)
we get:
cos2(x)
x
= o(x−1) at infinity, which means cos2(x) = o(1), a contradiction.
However, the property of asymptotic equivalence overpasses this difficulty, i.e.:
f(z) ∼ g(z)⇒ f(z) = g(z) + o(g(z)) in the corresponding region.
With regard to differentiation: for (real) C1 functions h(x) such that h(x) ∼
xp (as x → +∞) for some p ≥ 1, and under the (relatively weak) condition
that h′(x) is non-decreasing (in an region of infinity) we have: h′(x) ∼ pxp−1,
see [5].
For a more comprehensive coverage, we refer the reader to [4], section 3.2
(Watson’s Theorems), for information on analyticity, and uniqueness of Borel-
Laplace transforms, corresponding to formal sums on large sectors.
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2.2 Basic types of solitary travelling waves
We start by introducing the elementary definitions on waves5 based on [1] and
[8]. See figures 2.1, 2.2 and 2.3 for illustration.
A Soliton is a steadily translating wave of permanent form that decays to
the sea state as one moves away from the peak of the disturbance.
Figure 2.1: Soliton
Figure 2.1 is possibly the first image that comes to one’s mind after reading
this definition. However, the term Soliton applies to a vast variety of phys-
ical phenomena, like bubbles in a fluid, optical pulses/light bullets etc., see [8].
A Weakly nonlocal Solitary wave is a steadily-translating wave of per-
manent form that asymptotes to a periodic (“linear”) wave with amplitude
smaller than the core of the disturbance.
Figure 2.2 illustrates the above description, The “wings” on the right and left
of the peak, denote the oscillation the wave is asymptotic to, the amplitude of
which is smaller than the amplitude of the main disturbance (core).
Same as the Soliton, the Weakly non-local Solitary wave is an umbrella term
that describes waves of various systems. Apart from water - waves, a notable
example is an Arcus wave, often noted as “Morning Glory”, [8].
5In this thesis, both the notion of a “wave function” (i.e. a function that mathematically
describes a wave) u(x, t) and that of a physical wave will be simply referred as “wave”.
However, this term will be used interchangeably: when we refer to a physical/mathematical
property of a wave we will mean the physical/mathematical notion of it
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Figure 2.2: Weakly nonlocal Solitary wave
A Kink is a steadily translating wave of permanent form, that asymptotes
to different amplitudes in different directions of its motion.
-10 -5 5 10
0.5
1.0
1.5
Figure 2.3: Kink
We are now ready to define Embedded Solitons. The existence of which is
one of the main goals of our research.
An Embedded Soliton (ES), is a Soliton whose phase velocity coincides
with that of periodic (sinusoidal) waves in the medium. That is, sharing the
same speed and direction, or equivalently, being in resonance.
Numerical studies, strongly indicate that equations like the one we study
in Chapter 3, eq. (3.1.1) attain localized solutions when ε falls on a discrete
set of values εn. In particular, localized solutions of (3.1.1) describe travelling
waves for the fifth-order KdV equation, [1]. Here, we study (partially) this
model using pure mathematical tools. Moreover, if ε 6= εn (but small enough),
equation (3.1.1) possibly attains a Weakly Nonlocal Solitary Wave-solution.
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Chapter 3
Homoclinic orbits: A high order
KdV-type model
In this chapter, we will study a model which has risen from hydrodynamics,
see [1], and is closely related to KdV equation. This 4th-order equation is a
singular perturbation of a second order equation. We discuss whether solutions
that describe Solitons persists under this particular singular perturbation. As
it turns out, there is probably a discrete family of Embedded Solitons(ES) that
solve this system. Recent numerical studies, [1], strongly indicate the result,
however a pure mathematical proof does not exist in the current literature. As
we will see, the Stokes phenomenon (see [4] and [6]) as well as the presence
and location of complex singularities of the solution of the unperturbed system
have a critical role in our study. The model studied in here, is a singularly
perturbed system, which probably admits Soliton solutions when the “small”
parameter ε > 0 (which characterizes the perturbation) falls into a discrete
set of values. Regarding the phase space of this system, the origin a saddle-
centre, i.e. the matrix of linearisation has two (nonzero) purely real and two
purely imaginary eigenvalues, the real values have opposite signs and, since
the characteristic equation has real coefficients, its imaginary eigenvalues are
conjugate. The real eigenvalues correspond to exponentially decaying and
increasing solutions and the imaginary to periodic ones.
In section 3.1 we present a first step of approaching the problem, the rest of
the procedure is presented in section 3.2.
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3.1 The Outer expansion
Motivated by fluid mechanics, we consider the following model (from [1]):
ε2y′′′′ + y′′ = y − ry2 + y3 (3.1.1)
with ε ≥ 0 yet sufficiently small, and r > 3√
2
.
Equation (3.1.1) describes travelling waves and is a case of a more general
class of water-wave systems, see eq. (1.6) from [28]. We will call it modified
Generalized higher-order Korteweg de Vries (mGKdV) equation.
If ε = 0 then the (second order) differential equation has the exact solution
y0(ξ) =
3√
r2 − 9
2
cosh(ξ) + r
(3.1.2)
that represents a Soliton. The variable ξ has risen by the transformation
ξ = x− ct. As usual x (resp. t) is the spatial (time) variable and c the prop-
agation speed of the wave, or more generally the absolute value of the phase
velocity, equivalently the velocity at which the profile of a wave propagates in
space. In this case we consider c = 1.
The linearized version of (3.1.1) is:
ε2y′′′′ + y′′ = y (3.1.3)
for which the characteristic polynomial pε(x) = ε2x4 + x2 − 1, whose zeros
correspond to the eigenvalues of the matrix of linearization has two purely
imaginary roots, ±a0(ε)i, for some a0(ε) > 0 such that a0(ε) ∼ 1ε as ε → 0,
and two real (one positive and one negative), a1(ε) < 0 < a2(ε), corresponding
to oscillatory and exponentially growing or decaying solutions.
Notice that the perturbation term ε2y′′′′ is the one responsible for the rise
of purely imaginary roots of pε(x), equivalently for the rise of trigonometric
terms as solutions to (3.1.3).
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We will show that for discrete values of ε, system (3.1.1) possibly has a
Soliton-solution, i.e. a symmetric, localized solution that roughly looks like
the plot of y0(ξ) ((3.1.2) - fig. 2.1 ). We will mainly use singular perturbation
theory combined with complex analysis and asymptotics. A potential proof
consists of the following briefly sketched steps:
• Step 1: Prove existence of a localized, exponentially decaying at −∞
solution y−(ξ, ε), ξ ∈ (−∞, 0], continuing from y0(ξ). Show existence
of a formal power series y˜(ξ, ε) ∈ MC[[ε]], such that y−(ξ, ε) ' y˜(ξ, ε)
(namely the Outer expansion, or the Outer approximation when talking
about truncating the series y˜(ξ, ε)).
• Step 2: Obtain an approximation of the (analytically continued) so-
lution y−(z, ε) near the poles (namely the Inner approximation) and
determine the behaviour of y−(z, ε) in this region.
• Step 3: Match the Inner and Outer approximations.
• Step 4: For ξ ∈ [0,+∞) consider the function y+(ξ, ε) defined by:
y+(ξ, ε) = y−(−ξ, ε) (with the transformation ξ 7→ −ξ). Notice that it
does solve equation (3.1.1) and check whether the (ε-dependent) limits:
lim
ξ→0±
∂kξ y
±(ξ, ε) coincide for all k = 0, 1, 2, 3.
where ∂kξ = ∂k/∂ξk.
If the limits in Step 4 coincide for some ε > 0, then by standard theory of
ODE’s we get that y±(ξ, ε) is the continuation of one another on the whole
real line. Thus, we have retrieved a Soliton - solution of (3.1.1).
Remark 3.1.1. The intuition behind the methods applied in this problem is
that in the real line (that is for z ∈ R), the term ε2y′′′′(z) will be sub-dominant
in the limit ε→ 0+, since z is far away from the poles. However, as it happens
typically in singular perturbation problems the so called “outer expansion”
misses essential information - in our case it misses possible terms that are
smaller beyond all order, who can spoil the Soliton (3.1.2) by turning it to a
Weakly non-local Solitary wave. For this reason we need to study the equation
in a “singular” region, where the perturbation term takes control and cannot
be “neglected”, we call the respective expansion “inner expansion”.
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So, for the limiting case, in order for the inner expansion to be valid, we
need as ε → 0+ the argument z to be close to the pole. Roughly speaking,
the inner expansion is valid in an “O(ε)” region of the pole, which after some
“normalization” transformations (z 7→ τ/ε etc..) of the argument and function,
this region becomes “O(1)”. However, in order to fully employ the Method of
Matched asymptotic expansions ([13]) and apply Van Dyke’s matching prin-
ciple, see observation 3.2.2, we need information when the (normalized) argu-
ment, “tends to leave the region”, in certain directions of the complex plane,
moreover we still need this to hold in the limit ε → 0+. So, we consider the
“inner” region as a punctured ball of radius %(ε) (centered at the respective
pole) such that %(ε) → 0 as ε → 0 but %(ε)/ε → +∞ as ε → 0+, so that we
allow the (re-scaled) argument to be far away from the pole.
The periodic wave-functions a global solution y(z, ε) is possibly asymptotic
to, are rapidly oscillating (with respect to ε), in fact, the frequency is pro-
portional to 1
ε
. So, we can write them as linear combinations of complex
exponentials:
ϕ±(x) = e±i
x
ε x ∈ R.
These can be extended analytically to the whole complex plane and by unique-
ness of analytic continuation we get that ϕ±(z) = e±i
z
ε
If we are able to apply Steps 1-4 consistently, we will be ready to show
the following Theorem ((3.1.2)). We will present this approach, and describe
some of its key-details. A proof requires proving several lemmas that not all
are found in the literature and go beyond the purpose of this thesis.
Theorem 3.1.2. Let r > 3√
2
, and ε ≥ 0. Consider the operator:
Lε : C4(R)→ C0(R), Lε := ε2∂4ξ + ∂2ξ and the function y0(ξ) given by (3.1.2).
There exist a sequence εn that strictly decreases to zero, such that the equa-
tion Lny = y − ry2 + y3, has an even, global, exponentially decaying solution
y(ξ, εn) such that |y(ξ, εn)− y0(ξ)| = O(ε2n) as εn → 0. Also:
npiεn ∼ tanh−1
( 3√
2r
)
, as n→∞.
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Formulation of Step 1:
Proposition 3.1.3. Let r > 3√
2
. Then for ε > 0 small enough, the equation
ε2y′′′′(ξ) + y′′(ξ) = y(ξ) − ry2(ξ) + y3(ξ) attains an exponentially decaying
solution y(ξ, ε) on (−∞, 0) such that |y(ξ, ε)− y0(ξ)| = O(ε2) as ε→ 0 where
y0(ξ) the function given by (3.1.2).
The proof of Prop. (3.1.3) is omitted as it diverges from the purpose of this
thesis
Outer Expansion : We formally search a solution in the form:
N∑
k=0
yk(ξ)ε
2k +O(ε2N+2)
for N ∈ N. However, we need to apply further analysis on this approximation
of arbitrary order 2N and we do so by applying singular perturbation theory:
we begin heuristically, by approximating the solution y(ξ, ε), asymptotically
as ε→ 0+ by truncating a formal sum of the form:
y˜(ξ, ε) =
∞∑
k=0
yk(ξ)ε
2k. (3.1.4)
Which is assumed to be asymptotic to the solution y(ξ, ε). To find such a
sum, we substitute the formal sum y˜(ξ, ε) into (3.1.5) after truncating it to
an arbitrary N ∈ N and assuming persistence of the relation y(ξ, ε) ' y˜(x, ε)
under differentiation. We let:
y(ξ, ε) =
N∑
k=0
yk(ξ)ε
2k +O(ε2N+2) (3.1.5)
with N ∈ N arbitrary (as ε→ 0). So, in the limit ε→ 0 we have:
ε2
( N∑
k=0
yk(ξ)ε
2k +O(ε2N+2)
)′′′′
+
( N∑
k=0
yk(ξ)ε
2k +O(ε2N+2)
)′′
=
N∑
k=0
yk(ξ)ε
2k − r
( N∑
k=0
yk(ξ)ε
2k
)2
+
( N∑
k=0
yk(ξ)ε
2k
)3
+O(ε2N+2).
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We have that ε ∈ (0, ε0), with ε0 sufficiently small, in order to find the
coefficients yk(ξ) we equate the coefficients of each ε2k on each hand side and,
for F (x) = x− rx2 + x3 ((RHS of (3.1.1)) we get:
ε0 : y′′0(ξ) = y0(ξ)− ry20(ξ) + y30(ξ), (3.1.6)
ε2 : y′′′′0 (ξ) + y
′′
1(ξ) = (1− 2ry0 + 3y20)y1(ξ), (3.1.7)
.
.
ε2k+2 : y′′′′k + y
′′
k+1 = F
′(y0)yk+1 − r
(∑
S2,k
yiyj
)
+
(∑
S3,k
yiyjyl
)
(3.1.8)
with Sm,n = {i1, ..., im ∈ N0|i1+...+im = n+1|i1, ..., im ≤ n}, n ≥ 1 (3.1.9)
and the “boundary” condition yk(ξ)→ 0 as ξ → −∞ or +∞.
Note that any order 2N of the approximation (eq. (3.1.10)) misses expo-
nentially small terms, and the presence of terms like e−1/ε
ε
cos(x
ε
) can turn the
Soliton into a weakly non-local Solitary wave by spoiling its localized nature.
yN(ξ, ε) =
N∑
k=0
yk(ξ)ε
2k. (3.1.10)
Moreover, assuming that each term yk(z) is analytic on the strip:
{z ∈ C : Im(z) ∈ (−pi, pi)} or on a half-strip: {Im(z) ∈ (−pi, pi), Re(z) < a},
for some a ≥ Re(z±m) we have:
yk(z) ∼ ∓Ak
(z − z±m(r))2k+1
, as z → z±m(r) (3.1.11)
for z±m(r), m = ±1 being the closest to the real line poles of the analytic
extension y0(z) of y0(ξ) (3.1.2), see the beginning of Sec. 3.2, and Ak satisfying:
Ak+1 =
1
4k2 + 14k + 6
(∑
S3,k
AiAjAl −
( 4∏
i=1
(2k + i)
)
Ak
)
(3.1.12)
for k ≥ 1, with A0 = −
√
2 and A1 = 4
√
2. The formula (3.1.12) is derived (in-
ductively) from equation (3.1.8) after formally equating the coefficients of the
dominant terms of the Laurent series, see Remark 3.1.4 - Frobenius Theorem.
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Near the poles the singular term ε2y′′′′(ξ, ε) becomes large enough, i.e. non-
negligible. We begin with the study of the equation near the pole z−1 , the cases
of the other poles are similar, since the equation is autonomous.
Remark 3.1.4. We notice that the coefficients yk(z) of the approximation in
the outer expansion may be analytically extended to a cut-plane (or extended
meromorphic-ally to C), see Frobenius Theorem, [10], this is not necessarily
true for the actual solution yε(z), unless possibly we define the later on a
suitable Riemann surface, so that it can be analytic and single valued. This
is of no surprise to us since the approximation at any order yN(ξ, ε) (for any
N ∈ N) misses exponentially small terms. In fact, we will later find out that
for almost all ε > 0 small there are possible exponentially small terms that
appear in discontinuous manner in different regions (sectors) on the complex
plane. This is an example of the so-called Stokes phenomenon, see [4],[5],
Def. 3.2.8. Fortunately, we do not need analyticity all over C, since we are
just interested in functions smooth enough in the real line, that solve equation
(3.1.1). The Stokes phenomenon is vital to the research in that field, since we
will be able to determine existence of exponentially small terms by evaluating
the amplitude of the corresponding discontinuity ([4], [6], [9]).
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3.2 Inner expansion
Step 2: We proceed by considering the:
Inner expansion: We first notice that y0(ξ) (defined in (3.1.2)) can be
analytically extended along any curve on the complex plane that does not
pass through the points:
z±k (r) = ± tanh−1
( 3√
2r
)
+ kpii, k ∈ Z \ {0}
which are simple poles. The exact formula of which is found in [1], it can also
be verified computationally. However, we are interested just in the fact that
they lie on two vertical lines, symmetric with respect to the imaginary axis
iR. We pick one of the four poles closer to the real axis, let z−1 and proceed by
rescaling the variable ξ and the function y(ξ, ε) so that we obtain an equation
whose dominant part near the pole is independent of ε, see eq. (3.2.1). We
follow the spirit of singular perturbation theory, that is to take a look closer
pole z−1 , and analysing the equation there, where the term y3(z, ε) becomes
dominant on the RHS of (3.1.1) and the singular term ε2y′′′′ is “magnified”.
First, since the equation is autonomous, we consider without loss of gener-
ality (after taking the translation z 7→ z + z−1 ) z−1 = 0. We set:
τ =
z
ε
, v(τ, ε) = εy(z, ε) (3.2.1)
and equation (3.1.1) becomes (with ′ = ∂/∂τ , or equivalently ∂τ ):
v′′′′(τ, ε) + v′′(τ, ε) = v3(τ, ε)− rεv2(τ, ε) + ε2v(τ, ε). (3.2.2)
The idea is, roughly speaking, to study possible existence of solutions in an
“O(ε)” region of the pole, but at the same time study the asymptotic properties
of v(τ, ε) as τ → ∞ along different directions. So, loosely speaking, the
equation is considered in a sector of a disk D(z−1 , %(ε)) with %(ε)/ε→ +∞ as
ε → 0+, so that we can take limits of τ at infinity (Van Dyke’s Asymptotic
Matching Principle in remark 3.2.3 ).
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Again, we follow the spirit of perturbation theory and substitute an expan-
sion of the form
∑N
k=0 vk(τ)ε
k + O(εN+1) (for N ∈ N arbitrary) to v(τ, ε),
when the rescaled variable τ is located away from the pole (translated to the
origin). Equivalently, but in a more rough way one can just formally substitute
a (formal) sum of the form v˜(τ, ε) =
∑∞
k=0 vk(τ)ε
k ∈ OHL [[ε]] presumed to be
asymptotic to v(τ, ε) as ε → 0+, with vk(τ) → 0 as τ → ∞ ∀k ∈ N0, then
equate the coefficients of each power of ε on each hand side.
We get:
ε0 : v′′′′0 (τ) + v
′′
0(τ) = v
3
0(τ), (3.2.3)
ε1 : v′′′′1 (τ) + v
′′
1(τ) = 3v
2
0(τ)v1(τ)− rv20(ξ), (3.2.4)
.
.
εk+1 : v′′′′k+1 + v
′′
k+1 = 3v
2
0vk+1 +
∑
S3,k
vivjvl − r
(∑
S2,k
vivj
)
+ vk−1. (3.2.5)
We will study equation (3.2.3), which is non-linear, thoroughly, in different
regions of the complex plane. The rest are linear and easier to study.
We consider an α ∈ (0, pi/2), and a z0 = −iψ0, for some ψ0 > 0 sufficiently
large (dependent of α) and consider the region:
SA,z0 = {z ∈ C : Arg(z − z0) ∈ A}, for A = ̂(a−1, a1) and a±1 = −pi/2± α.
and consider the subsets: (the “left” and “right” components of SA,z0 which
is symmetric with respect to the imaginary axis)
S+A,z0 = SA,z0 ∩ {Re(z) > 0}, S−A,z0 = SA,z0 ∩ {Re(z) < 0}.
We search for solutions v±0 (τ) of the equation (3.2.3) defined on S
±
A,z0
respec-
tively and find out whether or not their formulas coincide, by utilizing complex
analysis and studying their asymptotic properties. With these means we may
be able to detect possible differences in the corresponding asymptotic expan-
sions, resulting in the disagreement of the functions.
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Observation 3.2.1. Firstly, we bear in mind that the inner and outer solution
must match in an “intermediate” region, according to Van dyke’s matching
principle, from [8]. Roughly speaking this is: the inner limit (as the argument
tends to the singularity) of the outer solution must match the outer limit
(as the argument tends to leave the region) of the inner solution order by
order. This is a routine yet time consuming procedure, one can simply analyse
each term v±k (τ)ε
k = v±k (
z
ε
)εk in powers of type zmεn, that is setting v±k (τ)ε
k =∑
m,n am,nτ
−mεn =
∑
m,n am,nz
−mεn−m formally (for some am,n ∈ C), find an,m
(n,m ∈ N), do the same for y(ξ, ε) and find out whether these two expansions
coincide. Then, the first step towards matching the solutions is done. However,
the procedure of complex matching diverges from the purpose of this thesis and
therefore will be omitted, instead we will look just at the coefficient a1,1, which
corresponds to the leading term of the asymptotic expansion of v0(τ) (leading
term of v˜(τ, ε) =
∑∞
k=0 vk(τ)ε
k as ε→ 0) as τ →∞. So, since y0(z) ∼
√
2z−1
as z → 0 (the pole at z−1 after the translation) for it is Res(y0(z), 0) =
√
2, in
order to match the outer expansion we need: a1,1 =
√
2.
Again, we proceed heuristically, and consider a formal power series which
v0(τ) is asymptotic to. In particular, we notice that
√
2τ−1 solves the “un-
perturbed” system v′′(τ) = v3(τ), so adding the “perturbation” term v′′′′(τ)
and noticing that (
√
2τ−1)′′ = 2
√
2τ−3 = O(τ−3) we understand that a fruitful
educated guess is to assume a priori that v0(τ) is asymptotic to a formal sum
of the form of (negative) power series v˜0(τ) =
√
2τ−1 +
∞∑
k=1
ckτ
−2k−1 (see eq.
3.2.6) and find the coefficients ck, k ∈ N inductively with the method of dom-
inant balance. In fact, after substituting the formal sum v˜0(τ) into equation
(3.2.3) and equating the coefficient of each power τ k, k ∈ N on each hand side,
we find: 1
ck+1 =
1
4k2 + 14k + 6
(∑
S3,k
cicjcl −
( 4∏
i=1
(2k + i)
)
ck
)
, c0 =
√
2, c1 = −4
√
2
(3.2.6)
and S3,k = {(i, j, l) ∈ N30 : i+ j + l = k + 1|i, j, l ≤ k}.
1This formula is the same as (3.1.12), but we re-write it, now with ck+1 instead of Ak+1
to avoid confusion between inner and outer analysis. This is useful for the matching though.
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We will show that the formal series v˜0(τ) :=
∑∞
k=0 ckτ
−2k−1, v0(τ) asymp-
totes (at ∞) to, is of Gevrey type:
Lemma 3.2.2. The sequence Ck :=
(−1)kck
(2k)!
is positive, strictly increases and
converges to a constant Cs ∈ R.
Moreover, for large values of k we have:
Ck = Cs − 3Cs
2k
+O
( 1
k2
)
. (3.2.7)
Proof. We divide the recurrence relation of ck+1 (eq. (3.2.6)) by (2k+ 2)! and
we obtain the following equivalent (and normalized) relation for Ck:
Ck+1 =
1
4k2 + 14k + 6
(
F (k) +
( 4∏
i=1
(2k + i)
) Ck
(4k2 + 6k + 2)
)
(3.2.8)
where F (k) =
1
(2k + 2)!
∑
S3,k
(2i)!Ci(2j)!Cj(2l)!Cl.
The positiveness of Ck is easily shown inductively:
We have C0 =
√
2 > 0 and C1 = 2
√
2 > 0, and assume that Cn > 0, ∀n ≤ k
for some k ∈ N then F (n) > 0 for such n (straightforward) and so Cn+1 > 0
since the (RHS) of (3.2.8) is positive.
Also:
1
(4k2 + 14k + 6)(4k2 + 6k + 2)
( 4∏
i=1
(2k + i)
)
=
(k + 1)(k + 2)(2k + 1)(2k + 3)
(2k2 + 7k + 3)(2k2 + 3k + 1)
= 1 +
3
2k2 + 7k + 3
> 1.
We set G(k) =
3
2k2 + 7k + 3
=
3
2k2
− 21
4k3
+O
( 1
k4
)
(at infinity) and now we
can write:
Ck+1 =
F (k)
4k2 + 14k + 6
+ (1 +G(k))Ck. (3.2.9)
Thus Ck+1 > Ck, as F (k) > 0 (since Cm > 0, ∀m ≤ k) by the induction
assumptions.
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Now, we prove that there is a constant C > 0 such that Ck ≤ C, ∀k ∈ N,
this implies convergence since Ck increases.
We have G(k) ≤ 3
2k2
, ∀k ∈ N and for m ∈ {2, 3, ..., k0} for k0 ∈ N we get:
F (m) =
∑
S3,m
(2i)!Ci(2j)!Cj(2l)!Cl
(2m+ 2)!
≤ C
3
k0
2m2
∑
S3,m
1 =
C3k0
2m2
m2 + 5m
2
=
C3k0
4
(
1+
5
m
)
because Ci, Cj, Cl ≤ Ck0 and so CiCjCl ≤ C3k0 . Also |S3,m| =
m2 + 5m
2
(= #S3,m) and for the multinomial coefficients with (i, j, l) ∈ S3,m we have:
(2m+ 2)!
(2i)!(2j)!(2l)!
=
(
2m+ 2
2i, 2j, 2l
)
≥ (m+ 1)(2m+ 1) ≥ 2m2 =⇒
(2i)!Ci(2j)!Cj(2l)!Cl
(2m+ 2)!
≤ C
3
k0
2m2
and so: F (m) ≤ C
3
k0
4
(
1 +
5
m
)
Therefore,
F (m)
4m2 + 14m+ 6
≤ C
3
k0
16m2
(
1 +
5
m
)
≤ C
3
k0
2m2
for m ≥ 2
So, since k0 was arbitrary, we get for m ∈ {2, 3, ..} the inequality:
Cm+1 ≤
C3k0
16m2
+
5C3k0
64m3
+ (1 +G(m))Cm ≤ C
3
m
2m2
+
(
1 +
3
2m2
)
Cm. (3.2.10)
Now, we take a k0 ≥ 2 ∈ N and consider M(k0) :=
C˜2k0
2
+
3
2
≡M0 where:
C˜k0 := max{C2k0 , 2Ck0}(≡ C˜0 for simplicity). We have: Cm+1 ≤
(
1 +
M0
m2
)
Cm
∀m ∈ {2, ..., 2k0}.
This happens for such m since
C2m
2m2
+
3
2m2
≤ M0
m2
∀m ∈ {2, ..., 2k0}.
So, we have:
C2k0+1 ≤
(
1 +
M0
(2k0)2
)
C2k0 . (3.2.11)
Iterating (3.2.11) backwards (in C2k0) k0 − 1 times we get:
C2k0+1 ≤
( 2k0∏
i=k0
(
1 +
M0
i2
))
Ck0 ≤ e
∑2k0
i=k0
M0
i2 Ck0 , since ex ≥ 1 + x, ∀x ∈ R.
44
We notice:
2k0∑
i=k0
1
i2
≤
∞∑
i=k0
1
i2
≤ 1
k0
+
∞∑
i=k0+1
1
i(i+ 1)
=
1
k0
+
∞∑
i=k0+1
(1
i
− 1
i+ 1
)
≤ 2
k0
.
So, we obtain the inequality:
C2k0+1 ≤
( 2k0∏
i=k0
(
1 +
M0
i2
))
Ck0 ≤ e
∑2k0
i=k0
M0
i2 Ck0 ≤ e2
M0
k0 Ck0 .
Now, in order to prove a uniform bound, if suffices to show that
M0
k0
→ 0 as
k0 → +∞ (recall M0 ≡M(k0)), as in this case we will get that:
There is a k′0 ∈ N such that 2M(k′0)/k′0 ≤ ln 2, and so: C2k′0+1 ≤ 2Ck′0 ≤ C˜0.
Then we will be able to iterate (forward) inequality (3.2.11) as many times
as we want and maintaining the bound C˜0 since the same bound will hold
for C2k′0+1 with k
′
0 arbitrary, albeit large enough. Afterwards, we will do the
same for C(2k′0+1)+1 with M(k
′
0) ≡ M ′0 (staying the same as in the case of
C2k′0+1 ≤ ...) and obtain the same bound:
C2k′0+2 ≤ ... ≤
( 2k′0∏
i=k′0
(
1 +
M ′0
i2
))
Ck′0 ≤ e
∑2k′0
i=k′0
M′0
i2 Ck′0 ≤ e
2
M′0
k′0 Ck′0
and proceeding inductively in this manner, we get:
Ck ≤ max{C2k′0 , 2Ck′0} <∞, ∀k ∈ N
To show M0/k0 → 0 as k0 → +∞ we proceed by considering the sequence:
Dn : N0 7→ R, as follows: D0 = Ck0 and for n ≥ 0:
Dn+1 =
D3n
2(n+ k0)2
+
(
1 +
3
2(n+ k0)2
)
Dn. (3.2.12)
In a way similar to the respective proofs of the sequence Ck previously, we
immediately see that Dn > 0, for each n ∈ N and is increasing.
We see from the (RHS) of (3.2.12) that Dn ≥ Cn+k0 for n ∈ N, this follows
from a Gronwal-type inequality argument (adapted in this discrete system).
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Claim 3.2.3. For all a ∈ (0, 1/2) there exists A(a) ∈ R>0 and n′ ∈ N such
that for all naturals n ≥ n′ we have Dn ≤ A(a)na.
Proof of Claim 3.2.3. Let an a ∈ (0, 1/2) (arbitrary). We will see that for
n′ ∈ N sufficiently large, we are able to prove the statement inductively.
We take an n′ ∈ N and pick and A(a) such that Dn′ ≤ A(a)(n′)a, we will
see that for n′ large enough we can apply induction and prove the statement.
Let an n ≥ n′ such that the result holds, then for Dn+1 we have:
Dn+1 =
D3n
2(n+ k0)2
+
(
1 +
3
2(n+ k0)2
)
Dn ≤ A(a)na
(
1 +
A2(a)n2a + 3
2(n+ k0)2
)
So, we get Dn+1 ≤ A(a)na
(
1 +
A2(a)n2a−2
2
+
3n−2
2
)
.
Now, it suffices to prove that for all n ≥ n′ with n′ sufficiently large we get:
(∗) A(a)na
(
1 + an−1 +
a(a− 1)
2
n−2
)
≥ A(a)na
(
1 +
A2(a)n2a−2
2
+
3n−2
2
)
.
This inequality will be enough, since from Taylor’s theorem we get (for large n):
(
1+
1
n
)a
= 1+
a
n
+
a(a− 1)
2n2
+
a(a− 1)(a− 2)
6n3
(1+ξn)
a, for some ξn ∈
(
0,
1
n
)
.
So A(a)(1 + n)a = A(a)na
(
1 +
1
n
)a
≥ A(a)na(1 + an−1 + a(a− 1)
2
n−2
)
since a < 1/2.
We have 2a− 2 < −1, and so for all n > n′ for some n′ ∈ N large enough we
have (since a ∈ (0, 1/2) =⇒ 2− 2a > 1):
a
n
>
A2(a)
2n2−2a
+
a(1− a)
2n2
+
3
2n2
=⇒ a
n
+
a(a− 1)
2n2
>
A2(a)
2n2−2a
+
3
2n2
We multiply both sides of the latest inequality with A(a)na and we obtain
inequality (∗). Moreover, n2−2a/n = n1−2a → +∞ as n→ +∞.
So (after picking n′ sufficiently large) the inequality Dn ≤ A(a)na at the top
of this page holds, and so does the induction step. Lastly, we have that such
large n′ exists, and we are free to choose it as large as we need.
The statement of the claim is true.
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Now, we return to the the proof of lemma 3.2.2. We take an a ∈ (0, 1/2)
and we have that Cn+k0 ≤ Dn (by definition of Dn - see eq. 3.2.12), and
so Cn+k0 ≤ A(a)na⇒ C2n+k0 ≤ A2(a)n2a ≤ A2(a)n1−ε < A2(a)n for some
A(a) > 0 and ∀ε < 1− 2a, with a ∈ (0, 1/2) arbitrary.
Eventually, letting k0 → +∞ we get
C2k0
k0
→ 0 and now we can easily de-
duce that for C ′(k0) = max{C2k0 , 2Ck0} we have
(C ′(k0))2
k0
→ 0 in the limit
k0 → +∞.
Thus, for M(k0) =
3
2
+
C˜2(k0)
2
we obtain
2M(k0)
k0
→ 0 as k0 → +∞.
The proof of the first part Lemma 3.2.2 is complete. Let Cs := lim
k→∞
Ck.
Now, in order to prove the second part, i.e. n2
(
Cn − Cs + 3Cs
2n
)
≤ M , for
some M > 0, we re-write formula (3.2.8) as follows:
Cn+1 =
1
4n2 + 14n+ 6
(∑
S′3,n
(2i)!Ci(2j)!Cj(2l)!Cl
(2n+ 2)!
+
(
(2n+3)(2n+4)+g2(n)
)
Cn
)
(3.2.13)
where S ′3,n = S3,n ∩ {i, j, l ≤ n− 1} and g2(n) =
12
(n+ 1)(2n+ 1)
= O
(
n−2
)
at
infinity. We have:
1
4n2 + 14n+ 6
(∑
S′3,n
(2i)!Ci(2j)!Cj(2j)!(Cl)
(2n+ 2)!
)
≤ C
3
s
4n2
∑
S′3,n
(2i)!(2j)!(2l)!
(2n+ 2)!
≤ C
3
s
4n2
∑
S′3,n
6(2)!(2)!(2n− 2)!
(2n+ 2)!
≤ 3C
3
s
n6
|S ′3,n| =
C3s
n6
∣∣∣(n− 1)2 + 5(n− 1)
2
∣∣∣
≤ 3C
3
sn
2
n6
=
3C3s
n4
= O
( 1
n4
)
at n =∞.
We proceed by noticing:
∞∑
k=n
1
k3
≤
∞∑
k=n
1
k2(k − 1) =
∞∑
k=n
1
k
( 1
k − 1 −
1
k
) ≤ 1
n
∞∑
k=n
( 1
k − 1 −
1
k
) ≤ 2
n2
.
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=⇒
∞∑
k=n
1
k4
≤ 1
n
∞∑
k=n
1
k3
≤ 2
n3
,
∞∑
k=n
1
4k2 + 14k + 6
(∑
S′3,k
(2i)!Ci(2j)!Cj(2j)!Cl
(2k + 2)!
)
≤ 3C3s
∞∑
k=n
1
k4
= O(
1
n3
)
(3.2.14)
Similarly:
∞∑
k=n
12
(4k2 + 14k + 6)(k + 1)(2k + 1)
≤ 3
2
∞∑
k=n
1
k4
= O
( 1
n3
)
. (3.2.15)
We notice:
Cn+1 − Cn = 3Cn
2n2 + 7n+ 3
+O
( 1
n4
)⇒ (3.2.16)
Cn = (Cn − Cn+1) + ...+ (Cn+N−1 − Cn+N) + Cn+N , N ∈ N
and since N is arbitrary we can let N →∞ and obtain:
Cn = Cs−3
∞∑
k=n
Ck
2k2 + 7k + 3
+O
( 1
n3
)
= Cs− 3
2
∞∑
k=n
(Ck
k2
+O
( 1
k3
))
+O(
1
n3
)⇒
Cn = Cs − 3
2
( ∞∑
k=n+1
Ck
k2
)
+O
( 1
n2
)
. (3.2.17)
The last equation holds for every n ∈ N, so, we can replace Ck in the sum in
the (RHS) with the (“same”) expression ((3.2.17)) of Cn for n = k and write:
Cn = Cs − 3
2
( ∞∑
k=n+1
Cs
k2
)
+
9
4
( ∞∑
k=n+1
1
k2
∞∑
m=k+1
Cm
m2
)
+O
( 1
n2
)
,
but:
∞∑
k=n+1
1
k2
∞∑
m=k+1
Cm
m2
=
∞∑
m=n+1
Cm
m2
m∑
k=n+1
1
k2
≤
∞∑
m=n+1
Cs
m2
m∑
k=n+1
1
(k − 1)k ≤
Cs
n2
=⇒ Cn − Cs + 3Cs
2n
= O
( 1
n2
)
, at infinity.
The proof of Lemma 3.2.2 is complete.
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It is clear now, since (−1)kck ∼ Cs(2k)! as k → +∞ that the formal power
series v˜0(τ) =
∑∞
n=0 cnτ
−2n−1 is of Gevrey type. So, we can apply the Borel
transform to the formal sum v˜0(τ) and obtain an function vˆ0(s) that is analytic
on the unit disk D(0, 1) ≡ D0. We define:
vˆ0(s) := B[v˜0(τ)](s) =
∞∑
n=0
cn
(2n)!
s2n (3.2.18)
and proceed by investigating this Borel sum, which is defined by a power series
with radius of convergence:
R0 = lim sup
n→∞
(2n+ 2)!|cn|
(2n)!|cn+1| = limn→+∞
(2n+ 2)(2n+ 1)|cn|
|cn+1| = 1
since (−1)ncn is strictly increasing and |cn| ∼ Cs(2n)!.
We have:
Lemma 3.2.4. Let δ ∈ (0, pi/2). We have: vˆ0(s) ∼ Cs(1 + s2)−1 as s → ±i
with Arg(s− i) ∈ (3pi/2− δ, 3pi/2 + δ) and Arg(s+ i) ∈ (pi/2− δ, pi/2 + δ).
Proof. We will show this only in the limit s → i, the case for −i is similar.
We pick δ an let a ∈ (3pi/2− δ, 3pi/2 + δ) and set s = i+ reia:
vˆ0(s) = B[v˜0(τ)](s) = B[v˜0(τ)](i+ reia) =
∞∑
k=0
ck
(2k)!
(i+ reia)2k.
We set ψ = 1 + r sin(a) for r small enough and we write:
vˆ0(s) = B[v˜0(τ)](r cos(a) + iψ) =
∞∑
k=0
ck
(2k)!
(r cos(a) + iψ)2k =
∞∑
k=0
ck
(2k)!
(iψ)2k + r cos(a)
∞∑
k=1
2kck
(2k)!
(iψ)2k−1 +O(r2) (as r → 0)=⇒
vˆ0(r cos(a) + iψ) =
∞∑
k=0
(−1)kck
(2k)!
(ψ)2k − ir cos(a)
∞∑
k=0
(−1)kck
(2k − 1)!ψ
2k−1 +O(r2).
Now, let an ε > 0 such and N ∈ N (dependent on ε) such that |Cn − Cs| < ε
for all n > N and have:
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Re(vˆ0(s)) =
N∑
k=0
Ck(ψ
2)k +
∞∑
k=N+1
Ck(ψ
2)k + h.o.t. ≥
N∑
k=0
Ck(ψ
2)k+
∞∑
k=N+1
CN+1(ψ
2)k+h.o.t. ≥
N∑
k=0
Ck(ψ
2)k+
(Cs − ε)ψ2N+2
1− ψ2 +h.o.t.
since 0 < Cs − Cn < ε for all natural n > N , where by h.o.t. (higher or-
der terms) we mean some certain O(r2) terms.
We have: 1 + s2 = 1 + (i+ reia)2 = 2ireia + r2e2ia = −2r sin(a) + 2ir cos(a) +
O(r2), so:
1 + s2
Cs
vˆ(s) =
2ireia + r2e2ia
Cs
(∑
k≥0
Ckψ
2k − 2ir cos(a)
∑
k≥1
kCkψ
2k−1 +O(r2)
)
,
and after doing some calculations, for the real part and for some h(r) = O(r)
(at zero) we get (for r near zero):
1 + h(r) ≥ Re
(1 + s2
Cs
vˆ(s)
)
=
−2r sin(a)
Cs
∑
k≥0
Ckψ
2k + h.o.t. ≥
−2r sin(a)
Cs
( N∑
k=0
Ckψ
2k+ψ2N
Cs − ε
1− ψ2
)
≥ −2r sin(a)
Cs
((1 + r sin(a))2N(Cs − ε)
−2r sin(a)− r2 sin2(a)
)
.
We take the limit r → 0 (s→ i) and we have:
1 ≥ lim
r→0
Re
(1 + s2
Cs
vˆ(s)
)
≥ 1− ε
Cs
and since ε was arbitrary, we have that Re
(1 + s2
Cs
vˆ(s)
)
∼ 1 as s → i along
the half-line: r cos(a) + i(1 + r sin(a)), r > 0.
Similarly, along the same half-lines, we find that Im
(1 + s2
Cs
vˆ(s)
)
= O(r)
as r → 0.
Finally, we get:
vˆ(s) ∼ Cs
1 + s2
(3.2.19)
as s→ ±i with non-horizontal direction.
Corollary 3.2.5. vˆ0(s) ∼ Cs
1 + s2
as s→ ±i, for s ∈ D0∩{s ∈ C : Re(s) = 0}.
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Lemma 3.2.6. There exist a function r(s) analytic and bounded on the unit
disk D0 such that the function vˆ0(s) (eqs. (3.2.18) and (3.2.6) has the form:
vˆ0(s) =
Cs
s2 + 1
+
3Cs
2
ln(1 + s2) + r(s), s ∈ D0 (3.2.20)
Proof. We set rk = Ck − Cs, k ∈ N and we have:
vˆ0(s) =
∞∑
k=0
ck
(2k)!
s2k =
∞∑
k=0
(−1)kCks2k =
∞∑
k=0
Ck(−s2)k =
Cs
∞∑
k=0
(−s2)k−
∞∑
k=0
(Cs−Ck)(−s2)k = Cs
1 + s2
− (−3Cs)
2
∞∑
k=1
(−s2)k
k
+
∞∑
k=0
rks
2k =
Cs
1 + s2
+
3Cs
2
ln(1+s2)+
∞∑
k=0
rks
2k ⇒
∞∑
k=0
rks
2k = vˆ0(s)− Cs
1 + s2
− 3Cs
2
ln(1+s2)
where rk = O(k−2) at infinity (lemma 3.2.2).
So, there is an M > 0 such that rk ≤Mk−2 for all n ∈ N and the sum:
|
∞∑
k=0
rks
2k| ≤
∞∑
k=0
|rk||s|2k ≤ r0 +
∞∑
k=1
M
k2
|s|2k ≤ r0 +
∞∑
k=1
M
k2
= r0 +
Mpi2
6
converges absolutely on D0, and so r(s), analytic on and bounded D0.
If the function vˆ0(s) can be analytically extended on a δ-neighbourhood of
some ray [0,∞eiθ) to a function vˆ(s) of some exponential type c, we can then
apply the Laplace transform on vˆ(s) and obtain a function which is analytic,
solves eq. (3.2.3) and is asymptotic to the formal sum v˜(τ) on the half-plane
H+θ,c = {z ∈ C : Re(eiθz) > c}. Lastly, we will study the differences of
functions obtained by Laplace-transforming vˆ(s) along different rays.
Lemma 3.2.7. Let an a ∈ (0, pi/2). The Borel transform vˆ(s) = B[v˜0(τ)](s),
of the formal sum v˜0(τ) =
∑∞
k=0 ckτ
−2k−1 with ck defined in (3.2.6) can be
analytically extended on D0 ∪ SA+ ∪ SA−, where: A+ = ̂(−a, a) and A− =
̂(pi − a, pi + a), let vˆ(s) this continuation. Moreover there exist Ma, La > 0
such that |vˆ(s)| ≤MaeLa|s| on D0 ∪ SA+ ∪ SA−.
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Proof. We consider the functional equation:
s4vˆ0(s) + s
2vˆ0(s) = (vˆ0 ∗ vˆ0 ∗ vˆ0)(s) (3.2.21)
for s ∈ D0, which is derived after applying the transform L−1 to (3.2.3).
We will denote the triple convolution on the (RHS) of (3.2.21) as vˆ∗30 through
the straight line segment connecting [0, s] for s such that the segment does not
pass through singularities of vˆ0(s).
We let a r ∈ (0, 1) and for s ∈ D(0, r) ⊆ D0 we write:
vˆ0(s) =
vˆ∗30
s2(s2 + 1)
, s ∈ D(0, r).
We see that even though s2 appears in the denominator in the latest formula,
s = 0 is not a singularity, because vˆ0(s) =
√
2 + O(s2) as s → 0. However, v
does have singularities at s = ±i as proven in lemma 3.2.4.
Now, we set S1,r(A) = D(0, 2r) ∩ SA and for s ∈ S1,r(A) \ D(0, r) we con-
sider the integral equation:
vˆ1(s) =
1
s2(s2 + 1)
vˆ∗31 . (3.2.22)
We now set S1,r(A) = S1,r(A) \ D(0, r) and study whether equation (3.2.22)
has a solution in S1,r(A). To do that, we take a “partition of unity”:
For s ∈ S1,r(A), we set vˆ1(s) = vˆ0(s), and for s ∈ S1,r(A) we consider
vˆ1(s) : S1,r(A) 7→ C such that vˆ1(s) = 0 on D(0, r), and vˆ1(s) (6= 0) otherwise,
the unknown in eq. (3.2.22). We will prove existence of such solution vˆ1(s).
Recall (u+ v)∗n =
n∑
k=0
(
n
k
)
u∗k ∗ v∗(n−k). We re-write (3.2.22) as:
vˆ1 =
1
s2(s2 + 1)
(vˆ∗30 + 3vˆ
∗2
0 ∗ vˆ1). (3.2.23)
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Equation (3.2.22) is equivalent to (3.2.23) because we have:
vˆ∗21 (s) =
∫ s
0
vˆ1(τ)vˆ1(s− τ)dτ = 0, for s ∈ S1,r(A)
because for each τ ∈ [0, s) and τ ′ ∈ [0, s − τ) we have that either vˆ1(τ) = 0,
or vˆ1(s− τ) = 0, in other words, there are no “non-linear” terms of v¯1, bearing
in mind the associative property of convolution, page 20.
We fix an a ∈ (0, pi/2), we set sr = reia = [0, s] ∩ ∂D(0, r) and we have:
vˆ1(s) =
Cr(s)
s2(s2 + 1)
+
3
s2(s2 + 1)
(vˆ∗20 ∗ vˆ1) (3.2.24)
where Cr(s) =
∫ sr
s−sr
vˆ0(τ)
∫ sr−τ
0
vˆ0(τ
′)vˆ0(s− τ − τ ′)dτ ′dτ .
The integral form of (3.2.23-4) can be written:
vˆ1(s) = fr(s) +
3
s2(s2 + 1)
∫ s
sr
vˆ1(τ)
∫ s−τ
0
vˆ0(τ
′)vˆ0(s− τ − τ ′)dτ ′dτ (3.2.25)
with
fr(s) =
Cr(s)
s2(s2 + 1)
=
1
s2(s2 + 1)
∫ sr
0
vˆ0(τ)
∫ s−τ
s−sr
vˆ0(τ
′)vˆ0(s− τ − τ ′)dτ ′dτ.
(3.2.26)
Equation (3.2.25) is a Volterra equation of 2nd kind with Integral Kernel :
K(s, τ) = K(s− τ) = 3
s2(s2 + 1)
∫ s−τ
0
vˆ0(τ
′)vˆ0(s− τ − τ ′)dt′, ∀τ ∈ [0, s).
(3.2.27)
and 0 otherwise.
We have: Arg(s), Arg(τ) = a ∈ (0, pi/2) fixed, so
∣∣∣ 1
s2 + 1
∣∣∣ = ∣∣∣ 1
(s+ i)(s− i)
∣∣∣
is bounded in D(0, r) ∪ S1,r(A).
Similarly, for some Mf ,MK > 0 we have bounds: |fr(s)| ≤ Mf on S1,r(A)
and:
|K(s, τ)| = |(vˆ0∗vˆ0)(s−τ)| =
∣∣∣ ∫ s−τ
0
vˆ0(τ
′)vˆ0(s−τ−τ ′)dτ ′
∣∣∣ ≤MK , s ∈ S1,r(A),
τ ∈ [sr, s].
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Consider X := A(S1,r(A)), the space of analytic functions on S1,r(A) and
a Xε the space of analytic functions on an ε-neighbourhood of S1,r(A), for ε
small enough, and the operator:
TK : X 7→ X defined by: TK(v(s)) := fr(s) +
∫ s
sr
v(τ)K(s, τ)dτ.
The problem of proving existence of solution to (3.2.24) with certain prop-
erties reduces to the problem of proving a existence of a fixed point on TK on
a suitable subspace of X (obviously Xε ⊆ X ).
For x, y ∈ Xε we have:
|TK(x)− TK(y)| =
∣∣∣ ∫ s
sr
(x− y)K(s, τ)dτ
∣∣∣ ≤ ∣∣∣ ∫ s
sr
|x− y||K(s, τ)|dτ
∣∣∣ =⇒
|TK(x(s))− TK(y(s))| ≤MK
∣∣∣ ∫ s
sr
|x(τ)− y(τ)|dτ
∣∣∣ ≤MK |s− sr| · ||x− y||∞.
(3.2.28)
(the supremum norm is finite since x, y ∈ Xε) By induction, and using similar
techniques, we can show that:
|T nK(x(s))− T nK(y(s))| ≤
MnK |s− sr|n
n!
||x(s)− y(s)||∞. (3.2.29)
Since ||x(s) − y(s)||∞ < ∞, the (RHS) of (3.2.29) tends to 0 as n → +∞,
consequently, for all n large enough, i.e. T nK is a contraction mapping.
We set x0 := fr(s) ∈ A(S1,r(A)) and xk = T (xk−1)
(
... = T k(x0)
)
and have:
xn = x0 +
n∑
k=1
(xk − xk−1). (3.2.30)
From (3.2.29)
(
after setting y = x0, x = T (y) = x1
)
, we have that the (RHS)
of (3.2.30) converges absolutely as n→ +∞, in particular:
|xn| ≤ |x0|+ |x1−x0|
∞∑
j=0
M jK
j!
|s−sr|j = |x0|+ |x1−x0|eMK |s−sr| <∞ (3.2.31)
uniformly ∀n ∈ N. Let M∞ := ||x0||∞ + ||x1 − x0||∞eMK
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Therefore, there is a subsequence xkn ∈ Xε ∩ {||x||∞ ≤ M∞} of xn, that
converges to a function x∞ ∈ Xε ∩ {||x|| ≤ M∞}. So, T n(x0) → x∞ and by
(3.2.29) we have
∣∣T n+1(x0(s))− T n(x0(s))∣∣ = ∣∣T(T n(x0))− T n(x0)∣∣→ 0
as n → ∞, meaning that T (x∞) = x∞, analyticity is preserved through uni-
form convergence. The terms T n are the partial sums of the Neumann series.
To avoid confusion regarding the notation, we set this x∞(τ) = vˆ1(τ) ∈ X .
We apply the same procedure (countably) many times, each time extending
the domain as S2k(A) = D(0, 2k+1r) ∩ SA (each time we “double” the domain
in definition), similarly: S2k(A) = S2k(A) \ D(0, 2kr) and obtain a solution
vˆ2k(τ). Consequently extending vˆ0(s) to an analytic function vˆ2k(s) on S2k(A).
Thereafter, we can inductively (in k) show that that vˆ(s) can be extended
to an analytic function on D0 ∪ SA (r < 1 was arbitrary, and vˆ0(τ) is analytic
on D0). Now, we prove that this analytic continuation is of exponential type:
We will study the problem inductively for s ∈ Sn(A) = D(0, (n+ 1)r) ∩ SA,
Sn(A) = Sn(A) \ D(0, (n+ 1)r) and proceed with induction in n.
To avoid confusion, notice that in the part where we showed existence we
doubled the radius r 7→ 2r. Now, we just increase it by r: nr 7→ (n+ 1)r.
Without loss of generality we consider the case with Re(s) > 0 (the case
where Re(s) < 0 is similar). For n = 1 we have:
|vˆ1(s)| ≤ |f0(s)|+
∣∣∣ ∫ s
s0
|vˆ1(τ)||K(s, τ)|dτ
∣∣∣ ≤M0 +L0 ∫ x
1
|vˆ1(eiay)|dy (3.2.32)
where, x = se−ia ∈ R, M0 = |vˆ∗30 |, L0 = |K(s, τ)|, both considered on the line
segment {|s0| ≤ |s′| ≤ |s| : arg(s) = a} and y = τe−ia (and so dτ = eiady).
We set V1(x) =
∫ x
1
|vˆ1(eiay)|dy, x ∈ [1, 2] and equivalently we have:
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(for ′ = d
dx
)
V ′1(x) ≤M0 + L0V1(x), V1(x0) = 0. (3.2.33)
We consider the initial value problem (for x ∈ [1, 2]):
V¯ ′1(x) = M0 + L0V¯1(x), V¯1(x0) = 0. (3.2.34)
For which the (unique) solution is: V¯1(x) = −M0
L0
+
(M0
L0
)
eL0(x−x0).
By standard theory of ODEs (Gronwall’s inequality) we get: V¯1(x) ≥ V1(x),
=⇒M0e−1eL0|s| = M0eL0(|s|−|s0|) = M0 + L0V¯1(x) ≥M0 + L0V1(x) ≥ |vˆ1(s)|.
i.e. |vˆ1(s)| is of exponential order L0. Also, we have |s0| = |eia| = 1 and s has
the same direction (Arg(s) = a) and continues from s0 = eia, which is why we
get: |s± s0| = |s| ± |s0|.
Now, we take n ∈ N and L,M > 0 such that |vˆk(s)| ≤MeL|s| for s ∈ Sn(A),
∀k ∈ {1, 2, ..., n} and search for possible exponential bounds of |vˆn+1(s)|
We set vˆk(s) = vˆk(s)1lSk(A) for k = 1, 2, .., n, vˆ0(s) = vˆ01lD0 and we have:
vˆn+1(s) =
vˆ∗3n+1(s)
s2(s2 + 1)
=
1
s2(s2 + 1)
( n+1∑
k=0
vˆk
)∗3
(s). (3.2.35)
Because trivially, we have: vˆn+1(s) =
n+1∑
k=0
vˆk(s) for s ∈ Sn+1(A), and this sum
equals vˆn+1(s) for all s ∈ Sn+1(A).
However, we have: vˆ∗jn+1(s) = 0 for j = 2, 3 and vˆn+1∗vˆk(s) for k = 2, 3, ..., n−1.
vˆn+1(s) =
1
s2(s2 + 1)
( n∑
k=0
vˆk
)∗3
(s) +
3
s2(s2 + 1)
(
vˆ∗20 ∗ vˆn+1
)
(s). (3.2.36)
So, we obtain the inequality:
|vˆn+1(s)| ≤ 1|s2 + 1||s|2
∑
S3,n
|vˆi1 ∗ vˆi2 ∗ vˆi3 |+
3
|s2 + 1||s|2 |vˆ
∗2
0 ∗ vˆn+1(s)| (3.2.37)
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As before, we set s = eiax for x ∈ (n, n + 1) we have (the n2 term comes
from the number of terms in the sum in (3.2.37) - |S3,n| = (n2 + 5n)/2):
|vˆn+1(s)| ≤
M3n2
2|s2 + 1||s|2 e
L0|sn| + Ls
∫ x
n
|vˆn+1(eiay)|dy (3.2.38)
where Ls =
3
|s|2|s2 + 1| |v0 ∗ v0| ≤
3
|s0|2|s20 + 1|
|v0 ∗ v0| ≤ L0
for s ∈ [ns0, (n+ 1)s0] with s0 = eia. So, we get:
|vˆn+1(s)| ≤
M3eL0|sn|
2|s2 + 1| +L0
∫ x
n
|vˆn+1(eiay)|dy ≤
M3enL0
2|n2 − 1|+L0
∫ x
n
|vˆn+1(eiay)|dy
(3.2.39)
we apply the steps presented in the case n = 1 and we get (for n ∈ N \ {1}):
|vˆn+1(s)| ≤
M3eL0|sn|
2|n2 − 1| e
L0(|s|−|sn|) =
M3
2(n2 − 1)e
L0|s|. (3.2.40)
So, if M¯n is the infimum of the upper bound of vˆn(s)e−L0|s|, for s ∈ [0, sn],
then the infimum of the upper bound of |vˆn+1(s)|e−L0|s| for s ∈ [sn, sn+1] is
≤ M¯
3
n
2(n2 − 1) ≤
M¯3n
n2
, since n ≥ 2.
If n ≥
√
M¯2n
2
+ 1, then Mˆn ≥ Mˆ
3
n
2(n2 − 1) and proceed inductively.
If not true though, we continue, and without loss of generality we set:
Mn+1 ≡ M¯
3
n
n2
and apply the procedure for n+ 2 and to get:
Mn+2 ≡ M
3
n+1
(n+ 1)2
=
M¯9n
n6(n+ 1)2
an upper bound for |vˆn+2(s)|e−L0|s| for s ∈ [sn+1, sn+2]
We apply the same procedure k times and we obtain:
Mn+k ≡
M3n+k−1
(n+ k − 1)2 = .... =
M¯3
k
n
n2(3)k−1(n+ 1)2(3)k−2 ...(n+ k − 1)2 .
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We have 3k terms equal to M¯n in the nominator and:
2 · (1 + 3 + ...+ 3k−1) = 2 · 3
k − 1
2
= 3k − 1 terms varying from n to n+ k− 1,
where each n+ i appears (at least) twice i = 0, ..., k − 1, in the denominator.
We have n and Mn fixed, so for k sufficiently large, we have n+ i ≥ M¯n for
all i ≥ k0 for some k0 ∈ {0, 1, ..., k − 1}.
That means: 1 ≥ M¯n
n+ i
for all i ≥ k0, moreover: 1 ≥ M¯n
n+ k0
≥ M¯n
n+ k0 + 1
≥
... ≥ Mn
n+ k − 1 > 0.
which means thatMn+m has a maximum atm = k0−1 or k0, and form ≥ k0+1
it start decreasing. In other words, we have that Mn+k ≥ 0 is bounded as a
sequence of k ∈ N (n ∈ N is fixed).
Therefore, there is an Ma > 0 such that M¯m ≤Ma for all m ∈ N, so
|vˆm(s)| ≤MaeL0|s|
for s ∈ [0, sm] = [0,meia], for all m ∈ N. We set L0 = La and since this
estimate is uniform in m ∈ N the proof of Lemma 3.2.7 is complete.
Following [4], we introduce:
Definition 3.2.8. Stokes Phenomenon: Let D a region of the complex
plane and z0 ∈ D ∪ {∞}. The asymptotic formula of a function f(z) : D ⊆
C→ C as z → z0, changes discontinuously as arg(z − z1) varies continuously
for some z1 ∈ C.
The lines on which this (usually “jump”) discontinuity happens, are called
Stokes lines. An informative example is the Airy function, [4].
Note that Definition 3.2.8 may be generalized and include discontinuities
on a more generic class of curves, not just straight lines: We can consider two
(maybe infinite) adjacent regions R1,2 of the complex plane (the intersection
of their closures is a 1-D curve ⊂ C). However, in this setting it suffices to
consider this simplistic definition.
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Now, we will apply the Laplace transform along an arbitrary (non-singular)
ray {s ∈ C : arg(s) = θ 6= ±pi/2}.
Let an a ∈ (0, pi/2) and consider a set of directions A+ = ̂(−a, a) and its
reflection with respect to the imaginary axis A− = ̂(pi − a, pi + a). For θ+ ∈ A+
we have pi − θ+ ∈ A−, and set θ− = pi − θ+. We set:
vθ+(τ) := Lθ+ [vˆ(s)](τ) =
∫ ∞eiθ+
0
e−τsvˆ(s)ds (3.2.41)
vθ−(τ) := Lθ− [vˆ(s)](τ) =
∫ ∞eiθ−
0
e−τsvˆ(s)ds (3.2.42)
Also, note that for each θ1, θ2 ∈ A+ (equiv. A−), the domain of definition of
vθ1(τ) and vθ2(τ) have non-empty intersection that consists of one connected
component. Also, for such θ1,2, since vˆθ(s) is analytic (and of exponential type)
for each θ ∈ A+, vθ1,2(τ) agree on their common subset of definition, by the
Identity theorem from standard Complex Analysis. Since θ1,2 ∈ A+ (resp. A−)
are arbitary we can define vA±(τ) the extension of v0(τ) = L0[vˆ(s)](τ) where
θ = 0 in (3.2.41) as θ runs all over A+ (resp. A−).
The domain of definition (⊆ C, with analytic properties) of vA±(z) is the
union of half-planes: H+A±,c0 =
⋃
θ∈A± H
+
θ,c0
where c0 the exponential type of
vˆ(s).
Notice that the domains of definitions of vA±(τ) have two totally discon-
nected components, one in the upper and one in the lower half-plane. In fact,
these are the sectors, SU , SL such that:
H+A+,c0 ∩H+A−,c0 = SU ∪ SL (3.2.43)
with SU ⊆ HU and SL ⊆ HL for z0 = −iy0 and y0 := Re(−ieiay0) = c0 2, i.e
{±z0} = ∂H+∓a,c0 ∩ {iy, y ∈ R}
However, vA±(τ) do not agree on SU ∪ SL. In fact, we have:
2The exponential type c of vθ(τ) = L[vˆ](τ) depends on the direction θ, but since we take
a set of directions small enough that does not contain any “singular” directions/rays (like
[0,∞e±ipi/2) who contains the singular point ±i of vˆ), we can take just one c, such as the
supremum of such c′s, and work with this.
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Proposition 3.2.9. The functions v±(τ) defined in (3.2.41)-(3.2.42) satisfy:
vθ+(τ)− vθ−(τ) = piCse−iτ +O
(e−iτ
τ
)
as τ →∞ in SU (3.2.44)
Proof. Let θ+ ∈ A+ ∩ (̂0, pi), θ− = pi − θ+ and τ ∈ SL. From lem. 3.2.6 we
get:
vθ+(τ)− vθ−(τ) =
∫ ∞eiθ+
0
e−τsvˆ(s)ds−
∫ ∞eiθ−
0
e−τsvˆ(s)ds =
∫
C+
e−τsvˆ(s)ds
(3.2.45)
where the contour of integration: C+ := (−∞eiθ− , 0] ∪ [0,∞eiθ+) (and s is
moving counter-clockwise, i.e. “positive” direction). By utilizing lemma 3.2.6
and Lemma 3.2.7 we get (after slightly abusing notation):∫
C+
e−τsvˆ(s)ds =
Cs
2i
∫
C+
e−τs
s2 + 1
ds+
3Cs
2
∫
C+
(
ln(s2 + 1) + r(s)
)
e−τsds
(3.2.46)
The term ln(s2 + 1) is analytic on the cut-plane
(
C \ {iR}) ∪ D0 (⊇ C+) and
can be decomposed as ln(s2 + 1) = ln(s− i) + ln(s+ i) there and the term r(s)
is defined as:
r(s) = vˆ(s)− Cs
s2 + 1
− 3Cs
2
ln(s2 + 1) for s ∈ (SA+ ∪ SA−) ∪ D0
By standard analysis and lemmas 3.2.6-7 we have that ln(s ± i) and r(s)
are of exponential type, i.e. | ln(s± i)|, |r(s)| ≤Mec|s| ∀s ∈ (SA+ ∪ SA−) \ D0
for some M, c > 0. They are also bounded in D0:
∣∣∣ ∫ ∞eiθ±
0
e−τs
(
ln(s2 + 1) + r(s)
)
ds
∣∣∣ = O(1
τ
)
as τ →∞ (3.2.47)
Also:
∣∣∣ ∫
C+
e−τs
(
ln(s2 + 1) + r(s)
)
ds
∣∣∣ = O(e−τi
τ
)
as τ →∞
The Residue theorem and other standard tools from Complex Analysis give:∫
C+
Cse
−τs
s2 + 1
ds = Res
(Cse−τs
s2 + 1
)∣∣∣
s=i
= piCse
−τi (3.2.48)
Combining eqs. 3.2.45 to 3.2.48 we get eq. 3.2.44.
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Corollary 3.2.10. Let θ+ ∈ A+∩ ̂(−pi/2, 0) and θ− = pi−θ+ ∈ A−∩ ̂(pi, 3pi/2).
The function vθ± := Lθ± [vˆ(s)](τ) : H+θ±,c0 → C satisfies:
vθ+(τ)− vθ−(τ) = piCseiτ +O
(eiτ
τ
)
as τ →∞ in SU (3.2.49)
Remark 3.2.11. In order to write a proof of Theorem 3.1.2, one needs to
develop Steps 3-4 (see p.35) thoroughly, but first prove Proposition 3.1.3, and
show existence (unique - up to translations) of stable outer and inner solu-
tions y(ξ, ε), v(ξ, ε) such that |y(ξ, ε)−yN(ξ, ε)|,|v(ξ, ε)−vN(ξ, ε)| = O(ε2N+2),
respectively, for N ∈ N0 arbitrary (with y0(ξ, ε), v0(ξ, ε) ≡ y0(ξ), v0(ξ) resp.),
where yN(ξ, ε), vN(ξ, ε) are the first N terms of the formal sums y˜(ξ, ε) (eq.
(3.1.10)) and v˜(ξ, ε) respectively, ideally with a uniform-in-N bound (i.e. con-
stant) inside the “O”.
However, assuming existence of these, we can proceed by justifying that
the outer solution v(τ, ε) exhibits the Stokes phenomenon, as by lemma 3.2.8
the leading term of the formal series v˜(τ, ε) cannot decay on both H±, as no
decaying solutions on H± agree on iR or on common domains. Assuming that
matching conditions are met, we expect the outer and stable (at −∞) solution
y−(z, ε) (defined on a -possibly half- strip containing R) to exhibit different
behaviour at the left and right of z−1 as well as z
−
−1(see the beginning of 3.2),
and by the transformation of variables z 7→ −z we get a solution that is stable
at +∞. Finally, we understand that it is possible to find specific values (εn)of
ε, such that y±(0, ε) and their derivatives agree, and that would mean that
y±(ξ, ε) coincide (one will be the continuation of the line) and by definition
they decay exponentially at ±∞, in other words we have a Soliton at ε = εn.
However, all these are yet undeveloped ideas as the details for all these go
beyond the purpose of this thesis.
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Chapter 4
Numerical evaluation of Stokes
constants
In this chapter we present some numerical results on the mGKdV equation
presented in 3.2. Our aim to obtain quantitative information regarding the
“splitting of separatrices” as explained in the introduction. In particular we
present two computational methods for computing the Splitting constant piCs
defined in (3.2) which provide sufficient information on the “amplitude” of the
splitting. The constant Cs will be called the Stokes constant and we show that
these methods for evaluating it are mathematically valid.
To proceed, we need to recall from Ch.3 the following definitions and results
in addition to the essential notation and definitions from Ch.2:
4.1 Methods of evaluating the Splitting and nu-
merical results
We saw in Ch.3, that the limit lim
k→+∞
(−1)k(ck/(2k)!) (provided that it exists)
defines a constant, Cs that characterizes the “exponentially small” differences
of functions that are asymptotic to the same (Gevrey) formal power series.
The intuition behind it, is that this limit, if non-zero, the Borel transform
of the formal sum v˜0(τ) defines a function vˆ(s) analytic on the unit disk and
this constant is related to the Residue of vˆ(s) at each singularity.
62
If this constant (Cs) was zero, then vˆ(s) would be an entire function, which
would mean that the Laplace transform along any direction of the complex
plane would define an analytic function on a half-plane subset of C \ {0}
(provided that vˆ(s) is of some exponential type on a δ−neighbourhood of the
ray on which we apply the Laplace transform), and since this direction can
be arbitrary, we would get a (unique) function that is analytic on a subset of
C \ {0}.
However, by the equation we understand that Cs 6= 0 and this is because
of the fourth order term in the differential operator Lε := ε2d4/dx2 + d2/dx2
which makes the coefficients cn, roughly speaking, grow like (2n)! with sign
that alternates as (−1)n.
Therefore, we can introduce the “First method ”, which we will call:
Rate of Divergence Method:
It consists of the direct calculation of the limit (cn is defined in (3.2.6)):
Cs = lim
n→+∞
|cn|
(2n)!
= lim
n→+∞
(−1)ncn
(2n)!
(4.1.1)
In the case of our main problem, (that is the mGKdV equation and (3.2.1-2))
this limit gives us the constant (divided by pi) which the exponentially small
term (in this case e−iτ ) is multiplied with.
In the Second method we use the formal sum v˜0(τ) that corresponds to the
asymptotic expansion of the Laplace tranform of vˆ(s) (Theorem 2.1.10) on a
half-plane. The formula of this sum (as well as the Borel transform of the
sum) remains intact as the direction of integration in the Laplace transform
varies. The direction on which the Laplace transform takes place governs the
rotation and translation of the complex half-plane which the function is defined
(and analytic) with respect to the exponential bound the Borel transform
vˆ(s) attains on that direction. Moreover, since in this case where vˆ(s) has
symmetric (with respect to the real axis) imaginary singularities, we cannot
integrate along any vertical ray emitted from 0.
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This method consists of directly calculating the difference of solutions vθ±(τ)
asymptotically, with “initial conditions” governed by the formal sum v˜0(τ):
Initial Value Problems Method(IVP):
For simplicity, since the values of θ+ and α > 0 do not really matter we
drop θ± ∈ A± from the subscript of vθ±(τ) and simply denote them by v±(τ).
A) Pick a z = −iψ ∈ {z ∈ C : Re(z) = 0, Im(z) < −10}1
B) Optimal truncate the series with respect to z
(
in this case N(ψ) =
⌊
|ψ|
2
⌋)
C) For t ∈ [0, ψ], solve the ψ-parametric initial value problems (ψ > 10):
u′′′′± (t) + u
′′
±(t) = u
3
±(t) (4.1.2)
u
(k)
± (0) =
dk
dzk
(N(ψ)∑
n=0
cn
z2n+1
)∣∣∣
z=±ψ−ψi
, k = 0, 1, 2, 3 (4.1.3)
where the contour of integration (domain of definition of potential solutions)
is: {±(ψ − t) − iψ ∈ C : t ∈ [0, ψ]} respectively, i.e. the line segment that
connects ±ψ − iψ and −iψ ∈ iR.
D) Calculate:
C = lim
ψ→+∞
eψ(u+(iψ)− u−(iψ)) (4.1.4)
The result will be C = piCs (see Section 4.2.).
Unfortunately, these methods cannot be applied on paper, and this is due to
the facts that it is very difficult to obtain a closed formula for the coefficients
cn or to obtain enough information about the solutions u±(τ) to calculate the
limit in (4.1.4). Therefore, we will apply these methods numerically and then
present evidence that the results produced by the computer are valid. The
results are presented in the next paragraph.
1The lower bound 10 < y0 is arbitrary, and we have chosen it to be 10 just for simplicity.
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Numerical results
The following work has been conducted on computer, and any code presented
is written in Mathematica 11.3. We compute the constants Cs and piCs by
applying the First and Second method respectively.
First method:(Rate of Divergence)
The following code, returns the first 200 coefficients, with a precision of 500
decimal digits and an approximation of the limit we want to calculate:
c[0] = Sqrt[2];
d4[n_] := (2 n - 1) (2 n) (2 n + 1) (2 n + 2) c[n - 1]
d2[n_] := (2 n + 1) (2 n + 2) c[n]
m3[n_] := Sum[Sum[c[n - k]c[k - m]c[m], {m, 0, k}], {k, 0, n}]
EQ[n_] := Evaluate[d4[n] + d2[n] - m3[n]]
Do[c[nn] = c[nn]/.Solve[EQ[nn] == 0][[1]];,{nn,200}];c[200]/400!
The last quantity, is the approximation of the limit, and it results in 6.31463,
(with just one correct decimal digit though - the first one). An ordinary laptop
with an Intel core i5 processor can do that in less that 30 minutes. In order to
check that this code code works consistently, one can easily calculate by hand
the first 3 terms c1, c2, c3 and compare them with numerical results. Such a
calculation yields c1 = −4
√
2, c2 = 64
√
2 and c3 = −(11072/5)
√
2 in perfect
agreement with the computer-generated results, indicating that the code works
fine - in agreement with the theory.
In order to obtain a better approximation of the Stokes constant, one can
modify a few parts of this code and make the computer calculate (−1)ncn/(2n)!
for some n larger than 1000. In particular, making simple modification to the
last line (just replacing 200 7→ 1000 and 400→ 2000) we get:
c[1000]/2000! ≈ 6.352352.
2In this thesis, the symbol ≈ will be used between a (arbitrary) real number and a decimal
number with m decimals (for some m ∈ N) to denote that the real number is approximated
by the decimal number with m digits of accuracy (i.e. their first m decimal digits agree)
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Similarly, we find: c[1001]/2002! ≈ −6.35236 and c[1002]/2004! ≈ 6.35237
Also, in order to find out how many of these digits are correct, one way is to
construct an inequality of this type:
(−1)n+1cn+1
(2n+ 2)!
− (−1)
ncn
(2n)!
≤ C
n2
(4.1.5)
for n ≥ n0, for some n0 ∈ N>0. In this case, we will have
Cn0+n = Cn0 + (−Cn0 + Cn0+1) + ...+ (−Cn0+n−1 + Cn0+n) =⇒
Cn0+n − Cn0 ≤
∞∑
k=n0
C
k2
≤ C( 1
n0
+
1
n20
)
Following the reasoning of prop. 4.2.10, we can find that this inequality holds
for all C ≥ 3Cs, and since Cn0 ≤ Cs < 6.87 (see prop. 4.2.10) we can pick
C = 3 · 6.87 = 20.61 and so, letting n→ +∞ we get that Cs and Cn0 agree to
the first m ∈ N decimal digits and if:
1
n0
+
1
n20
<
10−m
20.61
This procedure is direct, yet very slow, in fact, in order for someone to obtain
the Stokes constant with precision of 3 decimals, an ordinary laptop may take
more a week! However, as few as 100 dec. digits are enough to extrapolate and
find the Stokes constant Cs with precision of 6 or more accurate decimal digits
after cross-checking the results obtained by the other method. In a laptop of
ordinary quality, Mathematica can compute the first 100 coefficients in less
than 5 minutes and display them with 99999 decimal digits.
However, we aim at computing the Stokes constants with a precision of 5−10
decimal digits, so 100 digits should be more than enough for us to obtain the
result. Plotting the first 100 coefficients, Mathematica produces Figure 4.1,
which indicates that Cn is sufficiently close to its limit.
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Figure 4.1: Normalized coefficients Cn
Taking into account lemma 3.2.2 we have that the rate of convergence is
“O(1/n)”, it is instructive to extrapolate by best-fitting the functions 1/nk,
k = 0, 1, ..,m for some m ∈ N. That is:
Choose integers nmax  n0  13 and fit {1, 1/n, ...., 1/nm2} to the data
{(n0, Cn0), ...., (nmax, Cnmax)} (ni equidistant) for some 1 ≤ m2 < 2
√
nmax
using the Mathematica built-in function “Fit”, which is also known as linear
regression or least squares fit as it finds the (best-)fitting combinations of func-
tions to data by the method of least squares.
We set m = 1 and compute:
Fit[Table[{i, N[C[i]]}, {i, 50, 100}],Table[1/n^k, {k, 0, 1}],n]
Such a computation yields a function: f(n) = a + b/n, with a ≈ 6.35, and
b ≈ −9.01. Intuitively, this is a function that describes (approximately) the
limiting behaviour of Cn. That is in agreement with Proposition 4.2.8. To
obtain a higher order accuracy as well as provide evidence about the valid-
ity of the results obtained by this procedure, we proceed by doing numerical
experiments: we best-fit functions 1/nk, k = 0, 1, ..,m for different m ∈ N in
data {i, N [C[i]]} for i ∈ {imin, imax} for different 1 ≤ imin < imax ≤ 1000.
3Recall that with we denote that the (LHS) is sufficiently larger than the (RHS), how
larger is should be sufficient though, will be determined experimentally
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Having computed the first 100 coefficients Cn, we fix imin = 50 and imax =
100, and experimenting with the order m, we find that the first 10 decimal
digits stabilize pretty quickly as m grows (not indefinitely). The table below,
illustrates these statements:
Surprisingly, this 10−decimals approximation persists for m even larger than
the bound RUph := 2
√
imax − imin + 1 (= 2
√
#data) set to avoid the Runge’s
phenomenon, see [17], if m > RUph the coefficients of 1/nk for k large start to
diverge but the 10-12 decimals approximation persists. The same approxima-
tion is obtained even as imin increases, and remains the same even when the
number of data #data is as small as 10.
After several such experiments and keeping attention to some more deci-
mals, we find that the Stokes constant, Cs, with 12 decimal digits precision is
6.361878187125
The Second method, which can implemented directly through many nu-
merical integration methods, is still very time-consuming, even slower than the
first one in order to give you a good approximation. As an example, consider
the following implementation of the (modified) IVPs’ method, for ψ = 200. In
which, after we notice that v−(−τ) = −v+(−τ), and so when τ = −iψ ∈ iR<0
we have that v−(−iψ) = −v+(−iψ) and we get that the solution v−(τ) of the
initial value problem (4.1.2 - 3) is enough to approximate the Stokes constant.
This trick halves the computation time:
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c[0] = Sqrt[2];
d14[n_] := (2n-1)(2n)(2n+1)(2n+2)c[n-1]
d12[n_] := (2n+1)(2n+2)c[n]
m13[n_] := Sum[Sum[c[n-k]c[k-m]c[m],{m,0,k}], {k,0,n}]
EQ1[n_] := Evaluate[d14[n] + d12[n] - m13[n]]
Do[c[nn] = c[nn] /. Solve[EQ1[nn] == 0][[1]];,{nn,1,150}]
y = 200;
d = Floor[y/2];
xl1[z_] = Sum[c[n]/(z-(y)I)^(2n+1),{n,0,d}];
xl2[z_] = Sum[(-(2n+1)c[n])/(z-(y)I)^(2n+2),{n,0,d}];
xl3[z_] = Sum[((2n+1)(2n+2)c[n])/(z-(y)I)^(2n+3),{n,0,d}];
xl4[z_] = Sum[-(2n+1)(2n+2)(2n+3)c[n]/(z-(y)I)^(2n+4),{n,0,d}];
soll = NDSolve[{xl’’’’[t]+xl’’[t] == (xl[t])^3,
xl[-y] == xl1[-y], xl’[-y] == xl2[-y],
xl’’[-y] == xl3[-y], xl’’’[-y] == xl4[-y]}, xl,{t,-y,0},
Method -> "StiffnessSwitching", AccuracyGoal -> 100,
PrecisionGoal -> 200, WorkingPrecision -> 200];
x1 = xl[0] /. soll;
-2Re[x1*Exp[y0]]/Pi
Where I in the code denotes the imaginary unit i.
The code above returns the value Capp ≈ 6.26830.
To obtain a better approximation, we need to increase y as well as increase
the WorkingPrecision, the PrecisionGoal and the Accuracy Goal (increasing
only y typically leads to “Error chech failures” due to the complexity of the
problem).
A better approximation can be obtained by setting:
y = 300, PrecisionGoal− > 300, WorkingPrecision− > 300 and
AccuracyGoal− > 150.
In this case we get an approximation Cap ≈ 6.2991.
As expected, the more precision we try to achieve, the slower the procedure
becomes. To overcome the problem we will utilize a method of extrapolation
and we will cross-check the results obtained by the two methods.
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Extrapolation methods are typically experimental, not rigorous. Nonethe-
less, the WKB ansatz (if assumed to be valid) indicates that extrapolating by
best-fitting functions of type 1/nm to the data (obtained by the IVPs’ method)
is fruitful. We apply the following steps:
A) Calculate: C∗k = eψk(v+(iψk) − v−(iψk)) when yk, k = 1, 2, ...., kmax are
equidistant integers such that yk+1 − yk = L, for each k = 1, 2, ...kmax − 1,
where y1 a “large enough” value, let it y1 ≥ 25, and let ykmax ≤ max{2y1, 200}
for some L ∈ N∗ and kmax ≥ k0 a sufficiently large amount of calculations.
B) Find the best-fit of the functions {1, n−1, ....., n−m} for 1 ≤ m < 2√kmax
(m ∈ N) to the data {(y1, C∗1), ...., (yk, C∗k), ..., (ykmax , C∗kmax)}, where the last
inequality is imposed in order for us to avoid Runge’s Phenomenon(see [17]).
As in the case of the first method, we apply the procedure several times, each
time with setting different values at the parameters (kmax, y1, ykmax , L and m):
In particular we repeat the experiment after applying small changes to these
parameters and study how do they affect the result, by observing whether
the final result changes “continuously” (small changes to parameters 7→ small
changes to the result) and how consistent it is with the results obtained by the
Rate of Divergence method.
After several repetitions, we can safely say that the final results depend
continuously on the values of the aforementioned parameters. However, this
method is a lot more “unstable” than the Rate of Divergence method (small
changes to parameters result in larger and larger changes of the result), but
this comes as no surprise to us since almost every common method of nu-
merical integration will produce more errors, as they require multiple steps to
be executed. Keeping this in mind, we observe that the extrapolated results
tend to agree in the first 5 − 10 decimal digits, unless we get very loose with
parameters (e.g. let y1, kmax become very small) which means that the first
5 decimal digits these two results have in common are precisely the first 5
decimal digits of the Stokes constant.
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The reason is that since these two methods work independently, it is im-
possible of these two being both wrong while agreeing to the same (“wrong”)
result, especially when they keep agreeing when small changes on their param-
eters are applied to them on each of the many repetitions.
Lastly, note that these methods are perfectly consistent with the mathe-
matical theory: Consider the following (partial) code which extrapolates by
best-fitting the functions 1, 1/n, 1/n2, 1/n3, 1/n4 to data from the rate of di-
vergence method with m = 4, imin = 50 and imax = 100:
Data1 = Table[{i, N[((-1)^i) (c[i]/(2i)!)]}, {i, 50, 100}];
Fit[Data1, {1, 1/n, 1/n^2, 1/n^3, 1/n^4}, n]
which produces the output (considering only the first 5 decimal digits):
6.36187 + 11.9346/n^4 - 15.8337/n^3 + 9.54178/n^2 - 9.54280/n
Note that the coefficient of n−1 satisfies:
−9.54280 ≈ −(1.5)6.36187 ≈ −(3/2)Cs
As expected, by lemma 3.2.2.
Notice that, even though the current justification (by this paragraph) is
enough to say that our numerical results are probably trustworthy, it is im-
portant for encyclopedic reasons to demonstrate mathematical validity in the
IVPs method, compactifying the theory.
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4.2 Validity of Numerics
The numerical analysis we implemented in the previous section is experimental,
not rigorous. In this paragraph, we argue that these two methods (if applied
correctly) produce the same result, i.e. they both evaluate (up to multiplying
by pi) the Stokes constant (Cs - see Sec.- 4.1). We also justify the validity of
the numerical results of this study.
Definition 4.2.1. Let v˜(z) =
∑∞
k=0 akz
−k−1 ∈ z−1C[[z−1]] a formal series of
Gevrey type, i.e. there exist A, r ∈ R>0 such that |ak| ≤ Ar−kk! for each
k ∈ N0. Consider a sector S ⊆ C and a function v : S → C. We say that
v(z) is Gevrey asymptotic to the series v˜(z) as |z| → ∞ in S if there exist
A1, A2 > 0 such that for any N ∈ N we have:
|v(z)− v˜[N ](z)| ≤ A1r−N−1|z|−N−1(N + 1)!
for z : |z| > A2, where v˜[N ](z) :=
∑N
k=0 akz
−k−1
Lemma 4.2.2. (Exponential accuracy lemma) If v˜(z) is formal series of Gevrey
type as described in Definition 4.2.1 and v(z) is asymptotic to vˆ(z) as |z| → ∞
on a sector S ⊂ C. Then for z ∈ S, N(z) = b|zr|c(integer part of |zr|) and
A > r we have:
v(z)− v˜[N ](z) = o(e−|z|/A) (4.2.1)
Proof. Consider (without loss of generality) r = 1 for simplicity, then for
N(z) = bzc in a neighbourhood of infinity (with z ∈ S) we have:
|v(z)− v˜[N ](z)| ≤ A1(N + 1)−N−1(N + 1)! ∼ A1
√
2pi(N + 1)e−N−1 = o(e−|z|/A)
Remark 4.2.3.
i) Definition 4.2.1 and Lemma 4.2.2 are found in [7] and [10]. Although a more
generic definition of the Gevrey class is given there, the Gevrey-1/m class, in
which the coefficients ak of the formal series satisfy |ak| ≤ Ar−k(k!)m, m ∈ N,
after the transformation z = ym, the respective series is Gevrey-1, which we
simply call Gevrey series.
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ii) Consider |z| large enough and fixed, the number of optimal terms,
according to the optimal truncation rule is N =
⌊|z|/2⌋, because for each
1 < n < N we have:
2n < |z| and so: 2n|z|−1 < 1 and (2n− 2)!|z|−(2n+1) > (2n)!|z|−2n−1 but when
n > N we have 2n+ 1 ≥ 2
⌊ |z|
2
⌋
+ 1 ≥ |z| and 2n+ 2 > |z| so:
(2n+ 2)!
|z|2n+3 =
(2n)!
|z|2n+1
(2n+ 1)
|z|
(2n+ 2)
|z| >
(2n)!
|z|2n+1
where we have chosen |z| large enough in order to (−1)
nan
|z|2n+1 ↘ (resp. ↗)
as n ∈ {0, 1, ...., N} (resp. ∈ {N,N + 1, ...}) despite the increment of Cn.
In order to proceed with prop. 4.2.4, which shows that the solutions to the
IVPs presented in (4.1.2)-(4.1.3) is exponentially close to the (unique) solu-
tions v±(τ) of (3.2.3) that satisfy the asymptotic condition v±(τ) =
√
2τ−1 +
O(τ−3) on the respective “right” and “left” domain of definition, we let (for
τ = ±(ψ − t) + iψ):
v
[N ]
± (τ) := u±(t),
where u±(t) is defined in the Initial value problems method as the solution to
(4.1.2) with initial conditions (4.1.3).
Hypothesis 1. The solutions v[N ]± (τ) : {±(ψ − t) + iψ|t ∈ [0, ψ]} ⊆ C → C
obtained by the IVPs’ method are well-defined and for some k ∈ N0 they
satisfy:
v
[N ]
± (τ) =
k∑
j=0
cj
τ 2j+1
+O
( 1
τ 2k+3
)
for large |τ |.
Numerical experiments strongly support Hypothesis 1.
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Proposition 4.2.4. Under Hypothesis 1, we have:
v
[N ]
+ (−iψ)− v[N ]− (−iψ) = v+(−iψ)− v−(−iψ) +O
(
ψ3/2e−
√
2ψ
)
(4.2.2)
Proof. It suffices to study the difference v−(−iψ) − v[N ]− (−iψ), since by sym-
metry, we obtain information on the difference v+(−iψ)− v[N ]+ (−iψ) too. For
simplicity, we drop the subscripts ± from v±, v[N ]± for now.
We set ~x(z) = (x1, x2, x3, x4)T where x1 = v, x2 = v′, x3 = v′′ and x4 = v′′′ and
considering ψ as a parameter we define ~xψ(t) := ~x(−ψ + t− iψ) and consider
the differential equation:
d
dt
~xψ(t) = A0 · ~xψ(t) + f(~xψ(t)) (4.2.3)
(see below - (4.2.7) - for A0 and f) and equip it with the initial condition:
~xψ(0) := ~x(−ψ − iψ) (4.2.4)
Similarly we define the “truncated” system:
d
dt
~x
[N ]
ψ (t) = A0 · ~x[N ]ψ (t) + f
(
~x
[N ]
ψ (t)
)
(4.2.5)
with the truncated initial condition:
~x
[N ]
ψ (0) = ~x
[N ](−ψ − iψ) (4.2.6)
for f(~x) = f(x1, x2, x3, x4) = (0, 0, 0, x31)
T , A0 =

0 1 0 0
0 0 1 0
0 0 0 1
0 0 −1 0
 (4.2.7)
we define ~w(t) := ~xψ(t)−~x[N ]ψ (t) = (w1(t), w2(t), w3(t), w4(t)) and by equations
(4.2.5)-(4.2.6) we get that ~w(t) satisfies:
~w′(t) = Aψ(t) · ~w(t) (4.2.8)
with ~w(0) := ~x0 − ~x[N ]0
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where Aψ(t) =

0 1 0 0
0 0 1 0
0 0 0 1
gψ(t) 0 −1 0
, and:
gψ(t) = v
2 + vv˜[N ] + (v˜[N ])2 =
6
(t− ψ − iψ)2 +O
( 1
ψ4
)
= − 6
ψ2
+O
( 1
ψ3
)
(as ψ →∞, for t ∈ [0, ψ])
defined as the coefficient of w1(t) (fourth dimension) by:
f(~x(t))− f(~x[N ](t)) = (0, 0, 0, v3)T − (0, 0, 0, (v˜[N ])3)T =
(0, 0, 0, (v2 + vv˜[N ] + (v˜[N ])2)(v − v˜[N ]))T = (0, 0, 0, gψ(t)w1(t))
from standard theory of ODEs we have that system (4.2.8) has a unique solu-
tion given by:
~w(t) = exp
(∫ t
0
Aψ(s)ds
)
~w(0) (4.2.9)
Also: ~xψ(0) − ~x[N ]ψ (0) = ~x(z0) − ~x[N ](z0) =
cN
z2N+10
+ O
( 1
z2N+30
)
, (at ∞) for
z0 = −ψ + iψ. We let z0 fixed, and we have:
cN = (−1)N(2N)!
(
Cs − 3Cs
2N
+O
( 1
N2
))
(Lemma 3.2.2 ),
so for N in a neighbourhood of infinity we have:
~xψ(0)− ~x[N ](0) = (−1)
N(2N)!Cs
z2N+10
(
1 +O
((2N)!
N
))
and for some C ≥ Cs we have:
|~w(0)| = |~x0 − ~x[N ]0 | ≤ C
(2N)!
|z0|2N+1 (4.2.10)
from Stirling’s formula we have: N ! =
√
2piNN+
1
2 e−N
(
1 +
1
12N
+O
( 1
N2
))⇒
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⇒ (2N)! =
√
2pi(2N)2N+
1
2
e2N
(
1 +O
( 1
N
))
=
22N√
Npi
(√2piNN+ 12
eN
)2(
1 +O
( 1
N
))
and
(2N)!
|z0|2N+1 =
pi22N+1√
Npi
(
N2N+1e−2N
|z0|2N+1
)(
1 +O
( 1
N
))
⇒ (2N)!|z0|2N+1 ≤
M√
N
e−2N
for some M > 0 for N =
⌊ |z0|
2
⌋ (
≤ |z0|
2
)
(optimal truncation rule) we have:
(2N)!
|z0|2N+1 ≤
M√
N
e−2N ≤ M
√
2e2√|z0| − 2e−|z0| = O
(
e−|z0|√|z0|
)
= O
(
e−
√
2ψ
√
ψ
)
as z0 = −ψ − iψ ⇒ |z0| =
√
2ψ So, by (4.2.10) we have:
|~w(0)| ≡ ||~w(0)||2 ≤ M¯e
−√2ψ
√
ψ
(4.2.11)
for some M¯ > 0. In order to proceed with estimating ~w(ψ), we return to
(4.2.9) and analyse the matrix
∫ ψ
0
Aψ(s)ds, we have:
∫ ψ
0
Aψ(s)ds =

0 ψ 0 0
0 0 ψ 0
0 0 0 ψ
G(ψ) 0 −ψ 0
 ≡ A˜, where G(ψ) = 6ψ +O( 1ψ2 )
For simplicity, we will ignore the O(ψ−2) terms from G(ψ) and from A˜, as
in the limit ψ → +∞ they become so small compared to any other terms, that
they do not have a qualitative effect on our results, that is, these terms serve
as a regular perturbation to the characteristic polynomial of
∫ ψ
0
Aψ(s)ds (with
no qualitative effect on the eigenvalues). We integrate eq. (4.2.8) from 0 to t,
and obtain a first-order linear integral equation: The characteristic polynomial
of A˜ evaluates as:
χA˜(x) = x
4 + ψ2x2 − 6ψ2 (4.2.12)
which gives us 4 distinct eigenvalues, two real and two (conjugate) purely
imaginary:
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λ1,2 = ±λR = ±
√
6 +O
( 1
ψ2
)
and λ3,4 = ±iλI = ±i
(
ψ +O(1)
)
(as ψ →∞)
The corresponding eigenvectors are:
~v1 = (1, λRψ
−1, λ2Rψ
−2, λRψ−3)T ,
~v2 = (1,−λRψ−1, λ2Rψ−2,−λRψ−3)T ,
~v3 = (1,−iλIψ−1,−λ2Iψ−2, iλ2Iψ−3)T
and ~v4 = ~¯v3
Therefore, from standard theory of ODE’s and Linear Algebra (Jordan
Canonical Form) we can “factorize” (decompose) the matrix A˜ as follows:
A˜ = PJP−1 (4.2.13)
where:
J =

λR 0 0 0
0 −λR 0 0
0 0 0 −λI
0 0 λI 0
 (4.2.14)
and P := col(~v1, ~v2, Re(~v3), Im(~v3)) the (invertible) matrix whose columns
consist of the eigenvectors ~v1,2 that correspond to the eigenvalues λ1,2 respec-
tively (first two columns) and the real and imaginary part of the (complex)
eigenvector ~v3 = ~¯v4 that corresponds to the eigenvalue λ3 = λ¯4 as third and
fourth column respectively.
Again, we proceed with standard theory of Linear Algebra and we have:
eA˜ = ePJP
−1
= PeJP−1 = P

eλR 0 0 0
0 e−λR 0 0
0 0 cos(λI) −sin(λI)
0 0 sin(λI) cos(λI)
P−1
(4.2.15)
= P
( ∞∑
k=0
Jk
k!
)
P−1
We return to eq. (4.2.9) we get:
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|~w(ψ)| = |eA˜ ~w(0)| ≤ ||eA˜||2||~w(0)||2 ≤ ||P ||2||P−1||2||eJ ||2||~w0||2
but ||P ||2 = O(1) and ||P−1||2 = O(ψ2) as ψ →∞, and that is because:
|det(P )| = 4√6ψ−2 + O(ψ−3) and so since P−1 = det(A)−1adj(P ) and the el-
ements of the Adjugate matrix (adj(P )) are the sub-determinants of P which
are bounded in ψ, (in fact, they are “at most” O(1)). In other words, we have:
v−(−iψ)− v[N ]− (−iψ) = O
(
ψ3/2e−
√
2ψ
)
(4.2.16)
Similarly, we show:
v+(−iψ)− v[N ]+ (−iψ) = O
(
ψ3/2e−
√
2ψ
)
(4.2.17)
We subtract eq. (4.2.17) from (4.2.16) and we obtain
v
[N ]
+ (−iψ)− v[N ]− (−iψ) = v+(−iψ)− v−(−iψ) +O
(
ψ3/2e−
√
2ψ
)
(4.2.18)
Corollary 4.2.5. The Rate of Divergence method and the Initial value prob-
lems method are consistent with each other in computing the same constant.
Proof. In lemma 3.2.2 we have the limit: lim
k→∞
(−1)kck
(2k)!
= lim
k→∞
Ck := Cs as
defined there.
The Rate of Divergence method gives (by definition) the constant: Cs.
From Proposition 3.2.9, we have: v+(τ) − v−(τ) = piCse−iτ + O
(e−iτ
τ
)
on
their common domain ⊆ of the “lower” half-plane HL, and so:
for τ = −iψ, ψ > 0, we have v+(τ)− v−(τ) = piCse−ψ +O
(e−ψ
ψ
)
Now, from eq. (4.2.18) we get:
eψ
(
v
[N ]
+ (−iψ)− v[N ]− (−iψ)
)
= eψ
(
v+(−iψ)− v−(−iψ)
)
+O
(
ψ3/2e(1−
√
2)ψ
)
(4.2.19)
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Remark 4.2.6. In theory, the same result holds for arbitrarily large Re(z0) in
the initial conditions of the IVP’s method (second method). But in practice,
the numerical errors increase as Re(z0) increases because the integration takes
place on a larger interval (and more errors accumulate as the computer has to
apply more steps). In order to overcome this obstacle and obtain an accurate
solution, if possible, the computer will need to work for a really long time.
On the other hand, if we choose Re(z) to be small enough, then the error on
the initial conditions v0 − v[N ]0 = O(|z0|−N−1) will be very large compared to
eIm(z), with Im(z) < 0 and |Im(z)| large and the term e−Im(z) which will be
multiplied by: v(−iψ)− v[N ](−iψ) for the computation of the Stokes constant
will magnify the errors, eventually giving us wrong result. So, as ψ = |Im(z)|
increases an “intermediate” (not very small or large compared to ψ) choice of
Re(z), like Re(z) = ψ = Im(z), which is presented in 4.1-2 is what we need
to obtain an accurate approximation of Cs.
As an example, we consider an initial condition z0 = x0 + iy0, with y0 = 50
and x0 = y0 + k where k ∈ N varying in {50, 55, 60, 65, 70, 75, 80} (from “far”
to “very far” away from the imaginary axis) and {−32, .., 32} (starting close to
the imaginary axis, and then starts getting away from it). The “approxima-
tions” of the Stokes constant are presented below:
Now, as we move closer to the diagonal x = y (i.e. as k ↘ 0) the approx-
imations slowly increase (for integer values of k) as k ↘, for k ≥ 12, until
they reach a maximum at k = 12. For k < 12 they start decreasing (as k ↘)
until we move close enough (k ∈ {−32, ..,−29}) to the imaginary axis and
they start decreasing rapidly again: Similar things happens for many different
values of y0. We see that the approximations do not change dramatically when
small changes in the parameter Re(z0) are applied, indicating that the second
method, as we applied it, works fine.
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Lemma 4.2.7. (The WKB ansatz ): Let v±(τ) the Inner solution as defined
in the beginning of this Chapter, and consider τ in their common domain.
Then, applying the WKB ansatz we obtain:
v+(τ)− v−(τ) = e−iτ
(
piCs +
3piCs
τ
− 12piCs
τ 2
+O
( 1
τ 3
))
(4.2.20)
at ∞ in their common domain.
Proof. We take equations (4.1.2) and consider their difference, we have:
(v+ − v−)′′′′ + (v+ − v−)′′ = (v2+ + v+v− + v2−)(v+ − v−) (4.2.21)
we set w(τ) = v+(τ)− v−(τ) and we write:
(
v2+(τ) + v+(τ)v−(τ) + v
2
−(τ)
)
=
( 6
τ 2
+
24
τ 4
+R6(τ)
)
(4.2.22)
where R6(τ) = O
( 1
τ 6
)
as z → ∞ on the corresponding domain. and (4.2.16)
becomes:
w′′′′(τ) + w′′(τ) =
( 6
τ 2
+
24
τ 4
+R6(τ)
)
w(τ) (4.2.23)
Equation (4.2.17) is linear and has an irregular singular point at infinity (or
irregular singular point at 0 under the transformation τ 7→ τ−1).
Therefore, it is instructive to use the WKB ansatz ([13]):
that is to consider a formal sum of the form f˜(τ) =
∞∑
k=0
fk
τ k
∈ C[[τ−1]] and:
w˜(τ) = f˜(τ)eaτ
such that the solution w(τ) is asymptotic (at infinity) to w˜ in the sense:
• (Asymptotic equivalence to dominant terms) w(τ) ∼ eaτ
• w(τ)e−aτ ' f˜(τ) =
∞∑
k=0
fk
τ k
assuming (formally) persistence of standard manipulations (addition, multi-
plication, differentiation etc.). Slightly abusing notation, we write:
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w(τ) ' w˜(τ) := Ceaτ
(
1 +
∞∑
k=1
fk
τ k
)
(4.2.24)
and we determine the coefficients a,C and f1, f2 (rescaled - with f0 ≡ 1):
First of all, we have w(τ)→ 0 as τ →∞ in a sector S ̂(ω−,ω+),z0 for z0 = −iψ0,
ψ0 > 0 and ω+ ∈ (−pi/2, 0) and ω− = pi − ω+.
Since w(τ) ∼ Ceaτ , we have by formally equating the coefficients of each
τm, m ∈ Z that a has to satisfy: a2(a2 +1) = 0 and since we want the solution
to decay along the negative real axis we need a = −i. The (LHS) of (4.2.22)
is asymptotic to the formal series 3v˜20(τ).
We set w˜0(τ) = C−1e−aτ w˜(τ) = C−1eiτ w˜(τ) and proceed by considering the
following (formal) equation(s):
w˜(τ)′′′′ + w˜(τ)′′ = 3v˜20(τ)w˜(τ)⇒ ... (4.2.25)
...⇒ w˜′′′′0 − 4iw˜′′′0 − 5w˜′′0 + 2iw˜′0 = 3(v˜0)2w˜0 (4.2.26)
and search to find the coefficients fk of (4.2.24).
Taking equation (3.2.44) into account we obtain C = piCs and equating the
coefficients of τ−2 on both hand sides we deduce that f1 = 3i.
Similarly, equating the coefficients of τ−3 we get: f2 = −12.
Proceeding similarly, we find f3 = 80i and the next coefficients are defined
(uniquely) by the recursion formula:
fk+3 +
5
2
i(k + 2)fk+2 − 2(k + 1)(k + 2)fk+1 − i
2
k(k + 1)(k + 2)fk =
3
k + 3
( k+2∑
n=0
fk+2−n
n∑
j=0
cjcn−j
)
, k ∈ N
Finally, in a region of infinity we have:
(w(τ) =) v+(τ)− v−(τ) = piCse−iτ
(
1 +
3i
τ
− 12
τ 2
+O
( 1
τ 3
))
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Hypothesis 2. There exist A,B ∈ R such that for large ψ > 0 we have:
v+(−iψ)− v−(−iψ) = piCse−ψ
(
1 +
A
ψ
+
B
ψ2
+O
( 1
ψ3
))
.
Proposition 4.2.8. (Validity of extrapolation)
Assume that Hypothesis 2 holds, and let ψ1 ∈ N and C∗k = eψk
(
v+(−iψk)−
v−(−iψk)
)
, k = 1, 2, ...., n ∈ N, with ψk a set of equidistant positive numbers.
Then by fitting the functions 1, ψ−1 to the data {C∗1 , ..., C∗k} by applying
the method of least squares we obtain a function:
f1(ψ) = x1(ψ1)− x2(ψ1)
ψ
such that for ψ1 in a neighbourhood of infinity we have:
x1(ψ1) = piCs +O
( 1
ψ21
)
and x2(ψ1) = −3piCs +O
( 1
ψ1
)
Proof. We search for x1 and x2 such that the linear the function:
E(x1, x2) =
n∑
i=1
(
C∗k −
(
x1 +
x2
ψi
))2
has a minimum.
We calculate the partial derivatives:
i)
∂E
∂x1
=
∂
∂x1
n∑
i=1
(
C∗k −
(
x1 +
x2
ψi
))2
= −2
n∑
i=1
(
C∗k −
(
x1 +
x2
ψi
))
(4.2.27)
ii)
∂E
∂x2
=
∂
∂x2
n∑
i=1
(
C∗k−
(
x1+
x2
ψi
))2
= −2
n∑
i=1
(
C∗k−
(
x1+
x2
ψi
)) 1
ψi
(4.2.28)
and we require:
∂E
∂x1
= 0,
∂E
∂x2
= 0 (4.2.29)
and so, after standard calculations we get the equivalent system (4.2.30-31):
nx1 + x2
n∑
k=1
1
ψk
=
n∑
k=1
C∗k = npiCs −
n∑
k=1
A
ψk
+
n∑
k=1
B
ψ2k
+O
(
ψ−31
)
(4.2.30)
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x1
n∑
k=1
1
ψk
+ x2
n∑
k=1
1
ψ2k
=
n∑
k=1
C∗k
ψk
=
n∑
k=1
piCs
ψk
+
n∑
k=1
A
ψ2k
+O
(
ψ−31
)
(4.2.31)
where we used Hypothesis 2 that tells us:
C∗k = piCs
(
1 +
A
ψk
+
B
ψ2k
+O
(
ψ−3k
))
at infinity.
Equations (4.2.30-31) can be written as a system:
A~x = ~b (4.2.32)
where A = (aij)i,j∈{1,2} ∈ R2×2 with a11 = n, a12 = a21 =
n∑
k=1
ψ−1k and
a22 =
n∑
k=1
ψ−2k and ~b = (b1, b2)
T where:
b1 = piCsa11 + Aa12 +Ba22 +O(ψ
−3
1 ) (RHS of (4.2.30)) &
b2 = piCsa12 + Aa22 +O(ψ
−3
1 ) (RHS of (4.2.31)).
Now, since yk are equidistant integers, and ψ−1k is a decreasing finite se-
quence, then we can utilize the Chebyshev’s sum inequality and we get:
det(A) = a11a22 − (a12)2 = n
n∑
k=1
1
ψ2k
−
( n∑
k=1
1
ψk
)2
> 0 (4.2.33)
where the LHS is the determinant of the matrix of the system. Therefore, the
matrix of the system is invertible. Therefore it has a unique solution, given
by:
~x = A−1~b (4.2.34)
or equivalently:
x1 =
1
det(A)
(b1a22 − a12b2), (4.2.35)
x2 =
1
det(A)
(−b1a12 + b2a11) (4.2.36)
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we notice: b1a22 =
(
piCsa11 + Aa12 +Ba22 +O(ψ
−3
1 )
)
a22 and
b2a12 =
(
piCsa12 + Aa22 +B
n∑
k=1
1
ψ3k
)
a12, also:
a222−
( ∞∑
k=1
1
ψ3k
)
a12 =
( ∞∑
k=1
1
ψ2k
)2
−
( ∞∑
k=1
1
ψ3k
) n∑
k=1
1
ψk
=
∑
i 6=j
1
ψ2i
1
ψ2j
−
∑
i 6=j
1
ψ3i
1
ψj
=
∑
i 6=j
1
ψ2iψj
( 1
ψj
− 1
ψi
)
=
∑
i 6=j
ψi − ψj
ψ3iψ
2
j
=
∑
i 6=j
i− j
ψ3iψ
2
j
=
∑
1≤i<j≤n
( i− j
ψ3iψ
2
j
+
j − i
ψ3jψ
2
i
)
=
∑
1≤i<j≤n
i− j
ψ2iψ
2
j
( 1
ψi
− 1
ψj
)
= −
∑
1≤i<j≤n
(i− j)2
ψ3iψ
3
j
= O
( 1
ψ61
)
. Lastly, we notice:
det(A) = n
n∑
k=1
1
ψ2k
−
( n∑
k=1
1
ψk
)2
=
n∑
k=1
n− 1
ψ2k
−
∑
i 6=j
1
ψiψj
=
n∑
k=1
1
ψk
(n− 1
ψk
−
∑
j 6=k
1
ψj
)
but:
1
ψj
=
1
ψk + (j − k)l =
1
ψk
+
(k − j)l
ψk(ψk + (j − k)l) , so:
det(A) =
n∑
k=1
1
ψ2k
∑
j 6=k
(j − k)l
ψk + (j − k)l =
∑
1≤k<j≤n
( (j − k)l
ψ3k + (k − j)lψ2k
+
(j − k)l
ψ3j + (k − j)lψ2j
)
but the quantity inside the sum equals:
(j − k)(ψ3j − ψ3k)l − (ψ2k + ψ2j )l2(k − j)2
ψ2jψ
2
k(ψj + (k − j)l)(ψk + (j − k)l)
= ... =
(k − j)2l2
ψ2kψ
2
j
≥ 1
ψ4n
= O
( 1
ψ41
)
(
and is ≤ (n− 1)2l2ψ−41 respectively
)
, thus:
det(A) ≥ n(n− 1)l
2
2ψ4n
=
n(n− 1)l2
2ψ41
+O
( 1
ψ51
)
So, returning to (4.3.35) we obtain:
x1 = piCs +
B
(
a222 − a12
∑n
k=1 ψ
−3
k
)
det(A)
= piCs +O
( 1
ψ21
)
(4.2.37)
and from eq. (4.2.30) we get:
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x2 = −3piCs +O
( 1
ψ1
)
(4.2.38)
So, for fixed n and l, since the coefficients inside the “O” are finite, then
we understand that for y1 sufficiently large, x1 is closer to Cs than Cn is, in
particular x1 is O
(
ψ−21
)
close to Cs while Cn is O
(
ψ−11
)
close to it. Equations
(4.2.34-35) are in agreement with computational results.
Remark 4.2.9.
i) In Proposition 4.2.8, we have:
∂2E
∂a2
∂2E
∂b2
−
( ∂2E
∂a∂b
)2
= 4
(
1−( n∑
i=1
1
ψi
)2)
> 0
for ψ1 large enough, so:
E(x1(ψ1), x2(ψ1)) = min
R2
E(x, y)
ii) Assuming Cn = Cs−1.5Csn−1 +An−2 +O(n−3) at infinity, for some A ∈ R
we can rigorously prove, as in Proposition 4.2.9 that the extrapolation trick
gives us valid results.
iii) Similarly, we can, in theory, fit in any polynomial of ψ−1 (i.e. of any
order ψ−k) and obtain a no worse approximation.
Roughly speaking, we expect this method to assign the coefficients of ψ−k
to the number xk(ψ1) that will correspond to the coefficient of ψ−k in the for-
mal series expansion in front of e−iτ . However, in applications, this will not
happen. In fact, due to Runge’s phenomenon, see [17], x1(ψ1), x2(ψ1) will
diverge as the degree m of the interpolating polynomial increases beyond a
critical value, which is 2
√
kmax.
iv) Numerical results indicate that Hypothesis 2 is true and agree with the
WKB ansatz (prop. 4.2.7 ), meaning that the latter is likely to be valid.
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Proposition 4.2.10. The limit Cs := lim
n→∞
Cn satisfies Cs < 6.87.
Proof. We have:
Cn+1 =
1
4n2 + 14n+ 6
[∑
S3,n
(2i)!Ci(2j)!Cj(2l)!Cl
(2n+ 2)!
+ (4n2 + 14n+ 12)Cn
]
(4.2.39)
where S3,n = {(i1, i2, i3) ∈ N3 : i1 + i2 + i3 = n+ 1|i1, i2, i3 ≤ n}
We have: CiCjCl ≤ (C20)3 for each (i, j, l) ∈ S3,20
(2n+ 2)!
(2i)!(2j)!(2l)!
=
(
2i
2i
)(
2i+ 2j
2j
)(
2n+ 2
2l
)
≥
(
2n+ 2
2l
)
≥ (2n+ 2)!
(2n)!
because they are multinomial coefficients, so:
(2i)!(2j)!(2l)!
(2n+ 2)!
≤ 1
(2n+ 1)(2n+ 2)
Thus:
∑
S3,n
(2i)!Ci(2j)!Cj(2l)!Cl
(2n+ 2)!
≤
∑
S3,n
(C20)
3
(2n+ 1)(2n+ 2)
, for 1 ≤ n ≤ 20
Regarding the cardinality of S3,n, we have: |S3,n| = (n+ 1)(n+ 2) + 2(n− 1)
2
because:
When i = 0, the index j can take k different values (from 1 to n). When
i = 1, j can take n+ 1 different values (from 0 to n), when i = 2, j can take n
different values,....., and when i = n, j can take 2 different values (0 and 1).
So, counting all these different cases we obtain:
n+(n+1)+n+...+2 = n−1+(n+1)+n+....+2+1 = (n+ 1)(n+ 2) + 2(n− 1)
2
.
So, returning to the sum we obtain the inequality:
∑
S3,n
(2i)!Ci(2j)!Cj(2l)!Cl
(2n+ 2)!
≤ (Cn)3 ((n+ 1)(n+ 2) + 2(n− 1))
2(2n+ 1)(2n+ 2)
(4.2.40)
(since Cn is increasing) now, dividing both sides with (2n + 3)(2n + 4) − 6
(= 4n2 + 14n+ 6) we obtain:
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14n2 + 14n+ 6
∑
S3,k
(2i)!Ci(2j)!Cj(2l)!Cl
(2n+ 2)!
≤ C
3
n(n
2 + 5n)
(4n2 + 14n+ 6)(4(2n2 + 3n+ 1))
=
C3n
32
(n2 + 5n)
(n2 + 7
2
n+ 3
2
)(n2 + 3
2
n+ 1
2
)
and
(
n2 +
7
2
n+
3
2
)(
n2 +
3
2
n+
1
2
)
≥
(
n2 +
7
2
n
)(
n2 +
3
2
n
)
= n2
(
n+
7
2
)(
n+
3
2
)
= n2
(
n2 + 5n+
21
4
)
≥ n2(n2 + 5n) =⇒
1
4n2 + 14n+ 6
∑
S3,n
(2i)!Ci(2j)!Cj(2l)!Cl
(2n+ 2)!
≤ C
3
n
32n2
, and by (4.2.40-41) we get:
Cn+1 ≤ C
3
n
32n2
+
(2n+ 3)(2n+ 4)
(2n+ 3)(2n+ 4)− 6Cn =
C3n
32n2
+ Cn +
6
4n2 + 14n+ 6
Cn
≤ C
3
n
32
+
(
1 +
3
2n2
)
Cn. (4.2.41)
We have (after being assisted by the computer): C20 =
73096867012283249447036344471324911882830445588852249059594947
√
2
17439987841226233110328108180132381691440677320820318603515625
,
The “rational part” of C20 (C20/
√
2) equals roughly 4.191337 ≤ 4.191338 (with
the accuracy of 6 decimal digits). We simplify this expression and get:
C20 ≤ 5.92745 < 4
√
3 ≈ 6.9282.
Since C20 ≤ 4
√
3 we have
C320
32
≤ 3C20
2
and:
Cn+1 ≤ C20 + 3C20
n2
∀n ≤ 20 (4.2.42)
(but we are interested in the case where n = 20).
We set Cn,1 = C20 +
3C20
n2
and repeat, but with the upper bound being C20,1
instead of C20.
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We have that C20,1 < 6 ≤ 4
√
3 so the procedure that goes from inequalities
like (4.2.42) to (4.2.43) can still be applied and we can obtain the inequality:
Cn+2 ≤ C20,1+ 3C20,1
(n+ 1)2
= C20,1+
3C20,1
n2
+
3C20,1
(n+ 1)2
+
32C20,1
n2(n+ 1)2
= Cn,2,∀n ≤ 20.
We repeat the same procedure N times assuming that: C20,i ≤ 4
√
3
(∀i = 3, ..., N − 1) in order to be able to go from inequalities of type (4.2.42)
to (4.2.43) (it will be proved a posteriori). We have C20,i ↗ as i↗ and:
C21+N ≤ C20
(
1+3
20+N∑
i=20
1
i2
+
32
(20 +N)2
20+N−1∑
i=20
1
i2
+...+
3N+1
(20 +N)2....(21)2(202)
)
.
(4.2.43)
Each sum (including the trivial one at the end) is bounded by
∞∑
i=20
1
i2
≤ 1
20
+
1
202
= 0.0525 =⇒
C21+N ≤ C20 + 0.1575 · C20
(
1 +
N∑
i=1
i∏
j=1
3
(21 +N − j)2
)
≤
C20 + 0.1575C20
(
1 +
N∑
i=1
i∏
j=1
3
212
)
< C20 + 0.1575 · C20
∞∑
i=0
(1/147)i =
C20+0.1575·C20
(147
146
)
= C20
(
1+
147 · 0.1575
146
)
≈ 6.867 < 6.87 < 4
√
3 ≈ 6.92.
So, C20+N < 6.868 for all N ∈ N and since Cn is strictly increasing we have
Cn ≤ 6.868 ∀n ∈ N, consequently its limit satisfies Cs ≤ 6.868 < 6.87.
In order to obtain sharper bound of the Stokes constant with only the first 20
terms of the sequence cn, just as in prop. 4.2.10, one can take an approximation
C20 with more decimal digits. However, these tricks cannot lead to an upper
bound better than 6.86742 without major changer of the method.
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Remark 4.2.11.
i) In this proof we used the (approximate) numerical value of C20. Note we
can use the numerical value of any term Ck for k ≥ 20 and obtain a better
upper bound for the limit Cs.
ii) This technique can be applied with the “initial condition” Ck0 with k0 < 20
too, provided that there exists an a > 0 such that the limit (in n) of zn:
zn+1 = zn
(
1 +
3 + 2a
2(n+ k0)2
)
, z0 = Ck0
is bounded by a constant Ck0,1(a) ≤ 4
√
2a. This bound gives us that we can go
from an inequality of type (4.2.42) to an inequality of type (4.2.43). Whether
the limit of zn (the bound Ck0) is less or greater that the critical value 4
√
2a
can be checked by inequalities of type (4.2.44). In our case, a = 3/2.
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Chapter 5
Epilogue: Heteroclinic orbits and
further study
In this section, we talk about a more generalized version of the mGKdV - model
(Chapter 3 ), arguing that the techniques applied in Sec. 3.2 can potentially
be applied to similar models with higher-than-cubic non-linearities, in views of
determining persistence of Homoclinic or Heteroclinic connections under sin-
gular perturbations. In particular, we provide a review on essential similarities
when the (RHS) of (3.1.1) is replaced by a polynomial Fn(u) = a1u+ ...+anun
with a1, an > 0 and n > 3. This work can possibly pave the way for studying
singular problems Lεu = F (u) (Lε := ε2∂4ξ + ∂2ξ ) for an analytic function F ,
perhaps by continuous dependence of solutions to the vector field along with
approximation arguments (Taylor, Weierstrass etc.), in bounded domains or
globally.
Bearing these in mind, we consider theDiscrete Klein-Gordon (DKG) model,
see [1] - ex. 3, whose unperturbed version admits a Kink-Solution (Heteroclinic
connection), and comment on whether these methods can be applied there.
The DKG has some striking differences from the aforementioned models, as
it is a second-order differential-difference equation, however they share some
essential similarities: the non-linear term (by-stable non-linearity in DKG) is
of polynomial type and the coefficient of its lowest order term is positive.
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Higher order non-linearities
We consider the equation:
Lεu = Fk(u) (5.0.1)
where Lε = ε2∂4ξ + ∂2ξ , and Fk(u) = u+ a2u2 + ...+ akuk, k ∈ N, k ≥ 4.
We assume that for ε = 0, equation (5.0.1) admits a solution u0(ξ) that de-
cays at ±∞ and is analytic on a cut-plane, and has algebraic branch points
at some points zj: u0(z) ∼ cj(z − zj)−dk as z → zj, for dk = 2/(n − 1) and
some cj ∈ C \ {0}, symmetric with respect to the imaginary axis, just like the
singularities of the “kink” solution in ex. 3, [1], given by eq. (26) there.
Remark 5.0.1. We will only discuss the case where an > 0. Even though
otherwise there are no serious technical implications, our initial assumption
may not be true. For example, the function u(ξ) = 1.5(cosh(ξ))−2, describes a
Soliton and solves the system u′′ = F (u), for F (u) = u−u2, but the perturbed
system Lεu = F (u) has no Soliton-solutions, see [9].
For simplicity, we set an ≡ 1, generality is not affected since the technical
points of the proof remain the same for general an > 0. A potential proof pretty
much consists of the same steps as in Chapter 3, we sketch the procedure below
to elucidate the similarities: Consider (assuming existence) uε(ξ) the solution
to 5.0.1 that continues from u0(ξ) for ε sufficiently small, for ξ ∈ R. We have:
Outer Approximation:
Consider a formal sum u˜(ξ, ε) of the form
∑∞
i=0 ui(ξ)ε
2i, such that u˜(ξ, ε) '
u˜(ξ, ε) and the truncation of order 2N :
uN(ξ, ε) =
N∑
i=0
ui(ξ)ε
2i, N ∈ N (5.0.2)
for some ui(ξ) unknowns. We assume a priori : u(ξ, ε)− uN(ξ, ε) = O(ε2N+2)
as ε→ 0 and by substituting formally, u˜(s) into (5.0.1) and using the Method
of Dominant Balance ([10]) we are able to conclude that ui(ξ) satisfy the
following (infinite) system of equations:
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ε0 : u′′0(ξ) = F (u0(ξ)) (5.0.3)
ε2 : u′′′′0 (ξ) + u
′′
1(ξ) = F
′(u0(ξ))u1(ξ) (5.0.4)
.
.
ε2i+2 : u′′′′i + u
′′
i+1 = F
′(u0)ui+1 +
i∑
m=2
F (m)(u0)
m!
(∑
Sm,i
ui1ui2 ..uim
)
(5.0.5)
for each i ∈ N, where
Sm,n = {i1, ..., im ∈ N|i1 + ...+ im = n+ 1 & i1, ..., im ≤ n}, n ≥ 1 (5.0.6)
Assuming analyticity on a neighbourhood of interest whose boundary contains
a pole zj. Similar to the case of our main problem (Section (3.1)) we expect
to find:
ui(z) ∼ Ai,k
(z − zj)2i+dk , z → zj (5.0.7)
1 where A0,k = cj at the pole zj, for simplicity, we set cj ≡ c, generality is not
affected. For i ≥ 0 we have by (5.0.5):
Ai+1 =
1
(2i+ 2 + dk)(2i+ 3 + dk)− k(c−)k−1
(∑
Sk,i
Ai1 ..Aik−
3∏
m=0
(2i+dk+m)Ai
)
(5.0.8)
where we have dropped k in the subscript of An,k for simplicity.
We follow the “protocol” of Singular Perturbation Theory and proceed with
the “Inner Analysis”, where we analyse the equation in a region of its singu-
larities, where the perturbation term becomes non-negligible:
1It is known that the expression zq, for z ∈ C \ R≥0 and q ∈ Q is ramified. So, we will
assume a particular choice of the complex root (a choice of branch in the corresponding
Riemann surface) that is consistent with the real-valuedness of the function on the real axis.
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Inner Approximation:
We proceed by rescaling the variable and the function as follows:
vε(τ) = ε
dkuε(z), τ =
z
ε
(5.0.9)
with τ in a suitable domains s.t. vε(τ) is analytic there. Now, equation (3.3.1)
can be written as:
v′′′′ε (τ) + v
′′
ε (τ) = ε
2+dkvε(τ) +
k−1∑
i=2
aiε
(k−i)dkviε(τ) + v
k
ε (τ) (5.0.10)
Similar to the outer expansion, we consider a formal sum v˜(τ, ε) =
∑∞
i=0 vi(τ)ε
idk
and apply it formally into (5.1.10).
The Method of Dominant Balance gives us that each vi(τ) should satisfy:
ε0 : v′′′′0 (τ) + v
′′
0(τ) = v
k
0(τ) (5.0.11)
εdk : v′′′′1 (τ) + v
′′
1(τ) = kv
k−1
0 (τ)v1(τ) + ajv
k−1
0 (τ) (5.0.12)
.
.
εjdk : v′′′′j + v
′′
j = kv
k−1
0 vj +
( ∑
Sk,j−1
vi1 ...vik−1
)
+
( k−1∑
m=1
am1lj≥m
∑
Sm,j+m−1−k
vi1 ...vim
)
(5.0.13)
where 1lj≥m denotes the characteristic function on the discrete set: N≥m.
We will analyse the leading term, that is v0(τ), which is dominant over all the
others, the case vj for j ∈ N is simpler.
Again, as in section (3.2) we proceed by finding a formal sum:
v˜0(τ) =
∑∞
i=0 aiϕi(z), for some ai ∈ C, with ϕk+1(z) = o(ϕk(z)) at infinity,
such that v0(τ) ' v˜0(τ) there.
We want v0(τ) → 0 as τ → ∞ on a set containing a half-plane or sector.
Such v0(τ) is unique up to translations of the argument. Moreover, in order
for the inner expansion to match with the outer one we need:
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v0(τ) ∼ c(z − z1)−dk , so we set a0 = c, ϕ0(z) = z−dk , letting z−1 ≡ 0 (wlog).
We proceed heuristically, and as in 3.2. we formally impose:
v˜0(τ) = z
−dk∑∞
i=0 ciz
−2i
with c0 = c− and cn+1, n ∈ N found to evolve according to the equation:
cn+1 =
1
(2n+ 2 + dk)(2n+ 3 + dk)− k(c−)k−1
(∑
Sk,n
ci1 ..cik−
3∏
i=0
(2n+dk+i)cn
)
(5.0.14)
If we proceed as in 3.2 we expect to find: cn ∼ (−1)nCs,kΓ(2n+dk) (Gamma
function) at +∞, for some Cs,k ∈ C. We set:
Cn ≡ (−1)
ncn
Γ(2n+ dk)
= Cs,k − k(c
−)k−1
4n
Cs,k +O
( 1
n2
)
(5.0.15)
for some Cs,k. We notice that cn is of Gevrey-type with r = 1, and by the
standard procedure (see Sec. 3.2 ) we should be able to obtain:
vˆ0(s) := s
dk−1
∞∑
i=0
(−1)ici
(2i)!
s2i = sdk−1Cs,k
( 1
s2 + 1
+
kck−1
4
ln(1 + s2) + r0(s)
)
(5.0.16)
where r0(s) is analytic and bounded on a cut-unit disk D′0, let it D0 \ [0,−i].
Just as in the case in Ch. 3 (where k = 3, d3 = 1), vˆ0(s) should be extent-
able to an analytic and of some exponential type function vˆ(s) defined on a
set S = D′ ∪ SA+ ∪ SA− , where A+ = ̂(−a, a) and A− = ̂(pi − a, pi + a) for
some a ∈ (0, pi/2). In this case, we can apply the Laplace transform to vˆ(s) in
every direction θ±: θ+ ∈ (̂0, a) and θ− = pi− θ+ and obtain functions v±(τ) =
Lθ± [vˆ(s)](τ) that are analytic on some half-planes H±θ±,c′ (whose intersection
is a sector) that contain half-lines issuing from some x−0 < x
+
0 ∈ R to ±∞
respectively. Proceeding as in Section. 3.2 one should be able to get:
v+(τ)− v−(τ) =
∫ +∞
−∞
e−τsvˆ(s)ds = piidk−1Cs,ke−iτ +O
(e−iτ
τ
)
(5.0.17)
Therefore, if one proves Thm. 3.1.2, analogous results are expected to follow
in this case.
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Heteroclinic orbits:
The Discrete Klein-Gordon equation
Klein-Gordon models appear in various branches of Physics like: Solid state
Physics, Biophysics and Quantum Mechanics. We will discuss an approach
that consist of the mathematical toolbox we presented in Chapter 2 and ap-
plied in Chapter 3. Following [1], we consider:
c2u′′ =
u(ξ + ε)− 2u(ξ) + u(ξ − ε)
ε2
+ u(1− u2)(1 + γu2) (5.0.18)
for u = u(ξ), ξ ∈ R, with γ > 0, c ∈ (0, 1) and ε > 0 small enough.
Travelling wave solutions of the Discrete Klein-Gordon equation (with no lin-
ear damping and “by-stable” non-linearity F (u) = u(1− u2)(1 + γu2), γ > 0),
satisfy equation (5.0.18), we comment under which possible circumstances we
can possibly obtain “Kink” solutions.
If we let ε = 0, equation (5.0.18) becomes
(1− v2)u′′ + u(1− u2)(1 + γu2) = 0 (5.0.19)
which attains the exact kink -solution:
u0(ξ) =
√
3 + γ tanh(ηξ)√
3(1 + γ)− 2γ tanh2(ηξ)
, η =
√
1 + γ
2(1− c2) (5.0.20)
which satisfies lim
ξ→±∞
u0(ξ) = ±1
We want to study solutions, uε(ξ), that continue from u0(ξ) with ε.
So, we consider a formal power series solution, u˜(ξ, ε) (s.t. uε(ξ) ' u˜(ξ, ε)) in
the form:
u˜(ξ, ε) :=
∞∑
n=0
un(ξ)ε
n (5.0.21)
(un(±∞) = ±1)
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After (formally) considering each uk(ξ) analysable in Taylor series around ξ:
un(ξ ± ε) =
∞∑
k=0
u
(k)
n (ξ)
k!
(±ε)k.
Substituting expression (5.0.21), i.e. the “Outer expansion”, to u(ξ) in equa-
tion (5.0.18) and equating the coefficients for each power εk, k ∈ N on the
right and left hand side, we obtain an infinite system of second order linear
equations.
Regarding an inner analysis to the problem, we have that u0(ξ) (solution
to 5.0.19) can be analytically extended to a (“multi -”) cut-plane Ccut, and
has (periodic) singularities that are square root branching points of the form
z±k = ±a+ i(b+ kpi/(2η)), for k ∈ Z where ipi/(2η) is the period.
We let ξ ≡ z ∈ Ccut, and apply the following scaling transformations
τ = z/ε, vε(τ) =
√
εuε(z). (5.0.22)
Equation (5.0.18) becomes:
c2
ε5/2
v′′ε (τ) =
1
ε5/2
(
vε(τ + 1)− 2vε(τ) + vε(τ − 1)
)
+ F
(vε(τ)√
ε
)
(5.0.23)
Letting vε(τ) '
∑∞
k=0 vk(τ)ε
k, we get that as ε → 0 the dominant part of
the non-linear term of (5.0.23) is γv50(τ)ε−5/2. The terms vk(τ) satisfy linear
difference-differential equations (again, we formally obtain an infinite system).
The leading term, v0(τ), satisfies:
c2v′′0(τ) = v0(τ + 1)− 2v0(τ) + v0(τ − 1)− γv50(τ) (5.0.24)
Lastly, we formally impose v0(τ) ' v˜0(τ) := τ−1/2
∑∞
j=0 ajτ
−2j and by (5.0.24)
we anticipate to find that aj obey a “factorial over power” rate of divergence,
i.e. v0(τ) is Borel-summable and so we can obtain an expression for v0(τ) in
the form of Laplace transform, analytic on a set of interest.
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