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ABSTRACT
In recent times, there has been an increasing number of applications of autonomous
systems such as unmanned aerial vehicles (UAVs) and self-driving cars in urban
environments for tasks such as transport, delivery, photography, surveillance and
search and rescue. Global Navigation Satellite System (GNSS) navigation in ur-
ban environments is prone to error sources such as multipath and signal blockage
due to buildings in the environment. However, if we consider several agents,
then the localization capabilities may differ among the agents due to reasons such
as heterogeneity of sensors, different view of the sky, the structure of buildings
around agents etc. This variety can be leveraged to localize all the agents better if
they cooperate with each other.
Collaborative localization (CL) is a way to aid navigation in a multi-agent sys-
tem. However, CL algorithms face challenges such as scalability, robustness to
noisy sensor data and single points of failure, and operability despite limited inter-
agent communication. Additionally, a 3D Map of the environment can be used to
predict and account for the effects of multipath and signal-blockage. Shadow
Matching has shown high potential in 3D-mapping-aided (3DMA) GNSS navi-
gation for a single agent in urban environments, but it suffers from errors such
as ambiguity which cannot be reliably mitigated without external sensing and in-
tegrated systems. Shadow Matching naturally compliments range-based GNSS
algorithms and is ideally used alongside it. This integration, however, is not guar-
anteed to reduce ambiguity and may in fact increase it.
In this thesis, we present three novel decentralized collaborative localization
methods for navigation of multiple agents in an urban environment. The proposed
frameworks are applicable to sparsely connected networks and information ex-
change is limited to only those agents which obtain relative inter-agent measure-
ments. Furthermore, we allow the agents to carry out the updates asynchronously.
First, we present an algorithm which allows for deep coupling of agents’ GPS
measurements with inter-agent ranging measurements. We build this work upon a
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decentralized extended Kalman filter based collaborative localization framework
and take advantage of the variable visibility of the sky for different agents. We pro-
pose a methodology for relaying satellite information between agents to augment
the set of visible satellites on each agent with virtual satellites, thereby providing
more constraint equations to each agent. The proposed method is validated on real
world dataset involving an aerial vehicle, ground agents, and several range-only
sensors.
Next, we incorporate the 3D city map and present a novel snapshot algorithm
which couples 3DMA GNSS measurements with inter-agent ranging modality.
We build this upon the Intelligent Urban Positioning (IUP) 3DMA algorithm
which uses Shadow Matching (SM) and Likelihood-based 3DMA Ranging (LB-
3DMAr) algorithms. The introduction of multiple agents equipped with ranging
sensors in the framework enables ambiguity error mitigation (which is a source
of error in both SM and LB-3DMAr) and further improves accuracy (by introduc-
ing an additional sensor measurement). This method works by constraining an
agent’s probability distribution using its neighbors in a discretized grid of posi-
tion hypothesis.
Finally, we extend the above method to a multi-epoch variant. Unlike the snap-
shot algorithm, this allows for a mechanism to account for temporal correlations
between poses for each agent. This enables the proposed methodology to further
improve ambiguity error mitigation and localization accuracy by preventing jump
discontinuities at subsequent time steps and introducing an additional sensor mea-
surement (in the form of pseudorange rate measurements). The method adapts the
discretized Bayesian filter to associate temporal correlations between agent states.
These snapshot and multi-epoch methods are validated on simulated datasets in an
urban area of Champaign, Illinois, with multiple agents in a variety of scenarios.
We demonstrate the improved performance in terms of positioning accuracy and
ambiguity mitigation. We also analyze the impact of network connectivity, and
size of network on positioning accuracy.
iii
ACKNOWLEDGMENTS
I am greatly thankful to my thesis advisor, Professor Grace Gao, for her patience,
enthusiasm, and belief in my abilities. Her guidance and constant words of en-
couragement were my driving motivations in taking up the several projects I was
lucky enough to encounter during the course of my master’s program. Discussing
new ideas with her always gives me joy.
I am also grateful to my academic advisor, Professor Jonathan Makela, for
teaching me the basics of GNSS through ECE456. His lessons were constantly
useful in the completion of this thesis.
I would like to acknowledge Mr. John Hart, Lab Manager and Facility Coordi-
nator for the Intelligent Robotics Lab, UIUC, for helping me conduct experiments
in the lab.
I feel fortunate to have met amazingly dedicated lab-mates Matt Peretic and
Shubhendra Chauhan who braved the chilling cold of Champaign, Illinois, with
me to collect data. I am thankful to my lab-mates Craig Babiarz, Akshay Shetty,
and Enyu Luo, and fellow students Spencer Markowitz, Arthur Lapin, Andrew
Tham, and Alex Cavanaugh who helped me in other data collection endeavors.
I would like to extend special thanks to my dear friends Ashwin Kanhere, Tara
Mina, Ramya Bhamidipati and Arthur Chu whose companionship made the past
two years of my life bright and joyful.
Finally and most importantly, I thank my parents Neelam and Udai Raj Tanwar,
and my brother Gautam Tanwar from the bottom of my heart for their uncondi-
tional love and support.
iv
TABLE OF CONTENTS
CHAPTER 1 INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Single Agent Navigation in Urban Environments . . . . . . . . . 1
1.2 Multi-Agent Collaboration . . . . . . . . . . . . . . . . . . . . . 2
1.3 3D Mapping-Aided (3DMA) GNSS . . . . . . . . . . . . . . . . 6
1.4 Contribution of this Thesis . . . . . . . . . . . . . . . . . . . . . 7
1.5 Thesis Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
CHAPTER 2 PROBLEM FORMULATION . . . . . . . . . . . . . . . . 9
2.1 Problem Formulation for Kalman Filter-based Methods . . . . . . 9
2.2 Problem Formulation for Grid-based Methods . . . . . . . . . . . 11
2.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
CHAPTER 3 DECENTRALIZED KALMAN FILTERING - PRELIM-
INARIES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
3.1 Motivation for Decentralization . . . . . . . . . . . . . . . . . . . 13
3.2 Decentralized Collaborative Localization Framework . . . . . . . 14
3.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
CHAPTER 4 HYBRID DECENTRALIZED COLLABORATIVE LO-
CALIZATION (H-DCL) ALGORITHM . . . . . . . . . . . . . . . . . 18
4.1 Algorithm Overview . . . . . . . . . . . . . . . . . . . . . . . . 18
4.2 Hybrid-DCL Algorithm Details . . . . . . . . . . . . . . . . . . . 18
4.3 Experimental Setup and Results . . . . . . . . . . . . . . . . . . 24
4.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
4.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
CHAPTER 5 3D MAPPING AIDED GNSS - PRELIMINARIES . . . . . 29
5.1 IUP Framework . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
5.2 Shadow Matching . . . . . . . . . . . . . . . . . . . . . . . . . . 30
5.3 Likelihood-based 3DMA Ranging . . . . . . . . . . . . . . . . . 32
5.4 Hypothesis Domain Integration . . . . . . . . . . . . . . . . . . . 33
5.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
v
CHAPTER 6 SNAPSHOT COLLABORATIVE 3DMA GNSS AL-
GORITHM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
6.1 Algorithm Overview . . . . . . . . . . . . . . . . . . . . . . . . 35
6.2 Collaborative Shadow Matching (CSM) Algorithm . . . . . . . . 36
6.3 Simulation Setup and Results . . . . . . . . . . . . . . . . . . . . 40
6.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
CHAPTER 7 MULTI-EPOCH COLLABORATIVE 3DMA GNSS AL-
GORITHM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
7.1 Algorithm Overview . . . . . . . . . . . . . . . . . . . . . . . . 44
7.2 ME-CSM Algorithm Details . . . . . . . . . . . . . . . . . . . . 45
7.3 Simulation Setup and Results . . . . . . . . . . . . . . . . . . . . 48
7.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
CHAPTER 8 CONCLUSION . . . . . . . . . . . . . . . . . . . . . . . 54
8.1 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
vi
CHAPTER 1
INTRODUCTION
In recent times, there has been an increasing number of applications of autonomous
systems such as unmanned aerial vehicles (UAVs) and self-driving cars in urban
environments for tasks such as transport, delivery, photography, surveillance and
search and rescue. These have led to forecasts [1] of widespread use in the fu-
ture. A large number of autonomous agents available in proximity of each other
in the near future opens avenues for cooperation among agents to achieve better
localization solutions.
1.1 Single Agent Navigation in Urban Environments
Single agent localization solutions typically rely on the Global Navigation Satel-
lite System (GNSS). Modern GNSS receivers such as the ones typically used in
self-driving cars are capable of providing sub-meter-level positioning accuracy in
open-sky environments. However, this performance degrades in urban environ-
ments due to error sources such as multipath, non-line-of-sight (NLOS) reception
Figure 1.1: Error in true and estimated position by conventional GPS positioning
in an urban environment.
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(a) A fully connected network of three agents. (b) Skyplot shows that collectively the network
sees more satellites than each individual agent.
Figure 1.2: Multi-agent collaboration leads to a better satellite geometry.
and signal blockage [2][3][4]. Multipath occurs when satellite signals reflected
from structures such as buildings and other vehicles interfere with the reception
of the line of sight (LOS) signal [5]. NLOS reception occurs when the LOS sig-
nal is blocked and only the reflected signal is received. Signal blockage is the
complete absence of a signal (LOS or NLOS). As an example, Fig. 1.1 shows the
degradation in the position solution due to signal blockage for an agent located in
an alleyway with tall walls (∼ 10 m high) on either side.
1.2 Multi-Agent Collaboration
Collaborative localization (CL) refers to the navigation techniques which rely on
inter-agent information sharing and sensing for localization in a network. Such
methods typically result in more accurate localization solutions for each agent
in the network than each individual agent localizing itself in an isolated manner.
Some of the reasons for this are discussed below.
• In a network, communication is akin to sensor sharing between agents. For
example, Fig. 1.2a shows three agents that can exchange information in a
network. The sky plot in Fig. 1.2b shows that the network collectively has
more visible satellites than each individual agent. Such variable visibility
of features such as the sky, buildings etc. provides more information in the
system which can be shared.
• Heterogeneity in the network can be exploited by CL approaches. Many
agents with low-cost sensors and poor localization capabilities can still ob-
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tain a better position estimate if there are a few agents with better local-
ization capabilities (using high-cost sensors) and information is shared be-
tween the agents.
• Robot sensing suffers from noise errors. When multiple agents take inde-
pendent measurements, and this is correctly shared and combined, uncer-
tainty in the system is reduced.
Scalability, robustness, low communication overhead and distributed computa-
tion are desired characteristics of a collaborative localization framework. A decen-
tralized framework where the required computation is distributed among agents is
robust to single points of failure and allows computation to be distributed among
agents leading to low communication bandwidth (compared to a fusion center)
and scalability (number of agents, and geographical) in the system.
1.2.1 Related Work
Early developments in CL were initiated by Kurazume et al. [6] wherein they
showed lower accumulated positioning error than dead reckoning. Since then,
CL has been extensively researched and numerous studies and developments have
followed. Broadly, the approaches may be classified on the basis of system ar-
chitecture as centralized ([7][8][9][10]) and decentralized ([11][12][13][14]) al-
gorithms. The centralized approaches rely on a fusion center or multiple fusion
centers [15] to which all agents communicate information. While centralized al-
gorithms are capable of producing the optimal fusion result, these approaches are
susceptible to points of failure and impose high communication bandwidth on the
fusion centers. Such frameworks limit scalability in terms of the number of robots
as well.
Decentralized CL approaches, on the other hand, distribute the computation
among the agents and prevent a single point of failure. Roumeliotis and Bekey
proposed in [16] a decentralized CL framework showing that the equations of a
centralized Kalman estimator can be distributed into reduced dimension filters,
one for each robot, thereby requiring no fusion center. Their approach, though
optimal, incurred a high communication cost (O(N) per robot with respect to the
number of robots). Additionally, the approach required a fully connected syn-
chronous network at all times.
3
Another category of distributed CL frameworks rely on methods that approxi-
mate the centralized approaches. Approximations allow these frameworks to op-
erate within constraints such as sparsely connected networks ([17][14]), lossy and
asynchronous communication [18], as well as lower communication and process-
ing overhead ([11][14][19]). However, such approaches require careful consid-
eration to keep track of the cross-correlation terms to ensure consistency of in-
dividual estimates within the system. Information reuse or double counting is a
problem pertinent to these methods. If an approach treats the neighbors’ poses
as deterministic estimates and ignores the cross-correlation terms, it may lead to
overly confident estimates that diverge from true agents’ positions ([20][21]). On
the other hand, if we assume no knowledge of the interdependencies but assume
the estimates to be maximally correlated, employing methods such as Covariance
Intersection Filter (CIF) [22] lead to conservative estimates. A variation of CIF
called the Split-CIF [23] separates the covariance into dependent and indepen-
dent components but leads to overly pessimistic estimates as well. Although CIF
and Split-CIF guarantee consistent estimates, these methods require the agents to
be able to measure the relative pose of their neighbors. This makes these meth-
ods unusable if the agents possess any other inter-agent sensor modalities such as
range-only or range and bearing sensors.
Prorok et al. proposed a low-cost decentralized CL algorithm based on particle
filter in [18]. Their framework demonstrated capability to handle asynchronous
and lossy communications. The results were, however, demonstrated on a low
dimensionality case (2D robots) with range and bearing sensor modalities and
communication overhead was dependent on the number of particles and particle
clusters. Specifically, CL approaches which directly fuse GPS satellite ranging
with other sensor modalities have been proposed in [20][24][25]. Hybrid Co-
operative Particle Filter (HC-PF) proposed in [20] assumes no cross-correlations
between agents and instead models the uncertainties in agents positions as addi-
tional sensor noise. Thus, the problem of double counting is not explicitly handled
and the method is prone to overly optimistic estimates.
The methodology proposed in Chapter 4, on the other hand, augments a decen-
tralized CL framework [17] which is flexible to different measurement modalities
and explicitly handles the problem of double counting by directly approximating
from [16]. This flexibility allows tightly coupling GPS satellite ranging measure-
ments with inter-agent ranging sensor to obtain virtual satellites for neighboring
agents.
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Figure 1.3: Probability distribution of an agent located in an alleyway as output
by Intelligent Urban Positioning (IUP) [26]. Despite taking into account
pseudorange measurements, ambiguity in position estimate is still present.
Figure 1.4: Superimposed probability distributions of two agents indicated by
stars. The agent located in the alleyway (center-left of image) suffers from
ambiguity in position in the along street direction. The agent located in relatively
open sky (bottom left of image) has less ambiguity in its position. Therefore,
collaboration (information sharing and sensing) between the two can lead to
ambiguity mitigation for the first agent. The red line connecting the two agents
indicates this link.
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1.3 3D Mapping-Aided (3DMA) GNSS
Over the years, a range of different techniques relying on 3D map data have
been developed to improve GNSS positioning accuracy in urban environments.
These are collectively called 3DMA GNSS. These include terrain height aid-
ing [27], mapping-aided ranging [28][29][30][31], and Shadow Matching tech-
niques [32][33][34][35]. In the simplest form, terrain height aiding utilizes digital
elevation maps to restrict an agent’s motion on the ground or at a constant offset to
it. This, effectively, removes a dimension from the position solution and improves
accuracy along the remaining dimensions. This method has been shown to im-
prove horizontal accuracy by a factor of two in urban settings [31]. On the other
hand, 3D map of the urban environment can be used to predict whether satellites
are line-of-sight (LOS) or not (N-LOS) from candidate positions. [28][29] present
approaches which predict N-LOS path delays using the 3D city map. However,
this is computationally expensive and path delays cannot be precomputed effi-
ciently.
Methods which remove the predicted N-LOS satellites from position solution
computation have been proposed in [36][37][38]. However, these methods may
lead to heavily skewed satellite geometry when used in deep urban canyons. This
leads to poor localization in across-street direction. Groves proposed Shadow
Matching [32] as a method to mitigate this localization error in across-street di-
rection. Shadow Matching relies on classifying satellites as LOS or N-LOS based
on the received carrier-to-noise (C/N0) value. This is, then, compared to predicted
visibility of these satellites across a grid of candidate positions to find the optimal
candidate. Since Shadow Matching is more useful in building/structure rich envi-
ronments, it naturally compliments ranging-based methods [33]. In [39], Suzuki
proposed a 3DMA GPS integration using a particle filter. This method allows for
adaptive grid sizing. However, particle filter is prone to converging to wrong so-
lutions if the probability manifold is multi-modal. In [26][40], Adjrad and Groves
proposed Intelligent Urban Positioning (IUP) which combined pseudorange and
C/N0 values by using Shadow Matching (SM) [33], Likelihood-based 3DMA
Ranging (LB-3DMAr) [30], and Least Squares 3DMA Ranging (LS-3DMAr) [31]
collectively. However, these methods are still prone to ambiguity in solution be-
cause of error sources such as symmetry in building structure etc.[33], although
this ambiguity is reduced in IUP as shown in Fig. 1.3. More recently, Groves
and Adjrad proposed a multi-epoch grid filter based single agent localization al-
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gorithm in [41].
The methodology in Chapter 6, on the other hand, augments IUP with exter-
nal sensing in the form of inter-agent ranging to reduce the ambiguity. Further,
this additional sensing improves accuracy in positioning. The proposed idea is
illustrated in Fig. 1.4.
1.4 Contribution of this Thesis
In this thesis, we present three decentralized collaborative localization algorithms:
Hybrid-DCL, Collaborative Shadow Matching (CSM), and Multi-Epoch Collabo-
rative Shadow Matching (ME-CSM). These algorithms operate on an asynchronous,
sparsely connected network of agents. These algorithms keep communication be-
tween agents to a minimum by requiring such communication to occur only when
relative measurements are obtained. Further, this communication is restricted to
only the agents involved in the measurement. We show that these methods pro-
vide more accurate and consistent position solutions than their respective baseline
state-of-the-art algorithms on real-world and simulated datasets. Salient novel
features of these algorithms are listed below.
1.4.1 Virtual Satellite Pseudorange Generation
We present a methodology to exploit variable visibility of the sky by different
agents in an urban environment by relaying satellite information between agents
to augment the set of visible satellites on each agent with virtual satellites, thereby
providing more constraint equations to each agent. We detail steps to gener-
ate, propagate and utilize these virtual pseudoranges in a decentralized extended
Kalman filter framework.
1.4.2 Ambiguity Mitigation in 3DMA GNSS Approaches
We present a methodology to incorporate additional sensing directly in the 3DMA
GNSS framework in the form of inter-agent ranging to mitigate ambiguity errors.
We detail the steps for consistency checking and updating a multi-modal prob-
ability distribution using the inter-agent ranging measurements in a grid-based
framework.
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1.4.3 Development of Multi-Agent Multi-Epoch 3DMA GNSS
Algorithm
We present a methodology to account for temporal correlations between an agent’s
position in a grid-based 3DMA GNSS framework by adopting from a discretized
Bayesian filter. We describe velocity distribution calculations using pseudorange
rate measurements in the grid filter and its subsequent use to propagate position
probability distributions. We also detail the incorporation of inter-agent ranging
in this framework.
1.5 Thesis Outline
The rest of the thesis is organized as follows.
Chapter 2 formulates the problem and defines notations used for Kalman filter-
based and grid-based methods described in subsequent chapters.
Chapter 3 begins by discussing the motivation behind decentralization. It de-
scribes an extended Kalman filter based decentralized collaborative localization
(DCL) algorithm which serves as the baseline framework for the algorithm pro-
posed in Chapter 4.
Chapter 4 presents the novel Hybrid-DCL (H-DCL) algorithm in detail. It fur-
ther describes the experimental setup, followed by results and discussion on a real
world dataset collected using a UAV and two ground agents.
Chapter 5 describes a grid-based 3DMA GNSS algorithm called Intelligent Ur-
ban Positioning (IUP) and its components Shadow Matching (SM) and Likelihood-
based 3DMA Ranging (LB-3DMAr) which serves as the baseline framework for
the algorithms proposed in Chapters 6 and 7.
Chapter 6 details a novel snapshot 3DMA GNSS algorithm for multi-agent nav-
igation called Collaborative Shadow Matching (CSM). It also contains results on
a simulated dataset based on a real world location in Champaign, Illinois.
Chapter 7 describes a novel multi-epoch 3DMA GNSS algorithm for multi-
agent navigation in details. It also contains results on a simulated dataset based
on a real world location in Champaign, Illinois.
Chapter 8 concludes the thesis and highlights possible future directions for re-
search.
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CHAPTER 2
PROBLEM FORMULATION
Section 2.1 formulates the problem addressed in Chapters 3 and 4. These algo-
rithms derive from the distributed representation of the Kalman filter and hence
keep track of the mean, covariance and cross-covariance of the states of the agents
assuming a Gaussian distribution. In the algorithms in Chapters 5, 6 and 7, we
relax this Gaussian assumption and instead compute the probability distribution
over a grid of candidate points. This leads to slightly different problem formula-
tions for these algorithms. Section 2.2 formulates the problem for algorithms in
Chapters 6 and 7.
2.1 Problem Formulation for Kalman Filter-based
Methods
We consider a network (denoted by O) of N agents. For each agent i ∈ O, Sti
denotes the set of GPS satellites visible to the agent at time t. Each agent i ∈ O
has a set of neighboring agents (denoted by Mti) to which it can communicate
some information at time t. The state of an agent i at time t is denoted by X ti
and its dimension is contingent on the motion model used but it always contains
[pti, b
t
i]. Here p
t
i = [xi, yi, zi]
T is the 3-D position of the agent at time t expressed
in the earth-centered earth-fixed (ECEF) frame, and bti = c ·δti where δti is the GPS
receiver clock bias for agent i at time t and c is the speed of light. For an agent
i, Σtii denotes the covariance matrix corresponding to its state X
t
i . Together they
constitute the belief belti = {X ti ,Σtii} of agent i at time t. The cross covariance
matrix between any two agents i, j ∈ O at time t is denoted by Σtij . Initially,
the states of the agents may be assumed to be uncorrelated i.e. Σij = 0 ∀i 6=
j. However, inter-agent interactions lead to non-zero Σij matrices at subsequent
times.
Each agent i ∈ O performs the following sensor measurements:
9
(i) Satellite pseudorange measurement: For each satellite s ∈ Sti , a pseudo-
range measurement ρtsi at time t is obtained. This is modeled as
ρtsi = ‖pti − pts‖+ bti + εsi (2.1)
where ‖·‖ denotes euclidean distance, pts is the 3-D coordinate of satellite s
in ECEF frame, and εsi is noise. Further, this noise is assumed independent
and Gaussian distributed as
εtsi ∼ N
(
0, tsi
2
)
(2.2)
Here, tsi
2 can be obtained as a function of satellite signal to noise ratio,
elevation etc. [42]. In our algorithms, we used
tsi
2
= α + β × 10− cno
t
si
10 (2.3)
where {cnotsi} is the received signal to noise ratio from satellite s at time t,
α and β are empirically determined constants.
(ii) Inter-agent ranging measurement: Agents possess ranging sensors to es-
timate distance to neighboring agents with known correspondences. This is
modeled as
rtij = ‖pti − ptj‖+ ϕij (2.4)
where ϕij is white Gaussian noise and is modeled as
ϕij ∼ N
(
0, ψtij
2
)
(2.5)
The term ψtij
2 can be empirically estimated. Note that the clock bias term is
eliminated using methods such as round trip time of arrival.
The problem, then, is to obtain a consistent estimate of belti and cross covariance
matrices Σtij for each agent i ∈ O at all times t given the pseudorange ρtsi, inter-
agent ranging measurements rtij , and satellite positions p
t
s. Additionally, agents
are allowed to communicate some information to a finite set of neighbors Mti.
As an example, in the algorithm proposed in Chapter 4, agents communicate only
when relative measurements are obtained, and this communication is limited to
only the agents involved in the measurement (i.e. only 2 agents at a time). When
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two agents i, j interact, they exchange their beliefs (beli, belj), decompositions of
Σij matrix (discussed in Chapter 3), and the sets of visible satellites (Si, Sj).
2.2 Problem Formulation for Grid-based Methods
In this case, we consider a network (denoted by O) of N agents in an urban area
with a known 3D Map (denoted by C). S denotes the set of all operating satellites
in the GPS constellation. For each agent i ∈ O, Sti denotes the set of satellites’
information available to agent i at time t. For each satellite s ∈ Sti , agent i stores
the satellite position and velocity (obtained from online public access ephemerides
data and orbital physics), pseudorange, associated C/N0 value, and pseudorange
rate (if obtained by measurement). Each agent has a set of neighboring agents
(denoted byMti) to which it can communicate information. An agent maintains
its state denoted by Y ti consisting of the agent position in terms of latitude and
longitude. We constrain the agent to be at ground level (such as pedestrians, au-
tonomous vehicles etc.) and obtain the altitude information using digital elevation
maps [43]. The state Y ti is obtained from a probability distribution Λ
t
i discretized
over a grid of candidate positions (denoted by Gi). Note that Λti can be multi-
modal. Therefore, naive weighted average and covariance estimation may lead to
errors. An example probability distribution is shown in Fig. 1.3. Additionally,
in the multi-epoch algorithm in Chapter 7, we also maintain a velocity estimate
(denoted by vti,cell) and corresponding covariance (denoted by Q
t
i,cell) for each cell
over the grid of candidate points. The set of these estimates over the grid gives us
the velocity distribution and is denoted by V ti .
Each agent i ∈ O performs the following sensor measurements:
(i) Satellite pseudorange measurement: The satellite pseudorange measure-
ment model is described in two parts here. For a line-of-sight (LOS) signal
reception, the same model as described by equations (2.1), (2.2), and (2.3)
is used. For a non-line-of-sight (NLOS) reception, this pseudorange is mod-
eled as
ρtsi = ‖pti − pts‖+ bti + κsi (2.6)
where ‖·‖ denotes Euclidean distance, pti, pts and bti have the same meaning
as in Section 2.1, and κsi is noise assumed to be skew-normal distributed
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with the probability distribution function given in [44]. Note that predicting
satellite as LOS or N-LOS is also part of the problem.
(ii) Satellite pseudorange rate measurement: For the multi-epoch algorithm
(Chapter 7), velocity calculation requires pseudorange rate measurements.
This measurement model is described as
ρ˙tsi = (v
t
s − vt) · 1tsi + b˙t+ ∝si (2.7)
where vts is the satellite velocity vector obtained from the navigation mes-
sage broadcast by the satellite, v is agent velocity vector. Both vts and v are
expressed in ECEF coordinate frame. 1tsi is the user-to-satellite line-of-sight
unit vector and b˙t is the rate of change in receiver clock (m/s). ∝si is the
noise and is modeled as white Gaussian with zero mean and covariance∝tsi2
which is empirically determined.
(iii) Inter-agent ranging measurement: Agents possess ranging sensors to es-
timate distance to neighboring agents with known correspondences. The
same model as described by equations (2.4), and (2.5) is used here.
The problem, then, is to obtain a consistent estimate of state Y ti for each agent
i ∈ O given the pseudoranges from all LOS and N-LOS satellites ρtsi, pseudo-
range rates ρ˙tsi, inter-agent ranging measurements r
t
ij , satellite positions p
t
s and
velocities vts, and 3D map C. Additionally, agents are allowed to communicate
some information to a finite set of neighborsMti. Obtaining this consistent state
estimate translates to reduced ambiguity in solution and improvement in position-
ing accuracy.
2.3 Summary
This chapter described the problem formulation and notations used for Kalman
Filter-based and grid-based methods described in subsequent chapters. It also
listed the various sensor models used in subsequent chapters.
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CHAPTER 3
DECENTRALIZED KALMAN FILTERING -
PRELIMINARIES
In this chapter, we present a decentralized collaborative localization algorithm
which serves as the framework for deep coupling of agents’ GPS measurements
with inter-agent ranging measurements in the subsequent chapter. First, we moti-
vate for the use of decentralized approaches by highlighting the shortcoming of a
centralized localization approach. Next, we introduce the decentralized collabo-
rative localization algorithm devised by Luft et al. in [17]. Additionally, here we
follow the problem formulation notation of Section 2.1.
3.1 Motivation for Decentralization
Let us consider an optimal centralized localization approach in a network of agents.
In this method, each agent communicates its belief and measurements to a cen-
tral fusion center which maintains the total state and associated covariance of the
system given by
X t =
(
X t1 X
t
2 ... X
t
N
)
(3.1)
Σt =

Σt11 Σ
t
12 ... Σ
t
1N
Σt21 Σ
t
22 ...
... . . .
ΣtN1 ... Σ
t
NN
 (3.2)
We then perform extended Kalman filtering [45] on this total state. This consists
of two steps:
• Prediction Step: Here the total state and covariance are propagated to the
next (time) step based on the agents’ motion models and the system control
noise description.
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• Update Step: In this step, the total state and covariance are updated using
the observed measurements such as relative inter-agent measurements, GPS
measurements, camera or LiDAR odometry etc.
While such an approach is optimal in an ideal scenario, it has various draw-
backs.
• This approach is susceptible to points of failure since computations that
affect the entire network are performed at a fusion center.
• It requires a high communication bandwidth and communication becomes
more difficult as the size of the network grows and it spans larger geograph-
ical area.
• This method has limited scalability with the number of agents since the size
of the total state grows with each agent.
• Such a system assumes a synchronous, fully connected network which is
often not feasible.
Decentralized approaches are on the other end of this spectrum and have no
fusion center. Each agent maintains its own belief and a decomposition of the
cross correlation terms [16]. This distributes the computation among the agents
and with appropriate approximations, such approaches can lead to operability in
an asynchronous, sparsely connected network. The next section describes one
such decentralized approach.
3.2 Decentralized Collaborative Localization
Framework
The methodology is derived from the distributed form of a centralized extended
Kalman filter (EKF) as proposed by Roumeliotis and Bekey in [16]. Specifically,
we follow the framework (called DCL henceforth) proposed by Luft et al. in
[17]. DCL is a distributed approximation to a general centralized EKF. It follows
the same general structure of predicting and updating as an EKF, albeit in a dis-
tributed fashion. Each agent maintains an estimate of its belief belti. Further, Σ
t
ij
is decomposed as
Σtij = σ
t
ij
(
σtji
)T (3.3)
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where this can be any possible decomposition. For example, in this description,
we will decompose Σtij such that
σtij = Σ
t
ij (3.4)
σtji = I (3.5)
where I is an identity matrix of appropriate dimensions. A more detailed expla-
nation of this decomposition can be found in [16]. This decomposition allows Σtij
to be distributed among interacting agents i, j, and each stores σtij and σ
t
ji respec-
tively. These decomposed cross covariance terms are iteratively updated along
with the belief by each agent as shown below. Each agent i ∈ O performs the
following steps.
3.2.1 Prediction Step
Each agent’s motion is independent and governed by a generic motion model with
white gaussian noise. The motion model may be different for different agents.
The following equations govern the prediction step for agent i.
X t+1i = f(X
t
i , u
t
i) (3.6)
Σt+1ii = F
t
i Σ
t
ii
(
F ti
)T
+ V ti R
t
i
(
V ti
)T (3.7)
σt+1ij = F
t
i σ
t
ij (3.8)
for all j 6= i with linearizations F ti = ∂f(X,u)∂X (X ti , uti) and V ti = ∂f(X,u)∂u (X ti , uti),
control input uti, motion model f(·), and control noise covariance matrix Rti. As
pointed by Luft et al. in [17], separately updating σt+1ij , σ
t+1
ji in agents i, j respec-
tively can be correctly combined to obtain Σt+1ij simply by equation (3.3).
3.2.2 Private Update Step
Measurements not dependent on other agents may be made by each agent. Such
measurements include GPS, landmark observation etc. When observations are
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made by such sensors, the following equations govern this step for agent i.
X t+1i = X
t
i +K
t
i
[
zti − h(X ti )
]
(3.9)
Σt+1ii =
(
I−KtiH ti
)
Σtii (3.10)
σt+1ij =
(
I−KtiH ti
)
σtij (3.11)
with identity matrix of appropriate dimension I, sensor observation zti , sensor
observation model h(X), linearization H ti =
∂h(X)
∂X
(X ti ), Kalman gain K
t
i =
Σtii (H
t
i )
T
S−1, residual covariance S = H tiΣ
t
ii(H
t
i )
T + Qti, and the sensor noise
Qti.
3.2.3 Relative Update Step
When an agent i performs a relative measurement to agent j, agents i, j exchange
beli, belj, σij, σij and perform an update according to the following equations:
Σtij = σ
t
ij
(
σtji
)T (3.12)
Σtji = σ
t
ji
(
σtij
)T (3.13)
X t+1i = X
t
i +K
t
i
[
rtij − g(X ti , X tj)
]
(3.14)
X t+1j = X
t
j +K
t
j
[
rtij − g(X ti , X tj)
]
(3.15)
Σt+1ii = (I−KtiGti)Σtii −KtiGtjΣtji (3.16)
Σt+1jj = (I−KtjGtj)Σtjj −KtjGtiΣtij (3.17)
Σt+1ij = (I−KtiGti)Σtij −KtiGtjΣtjj (3.18)
σt+1ij = Σ
t+1
ij (3.19)
σt+1ji = I (3.20)
σt+1ik = Σ
t+1
ii
(
Σtii
)−1
σtik (3.21)
σt+1jk = Σ
t+1
jj
(
Σtjj
)−1
σtjk (3.22)
for all k ∈ O \ {i, j}, with relative sensor observation rtij , relative measurement
model g(Xi, Xj), linearizationsGti =
∂g(Xi,Xj)
∂Xi
(X ti , X
t
j) andG
t
j =
∂g(Xi,Xj)
∂Xj
(X ti , X
t
j),
Kalman gain
Kt =
(
Kti
Ktj
)
=
(
ΣtiiG
t
i
T
+ ΣtijG
t
j
T
ΣtjjG
t
j
T
+ ΣtjiG
t
i
T
)
S−1 (3.23)
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and residual covariance
S =
(
Gti G
t
j
)(Σtii Σtij
Σtji Σ
t
jj
)(
Gti
T
Gtj
T
)
+Qtij (3.24)
Note that the measurement model in the relative update step is assumed to be
generic and requires no special structure. Also, we can easily see that communi-
cation is restricted to only when a relative measurement is obtained and that too
between only the agents involved in the measurement.
3.3 Summary
In this chapter, we introduced DCL, the baseline algorithm we use to build our
proposed algorithm for relaying satellite information between agents to augment
the set of visible satellites on each agent with virtual satellites. The mathematics
in each step illustrated that the algorithm operates asynchronously, on a sparsely
connected network, and communication is restricted to only the agents involved
in inter-agent measurement.
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CHAPTER 4
HYBRID DECENTRALIZED
COLLABORATIVE LOCALIZATION
(H-DCL) ALGORITHM
In this chapter, we describe our novel Hybrid Decentralized Collaborative Local-
ization (H-DCL) algorithm. First, we give an overview of the algorithm. We then
describe it in detail explaining the calculation and propagation of virtual pseudor-
anges. Finally, we analyze the accuracy results on a real-world dataset in an urban
scenario.
4.1 Algorithm Overview
In this algorithm, each agent iteratively updates the belief of its own position
and cross-correlation information with the estimates it obtains from its team-
mates. When two agents communicate, they exchange GPS pseudoranges, and
inter-agent range information along with their beliefs and cross-correlations. At
each interaction, we identify the satellites visible to only the transmitting agent.
We then estimate pseudoranges to these satellites from the receiving agent using
position estimates of the agents and ranging information. We update these pseudo-
range estimates by a correction term obtained through linearization of the ranging
equation every time we perform a prediction of the belief. These pseudorange
estimates then augment the set of visible satellites to the receiving agent and are
subsequently used in the navigation solution.
4.2 Hybrid-DCL Algorithm Details
The proposed algorithm is a variation of the DCL framework (see Chapter 3) and
is described in algorithm 1. Steps 5, 7, 18, 27 are original contributions of this
thesis, while the remaining derives from algorithm 1 in [17]. We now describe the
algorithm in detail.
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Algorithm 1 H-DCL procedure for each agent i
Require: belti,
{
σtij
}
∀j 6=i
1: Initialisation: at t = 0, choose bel(0)i as feasible, and σ
(0)
ij = 0 ∀j 6= i
2: for each time step t do
3: V t+1i ← {φ}
4: belt
∗
i ,
{
σt
∗
ij
}
∀j 6=i ← predictStep(belti,
{
σtij
}
∀j 6=i)
5: V t∗i ← correctPseudorange(belt
∗
i , bel
t
i,V ti )
6: if obtain pseudorange measurements ρtsi then
7: Sti ← storeSats(all s ∈ Sti )
8: belt
∗
i ← privUpdate(belt
∗
i ,Sti ,V t∗i )
9:
{
σt
∗
ij
}
∀j 6=i ← privCov(
{
σt
∗
ij
}
∀j 6=i)
10: end if
11: if obtain relative measurement rtij to agent j then
12: send to agent j: belt
∗
i , σ
t∗
ij , r
t
ij, S
t
i
13: receive from agent j: belt
∗
j , σ
t∗
ji , S
t
j
14: Σtij ← σt∗ij
(
σt
∗
ji
)T
15: belt
∗
i ,Σ
t∗
ij ← relUpdatea(belt
∗
i , bel
t∗
j ,Σ
t
ij, r
t
ij)
16:
{
σt
∗
ik
}
∀k∈O−{i,j} ← relCova(
{
σt
∗
ik
}
∀k∈O−{i,j})
17: σt
∗
ij ← Σt∗ij
18: V t+1i ← compareSats(belt
∗
i , bel
t∗
j ,Σ
t∗
ij , r
t
ij, S
t
i , S
t
j)
19: end if
20: if obtain relative measurement from agent j then
21: receive from agent j: belt
∗
j , σ
t∗
ji , S
t
j , r
t
ji
22: send to agent j: belt
∗
i , σ
t∗
ij , S
t
i
23: Σtij ← σt∗ij
(
σt
∗
ji
)T
24: belt
∗
i ,Σ
t∗
ij ← relUpdateb(belt
∗
i , bel
t∗
j ,Σ
t
ij, r
t
ji)
25:
{
σt
∗
ik
}
∀k∈O−{i,j} ← relCovb(
{
σt
∗
ik
}
∀k∈O−{i,j})
26: σt
∗
ij ← I
27: V t+1i ← compareSats(belt
∗
i , bel
t∗
j ,Σ
t∗
ij , r
t
ji, S
t
i , S
t
j)
28: end if
29: belt+1i ← belt
∗
i
30:
{
σt+1ij
}
∀j 6=i ←
{
σt
∗
ij
}
∀j 6=i
31: if V t+1i = {φ} then
32: V t+1i ← V t∗i
33: end if
34: end for
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Each agent’s belief is initialized at t = 0 as a guess, and we assume these initial
beliefs to be uncorrelated i.e. σ(0)ij = 0 ∀i, j ∈ O, i 6= j. We define V ti as a
set of virtual satellites relayed to agent i by its neighboring agents at time t (fur-
ther details in Section 4.2.1). The function predictStep in algorithm 1 is given
by equations (3.6)-(3.8). The function correctPseudorange executes equations
(4.5)-(4.7) and is described in Section 4.2.1. If satellites are visible to an agent i,
then it executes a private update step. The function storeSats processes the raw
GPS data to apply satellite clock and atmospheric corrections to pseudoranges and
compute satellite positions from ephemerides. Hence, for each satellite s, the set
Sti stores a corrected pseudorange value, corresponding measurement noise co-
variance, and satellite position. The function privUpdate is given by equations
(3.9)-(3.10) and the function privCov is given by equation (3.11). We assume the
sensor model for pseudorange measurement given in equation (2.1). At the time
of a relative measurement, along with belti, σ
t
ij, r
t
ij , we also share the set S
t
i ob-
tained in the private update step. Functions relUpdatea/b are given by equations
(3.14)-(3.20) and agents i and j execute the set of equations applicable to each
of them. Functions relCova/b are given by equations (3.21)-(3.22) respectively.
We use a range-only sensor and the sensor model is given by equation (2.4). We
decompose Σtij = Σ
t
ij · I with σtij = Σtij , and σtji = I which formulate steps 17, 26
of algorithm 1.
The function compareSats is a crucial part of the algorithm and it is at this step
that the set of virtual satellites V ti is generated. For each satellite in the set V ti , we
store the pseudorange ρ, associated covariance σn, and the satellite position. This
function is described in algorithm 2. The function identifyNewSats compares
the sets Sti , S
t
j to identify the satellites visible to agent j but not visible to agent
i. It then stores the PRN and position of these satellites in Vi. The function
computePseudorange implements equation (4.4). The function nonLinearity
is used to obtain a covariance estimate for satellites in Vi. Section 4.2.1 derives
equation (4.4) and describes the nonLinearity function.
Algorithm 2 compareSats function for agent i
Require: belti, bel
t
j,Σ
t
ij, r
t
ij, S
t
i , S
t
j
1: Vi,pos ← identifyNewSats(Sti , Stj)
2: Vi,ρ ← computePseudorange(belti, beltj, Sti , Stj)
3: Vi,σn ← nonLinearity(belti, beltj,Σtij, rtij, Sti , Stj)
4: return Vi
20
Figure 4.1: Geometry for virtual satellite pseudorange estimation. Satellite s is
visible to only agent j and the goal is to estimate pseudorange from agent i.
4.2.1 Calculation and Propagation of Virtual Pseudoranges
Consider two agents i, j ∈ O. Let s be a satellite visible to only agent j. Hence,
we have an observed pseudorange from agent j given by ρsj . Also, we have a rang-
ing estimate between agents i, j given by rij . Our aim is to obtain an estimate of a
pseudorange ρsi if the satellite was visible to agent i. This geometry is depicted in
Fig. 4.1, where points A,B, S correspond to the position of agents i, j and satel-
lite s respectively. Since the satellite is far away and agents are assumed to be in
close proximity to each other, direction of vectors ~SA, ~SB is taken to be identi-
cal. Hence, from right ∆ABC in Fig. 4.1, we can say that AC = |(SA − SB)|
where SA = ‖pi − ps‖ and SB = ‖pj − ps‖. From right ∆ABC, we have
AC = AB cos(∠α) where AB = ‖pi − pj‖. Note that the geometry is not planar
but 3-D since the satellite can be at an arbitrary elevation and azimuth. We can
represent cos(∠α) = ~1si · ~1ji where ~1si is a unit vector from agent i to satellite
s, ~1ji is a unit vector from agent i to agent j, and (·) is dot product. From the
measurement model, we have
ρsi = ‖pi − ps‖+ bi + εi (4.1)
ρsj = ‖pj − ps‖+ bj + εj (4.2)
Subtracting equation (4.2) from (4.1), we have
ρsi = ρsj + (‖pi − ps‖ − ‖pj − ps‖) + (bi − bj) + (εi − εj) (4.3)
= ρsj + ‖pi − pj‖
(
~1si · ~1ji
)
+ (bi − bj) + εij (4.4)
Hence, equation (4.4) is used to estimate ρsi. In equation (4.4), ρsj is obtained
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Figure 4.2: Typical UWB ranging data for 2 agents ∼18 m apart. Measurements
exhibit corruption with impulse noise (values dropping to 0 for short durations)
which is filtered out in our implementation.
from the pseudorange measurement, ‖pi − pj‖ is obtained from the ranging mea-
surement and ~1si, ~1ji, bi, bj are obtained from states of agents i, j. Note that the
variables on the right in equation (4.4) are in fact random variables with asso-
ciated covariances. By sampling points from their joint distribution and passing
each point through the non-linear equation (4.4), we obtain a probability distri-
bution for ρsi. This constitutes the function nonLinearity in algorithm 2. The
resultant probability distribution of ρsi is assumed Gaussian as the algorithm uses
an EKF framework.
Once we obtain ρsi, it is crucial to update this estimate as the agent executes a
motion. This update is dependent on the measurement and motion model used.
We use a first order Taylor expansion of the measurement model in equation (2.1)
to obtain
∆ρtsi = L
t
i∆k (4.5)
where Lti =
[
− ~1tsi 1
]
, ∆k = [δpti δb
t
i]
T , with δpti = p
t+1
i − pti and δbti =
bt+1i − bti. This gives us
ρt+1si = ρ
t
si + ∆ρ
t
si (4.6)
Also, the noise covariance (σsn) associated with each pseudorange measurement
is updated as
σt+1sn = L
t
iM
t
i
(
Lti
)T
+ σtsn (4.7)
where M ti is 4 × 4 matrix constituted by the covariance submatrices for pti, bti in
the agent’s belief belti.
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Figure 4.3: Experimental setup for data collection. Our custom-made iBQR UAV
mounted with a UWB ranging sensor, a GPS receiver and antenna.
Figure 4.4: True position of agents in the experiment. Agent 1 (magenta) is a
UAV in an alley and agents 2 (red) and 3 (yellow) are stationary ground agents.
Table 4.1: Data Specifics for the Experiment
numSV Agents’ Coordinates Ag-Ag Distance(in m)
Lat (◦) Lon (◦) Ag1 Ag2 Ag3
Ag 1 4 40.114919 -88.226085 - 21.1 12.4
Ag 2 6 40.114978 -88.225894 21.1 - 9.7
Ag 3 6 40.114924 -88.225974 12.4 9.7 -
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Figure 4.5: Sky plot of GPS satellites for a UAV in an alley (Agent 1 in Fig. 4.4).
Satellites in red (PRNs 14, 25, 31, 32) are directly visible to the agent and form a
skewed geometry. Satellites in blue (PRNs 1, 10, 22) are virtual satellites
obtained from the neighboring agents and improve the geometry for a navigation
solution.
4.3 Experimental Setup and Results
4.3.1 Setup
In our experimental setup, we consider three agents in an urban scenario. Two
agents are stationary ground stations while the third is an iBQR UAV designed and
built by our research group and shown in Fig. 4.3. Each agent is equipped with
a Decawave Ultra-Wideband (UWB) ranging sensor and a u-blox LEA-6T GPS
receiver connected to an antenna. Computers at each agent’s location log the data
from these sensors. While the proposed algorithm does not impose any require-
ments on the connectivity of the network, our agent network is fully connected
over Wi-Fi. However, we use the communication link only when measurements
are obtained from the UWB ranging sensor to allow for sparse communication.
The UWB sensors on each of the agents operate asynchronously and obtain a
measurement from the two neighbors at a rate of 10 Hz. GPS pseudorange mea-
surements are obtained at a rate of about 5 Hz.
Fig. 4.2 shows the waveform of a typical parsed UWB sensor output. These
measurements suffer from impulse noises and we threshold them to filter out this
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noise. Typically, the data from a Decawave UWB sensor has a mean error of about
5 cm when agents are within 30 m of each other.
For our experiment, we position the iBQR UAV at a fixed location in an alley
∼5 meters wide and with walls 3 stories high on both sides. This effectively
blocks the majority of the sky from the receiver. The ground agents are placed
close to buildings to occlude parts of the sky. Fig. 4.4 shows a top view of the
agents’ locations. Fig. 4.5 shows a skyplot of the skewed satellite geometry for
the UAV. Table 4.1 lists agents’ correct positions, number of visible satellites, and
manually measured inter-agent distances.
At initialization, we allow the ground agents to have better estimates of their
position than the UAV, i.e. low initial state covariance matrices, and an initial
position estimate close to the true position. The idea is to demonstrate that if
some agents in a network possess good localization estimates, then the agents that
are “lost” should be able to utilize this information to localize themselves better.
We compare the following approaches on our dataset:
• Single agent localization using particle filter (PF) [20], extended Kalman
filter (EKF), and Newton-Raphson method (NR)
• Hybrid Cooperative Particle Filter (HC-PF) as proposed by Sottile et al. in
[20]
• DCL as proposed by Luft et al. in [17] (DCL)
• Our approach (H-DCL)
And we report the results on horizontal error (in ENU frame) in localization from
their true positions over time by the various methods. Note that NR, PF, and
EKF methods do not take into account the inter-agent ranging measurements and
rely solely on GPS measurements. In these methods, we assume each agent is
independent of the others.
Table 4.2: RMS Error in Horizontal Positioning for Agents
RMS error in estimation (in m)
H-DCL DCL HC-PF EKF PF NR
Agent 1 5.4 6.7 8.6 11.5 11.0 14.3
Agent 2 4.3 4.4 5.0 7.4 6.5 9.0
Agent 3 2.6 2.7 3.0 6.6 5.2 9.0
25
Figure 4.6: Comparison of horizontal estimation error from true position
between HC-PF[20], EKF, and H-DCL over time for each agent. H-DCL has
lower errors on average and is especially beneficial to agents with low number of
visible satellites (Agent 1 in this case; see sky-plot given in Fig. 4.5).
Figure 4.7: Qualitative result comparison for the proposed algorithm. Green
points represent the true position of the agents. The magenta, yellow, and red
circles are navigation solutions for each agent obtained by naive GPS-only
localization. The magenta, yellow, and red stars show the navigation solution
obtained by the proposed algorithm along with the associated covariance error
bounds.
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4.3.2 Results
Fig. 4.6 shows the plot of error in estimation from true position over time for
various methods. Table 4.2 lists the RMS error in position averaged over time
for the agents using the aforementioned methods. We can see from Fig. 4.6 that
both HC-PF and H-DCL have a lower positioning error than EKF. This is expected
since an additional ranging measurement should improve localization capabilities.
From Table 4.2, we can see that H-DCL has lower RMS error than HC-PF. The
difference is especially larger for Agent 1. Comparing H-DCL to DCL, we see
similar RMS errors for Agents 2 and 3. This is because both Agents 2 and 3 have
only 1 virtual satellite in the H-DCL algorithm and their satellites-agent geometry
does not change much by this addition. However, for Agent 1, the RMS error
is markedly lower since 3 virtual satellites are available (see Fig. 4.5) which
provide a better satellite distribution in the sky. These results validate that sharing
satellite information leads to a greater improvement in the location estimate for
agents with low number of visible satellites. Overall, our method outperforms the
current algorithms and provides more accurate position estimates for all agents.
Qualitative results are shown in Fig. 4.7.
4.4 Discussion
While we do not discuss the implications of agents’ geometry on the accuracy
of our solution in this section, an underlying assumption is that a non-ambiguous
solution to the localization problem exists. Another consideration is the effect
of approximations on the direct information use from the various sensors. As
shown in [16], in an optimal filter, every private measurement such as a pseudo-
range measurement affects the state estimate of all the agents in the system and
not just the agent performing the measurement. However, in order to minimize
information exchange, the adopted algorithm neglects this effect on other agents’
states. Similarly, approximations in the relative update step lead to information
loss in the algorithm. Thus, the algorithmic framework leads to a sub-optimal use
of measurements from the sensing modalities. This motivated us to introduce the
virtual measurements in this approximated filter to reduce the information loss
by sharing satellite information across agents. Thus, although the generated vir-
tual measurements are not new information for the complete system (since they
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Figure 4.8: Comparison of horizontal estimation error from true position
showing the improvement when virtual measurements are used in our algorithm
(shown in blue) over when only inter-agent ranging is used (shown in green).
are not observed directly by a sensing modality) and are directly dependent on
inter-agent ranging, they lead to an improvement in positioning accuracy. This
can be directly seen in Fig. 4.8 where we compare the results of the use of only
inter-agent ranging with the use of virtual measurements.
4.5 Summary
In this chapter, we proposed a decentralized collaborative localization algorithm
for estimating navigation solution in urban environments. We formulated a method-
ology to relay satellite information between agents to obtain more constraint equa-
tions for each agent by coupling GPS measurements with ranging measurements.
The algorithm improved accuracy of all agents in the system and especially aided
agents suffering from signal blockage and multipath. We demonstrated this on a
real world dataset collected using an iBQR UAV and ground agents.
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CHAPTER 5
3D MAPPING AIDED GNSS -
PRELIMINARIES
In this chapter, we discuss the Intelligent Urban Positioning (IUP) framework
proposed by Adjrad and Groves in [26]. This framework is an integral part of the
collaborative 3D-Mapping Aided (3DMA) algorithms that we present in Chapters
6 and 7 which are novel contributions of this thesis. First, we give an overview
of IUP in Section 5.1. We then describe the key elements of IUP, namely Shadow
Matching (SM), Likelihood-based 3DMA Ranging (LB-3DMAr) and hypothesis
domain integration in subsequent sections. Note that in this chapter, we will fol-
low the notation from Section 2.2.
5.1 IUP Framework
The IUP algorithm is a single-agent localization algorithm and consists of four
main parts shown in Fig. 5.1. The first step, called Least Squares 3DMA Ranging
(LS-3DMAr), is used to obtain an initial estimate of the agent position and serves
as the seed for generating grid of candidate positions for Shadow Matching (SM)
and Likelihood-based 3DMA Ranging (LB-3DMAr). SM and LB-3DMAr, then,
work concurrently to generate positioning probability distributions over the grid.
These distributions are then combined in the hypothesis domain integration step.
The output of this final step is a single probability distribution over the grid of
candidate positions and is subsequently used to get a position estimate. A repre-
sentative distribution is shown in Fig. 1.3.
Each of the above steps is described in detail in [26][30] and we summarize
them in this chapter. We omit details of LS-3DMAr, however, since we do not use
it in subsequent chapters. This is because LS-3DMAr is an initialization technique
and is computationally intensive. We will initialize the agent positions close to the
true values in subsequent chapters to save on this computation.
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Figure 5.1: Intelligent Urban Positioning (IUP) flowchart. The Hypothesis
Domain Integration block outputs a probability distribution over the grid of
candidate positions. (Adapted from [26]).
5.2 Shadow Matching
Shadow Matching belongs to the class of 3D mapping-aided (3DMA) GNSS al-
gorithms. To initialize, an area is divided into grid cells. By utilizing the 3D city
map, cells are identified where satellites will be in direct line of sight (LOS).
Instead of relying on the pseudo-range information, in Shadow Matching, we
care about the received signal-to-noise ratio (SNR) to identify line-of-sight (LOS)
and non line-of-sight (NLOS) satellites. A confidence measure is obtained about
whether the satellite is LOS or NLOS based on the SNR value e.g. a simple thresh-
olding was used in [32]. By comparing the confidence measure obtained by SNR
value and the predictions from the 3D city map, we can assign position hypothesis
scores to each grid cell and use this to estimate user position. The algorithm is
described in details below:
1. Setup Search Area: A search area of a particular size is defined around a
prior positioning solution. Within this search area, a grid of candidate po-
sitions at uniform intervals is set up. The parameters such as search area,
number of grid cells, and initial seed are empirically determined. For ex-
ample, in subsequent chapters, we use a square grid area of 100 m × 100 m
and initialize the center of the grid close to the true position of the agents.
Note that it is crucial to remove grid cells that may be located inside the
buildings by using the 3D city map.
2. Determining satellite visibility using 3D city map: Using the 3D city map
and satellite positions (obtained from the ephemerides information), we de-
termine a prediction of whether a satellite is LOS at each grid cell. This is
done in three steps. First, for each grid cell, a discretized bin of azimuths
is created (typically 0.1◦ resolution). Then, for each bin, we compute the
elevation above which the sky is visible using the 3D city map or building
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boundaries (BB). Finally, for a given satellite position, its el-az coordinate
is computed for each grid cell. The azimuth is compared to the appropriate
bin, and using the satellite elevation and the predetermined elevation above
which sky is visible for the azimuth, we obtain the prediction. The LOS
probability predicted for the BB for a cell, P (LOS|BB), is set to a high
fractional value less than 1 if the satellite is predicted to be LOS; otherwise
this is set to a low value. Again, these values are empirically determined
and vary according to the resolution and accuracy of the 3D city map.
3. Determining satellite visibility using received SNRmeasurements: Next,
we predict if a satellite is LOS by comparing the SNR values of the received
satellite signals. The idea is that a LOS satellite will have high SNR value
whereas an NLOS signal will have degraded power and therefore, a low
SNR measurement. Note that this value does not depend on the 3D city
map and is obtained from direct measurements of the SNR values. This
probability is determined for each satellite that the receiver tracks using the
following function:
P (LOS|SNR = s) =

pmin s ≤ smin
a2s
2 + a1s+ a0 smin < s < smax
pmax s ≥ smax
(5.1)
where smin, smax, a2, a1, a0 are parameters that are empirically chosen, pmin, pmax
are empirically chosen as well, s is the observed SNR value.
4. Generating Position Hypothesis Scores: Each grid cell is scored using the
resulting probability from steps 2 and 3 above. We do the following for each
grid cell r ∈ Gi. For each satellite o ∈ S, the quantity Po is computed by
Po = 1− P (LOS|SNR = s)− P (LOS|BB)
+2P (LOS|SNR = s)P (LOS|BB)
(5.2)
This is used to generate the overall score λr for the grid cell given by the
equation
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λr =
∏
o∈S
Po (5.3)
where S is the set of all visible satellites.
5. Finally, the probability distribution over the grid ΛSM is obtained by nor-
malizing λr over all grid cells.
5.3 Likelihood-based 3DMA Ranging
The LB-3DMAr algorithm uses the 3D city map to predict LOS satellites using
techniques similar to Shadow Matching. However, this method takes into account
the pseudorange measurements and therefore compliments SM (which fails in
open sky environments). LB-3DMAr computes the probability distribution over
a grid of candidate points by computing the difference between measured and
predicted pseudoranges. We assume LOS predicted pseudorange measurements
to arise from a skew normal distribution since NLOS range errors are always
positive. The algorithm is described below. More mathematical details can be
found in [30].
1. Setup Search Area: We use the same search area setup as we did for
Shadow Matching.
2. Determining satellite visibility using 3D city map: This step is also identi-
cal to Step 2 of Shadow Matching describes above. In practice, the required
quantities for Step 1 and 2 are computed only once and shared between SM
and LB-3DMAr.
3. CalculatingMeasurement Innovation: For each grid cell, we calculate the
expected pseudorange using the satellite position and grid cell coordinate.
Differencing with a reference satellite expected pseudorange cancels out the
receiver clock bias at this step. Next, we subtract this from the measured
pseudorange to obtain the innovation.
4. Remapping NLOS Innovation: If a satellite is predicted NLOS for a grid
cell, then its innovation predicted at that grid cell is remapped to a skew
normal distribution. This is important because we assume LOS and NLOS
pseudoranges to arise from different probability distributions.
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5. Generating Position Hypothesis Scores: For each grid cell r ∈ Gi, the
score is computed by
λr = exp(−δzTr C−1δzrδzr) (5.4)
where δzr is the vector of innovations containing both LOS and remapped
NLOS innovations for the grid cell, and Cδzr is the measurement noise co-
variance matrix. In the later chapters, we assume Cδzr to be a diagonal
matrix with the covariances dependent on the received SNR values by the
function in equation (2.3).
6. Finally, we normalize λr over all grid cells to obtain a probability distribu-
tion from LB-3DMAr given by ΛLBr.
5.4 Hypothesis Domain Integration
Shadow Matching compliments traditional range-based GNSS algorithms in the
sense that it performs well in scenarios where the latter fails and fails in scenarios
where the latter is accurate. Hence, Shadow Matching should be used along with
ranging-based algorithms. To combine the probability distributions from SM and
LB-3DMAr, we perform a point-wise multiplication and normalization over the
candidate grid using the following equation:
Λi = (ΛSM · ΛLBr)/||ΛSM · ΛLBr|| (5.5)
where || · || is the norm operator. Fig. 1.3 shows that the ambiguity is reduced
in position estimation from SM after combining it with LB-3DMAr. However,
we can see that the ambiguity is not completely eliminated. This necessitates the
use of additional sensing modality which we introduce in the form of inter-agent
ranging in Chapters 6 and 7.
5.5 Summary
In this chapter, we described Intelligent Urban Positioning (IUP) algorithm and
its components Shadow Matching (SM), Likelihood-based 3DMA Ranging (LB-
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3DMAr) and Hypothesis Domain Integration in detail. We showed that SM and
LB-3DMAr complement each other in localization in urban environments. How-
ever, ambiguity is not guaranteed to be eliminated by this integration. This mo-
tivates us to design algorithms that incorporate additional sensing in this frame-
work, which we develop in subsequent chapters.
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CHAPTER 6
SNAPSHOT COLLABORATIVE 3DMA
GNSS ALGORITHM
In this chapter, we describe a snapshot collaborative algorithm to mitigate am-
biguity in 3DMA GNSS localization approaches for urban GPS navigation. We
explain the methodology to incorporate inter-agent ranging as an external sens-
ing source in the IUP framework (see Chapter 5). We implement the algorithm
and analyze the results on a simulated dataset based on a real world location in
Champaign, Illinois.
6.1 Algorithm Overview
Similar to other 3DMA GNSS algorithms discussed in Chapter 5, the proposed
algorithm is grid-based. This makes this method markedly different from Hybrid-
DCL (see Chapter 4) which assumes the probability distributions to be Gaussian.
Here, we allow the probability distributions to be multi-modal or non-Gaussian
and instead of tracking the mean and covariance (as done in H-DCL), we track
the distribution over a grid of candidate points to constitute the belief. Similar
to H-DCL, each agent updates the belief of its own position with the estimates it
obtains from its teammates. When two agents interact, they exchange their beliefs
and inter-agent ranging information. At each interaction, we constrain the beliefs
of the participating pair of agents using the ranging measurement accounting for
the uncertainty in the measurement itself. We then use this constraint to update
the agents’ beliefs. This process iterates over all neighboring agents. This pro-
posed method allows us to restrict communication to only the direct neighbors
from which ranging measurement is obtained thereby keeping communication to
a minimum.
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6.2 Collaborative Shadow Matching (CSM) Algorithm
The proposed algorithm is an extension of the IUP framework to multi-agents and
is described in algorithm 3. Steps 10 - 20 are original contributions of this thesis,
while remaining derive from [26]. We now describe the algorithm in detail.
Algorithm 3 CSM procedure or each agent i
Require: set of satellites’ info. Si, Map C
1: Initialization: Choose Yi as feasible
2: Gi ← genGrid(Yi)
3: Pi,prob ← predictVisi(Gi, Si, C)
4: Pi,SM ← classifySat(Si)
5: Λi,SM ← scoreSM(Pi,pred, Pi,SM , Gi)
6: {zi} ← computeInnovation(Si, Gi)
7: {zi} ← remapNLOS(Pi,pred, {zi})
8: Λi,LBr ← scoreLbr({zi}, Si, Gi)
9: Λi,com ← hypoIntegration(Λi,SM ,Λi,LBr)
10: belsi ← obtainModes(Λi,com)
11: Λi ← Λi,com
12: for each neighbor agent j do
13: send to agent j: belsi, r
j
i
14: receive from agent j: belsj
15: {Λni ,Λmj } ← findPair(belsi, belsj, rji )
16: Kj ← genRotProb(Λmj , rji , Gi)
17: Λi ← hypoIntegration(Kj,Λi)
18: belsi ← obtainModes(Λi)
19: end for
20: Yi ← findPos(Λi)
The algorithm requires, for each agent, a set of satellites’ information Si which
contains satellite positions (obtained from ephemerides), pseudoranges (after ap-
plication of satellite clock and atmospheric corrections) and corresponding C/N0
values. Each agent’s belief is initialized using a best guess. The function genGrid
uses this initial belief as a seed point to generate the 2D candidate grid to be used
subsequently by SM and LB-3DMAr. Steps 3 - 5 correspond to SM whereas
steps 3, 4, 6 - 8 correspond to LB-3DMAr. The function predictVisi predicts,
for each grid candidate, satellites’ visibility (LOS or N-LOS) using the 3D city
map and generates a probability distribution Pi,prob for all satellites s ∈ Si. The
function classifySat classifies satellites as LOS or N-LOS based on received
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(a) Multi-modal probability
distribution Λi. The black
circle marks µni .
(b) Probability distribution
Kj . The black circle marks
µmj .
(c) Resultant uni-modal
probability distribution Λi
after ambiguity mitigation.
Figure 6.1: Ambiguity mitigation.
C/N0 value. Function scoreSM finally uses this predicted and observed visibil-
ity to generate a probability distribution Λi,SM using Shadow Matching in step 5.
Function computeInnovation computes for each grid candidate, measurement
innovation (difference between observed and expected pseudorange) for all satel-
lites s ∈ Si. Function remapNLOS remaps the predicted NLOS satellites for each
grid candidate to a skew normal distribution. Function scoreLBr finally com-
putes a probability distribution Λi,LBr using LB-3DMAr approach (see Section
5.3). Function hypoIntegration implements equation (5.5) to get a combined
single probability distribution given by Λi,com. This concludes step 9 of algorithm
3. The remainder of the steps are a contribution of this thesis and are detailed in
the following section.
6.2.1 Ambiguity Mitigation
The proposed algorithm uses multi-agent communication and sensing to mitigate
ambiguity in grid-based 3DMA GNSS localization. Steps 10 - 20 in algorithm 3
illustrate the proposed methodology. This is a four-step process.
(i) The first step is to obtain distinct uni-modal distributions from the total
multi-modal distribution Λi,com. We perform this in steps 10 and 18. The
function obtainModes performs a heuristic thresholding to output a set of
probability distributions belsi characterized by their mean position and co-
variance. These are assumed Gaussian distributed for simplicity.
(ii) In the second step, we find the pair of unimodal distribution {Λni ,Λmj }
where Λni ∈ belsi and Λmj ∈ belsj which maximizes the following.
37
Λni ,Λ
m
j = arg max
Λni ,Λ
m
j
(
N∑
k=1
Pr (||pn,k − pm,k|| = d)
)
(6.1)
where pn,k ∼ Λni , pm,k ∼ Λmj and d is the measured inter-agent distance.
The probability Pr(·) is assumed Gaussian with mean at d and covariance
ψij
2. This translates to picking the two distributions which are most likely
to result in measurement d between agents. We do this in step 15 in an
exhaustive fashion by comparing all possible pairs.
(iii) In the third step, we use the obtained pair {Λni ,Λmj } to generate two proba-
bility distributions over the candidate grid given by the expressions
Kl(x) =
1
ψij
√
2pi
exp
(
−(||x− µl|| − d)
2
2ψij
2
)
(6.2)
where l ∈ {i, j}, µi = µni , and µj = µmj and µni , µmj are means of Λni ,Λmj
respectively. Note that Ki, Kj are computed separately on agents i, j re-
spectively since only Kj is required for subsequent steps on agent i and
vice-versa for agent j. This is done in step 16 of algorithm 3.
(iv) In the final step, we perform a point-wise multiplication and normalization
over the candidate grid using the following equations in step 17:
Λi = (Λi ·Kj)/||Λi ·Kj|| (6.3)
Λj = (Λj ·Ki)/||Λj ·Ki|| (6.4)
where || · || is the norm operator. An example of the resultant of this step is
shown in Fig. 6.1.
This procedure leads to ambiguity mitigation in the probability distribution out-
put by IUP algorithm. Additionally, it utilizes the additional sensing to an advan-
tage by taking into account the measured distance between agents and associated
uncertainty in the final solution.
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(a) Skyplot of satellites visible to an agent in an
open sky. All simulations assume this stationary
satellite geometry.
(b) Area of interest for experimentation. All
agents are spawned in the shaded region.
Figure 6.2: Simulation setup.
(a) Open Street Map
building footprint
(b) LiDAR point cloud of the
area of interest
(c) Resultant LOD1 Map
superimposed on Google
Earth for reference.
Figure 6.3: 3D Map generation.
Figure 6.4: An example agent geometry with 9 agents and an average degree of
connectivity ∼ 3. The lines connecting the agents indicate ranging and
communication link.
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6.3 Simulation Setup and Results
6.3.1 Setup
We present simulation results in an urban area of Champaign, Illinois. We only
simulate the received sensor data on different agents and use a real world location
as well as satellite geometry. Since this is a snapshot method like Shadow Match-
ing, we assume a stationary satellite geometry. This also helps in maintaining
consistency across trials. We only use the satellites above the elevation of 15◦ for
our experiments. The satellite geometry is shown in Fig. 6.2a. To generate the 3D
map of the area, we consider two sources: Illinois Geospatial Data Clearinghouse
LiDAR data [43] and OpenStreetMap (OSM) [46]. OSM provides building foot-
prints and the LiDAR data provides building heights. We combine the two sources
to obtain a level-of-detail 1 (LOD1) map shown in Fig. 6.3c. From the 3D map,
we consider a 100 m × 100 m region shown in Fig. 6.2b and we spawn agents
in this region at ground level. This selected area contains two alleyways running
perpendicular to each other in N-S and E-W directions respectively. These alleys
are ∼ 5 m wide and with walls three stories high on both sides. This effectively
blocks majority of the sky for agents which spawn in the alleyways.
Since we know the satellite positions and we are simulating the agent positions,
we know with certainty whether a particular satellite is LOS or not. We use this
ground truth and distort it with measurement models to simulate real sensor data.
We obtain satellite pseudoranges using models described in equations (2.1), (2.2),
and (2.6), and inter-agent ranging using equation (2.4). The noise for LOS satel-
lites and inter-agent ranging is modeled as an additive Gaussian with zero mean.
The standard deviation in the noise for LOS satellites is assumed to be a constant
value of 10 m. The inter-agent ranging measurements are assumed to be more
accurate with a standard deviation of 1 m. For NLOS satellites, the noise is mod-
eled as a skew normal distribution with the choice of parameters same as in [26].
To obtain the C/N0 values, we assign values above a parameter C/N0high to LOS
satellites and between C/N0low and C/N0high for N-LOS satellites. The param-
eters for the noise terms, C/N0high, and C/N0low are empirically determined to
reflect a user-grade receiver. For example, to reflect a UBlox LEA-6T receiver
with a patch antenna, we set C/N0high = 45 dB-Hz and C/N0low = 20 dB-Hz.
For the simulation, we vary the number of agents (N ) from 4 to 9. For each size
of the network, we generate 50 random configurations for statistical significance
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Table 6.1: RMS Error in Horizontal Positioning for Agents
RMS error in estimation (in m)
Num Ags. SM IUP CSM
4 25.34 6.53 4.77
5 23.71 7.28 5.08
6 23.43 7.79 5.13
7 24.20 7.91 6.78
8 23.04 6.98 4.61
9 22.45 7.08 5.32
of the data. Additionally, agents are allowed to communicate and range to only
their line-of-sight neighbors within a certain distance. Fig. 6.4 shows an example
geometry with 9 agents.
We compare the following approaches on our dataset:
• Localization using Shadow Matching (SM) [33]
• Localization using Intelligent Urban Positioning (IUP) [26]
• Our approach (CSM)
and report the results on horizontal error (in ENU frame) in localization from
their true positions by the various methods. Note that SM and IUP methods do
not take into account the inter-agent ranging measurements and rely solely on
GPS measurements. In these methods, we assume each agent is independent of
the others.
6.3.2 Results
Fig. 6.5 shows the plot of average error in estimation across agents for various
sizes of the network for various methods. Table 6.1 lists the RMS error in position
averaged over agents for different sizes of the network using the aforementioned
methods. We can see from Fig. 6.5 that CSM has a lower positioning error than
SM and IUP. This is expected since an additional ranging measurement should
improve localization capabilities. From Table 6.1, we can see that CSM has lower
RMS error than the other methods. Note that this error remains ∼ 5 m even as the
network size increases. This is because we keep the connectivity to ∼ 3 neigh-
bors/agent in these tests for all sizes of the network. Fig. 6.6a shows the effect of
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Figure 6.5: Comparison of horizontal estimation error from true position
between Shadow Matching (SM) [33], Intelligent Urban Positioning (IUP) [26],
and proposed method (CSM) for networks of different sizes and an average
connectivity of ∼ 3 neighbors/agent. CSM has lower errors on average.
(a) Plot illustrating reduction in error as the
connectivity increases in networks of size 7-10.
(b) Plot illustrating increase in compute time as
the connectivity increases in networks of size
7-10.
Figure 6.6: Impact of connectivity on positioning accuracy. We observe a
trade-off between compute time and accuracy.
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(a) Probability distribution output by Shadow
Matching. Ambiguity in the distribution leads to
erroneous position estimates.
(b) Probability distribution output by the
proposed algorithm. Ambiguity in the
distribution is minimal and the estimated
solution is closer to the ground truth.
Figure 6.7: Result of ambiguity mitigation using the proposed algorithm.
changing this connectivity on positioning accuracy. We conduct this experiment
on networks of size 7 to 10 and gradually increase the connectivity of each agent.
We can see that the reduction in error is more significant with the introduction of
the first three neighboring agents and the error saturates on subsequent addition of
neighbors. Fig. 6.6b shows the impact of increasing neighbors on the computa-
tion time per agent. We can see that the compute time increases with the number
of neighboring agents. Therefore, there is a trade-off in accuracy versus compute
time. Fig. 6.7 shows a qualitative example of ambiguity mitigation in a simulated
scenario. Overall, our method outperforms the other algorithms, provides more
accurate position estimates for all agents and mitigates ambiguity in IUP.
6.4 Summary
In this chapter, we proposed a snapshot decentralized collaborative localization
algorithm for urban GPS navigation to mitigate ambiguity in 3DMA GNSS lo-
calization approaches. We formulated a methodology to incorporate inter-agent
ranging as an external sensing source in the IUP framework. The algorithm im-
proved accuracy of all agents in the system and reduced ambiguity in solution.
We demonstrated this on a simulated dataset based on a real world location in
Champaign, Illinois, and analyzed the impact of connectivity for large networks.
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CHAPTER 7
MULTI-EPOCH COLLABORATIVE 3DMA
GNSS ALGORITHM
In this chapter, we describe a multi-epoch variant of the Collaborative Shadow
Matching (CSM) algorithm detailed in Chapter 6. First, we give an overview of
the proposed algorithm and indicate its advantage over CSM. We then describe the
algorithm in details. Finally, we present results on the accuracy of the algorithm
on a simulated dataset based in a real world location in Champaign, Illinois.
7.1 Algorithm Overview
Multi-Epoch Collaborative Shadow Matching (ME-CSM) algorithm is a multi-
epoch variant of the snapshot CSM. This algorithm follows a Bayesian filter [45]
structure comprising of the prediction and update steps in a discrete grid of posi-
tion candidate points. The key additions to the snapshot algorithm from Chapter
6 are two fold. First is the inclusion of a velocity estimation framework using
extended Kalman filtering with pseudorange rate measurements. Second is the
Bayesian prediction step which propagates the position probability distribution
using a velocity distribution over the grid of candidate points. The algorithm
adopts elements from Intelligent Urban Positioning (IUP) algorithm (see Chap-
ter 5) and CSM in the Bayesian framework. Unlike the snapshot algorithm, this
allows for a mechanism to account for temporal correlations between poses for
each agent. This enables the proposed methodology to further improve ambiguity
error mitigation and localization accuracy by preventing jump discontinuities at
subsequent time steps and introducing an additional sensor measurement.
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7.2 ME-CSM Algorithm Details
The proposed algorithm, ME-CSM, is described in algorithm 4 and we now present
the details.
Each agent’s state is initialized as a guess and this is used to generate a grid of
candidate positions in step 2. We initialize this grid to a size large enough such
that the agent stays within the grid area for certain time steps. If the agent reaches
close to the edges of the grid area, we re-initialize the grid and associated proba-
bilities with the center of the grid as the agent’s position. The associated position
probability distribution Λti is initially assumed uniform over the grid. For each
grid cell, we keep track of a velocity estimate assuming a Gaussian probability
distribution. Thus, for each grid cell r ∈ Gi, we store the mean velocity vti,r and
associated covariance Qti,r. The set of these velocity estimates over the grid is
denoted by V ti . At initialization, each of these mean velocities is set to zero and
the covariances are set to a high value.
The function predictStep in step 4 of algorithm 4 uses the velocity distri-
bution V ti and a motion model to propagate the position probability distribution.
This function is described by algorithm 5 and details are given in Section 7.2.1.
If satellites are visible to agent i, then it executes a private update step given by
steps 5-8 in algorithm 4. The function storeSats processes raw GPS data to ap-
ply satellite clock and atmospheric corrections to pseudoranges, and pseudorange
rates and computes satellite position and velocities from ephemerides. Hence,
for each satellite s ∈ S , the set Sti stores corrected pseudorange value, pseudo-
range rate value, measurement noise covariance (using received signal-to-noise
ratio value), satellite position and satellite velocity. The function IUP is given by
steps 3 - 9 to algorithm 3 and described in detail in Chapters 5 and 6. At the time of
relative measurement, the agent receives a set of position probability distributions
belstj from the agents being ranged to. This set of probabilities is characterized by
their mean and covariance assuming a Gaussian distribution for simplicity. The
remainder of the steps in the relative update step, i.e. steps 12-15 in algorithm
4, are identical to CSM and are described in detail in Section 6.2.1. The func-
tion kalmamBank is used to generate the velocity distribution and is detailed in
Section 7.2.2. Finally, functions findPos and findVel are used to get a state
estimate Y t+1i and velocity estimate v
t+1
i with covariance Q
t+1
i . These functions
are detailed in Section 7.2.3.
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Algorithm 4 ME-CSM procedure for each agent i
Require: position probability distribution Λti, velocity distribution V ti , Map C
1: Initialization: at t = 0, choose Y (0)i as feasible, Λti as uniform, V ti with zero
means and high covariances for each cell
2: Gi ← genGrid(Y (0)i )
3: for each time step t do
4: Λt
∗
i ← predictStep(Λti, V ti , Gi)
5: if obtain satellite measurements then
6: Sti ← storeSats(all s ∈ S)
7: Λti,com ← IUP(Sti , Gi, C)
8: Λt
∗
i ← hypoIntegration(Λti,com,Λt∗i )
9: end if
10: if obtain relative measurement rtij to agent j then
11: receive from agent j: belstj
12: belsti ← obtainModes(Λt∗i )
13: {Λni ,Λmj } ← findPair(belsti, belstj, rtij)
14: Ktj ← genRotProb(Λmj , rtij, Gi)
15: Λt
∗
i ← hypoIntegration(Ktj ,Λt∗i )
16: end if
17: V t+1i ← kalmanBank(V ti , Si, Gi)
18: Λt+1i ← Λt∗i
19: Y t+1i ← findPos(Λt+1i , Gi)
20: vt+1i , Q
t+1
i ← findVel(V t+1i ,Λt+1i )
21: end for
Algorithm 5 predictStep function for agent i
Require: Λti, V ti , Gi
1: for each grid cell r ∈ Gi do
2: p¯ti(r)← f(Gi(r), V ti (r))
3: Λt
∗
i (r)←
∑
s∈Gi probCalc(Gi(s), p¯
t
i(r)) · Λti(s)
4: end for
5: return Λt∗i
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7.2.1 Prediction Step
The prediction step in algorithm 4 is detailed in algorithm 5. This step is derived
from the discretized version of the Bayes filter [45]. In a general discrete Bayes
filter with state at time t given by xt, a probability of propagation associated with
the motion model P , and belief (probability of being in a certain state) bel(xt),
we have the prediction step as
bel(xt) =
∑
xt−1
P (xt|xt−1) · bel(xt−1). (7.1)
Here, bel(xt) is the predicted belief of being in state xt. The summation is over
all previous states xt−1 and their corresponding beliefs bel(xt−1). In algorithm 5,
this is precisely what is executed. The function f in step 2 is dependent on the
motion model of the agent such as vehicle, pedestrian etc. The function probCalc
in step 3 is described using a multi-variate Gaussian distribution and is identical to
the function pdf(·, ·) given below in equation (7.2) where Σ is the system model
noise and k is the dimension of the state (in this case k = 3):
pdf(x, µ) =
1√
(2pi)k|Σ| exp
(
−1
2
(x− µ)TΣ−1(x− µ)
)
(7.2)
7.2.2 Velocity Distribution Calculation
For each grid cell r ∈ Gi, we run an extended Kalman filter (EKF) which updates
the velocity mean vti,r and covariance Q
t
i,r using a pre-determined motion model
(e.g. vehicle, pedestrian etc.) and the observed pseudorange rate measurements
using the sensor model from equation (2.7). These EKFs together generate a set
of velocity distributions over the entire grid called V ti . This is done in step 17 of
algorithm 4.
7.2.3 Calculating Position and Velocity Solution
At each time step, the steps 19 and 20 of algorithm 4 compute a position and
velocity solution for the agent. The position solution is simply a weighted sum of
all grid cell coordinates using the position probability distribution and is given by
the following equation:
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Y t+1i =
∑
r∈Gi
Λt+1i (r)Gi(r). (7.3)
Here, Gi(r) is the coordinate of a grid cell r and Λt+1i (r) is the associated
position probability distribution.
The velocity solution is the weighted sum of the Gaussian velocity probabilities
at each grid cell and is given by the following equations
vt+1i =
∑
r∈Gi
Λt+1i (r)v
t+1
i,r (7.4)
Qt+1i =
∑
r∈Gi
(Λt+1i (r))
2Qt+1i,r (7.5)
where vt+1i,r and Q
t+1
i,r are the mean and covariance associated with the velocity
Kalman filter corresponding to the grid cell r ∈ Gi.
7.3 Simulation Setup and Results
7.3.1 Setup
We present simulation results in an urban area of Champaign, Illinois. We only
simulate the received sensor data on different agents and use a real world location
as well as satellite geometry. Unlike the setup in Chapter 6, the satellites are as-
sumed to be in motion since ME-CSM is a multi-epoch algorithm. The simulation
setup uses the same 3D city map that we generated in Chapter 6 for consistency
in result comparison. We spawn agents in the same 100 m × 100 m area shown
in Fig. 6.2b and we spawn them at ground level. Ten agents are generated with
four of them using a vehicle motion model with constant velocity and six follow-
ing random trajectories in a specified area at low velocities to simulate pedestrian
motion. Fig. 7.1 shows the position of the agents at various time instances. The
network is sparsely connected and need not be a single connected network at all
times as shown in Fig. 7.2. The average connectivity of the agents is 1.699 over
the time of the simulation. Agent 6 is located in the alleyway (shown in Fig. 7.1)
and observes a skewed satellite geometry. Additionally, this agent is isolated from
most other agents and has at most 1 neighbor at any time instant. Agents 3 and
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(a) Agent positions at t = 0 s (b) Agent positions at t = 2.5 s
(c) Agent positions at t = 5 s (d) Agent positions at t = 10 s
Figure 7.1: Simulation setup shows the motion of agents. The blue dots indicate
the agent’s latest position. The numbers in the bubbles indicate agent number.
Agents 1 - 4 are moving in straight lines whereas the other agents are executing
random motion locally.
Figure 7.2: The blue points are the agent positions and the links indicate a
ranging and communication link between the agents. We can see that the
network is sparsely connected and is not connected as a single graph.
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4 move in the alleyways running N-S and E-W respectively effectively blocking
majority of the sky for these agents. Agents 1 and 2 move N-S and E-W on the
main roads respectively.
To generate the simulated sensor data, we follow the same methodology de-
tailed in Section 6.3.1. Additionally, to obtain the pseudorange rate measure-
ments, we use the model described in 2.7. The noise for the pseudorange rate
measurements is modeled as an additive Gaussian with zero mean and standard
deviation 0.5 m/s .
We run the simulation for a total time of 10 s with 0.1 s time steps. Agents are
allowed to communicate and range to only their line-of-sight neighbors that are
at-least 7 m away and within 50 m distance of them.
We compare the following approaches on our dataset:
• Localization using Shadow Matching (SM) [33]
• Localization using Intelligent Urban Positioning (IUP) [26]
• Snapshot Collaborative Shadow Matching (CSM) from Chapter 6
• Multi-epoch Collaborative Shadow Matching (ME-CSM)
And we report the results on horizontal error (in ENU frame) in localization from
their true positions by the various methods. Note that SM and IUP methods do
not take into account the inter-agent ranging measurements and rely solely on
GPS measurements. In these methods, we assume each agent is independent of
the others.
7.3.2 Results
Fig. 7.3 shows the plot of error in estimation from true position over time for
various methods. Table 7.1 lists the RMS error in position averaged over time
for the agents using the aforementioned methods. We can see from Fig. 7.3 that
both CSM and ME-CSM have a lower positioning error than SM and IUP. This
is expected since an additional ranging measurement should improve localization
capabilities. Fig. 7.4 shows the estimated velocity for agent 1 in ECEF x-direction
with the 3−σ bounds. Although the velocity tracking is not accurate, the true ve-
locity is always within the 3 − σ bounds. This is sufficient to help us obtain
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Figure 7.3: Comparison of horizontal estimation error from true position
between IUP, CSM and ME-CSM over time for each agent. ME-CSM has lower
errors on average across agents.
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Table 7.1: RMS Error in Horizontal Positioning for Agents
RMS error in estimation (in m)
ME-CSM CSM IUP SM
Agent 1 3.1 4.7 5.5 19.7
Agent 2 3.0 5.5 7.9 24.0
Agent 3 6.6 9.7 12.6 20.9
Agent 4 2.9 4.3 7.2 17.3
Agent 5 1.3 2.9 3.3 17.2
Agent 6 6.6 12.1 9.4 25.8
Agent 7 2.0 4.6 7.2 18.4
Agent 8 3.7 8.2 9.0 14.8
Agent 9 1.5 6.0 5.4 9.5
Agent 10 1.8 3.2 18.4 41.7
Figure 7.4: Plot of ECEF x-axis component of estimated velocity with 3σ bounds
and the true velocity.
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(a) IUP probability
distribution
(b) CSM probability
distribution
(c) ME-CSM probability
distribution
Figure 7.5: Probability distributions obtained at an interim time for agent 8 for
qualitative analysis. The inverted yellow triangle is the true agent position. We
can see that the spread of the distribution is least for the proposed ME-CSM
algorithm, followed by CSM and IUP.
lower RMS error in position than the snapshot CSM algorithm. These results val-
idate that the multi-epoch algorithm outperforms the other state-of-the-art 3DMA
GNSS localization algorithms in providing more accurate position estimate for all
agents. Fig. 7.5 shows a qualitative comparison of the probability distribution for
the various methods.
7.4 Summary
In this chapter, we built upon the snapshot CSM algorithm and developed a multi-
epoch variant. We formulated the methodology based on Bayesian filtering to
associate temporal correlations between agent states as well as incorporated pseu-
dorange rate measurements in our algorithm. The algorithm outperformed other
3DMA GNSS approaches and effectively reduced ambiguity in the solution. We
demonstrated this on a simulated dataset based on a real world location in Cham-
paign, Illinois, with an asynchronous, sparsely connected network.
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CHAPTER 8
CONCLUSION
In summary, we presented three decentralized collaborative localization algo-
rithms that operate on an asynchronous, sparsely connected network of agents.
These algorithms kept communication between agents to a minimum by requiring
such communication to occur only when relative measurements were obtained.
Further, this communication was restricted to only the agents involved in the mea-
surement.
The first algorithm, H-DCL, was based on decentralized extended Kalman fil-
ter framework and therefore assumed a Gaussian probability distribution for the
agents. It implicitly accounted for the double counting error source in multi-agent
navigation by keeping track of cross-correlations. Further, it exploited variable
visibility of the sky by different agents in urban environments by relaying satel-
lite information between agents and generating virtual satellite pseudoranges for
the agents used in the update step. We demonstrated improvement in position ac-
curacy using this algorithm on a real-world dataset collected using the UAV and
ground agents in an urban scenario.
Next, we relaxed the Gaussian probability distribution assumption for the agents
and presented a snapshot grid-based decentralized collaborative localization algo-
rithm called CSM. This algorithm provided a framework to use 3D city maps for
localization. Building on existing 3DMA GNSS approaches for single-agent nav-
igation, this algorithm presented a methodology to incorporate inter-agent ranging
modality for multi-agent navigation. Additionally, this method was shown to re-
duce ambiguity in position which is a significant source of error in other 3DMA
GNSS approaches. The disadvantage of this method was that it was snapshot; i.e.,
unlike H-DCL, it did not take into account previous position estimates and instead
refreshed the position estimate independently at each time step. We analyzed the
impact of network connectivity and size on positioning accuracy on a simulated
dataset in an urban area of Champaign, Illinois, with multiple agents in a variety
of scenarios.
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Finally, we presented the multi-epoch variant of CSM called ME-CSM which
allowed us to account for temporal correlations within the grid-based framework
of CSM. This allowed ME-CSM to operate under non-Gaussian probability dis-
tribution assumption while still taking into account probability distributions from
previous time steps. This algorithm also allowed us to calculate agents’ veloc-
ity estimates using pseudorange rate measurements. We demonstrated that the
algorithm outperformed other 3DMA GNSS approaches and effectively reduced
ambiguity in the solution on a simulated dataset based on a real world location in
Champaign, Illinois.
8.1 Future Work
This section aims to highlight some ideas and areas for improvement in the grid-
based localization framework.
1. Reducing map size and map computation cost: A large amount of com-
putation and memory is used in 3DMA GNSS approaches in determining
and storing satellite visibility information for each grid cell using the 3D
city map. For example, if we assume a grid size of 100 × 100 cells and
for each cell bin the azimuth at 0.1◦ resolution, we will require to store
3600 × 100 × 100 × 8 = 288 MB of map data. This data is often needed
to be refreshed as agents move through the environment. Moreover, find-
ing satellite visibility requires computation of the order of O(N × N × S)
at each time step, where N × N is the number of grid cells, and S is the
number of satellites.
Intelligent ways to compress this data will be helpful. By choosing key
cells on the map and calculating elevation data for only those cells, we can
reduce memory requirements. This is possible since most adjacent grid cells
have similar stored data and the jump discontinuities only occur at certain
specific cells in a general urban environment. The satellite visibility can
then be predicted by interpolating between these key cells, thereby reducing
computation as well.
2. Incorporating cross-correlation between agents in CSM and ME-CSM
algorithms: Both of these algorithms do not directly account for informa-
tion reuse in the network. This makes the position estimates overly opti-
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mistic for these algorithms. However, cross-correlation cannot be directly
included in a grid-based algorithm since the computation and memory over-
head becomes very large. An intelligent way to store and update cross-
correlation information is needed.
3. Single agent sensor fusion usingME-CSM framework: ME-CSM frame-
work provides a methodology to fuse inter-agent ranging with the IUP algo-
rithm in a temporal fashion. This method can be extended to fuse other types
of sensor data such as bearing, odometry etc., instead of inter-agent rang-
ing. We can constrain an agent’s future probability distribution to its current
probability distribution using the same technique we used to constraint two
agents’ probability distributions. This would result in a grid-based sensor
fusion localization algorithm for a single agent in urban environments.
4. Dynamic heuristic estimation: CSM and ME-CSM use various parameter
values such as grid size, grid spacing, line-of-sight probabilities, noise pa-
rameters etc., which are empirically determined and used as constants. A
dynamically varying choice of these parameters determined by the state of
the filter may result in more accurate and consistent localization solutions.
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