Abstract: We present a new GCD algorithm for two integers that combines both the Euclidean and the binary gcd approaches. We give its worst case time analysis and we prove that its bit-time complexity is still $O(n^2)$ for two $n$-bit integers in the worst case. Our experimental implementation shows a clear speedup for small integers. A parallel version matches the best presently known time complexity, namely $O(n/\log n)$ time with $O(n^{1+\epsilon})$ processors, for any constant $\epsilon >0$ .   1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63 
Introduction
Given two integers a and b, the greatest common divisor (GCD) of a and b, denoted gcd(a, b), is the largest integer which divides both a and b. Applications for GCD algorithms include computer arithmetic, integer factoring, cryptology and symbolic computation.
Most GCD algorithms follow the same idea of reducing efficiently u and v to u and v , so that gcd(u, v) = gcd(u , v ) [14] . These transformations are applied several times till a pair (u , 0) is reached. Such transformations, also called reductions, are studied in a general framework in [14] .
For very large integers, the fastest GCD algorithms [1, 13, 17, 18] are all based on a "half-gcd" procedure and compute the GCD in O(n log 2 n log log n) time, where n is the size of the larger input. All these algorithms are recursive in nature and switch over to some other GCD algorithm that is more efficient for small inputs when the parameters in the recursive call become small enough.
In this paper, we are interested in small and medium size integers. Usually, the euclidean and the binary GCD algorithms work very well in practice for this range of integers. In Section 2, we present a new algorithm that alternates euclidean and binary reductions, obtaining a faster overall reduction to gcd(u , 0) than would be obtained by using either reduction exclusively. We give its worst case time complexity and a multi-precision version is suggested in Section 3. A parallel version is also suggested in Section 4. It matches the best presently known time complexity, namely O( n log n ) time with n 1+ processors, > 0 (see [3, 16, 15] ). Section 5 describes single, double and multi-precision implementations of the sequential algorithm; timings of these implementations for pseudorandomly generated input pairs of various sizes are also provided, supporting our conclusion that the new algorithm is a good choice for small inputs in many circumstances.
The Sequential Algorithm

Motivation
Let us start with an illustrative example. Let (u, v) = (5437, 2149). After one euclidean step, we obtain the quotient q = 2 and the remainder r = 1139. On the other hand, we observe that, in the same time, u − v = 3288 = 2 3 × 411 and the binary algorithm gives u−v 8 = 411 which is smaller and easy to compute (right-shift). The reverse is also true, Euclid algorithm step may perform much more than the binary algorithm with some other integers, especially when the quotients are large. So, the idea is that, instead of choosing one of them, one may take the most of both euclidean and binary steps and combine them in a same algorithm. Note that a similar idea was suggested by Harris (cited by Knuth [9] ) with a different reduction step. Lemma 1. Let u and v be two integers such that v odd, u ≥ v ≥ 1 and let r = u (mod v). Then we have i) min { v − r, r,
Proof. Note that either r or v − r is even, so that either We derive, from Lemma 1, the following algorithm. 
n , hence a first upper bound k ≤ (log 3 2) n . So the algorithm is quadratic in bit complexity as the binary or Euclidean algorithms. However, the following lemma proves that the worst case provides a smaller upper bound for the number of iterations. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 Then the worst case of algorithm MBE occurs when the inputs (u, v) are equal to
and the gcd is given after k iterations.
Proof. Roughly speaking, the worst case is reached when, at each time, the quotient is 1 (the smallest), only one division by 2 occurs and the output is the smallest one. We can easily prove by induction that
We call an iteration, each iteration of the (while v > 1) loop. We prove by induction that, at each iteration k, we have q k = 1 and the triplets (r k , s k , r k 2 ), for k ≥ 2. After the first iteration with the inputs (
we obtain the triplet (r k , s k , 2 ) = (2, 1, 1) which is the smallest output triplet possible.
Example: For k = 7 we have u 7 = 9805 and v 7 = 6279. We obtain 7 iterations. Note that Euclid algorithm gives the answer after 12 iterations.
We give below the link between the maximum of iteration and the number of bits of the larger input integer. Proposition 1. Let u ≥ v ≥ 11 be two integers, where u is an n-bit integer. If k is the number of iterations when algorithm MBE is applied then
Proof. Let u ≥ v ≥ 11 be two integers, where u is an n-bit integer, so that
be the enginevalues of A. Then the worst case occurs after k iterations with u ≤ C (λ 1 ) k < 2 n , where C is some positive constant. As a matter of fact we prove easily by induction or by diagonalization of matrix A, that ∀k ≥ 1 : Then, after a bit of calculation, we obtain k = n log 2 (λ 1 ) + 1.
Remark: Note that k ∼ ( log 2 log λ ) n ∼ 0, 54 n, while, when euclidean algorithm is applied to n-bit integers, the number of iterations is bounded by k ≤ (
is the golden ratio. Indeed, a first experiment on 1000 pairs of 32-bit integers shows that our algorithm is about 3 time faster than Euclid algorithm. More careful experiments show a clear speed up for certain ranges of input size. These experiments are detailed in section 5.
The Multi-precision Algorithm
In order to avoid long divisions, we must consider some leading bits of the inputs (u, v) for computing the quotients and some other last significant bits to know if either r = u mod v or s = v − r is even. The algorithm is based on the following multi-precision reduction step (sketch) called MP-MBE. The integer m is a parameter choosen as in [14] , it satisfies m = O(log n).
Step 1: Consider u 1 and v 1 the first 2m leading bits of respectively u and v. Similarly, u 2 and v 2 are the last 2m significant bits of respectively u and v.
Step 2: By Euclid algorithm, compute [14] for more details).
Step 3: Compute t 1 and p 1 such that r 2 /2 t1 and s 2 /2 p1 are both odd.
Step 4: Save the computations: M ← M × N , where N is defined by:
Example: Let u and v be two odd integers such that: u = 1617 . . . 309, and v = 1045 . . . 817. We obtain, in turn,
and N 2 = A parallel GCD algorithm can be designed based on the following Par-MBE reduction:
While (r i > 0 and
While (s i > 0 and
End.
Complexity Analysis
The complexity analysis of the parallel GCD algorithm based on Par-MBE reduction is similar to that of Par-ILE in [15] . We compute in turn q i , r i = |iu − q i v|, s i = v − r i and test if r i < 2v/k or s i = v − r i < 2v/k to select the index i. Note that there is no write concurrency. Recall that k = 2 m is a parameter. All these computations can be done in O(1) time with O(n2 2m ) + O(n log log n) processors. Indeed, precomputed table lookup can be used for multiplying two m-bit numbers in constant time with O(n2 2m ) processors in CRCW PRAM model, providing that m = O(log n) (see [15, 16] 2m ) processors, where M (m) = m log m log log m (see [16] or [3] for more details). The computation of r i = |iu−q i v| and s i = v −r i require only two products iu and q i v with the selected index i. Thus the reduction Par-MBE can be computed in parallel in O(1) time with:
Par-MBE reduces the size of the smallest input v by at least m − 1 bits. Hence the GCD algorithm based on Par-MBE runs in O(n/m) iterations. For m = 1/2 log n, ( > 0), this parallel GCD algorithm matches the best previous GCD algorithms in O (n/ log n) time using only n 1+ processors on a CRCW PRAM.
Experimental Sequential Implementation
The GNU MP Bignum Library (GMP) [4] is a highly optimized arbitrary precision integer arithmetic library, employing advanced algorithms for many 1integer operations, including greatest common divisor. Since its source code is freely available under the GNU public license, it is a natural environment for the development of new implementations of integer algorithms. In order to assess the performance of the MBE algorithm we decided to modify some of the low-level mpn-layer functions of GMP 4.3.1 [4, sect. 8 ] to use the MBE algorithm rather than the algorithms currently used by GMP. Thus we could make a head-to-head comparison of the new algorithm to the ones chosen by the GMP developers, avoiding the need to take into account differences in ancillary design issues such as integer representation and memory allocation.
This section is divided into three subsections. The first describes the three implementations of the algorithm, the second describes the actual timings of the three implementations on pseudorandomly generated input values in the appropriate range for the implementation, and the third presents some observations concerning the results.
Implementation description
A GMP limb [4, sect. 3.2] is a block of bits from the base 2 representation of a nonnegative integer and is usually the same size as the architecture's word-32 bits or 64 bits. Three mpn-level functions were modified to create three separate implementations of the MBE algorithm, based on the size of the operands: mpn_lehmer_gcd for multi-precision operands (more than two limbs) gcd_2
1 for double-precision operands (two limbs) mpn_gcd_1 for single-precision operands (one limb)
The algorithms used by GMP in these functions are described in [4, sect. 16.3] . The binary algorithm is used for single and double-precision. Euclidean algorithm versions of mpn_gcd_1 and gcd_2 were also created, so that the MBE algorithm could be compared to both the binary and Euclidean algorithm in the single and double-precision ranges. A variant of Lehmer's algorithm [8] is used at the low end the multi-precision range, which is similar in structure to the multi-precision MBE algorithm sketched above: the function mpn_lehmer_gcd calls on mpn_hgcd2 to build a 2 × 2 matrix M of single-precision integers until the quotient is too large to be incorporated into the matrix, at which time the main loop of mpn_lehmer_gcd uses M to transform the old values of u and v to the new ones, using multi-precision integer operations. Above a certain threshold 2 , a sublinear algorithm [10] is used. For multiprecision input, the MBE algorithm is compared to GMP's Lehmervariant; the subquadratic algorithm is not included in the comparisons.
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Timing results
The
One important difference between these two processors is that the Enhanced Core 2 microarchitecture of the Xeon processor directly supports integer remainder [6] while the PowerPC architecture has an integer division instruction that returns only the quotient, so that the remainder must be computed using a division, multiplication, and subtraction [12, sect. 3.3.8] . Latency for division on the Xeon processor, which computes quotient and remainder, is 12-22 clock cycles and throughput is 5-14 clock cycles [6, Appendix C.3.1], varying with the number of significant bits in the quotient, while latency and throughput for both subtraction and right shift (fundamental operations in the binary algorithm) are 1 and 0.33 cycles, respectively. According to Noble and Papadopoulos [11] , it takes 6 cycles for an 64-bit integer multiplication and roughly 60 cycles for a 64 bit integer divide on a PowerMac G5 processor, giving roughly 65 cycles for the remainder operation, assuming a subtraction costs at least one cycle. Thus the remainder operation on the Xeon processor is much closer in cost to subtraction and shifting than it is on the G5.
The compiler used was the Apple, Inc. implementation of gcc version 4.0.1. GMP 4.3.1 for these machines was obtained by using MacPorts to build gmp @4.3.1_1+universal, including object code for all four architectures. Modules from this library were statically linked into the comparison programs.
The BSD Unix system call getrusage [2] was used to query the operating system for time spent so far by the process executing user (i.e., non-privileged) instructions. Times reported below are computed by taking the difference in calls to getrusage before and after execution of a batch of one thousand calls to the particular function being timed. Any memory allocation required by GMP is performed before the start time is recorded. This system call appears to have an accuracy on the order of magnitude of one microsecond, under the operating systems used on the two machines.
For single and double-precision tests, each data point for a given bit size represents average times, in nanoseconds, for one million pseudorandomly selected input pairs (grouped into 1,000 batches of 1,000 pairs). Only odd integers were selected for double-precision tests; single precision tests include even integers. The single and double-precision results are given in Figures 1 through 4 .
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Binary ppc64 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 Hgcd iterations refer to the average number of iterations required by the function mpn_hgcd2 and the columns labeled Main iterations refer to the average number of iterations required by the main loop of mpn_lehmer_gcd. The graph displays the ratios of times and iteration counts for the MBE algorithm to times and iteration counts for the Lehmer variant. 
Observations
The MBE algorithm is a clear winner for single precision on three of the four architectures; only on the ppc64 architecture does it come in a close second to the binary algorithm. For double precision, it is better than the Euclidean algorithm but not as good as the binary algorithm on all four architectures. It seems that the level of support in hardware for integer remainder determines whether MBE or the binary algorithm is better, since the MBE algorithm clearly does a better job on the Xeon processor. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 For multiprecision input the MBE algorithm doesn't perform as well as the Lehmer variant on the 32-bit architectures, but is marginally better than Lehmer on the 64-bit architectures, up to 16,384 bits on the x86 64 machine and up to 8,192 bits on the ppc64. It is clear from the graph that MBE requires less than half of the iterations needed by the Lehmer variant in the Hgcd step.
Both GMP's version of mpn_hgcd2 and the modified version used in the experimental implementation of MBE require several double-precision arithmetic operations per iteration to compute the M matrix, so the advantage MBE has here is significant, but the cost of the multi-precision steps in the main loop of mpn_lehmer_gcd dominates the overall cost, and since MBE uses slightly more of these than Lehmer, MBE becomes more expensive for larger inputs. The experimental implementation could quite probably be improved so that more double-precision Hgcd steps could be combined into fewer main loop steps, but it is doubtful that MBE will be significantly faster than the Lehmer variant currently in use in GMP 4.3.1.
Conclusion
The Mixed Binary-Euclid algorithm has a sequential time complexity of O(n 2 ), so it is not competitive asymptotically. However, a parallel version of the algorithm matches the best presently known time complexity. In addition, we provided experimental evidence that it has superior performance for single precision inputs when there is good hardware support for integer division. There is also some chance that the multiprecision version would be competitive, and we have identified some ideas to improve it. One of these ideas is the use of pseudoquotients, called ρ-Euclid ( [15] , Section 5.1), to improve the computation of the Hgcd step.
