An approach to spectral sets of certain zeta-functions  by Kamiya, Yuichi
J. Math. Anal. Appl. 329 (2007) 1303–1315
www.elsevier.com/locate/jmaa
An approach to spectral sets of certain zeta-functions
Yuichi Kamiya
19-4 Nishinobo Daiwa-cho, Okazaki-city Aichi 444-0931, Japan
Received 1 September 2004
Available online 21 August 2006
Submitted by B.C. Berndt
Abstract
A. Beurling introduced the concept of spectral sets of unbounded functions to study the possibility of the
approximation of those by trigonometric polynomials. The author studied spectral sets of the Riemann zeta-
function and zeta-functions belonging to a certain class. The purpose of the present paper is to improve the
results in the previous studies for spectral sets. The improvement is based on the relation between spectral
sets and support of distributions.
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1. Introduction
Let ϕ be a measurable function on R satisfying the condition
∞∫
−∞
∣∣ϕ(t)∣∣e−u|t | dt < ∞ (1)
for every positive u. Let w = u + iv be a complex variable, where u and v are real, and set
F+ϕ (w) =
∞∫
0
ϕ(t)e−wt dt
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F−ϕ (w) = −
0∫
−∞
ϕ(t)e−wt dt
for u < 0. From the condition (1) it follows that F+ϕ is analytic on the half-plane u > 0, and F−ϕ
is analytic on the half-plane u < 0.
In Beurling [1] the concept of the spectral set of ϕ has been introduced. When F+ϕ and F−ϕ
do not continue to each other analytically, it is said that the spectral set of ϕ is R. Otherwise,
F+ϕ and F−ϕ continue to each other analytically through some subset of the imaginary axis. Let
us denote the continued function by Fϕ . Then the spectral set of ϕ is defined to be the set of all
λ ∈ R such that iλ is a singularity of Fϕ . We denote the spectral set of ϕ by S(ϕ).
Another definition of spectral sets can be given. For ϕ with the condition (1) the harmonic
function Uϕ(u, v) on the half-plane u > 0 is defined by
Uϕ(u, v) =
∞∫
−∞
ϕ(t)e−u|t |−itv dt.
It is known that S(ϕ) is identical to the complement of the union of all open intervals such that on
any bounded and closed interval contained in it Uϕ(u, v) converges uniformly to 0 as u → +0.
For the proof we can refer to Beurling [1] or Nyman [10, Lemmas 1 and 2].
Here, we consider the spectral set of the Riemann zeta-function. Let s be a complex variable
and write s = σ + it , where σ and t are real. The Riemann zeta-function ζ(s) is analytic for all s
except s = 1, where there is a simple pole, and is expressed as the Dirichlet series
ζ(s) =
∞∑
n=1
1
ns
(2)
for σ > 1. Let ζσ be the function defined by ζσ (t) = ζ(σ + it). For σ > 1 we easily see that
S(ζσ ) = {− logn}∞n=1. This follows from
lim
u→+0Uζσ (u, v) = 0
uniformly for v in any bounded and closed interval contained in the complement of {− logn}∞n=1,
and
lim
u→+0
(
uUζσ (u, v)
)= 2
nσ
uniformly for v near − logn. These asymptotic behaviours are easily obtained by the absolute
convergence of the Dirichlet series (2). A main result in [6] is that, for 0 < σ < 1,
lim
u→+0Uζσ (u, v) = −2πe
−(1−σ)v (3)
uniformly for v in any bounded and closed interval contained in the complement of {− logn}∞n=1.
Since spectral sets are closed, this derives that S(ζσ ) = R for 0 < σ < 1. An application of this
result is discussed in [7].
The first aim of the present paper is to improve the range of σ for which S(ζσ ) = R holds.
The improvement is based on a recognition of the relation between spectral sets and support of
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the tempered distribution Uζσ :
Uζσ (g) =
∞∫
−∞
ζσ (t)g(t) dt, g ∈S ,
where S is the Schwartz space of all infinitely differentiable functions on R with each of its
derivatives decaying faster than any polynomial. The Schwartz Fourier transform of Uζσ is de-
fined by
Ûζσ (g) =Uζσ (gˆ), g ∈S ,
where gˆ is the Fourier transform defined by
gˆ(λ) =
∞∫
−∞
g(t)e−iλt dt.
In Prüss [11] it has been proved that support of the Schwartz Fourier transform of the tempered
distribution which is associated with the function ϕ ∈ L1loc of polynomial growth is equal to S(ϕ)
(see [11, Proposition 0.5]). Thus we shall consider support of Ûζσ to study the spectral set S(ζσ ).
Beurling was a pioneer of theories of distributions and hyperfunctions. Kiselman [9] is a nice
survey (including new results) for these topics. The quantity limu→+0 Uϕ(u, v) is regarded as the
hyperfunction attached to the pair (F+ϕ ,F−ϕ ), because
Uϕ(u, v) =F+ϕ (u + iv) −F−ϕ (−u + iv).
So, the result (3) says that −2πe−(1−σ)v is the hyperfunction attached to the pair (F+ζσ ,F−ζσ ). To
deduce the hyperfunction careful calculations are needed (see [6]). On the other hand, to deduce
the spectral set only, it is enough to study support of Ûζσ because of [11, Proposition 0.5].
Moreover, distribution theoretic approach has an advantage to study the spectral set, which will
be explained in the remark in the next section.
We have the following.
Theorem 1. For σ < 1, S(ζσ ) = R.
There are many zeta-functions. In [8] the author considered spectral sets of zeta-functions
ϕ(s) satisfying the following assumptions:
(i) ϕ(s) is a meromorphic function which has only a possible pole at s = 1. For σ > 1, ϕ(s) is
expressed as the absolutely convergent Dirichlet series
ϕ(s) =
∞∑
n=1
an
ns
,
where the coefficients an are complex numbers.
(ii) There exist a real number b with b < 1, a positive integer m, and a positive constant Cb
depending only on b such that∣∣ϕ(s)∣∣ Cb∣∣∣∣ t2
∣∣∣∣m−1/2
for s with σ  b, |t | > 1.
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T∫
−T
∣∣ϕ(b + it)∣∣2 dt = O(T ), T → ∞.
(iv) For the coefficients an the following estimate holds:
N∑
n=1
|an| = O
(
N(logN)γ
)
, N → ∞,
where γ is a positive constant.
Under this setting the following is proved in [8].
Theorem. Let us fix λ /∈ {− logn}∞n=1 and choose ε0 > 0 such that [λ − ε0, λ + ε0] is contained
in the complement of {− logn}∞n=1. Let ϕ(s) satisfy the assumptions (i)–(iv), and let ϕσ (t) =
ϕ(σ + it).
When ϕ(s) does not have a pole at s = 1, we have, for (1 + b)/2 < σ < 1,
lim
u→+0Uϕσ (u, v) = 0
uniformly for v ∈ [λ − ε0, λ + ε0], and hence S(ϕσ ) is contained in the set {− logn}∞n=1 in the
range (1 + b)/2 < σ < 1.
When ϕ(s) has a pole of order l at s = 1, let
ϕ(s) = C−l
(s − 1)l + · · · +
C−1
s − 1 + O(1)
near s = 1. Then we have, for (1 + b)/2 < σ < 1,
lim
u→+0Uϕσ (u, v) = −2πe
−(1−σ)v
l−1∑
h=0
C−h−1
h! (−v)
h
uniformly for v ∈ [λ − ε0, λ + ε0], and hence S(ϕσ ) = R in the range (1 + b)/2 < σ < 1.
As an example, let us consider the square of the Riemann zeta-function ζ 2(s). For σ > 1,
ζ 2(s) is expressed by the absolutely convergent Dirichlet series
ζ 2(s) =
∞∑
n=1
d(n)
ns
,
where d(n) denotes the number of divisors of n. From the well-known properties of the Riemann
zeta-function we can choose, for ϕ(s) = ζ 2(s), m = 1 (see Titchmarsh [12, p. 96]), b > 1/2 (see
[12, p. 146]), γ = 1 (see [12, p. 312]), and near s = 1 ζ 2(s) is expressed as
ζ 2(s) = 1
(s − 1)2 +
2C
s − 1 +O(1),
where C is Euler’s constant (see [12, p. 16]). Applying the above result, we have, for 3/4 <
σ < 1,
lim Uζ 2σ (u, v) = −2πe−(1−σ)v(2C − v)u→+0
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and hence S(ζ 2σ ) = R in the range 3/4 < σ < 1.
To derive the above result an approximation of ϕ(s) is used. The approximation is modified
one of Carlson’s [3]. Since it holds for σ > b, the range of σ in the above result should be
replaced by σ > b. However, an improvement of the range of σ for which the asymptotic formula
of Uϕσ (u, v) holds seems to be difficult because of a technical reason.
The second aim of the present paper is to improve the range of σ for which S(ϕσ ) = R holds.
The identification of ϕσ with the tempered distribution can be done similarly to that of the case
of ζσ . We shall consider support of Ûϕσ to study the spectral set S(ϕσ ), and obtain the following.
Theorem 2. Let ϕ(s) satisfy the assumptions (i)–(iii), and let ϕσ (t) = ϕ(σ + it).
When ϕ(s) does not have a pole at s = 1, S(ϕσ ) ⊂ {− logn}∞n=1 for b < σ < 1.
When ϕ(s) has a pole at s = 1, S(ϕσ ) = R for b < σ < 1.
2. Proof of Theorem 1
Let M be a positive integer and σ > −M + 1. The expression of ζ(s) by Euler–Maclaurin
summation is
ζ(s) =
N∑
n=1
1
ns
− N
1−s
1 − s −
1
2Ns
+
M−1∑
l=1
Bl+1
(l + 1)! ·
(s)l
Ns+l
− (s)M
M!
∞∫
N
BM(x − [x])
xs+M
dx,
where [x] is the largest integer not exceeding x, BM(x) is the M th Bernoulli polynomial, Bl is
the Bernoulli number, and (s)l is defined by
(s)l = s(s + 1) · · · (s + l − 1)
(see (1) in p.114 of Edwards [4]). Hence we easily have
ζ(s) =
N∑
n=1
1
ns
− N
1−s
1 − s −
1
2Ns
+
M−1∑
l=1
Bl+1
(l + 1)! ·
(s)l
Ns+l
+ O
(
(1 + |t |)M
Nσ+M−1
)
. (4)
From (4) it follows that
Ûζσ (g) =
∞∫
−∞
N∑
n=1
1
nσ+it
gˆ(t) dt −
∞∫
−∞
N1−σ−it
1 − σ − it gˆ(t) dt
−
∞∫
−∞
1
2Nσ+it
gˆ(t) dt +
∞∫
−∞
M−1∑
l=1
Bl+1
(l + 1)! ·
(σ + it)l
Nσ+l+it
gˆ(t) dt
+ O
(
1
Nσ+M−1
∞∫
−∞
(
1 + |t |)M ∣∣gˆ(t)∣∣dt)
= 2π
N∑
n=1
1
nσ
g(− logn) −
∞∫
N1−σ−it
1 − σ − it gˆ(t) dt
−∞
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Nσ
g(− logN) +
M−1∑
l=1
Bl+1
(l + 1)! ·
1
Nσ+l
∞∫
−∞
(σ + it)le−it logN gˆ(t) dt
+O
(
1
Nσ+M−1
∞∫
−∞
(
1 + |t |)M ∣∣gˆ(t)∣∣dt)
= I1 + I2 + I3 + I4 + I5, (5)
say.
Let us consider I2. We use the expression
1
zd
= 1
	(d)
∞∫
0
e−zyyd−1 dy, z > 0. (6)
Let (−M + 1 <)σ < 1. Substituting the expression (6) for d = 1 and z = 1 − σ − it into I2, we
have
I2 = −N1−σ
∞∫
−∞
e−it logN gˆ(t)
∞∫
0
e−(1−σ−it)y dy dt
= −N1−σ
∞∫
0
e−(1−σ)y
∞∫
−∞
gˆ(t)eit (y−logN) dt dy
= −2πN1−σ
∞∫
0
e−(1−σ)yg(y − logN)dy
= −2π
∞∫
− logN
e−(1−σ)yg(y) dy. (7)
To estimate I4, let us express (σ + it)l as the polynomial of it , that is,
(σ + it)l =
l∑
k=0
ck(it)
k, ck ∈ R.
Then
I4 =
M−1∑
l=1
Bl+1
(l + 1)! ·
1
Nσ+l
l∑
k=0
ck
∞∫
−∞
(it)ke−it logN gˆ(t) dt
=
M−1∑
l=1
Bl+1
(l + 1)! ·
1
Nσ+l
l∑
k=0
ck
∞∫
−∞
d̂kg
dtk
(t)e−it logN dt
= 2π
M−1∑
l=1
Bl+1
(l + 1)! ·
1
Nσ+l
l∑
k=0
ck
dkg
dtk
(− logN). (8)
Substituting (7) and (8) into (5), we have
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N∑
n=1
1
nσ
g(− logn) − 2π
∞∫
− logN
e−(1−σ)yg(y) dy
− π
Nσ
g(− logN) + 2π
M−1∑
l=1
Bl+1
(l + 1)! ·
1
Nσ+l
l∑
k=0
ck
dkg
dtk
(− logN)
+ O
(
1
Nσ+M−1
∞∫
−∞
(
1 + |t |)M ∣∣gˆ(t)∣∣dt). (9)
Now, let us restrict g of (9) to g ∈D , where D is the space of all infinitely differentiable functions
of compact support. Then the third and fourth terms on the right-hand side of (9) are zero, when
N is greater than some positive constant. The error term of (9) tends to zero as N → ∞, because
σ +M − 1 > 0 and gˆ ∈S . Thus we obtain the following.
Lemma 1. For σ < 1 we have
Ûζσ
∣∣
D(g) = 2π
∞∑
n=1
1
nσ
g(− logn) − 2π
∞∫
−∞
e−(1−σ)yg(y) dy.
Remark. Here, we should explain an advantage of the distribution theoretic approach to study
the spectral set S(ζσ ). Since the function ζσ (t) for a fixed σ < 1 is unbounded, we do not have an
approximation in the sense of L∞-norm, where L∞ is the Banach space of essentially bounded
functions on R. However, ζσ (t) is of polynomial growth for |t |, there is a possibility to have an
approximation in the sense of a norm involving a ‘weight.’ In fact, (4) is such approximation. Let
L∞α be the Banach space of measurable functions Φ on R having the norm
‖Φ‖α,∞ = ess sup
t∈R
|Φ(t)|
(1 + |t |)α < ∞.
Then (4) is rewritten in the form∥∥∥∥∥ζσ (t) −
N∑
n=1
1
ns
+ N
1−s
1 − s +
1
2Ns
−
M−1∑
l=1
Bl+1
(l + 1)! ·
(s)l
Ns+l
∥∥∥∥∥
M,∞
= O
(
1
Nσ+M−1
)
.
In the above argument of deriving Lemma 1 the weight (1 + |t |)M does not make any difficulty
due to the choice of the function g. On the other hand, if we consider Uζσ (u, v), the quantity
coming from the error term in (4) is estimated by
1
Nσ+M−1
∞∫
−∞
(
1 + |t |)Me−u|t | dt
and the order for u as u → +0 is affected by the weight (1 + |t |)M . This is a reason why the
range of σ for which S(ζσ ) = R holds is restricted to 0 < σ < 1 in [6].
We summarize this remark as follows: if a function ϕ is approximated by certain quantities in
the sense of the norm of a Banach space, which contains the Banach space L∞, then the Schwartz
Fourier transform of ϕ may be considerable.
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Suppose that supp Ûζσ |D = R. Then there exists a bounded and open interval O contained in
the complement of {− logn}∞n=1 on which Ûζσ |D vanishes. Let g0(= 0) ∈ D be a nonnegative
function whose support is contained in O . Then, by Lemma 1,
0 = Ûζσ
∣∣
D(g0) = −2π
∫
O
e−(1−σ)yg0(y) dy,
but this is impossible. Therefore, supp Ûζσ |D = R.
From the definition of support of distributions and Proposition 0.5 of Prüss [11] it follows that
supp Ûζσ
∣∣
D= supp Ûζσ = S(ζσ ).
Therefore, S(ζσ ) = R for σ < 1. This completes the proof of Theorem 1.
3. Proof of Theorem 2
We mention the idea of the proof of Theorem 2. We do not know an Euler–Maclaurin type
approximation for ϕ(s) satisfying the assumptions (i)–(iii) in Section 1. However, we have an ap-
proximation for ϕ(s) due to Carlson [3] (see below). Carlson’s approximation can be understood
as an approximation in the norm of Beurling’s Banach space B2 (see below), which contains the
Banach space L∞. This interpretation of Carlson’s approximation from Beurling’s Banach space
is due to Helson [5]. Hence, as remarked in the previous section, the Schwartz Fourier transform
of ϕ is considerable, and, consequently, the spectral set of ϕ is deduced.
Let us start the proof. From the assumptions (i)–(iii) in Section 1 we can derive the following
approximation of ϕ(s) by the same argument as in Carlson [3]. The difference between our
Dirichlet series and Dirichlet series considered in [3] is only whether ϕ(s) has a pole or not. This
does not make any difficulty, when we follow the argument in [3].
Lemma 2. Let s be in the half-plane σ > b. Set β = σ − b. Then
sup
T>0
{
1
1 + 2T
T∫
−T
∣∣∣∣∣ϕ(s) −
N∑
n=1
an
ns
(
1 −
(
n
N
)2β)m
+ χϕ Res
w=1
m!(2β)mϕ(w)Nw−s
(w − s)(w − s + 2β) · · · (w − s + 2mβ)
∣∣∣∣∣
2
dt
}1/2
= O
(
1
Nβ
)
,
where χϕ = 1 if ϕ has a pole at s = 1 and χϕ = 0 otherwise.
Let B2 be the Banach space of measurable functions Φ on R having the norm
‖Φ‖B2 = sup
T>0
(
1
1 + 2T
T∫
−T
∣∣Φ(t)∣∣2 dt)1/2 < ∞.
It has been proved by Beurling [2] that B2 is identical to the dual space of the Banach algebra A 2
(see [2]). The inequality (1.15) of [2] is
∞∫ ∣∣Φ(t)f (t)∣∣dt  ‖Φ‖B2 · ‖f ‖A 2 , Φ ∈B2, f ∈A 2. (10)
−∞
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N∑
n=1
an
ns
(
1 −
(
n
N
)2β)m
+ χϕ Res
w=1
m!(2β)mϕ(w)Nw−s
(w − s)(w − s + 2β) · · · (w − s + 2mβ)
∥∥∥∥∥
B2
= O
(
1
Nβ
)
. (11)
Note that, for g ∈ S , gˆ belongs to A 2 because of the fact gˆ ∈ S and the definition of A 2. We
have, by (10) and (11),
Ûϕσ (g) =
∞∫
−∞
N∑
n=1
an
nσ+it
(
1 −
(
n
N
)2β)m
gˆ(t) dt
− χϕ
∞∫
−∞
Res
w=1
m!(2β)mϕ(w)Nw−s
(w − s)(w − s + 2β) · · · (w − s + 2mβ) gˆ(t) dt
+O
( ∞∫
−∞
∣∣∣∣∣ϕ(s) −
N∑
n=1
an
ns
(
1 −
(
n
N
)2β)m
+ χϕ Res
w=1
m!(2β)mϕ(w)Nw−s
(w − s)(w − s + 2β) · · · (w − s + 2mβ)
∣∣∣∣∣ · ∣∣gˆ(t)∣∣dt
)
= 2π
N∑
n=1
an
nσ
(
1 −
(
n
N
)2β)m
g(− logn)
− χϕ
∞∫
−∞
Res
w=1
m!(2β)mϕ(w)Nw−s
(w − s)(w − s + 2β) · · · (w − s + 2mβ) gˆ(t) dt
+O
(∥∥∥∥∥ϕ(s) −
N∑
n=1
an
ns
(
1 −
(
n
N
)2β)m
+ χϕ Res
w=1
m!(2β)mϕ(w)Nw−s
(w − s)(w − s + 2β) · · · (w − s + 2mβ)
∥∥∥∥∥
B2
· ‖gˆ‖A 2
)
= 2π
N∑
n=1
an
nσ
(
1 −
(
n
N
)2β)m
g(− logn)
− χϕ
∞∫
−∞
Res
w=1
m!(2β)mϕ(w)Nw−s
(w − s)(w − s + 2β) · · · (w − s + 2mβ) gˆ(t) dt
+O
(‖gˆ‖A 2
Nβ
)
= J1 + J2 + J3, (12)
say.
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N∑
n=1
an
ns
+ χϕ Res
w=1
ϕ(w)Nw−s
w − s
∥∥∥∥∥
B2
= O
(
1
Nβ
)
, (13)
the argument of deriving the spectral set of ϕ is similar to that in the previous section. However,
we do not know such approximation. It is a standard way in analysis that, instead of (13), a ‘mol-
lified approximation’ may be considerable. In fact, (11) is a mollified approximation for ϕ, and
(1 − ( n
N
)2β)m is a mollifier. When this is involved into (13), the term coming from the residue at
w = 1 is changed by
χϕ Res
w=1
m!(2β)mϕ(w)Nw−s
(w − s)(w − s + 2β) · · · (w − s + 2mβ) .
In the following, we treat J1 and J2 which are distributions coming from the terms in the mollified
approximation (11). However, from a point of view of distributions, J1 and J2 are essentially
same as distributions coming from the terms in the approximation (13). This will be verified in
the proof which follows.
Firstly, let us consider J1. By the binomial theorem we have
J1 = 2π
N∑
n=1
an
nσ
g(− logn)
(
1 +
m∑
j=1
(
m
j
)
(−1)j
(
n
N
)2jβ)
= 2π
N∑
n=1
an
nσ
g(− logn) + 2π
m∑
j=1
(
m
j
)
(−1)j
N2jβ
N∑
n=1
ang(− logn)
nσ−2jβ
. (14)
Next, let us consider J2. From the expression discussed in Carlson [3, p. 3]
m!(2β)mϕ(w)Nw−s
(w − s)(w − s + 2β) · · · (w − s + 2mβ) =
ϕ(w)Nw−s
w − s +
m∑
j=1
(
m
j
)
(−1)jϕ(w)Nw−s
w − s + 2jβ
it follows that
J2 = −χϕ
∞∫
−∞
Res
w=1
ϕ(w)Nw−s
w − s gˆ(t) dt
− χϕ
m∑
j=1
(
m
j
)
(−1)j
∞∫
−∞
Res
w=1
ϕ(w)Nw−s
w − s + 2jβ gˆ(t) dt.
Let l be the order of the pole of ϕ(s) at s = 1, and let
ϕ(s) = C−l
(s − 1)l + · · · +
C−1
s − 1 + O(1)
near s = 1 (this argument is needed only in the case χϕ = 1). From the Laurent expansions
of ϕ(w), Nw−s , and 1/(w − s + 2jβ) near w = 1 it follows that, for j = 0,1,2, . . . ,
Res
w=1
ϕ(w)Nw−s
w − s + 2jβ =
l−1∑
h=0
C−(h+1)
∑
k+k′=h
k=0,1,2,...′
(logN)k′
k′!
(−1)kN1−s
(1 − s + 2jβ)k+1 .k =0,1,2,...
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J2 = −χϕ
l−1∑
h=0
C−(h+1)
∑
k+k′=h
k=0,1,2,...
k′=0,1,2,...
(logN)k′
k′! (−1)
k
∞∫
−∞
N1−s
(1 − s)k+1 gˆ(t) dt
− χϕ
m∑
j=1
(
m
j
)
(−1)j
l−1∑
h=0
C−(h+1)
∑
k+k′=h
k=0,1,2,...
k′=0,1,2,...
(logN)k′
k′! (−1)
k
×
∞∫
−∞
N1−s
(1 − s + 2jβ)k+1 gˆ(t) dt. (15)
Let (b <)σ < 1. By (6), each integral in (15) is expressed in the form
∞∫
−∞
N1−s
(1 − s + 2jβ)k+1 gˆ(t) dt
= N
1−σ
	(k + 1)
∞∫
0
e−(1−σ+2jβ)yyk
∞∫
−∞
gˆ(t)eit (y−logN) dt dy
= 2πN
1−σ
k!
∞∫
0
e−(1−σ+2jβ)yykg(y − logN)dy
= 2π
k!N2jβ
∞∫
− logN
e−(1−σ+2jβ)y(y + logN)kg(y) dy, (16)
where j = 0,1,2, . . . . Substituting (16) into (15), we have
J2 = −2πχϕ
l−1∑
h=0
C−(h+1)
∑
k+k′=h
k=0,1,2,...
k′=0,1,2,...
(logN)k′
k′!
(−1)k
k!
×
∞∫
− logN
e−(1−σ)y(y + logN)kg(y) dy
− 2πχϕ
m∑
j=1
(
m
j
)
(−1)j
N2jβ
l−1∑
h=0
C−(h+1)
∑
k+k′=h
k=0,1,2,...
k′=0,1,2,...
(logN)k′
k′!
(−1)k
k!
×
∞∫
e−(1−σ+2jβ)y(y + logN)kg(y) dy.
− logN
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∑
k+k′=h
k=0,1,2,...
k′=0,1,2,...
(logN)k′
k′!
(−1)k
k! (y + logN)
k = 1
h!
h∑
k=0
(
h
k
)
(logN)k(−y − logN)h−k
= (−y)
h
h! ,
and hence
J2 = −2πχϕ
l−1∑
h=0
C−(h+1)
h!
∞∫
− logN
e−(1−σ)y(−y)hg(y) dy
− 2πχϕ
m∑
j=1
(
m
j
)
(−1)j
N2jβ
l−1∑
h=0
C−(h+1)
h!
∞∫
− logN
e−(1−σ+2jβ)y(−y)hg(y) dy. (17)
Substituting (14) and (17) into (12), we have
Ûϕσ (g) = 2π
N∑
n=1
an
nσ
g(− logn)
+ 2π
m∑
j=1
(
m
j
)
(−1)j
N2jβ
N∑
n=1
ang(− logn)
nσ−2jβ
− 2πχϕ
l−1∑
h=0
C−(h+1)
h!
∞∫
− logN
e−(1−σ)y(−y)hg(y) dy
− 2πχϕ
m∑
j=1
(
m
j
)
(−1)j
N2jβ
l−1∑
h=0
C−(h+1)
h!
∞∫
− logN
e−(1−σ+2jβ)y(−y)hg(y) dy
+O
(
‖gˆ‖A 2
Nβ
)
. (18)
Now, let us restrict g of (18) to g ∈ D . Then the second and fourth terms are O(N−2β). Hence,
letting N → ∞ in (18), we obtain the following.
Lemma 3. Let ϕ(s) satisfy the assumptions (i)–(iii), and let ϕσ (t) = ϕ(σ + it). Then, for b <
σ < 1, we have
Ûϕσ
∣∣
D(g) = 2π
∞∑
n=1
an
nσ
g(− logn)− 2πχϕ
l−1∑
h=0
C−(h+1)
h!
∞∫
−∞
e−(1−σ)y(−y)hg(y) dy.
We shall prove Theorem 2 from Lemma 3.
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(namely, χϕ = 1), we obtain the second assertion of Theorem 2 by the same argument as in
Section 2.
Suppose that supp Ûϕσ |D = R. Then there exists a bounded and open interval O contained in
the complement of {− logn}∞n=1 on which Ûϕσ |D vanishes. For any g ∈ D with suppg ⊂ O we
see, by Lemma 3 with χϕ = 1,
0 = Ûϕσ
∣∣
D(g) = −2π
l−1∑
h=0
C−(h+1)
h!
∫
O
e−(1−σ)y(−y)hg(y) dy.
Hence we have
l−1∑
h=0
C−(h+1)
h! (−y)
h = 0 (19)
on O . (19) means that
C−h = 0, h = 1, . . . , l,
but this contradicts the assumption that ϕ(s) has a pole at s = 1. Therefore supp Ûϕσ |D = R.
This completes the proof of the second assertion of Theorem 2.
In the case that ϕ(s) does not have a pole at s = 1 (namely, χϕ = 0), we have, from Lemma 3
with χϕ = 0,
Ûϕσ
∣∣
D(g) = 2π
∞∑
n=1
an
nσ
g(− logn).
This expression shows that Ûϕσ |D vanishes on the complement of {− logn}∞n=1. Hence
supp Ûϕσ |D is contained in {− logn}∞n=1. This completes the proof of the first assertion of The-
orem 2.
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