Abstract-A network with in-block memory (NiBM) is a generalization of a discrete memoryless network (DMN) where blocks of symbols may have memory inside each block. A cut-set bound is developed for NiBMs that generalizes and strengthens existing cut bounds. This bound gives the capacity for point-topoint channels with iBM.
I. INTRODUCTION
A network with in-block memory (NiBM) is an extension of a discrete memoryless network (DMN). Recall that a DMN with K nodes has each node k, k = 1, 2, . . . , K, dealing with four types of random variables [1] .
• Messages W km , m = 1, 2, . . . , M k , that have entropy H(W km ) = B km bits. The rate of message W km is thus R km = B km /n bits per channel use. The {W km } are mutually statistically independent for all m and k.
• Channel inputs X k,i , i = 1, 2, . . . , n, with alphabet X k . We interpret i as a time index but it could alternatively represent frequency or space, for example.
• Channel outputs Y k,i , i = 1, 2, . . . , n, with alphabet Y k .
• Message estimatesŴ
, where D(k) is a decoding index set whose elements are selected pairs`m, 6 = k, of messages from other nodes. Let E(k) = {k1, k2, . . . , kM k } be the encoding index set of node k. For any S let W S = [W s : s 2 S]; let E(S) = [ k2S E(k); let X i k = X k,1 X k,2 . . . X k,i ; let r(x, y) be the remainder when x is divided by y. The relationships between the random variables are defined by functions.
• Node k chooses
for functions a k,i , i = 1, 2, . . . , n. For finite alphabets, one may interpret a n k (w E k , ·) as a code tree (or code function or adaptive code word or strategy) for the messages w E k . We write a n k
for some decoding function d k .
• A DMN channel is memoryless. A NiBM, however, may have in-block memory of length L in the sense that at time i it puts out K variables
. . , K, where t(i) = r(i 1, L), and where the Z i , i = 1, 2, . . . , dn/Le, are statistically independent realizations of a random variable Z with alphabet Z.
. . , L, may be different and the alphabets X k,i and
For example, consider a two-way channel with iBM of length L = 2. The channel puts out
, Z 2 ) for k = 1, 2 and n = 4. A functional dependence graph (FDG) for this case is shown in Fig. 1 . This paper develops information theory for NiBMs. Our main goal is to show that NiBMs are useful because they include several recently-studied classes of networks as special cases, including memoryless channels with state available causally at the encoder and relay networks with delays. Furthermore, much existing theory for DMNs extends naturally.
II. PRELIMINARIES

A. Capacity
The capacity region of a NiBM is the closure of the set of rate-tuples (
such that for any positive ✏ there is an n and code trees and decoders for which the error probability
is at most ✏.
B. Causal Conditioning and Directed Information
We use notation from [1] for causal conditioning and directed information. The probability of x L causally conditioned on y L is defined as
Similarly, causally-conditioned entropy is defined as Directed information is written as
. We write supp(P X ) for the support set of P X (·). We write the binary entropy function as H 2 (·) and differential entropy as h(·). Logarithms are taken to the base 2.
III. CUT-SET BOUND
We develop a cut-set bound for NiBMs that generalizes the classic cut-set bound for DMNs. Consider a set S of nodes and let S c be the complement of S in K = {1, 2, . . . , K}. We say that (S, S c ) is a cut separating a message W m and its estimateŴ
m originates at a terminal in S and`2 S c . Let M(S) be the set of messages separated from one of their estimates by the cut (S, S c ), and let R M(S) be the sum of the rates of these messages.
There is a subtlety in that the NiBM can have high mutual information at the start of each block and low mutual information at the end of each block. This could mean, e.g., that using the channel 1 time is better than using it a large number of times. To avoid such issues, we require that the channel is used n = mL times for a positive integer m. Alternatively, we could require that n be much larger than L. We have the following result that we prove in Appendix A.
Theorem 1:
The capacity region C of a NiBM of length L that is used a multiple of L times satisfies
where R(P, S) is the set of non-negative rate-tuples satisfying
and P is the set of probability distributions
Remark 1: Average per-letter cost constraints can be dealt with in the usual way. More precisely, if we have J cost functions s j (·) and constraints
then one may add the requirement that the union in (9) is over distributions (11) that satisfy (see Remark 5)
A. Weakened Bounds The bound (10) may be weakened to replace the code trees with channel input and output strings:
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The cut-set bound with the normalized (14) in place of the right-hand side of (10) was derived in [2] for relay networks with delays [3] and for "generalized" networks. For example, consider additive noise channels with
) is fixed by the channel, the cut-set bound with the normalized (16) in place of the right-hand side of (10) is a maximum (conditional) entropy problem.
B. DMNs
Suppose the NiBM is a DMN which means that L = 1 and we recover the classic cut-set bound. Alternatively, we may view the DMN as an NiBM of length L and with
We may now choose the code trees as code words and the probability distribution (11) to factor as
This choice turns out to give the "worst" bound so we again recover the classic cut-set bound.
IV. POINT-TO-POINT CHANNELS
Consider a point-to-point channel with input X L , receiver output Y L , and feedbackỸ L . A FDG for L = 2 and n = 4 is shown in Fig. 2 . The capacity C is given by the following theorem.
where
Proof: Achievability follows by random coding with a maximizing P A L . The converse follows by Theorem 1.
Remark 2:
The maximization problem (19) is concave in P A L and the Arimoto-Blahut algorithm [4] , [5] can perform the maximization.
We emphasize that A L is not an auxiliary random variable and its cardinality |A L | is automatically bounded by the channel alphabets. Unfortunately, we have
so that |A L | grows doubly exponentially in the tree depth. However, we prove the following Theorem by using classic results [6, p. 96] , [7, p . 310] on bounding set sizes.
Theorem 3:
The maximum in Theorem 2 is achieved by a
Proof: See Appendix B. Remark 3: Theorem 3 ensures that |supp(P A L )| must grow only exponentially, and not doubly exponentially, in L.
Example 1: Consider a channel with L = 2 and binary {0, 1} alphabets where
where Z 1 and Z 2 are independent bits, P Z1 (1) = ✏ 1 and P Z2 (1) = ✏ 2 . Consider the steps
with equality if X 1 and X 2 are independent and uniformly distributed bits, and where (a) follows because A 2Ỹ1 determine X 2 . The rate (24) is achieved by transmitting X 2 = X 0 2 Z 1 where X 0 2 is independent of X 1 . We translate the capacity-achieving distribution into a code tree distribution. We label A 2 as b, b 0 b 1 by which we mean that X 1 = b, X 2 = b 0 ifỸ 1 = 0, and X 2 = b 1 ifỸ 1 = 1. We choose P A 2 (0, 00) = P A 2 (0, 11) = P A 2 (1, 00) = P A 2 (1, 11) = 0 P A 2 (0, 01) = P A 2 (0, 10) = P A 2 (1, 01) = P A 2 (1, 10) = 1/4 which gives the capacity-achieving random coding strategy described above. We thus achieve C with four code trees, as predicted by Theorem 3.
Example 2:
We consider a second example to show the deficiencies of the weakened bound based on (14). Suppose the channel is
where Z 1 and Z 2 are as before. The receiver should compute
Capacity is achieved with uniform X 1 and so we require only two code trees a 2 = 0, 00 and a 2 = 1, 00. The weakened bound is
and with equality of X 1 is uniform. This bound is too large in general, e.g., if 
A. Noise-Free Feedback
The feedback is noise-free ifỸ L is a causal function of
. . , L. For instance, the channel (24) has noise-free feedback. The expression (19) simplifies to
APPENDIX A PROOF OF CUT-SET BOUND Fano's inequality states that for P e ! 0 we have
where (a) follows becauseŴ M(S) is a subset ofŴ E(S) and because {Ŵ
and W E(S c ) ; (b) follows because the messages are independent and A n k is a function of the messages at node k; and (c) follows because
,T forms a Markov chain for any S and S 0 . Recall that n = mL for some integer m. We may thus write
where (a) follows by choosing Y L k,i to be the channel output of node k from time (i 1)L + 1 to time iL, and where (b) follows by Markovity.
We now defineĀ L k,i to be the sub-tree of A iL k of depth L that corresponds to the channel output Y
,i forms a Markov chain (this is the crucial step). Inserting (30) into (29), we have
where T is a random variable that takes on the value i = 1, 2, . . . , m with probability 1/m, and where
,T forms a Markov chain. Inserting (31) into (28), we have
One can show that these random variables satisfy the specified Markov conditions (11).
Remark 4:
Consider the case n 6 = mL for which we may as well consider n = mL + L 0 where 0 < L 0 < L. The sum 2012 IEEE Information Theory Workshop in (31) will then be increased by a term of the form
where the trees have depth L 0 . The term (33) could be larger than the right-hand side of (32). However, as long as (33) is bounded the capacity for large n will effectively be limited by (32).
Remark 5: Consider the jth cost constraint in (12). We may rewrite (12) as
and the inequality is the jth inequality in (13).
APPENDIX B CARDINALITY BOUNDS FOR POINT-TO-POINT CHANNELS
Consider a point-to-point channel with NiBM. We write
We can therefore focus on Y L constraints and [7, Lemma 3.4 ] guarantees that we need only Y L nonzero values of P (a L ). Similarly, observe that
so that if we fix P (x L k0ỹ L 1 ) then we have fixed P (y L ). Our approach will be to replace |Y L | 1 constraints of the form (35) with (hopefully fewer) constraints to fix P (x L k0ỹ L 1 ). We proceed by induction. We may fix P (x 1 ) with |X 1 | 1 constraints of the form
since P (x 1 |a L ) is a fixed function. This fixes P (x 1 ,ỹ 1 ) because the channel specifies P (ỹ 1 |x 1 ). Now suppose that P (x i 1 ,ỹ i 1 ) is fixed and write
where P (x i ,ỹ i 1 |a L ) is fixed because a L is in the conditioning. We must thus define
constraints of the form (39) to fix P (x i |x i 1 ,ỹ i 1 ) for all its arguments. This in turn fixes P (x i ,ỹ i |x i 1 ,ỹ i 1 ) because the channel specifies P (ỹ i |x i ,ỹ i 1 ). We thus find that P (x i ,ỹ i ) is fixed which completes the induction step. Collecting all the constraints including (36) we have
constraints in total. This number may be less than |Y L |, e.g., if one of the L channel outputs is continuous.
