In R n (n 3), we first define a notion of weak solutions to the Keller-Segel system of parabolic-elliptic type in the scaling invariant class L
where u = u(x, t) and v = v(x, t) denote the unknown density of amoebae and the unknown concentration of chemical attractant, respectively, while u 0 and γ are the given non-negative initial data and the given non-negative constant, respectively. The purpose of this paper is to discuss a notion of weak solutions to (KS), and prove their existence and uniqueness in the scaling invariant space. for all λ > 0, which implies that the exponents s and r need satisfy 2/s + n/r = 2. Hence it is an important question whether (KS) has a solution for the initial data u 0 ∈ L n 2 (R n ). Corrias , Perthame and Zaag [3] constructed a global weak solution of (KS) for
sufficiently small. For every initial data u 0 in the weak L n 2 -space, the authors [11] showed local existence of mild solutions which satisfy an integral equation associated with (KS). Moreover, the strong solutions satisfying (KS) almost everywhere in R n × (0, T ) have been constructed for the initial data u 0 ∈ L 1 (R n ) ∩ L q (R n ) with n < q ∞. Recently, Iwabuchi [6, 7] and Iwabuchi and Nakamura [8] ) u(t) L r 1 for some n/2 < r < ∞, (1.1) or smallness in a certain Banach space on the whole interval (0, ∞).
In the present paper, we first define a weak solution in the class L s (0, T ; L r (R n )) for 2/s + n/r = 2 with n/2 r < n. It should be noted that our definition does not need any information on the derivatives of u. The local existence of weak solutions will be proved for every initial data u 0 ∈ L n 2 (R n ). Such local solutions can be continued if the initial data is sufficiently small in L n 2 (R n ). Our construction is based on the limiting procedure by an approximation of strong solutions whose existence was proved by the previous paper [11] . We are mainly interested in the uniqueness question on weak solutions in the scaling invariant space. Indeed, if n 3, then the class L s (0, T ; L r (R n )) for 2/s + n/r = 2 with n/2 < r < n guarantees the uniqueness without any restriction as (1.1). As for the marginal case when r = n/2, if n 4, then we can show that there is only one solution in the class C ([0, T ]; L n/2 (R n )), while the class L ∞ (0, T ; L n/2 (R n )) requires smallness of weak solutions for validity of their uniqueness. In any case, we prove such a restriction as (1.1) is redundant, and hence our results may be regarded as unconditional uniqueness theorem of weak solutions. The method is essentially due to duality argument. Indeed, we reduce the uniqueness problem to that of solvability of the adjoint equation associated with (KS) whose coefficients depend on weak solutions. More precisely, we need to prove a global existence of strong solutions for the adjoint linear parabolic equation with discontinuous coefficients. To this end, we make use of the maximal regularity theorem on the heat equation. Similar problems on existence and uniqueness of mild solutions to the parabolic-parabolic Keller-Segel system were treated by the first and second authors and Wachi [12] . Although the strong solution necessarily becomes a weak solution, it seems to be ambiguous whether the same assertion does hold for mild solutions. It is not always true neither whether the mild solution is in fact the strong solution. In these situations, it may be reasonable to make it clear the definition of weak solutions in the scaling invariant spaces, and to prove the existence and their uniqueness.
Unfortunately, we are unable to include the results in the two-dimensional case, i.e., n = 2. Since our method is based on the maximal regularity theorem in L n 2 (R n ) of the heat equation, for n = 2 we need to handle the marginal case L
have to establish an existence theorem on the adjoint equation of (KS) in the space L
which is excluded in the framework of the maximal regularity theorem in the usual Banach spaces. This paper is organized as follows. In Section 2, we give our new definition of weak solutions in the scaling invariant spaces. To this end, we need to choose an appropriate space of test functions Φ in such a way that it holds
Then, an existence theorem of weak solutions with the initial data u 0 ∈ L n 2 (R n ) is stated. Simultaneously, our uniqueness result on weak solutions is presented. Section 3 is devoted to the key lemma which shows a certain global existence of the linear parabolic equation associated with the adjoint form of (KS). Some general property possessing weak solutions is also investigated. Furthermore, we establish several estimates for the non-linear term in the scaling invariant spaces. Finally, in Section 4, we prove our main theorems.
Results
Before stating our results, we introduce some notations and then give our definition of the weak solution of (KS 
where (X, Y ) θ,q with 0 < θ < 1, 1 q ∞ denotes the space of real interpolation of X and Y . It should be noted that the space X α,p 
Definition.
(i) Let n 3. Let 2 < s < ∞ and n/2 < r < n be as 2/s + n/r = 2. Suppose that
Remark. In Definition (i) in the case when n = 3, 4 and when n 5 with n/2 < r n 2 /2(n − 2), the
In such cases we have an embedding 
from which and (2.3) we obtain (2.2). In the case when n 5 with n/2 < r n 2 /2(n − 2), we have n/(n − 2) < 2 and s n/(n − 2), and again from [1, Theorem 6.4.4] it follows that
from which and (2.3) we obtain also (2.2).
Moreover, we need to show that the integral in (2.1) is well-defined for the weak solution u and the test function Φ. For that purpose, we may prove the following proposition.
Proposition 2.1.
4)
where C = C (n, s, r) is independent of T .
, (2.5) where
where C is independent of T .
Proof. (i) We see that
with the estimate
where C = C (n, s, r) is independent of T . Notice that 1 < s, q < ∞ since 2 < s < ∞ and n/2 < r < n. Indeed, for r * = nr/(n − r) we have by the Sobolev inequality that
. Since 1/q = 1/r + 1/r * and 1/θ = 1/s + 1/s, we have by the Hölder inequality that
which implies (2.7). On the other hand, since 2/s + n/r = 2, we have 
where C = C (n, s, r) is independent of T . By (2.7) and (2.8) we have (2.4).
(ii) By the Sobolev and the Calderón-Zygmund inequalities, it holds that
On the other hand, by the Hölder and the Sobolev inequalities we have
. (2.10) Hence, the desired estimate (2.5) follows from (2.9), (2.10) and the Hölder inequality.
(iii) Unfortunately, the estimate (2.9) is not true since the space H
. However, the estimate (2.10) remains to hold even for n = 3, and hence we obtain (2.6). This proves Proposition 2.1. 2
Our existence theorem of weak solutions to (KS) now reads: Theorem 1. Let n 3. Suppose that s and r satisfy 2/s + n/r = 2 with 2 < s < ∞, n/2 < r < n and r n 2 2(n − 2) .
BC denotes the class of bounded and continuous functions.)
Remarks.
(i) Corrias, Perthame and Zaag [3] showed a weak solution in a certain sense of (KS)
is sufficiently small. They also handled solutions blowing up in a finite time.
(ii) Introducing a space PM α (R n ) in terms of the pseudo-measure defined by
Biler, Cannone, Guerra and Karch [2] constructed a global strong solution for small u 0 PM n−2 provided n 4. As an application, they proved the existence of forward self-similar solutions for the initial data u 0 with the homogeneous degree −2. (iii) The authors [11] constructed a mild solution u which satisfies (KS) on (0, T ) for some T < ∞ in the sense that
is sufficiently small. Here μ(E) denotes the Lebesgue measure of E ⊂ R n . This may be regraded as a local existence result of mild solutions
does not hold, while the same one remains true with its right hand side replaced by u 0 n 2 . (iv) Iwabuchi [6] proved a global existence of the solution to (IE) for small initial data u 0 in the homogeneous Besov spaceḂ
∞, we refer to [1, Chapter 6.3] . He also showed the ill-posedness of ∞,2 (R n ) was recently established by Iwabuchi and Nakamura [8] .
Further, Iwabuchi [7] constructed a local solution of (IE) provided
1, where {ϕ j } ∞ j=−∞ denotes the Littlewood-Paley functions.
(v) In the whole plane R 2 , more precise results on global and blow-up solutions have been obtained (see Nagai [13, 14] , Nagai and Ogawa [15] , López Gómez, Nagai and Yamada [16] ). In particular, global existence and blow-up phenomena of solutions are completely clarified according to the threshold number 8π of L 1 -norm of the initial data. However, for the proof of local existence of strong solutions, it seems to be necessary to impose a higher regularity on the initial such as
. The mild solution without any superfluous regularity except u 0 ∈ L 1 (R 2 ) was constructed by [10] . Another approach in terms of the maximal regularity theorem inḂ
was fully investigated by Ogawa and Shimizu [17] .
Our uniqueness result on weak solutions reads:
Theorem 2.
(i) Let n 3 and let 2 < s < ∞, 2/n < r < n be as
(i) Concerning uniqueness of mild solutions u of (IE) with u 0 ∈ L n 2 w (R n ), the additional restriction as (1.1) is imposed by [11] . Recently, Yahagi [18] succeeded to remove such a restriction near t = 0 on the mild solution u and obtained its uniqueness under the hypothesis that
(ii) In the case of the parabolic-parabolic Keller-Segel system, similar uniqueness of mild solutions was shown by [12] . In the marginal case when r = n/2, the uniqueness in the class
On the other hand, our result Theorem 2 (ii) excludes the 3D-case. It seems to be an interesting question whether Theorem 2 (ii) does remain true for n = 3. See also the remark after the proof of Theorem 2.
(iii) In the whole plane R 2 , we have neither existence theorem nor uniqueness on weak solutions to (KS). For n = 2, we need to handle larger spaces of test functions
causes several difficulties to apply useful tools of harmonic and functional analysis such as the Calderón-Zygmund singular integral operator and the maximal regularity theorem in L p -spaces.
Preliminaries
Let us first investigate the bilinear operator
Then we have the following estimates.
Proposition 3.1. Let n 3.
(i) Suppose that 2 < s < ∞ and n/2 < r < n satisfy 2/s + n/r = 2. For every
where C = C (n, r) is independent of T .
, (3.3) where C = C (n, r) is independent of T .
Proof. (i) Taking n < p < ∞ so that 1/p = 1/r − 1/n, we have by the Hölder and the Sobolev inequalities that
Since 0 < n/2r < 1 and 1/s = 2/s − (1 − n/2r), it follows from the Hardy-Littlewood-Sobolev and the Hölder inequalities that
which implies (3.1).
(ii) Similarly to the above (i) with r replaced by n/2, we have
is independent of T . Since the right hand side of the above estimate holds independently of t ∈ (0, T ), we obtain the estimate (3.2). As for the proof of (3.3), by taking p = n in (1) we have
for all 0 < t < T , where C = C (n, r) is independent of T . This proves Proposition 3.1. 2
Concerning the properties of the weak solution, we have the following proposition.
Proposition 3.2.
(i) Let n 3. Let 2 < s < ∞ and n/2 < r < n be as
the sense of Definition (ii). Then there is a subset S ⊂ (0, T ) with μ(S) = 0 such that after a redefinition of u(t) on the set S, sayũ(t),ũ is continuous on [0, T ] in the weak topology of L n

(R n ) and satisfies the identity (3.4) with u replaced byũ for all t ∈ [0, T ] and all
Φ ∈ H 1,1 (0, t; L n n−2 (R n )) ∩ L 1 (0, t; H 2, n n−2 (R n )). (iii) Let n = 3. Suppose that u 0 ∈ L 3 2 (R 3 ) and that u is a weak solution in L ∞ (0, T ; L 3 2 (R 3 )) in
the sense of Definition (iii). Then there is a subset S ⊂ (0, T ) with μ(S) = 0 such that after a redefinition of u(t) on the set S, sayũ(t),ũ is continuous on [0, T ] in the weak topology of L 3 2 (R 3 ) and satisfies the identity (3.4) with u replaced byũ for all t ∈ [0, T ] and all
Here μ(S) denotes the Lebesgue measure of S on R.
Proof. (i) Let L be the set of Lebesgue points of
Hence we may prove the identity (3.4) for all t ∈ L and
For every fixed t ∈ L we take a family {θ h } h>0 of cut-off
By the hypothesis of θ h , it holds that 
Φ(τ ) − Φ(t)
s r dτ = 0.
(3.8)
Hence it follows from (3.6), (3.7) and (3.8) that
Now letting h → +0 in (3.5), we obtain from (3.9) the desired identity (3.4) for all t ∈ (0, T ) \ S.
with n 4, then the convergence (3.9) remains true since the estimate (3.6) may be rewritten as
(3.10)
Hence, similarly to the above case (i), we see that passage of the limit h → +0 of (3.5) yields the desired identity (3.4) for all t ∈ (0, T ) \ S. For t ∈ S, we take a sequence
Since the identity (3.4) holds with t replaced by t j(k) , by letting k → ∞, we obtain from (3.4) that
for t ∈ L and u(t) = u * t for t ∈ S, we see from (3.12) thatũ has the desired property. (iii) Obviously, the estimate (3.10) holds even for n = 3, and so the same procedure as the above cases (i) and (ii) works to prove the identity (3.4) . This completes the proof of Proposition 3.2. 2
The following lemma plays an important role for the uniqueness theorem of weak solutions to (KS).
Lemma 3.1.
(i) Let n 3. Let 2 < s < ∞ and n/2 < r < n be as 2/s + n/r = 2. Assume that
(ii) Let n 3 and assume that u 1 ,
δ,
with the estimates
T , where C = C (n, s, r, α, p) is independent of T . Indeed, let us take α 1 , p 1 and p 2 with 
with C = C (n, s, r, α, p) independent of T . From (3.16) and (3.17), we obtain (3.14). We next show (3.15). Since n < p, we can take 1 < q < ∞ so that 1/q = 1/p + 1/n. Hence by the HardyLittlewood-Sobolev inequality we have
with C = C (n, s, r, α, p) independent of T . Since 1/α = 1/s + 1/α 2 , 1/q = 1/r + 1/p 2 , it follows from (3.18), (3.17) and the Hölder inequality that
with C = C (n, s, r, α, p) independent of T , which implies (3.15).
In the next step, we shall construct the solution ϕ of (E) by the following successive approximation; 
By (3.14) and (3.15) it holds that F (ϕ; 
where
Now by (3.20) and (3.21), a standard argument ensures us the existence of the limit ϕ of {ϕ} ∞
Now, letting m → ∞ in both sides of (3.19), we see by (3.14) and (3.15) that the limit ϕ is in fact a unique solution of (E) on (0, T * ).
Repeating the same argument as above on the interval [T * , 2T * ), we can construct the solution ϕ
. Then after a finitely many N steps so that N T * T , we finally construct a
, then we cannot take T * so that the estimate (3.21) holds with s = ∞. Instead, we may take u 1 , u 2 , u 2 , u 2 in such a way that
with the same constant C as in (3.20) , and in such a way that
(3.23)
Then we choose the same 2 < s < ∞ and n/2 < r < n with 2/s + n/r = 2 as in the case (i). Since
On the other hand, from (3.22)-(3.24) it is easy to see that a similar technique to the estimate (3.20) 
It is easy to see that the estimate (3.20) holds also for s = ∞ and r = n/2. Hence by choosing δ = 1/2C , we obtain from (2.5) the unique solution ϕ of (E)
T . This proves Lemma 3.1. 2
Proof of theorems
Existence of weak solutions; Proof of Theorem 1
(i) We first prove the local existence of weak solutions for arbitrary initial data u 0 ∈ L n 2 (R n ). The proof is based on the paper of the authors [11, Corollary 1.3, Theorem 1.6]. We need to approximate where β = B(1 − n/2r, n/r − 1) and C * = C * (n, r). Obviously, each u k satisfies the identity
as in Definition (i), and for all Φ as in Definitions (ii) and (iii). Hence, it suffices to
as k → ∞. Actually, passing the limit k → ∞ in (4.4), we see by (4.2) and (2.4) that such a limit u
gives a desired weak solution of (KS) on (0, T ) in the sense of Definitions (i), (ii) and (iii).
To prove (4.5) and (4.6), we need to return to construction of solution u k by means of the successive 
. . , (4.8) where
By induction, we may take a m k
where C = C (n, r) is independent of m and k. Therefore, we obtain from (4.8) that
2C
for all m = 1, 2, . . . (4.9) provided T is chosen so small that 
provided T is taken as in (4.10).
We next show that
, we obtain from (4.11) and Proposition 3.1 (i) that
Moreover, by (4.9) and (4.11) it holds that
Hence, by (4.12) and Proposition 3.1 (i), we have that
Hence it follows from (4.2), [4, lemma] and
as l, k → ∞, which yields (4.5).
We next show (4.6). It is necessary to show that b m k 
where a 1 , C * and β are the same as in (4.3). It should be noted that the right hand side of (4.14) is independent of both m and k. By (4.1), we have
Then it follows from (4.14) and Proposition 3.
By induction, we may take b
Since the existence interval T is determined by (4.10) and (4.3), we may take T so small that the condition 
It is easy to verify thatũ k = u k for each k = 1, 2, . . . , where u k is the same as in (4.11) . Finally, we may show that
. By (4.1), (4.14), (4.15) and Proposition 3.1 (ii), we have
.
Hence it follows from (4.16) and (4.2) that Choosing this Φ as a test function of (4.17), we have U (t), ϕ 0 = 0.
Since t and ϕ 0 are arbitrarily taken in (0, T ) \ S 1 ∪ S 2 with μ(S 1 ∪ S 2 ) = 0 and in C ∞ 0 (R n ), respectively, we conclude that U (t) = 0 for almost all t ∈ (0, T ), which implies the desired uniqueness.
(ii) Let n 4 and let u 1 and u 2 be two weak solutions in C ([0, T ); L n 2 (R n )) of (KS) on (0, T ) in the sense of Definition (ii). Since n < n n−2 < n, implied by n 4, it follows from Lemma 3.1 (ii) that for every ϕ 0 ∈ C ∞ 0 (R n ) and every 1 < α < ∞ there exists a unique solution ϕ ∈ X α, n n−2 T (R n ) of (E ε, for every ϕ 0 ∈ C ∞ 0 (R n ) and for every 1 < α < ∞ there exists a unique solution ϕ ∈ X α, n n−2 T (R n ) of (E). Then the desired uniqueness is obtained from the same argument as in the above case (ii). This proves Theorem 2.
Remark. It seems difficult to prove the corresponding uniqueness result to Theorem 2 (ii) and (iii)
in the case n = 3. Indeed, as we have seen in Definition (iii) the test function Φ have to be chosen in such a way that
). On the other hand, it is impossible to take p = 3 in Lemma 3.1. Therefore, it is not allowed to take Φ(τ ) = φ(t − τ ) in (4.17) as in the proof of the case n 4.
