This paper utilizes recent complexity results for projected gradient descent (PGD) combined with iterative sketching techniques to propose a simple randomized first order optimization algorithm Gradient Projection Iterative Sketch (GPIS) for efficiently solving large scale constrained Least Squares (LS). We provide a general theoretical analysis of the algorithm and demonstrate the mechanism by which it can reduce the computational cost through dimensional reduction. Our experimental results show that the GPIS can reach the same estimation accuracy as the standard first-order solver but with less computational cost.
INTRODUCTION
We are now in an era of boosting knowledge and large data. In our daily life we have various signal processing applications which involve the problem of tackling a huge amount of data. These applications vary from Empirical Risk Minimization (ERM) for statistical inference, to medical imaging such as the Computed Tomography (CT) and Magnetic Resonance Imaging (MRI), channel estimation and adaptive filtering in communications, and also machine learning problems where we need to train a neural network or a classifier from a large amount of data or images. Many these applications involve solving constrained optimization problems. In a large data setting a desirable algorithm should be able to simultaneously address high accuracy of the solutions, small amount of computations and high speed data storage. Recent advances in the field of randomized algorithms have provided us with powerful tools for reducing the computation for large scale optimizations. From the latest literature we can clearly see two streams of randomized algorithms, the first stream is the stochastic gradient descent (SGD) and its variance-reduced variants [1] [2] [3] . The stochastic gradient techniques are based on the computationally cheap unbiased estimate of the true gradients with progressively reduced estimation variance. Although there has been several works on SGD techniques for performing constrained LS [4] [5] , to the best of our knowledge, there are no results highlighting the computational speed up one could achieve by exploiting data structure as promoted by the constraint set.
This paper follows a second line of research and uses sketching techniques, the crux of which is reducing the dimensionality of a large scale problem by random projections (e.g., sub-Gaussian matrices, Fast Johnson-Lindenstrauss Transforms (FJLT) [6] [7] or random sub-selection) so that the resulting sketched problem becomes computationally tractable. The meta-algorithms Classical Sketch (CS) [8] [9] [10] and the Iterative Hessian Sketch (IHS) [11] have been recently introduced for solving efficiently large scale constrained LS problems which utilize random sketching idea combined with the fact that solutions have low-dimensional structures such as sparsity in a transformed domain, low-rank, etc.
This paper proposes the Gradient Projection Iterative Sketch (GPIS) based on equipping a combination of the meta-algorithms CS and IHS with the PGD algorithm. As a first order solver, the PGD can provide us flexibility in handling the constraints and scalability in computation. The GPIS algorithm satisfies a number of our expectations as an efficient large scale constrained LS solver, which are mainly inherited from the scalability and flexibility of the PGD combined with dimensionality reducing properties of the sketching techniques: (a) computational efficiency, (b) efficiency on high speed storage, and (c) flexibly to incorporate a wide range of constraints.
BACKGROUND
Consider a noisy linear measurement model for a vector x which belongs to a constrained set K, a n by d linear operator matrix A, and additive noise denoted by w ∈ R n×1 :
In the context of imaging applications such as CT or MRI, the vector y denotes a set of n physical measurements collected from an image x through the measurement operator A, and in the context of machine learning, A is often a training data matrix used for setting the regression parameters x from the observations y. The Least-square (LS) estimator for x is:
The standard first order solver for (2) is the PGD algorithm which is flexible for any constrained set K, as long as the projection onto the set is feasible:
Recently Compressed Sensing theory [12] [13] [14] revealed that random projections can achieve stable embeddings of high dimensional data into lower dimensions and that the number of measurements required is proportional to the intrinsic dimensionality of data (as opposed to the ambient dimension) which is manifested in the set of constraints K. Inspired by this the researchers proposed a basic meta-algorithm for Least-square sketching called the Classical Sketch (CS), see e.g. [15] [9] [10] , which compresses the dimension of the LS and make it cheaper to solve:
where the sketching matrix S ∈ R m×n , m n is a random subsampling/projection operator which satisfies: 
When the embedding dimension m is larger than a certain factor of the true solution's intrinsic dimension (measured by a statistical tool called the Gaussian Width [16] ), the Classical Sketch (4) ensures a robust estimation of x with a noise amplification factor compares to the estimator given by solving the original LS problem (2), and it has been shown that the smaller the embedding dimension m is, the bigger the noise amplification factor will be. To get a sketching scheme for the scenarios where a high accuracy estimation is demanded, a new type of meta-algorithm Iterative Hessian Sketch (IHS) was introduced by Pilanci and Wainwright [11] :
At (t + 1)th iteration of IHS a new sketch of the data matrix S t+1 A and a full gradient A T (y − Ax t ) at the current estimate x t is calculated to form a new sketched least-square problem. By repeating this procedure the IHS will converge at the same estimation accuracy of the solution of the original problem (2) in typically a small number of iterations.
GRADIENT PROJECTION ITERATIVE SKETCH
Here we consider the combination of CS with the first order PGD algorithm the Gradient Projection Classical Sketch (GPCS):
Similarly we obtain the Gradient Projection Iterative Hessian Sketch (GPIHS) for solving IHS (5):
Our proposed algorithm applies PGD to solve a sequence of sketched LS, starts with a CS step for a fast initialization, and then is followed by further iterations of IHS. We can observe from Algorithm 1 that sketches are constructed in the outer loop and within the inner loop we only need to access them. This property could be very useful when, for instance A is stored in a slow speed memory and it is too large to be loaded at once into the fast memory. Also in large scale image reconstruction problems such as CT where due to its prohibited size A is constructed on the fly. Note that thanks to the sketching each inner iteration of GPIS is n m times cheaper than a full PGD iterate in terms of matrix-vector multiplication, so intuitively we can see that there is potential in Algorithm 1 to get computational gain over the standard first order solver PGD. In the next section we provide the convergence analysis of GPIS and further discuss about this computational gain.
Convergence result
We start by defining certain properties of the operator A and its interaction with the sketching scheme S, in a similar manner to the analysis in [17] and [10] . Definition 1. Let C be the smallest closed cone at x containing the set K − x , B d be the unit ball in R d , z1 and z2 be arbitrary fixed unit-norm vectors in R n . The contraction factor α(η, S t A),
n×d , sketch size m n; Prior knowledge: the true solution x belongs to set K ; Generate a random sketching matrix S 0 ∈ R m×n ; Calculate S 0 A, S 0 y;
the noise amplification factor β(S t , A), and the distortion factor γ(S t , A) are defined as:
where, we set k f = 1 if K is convex, and k f = 2 if K is non-convex.
The contraction factor α(η, S t A) determines the convergence speed of both GPCS and GPIHS, the noise amplification factor β(S t , A) determines the final accuracy, and the distortion factor γ(S t , A) determines the GPIHS's outer loop convergence speed. After defining these terms we are ready to state our convergence theorem for the GPIS algorithm for a general constrained set K and any randomized sketching operator S t satisfying (5):
(General convergence theory of GPIS) Starting from x 0 0 , the following error bound holds: for t = 0 (the initialization loop by GPCS):
for t ≥ 1 and
(the consecutive loops by GPIHS) 
where g ∈ R n is draw from i.i.d. normal distribution.
The value of W(C ∩ S d−1 ) is a very useful measurement of the tightness of the structure of x , for example, if x is s-sparse and we model the sparsity constraint using an l1 ball, we will have
s, which means the sparser x is, 2 , we can quantify the bounds in Theorem 1 as:
With probability at least (1 − e −θ 2 2 )(1 − 6e
Proof. The proof for Corollary 1 is shown in Appendix 8.2.
From Theorem 1 we have demonstrated that the amplified noise-term β(S t , A) w 2 determines the final accuracy of the GPCS loop, while the GPIHS loops' final accuracy is determined by (β( √ mI, A) w 2 + γ(S t , A) x t 0 − x A). In Corollary 1 we have bounded these terms by:
and,
Bounds (17) and (18) show that the GPCS loop has a noise amplification term c √ m w 2 which is inversely proportional to the squared root of the sketch size m, so the GPCS will converge at an accuracy level which is suboptimal due to the dimensional reductionreduction. However, GPCS give us fast convergence in the beginning. If we now continue with the GPIHS loops (after the GPCS) the term The proposed algorithm starts with a GPCS loop instead of GPIHS in order to avoid the computational cost of full gradient calculation demanded by GPIHS outer loop at the beginning. Of course the use of a Gaussian sketching matrix is not computationally efficient and in practice fast sketching techniques such as the FJLT [6] [7] or the random row subsampling 1 should be used in order to significantly reduce or eliminate the cost of computing the sketch SA, detailed introduction of these fast sketching methods can be found in [11, section 2.1].
Computational gain of GPIS through sketching
Now we turn to the insights of the contraction factor α(η, S t A) to understand the potential speed up can be achieved using GPIS. For comparison we mention a classical result on the convergence of the PGD (3) for solving the unsketched original problem (2) for a theoretically optimal step size η =
If we assume the computational cost on the projection operator is negligible (just for the convenience of this part of the discussion), the computational cost of performing j iterations of PGD is equal to computing n m j iterations of GPIS inner loop, we have the contraction factor for j epochs of GPIS:
If we compare α n m with the contraction factor (1 −
) for PGD (associated with comparable computation), we can see that the convergence speed of each iteration of GPIS is penalized by the factor
times cheaper than a PGD iteration we can run more iterations to compensate this penalization. Hence there exists a sketch-size m ≥ (2W + θ) 2 which can minimize α n m j , whose precise value is a function of r+(A), r−(A), and the Gaussian Width W(AC ∩ S n−1 ). On the other hand we see that the larger n is, the larger gain the GPIS can have over the PGD, we also observe this experimentally.
EXPERIMENTS

Large data example
We start our experiments on the GPIS algorithm by applying it to a toy example of constrained least squares in a large data setting with x ∈ R 100 and is 10-sparse: (a) A ∈ R 8192×100 ; (b) A ∈ R 1024×100 ; the condition number of A is set to be 100. The matrix A in both cases are randomly drawn from a Normal distribution and then their singular values are linearly tuned up 2 in order to increase the condition number so that the system is not well-conditioned. (If the condition number is close to 1, the PGD converges very rapidly and there are no benefits in sketching.) We use the simplest sketching scheme which is random subselection and we chose the sketch size which is empirically good in the experiment, in (a) only 5% of the rows are selected at each outer loop to construct the sketched LS; the inner loop number of GPIHS is set to be 20, which means the total number of multiplications within an outer loop is equal to one full gradient calculation (1 epoch); in (b) instead we chose 20% of the rows in each outer iterations and with the same principle we set the number of inner loops of GPIHS to be 5. In practice for a well or medium conditioned A, a good number of inner loop for GPIHS recursion should be kt ≈ n m , for an ill-conditioned A such as the CT operator used below, kt ≈ 2n m appears to be a good choice. We also find that it is good to choose the number of GPCS inner loops k0 = 2kt. We can see that as our theory has predicted, the GPCS can converge to a sub-optimal accuracy level with a small amount of computation. However if we wish to reach the same optimal accuracy as the PGD algorithm, we need to choose GPIHS or GPIS. The GPIS benefits from the warm start provided by the GPCS loop and is faster than GPIHS (we observe this more clearly in figure 1 .a where a relatively larger scaled LS is constructed). The GPIS can provide acceleration over the PGD with the most greedy step size. 
fan beam CT reconstruction
In practice we don't usually have the exact knowledge about the exact constraints of x , for example we might know an image is sparse in wavelet domain but not know how sparse (l0 norm) it is, or what exactly is the image's TV-norm or l1 norm of its wavelet coefficients, a popular solution in this scenario is to replace the projection onto the hard constraint by a proximal operator [19] to enforce the foreknown structure. In this subsection we test the performance of GPIS in solving the fan beam CT reconstruction problem, where the image is sparse in wavelet domain:
where the regularization factor λ is set to be 2.5 × 10 −5 which is empirically good in this experiment. The fan beam CT operator A is provided by AIR toolbox [20] , the l1-norm proximal operator is 2 just simply do SVD: A = U ΣV T and replace the diagonal of Σ with {1,2,...,100} provided by UnLocBox [21] . We set the measurement vector y to be corrupted by Poisson noise and the SN R ≈ 35dB which typifies a medium dose energy, the size of the image to be 256 by 256, and the size of A matrix to be 184320 × 65526. We compare the GPIS algorithm using a proximal operator, with the famous ISTA and FISTA [22] algorithm. For our proposed algorithm, in each outer loop, 10% of the rows of A is randomly selected to construct the sketched LS, kt = 20 for GPIHS loops(2 epochs, since the CT operator is highly ill-conditioned) and k0 = 40 for GPCS loop. We find out that our proposed algorithm can be significantly faster than the ISTA and be slightly faster than FISTA with a fixed step-size, in terms of total flops count. Since FISTA is a momentum method, after it reaches the best accuracy it can get, it will slightly drift away as shown in the dot plot. Similar phenomenon is also mentioned and observed in [23] . Hence we stabilize FISTA by replacing the iterations after it reaches the best accuracy by ISTA iterations.
CONCLUSION
We proposed the GPIS algorithm for efficiently solving the constrained LS problem through marrying the merits of sketching metaalgorithms and projected gradient descent. We provide theoretical analysis to reveal its mechanism for computational efficiency. Finally we demonstrate the computational efficiency of GPIS algorithm over standard first order algorithms in solving large scale LS by numerical experiments.
