This paper generalizes the notion of stochastic order to a relation between probability measures over arbitrary measurable spaces. This generalization is motivated by the observation that for the stochastic ordering of two stationary Markov processes, it suffices that the generators of the processes preserve some, not necessarily reflexive or transitive, subrelation of the order relation. The main contributions of the paper are: a functional characterization of stochastic relations, necessary and sufficient conditions for the preservation of stochastic relations, and an algorithm for finding subrelations preserved by probability kernels. The theory is illustrated with applications to hidden Markov processes, population processes, and queueing systems.
Introduction
Comparison techniques based on stochastic orders [21, 23, 26] are key to obtaining upper and lower bounds for complicated random variables and processes in terms of simpler random elements. Consider for example two ergodic discrete-time Markov processes X and Y with stationary distributions µ X and µ Y , taking values in a common ordered state space, and denote by ≤ st the corresponding stochastic order. Then the upper bound
can be established [12] without explicit knowledge of µ X by verifying that the corresponding transition probability kernels P X and P Y satisfy
x ≤ y =⇒ P X (x, ·) ≤ st P Y (y, ·).
Analogous conditions for continuous-time Markov processes on countable spaces have been derived by Whitt [29] and Massey [20] , and later extended to more general jump processes by Brandt and Last [3] . The starting point of this paper is to generalize the notion of stochastic order by denoting X ∼ st Y , if there exists a coupling (X,Ŷ ) of X and Y such thatX ∼Ŷ almost surely, where ∼ denotes some relation between the state spaces of X and Y . The main motivation for this definition is that (2) is by no means necessary for (1); a less stringent sufficient condition is that
for some, not necessarily symmetric or transitive, nontrivial subrelation of the underlying order relation. Another advantage of the generalized definition is that X and Y are no longer required to take values in the same state space, leading to greater flexibility in the search for bounding random elements Y . For example, to study whether f (X) ≤ st g(Y ) for some given real functions f and g defined on the state spaces of X and Y , we may define a relation x ∼ y by the condition f (x) ≤ g(y) [5] .
The main contributions of the paper are: a functional characterization of stochastic relations, necessary and sufficient conditions for the preservation of stochastic relations in the sense of (3), and an algorithm for finding subrelations preserved by probability kernels. The functional characterization (Section 2) is given in terms of relational conjugates that were implicitly defined by Strassen [25, Theorem 11] , and the proof goes along similar lines, the new feature being the use of compact sets and upper semicontinuous functions instead of completions of measures. López and Sanz have characterized the preservation of stochastic relations for Markov processes on countable spaces in terms of a subtle order construction [18] . Section 3 describes an equivalent, considerably simpler characterization based on relational conjugates, together with an iterative algorithm for finding the maximal subrelation of a given relation preserved by a pair of probability kernels. The main results are extended to the context of general random processes and Markov processes in Section 4. Applications to hidden Markov processes, population processes, and queueing systems are discussed in Section 5. Section 6 concludes the paper.
Stochastic relations 2.1 Definitions
Let (S 1 , S 1 ) and (S 2 , S 2 ) be measurable spaces, and denote by P(S i ) the family of probability measures on (S i , S i ). Unless otherwise mentioned, all spaces shall implicitly be assumed Polish (complete separable metrizable) and equipped with the Borel sigma-algebra. A coupling of probability measures µ 1 ∈ P(S 1 ) and µ 2 ∈ P(S 2 ) is a probability measure µ ∈ P(S 1 × S 2 ) with marginals µ 1 and µ 2 , that is, µ • π −1 i = µ i for i = 1, 2, where π i denotes the projection map from S 1 × S 2 onto S i . If µ is a coupling of µ 1 and µ 2 , we also say that µ couples µ 1 and µ 2 [16, 27] .
A measurable relation between S 1 and S 2 is measurable subset of S 1 × S 2 . All relations in this paper are assumed to be closed (in the product topology of S 1 × S 2 ), if not otherwise mentioned. Given a nontrivial (R = ∅) measurable relation R between S 1 and S 2 , we write x 1 ∼ x 2 , if (x 1 , x 2 ) ∈ R. For probability measures µ 1 ∈ P(S 1 ) and µ 2 ∈ P(S 2 ) we denote
and say that µ 1 is stochastically related to µ 2 , if there exists a coupling µ of µ 1 and µ 2 such that µ(R) = 1. The relation R st = {(µ 1 , µ 2 ) : µ 1 ∼ st µ 2 } is called the stochastic relation generated by R. Observe that two Dirac measures satisfy δ x 1 ∼ st δ x 2 if and only if x 1 ∼ x 2 . In this way the stochastic relation R st may be regarded as a natural randomization of the underlying relation R.
A random variable X 1 is stochastically related to a random variable X 2 , denoted by X 1 ∼ st X 2 , if the distribution of X 1 is stochastically related to the distribution of X 2 . Observe that X 1 and X 2 do not need to be defined on the same probability space. Recall that a coupling of random variables X 1 and X 2 is a bivariate random variable whose distribution couples the distributions of X 1 and X 2 . Hence X 1 ∼ st X 2 if and only if there exists a coupling (X 1 ,X 2 ) of X 1 and X 2 such thatX 1 ∼X 2 almost surely.
Example 2.1 (Stochastic equality). The stochastic relation generated by the equality relation {(x, y) : x = y} on S is the equality on P(S). Hence X = st Y if and only if X and Y have the same distribution.
Example 2.2 (Stochastic ǫ-distance). Define a relation on the real line by denoting x ≈ y, if |x−y| ≤ ǫ. If X 1 ≈ st X 2 , then the cumulative distribution functions of X 1 and X 2 satisfy
Conversely, if (4) holds, it is not hard to verify that the quantile functions
Hence the bivariate random variableX = (G 1 (ξ), G 2 (ξ)), with ξ uniformly distributed on (0, 1), couples X 1 and X 2 and satisfiesX 1 ≈X 2 with probability one. Thus (4) is necessary and sufficient for X 1 ≈ st X 2 .
Example 2.3 (Stochastic majorization). Let S be closed subset of R n , and denote by
the components of x ∈ S in decreasing order. The weak majorization order on S is defined by denoting x wm y, if
. . , n; and the majorization order by denoting x m y, if x wm y and 
Relational conjugates
To develop a convenient way to check whether two probability measures are stochastically related or not, we shall define the right conjugate of B 1 ⊂ S 1 and the left conjugate of B 2 ⊂ S 2 with respect to a relation R by
The conjugates of positive functions f i on S i are defined analogously by
where we adopt the convention that the supremum of the empty set is zero. Relational conjugates of sets and functions are interlinked via
where 1 B 1 denotes the indicator function of B 1 , and
which is valid for all r ≥ 0.
The following result summarizes the basic topological properties of right conjugates. By symmetry, analogous results are valid for left conjugates. Proof. Assume B is compact, and consider a sequence y n → y such that y n ∈ B → for all n. Then for all n there exists x n ∈ B such that x n ∼ y n . Because B is compact, there exists x ∈ B such that x n → x as n → ∞ along some subsequence of the natural numbers. Hence (x n , y n ) → (x, y) as n → ∞ along the same subsequence, which implies that x ∼ y, and thus y ∈ B → . Assume next that f is positive u.s.c. with compact support on S 1 . We shall first show that
Observe first that if y belongs to the left side of (7), then f (x) ≥ r for some x ∼ y, so that f → (y) ≥ r. To prove the converse statement, assume next that f → (y) ≥ r. Then the sets K n = {f ≥ r − 1/n} ∩ {y} ← are nonempty and compact for all n > 1/r, because {y} ← is closed by property (i). Hence Cantor's intersection theorem implies that
is nonempty, so that f (x) ≥ r for some x ∼ y. We may now use (7) together with property (i) to conclude that {y : f → (y) ≥ r} is closed for all r > 0. Obviously, {y : f → (y) ≥ 0} = S 2 is closed as well.
Functional characterization
The following result characterizes stochastic relations using relational conjugates of sets and functions. The key part of the characterization is essentially Strassen's Theorem 11 [25] , written in a new notation. The new contributions are (ii) and (iv), providing classes of test sets and functions with Borelmeasurable conjugates (Lemma 2.4) that are large enough to characterize stochastic relations without resorting to completions of measures. 
Remark 2.6. If R is an order (reflexive and transitive) relation on S, then using the properties B ⊂ B → = (B → ) → and f ≤ f → = (f → ) → we see that (i) and (iii) in Theorem 2.5 become equivalent to well-known characterizations of stochastic orders [12, 25] :
for all measurable upper sets B.
(iii') S f dµ ≤ S f dν for all measurable positive increasing functions f .
Remark 2.7. When S 1 and S 2 are countable, the measurability requirements of Theorem 2.5 become void, and the word "compact" becomes replaced by "finite".
Proof of Theorem 2.5. µ ∼ st ν =⇒ (i). Let λ be a coupling of µ and ν such that λ(R) = 1. Then because
we see that
(ii) =⇒ (iv). Let f be a positive compactly supported u.s.c. function on S 1 . Then equality (7) shows that
for all r > 0. The validity of (iv) hence follows by integrating both sides of the above inequality with respect to r over (0, ∞).
(iv) =⇒ µ ∼ st ν. By virtue of [25, Theorem 7] , it suffices to show that
for all bounded continuous f and g on S 1 and S 2 , respectively, and without loss of generality we may assume f and g are positive and bounded by one. Given any such functions f and g, and a number ǫ > 0, choose a compact
In light of (5), assumption (iv) further implies that
so by splitting the ν-integral into K → and its complement we see that
Because f → 0 ≤ f → and K → ⊂ S → 1 , the above inequality combined with (9) shows that
After letting ǫ → 0 and observing that
we may conclude that (8) holds. Finally, observe that the proof of (i) =⇒ (iii) is completely analogous to the proof of (ii) =⇒ (iv), and the implication (iii) =⇒ (iv) follows immediately by Lemma 2.4.
3 Preservation of stochastic relations 3.1 Coupling of probability kernels Monotone functions are key objects in the study of order relations. When passing from orders to general relations, the role of monotone functions is taken over by function pairs (f 1 , f 2 ) such that
To study stochastic relations, we need a randomized version of the above property. Recall that a probability kernel from a measurable space S to a measurable space S ′ is a mapping P : S × S ′ → R such that P (x, ·) is a probability measure for all x, and x → P (x, B) is measurable for all B ∈ S ′ . Probability kernels may alternatively be viewed as mappings P(S) ∋ µ → µP ∈ P(S ′ ) by defining µP (B) = S P (x, B) µ(dx).
Given a closed relation R between Polish spaces S 1 and S 2 , and probability kernels P 1 on S 1 and P 2 on S 2 , we say that the pair (P 1 , P 2 ) stochastically preserves R, if any of the equivalent conditions in Theorem 3.1 holds.
Theorem 3.1. The following are equivalent:
, choose a coupling of µ 1 and µ 2 such that µ(R) = 1. Theorem 2.5 then shows that
The implication (ii) =⇒ (i) follows immediately by choosing µ i = δ x i , while the equivalence (i) ⇐⇒ (iii) is clear by Theorem 2.5. Remark 3.2. A probability kernel P is said to stochastically preserve a relation R on S, if
Order-preserving probability kernels are usually called monotone [21] .
The main result of this section is the following coupling characterization of relation-preserving pairs of probability kernels. For technical reasons related to local uniformization of Markov jump processes in Section 4.3, we shall consider probability kernels P i from S i to S ′ i , where S ′ i is a measurable space not necessarily equal to S i . A probability kernel P from S 1 × S 2 to S ′ 1 ×S ′ 2 is called a coupling of probability kernels P 1 and P 2 , if the probability measure P (x, ·) couples the probability measures P 1 (x 1 , ·) and
Theorem 3.3. Given closed relations R between S 1 and S 2 , and R ′ between S ′ 1 and S ′ 2 , assume that
Then there exists a coupling P of P 1 and
The proof of Theorem 3.3 requires some preliminaries on topology and measure theory that are discussed next. Denote by π i the projection from S 1 × S 2 to S i , and define the projection mapsπ i :
i , so thatπ i µ equals the i-th marginal of µ. From now on, all sets of probability measures shall be considered as topological spaces equipped with the weak topology. Proof. Assume that µ n w → µ in P(S 1 ×S 2 ), and let Lemma 3.5. For any µ 1 ∈ P(S 1 ) and µ 2 ∈ P(S 2 ), the set K(µ 1 , µ 2 ) of all couplings of µ 1 and µ 2 is compact in the weak topology of P(S 1 × S 2 ).
Proof. Given ǫ > 0, choose compacts sets
Lemma 3.6. Let P be a probability kernel from S to S ′ . Then the map x → P (x, ·) is B(S)/B(P(S ′ ))-measurable, where B(P(S ′ )) denotes the Borel σ-algebra generated by the weak topology on P(S ′ ).
Proof. For any f ∈ C b (S ′ ), one may check by approximating f with simple functions that the map x → P (x, f ) is measurable. Hence it follows that the set {x : P (x, ·) ∈ A} is B(S)-measurable for any A = ∩ n k=1 {µ : µ(f k ) ∈ B k }, where f k ∈ C b (S ′ ) and B k are open subsets of the real line. Because the sets of the above type form a basis for the weak topology of P(S ′ ), and because the space P(S ′ ) equipped with the weak topology is Polish [1] and hence Lindelöf, it follows that any open set in P(S ′ ) can be represented as a countable union of the basis sets. Hence {x : P (x, ·) ∈ A} is measurable for all open subsets A in P(S ′ ), and the claim follows.
A set-valued mapping from a set S to a set S ′ is a function that assigns to each element in S a subset of S ′ . A set-valued mapping F from a measurable space S to a topological space S ′ is measurable [28] , if the inverse image
Lemma 3.7. Let P i be probability kernels from
is compact for all x by Lemma 3.5, it is sufficient to verify that 
]). Let us hence assume that
, where
Now Lemma 3.4 implies thatπ i (A)
is open, and Lemma 3.6 further shows that B i is measurable. Thus F − (A) is measurable.
Proof of Theorem 3.3. Assume without loss of generality that R ′ = ∅, and let P(R) = {µ ∈ P(S ′ 1 × S ′ 2 ) : µ(R ′ ) = 1}. Because R ′ is closed, it follows from Portmanteau's theorem that P(R ′ ) is closed. Define the set-valued mappings F and
, and
Then for any closed
Because P(R ′ ) is closed, it follows from Lemma 3.7 that G − (A ′ ) is measurable. Moreover, because F is compact-valued by Lemma 3.5, we may conclude that G is a measurable set-valued mapping such that G(x) is compact and nonempty for all x. A measurable selection theorem of Kuratowski and Ryll-Nardzewski [15] (see alternatively Srivastava [24, Theorem 5.2.1]) now shows that there exists a measurable function g :
, we see that P is a probability kernel from
with the desired properties.
Subrelation algorithm
This section presents an algorithm for finding the maximal subrelation of a closed relation that is stochastically preserved by a pair (P 1 , P 2 ) of continuous 1 probability kernels. Given a closed relation R and continuous probability kernels P i on S i , i = 1, 2, define recursively the relations R (n) by
, and denote
Lemma 3.10 below shows that the relations R (n) are closed and hence measurable, so the stochastic relations R (n) st are well-defined. The following theorem underlines the key role of R * in characterizing the existence of subrelations stochastically preserved by a pair of probability kernels.
Theorem 3.8. Assume P 1 and P 2 are continuous. Then R * is the maximal closed subrelation of R that is stochastically preserved by (P 1 , P 2 ). Especially, there exists a nontrivial closed subrelation stochastically preserved by (P 1 , P 2 ) if and only if R * = ∅.
The following three lemmas summarize the topological preliminaries required for the proof of Theorem 3.8.
Lemma 3.9. Let R be a closed relation between Polish spaces S 1 and S 2 . Then the relation R st is closed in the weak topology of P(S 1 ) × P(S 2 ).
Proof. Assume µ n w → µ and ν n w → ν such that µ n ∼ st ν n for all n. Then for all n there exists a coupling λ n of µ n and ν n such that λ n (R) = 1. Because the sequences µ n and ν n are tight, and because λ n ((C 1 × C 2 ) c ) ≤ 1 A probability kernel P from S to S ′ is called continuous if P (xn, ·) → P (x, ·) in distribution whenever xn → x. In other words, P is continuous if and only if the map x → P (x, ·) from S to P(S ′ ) is continuous, when P(S ′ ) is equipped with the weak topology.
µ n (C c 1 ) + ν n (C c 2 ) for all compact C 1 and C 2 , it follows that the sequence λ n is tight, so there exists λ ∈ P(S 1 × S 2 ) such that λ n w → λ as n → ∞ along some subsequence [11, Theorem 16.3] . The continuity ofπ i (Lemma 3.4) implies that λ is a coupling of µ and ν, and Portmanteau's theorem shows that λ(R) = 1. Hence µ ∼ st ν.
Lemma 3.10. Given continuous probability kernels P 1 and P 2 , define
for measurable relations R. Then:
(ii) M maps closed relations into closed relations.
Proof. For (i) it suffices to observe that ·) ). Because R st is closed (Lemma 3.9) and f is continuous, it follows that M (R) is closed. 
Proof. By definition, for all n there exists a coupling λ n of µ and ν such that λ n (R (n) ) = 1. Because the set of couplings of µ and ν is compact by Lemma 3.5, there exists a coupling λ of µ and ν such that λ n w → λ as n → ∞ along a subsequence of Z + . Further, observe that λ n (R (m) ) ≥ λ n (R (n) ) = 1 for all m ≤ n, which implies that lim n→∞ λ n (R (m) ) = 1 for all m. Portmanteau's theorem now shows that λ(R (m) ) = 1 for all m, so it follows that λ(R * ) = 1.
Proof of Theorem 3.8. Let M be the map defined in (11) . If x ∈ R * , then
st for all n. Because the relations R (n) are closed by Lemma 3.10, we see using Lemma 3.11 that (P 1 (x 1 , ·), P 2 (x 2 , ·)) ∈ R * st . Hence (P 1 , P 2 ) stochastically preserves R * . On the other hand, if R ′ is a closed subrelation of R that is stochastically preserved by (P 1 , P 2 ), then R ′ = M (R ′ ) ⊂ M (R) = R (1) by Lemma 3.10. Induction shows that R ′ ⊂ R (n) for all n, and thus R ′ ⊂ R * .
Random processes 4.1 Random sequences
Given a relation R between S 1 and S 2 , the coordinatewise relation between the product spaces S n 1 and S n 2 for n ≤ ∞ is defined by
The proof of the following result is a straightforward modification of its continuous-time analogue Theorem 4.6, and shall hence be omitted. 
The following result, which is completely analogous to [12, Proposition 1], gives a sufficient condition for X ∼ st Y in terms of conditional probabilities. Let P i be a probability kernel from S 
Proof. Let λ 1 be a coupling of the distributions of X 1 and Y 1 such that λ 1 (R) = 1. For convenience, we shall use x n as a shorthand for (x 1 , . . . , x n ). By Theorem 3.3 there exists for each i a coupling Λ i of probability kernels P i and Q i such that Λ i ((x i−1 , y i−1 ), R) = 1 whenever x i−1 ∼ y i−1 . Then it is easy to verify by induction that the probability measure
couples the distributions of (X 1 , . . . , X n ) and (Y 1 , . . . , Y n ), and λ n (R n ) = 1 for any finite n. In the case where n is infinite, the proof is completed by applying Theorem 4.2.
The
Continuous-time random processes
Denote by D i = D i (R + , S i ) the space of functions from R + into S i that are right-continuous and have left limits, and equip D i with the Skorohod topology, which makes it Polish [9, Section 3.5]. The coordinatewise relation between D 1 and D 2 is defined by
and we denote by R D st the corresponding stochastic relation between random processes with paths in D i (identified as D i -valued random elements). When there is no risk of confusion, the same notation ∼ st shall be used for a random process (corresponding to R D st and its finite-dimensional distributions (corresponding to R n st ). Proof. Assume that x i and x n i are functions in D i such that x n i → x i as n → ∞, and (x n 1 , x n 2 ) ∈ R D for all n. Denote ∆ = ∆ 1 ∪ ∆ 2 , where ∆ i is the set of points t ∈ R + where x i is discontinuous. It is well-known [9, Section 3.5] that ∆ i is countable, and that x n i (t) → x i (t) in S i for all t / ∈ ∆ c i . Hence x 1 (t) ∼ x 2 (t) for all t / ∈ ∆, because R is closed. Observe next that if t ∈ ∆, then there exists a sequence t k ∈ (t, ∞) ∩ ∆ c such that t k → t. Then x i (t k ) → x i (t) by the right-continuity of x i , and again the fact that R is closed implies x 1 (t) ∼ x 2 (t). 
The functions π m i and η m i are measurable with respect to the Borel σ-algebras on D i and S 
Markov processes
In the sequel, the notation X(µ, t) refers to the state of a Markov process X at time t with initial distribution µ, and we shall use X(x, t) as shorthand for X(δ x , t). Markov processes X 1 and X 2 are said to stochastically preserve a relation R, if for all t,
or equivalently (see Theorem 3.1),
The following theorem presents a simple but powerful result, which together with the subrelation algorithm (see Theorem 4.9 below) provides a method for stochastically relating (potentially unknown) stationary distributions of Markov processes based on their generators.
Theorem 4.7. Let X 1 and X 2 be Markov processes with stationary distributions µ 1 and µ 2 such that X i (x i , t) w → µ i as t → ∞ for all initial states x i . Given any measurable relation R, a sufficient condition for µ 1 ∼ st µ 2 is that X 1 and X 2 stochastically preserve some nontrivial closed subrelation of R.
Proof. Choose a pair of initial states (x 1 , x 2 ) ∈ R ′ , where R ′ is a closed subrelation of R stochastically preserved by X 1 and X 2 . Then X 1 (x 1 , t) and X 2 (x 2 , t) are stochastically related with respect to R ′ for all t, so by Lemma 3.9 we see that (µ 1 , µ 2 ) ∈ R ′ st . Because R ′ st ⊂ R st , it follows that (µ 1 , µ 2 ) ∈ R st . Let X 1 and X 2 be discrete-time Markov processes with transition probability kernels P 1 and P 2 , respectively. The following result characterizes precisely when X 1 and X 2 stochastically preserve a relation R. A Markov processX taking values in S 1 × S 2 is called a Markovian coupling of X 1 and X 2 , ifX(x, t) couples X 1 (x 1 , t) and X 2 (x 2 , t) for all t and all x = (x 1 , x 2 ). A measurable set B is called invariant for a Markov process X, if x ∈ B implies X(x, t) ∈ B for all t almost surely. (ii) P 1 (x 1 , B) ≤ P 2 (x 2 , B → ) for all x 1 ∼ x 2 and compact B ⊂ S 1 .
(iii) P 1 and P 2 stochastically preserve the relation R.
(iv) There is a Markovian coupling of X 1 and X 2 for which R is invariant.
Proof. The implications (iv) =⇒ (i) =⇒ (iii) are direct consequences of the definitions, while (ii) ⇐⇒ (iii) follows by Theorem 3.1. For (iii) =⇒ (iv), observe that Theorem 3.3 implies the existence of a coupling P of the probability kernels P 1 and P 2 such that P (x, R) = 1 for all x ∈ R. Let X be a discrete-time Markov process with transition probability kernel P . Induction then shows thatX is a Markovian coupling of X 1 and X 2 for which R is invariant. Theorems 3.8 and 4.8 yield the following characterization for subrelations of a closed relation R that are stochastically preserved by discrete-time Markov processes X 1 and X 2 with continuous transition probability kernels P 1 and P 2 . Denote by R * the output (10) of the subrelation algorithm in Section 3.2.
Theorem 4.9. R * is the maximal closed subrelation of R that is stochastically preserved by X 1 and X 2 . Especially, X 1 and X 2 stochastically preserve a nontrivial closed subrelation of R if and only if R * = ∅.
Markov jump processes shall be consider next. Recall that a map Q : S × B(S) → R + is called a rate kernel on S, if Q(x, dy) = q(x)P (x, dy) for some probability kernel P and a positive measurable function q. A rate kernel Q is called nonexplosive, if the standard construction using a discrete-time Markov process with transition probability kernel P generates a Markov jump process with paths in D(R + , S) [11, Theorem 12.18] . Theorem 4.10 below characterizes precisely when a pair of Markov jump processes X 1 and X 2 with nonexplosive rate kernels Q 1 and Q 2 stochastically preserves a closed relation R. The construction of the Markovian coupling is based on the local uniformization of the rate kernels Q i using the probability kernelsP i from S 1 × S 2 to S i , defined bŷ
where (ii) For all x 1 ∼ x 2 and compact B ⊂ S 1 such that δ(x 1 , B) = δ(x 2 , B → ),
(iii) The probability kernels in (12) 
Countable spaces admit the following slightly more convenient characterization, due to the fact that all sets are measurable. 
for all B 1 ⊂ S 1 such that x 1 / ∈ B 1 and x 2 / ∈ B → 1 , and
for all B 2 ⊂ S 2 such that x 1 / ∈ B ← 2 and x 2 / ∈ B 2 .
Remark 4.12. For order relations on countable spaces it suffices to verify (13) for all upper sets B 1 and (14) for all lower sets B 2 (see Remark 2.6), so Theorem 4.11 becomes equivalent to Massey's characterization [20, Theorem 3.4].
To prove Theorem 4.10 we need the following special form of Theorem 3.3 to account for the fact thatP i are probability kernels from S 1 × S 2 to S i , and not from S i to S i . Lemma 4.13. Let P i be probability kernels from S 1 × S 2 to S i such that P 1 (x, ·) ∼ st P 2 (x, ·) for all x ∈ R. Then there exists a probability kernel P on S 1 × S 2 such that P (x, ·) couples P 1 (x, ·) and P 2 (x, ·) for all x ∈ S 1 × S 2 , and P (x, R) = 1 for all x ∈ R.
Proof.
, and defineR = {(x, x) : x ∈ R} andR ′ = R. Then by Theorem 3.3 there exists a probability kernel P fromŜ 1 ×Ŝ 2 toŜ ′ 1 ×Ŝ ′ 2 such thatP ((x, y), ·) couples P 1 (x, ·) and P 2 (y, ·) for all x ∈ S 1 ×S 2 and y ∈ S 1 ×S 2 , andP ((x, x), R) = 1 for all x ∈ R. Define P (x, B) =P ((x, x), B) for all x ∈ S 1 × S 2 and measurable B ⊂ S 1 × S 2 .
Proof of Theorem 4.10. (i) =⇒ (ii)
. Choose x 1 ∼ x 2 and a compact B ⊂ S 1 such that δ(x 1 , B) = δ(x 2 , B → ). Then Theorem 2.5 shows that
for all t. Dividing both sides above by t, and taking t ↓ 0, we thus see using Kolmogorov's backward equation [11, Theorem 12.25 ] the validity of (ii).
(ii) =⇒ (iii). Observe that for any compact B ⊂ S 1 ,
Hence using Theorem 2.5 we may conclude that
(iii) =⇒ (iv). LetP i be the probability kernels defined in (12). Lemma 4.13 then shows the existence of a probability kernel P on S 1 × S 2 such that P (x, ·) couplesP 1 (x, ·) andP 2 (x, ·) for all x ∈ S 1 × S 2 , and P (x, R) = 1 for all x ∈ R. Define a rate kernel Q on S 1 × S 2 by Q(x, B) = q(x)P (x, B). Then
for all x ∈ S 1 × S 2 and all bounded measurable f on S i , i = 1, 2, which implies that Q is nonexplosive (Chen [4, Theorem 37] ). LetX be a Markov jump process generated by Q using the standard construction [11, Theorem 12.18] . ThenX(x, t) couples X 1 (x 1 , t) and X 2 (x 2 , t) for all x ∈ S 1 × S 2 and for all t (Chen [4, Theorem 13] ). Moreover, R is invariant forX, because P (x, R) = 1 for all x ∈ R.
(iv) =⇒ (i). Clear by definition.
Proof of Theorem 4.11. Assume first that (13) and (14) hold, and choose
, and x 2 / ∈ B → 1 , then the validity of Theorem 4.10:(ii) is obvious from (13) . In the other case where x 1 ∈ B 1 , and
1 , and thus x 1 / ∈ B ← 2 . This further implies that
Hence (14) shows that
from which we again see that Theorem 4.10:(ii) is valid. Assume next that Theorem 4.10:(iv) holds, and let x 1 ∼ x 2 be such that x 1 / ∈ B 1 and x 2 / ∈ B → 1 . Then (13) follows by Theorem 2.5, because
. Inequality (14) can be verified by a symmetrical argument. This section is concluded by an analogue of Theorem 4.9. A rate kernel Q(x, dy) = q(x)P (x, dy) such that q is a continuous function and P is a continuous probability kernel shall be called continuous. Given Markov jump processes X 1 and X 2 with continuous nonexplosive rate kernels Q 1 and Q 2 , define the relations R (n) by R (0) = R, and
whereP 1 andP 2 are given by (12) . Moreover, denote R * = ∩ ∞ n=0 R (n) , as in Section 3.2.
Theorem 4.14. R * is the maximal closed subrelation of R that is stochastically preserved by X 1 and X 2 . Especially, X 1 and X 2 stochastically preserve a nontrivial closed subrelation of R if and only if R * = ∅.
Proof. The continuity of Q 1 and Q 2 guarantees the continuity ofP 1 and P 2 . The proof is hence completed by repeating the steps in the proof of Theorem 3.8, with notational modifications to take into account that herê P i are probability kernels from S 1 × S 2 to S i , and not from S i to S i .
Applications

Hidden Markov processes
The goal of this section is to stochastically compare two hidden Markov processes Y 1 and Y 2 of the form Y i = f i •X i , where X i is a Markov process taking values in S ′ i , and f i is a continuous function from S ′ i to S i . Although the results in this section have natural counterparts for Markov jump processes, we shall only treat the case where X i are discrete-time Markov processes with transition probability kernels P i .
Theorem 5.1. Let R be a closed relation between S 1 and S 2 , and assume that
for all x 1 and x 2 such that
The proof of Theorem 5.1 relies on the notion of induced relation, defined as follows. Given a closed relation R between S 1 and S 2 , and two continuous functions
The closed relation R ′ is said to be induced from R by the pair (φ 1 , φ 2 ), and we denote by R ′ st the stochastic relation generated by R ′ . Lemma 5.2. Probability measures µ 1 on S ′ 1 and
st , then let λ be a coupling of µ 1 and µ 2 such that λ(R ′ ) = 1. Then λ • φ −1 couples the probability measures µ 1 • φ 
where [φ 1 (B ′ )] → R denotes the right conjugate of φ 1 (B ′ ) with respect to R. Moreover, because φ 1 (B ′ ) is compact, Theorem 2.5 shows that
and hence (µ 1 , µ 2 ) ∈ R ′ st .
Proof of Theorem 5.1. Let R ′ be the relation between S ′ 1 and S ′ 2 induced from R by the pair (f 1 , f 2 ). Lemma 5.2 then shows that for all t,
and moreover, (16) is equivalent to requiring that the pair (P 1 , P 2 ) stochastically preserves R ′ . 
, and π i denotes the projection from S i × S ′ i onto S i . Denoting the transition probability kernel of X i by P i , condition (16) in Theorem 5.1 becomes equivalent to sup
for all y 1 ∼ y 2 and all compact B ⊂ S 1 . Inequality (17) together with
This formulation is conceptually similar, though not equivalent, to [29, Theorem 1] .
Example 5.4 (Lumpability). A Markov process X with values in S 1 is called lumpable with respect to f : S 1 → S 2 , if f • X is Markov for any initial distribution of X [13] . It is well known [6] that X is lumpable if and only if its transition probability kernel satisfies
for all x and y such that f (x) = f (y) and all measurable B ⊂ S 2 . This is equivalent to saying that the pair (P, P ) stochastically preserves the relation {(x, y) ∈ S 1 × S 1 : f (x) = f (y)} induced by (f, f ) from the equality on S 2 . Moreover, if X is lumpable with respect to f , then the pair (P, P ′ ) stochastically preserves the relation {(x, y) ∈ S 1 × S 2 : f (x) = y} induced from the equality on S 2 by the pair (f, χ), where P ′ denotes the transition probability kernel of f • X, and χ is the identity map on S 2 . The notion of lumpability may be generalized by calling X lumpable with respect to a relation R, if there exists a Markov process Y such that X and Y stochastically preserve R [18] .
Example 5.5 (Stochastic induced order). For order relations, condition (16) in Theorem 5.1 can be rephrased as
for all upper sets B ⊂ S and all x 1 and x 2 such that f 1 (x 1 ) ≤ f 2 (x 2 ) (see Remark 2.6) . This is a discrete-time analogue to [5, Theorem 6].
Population processes
Let us denote by e 1 , . . . , e m the unit vectors of Z m , and define e 0 = 0 and e i,j = −e i + e j for notational convenience. A Markov population process [14] is a nonexplosive Markov jump process taking values 2 in S ⊂ Z m , generated by the transitions
where α i,j are positive functions on S such that α i,j (x) = 0 for x + e i,j / ∈ S. The functions α 0,i and α i,0 may be regarded as the arrival and departure rates of individuals for colony i, and α i,j represents the transfer rate of individuals from colony i to colony j. Population processes with values in S ⊂ Z m + may be viewed as Markovian queueing networks [22] or interacting particle systems [16] .
The following result characterizes precisely when two population processes stochastically preserve a relation R between S ⊂ Z m and S ′ ⊂ Z m ′ . To state the result, define for x ∈ S and y ∈ S ′ , and for sets of index pairs U ⊂ {0, . . . , m} 2 and V ⊂ {0, . . . , m ′ } 2 ,
Theorem 5.6. Let X and X ′ be population processes taking values in S ⊂ Z m and S ′ ⊂ Z m ′ generated by transition rate functions α i,j and α ′ k,l , respectively. Then X and X ′ stochastically preserve a relation R if and only if for all x ∼ y:
Parallel queueing system
Consider a system of two queues in parallel, where customers arrive to queue k at rate λ k ∈ (0, 1) and have unit service rate. Assuming all interarrival and service times are exponential, the queue length process X = (X 1 , X 2 ) is a Markov population process on Z 2 + with transition rates α 0,k (x) = λ k and α k,0 (x) = 1(x k > 0), k = 1, 2. We shall also consider a modification of the system, where load is balanced by routing incoming traffic to the shortest queue, modeled as a Markov population process X LB = (X LB 1 , X LB 2 ) with transition rates
and α LB k,0 (x) = α k,0 (x) for k = 1, 2. Common sense suggests that load balancing decreases the total number of customers in the system, so that
However, the justification of (22) appears difficult, because using Theorem 5.6 can check that the processes X LB and X do not stochastically preserve the coordinatewise order on Z 2 + , nor the order
where |x| = x 1 + x 2 . On the other hand, it is known [30] that (22) holds for all t, whenever X LB (0) = X(0), which suggests that X LB and X might stochastically preserve some strict subrelation of R sum . The following theorem summarizes the output of the subrelation algorithm applied to the rate kernels of X LB and X.
Theorem 5.8. Starting from R (0) = R sum , the subrelation iteration (15) produces the sequence of relations
which converges to
The limiting relation R * may be identified as the weak majorization order wm on Z 2 + (Example 2.3). As a consequence,
Especially, X LB (0) wm X(0) implies (22), and moreover,
which indicates that the queue lengths corresponding to X LB are more balanced than those corresponding to X. The proof of Theorem 5.8 is based on the following lemma, the proof of which is omitted.
(iii) α n (x + e 1 ) > α n (x + e 2 ) if and only if
Proof of Theorem 5.8 . Define the function α n (x) as in Lemma 5.9. Then the relations R (n) defined in (23) can be written as
which shows that R (n) is an order for all n. To show that R (n) is the sequence of relations produced by iteration (15) , it is sufficient (Remark 4.12) to show that the properties
are valid for all (x, y) ∈ R (n+1) , and that at least one of the above properties fails for (x, y) ∈ R (n) \ R (n+1) . Assume (x, y) ∈ R (n+1) (actually, R (n) is here enough), and let U be an R (n) -upper set such that x, y / ∈ U . Then x − e k , y − e k / ∈ U for all k.
(i) If y + e 1 , y + e 2 ∈ U , then Q LB (x, U ) ≤ λ 1 + λ 2 = Q(y, U ).
(ii) Assume y + e 1 , y + e 2 / ∈ U , and choose l so that y l = y 1 ∨ y 2 . Then Lemma 5.9:(v) together with α n (x) ≤ α n (y) imply that α n (x + e k ) ≤ α n (x) + 1 ≤ α n (y + e l ) for all k. Hence x + e k / ∈ U for all k, because U is R (n) -upper, so that Q(x, U ) = 0 = Q LB (y, U ).
(iii) Assume y + e 1 ∈ U, y + e 2 / ∈ U . Then α n (y + e 1 ) > α n (y + e 2 ), so Lemma 5.9:(iii) shows that y 1 > y 2 and y 1 > |y|−n. Now if x+e k ∈ U , then α n (x + e k ) > α n (y + e 2 ) = α n (y). Further α n (x) ≤ α n (y) shows that α n (x) = α n (y), so that α n (x) = y 1 > |x|−n. Because α n (x+e k ) > α n (x) > |x| − n, it follows that x k = x 1 ∨ x 2 = y 1 . As a consequence, |x| ≤ |y| implies that x 1 ∧ x 2 ≤ y 2 < y 1 , so that x k > x 1 ∧ x 2 . Hence α LB k (x) = 0, which implies that Q LB (x, U ) = 0 ≤ Q(y, U ). The case where y + e 1 / ∈ U, y + e 1 ∈ U is similar.
Assume next that (x, y) ∈ R (n+1) , and let U be an R (n) -lower set such that x, y / ∈ U . Then x + e k , y + e k / ∈ U for all k.
(i) Assume y −e 1 ∈ U , y −e 2 / ∈ U . Then y 2 = 0 or α n (y −e 1 ) < α n (y −e 2 ), so with the help of Lemma 5.9:(iv), we see that y 1 > y 2 ∨ (|y| − n − 1). Choose k so that x k = x 1 ∨ x 2 , and observe that (x, y − e 1 ) / ∈ R (n) implies that either |x| = |y| or α n (x) ≥ α n (y), so that x k > 0. If x 1 = x 2 , then α n (x − e k ) = α n (x) − 1 ≤ α n (y) − 1 = α n (y −e 1 ). If x 1 = x 2 , then |x| ≤ |y| together with y 1 > y 2 implies that x 1 < y 1 . Hence α n (x−e k ) = x 1 ∨(|x|−n−1) ≤ (y 1 −1)∨(|y|−n−1) = α n (y − e 1 ). Thus, we may conclude that x − e k ∈ U , which shows that Q LB (x, U ) ≥ 1 = Q(y, U ). By symmetry, the same conclusion holds under the assumption y − e 1 / ∈ U , y − e 2 ∈ U .
(ii) Assume y − e 1 , y − e 2 ∈ U , and choose l so that y l = y 1 ∧ y 2 . Then using Lemma 5.9:(ii) and Lemma 5.9:(vi) we find that for all k, α n (x − e k ) ≤ α n+1 (x) ≤ α n+1 (y) = α n (y − e l ).
Further, if |x| = |y|, then Lemma 5.9:(i) together with x 1 ∨ x 2 ≤ α n+1 (x) ≤ α n+1 (y) shows that x 1 ∧x 2 = |x|−x 1 ∨x 2 ≥ y 1 ∧y 2 ∧(n+1), so that x 1 ∧ x 2 ≥ 1. On the other hand, if |x| < |y|, then x / ∈ U implies that α n (x) > α n (y − e l ) ≥ α n+1 (x), so it follows that x 1 ∨ x 2 < |x| − n, which again shows that x 1 ∧ x 2 ≥ 1. Hence x − e k ∈ U for all k, and we may conclude that Q LB (x, U ) = 2 = Q(y, U ).
(iii) Assume y − e l / ∈ U for all l. Then Q LB (x, U ) ≥ 0 = Q(y, U ).
Finally, assume that (x, y) ∈ R (n) \ R (n+1) . Then α n+1 (y) < α n+1 (x) ≤ α n (x) ≤ α n (y), which implies that y 1 ∨ y 2 < |y| − n and α n (x) = α n (y) = |y| − n. Consider the R (n) -lower set U = {z : |z| < |y|, α n (z) < α n (y)}. Then x, y / ∈ U ,
x + e k , y + e k / ∈ U for all k, and y − e l ∈ U for all l. On the other hand, α n (x) = |y| − n together with |x| ≤ |y| shows that α n (x) = x 1 ∨ x 2 , so that α n (x − e k ) = α n (x) for some k. Especially, x − e k / ∈ U , so that Q LB (x, U ) ≤ 1 < 2 = Q(y, U ).
Conclusion
This paper presented a systematic study of stochastic relations, which naturally extend the notion of stochastic orders to relations between random variables and processes that may take values in different state spaces. The key points of the paper may be summarized by Theorem 3.8, which characterizes the existence of subrelations stochastically preserved by a pair of probability kernels, and Theorem 4.7, which underlines the relevance of subrelation techniques in stochastically comparing stationary distributions of Markov processes. Finite-state Markov processes and diffusions are two important classes of processes that were not discussed in the paper. In finite state spaces the subrelation algorithm converges in finite time, which calls for numerical analysis of the runtime. The analysis of stochastic relations for diffusion processes requires the identification of suitable test functions that behave well with respect to taking relational conjugates. These issues may be considered interesting topics for future research.
