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The field of material science is continuously working on identifying and designing 
materials for highly-desired applications, such as for gas separation, energy storage, 
or as part of electronic or sensory devices. This includes a sub-class of materials whose 
functionality is pressure-responsive, opening up a new plethora of new design 
possibilities. The capabilities of candidate materials are, however, often evaluated 
without a thorough understanding of the material structure and how it enables 
certain properties to be exhibited. The structure-property relationship is central to 
fully appreciate the behaviour of these materials and facilitate more targeted material 
development. The overarching theme of this thesis is to provide greater 
understanding of the structure-property relationships of a selection of 
pressure-responsive materials, via the use of high-pressure X-ray diffraction and 
various complementary computational techniques. Prior to the experimental 
chapters, Chapter One provides an overview of the importance of the structure-
property relationship in materials alongside two exemplary investigations from the 
literature and Chapter Two focuses on the theory and defining characteristics of the 
investigative techniques used in this thesis to outline their suitability and 
complementary nature to explore the structural and property responses of materials. 
Chapter Three focuses on the extensive investigation of four square-planar Pt(II) 
complexes, specifically two 1,2-dionedioximato complexes and two Magnus salts, 
which form one-dimensional stacks of metal centres in the solid state and have been 
identified for their piezoresistivity capabilities through the contraction of the short 
Pt···Pt separation distances. The full structural response of these four compounds to 
pressure have been evaluated experimentally for the first time, with platinum 
bis(1,2-benzoquinonedioximato) demonstrating by far the strongest anisotropic 
pressure-volume response. Solid-state hybrid density functional theory calculations 
revealed this response was enabled by strong Pt···Pt interaction in the valence band 
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and a combination of Pt···Pt and inter-ligand interactions in the conduction band, the 
latter of which had not been identified in previous studies. These interactions thus 
result in a small ambient-pressure electronic band gap (0.5 eV), which contracted 
quickly to form the metallic state by 1 GPa. The other Pt complexes did not exhibit 
such strong responses due to a lack of the desired strong interlayer interactions in one 
or both of the frontier bands. The results discussed herein have provided a more 
detailed set of design criteria for future piezoresistive material development. 
Chapter Four continues in a similar manner to Chapter Three, in terms of the touted 
application of the material under investigation and the techniques utilised, but 
instead focuses on two polymorphs of an Au(I) dithiolene Mott insulator. In this 
material, the unpaired electron site is delocalised across the dithiolene components of 
the ligand and thus communication between neighbouring sites stems mainly from 
S···S interactions, rather than Au···Au interactions. Both polymorphs were determined 
to have similar ambient pressure band gaps (ca. 0.50 eV) thereby slightly 
overestimating the literature-stated experimental band gap (0.22 eV). The P21/c 
polymorph showed a stronger pressure-volume response and faster band gap 
compression, the latter due to greater delocalisation of the Hubbard sub-bands 
originating from short S···S interactions (< 4 Å) in two directions of the crystal 
structure. On the other hand, the newly-discovered P21 polymorph displayed a poor 
band gap response due to only possessing uni-directional S···S interactions, although 
the results obtained were hindered by poor crystal quality. These results however 
further highlight the relationship between crystal packing and the material 
properties, providing a word of caution to future research in this field that the 
possibility of polymorphism must be considered carefully. 
Chapter Five builds upon the current understanding of the small heterocyclic radical 
molecule 1,3,5-triathia-2,4-6-triazapentalenyl (TTTA) which is known to exhibit 
magnetic bistability via a strongly hysteretic paramagnetic-diamagnetic switch with 
an associated structural phase transition between P21/c and P1̅ polymorphs. Both 
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polymorphs are dominated visually by π-stacking columns, with these columns 
linked by short lateral N···S interactions. This new study has revealed the full 
structural response of the P21/c polymorph under pressure, and suggests that the 
literature-reported gradual suppression of paramagnetism in this material as a 
response to pressure is due to the decreasing intermolecular separation in the regular 
π-stacking chains instead of a full structural phase transition as seen under variable 
temperature. Furthermore, semi-empirical calculations were utilised to calculate the 
strength of the myriad of intermolecular interactions in both polymorphs, which 
revealed that the strongest inter-column interactions are comparable to the slipped 
π-stacking interactions (ca. 30 kJ mol-1), verifying their importance in the construction 
of the two polymorphs and as the source of the wide magnetic hysteresis. 
Chapter Six switches focus to a small-pore Sc-based metal-organic framework which 
has been identified from various crystallographic studies to undergo a Fddd → C2/c 
structural phase transition upon sufficient adsorption of CO2, as a pure gas or as part 
of a gas mixture, and shows strong selective uptake for CO2 over CH4 which is a 
highly desirable trait. To provide clarity to the results obtained from X-ray diffraction 
experiments, classical grand canonical Monte-Carlo simulations have been employed 
on various fixed structures of the framework obtained under a range of experimental 
conditions to investigate the adsorption site hierarchies of both CO2 and CH4 and 
quantify the strength of the guest-framework interactions. This study has shown that 
the selectivity for CO2 uptake in this material stems from stronger CO2-framework 
interactions (between -40 and -20 kJ mol-1) compared to those calculated between CH4 
and framework (no stronger than -20 kJ mol-1). Furthermore, a shift to stronger CO2 
adsorption site energies was observed during the phase transition, whereas no such 
change in energy was seen in the simulations involving CH4 adsorption, thus 
clarifying the different structural responses observed experimentally. This study has 
highlighted the strengths of utilising classical-based simulations for analysing these 
type of systems as well how changes in adsorption site environment are highly 




There is continuous development of new materials to overcome some of the largest 
technological challenges of modern times, including devising innovations to combat 
climate change and our dependency on non-renewable resources, designing the next 
generation of computer components, and discovering a plethora of possibilities for 
new electronic or sensory devices. The development of such materials, under the 
umbrella term of material science, is an interdisciplinary process, with expertise 
required from all realms of chemistry, physics and engineering to complete the 
journey of synthesising candidate materials, analysing their performance, and 
ultimately releasing the material commercially as part of a completed product. This 
entire process can be resource-intensive, in terms of chemicals, time and money, and 
therefore any procedures which can optimise the process are highly sought after.  
One procedure to accelerate the process, and avoid wasting considerable resources, 
is to identify suitable candidate materials prior to the synthetic stage. This therefore 
raises the question of what makes a good candidate material. The properties of a 
material, which can be exploited for specific applications, are strongly linked to its 
structure. The structure of materials has two levels; firstly, there is the structure of the 
individual molecules and, secondly, in the case of solid-state materials which are the 
focus of this thesis, the well-ordered arrangement of the molecules (imagine a 
repeating 3-D wallpaper pattern) and the nature of the interactions between them. 
However, the importance of the relationship between the structure and properties of 
the material is often overlooked, restricting progress towards identifying and 
designing more efficient materials. 
This thesis aims to demonstrate the importance in evaluating the relationship 
between the structure and properties of a variety of materials, specifically those which 
are responsive to the application of pressure. The structure-property relationships 
have been deduced by a combined effort of utilising X-ray crystallography, to study 
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the full structural response of the material under pressure, and computational 
calculations, which can be used to verify the structural response of the material and 
link it to the specific property response. This two-stage methodology allows us to gain 
greater insight into currently-available materials, which can lead to more-detailed 
design criteria for new materials and to plug gaps in the current understanding of 
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atma bar kbar Pab kPa MPa GPa psic Torrd 
0.96852 1 0.001 100000 100 0.1 0.0001 14.5038 750.062 
1 1.01325 0.00101 101325 101.325 0.1013 0.000101 14.6959 760.000 
1.97385 2 0.002 200000 200 0.2 0.0002 29.0075 1500.12 
2.96077 3 0.003 300000 300 0.3 0.0003 43.5113 2250.19 
3.94769 4 0.004 400000 400 0.4 0.0004 58.0151 3000.25 
4.93462 5 0.005 500000 500 0.5 0.0005 72.5189 3750.31 
9.86923 10 0.010 1×106 1000 1 0.001 145.038 7500.62 
98.7 100 0.100 1×107 10000 10 0.01 1450.38 75006.2 
197 200 0.200 2×107 20000 20 0.02 2900.75 1.5×105 
296 300 0.300 3×107 30000 30 0.03 4351.13 2.25×105 
395 400 0.400 4×107 40000 40 0.04 5801.51 3.0×105 
592 600 0.600 6×107 60000 60 0.06 8702.26 4.5×105 
790 800 0.800 8×107 80000 80 0.08 11603 6.0×105 
987 1000 1 1×108 1×105 100 0.1 14504 7.5×105 
4935 5000 5 5×108 5×105 500 0.5 72579 3.75×106 
9869 10000 10 1×109 1×106 1000 1 145038 7.5×106 
19739 20000 20 2×109 2×106 2000 2 217557 1.5×107 
29,608 30000 30 3×109 3×106 3000 3 290075 2.25×107 
39,477 40000 40 4×109 4×106 4000 4 580151 3.0×107 
49,346 50000 50 5×109 5×106 5000 5 725189 3.75×107 
a – standard atmosphere  b – SI unit of pressure 
c – pounds per square inch d – equivalent to mmHg 
 
Hartrees (au) kJ/mol eV cm-1 kcal/mol K 
1 2625.50 27.21 2.19×105 627.51 3.18×105 
3.81×10-4 1 0.0103 83.59 0.24 120.27 
0.037 96.48 1 8065.19 23.06 11604.33 
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Chapter 1 – Introduction 
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Materials science, the design and development of materials for highly desired 
applications, is a strongly interdisciplinary research field with contributions from 
synthetic, analytical and theoretical chemistry, physics, and engineering.1 Examples 
of such materials which have been of significant focus over recent years include the 
photovoltaic cell for sunlight-driven energy production,2, 3 porous metal-organic or 
covalent-organic frameworks for gas storage and separation,4-7 and molecular 
materials which possess switchable properties or bistability for use in data storage 
and electronic or sensory devices.8-11 The considerable interest in solid-state materials 
can be highlighted by the number of entries uploaded to the Cambridge Structural 
Database,12 a database for crystalline structure solutions obtained from X-ray and 
neutron diffraction experiments which are principle structural analysis techniques for 
crystalline solid state materials. The database has seen accelerating year-on-year 
growth since its inception (Figure 1.1),13 with interdisciplinary chemistry and material 
science being cited as significant contributors. 14 
 
Figure 1.1: Annual end-of-year statistics of the total number of unique entries (blue bars) and new 
unique entries (red line) submitted to the Cambridge Structural Database, using figures obtained 
from its official website.13 
As outlined by the examples provided in the previous paragraph, materials science 
research is aiming to provide solutions for the largest technological and 
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environmental challenges of current times. Therefore, there is a need to find materials 
that fulfil these applications effectively as quickly as possible. However, materials 
science research carries high time and financial cost, and risks substantial chemical 
wastage. While the design and development of new materials is always undertaken 
with certain starting criteria determined by chemical intuition and previous work in 
the literature, utilising stricter targeted material design and adaptation via greater 
prior understanding of the material properties can only aid the faster identification 
and implementation of candidate materials. 
The properties that a material can exhibit are strongly connected to its structure or 
specific components of its structure; this strong interplay will hereafter be referred to 
as the structure-property relationship. From the intramolecular perspective, the 
structure can be characterised by the atoms present, their connectivity, the molecular 
conformation and molecular stereoisomerism. However, when considering materials 
which are present in the crystalline solid state, the intermolecular arrangement of 
molecules (the relative spatial orientation of individual molecules and the specific 
nature of intermolecular interactions between molecules) is another vital factor for 
consideration. Therefore, in order to evaluate the candidacy of materials, it is not 
sufficient to only study the material properties, but also to provide a full structural 
characterisation to evaluate how the intramolecular and intermolecular structure 
hinder or enhance the desired material properties. 
A sub-set of material science research is dedicated to the development of 
pressure-responsive materials. Non-ambient-pressure research, in general, has been 
of considerable interest over recent years; the range of pressures that are accessible in 
the laboratory are many orders wider than the range of temperatures accessible, 
ranging from the ultra-high vacuums (≈10-17 GPa, 10-13 atm) associated with 
astrophysical research to the extremely high pressures (≈105 GPa, 109 atm) associated 
with geological research.15-17 With respect to material science, pressure-responsive 
materials open up a new avenue of possibilities given that certain properties of 
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materials can be unlocked or switched with the application or release of pressure, 
which might not otherwise be accessible, and provide an alternative to materials 
which have high wastage of energy with large heat inputs or outputs. This thesis aims 
to highlight these possibilities by evaluating the structure-property relationships of a 
range of pressure-responsive candidate materials.  
The current literature understanding on the structure-property relationships of the 
specific materials discussed in the experimental chapters of this thesis is incomplete 
and in some cases quite sporadic, thus creating difficulty for researchers to collate 
information on a particular material class to allow for future targeted material design. 
This therefore strongly justifies the need for the further investigation of materials 
already known to the literature, rather than focusing solely on newly-synthesised 
compounds. Instead of detailing it in this general introduction chapter, an 
introduction section at the start of each experimental chapter will outline in 
considerable detail the current understanding of each material discussed therein. 
In order to provide a thorough understanding of the structure-property relationships 
of these materials, a two-stage method is required. Firstly, given that all the materials 
explored in this thesis are in the solid state and are crystalline, diffraction techniques, 
such as X-ray crystallography, are ideally suited to evaluate the average structural 
response. As will be discussed in later chapters, continuous development of X-ray 
diffraction and high-pressure experimental methods, as well as greater accessibility 
to synchrotron facilities, over recent decades have resulted in the technique becoming 
ubiquitous for solid-state research and highly advantageous in being able to provide 
direct structure solutions,18-20 compared to those inferred from spectroscopic or 
spectrometric techniques.  
Evaluating the connection between the structural and property responses of the 
material often relies on delving into the microscopic (molecular and atomic) level, in 
terms of probing molecular, atomic, and electronic behaviour and energetics. 
Chapter 1 – Introduction 
5 
Therefore, theoretical methods in the form of computational calculations and 
simulations will act as the second stage of the methodology employed in this thesis, 
utilising the experimental structure solutions as valuable starting models. There is not 
one computational technique which can be universally applied to evaluate any 
property or material type of interest; however, a series of methods and packages are 
available, each of which has been refined and utilises its strengths for the systems and 
properties of interest. Throughout the course of this thesis, a variety of computational 
methods, and the valuable information that can be derived from them, will be 
illustrated.  
Prior to outlining the content of the remainder of the thesis, two case studies will be 
presented to illustrate the use of the powerful combination of diffraction techniques 
and computational methods in studying the structure-property relationships of 
pressure-responsive solid-state materials. 
1.1 Case Study 1 – Zeolitic imidazolate frameworks 
Zeolitic imidazolate frameworks (ZIFs) are one class of porous metal-organic 
framework, investigated for various applications including their guest storage 
capabilities,21 consisting of functionalised imidazolate linker groups bridging 
tetrahedral metal centres. ZIF-8, the methyl-functionalised (-CH3) framework, has 
been shown, using single crystal high-pressure X-ray diffraction, to undergo a 
closed-to-open-pore phase transition via the rotation of the imidazolate linkers upon 
adsorption of methanol at 1.47 GPa (Figure 1.2).22-24 
A more recent investigation, by Hobday et al., aimed to probe the dependency of the 
high-pressure structural response of ZIFs by varying the functionalisation of the 
imidazolate linker group.25 High-pressure X-ray diffraction experiments revealed a 
similar closed-to-open pore transition in ZIF-90, the formaldehyde-functionalised 
(-CHO) framework, under methanol adsorption at 0.88 GPa. On the other hand, the 
Chapter 1 – Introduction 
6 
nitro-functionalised (-NO2) framework, ZIF-65, formed a more closed-pore 
high-pressure structure above 0.73 GPa (Figure 1.2). 
 
Figure 1.2: Unit cells of three isostructural ZIFs in their ambient pressure (AP) and high-pressure (HP) 
phases, adapted from the work of Moggach et al. and Hobday et al.22, 25 Hydrogen atoms have been 
removed for clarity. C, N and O atoms are coloured black, blue and red respectively, with ZnN4 units 
represented by the green tetrahedra. Image created using DIAMOND.26 
The second stage of the investigation was to utilise computational techniques to 
rationalise the different directions of linker rotation in these isostructural ZIFs.25 
Through the use of periodic DFT calculations, Hobday et al. identified that there was 
a relatively small energy penalty for the observed linker rotation direction in ZIF-8, 
whereas a very large energy penalty was observed in the formation of a more 
closed-pore structure. Similar calculations were undertaken on ZIF-65 and ZIF-90 
which revealed smaller energy barriers for the linker rotation in either direction, thus 
the reasoning for the direction of rotation in these two ZIFs observed experimentally 
could not be determined solely from this computational method. The final piece of 
the jigsaw was resolved by use of classical grand-canonical Monte Carlo simulations, 
used to model the positions of adsorbed methanol molecules in various structures of 
this group of ZIFs and the resulting interaction energies between the methanol and 
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the framework. Stronger interaction energies were recorded in the high-pressure 
phases of all three ZIFs, thus indicating that stronger methanol binding to the 
framework walls influenced the direction of linker rotation.  
This piece of work highlighted the compatibility and complementary nature of not 
only one but two computational methods with X-ray diffraction experiments, and 
provided new understanding behind the structural responses of ZIFs. While 
functionalisation is often undertaken to enhance specific guest uptake or selectivity 
of a porous material, this study has highlighted that functionalisation can result in 
differing structural responses. 
1.2 Case Study 2 –Pyrazolate-based gold trimers 
The second case study concerns the study of pyrazolate-based Au(I) trimers, which 
have been cited for their potential application in imaging and sensory devices due to 
their condition-sensitive luminescent properties.27, 28 The solid-state arrangement of 
these class of materials is dominated by the presence of inter-trimer Au···Au 
‘aurophilic’ interactions, comparable in strength to hydrogen bonding 
interactions.29-32 
Woodall et al. investigated the structure-property relationships of four of these 
pyrazolate-based Au(I) trimers (Figure 1.3),33 with the changes in structure and 
luminescence evaluated between 100 K and 300 K and between ambient pressure and 
10 GPa. Upon resolving the ambient-pressure structures by X-ray diffraction 
experiments, the solid-state arrangement of the four compounds was revealed to be 
heavily influenced by the extent of steric bulk on the R1-R3 groups on the pyrazolate 
linkers. The shortest inter-trimer Au···Au contacts were seen in 1, with contact 
distances between 3.0 Å and 3.3 Å in all three dimensions, whereas 2 also contained 
contact distances of ca. 3.3 Å but only in one dimension which resulted in stacking of 
the individual trimers. With phenyl rings (C6H6) incorporated onto the pyrazolate 
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linker, 3 and 4 exhibited much larger inter-trimer Au···Au contacts, with the shortest 
measured at ca. 3.7 Å and 7.6 Å respectively. 
 
Figure 1.3: Molecular structures of the pyrazolate-based Au(I) trimers investigated by 
Woodall et al.,33 with the varying functionalisation of the pyrazolate bridging ligands. 
The shortest inter-trimer Au···Au contacts present in these compounds directly 
affected the luminescent properties exhibited; at ambient conditions, only 1 and 2 
exhibited luminescence, with emission peaks observed at 13000-15000 cm-1. With 
decreasing temperature or increasing pressure, the resulting contraction in the 
Au···Au contact distances coincided with a red shift of these luminescence emission 
peaks (in other words, shifting to higher wavelengths, and thus corresponding to a 
decrease in the size of the optical band gap) or the emergence of new emission peaks. 
Decreasing temperature or increasing pressure also resulted in luminescence being 
exhibited by 3, whereas 4 continued to show no luminescence under any tested 
non-ambient conditions. 
The experimental work was followed up by solid-state computational calculations, 
which firstly verified the extent of structural contraction observed for the four 
compounds at non-ambient conditions. Furthermore, for 1, the optical band gap was 
calculated to decrease with decreasing Au···Au contact distances, thus verifying the 
red shift observed experimentally under low temperatures or high pressures. Lastly, 
these calculations revealed that the nature of the lowest occupied crystalline orbital 
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(LUCO) involved significant inter-trimer interactions, indicating the importance in 
close trimer packing in the solid state for the compound to exhibit luminescence, and 
thus why they are non-existent in 4. 
This study, through the coupled approach of experimental and computational 
methods, successfully evaluated the structure-property relationships of the four Au(I) 
pyrazolate-based trimers under the application of pressure. The importance of the 
intermolecular arrangement via short Au···Au contacts in the solid state and how 
these are controlled by the extent of steric bulk on the trimer ligands was made readily 
apparent, which should aid targeted future material design. 
1.3 Thesis outline 
The complementary nature of X-ray diffraction and computational methods are a 
constant thread throughout this thesis, the specifics of which will be outlined in the 
methods chapter. After the methods chapter, four experimental chapters are 
presented with each comprehensively covering the evaluation of the 
structure-property relationships of a different class of material with varying desired 
applications. Specifically, this thesis will investigate Pt and Au complexes which have 
been identified for their capability of undergoing an insulator-to-metal transition 
upon the application of pressure, a magnetically-bistable molecular material which is 
therefore a candidate for application in storage and sensory devices, and a small-pore 
Sc-based framework material which has shown promising gas selective uptake 
behaviour for application in gas separation. The full structural response of these 
materials will be evaluated, with the structural models acting as valuable starting 
points for computational calculations. The calculations will quantify the underlying 
features of each material to explain, firstly, their structural response and, secondly, 
the relationship between the structural and property responses to pressure. This new 
and extensive understanding of the material can then act as a feedback loop in 
providing a stronger set of criteria for next generation material design.  
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2.1 Synopsis 
This chapter provides an overview of the complementary experimental and 
computational methods featured in the investigative work in this thesis, and 
justification for their use. The experimental methods are considered first, which 
exclusively focus on X-ray crystallography, using both in-house and synchrotron 
facilities at ambient-pressure and high-pressure, and how the bulk modulus can be 
extracted from the results of these measurements. The second part concerns the range 
of computational methods which have been utilised, covering quantum mechanical, 
semi-empirical and classical methods. 
2.2 Experimental Methods 
X-ray crystallography is a technique of structural characterisation which is strongly 
embedded into everyday chemistry research, due to the rapid development in 
computational resources and instrumentation over recent decades, providing direct 
structural solution of crystalline samples on the timescale of minutes and hours, all 
stemming from the original pioneering work by von Laue, Knipping, Friedrich and 
Bragg (father and son) in the early 1900s.1, 2 Assuming a crystalline sample of 
sufficient quality of the material of interest is obtainable, structure determination 
from diffraction techniques offers advantages over other analytical techniques, in 
particular for unambiguously determining connectivity and spatial arrangements of 
the atoms that compose the crystal. Given that this thesis concerns the investigation 
of structure-property relationships of pressure-responsive materials, the need for 
characterising the changes in the intramolecular and, more importantly, 
intermolecular structure of the materials under investigation necessitates the use of 
diffraction techniques, and thus X-ray crystallography at ambient and high pressures 
is the sole experimental technique to feature in this thesis. 
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2.2.1 In-house X-ray crystallography 
The ambient pressure structure of the majority of the materials studied in this thesis 
are already known in the literature. Nevertheless, ambient-pressure diffraction 
experiments were undertaken using the in-house laboratory diffractometers in order 
to check the crystal quality, and to ensure all the materials had a high-quality 
room-temperature (RT) (283-303 K) structure, prior to committing to high-pressure 
experiments. The ambient pressure structures reported in this thesis were obtained 
using a pair of in-house laboratory diffractometers at the School of Chemistry: a 
three-circle Bruker SMART APEX-II goniometer with a CCD detector using Mo-Kα 
radiation (λ = 0.71073 Å), using a ω-scan sphere data collection strategy (Table 2.1), 
or a dual-source Rigaku Oxford Diffraction SUPERNOVA diffractometer with a 
four-circle goniometer and Atlas S2 CCD detector using Cu-Kα radiation 
(λ = 1.54184 Å), using an optimised strategy according to the indexed crystal lattice to 
maximise completeness and redundancy. 
Table 2.1: Data collection strategy run list used for the ambient pressure diffraction experiments 
on the Bruker SMART APEX II in-house diffractometer. The ω step size was 0.5°. The κ angle was 
fixed to 54.8° for all runs. 
Run 2θ (°) ϕ (°) ω range (°) 
1 -28.0 0.0 331.5 to 152.0 
2 -28.0 120.0 331.5 to 152.0 
3 -28.0 240.0 331.5 to 152.0 
4 28.0 60.0 27.5 to 208.0 
2.2.2 Synchrotron-based X-ray crystallography 
The development of central facilities has greatly enhanced material research, with the 
availability of tuneable radiation wavelength and high-intensity radiation permitting 
the study of weakly diffraction samples or undertaking experiments which cannot be 
fulfilled by in-house instrumentation. In the case of X-ray diffraction experiments, the 
use of synchrotron radiation results in much faster collection times via shorter 
exposure times. In addition, they also provide greater completeness via the capture of 
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weaker reflections in the diffraction pattern which are otherwise potentially 
unobservable using in-house diffractometers. While the use of synchrotron facilities 
aids the collection of ambient pressure diffraction data, its use is strongly justified 
when collecting high-pressure data because the construction of the high-pressure 
cells used for these experiments results in a decrease in number and intensity of 
reflections collected compared to an ambient pressure experiment; this is discussed 
in more detail in Section 2.2.3. 
All high-pressure experiments in this thesis were undertaken at the Diamond Light 
Source (DLS) (Rutherford Appleton Laboratory, Harwell, UK) synchrotron facility on 
the I19 beamline, experimental hutch 2 (EH2),3 on a Newport four-circle 
diffractometer goniometer equipped with a DECTRIS PILATUS 300K hybrid-pixel 
detector using synchrotron radiation with λ=0.49598 Å (25.512 keV). The beamline is 
specifically dedicated for single-crystal diffraction experiments, with the EH2 setup 
being able to facilitate experiments at various conditions, including at temperatures 
ranging from 5 K to 1300 K, under exposure of gas pressure using quartz or sapphire 
capillary gas cells (up to 200 bar),4, 5 under moderate liquid pressures utilising a 
sapphire capillary pressure cell and hand-pump setup (up to 1 kbar),5 and 
high-pressure by use of diamond-anvil cells (10-1-101 GPa).  
2.2.3 High-pressure X-ray crystallography 
High-pressure studies prior to the 1960s involved the study of macroscopic 
properties, rather than the structural response of the material via X-ray diffraction.6 A 
large breakthrough for the field of high-pressure structural studies came with the 
development of a cell in which pressure could be applied to a crystal sample by 
squeezing it between the flat faces (culets) of two opposing diamonds.7, 8 The diamond 
anvil cell (DAC) was first reported in the high-pressure diffraction studies of water 
ice in 1965.9, 10 Since then, it has undergone significant development, with the most 
successful design being that devised by Merrill and Bassett,11 due to its small size and 
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the move in the field towards the use of internal pressure calibrants, thus proving it 
more popular than the piston-operated cell alternatives.6, 12 Continuous 
improvements and developments have been applied to the design of the DACs over 
recent decades, to improve the resulting diffraction quality and to remove the toxic 
Be components in the original design.6 The DAC has since become an ubiquitous 
feature of laboratories and synchrotrons focussing on high-pressure research, with 
cells now capable of working up to 103 GPa.13 
The DAC design utilised for the high-pressure X-ray crystallography experiments in 
this thesis is a modified version of a Merrill-Basset cell,14 with all the component parts 
shown in Figure 2.1A. The cell consists of two steel plates, each with a conical hole 
with an opening half-angle of 40° to allow the incident and diffracted X-ray beams to 
enter and leave the cell, respectively. Within this conical hole sit the tungsten carbide 
backing discs, which hold the opposing embedded anvils in position. The backing 
discs include a confocal hole to allow the X-ray beam to pass through, to facilitate 
optical alignment of the anvils and to provide easy viewing of the sample. A 
300 μm-thick tungsten gasket containing a 300 μm diameter drilled circular hole is 
placed between the culets of the opposing anvils; the cylindrical chamber which 
accommodates the sample under investigation is formed by the edges of the drilled 
hole and the anvil culets (Figure 2.1B), and is sealed by pushing the upper plate along 
the guide pins of the lower plate. The separation distance of the two plates is further 
decreased by tightening three Allen screws, which results in an increase of pressure 
inside the sample chamber. Prior to drilling the chamber hole, the gasket is 
pre-indented by around 100 μm in total; this has the dual purpose of increasing the 
tensile strength of the gasket material and acts as a visual aid to guide the drilling of 
the sample chamber hole so that it is positioned in the middle of the culets, reducing 
the risk of compromise to the chamber seal at high pressures. 
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Figure 2.1: A: Exploded view of the Merrill-Basset DAC used for all high-pressure X-ray 
crystallography experiments in this thesis, with all the component parts named. B: Front (top left) 
and side (top right) views of closed DAC, with zoomed view of sample chamber and its contents 
(bottom left). C: 3-D printed DAC mount used on the DLS I19 beamline. D: DAC mounted on the 
diffractometer on the DLS I19 beamline, orientated perpendicular to the beam direction. 
The sample chamber holds the single crystal sample of interest, alongside an internal 
pressure calibrant (Figure 2.1B). The pressure calibrant used for all the work 
discussed in this thesis took the form of ruby (Cr3+-doped α-Al2O3) crystals. The ruby 
crystals, upon the application of green light (λ= 520-560 nm), exhibit sharp-line 
fluorescence with a distinctive doublet peak at λ = ca. 693 nm (R1) and ca. 694 nm (R2), 
with R1 shifting with applied pressure at a linear rate of 0.0274(2) GPa nm-1.15-17 This 
ruby fluorescence method is a well-established pressure-measuring technique; it can 
be easily undertaken using standard laboratory spectrometers and has practical 
advantages over using an internal diffraction standard.  
Pressure is applied to the sample crystal by filling the sample chamber with a liquid 
pressure-transmitting medium (PTM) prior to closing the cell. In all the high-pressure 
experiments for this thesis, the PTM, consisting of long-chain molecules, such as those 
comprising Fluorinert and Daphne oils (Table 2.2), causes hydrostatic compression of 
Chapter 2 – Experimental and Computational Methods 
18 
the crystal sample. However, in the case of porous materials, such as metal-organic 
frameworks, the use of a PTM comprised of small molecules can lead to the PTM 
penetrating the porous structure.18-20 
Table 2.2: List of commonly used pressure transmitting medium solvents and their maximum 
hydrostatic pressure, obtained from the literature. 









5, 19, 21 
22, 23 
Long chain alkylsilanes Daphne 7474 3.7 23, 24 
Iso-pentane/n-pentane mixtures 1:1 iso-/n-pentane 7.4 23 
Methanol/ethanol mixtures 4:1 methanol/ethanol 9.8-10.5 23 
Due to the small size and relatively low weight of the DAC, it can be easily attached 
directly onto the goniometer head of the diffractometer, or in a custom-made holder 
such as that used on the DLS I19 beamline (Figure 2.1C), and placed onto the 
diffractometer in a similar manner as the mounts used for ambient pressure single 
crystal diffraction experiments (Figure 2.1D). However, the nature of the data 
collection strategy used for high-pressure samples is highly specialised, as specific 
data collection strategies which minimises the shielding of the detector by the body 
of the DAC must be employed;25 those used for all the high-pressure diffraction 
experiments in this thesis is shown in Table 2.3. 
Table 2.3: Data collection strategy run list used for all high-pressure diffraction experiments 
undertaken at the DLS I19 beamline for the work in this thesis. Images were collected with a ω step 
size of 0.2°, optimised for radiation wavelength λ=0.49598 Å. 
Run 2θ (°) κ (°) ϕ (°) ω range (°) 
1 -20.0 70.0 -24.232 -150.0 to -90.0 
2 -20.0 70.0 155.768 -150.0 to -94.0 
3 20.0 70.0 155.770 -105.0 to -74.0 
4 20.0 70.0 -24.230 -105.0 to -74.0 
5 20.0 -70.0 24.230 -96.0 to -30.0 
6 -20.0 -70.0 -155.770 -106.0 to -66.0 
7 -20.0 -70.0 24.230 -106.0 to -66.0 
8 20.0 -70.0 -155.770 -96.0 to -30.0 
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As well as the specialised data collection strategy, the data processing method for 
high-pressure diffraction data is non-standard. Complications arise from the 
inclusion of reflections from diffraction of the diamond anvils, which are large and 
very intense, and thus can overlap with sample reflections. Moreover, reflections 
originating from diffraction of the tungsten gasket result in powder rings in the 
diffraction pattern. Therefore, the data processing method is far more intensive than 
that for ambient pressure data, even if the sample is well-diffracting, since care must 
be taken to remove all non-sample reflections as well as discounting areas of the 
detector shaded by the DAC. During the data processing procedure an additional 
setting within the CrysAlisPro software,26 used for all high-pressure data processing 
in this thesis, was applied to only consider reflections within the DAC opening 
half-angle of 38°, in order to avoid reflections caught on the edge of the DAC opening 
angle. Despite the number of reflections collected being reduced by at least 60 % 
compared to ambient pressure collections due to shading by the body of the DAC, 
100 % completeness can still be obtained; incomplete data is normally attributed to 
systems with low symmetry Laue groups or poorly diffracting crystals. 
2.2.4 Bulk modulus 
One of the mechanical properties that can be extracted from variable-pressure 
diffraction experiments is that of the bulk modulus (𝐵), which quantifies the 
resistance of a material to hydrostatic compression; a material with a lower bulk 
modulus is less resistant to the application of pressure than a material with a higher 
bulk modulus. The more formal description of the bulk modulus is the change in 
volume of the substance against the change in pressure at constant temperature and 
is defined as: 





 Equation 2.1 
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where 𝐵 is the bulk modulus, 𝑉 is volume, 𝑃 is pressure, and 𝑇 is temperature. The 
bulk modulus is obtained by fitting an ideal equation-of-state (EoS) to the 
volume-pressure data curve and allows for a simplistic comparison of the volumetric-
pressure response of various materials, as demonstrated in Chapter 3.  
The specific EoS used in this thesis is the 3rd-order Birch-Murnaghan EoS 
(Equation 2.2),27 due to its common use in the literature,28-32 despite some known 
limitations.33  
 

























− 1]} Equation 2.2 
 
Where 𝑝 is pressure, 𝐵0 is the bulk modulus, 𝐵0
′  is the derivative bulk modulus with 
respect to pressure, 𝑉0 is the unit cell volume at 𝑝 = 0, and 𝑉 is the volume of the 
compressed unit cell. This EoS is derived from a Taylor expansion series in which the 
inclusion of higher order derivative terms allows for finer and more complex details 
to be taken into account.27 
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2.3 Computational Methods 
While X-ray diffraction acts as a highly valuable method for direct solution of the 
material structural response under various conditions, it cannot provide a 
quantitative description of the material property response nor of the energetics of the 
system. Computational methods have thus been used extensively in this thesis to 
complement the results obtained from X-ray diffraction experiments, utilising the 
experimentally-obtained crystal structures as starting models. A wide range of 
computational methods are available, however none of which can be applied to all 
system types nor can be used to calculate every material property of interest. 
Therefore, the choice of computational method must be carefully considered 
depending on the system type and objective at hand. 
The computational methods which have been used in this thesis are as follows, with 
the underlying theory for each outlined in the-sections 2.3.1-2.3.3: 
 First-principle (quantum-mechanical) methods, which involve the explicit 
description of the electrons, with the energy of the system being obtained as a 
solution of the Schrödinger equation. 
 Semi-empirical methods, which incorporate first-principle methods but with 
additional approximations, with the resulting gaps filled by parameterisation. 
 Classical (molecular mechanical) methods, which ignore electrons completely 
(with atoms being treated as classical objects) and thus utilise 
highly-parameterised force fields to describe how the system energy is 
affected by changes in conformation. 
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2.3.1 Quantum mechanical methods  
The background information and theory regarding quantum mechanical methods 
presented in this chapter stems from the textbooks of Rankin, Mitzel and Morrison,2 
Young,34 Solomon, Scott and King,35 Jensen,36 Parr and Yang,37 Scholl,38 and Fujita and 
Ito.39 
Quantum mechanical, or first-principle, methods aim to solve the Schrödinger 
Equation, which describes the energy of the system (𝐸) according to the system 
wavefunction (Ψ), as follows: 
?̂?Ψ = 𝐸Ψ Equation 2.3 
where Ĥ is the Hamiltonian, the energy operator which acts upon the wavefunction 
to extract the potential and kinetic energy terms. First-principle methods involve the 
electrons being explicitly defined, and the system is determined ab initio; the input file 
only contains information on the atom types and starting positions, and the 
calculation determines the chemical bonding and electron distribution throughout 
the system. The energy of the system contains contributions of the kinetic energies of 
the nuclei and electrons and the potential energies arising from electron-electron, 
nuclei-electron and nuclei-nuclei interactions. However, the complicated nature of 
this equation means that exact solutions can only be solved for 1-electron systems, 
which is extremely restrictive. Therefore, only approximate solutions for N-electron 
systems can be obtained, with the type and complexity of the approximations applied 
indicating the specific method or level of theory. 
The first approximation applied to systems in first-principle methods is the 
Born-Oppenheimer Approximation, which states that the electrons in the system 
move considerably faster than the heavy atomic nuclei.40 The kinetic energy of the 
nuclei is thus approximated to be zero and the repulsion between pairs of atomic 
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nuclei can be determined as a constant. As a result of this approximation, the system 
is simplified down to an electron-only problem. The electron-electron repulsion 
contribution to the potential energy of the system is the most problematic to 
overcome, and its strong contribution means it cannot be outright ignored. 
Hartree-Fock (HF) theory aims to overcome the problems with the electron-electron 
term by firstly ignoring electron correlation, the behaviour of each electron being 
dependent on the behaviour of all other electrons, by assuming that each electron is 
experiencing a uniform electric field (Hartree theory).41, 42 Secondly, an exact solution 
for electron exchange, the lowering of energy caused by the pairing of two electrons 
of opposite spins, is provided by the use of asymmetric wavefunction (Fock 
theory),43, 44 so that the wavefunction will collapse to zero if two electrons of the same 
spin try to occupy the same orbital. Higher levels of theory, such as Møller-Plesset 
perturbation series,45 build upon HF theory by approximating the correlation energy. 
Density functional theory (DFT) provides an alternative methodology for 
determining the electron-electron term. It is built upon the principle that the energy 
of the system can be obtained from a three-dimensional variable (𝑥, 𝑦, 𝑧) functional, 
referred to as the exchange/correlation functional, of the electron density (𝜌).46, 47 
However, the exact functional that provides the correct ground-state energy is not 
known, and thus a variety of functionals devised from a range of approximations 
have been reported. All currently-reported functionals provide an approximate 
solution to both electron exchange and correlation, and are built by a combination of 
the construction of one-electron holes.48 
Combining HF and DFT methods results in hybrid DFT functionals, which benefit 
from being able to provide an exact electron-exchange solution and approximate 
electron-correlation solution at a relatively low cost. The wide array of hybrid DFT 
functionals that are available differ in terms of, firstly, the DFT functional they are 
based upon and, secondly, the weighting between the HF and DFT electron exchange 
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terms. Surveying the range of hybrid functionals available for use is particularly 
important when semi-conducting materials are under investigation, which is the case 
in Chapters 3 and 4 of this thesis, with the construction of the functional greatly 
influencing the calculated value of the electronic band gap. The next two sub-sections 
discuss the types and construction of DFT and hybrid DFT functionals, with 
sub-sections 2.3.1.3-2.3.1.5 focussing on the types of basis set constructions and the 
inclusion of pseudopotentials. 
 2.3.1.1    Introduction to functionals 
The most commonly-used pure-DFT functionals can be classified by either 
incorporating the local density approximation (LDA) or the generalised gradient 
approximation (GGA).35, 49 LDA utilises an uniform electron gas, such that 𝜌 is 
constant throughout all space, with the functional describing the change in the 
exchange-correlation energy with respect to changes in 𝜌. This information is then 
extrapolated onto the electron density in discrete regions of the real system. These 
functionals work well for metallic systems, given the near constant delocalised nature 
of the electrons in these systems, however they work poorly for molecular systems in 
which chemical bonding is strongly characterised by greatly varying 𝜌.  Thus, GGA 
is more-commonly-used for those systems, given the functional contains information 
on 𝜌 and its gradient. Commonly-used GGA-based functionals include BLYP50,51 and 
PBE,52 both being prominent functionals in the CASTEP code.53 The addition of 
contributions from HF theory to the BLYP and PBE GGA-functionals produced the 
hybrid functionals B3LYP54 and PBE0 and HSE06 respectively.55-57. The construction 
of each of these three hybrid functionals is shown in section 2.3.1.2. HSE06, in 
particular, has shown to be highly successful in replicating experimental electronic 
band gaps,58-60 even for materials containing heavy elements for which replication of 
experimental band gaps is usually adversely affected by the presence of spin-orbit 
coupling,61 and thus its use features heavily in Chapters 3 and 4. 
Chapter 2 – Experimental and Computational Methods 
25 
 2.3.1.2    Construction of specific hybrid functionals 
PBE0 and HSE06 (or simply HSE) are two related hybrid functionals since they both 
incorporate the PBE exchange and correlation terms, but differ in terms of how the 
additional HF exchange correlation term is incorporated.57,58 The construction of the 
PBE0 and HSE functionals into component exchange (𝐸𝑋) and correlation (𝐸𝐶) energy 
terms derived from HF and PBE is as follows: 
𝐸𝑋𝐶
𝑃𝐵𝐸0 = 𝐸𝐶
𝑃𝐵𝐸 +  𝑎𝐸𝑋
𝐻𝐹 + (1 − 𝑎)𝐸𝑋




𝐻𝐹,𝑆𝑅(𝑤) + (1 − 𝑎)𝐸𝑋
𝑃𝐵𝐸,𝑆𝑅(𝑤) +  𝐸𝑋
𝑃𝐵𝐸,𝐿𝑅(𝑤) Equation 2.5 
where 𝑆𝑅 and 𝐿𝑅 refer to the short range and long range respectively, 𝑤 is the variable 
that determines the cut-off between short-range and long-range interactions, and 𝑎 is 
the weighting factor for the exchange-energy term between HF and GGA. For both 
PBE0 and HSE06 functionals, 𝑎 = 0.25. However, it is apparent that setting 𝑎 to equal 
zero would result in both functionals behaving like the PBE functional, with no HF 
exact exchange involved.  
The PBE0 functional, while successful at replicating the band gap values of highly 
insulating materials, was found to overestimate the band gap for low and moderate 
band gap semiconductors due to HF exact exchange term being applied across all 
range of interactions, when it is only necessary for short ranges.62,63 The development 
of the HSE functional aimed to tackle this systematic failure of PBE0 by applying the 
1:3 split between the HF exact-exchange and PBE approximate-exchange terms only 
for short-range interactions, whereas long-range interactions are represented solely 
by the PBE approximate exchange, as shown in Equation 2.5.57 The definition of 
short-range and long-range is defined by the variable factor 𝑤. If 𝑤 → 0, the 
short-range term is applied infinitely and the HSE functional collapses to the PBE0 
functional, whereas if 𝑤 → ∞ the short-range terms trend to zero and therefore the 
functional generates a result similar to that given by the PBE functional. Although the 
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HSE functional underestimates the band gap for highly-insulating materials, it 
performs well for small and moderate band gap semiconductors (below 6 eV).60,62,63 
A very widely-used hybrid functional, which also features in this thesis in 
Chapters 3-5, is B3LYP.49 It is so-called because of it consisting of three different 
components to describe the electron exchange and electron correlation,54 specifically 
the BLYP functional, an LDA-based functional and exact HF exchange as follows: 
𝐸𝑋𝐶





𝐿𝐷𝐴 Equation 2.6 
based upon a similar construction devised for the B3PW91 functional.64 The LDA 
contribution to the B3LYP functional is low, attributing only 8% of the exchange 
component and 19 % of the correlation component. Therefore, similar to the HSE and 
PBE0 functionals, the majority of the B3LYP functional stems from contributions by 
the GGA and HF components. B3LYP has been shown in the literature and in this 
thesis (in Chapter 3, specifically) to demonstrate a similar performance of calculating 
band gaps of semi-conductors to the HSE functional due to its construction.62 
However, since it is a global hybrid like PBE0 in that the HF component is applied 
across all ranges of interactions, calculations utilising the B3LYP functional suffer 
from higher compute times compared to the screened HSE functional. Therefore, in 
general, due to the good performance and lower compute times associated with the 
HSE functional, it is the main functional of choice for a majority of the discussion of 
results in Chapters 3 and 4. 
 2.3.1.3    Localised basis sets 
Alongside the various options of levels of theory which can be employed, an 
additional consideration is the type and quantity of basis sets to be used in the 
calculation. The system wavefunction, and thus electron density of the system, is 
described by basis sets, which are in turn simply combinations of basis functions. A 
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greater number of basis functions per basis set and greater number of basis sets 
overall should lead to a more accurate description of the system wavefunction, but 
also leads to a more resource-intensive calculation.  
One type of basis set approach is to think of electrons as being assigned to localised 
atomic orbitals on specific atoms in the system of interest, fitting in with the 
traditional chemist’s view of how electrons behave inside molecules, with these 
atomic orbitals then able to combine to form molecular orbitals to form the system 
wavefunction. The basis functions which contribute to the formation of the basis set 
describe the size and shape of the various atomic orbital required to describe the 
system. This approach is intuitively known as using localised basis sets, and can be 
readily applied for use on isolated molecules (as is the case for the GAUSSIAN 
package).65 It can also be applied for use on crystalline systems (as in the CRYSTAL 
package, used in Chapters 3 and 4),66 as long as the symmetry of the system, which 
describes the relationship between neighbouring molecules, is provided to allow the 
basis sets to be replicated throughout the crystal structure. 
The system wavefunction (𝜓) is determined by the sum of all the basis sets describing 
the system of interest, which in turn consist of the combination of basis functions (𝜙𝑖) 
with their contributions weighted according to coefficients (𝑐𝑖), as follow: 
𝜓 =  ∑ 𝑐𝑖
𝑖
𝜙𝑖 Equation 2.7 
Optimisation of the system wavefunction for a certain system geometry is obtained 
by adjusting the weighting coefficient values until the system energy minimum is 
found. Extra functions can be added to basis sets to take into account strongly diffuse 
or polarised atomic orbitals, in necessary for the specific system under investigation. 
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 2.3.1.4    Delocalised basis sets 
An alternative approach to basis set construction is to consider the electrons as being 
delocalised through the whole system with their behaviour being dictated by the 
construction of the ionic lattice, rather than being associated or localised to a specific 
atomic orbital. This type of basis set is thus known as a delocalised basis set, and can 
be applied to solid-state systems in which the construction of the ionic lattice is 
continuous in all directions. With this approach, the electrons are thought of as waves 
propagating through the solid-state system, and thus the basis sets used to describe 
the system wavefunction are combinations of weighted sinusoidal waves with 
varying wavelengths, to illustrate the various energies of the electrons in the system, 
in proportion with the dimensions of the unit cell. The wavefunction 𝜓(𝑟) is thus 
defined as follows: 
 𝜓(𝑟) =  ∑ 𝐶𝐺𝑒𝑥𝑝(𝑖𝐺, 𝑟)𝐺  Equation 2.8 
where 𝜓(𝑟) is the wavefunction at position 𝑟, 𝐶𝐺 is the weighting coefficient and 
𝑒𝑥𝑝(𝑖𝐺, 𝑟) is the representation of a plane wave with respect to the reciprocal lattice 
vectors 𝐺. In a similar manner to the localised basis sets, the wavefunction of the 
system is found by optimising the values of the weighting coefficients (𝐶𝐺). The 
CASTEP package, used for the investigations in Chapters 3 and 6, makes use of these 
delocalised plane wave basis sets.53 The quality of the basis set is controlled by 
indicating an energy cut-off, marking the maximum energy value of plane waves 
which can be utilised; in a similar manner to adding more basis functions to localised 
basis sets, defining a higher energy cut-off should lead to a more accurate description 
of the system but increases the computing time required. 
Earlier in this section, the term unit cell was introduced to mark the wavelengths of 
plane waves required to describe the system of interest. The unit cell is 
crystallographic terminology for a certain portion of the solid-state system which 
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contains all the symmetry operations required to describe the relative spatial 
arrangement of the molecules in the system. The unit cell, as an individual building 
block, can then be replicated by translation in all three directions to form a 3-D infinite 
array. Rather than having to model all the molecules in these infinite system, many 
of which are replicas of each other, calculations undertaken on these solid-state 
systems only need to focus on the contents of the unit cell by applying periodic 
boundary conditions. These boundary conditions are soft, therefore allowing electron 
density or ions (when the BO Approximation is lifted) to leave through one face of 
the unit cell and re-emerge through the opposite face.  
The concept and use of periodic boundary conditions stems from Bloch’s theorem, 
which describes the wavefunction 𝜓(𝒓) in a lattice-periodic potential, such that 
𝑉(𝒓 + 𝑹) = 𝑉(𝒓) Equation 2.9 
where 𝑉 is the potential along a certain vector in the three directions (𝑥, 𝑦, 𝑧) of the 
crystal lattice and 𝑹 is the Bravais lattice vector such that 
𝑹 = 𝑛1𝒂𝟏 + 𝑛2𝒂𝟐 + 𝑛3𝒂𝟑 Equation 2.10 
where 𝑛𝑗 are integers and 𝒂𝒋 are primitive vectors of the crystal lattice. This 
wavefunction takes the form of a plane wave, modulated by a periodic function 𝑢(𝒓) 
as follows: 
𝜓(𝒓) =  𝑢(𝒓) exp(𝑖𝑘𝒓) Equation 2.11 
where 𝜓(𝑟) is the wavefunction at vector 𝒓, 𝑒𝑥𝑝(𝑖𝑘𝒓) is the representation of a plane 
wave, 𝑘 is the wave vector and 𝑢(𝒓) is the periodic function such that 
𝑢(𝒓 + 𝑹) =  𝑢(𝒓) Equation 2.12 
Chapter 2 – Experimental and Computational Methods 
30 
Therefore, the definition for the wavefunction in Equation 2.11 takes a similar to that 
shown in Equation 2.8. Furthermore, since the wavefunction associated with r, 𝜓(𝒓), 
is periodic and equal to the wavefunction associated with (𝒓 + 𝑹), 𝜓(𝒓 + 𝑹), the 
probability distribution function 𝑃(𝒓) =  |(𝜓(𝒓)|2 is also lattice periodic. 
 2.3.1.5    Pseudopotentials 
The description of basis sets described in Sections 2.3.1.3 and 2.3.1.4 lead to the 
consequence that the same amount of effort and consideration is given to the 
description of both core and valence electrons. This however comes at a high 
computational cost which is not ideal, especially since the core electrons do not 
contribute to molecular properties and chemical bonding. Furthermore, especially for 
delocalised plane-wave basis sets, the interaction between valence and core electrons 
and the relativistic effects acting on the core electrons in heavy elements result in an 
even greater number of plane waves being required, further adding to the 
computational cost. In order to decrease computational demand, the functions for the 
core electrons can be replaced by a pseudopotential, also referred to as an effective 
core potential, thus only the valence electrons are described explicitly. In the 
CRYSTAL code pseudopotentials for heavy atoms are incorporated into their 
pre-determined localised basis set descriptions whereas the CASTEP code utilises 
‘on-the-fly’ pseudopotentials. 
2.3.2 The PIXEL method 
The semi-classical density sums (SCDS) method, more commonly known as the 
PIXEL method, is a computational technique capable of calculating full crystal lattice 
energies and intermolecular energies of individual intermolecular dimers in the 
crystal lattice, alongside a breakdown of the energies into Coulombic, polarisation, 
dispersion and repulsion terms.67 Therefore, a hierarchy of the most directing 
interactions in the crystal structure can be obtained and interactions of similar 
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energies can be distinguished by the contribution of each of component energy terms, 
both of which can be linked to aspects of the crystal structure such as the relative 
orientations of the molecules and close atom···atom contacts. While DFT and other 
first-principle methods can be utilised to determine interaction and lattice energies,68 
the high computational demands result in the methods being constrained to use on 
small systems; the PIXEL method is a semi-empirical method and thus does not suffer 
from these constraints, with the calculations regularly undertaken on a desktop 
computer.  
The various steps of the PIXEL method are outlined in Figure 2.2. It can be applied to 
the geometry of experimental structure solutions or optimised structures; in the case 
of the former, the X-H bond distances require extension to the standard bond lengths 
acquired from neutron diffraction experiments. Firstly, a non-optimising quantum 
mechanical calculation, normally of MP2/6-31G**, is undertaken which calculates the 
electron density around the molecule(s) of the asymmetric unit (1), hereafter referred 
to as the central molecule(s). This electron density cloud is then split into small cubes 
(pixels), with dimensions of < 0.1 Å (2) and each pixel is assigned to the closest 
proximity atom within the molecule. Any pixels with a charge of less than 10-6 
electrons are removed and the remaining electron density is renormalised so that the 
neutral charge across the molecule is maintained. To speed up later sets of 
calculations, pixels are condensed into superpixels, each consisting of 𝑛 × 𝑛 × 𝑛 pixels 
(3), with a condensation level (𝑛) of 3 or 4. The next stage is to undertake a lattice 
calculation, which uses the symmetry operations associated with the assigned space 
group of the crystal lattice to create a sphere of molecules around the central molecule 
with a radius ≥ 15 Å. The interaction energies between the central molecule and all 
other molecules in the spherical cluster are then calculated in turn, by determining 
the different energy contributions to the overall interaction energy (4). The methods 
for calculating these component energy terms are shown in Equations 2.6 to 2.18, as 
described in the published description of the PIXEL method by Gavezzotti.67, 69-71 
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Figure 2.2: Basic schematic outlining the various stages of the PIXEL method calculations. The 
molecule shown is TTTA, which is discussed in Chapter 5. The grey area in 4 indicates electron density 
overlap between neighbouring molecules. 
On the central molecule, 𝜌𝑘 defines the electron density in the pixel of volume 𝑉𝑘 
centred around the point 𝑘 = [𝑥𝑘 , 𝑦𝑘 , 𝑧𝑘], and each pixel thus has the charge 𝑞𝑘 =  𝜌𝑘𝑉𝑘, 
while each atom nucleus at point 𝑗 has the charge 𝑍𝑗. The second molecule, for which 
the interaction energy with the central molecule is being calculated, thus has 
equivalent 𝜌𝑖, 𝑞𝑖 and 𝑍𝑚 values. The Coulombic energy (𝐸𝐶𝑂𝑈𝐿) between the two 
molecules is the summation of all pixel-pixel, pixel-nucleus and nucleus-nucleus 
electrostatic interactions at distance 𝑅, determined by summing the electrostatic 
potentials generated by the central molecule on all pixels (𝜙𝑖) and on all nuclei (𝜙𝑚) 
of the second molecule using Coulomb law-type equations as follows: 

















] Equation 2.14 













] Equation 2.15 
The polarisation energy term refers to the strength of electric field applied to the 
electron cloud of the central molecule by neighbouring molecules. The total 
polarisation energy (𝐸𝑃𝑂𝐿,𝑇𝑂𝑇) is calculated by the summation of the polarisation 
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energy at each pixel (𝐸𝑃𝑂𝐿,𝑖), which in turn are calculated by the electric field exerted 
by surrounding molecules at point 𝑖 (𝜀𝑖) and the polarisability at point 𝑖 (𝛼𝑖). 
𝐸𝑃𝑂𝐿,𝑇𝑂𝑇 =  ∑ 𝐸𝑃𝑂𝐿,𝑖
𝑖





 Equation 2.16 
𝛼𝑖 =  𝑞𝑖𝛼𝑎𝑡𝑜𝑚 𝑍𝑎𝑡𝑜𝑚⁄  Equation 2.17 
where 𝛼𝑎𝑡𝑜𝑚and 𝑍𝑎𝑡𝑜𝑚 are the polarisability and charge of the assigned atom for pixel 
𝑖. The polarisation energy term includes a dampening factor 𝑑𝑖 which sets 𝐸𝑃𝑂𝐿,𝑖 to 
zero if the electric field exceeds the 𝜀𝑚𝑎𝑥 value (set by default to 150×1010 V m-1) when 
very short intermolecular separations arise, and is defined as follows: 
𝑑𝑖 = 𝑒𝑥𝑝[−(𝜀𝑖/(𝜀𝑚𝑎𝑥 − 𝜀𝑖))] Equation 2.18 
where 𝜀𝑚𝑎𝑥 is the adjustable maximum electric field value. 
The dispersion energy (𝐸𝐷𝐼𝑆𝑃), between two molecules A and B, is calculated by the 
summation of intermolecular pixel-pixel terms in a London-type expression: 
𝐸𝐷𝐼𝑆𝑃,𝐴𝐵 =  
−3
4





 Equation 2.19 
This calculation includes a dampening function 𝑓(𝑅), which kicks in only when 𝑅𝑖𝑗 <
𝐷, where 𝐷 is set by default to 3.5 Å. 
𝑓(𝑅) = 𝑒𝑥𝑝 [− (𝐷 𝑅𝑖𝑗⁄
− 1)
2
] Equation 2.20 
𝐸𝑂𝑆 in Equation 2.19 refers to the ‘oscillator strength’, which considers that each 
individual pixel is a separate oscillator with its own ionisation potential (𝐼𝑖), which in 
turn is related to the ionisation potential of the atom the pixel belongs to (𝐼0) and the 
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2⁄  Equation 2.21 
𝐼𝑖 =  𝐼
0exp (−𝛽𝑅𝑖) Equation 2.22 
The repulsion energy is proportional to the extent of overlap between non-condensed 
intermolecular pixel pairs, summed to give a total overlap integral (𝑆𝐴𝐵) between the 
two molecules A and B, as follows:  
𝑆𝐴𝐵 =  ∑ ∑[𝜌𝑖(𝐴)𝜌𝑖(𝐵)]𝑉
𝑗,𝐵𝑖,𝐴
 Equation 2.23 
This overlap integral is sub-divided into the contribution from each atom pair, thus 
giving 𝑆𝑚𝑛. The repulsion energy for each atom pair (𝐸𝑅𝐸𝑃,𝑚𝑛) is calculated by scaling 
this atom-pair pixel overlap integral by two adjustable positive parameters (𝐾1 and 
𝐾2) and the Pauling electronegativity difference between the two atoms (𝛥𝜒𝑚𝑛) to 
account for the distortions in the electron clouds caused by different atom types. 
𝐸𝑅𝐸𝑃,𝑚𝑛 =  (𝐾1 − 𝐾2𝛥𝜒𝑚𝑛)𝑆𝑚𝑛 Equation 2.24 
Summing over all atom pairs results in the total repulsion energy (𝐸𝑅𝐸𝑃): 
𝐸𝑅𝐸𝑃 =  ∑ 𝐸𝑅𝐸𝑃,𝑚𝑛
𝑚,𝑛
 Equation 2.25 
The total interaction energy (𝐸𝑇𝑂𝑇𝐴𝐿) between a molecular pair is the summation of 
the four component energy terms, and the total lattice energy is then determined by 
the summation over all interaction energies for the central molecule with every 
molecule in the cluster: 
𝐸𝑇𝑂𝑇𝐴𝐿 =  𝐸𝐶𝑂𝑈𝐿 + 𝐸𝑃𝑂𝐿 + 𝐸𝐷𝐼𝑆𝑃 + 𝐸𝑅𝐸𝑃 Equation 2.26 
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As previously stated, the display of both the component and total energies in the 
output files greatly aids the distinction between the wide array of intermolecular 
interactions identified within the crystal structure, especially between interactions 
which have very different intermolecular arrangements but coincidentally have the 
same total energy. Furthermore, since the PIXEL method considers interactions as 
between whole molecules,72 it should not be biased towards always identifying the 
most influential interactions in the crystal structure as those with short atom···atom 
contacts, which could be the case if it was hypothesised by viewing the crystal 
structure by eye. Any short atom···atom contacts of importance can be identified by 
the researcher once the interaction energy hierarchy has been obtained.  
While the PIXEL method benefits from being a semi-empirical method with its 
relatively fast calculation speed, this also brings a downside with its reliance on the 
five adjustable parameters for calculating the various energy terms as shown in 
Equations 2.13-2.26. Deficiencies in the theory applied to calculate the individual 
energy terms and the values used for each of the parameters are thus important points 
of consideration; changes in the parameters were reported in early publications 
utilising the PIXEL method.71, 73 It has also stated that the PIXEL method might have 
intrinsic difficulties in its description of hydrogen bonding interactions, which are 
known to be more energetic and thus more structure-directing than other classes of 
interaction, due to an underestimation of the covalent component of the interaction 
which would lead to a calculated interaction energy weaker than expected.67 
Furthermore, the partitioned lattice energies have been found in some cases to be 
sensitive to relatively small structure variations.74 That being said, the PIXEL method 
has since been successful applied in characterising the interaction energy hierarchy 
for crystal lattices for a variety of systems,69, 75-78 including those with prominent 
hydrogen-bonding interactions,79-81 with the calculated interaction energies being in 
good agreement with those calculated using perturbation theory methods. 
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2.3.3 Classical simulations 
Chapter 6 concerns the adsorption of gas molecules in a porous framework material, 
with the aim of evaluating the extent of gas loading at various pressures and the 
strength of guest-framework interaction energies. As highlighted in the introduction 
of Chapter 6, first-principles methods are not appropriate to handle these type of 
many-body systems, since they cannot replicate the partial occupancy observed 
experimentally in the bulk framework material and are limited in replicating only one 
‘snapshot’ of the gas molecule locations. Classical simulation methods, specifically 
the grand canonical Monte Carlo (GCMC) method, on the other hand, have been very 
successful in evaluating these types of systems.82-86 An overview of the underlying 
theory of statistical mechanics, ensembles, the Monte Carlo method and fugacity is 
described across the next four sub-sections; the underlying theory presented therein 
stems from the textbooks of Hill,87 Frenkel and Smit,88Anderson,89 and DeVoe.90 
 2.3.3.1    Statistical mechanics 
Statistical mechanics is the utilisation of mathematical relationships to connect the 
information recorded on the molecular level to the macroscopic properties of interest, 
and thus facilitates the study of many-body systems. When considering the 
adsorption of gas molecules inside a porous adsorbent material, the microscopic 
properties are the instantaneous location and momentum of each adsorbed molecule, 
with each such configuration of molecules classed as a microstate. The same system 
at equilibrium on the macroscopic level can also be described by thermodynamic 
properties such as pressure, volume and temperature.  
One of the main underlying principles of statistical mechanics is that at equilibrium 
the system will go through all possible microstates given infinite time. An ensemble, 
a large collection of possible microstates, portrays the same average properties in 
phase space as it does over time; this is the ergodic hypothesis. Furthermore, the first 
Chapter 2 – Experimental and Computational Methods 
37 
postulate of statistical mechanics is that, for an ergodic system, the macroscopic 
property of the system (𝑀) can be determined by sampling a sufficient number of the 
instantaneous microstates with the macroscopic property of interest having no 
dependency on the starting configuration of the system, as follows: 
𝑀𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 =  〈𝑀〉𝑒𝑛𝑠𝑒𝑚𝑏𝑙𝑒 =  ∑ 𝑀𝑘𝑃𝑘
𝑘
 Equation 2.27 
where 𝑀𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 is the average macroscopic property over time, equivalent to the 
ensemble average, 〈𝑀〉𝑒𝑛𝑠𝑒𝑚𝑏𝑙𝑒, which is equal to the sum over all microstates 𝑘 
multiplied by the probability of observing each microstate 𝑃𝑘. 
Microstates that belong to the same ensemble must share three constant properties; 
common examples include the canonical (𝑁, 𝑉, 𝐸), micro canonical (𝑁, 𝑉, 𝑇), isobaric 
isothermal (𝑁, 𝑃, 𝑇) and grand canonical (𝜇, 𝑉, 𝑇) ensembles. Given that the number of 
molecules in the system, N, is allowed to fluctuate with the grand canonical ensemble, 
it is ideally suited for the study of adsorption and behaviour of gas molecules in 
porous materials. The ensemble facilitates movement of the gas molecules between 
the adsorbent phase and an external gas phase reservoir in order to reach equilibrium, 
for each desired pressure level, at which the chemical potential, μ, between the two 
phases is at equilibrium. This replicates the experimental conditions in which a single 
crystal of the adsorbent material is surrounded by the bulk gas in a capillary gas cell. 
By probing the amount of gas adsorbed at various pressures, simulated adsorption 
isotherms can be obtained. 
The probability (𝑃𝑘) of obtaining a specific microstate 𝑘 in the grand canonical 
ensemble containing 𝑁 molecules with a total system energy of 𝐸𝑘 is described as 
follows:  
𝑃𝑘 =  
[𝑒𝑥𝑝(−𝛽𝐸𝑘)][𝑒𝑥𝑝 (𝛽𝜇𝑁)] 
𝑄(𝜇, 𝑉, 𝑇)
 Equation 2.28 
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The denominator of Equation 2.28 is the grand-canonical partition function, Q, which 
is the sum of the probabilities of all possible microstates, described as follows:  
𝑄(𝜇, 𝑉, 𝑇) =  ∑ ∑[𝑒𝑥𝑝(𝛽𝜇𝑁)][𝑒𝑥𝑝(−𝛽𝐸𝑘)]
𝑁𝑘
 Equation 2.29 
where 𝛽 =  1 𝑘𝐵𝑇
⁄ , where 𝑘𝐵 is Boltzmann constant and 𝑇 is temperature. 
Equation 2.27 can thus be adapted to specifically be used for the grand canonical 
ensemble, as shown: 





[𝑒𝑥𝑝(𝛽𝜇𝑁)][𝑒𝑥𝑝(−𝛽𝐸𝑘)] Equation 2.30 
Equation 2.30 is very difficult to calculate using quantum mechanical methods, due 
to the large size of the ensemble required. Therefore, it is necessary to switch to a 
classical expression, in which the individual microstates are described by the 
individual molecule positions (𝒔) and momenta (𝒒), referred to collectively as phase 
space; the integration of all configurations (𝑀) in phase space and their respective 
probabilities (𝑝) yields the macroscopic property of the ensemble, as follows: 
𝑀 =  ∫ 𝑀(𝒒, 𝒔) 𝑝(𝒒, 𝒔)𝑑𝒒 𝑑𝒔 Equation 2.31 
The energy of the system, denoted by 𝐸𝑘 in Equation 2.30, can be simplified by 
splitting into its two component parts. The potential energy, denoted hereafter as 
𝑈(𝒔𝑁), is determined by the intermolecular interactions and thus is dependent on the 
positions of the guest molecules. The kinetic energy is only dependent on the 
momenta of the molecules, and can be determined by the expression for the kinetic 
energy of a monoatomic particle: 
𝐸𝑘 =  
𝑉
𝛬3⁄  Equation 2.32 
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where Λ is the thermal de Broglie wavelength, such that 
𝛬 = ℎ√
𝛽
2𝜋𝑚⁄  Equation 2.33 
where h is Planck’s constant and 𝑚 is the mass of the particle. 
Equations 2.28 and 2.30 can be re-written to take into account the classical description 
of the system, to describe the probability of obtaining a specific microstate of 𝑁 
molecules at positions 𝒔 and how the macroscopic property of the ensemble can be 
determined by integrating across the entirety of the phase space. 





[𝑒𝑥𝑝(−𝛽𝑈(𝒔𝑁))][𝑒𝑥𝑝 (𝛽𝜇𝑁)] Equation 2.34 
 








 𝑑𝒔𝑁 Equation 2.35 
 2.3.3.2    Grand canonical Monte Carlo simulation method 
The grand canonical Monte Carlo (GCMC) simulation method involves integrating 
Equation 2.35 over a series of randomly generated points in phase space, from which 
the macroscopic property 〈𝑀〉 can be determined. In the case of the study of gas 
adsorption into porous materials, the property of interest is the number of adsorbed 
gas molecules in the porous channels of the material; the reported guest loadings are 
the average number of gas molecules observed throughout the production run once 
the system has equilibrated.  
In order to achieve the configurations of gas molecules inside the porous channels a 
variety of move types are randomly undertaken, as follows: 
 Insertion: a molecule is inserted from the external reservoir into the simulation 
cell containing the lattice of the porous material. 
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 Deletion: a random molecule is removed from the simulation cell and 
returned to the external reservoir. 
 Displacement: A random molecule inside the simulation cell is moved, by a 
random displacement, to another position inside the simulation cell. In the 
case of molecules consisting of more than one atom, this includes orientational 
and conformational moves as well as translational moves. 
Through the combination of these moves, the molecules undertake a random walk 
through the porous channels to sample all the possible points of phase space. In its 
simplest form, each point contributes equal weighting to the overall integral. 
However, the probability of sampling each point (𝒓𝑛) is proportional to the 
Boltzmann factor (𝑒𝑥𝑝 [−
𝑈(𝒓𝑛)
𝑘𝐵𝑇
]) of that point. The algorithm of moves ultimately 
generates a Markov chain of configurations, in that the transformation to any new 
configuration (𝑛) is only dependent on the current configuration (𝑜) and not on the 
previous configurations, and thus the sequence is memory-less.  
While the trialling of moves to generate the new configuration from the current 
configuration is entirely random, thus conserving detailed balance, each move has an 
acceptance criterion which ultimately determines if the move is accepted or if the old 
configuration is maintained until the next trial move.88 The acceptance criterion for 
the displacement move is defined by: 
𝑎𝑐𝑐 (𝑜 → 𝑛) = min (1, 𝑒𝑥𝑝[−𝛽(𝑈(𝑛) − 𝑈(𝑜))] Equation 2.36 
where 𝛽 =  1 𝑘𝐵𝑇
⁄ , where 𝑘𝐵 is Boltzmann constant and 𝑇 is temperature, and states 
that the move will always be accepted if the energy of the system decreases. If the 
energy of the new configuration is higher, instead of instantly rejecting the move, the 
difference in the potential energies of the two configurations are compared to a 
randomly generated number, with the possibility of the move still being accepted, to 
ensure that the system does not become trapped in local energy minima. Similar 
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acceptance criteria are defined as follows for insertion and deletion moves 
respectively for  system containing 𝑁 molecules:  
𝑎𝑐𝑐 (𝑜 → 𝑛) = min (1,
𝑉
𝛬3(𝑁 + 1)
𝑒𝑥𝑝[𝛽{𝜇 − 𝑈(𝑛) + 𝑈(𝑜)}]) Equation 2.37 
𝑎𝑐𝑐 (𝑜 → 𝑛) = min (1,
𝛬3𝑁
𝑉
exp[−𝛽{𝜇 + 𝑈(𝑛) − 𝑈(𝑜)}]) Equation 2.38 
The chemical potential, μ, can be expressed as a function of fugacity (𝑓): 
𝜇 =  
ln (𝛽𝑓𝛬3)
𝛽
 Equation 2.39 
and therefore, by using an EoS (such as the Peng Robinson EoS used in this thesis87), 
the pressure inside the reservoir can be determined. An explanation of fugacity, and 
thus its relation with pressure, is presented in the next sub-section. 
 2.3.3.3    Fugacity 
At the end of the previous sub-section, the term fugacity was introduced and was 
stated as being related to pressure by equation of states, but otherwise was not 
described further; this will be addressed in this sub-section. Prior to a description of 
fugacity, a description of pressure must be provided. The pressure of a gas (𝑃) is 
related to the volume of the gas (𝑉) by the ideal gas law, as follows:  
𝑃 =  
𝑅𝑇
𝑉
 Equation 2.40 
where 𝑅 is the gas constant and 𝑇 is the temperature of the system. As suggested by 
its name, this law is only applicable to an ideal gas, in other words a hypothetical gas 
which consists of particles which do not experience any intermolecular interactions. 
On the other hand, real gases do experience intermolecular interactions, which in turn 
will cause a measureable difference in the volume of the real gas to the volume of the 
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hypothetical ideal gas at the same pressure and temperature. At low pressures or high 
temperatures, real gases behave vey similarly to ideal gases, since the gas particles 
are sufficiently separated that intermolecular interactions are negligible; the effect of 
intermolecular interactions grows stronger with increasing pressure or decreasing 
temperature. 
The differential in Gibbs energy (𝑑𝐺) of an ideal pure gas of a fixed amount, with 
temperature (𝑇) and pressure (𝑃) as independent variables, is as follows: 
𝑑𝐺 = −𝑆 𝑑𝑇 + 𝑉 𝑑𝑃 Equation 2.41 
where 𝑆 is the entropy of the system. Equation 2.41 can be divided by the number of 
moles of substance (𝑛) to give the differential of the chemical potential of the ideal 
pure gas as a function of molar entropy (𝑆𝑚) and molar volume (𝑉𝑚): 
𝑑𝜇 = −𝑆𝑚 𝑑𝑇 + 𝑉𝑚 𝑑𝑃 Equation 2.42 
since 𝜇 = 𝐺𝑚 =  
𝐺
𝑛
 Equation 2.43 
Partial derivatives can be formed for the molar entropy and molar volume coefficients 












=  𝑉𝑚 Equation 2.45 
Equation 2.45 can be re-written to show how 𝑑𝜇 can be calculated for a pure ideal gas 
at two different pressure points (𝑃1 and 𝑃2) at fixed temperature 𝑇, as follows: 
𝑑𝜇 =  ∫ 𝑉𝑚 𝑑𝑃
𝑃2
𝑃1
 Equation 2.46 
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Equation 2.33 can be substituted into Equation 2.39, as follows: 






 Equation 2.47 
𝑑𝜇 =  𝜇𝑃2 −  𝜇𝑃1 =  𝑅𝑇 ln
𝑃2
𝑃1
 Equation 2.48 
To simplify Equation 2.48, pressure value 𝑃1 can be set to standard pressure 𝑃
° (1 bar, 
105 kPa), which equates to the standard gas state at which the gas behaves like an 
ideal gas. The chemical potential 𝜇𝑃1 can thus be set to 𝜇
°, the standard chemical 
potential, and 𝜇𝑃2 and 𝑃2 can be simplified to 𝜇 and 𝑃 respectively, as follows: 
𝑑𝜇 =  𝜇 −  𝜇° =  𝑅𝑇 ln
𝑃
𝑃°
 Equation 2.49 
𝜇 =  𝜇° +  𝑅𝑇 ln 𝑃 Equation 2.50 
As discussed previously in this section, most gases do not behave like ideal gases, 
especially at higher pressures or lower temperatures at which the volume of decreases 
and the higher density of gas causes intermolecular interactions to be non-negligible 
in strength. Equations 2.47-2.49 can be modified slightly to define fugacity, 𝑓, the 
function of the equation for real gases: 






 Equation 2.51 
𝑑𝜇 =  𝜇𝑃2 − 𝜇𝑃1 =  𝑅𝑇 ln
𝑓𝑃2
𝑓𝑃1
 Equation 2.52 
Therefore, the difference in chemical potential of a real gas at pressures 𝑃1 and 𝑃2 is 




Fugacity and its relationship to pressure cannot be defined using this ratio, however. 
If 𝑃1 is a sufficiently low pressure such that the real gas behaves similarly to an ideal 





) = 1, 𝑓𝑃1 can be simply defined as 𝑃
°, and the 
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integral can then be used for any value of 𝑃 at the same temperature as that for 𝑃° to 
calculate 𝑓. 
𝑑𝜇 =  𝜇 −  𝜇° =  𝑅𝑇 ln
𝑓
𝑃°
 Equation 2.53 
Fugacity, 𝑓, therefore has the same units pressure and is described as effective 
pressure,89 since it is the pressure required of a hypothetical ideal gas to possess the 
same chemical potential as the equivalent real gas at the same temperature, as defined 
by rearranging Equation 2.53: 
𝑓 = 𝑃° exp [
𝜇 − 𝜇°
𝑅𝑇
] Equation 2.54 
The ratio between 𝑓 and 𝑃 is defined by the fugacity coefficient, 𝜑, which is unique 
to each fugacity value and never exceeds the value of 1, such that: 
𝑓𝑖 =  𝜑𝑓𝑖 𝑃 Equation 2.55 
where 𝜑𝑓𝑖  is the fugacity coefficient at fugacity value 𝑓𝑖. Figure 2.3 shows the 
fugacity-pressure curves for CO2 and CH4 up to pressures of 100 bar, calculated using 
the Peng-Robinson EoS.91 At low pressures (below 10 bar), fugacity and pressure are 
almost equivalent, whereas noticeable deviation between fugacity and pressure can 
be seen above 10 bar, with the individual curves for CO2 and CH4 deviating from the 
curve for 𝜑𝑓𝑖 = 1 at different extents due to the varying nature and strength of 
intermolecular interactions of the two gases. 
The Multipurpose Simulation Code (MuSiC v3),92 used for the GCMC simulations 
discussed in Chapter 6, utilises fugacity as an input value, rather than pressure, due 
to it aiming to replicate experimental conditions in which the gases will not be 
necessarily behaving similarly to ideal gases. Therefore, the discussion around the 
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results of these simulations uses the term fugacity, rather than pressure, and the 
calculation of the fractional fugacities of the simulated CO2/CH4 gas mixture (1:1 in 
terms of experimental pressure) was undertaken using the Peng-Robinson EoS.91 
 
Figure 2.3: Fugacity-pressure curves for CO2 (black squares) and CH4 (red circles), calculated using 
the Peng-Robinson EoS,91 up to 100 bar. The grey dash-and-dot line indicates the curve for which at 
every pressure value the fugacity coefficient 𝝋𝒇𝒊 is equal to 1.  
 2.3.3.4    Potentials 
The Monte Carlo simulations utilise force fields, to model both guest-adsorbent and 
guest-guest interactions, and to determine the resulting potential energies of each 
guest molecule in each configuration. The potential energy contains contributions 
from bonded and non-bonded interactions; however, given the GCMC simulations in 
this thesis consider the interaction between the fixed coordinate framework and 
small, rigid guest molecules, only the non-bonded component needs to be considered. 
This is split into Coulombic (electrostatic) and van der Waal (dispersion) components, 
with the former only applying to polar and quadrupolar guest molecules such as CO2. 
The total electrostatic component of the potential energy (𝑈𝐶𝑂𝑈𝐿) is calculated by the 
summation of every charge pair in the system using the Ewald summation method, 
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utilising the partial charges which are assigned to each individual atom of the 
adsorbent material and guest molecules, as follows: 







 Equation 2.56 
where 𝑞𝑖 and 𝑞𝑗 are the charges on the pair of atoms, 𝑟𝑖𝑗 is the distance between the 
two atoms and 𝜀0 is the permittivity in a vacuum. 
The dispersion potential energy (𝑉𝑖𝑗) is determined using the Lennard-Jones (LJ) 12-6 
potential, defined as:  










] Equation 2.57 
where 𝑉𝑖𝑗 is the dispersion potential energy between two atoms 𝑖 and 𝑗 separated by 
distance 𝑟𝑖𝑗, 𝜀𝑖𝑗 is the depth of the combined energy well of the two atoms and 𝜎𝑖𝑗 is 
the combined LJ sphere diameter. In order to determine the values of 𝜎𝑖𝑗 and 𝜀𝑖𝑗, 
mixing rules are applied to the 𝜎 and 𝜀 values of the individual atoms or molecules. 
The most commonly-used, which are utilised for the work in this thesis, are the 
Lorentz-Berthelot rules, defined as follows:  
𝜎𝑖𝑗 =  
𝜎𝑖𝑖 + 𝜎𝑖𝑗
2
 Equation 2.58 
𝜀𝑖𝑗 =  √𝜀𝑖𝑖𝜀𝑗𝑗 Equation 2.59 
Through the use of the LJ 12-6 potential, it is apparent that the strength of the 
calculated dispersion energy between two molecules rapidly decreases with an 
increase in 𝑟𝑖𝑗; in GCMC simulations a cut-off radius (of at least 15 Å) is often defined 
beyond which all guest-guest and guest-adsorbent interactions are assumed to be 
negligible and thus are not accounted for. 
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During the classical simulation production run, periodic boundary conditions are 
applied onto the simulation cell to duplicate the simulation cell and its contents in all 
directions, as shown by the two-dimensional example in Figure 2.4. This is necessary 
to replicate the bulk phase of the adsorbent material and thus remove the surface 
effects which would be prevalent for small simulation boxes without periodic 
boundary conditions. The primary simulation box length needs to be at least twice 
the value of the interaction cut-off radius, so that each atom in the primary simulation 
cell can only interact with the closest representation of every other atom in the system, 
thus avoiding double-counting of interactions or self-interaction. 
 
Figure 2.4: 2-D Visualisation of periodic boundary conditions (PBCs). The blue shading indicates the 
primary simulation cell. Red spheres indicate the duplication of atoms by the PBCs in neighbouring 
simulation cells. The dashed line indicates the cut-off radius, beyond which interactions are ignored.  
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3.1: Synopsis 
This chapter covers an in-depth investigation into the structural and electronic 
response to pressure of four planar Pt(II) d8 complexes, to better understand their 
different piezoresistivity behaviour. High pressure X-ray diffraction experiments and 
solid-state calculations have revealed the extent of anisotropy in the volumetric 
compression and degree of delocalisation in the frontier orbitals in each of the 
materials. These are crucial factors, alongside the solid-state packing and contact 
distances between neighbouring metal centres, to explain the broad variation in 
piezoresistive response in these structurally-related materials. 
3.2: Disclaimer 
The synthesis of all the complexes presented in this chapter and a majority of the 
solid-state calculations on Pt(bqd)2 were undertaken by Dr Helen Benjamin (formerly 
of Robertson group, University of Edinburgh). The in-house ambient and 
high-pressure X-ray diffraction data on Pt(bqd)2 and Pt(bqd-dibutyl)2 mentioned in 
this chapter were initially reported in the MChem final year project report of Edward 
Broadhurst (University of Edinburgh, 2018);1 the diffraction experiments and data 
analysis for that report were undertaken under the dual supervision of myself and Dr 
Stephen Moggach (now based at the University of Western Australia). 
3.3: Introduction 
Over recent decades, there has been continual improvement in computer processing 
performance, driven by an increase in transistor density on processor chips (Moore’s 
Law),2 and an increase in clock speed (i.e. the switching time between the on and off 
states of each transistor). While the former is continuing unabated, the latter has 
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stalled as transistors have decreased in size. This is the so-called Dennard scaling 
breakdown,3 which limits the minimum operating voltage required to switch the 
transistor on/off status. This arises due to current metal oxide semiconductors used 
inside transistors having a minimum voltage threshold (ca. 1V); operating at voltages 
below this level can result in undesirable current leakages in the off-state, which leads 
to heat production, or slow currents while in the on-state, resulting in inefficient 
processing.4, 5 To facilitate progress towards the next generation of computer 
processors, new forms of transistors are now being sought to overcome the current 
limitations on operating voltage and high speed state switching. 
IBM recently submitted a patent for the piezoelectric transistor (PET).6 A schematic of 
a PET is shown in Figure 3.1, with the expectation that the device can operate with 
minimal input voltages (ca. 0.1 V).7-11 The design incorporates both a piezoelectric (PE) 
and piezoresistive (PR) component in a sandwich-like arrangement between three 
metal contacts, labelled as the gate, common and sense. The entire transistor is capped 
at either end by a high yield material forming a rigid exterior structure.  
 
Figure 3.1: A schematic of the design of the piezoelectric transistor, adapted from the designs 
outlined in US Patent 7 848 135 B2 and in publications by Newns and co-workers (2012).6 ,7, 10, 11, 12 
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The transistor switches from the off to on state by the following sequence of 
processes:12  
a) an input voltage is applied to the gate. 
b) a build-up of charge in the PE component, which is comprised of a material such 
as lead zirconate titanate,13 leads to a structural response. This in turn induces a 
swelling of the PE component, which causes pressure to be applied to the PR 
component. 
c) the PR component undergoes anisotropic compression, facilitating an 
insulator-to-metal transition. The decrease in resistivity results in charge flow 
towards the sense, which forms the output signal from the transistor. 
Publications concerning the design of PET devices have discussed purely inorganic 
compounds for the PR component, such as the samarium monochalcogenides (SmX, 
where X = S, Se, Te), due to their strong piezoresistive behaviour.14-16 However there 
are concerns surrounding these materials. SmS, for example, undergoes the desired 
insulator-metal transition at below 1 GPa but in its thin film form the transition is 
irreversible, which for application is highly undesirable.17-19 SmSe and SmTe on the 
other hand show reversible transitions, but require much higher pressure inputs of at 
least 2.5 GPa to achieve them,16, 20 which thus would require higher than desirable 
gate voltages to operate within the device. Therefore, there is an active search for 
alternative materials which can undergo reversible transitions at lower pressures. 
A number of planar transition metal complexes have been reported to have 
piezoresistive behaviour, notably Ir(CO)2(acac)2,21, 22 the Magnus green salt (MGS) 
compounds, [Pt(NH2R)3][PtCl4],21, 22 and the bis(1,2-dionedioximato) family of Pt(II) 
complexes.23-25 All contain a 1-D conductive pathway facilitated by electronic 
communication between stacked metal centres, with conductivity only permitted 
upon significant contraction of the metal···metal stacking distance. Herein a selection 
of these known literature compounds, alongside newly-devised derivative 
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compounds, form the basis for a comprehensive investigative study aimed at fully 
understanding the structural and electronic response of these compounds; this 
new-found knowledge can be used to gain further understanding of the 
piezoresistive response in these materials as well as allow suggestions to be made for 
future structural modifications to fine-tune their performance.  
3.3.1 Pt(bqd)2 and Pt(bqd-dibutyl)2 
Pt(bqd)2, where bqd = bis(1,2-benzoquinonedioximato), (CSD refcode: BQDXPT)26 is 
one of the standout candidates for piezoresistive application from the 
bis(1,2-dionedioximato) family of Pt(II) complexes. The molecular structure of 
Pt(bqd)2 consists of a four-coordinate Pt coordination centre, with cis ∠N-Pt-N angles 
of ca. 80° and 100°, surrounded by two bidentate delocalised ligand systems 
(Figure 3.2).26 In the solid state, the compound crystallises in the Ibam space group, 
with 1-D stacking columns of the Pt centres along the crystallographic c-axis 
(Figure 3.3A), resulting in an intra-column Pt···Pt distance of 3.17 Å.26 Neighbouring 
molecules in these stacks are not eclipsed, but rather are related by ca. 94° and 86° 
rotations. Due to the I-centred symmetry, there is an alternation of the fragments 
along the [110] direction, allowing the molecules to slot together within each sheet of 
the material (Figure 3.3B). 
 
Figure 3.2: Molecular structure of Pt(bqd)2. Atoms are coloured: Pt, dark grey; O, red; N, blue; H, 
light grey. Image created using Mercury.27 
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Figure 3.3: Packing of isolated chain along the c axis (A) and in one sheet in the ab plane (B) of 
Pt(bqd)2. Atoms are coloured: Pt, dark grey; O, red; N, blue; H, light grey. Unit cell edges in Figure 2B 
are represented by the black lines. Images created using Mercury.27 
While a variety of band gaps have been quoted for Pt(bqd)2, multiple studies have 
shown that the material is a semiconductor at ambient pressures, prior to forming a 
metallic state at around 0.8-1.0 GPa,23, 28-31 with a four-fold order of magnitude change 
in resistivity across the 0.0-1.0 GPa pressure range.29 The formation of the metallic 
state has been attributed to the mixing of electron density between the 5dz2 and 6pz 
frontier orbitals,28, 30 as well as a decrease in the Pt···Pt stacking distance, determined 
from the compression of the unit cell parameters.29, 31 Moreover, despite the Pt···Pt 
distance continuing to decrease, resistivity increases above 1 GPa were observed.29 To 
date, no high-pressure structures of Pt(bqd)2 have been reported, nor have there been 
any theoretical studies on this material, and hence there is a lack of explicit 
understanding on the structural changes, interlayer interactions and frontier orbital 
nature which could explain the piezoresistive response exhibited by this material 
between ambient conditions and 2 GPa. 
Despite its promising electronic properties, Pt(bqd)2 suffers from a lack of solubility 
and, thus, processability into the thin spin-coated films required as part of the PET 
device. To overcome this, modifications to the BQD ligand backbone to incorporate 
aliphatic chains were proposed. The synthesis of a previously unreported compound 
Pt(bqd-dibutyl)2, shown in Figure 3.4, in which n-butyl groups have replaced the 
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hydrogen atoms on the 4 and 5 positions on the phenyl rings, was undertaken to 
provide valuable insight into how relatively large modifications such as this would 
impact processability, structure and electronic properties of the material. 
 
Figure 3.4: Proposed molecular structure of Pt(bqd-dibutyl)2, with atoms coloured: Pt, dark grey; O, 
red; N, blue; C, black; H, light grey. Image created using Mercury.27 
3.3.2 Magnus green salts 
The Magnus green salt [Pt(NH3)4][PtCl4], hereafter referred as MagNH3, crystallises 
in the P4/mnc space group (Figure 3.5), with the solid-state structure consisting of 1-D 
chains of alternating [Pt(NH3)4]2+ and [PtCl4]2- units along the c axis direction with a 
Pt···Pt intra-chain stacking distance of 3.25(1) Å, equating to exactly half of the c axis 
lattice parameter.32 Neighbouring units along the c axis direction are partially 
staggered so that NH3 and Cl groups on neighbouring units are not eclipsed, with a 
Cl-Pt···Pt-N torsion angle of ca. -29°. Neighbouring chains along the ab plane diagonal 
are related by a half unit cell translation in the c axis direction, prohibiting the close 
contact of NH3 groups. These two structural characterisations result in short 
intra-chain and inter-chain N-H···Cl contacts, ranging between 2.5 Å and 3.0 Å, which 
have been used to provide an explanation for the rigidity for the structure.33  
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Figure 3.5: Packed unit cell (left) and isolated chain (right) of MagNH3. Atoms are coloured: Pt, dark 
grey; Cl, green; N, blue; H, light grey. Images created using Mercury.27 
Some understanding of the structure and property variations of MagNH3 upon the 
application of pressure have been gained from previous literature studies. Variable 
pressure conductivity measurements on powder samples of MagNH3 showed that 
maximum conductivity occurs at around 10 GPa, with two orders of magnitude 
change in conductivity observed over the 0-10 GPa pressure range.21 At even higher 
pressures, the conductivity decreased, thus corresponding to an increase in 
resistivity.21 A high-pressure powder X-ray diffraction study, which examined the 
rate of c axis and volumetric compression of MagNH3 up to ca. 13 GPa, observed that 
the Pt···Pt contact distance decreased by around 0.12 Å and 0.27 Å by 2 GPa and 
10 GPa respectively, equating to a 3.7% and 8.4 % decrease compared to the structure 
collected under ambient conditions.22 Despite this previous study, no solved 
structures of MagNH3 have been obtained at pressure, and therefore the full 
structural response of this compound to compression is not currently known.  
The results of partial electronic band structure calculations of MagNH3, based on a 
compression of a 1-D model of an isolated chain of [Pt(NH3)4]2+ and [PtCl4]2- units have 
previously been reported.33 Intra-column compression of around 6%,33 (comparable 
to the structural response observed at 3.5 GPa for the powder sample), prompted a 
decrease in the electronic band gap from ca. 1.0 eV to ca. 0.3 eV.22 However, as pointed 
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out by the authors of that study, the use of pure DFT methods (i.e. a non-hybrid 
method, and therefore lacking in exact exchange) resulted in an underestimation of 
band gap size,34 and hence further wavefunction optimisation by use of a 
diagonalization scheme was undertaken to obtain the quoted band gap values.35 
Moreover, since the study only considered a one-dimensional column model, any 
inter-column interactions and compression along the other unit cell lattice directions 
were not considered.  
A derivative compound of MagNH3, formed by modification of the ammonia ligand 
component to methylamine, hereafter referred to as MagNH2Me (CSD refcode: 
TMAMPT), has been shown to crystallise in the same P4/mnc space group with the 
expected larger a and b unit cell parameters to accommodate the larger ligand 
(Figure 3.6).36 However, this modification caused no significant change in the Pt···Pt 
contact distance, measured as 3.29(2) Å.36 Other than a slightly larger Cl-Pt···Pt-N 
torsional angle, ca. 30°, the ligand modification had a minimal effect on the ambient 
pressure solid-state structure as that seen for MagNH3. MagNH2Me has not been 
studied in terms of either its structural or electronic response to the application of 
pressure, and hence the effect of the modest ligand modification is not currently 
known. 
 
Figure 3.6: Packed unit cell (left) and isolated chain (right) of MagNH2Me. Atoms are coloured: Pt, 
dark grey; Cl, green; N, blue; C, black; H, light grey. Images created using Mercury.27 
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3.3.3 Aims of research 
Existing literature on Pt(bqd)2 and MagNH3 has clearly shown that the two 
compounds exhibit greatly varying conductivity properties, despite possessing 
similar metal···metal distances. Therefore, it is apparent that a more detailed 
description of the structural and electronic responses to pressure are required, to 
provide greater understanding for molecular design criteria which goes beyond the 
need for the correct crystal packing to facilitate direct metal orbital overlap with short 
contact distances. Additionally, the effect of the modifications to both parent 
compounds on the structural and electronic response must also be examined 
carefully, to ascertain if the modification has a positive or negative effect on the 
piezoresistive response; this understanding can be utilised to undertake more 
targeted modifications in future. Ambient-pressure and high-pressure X-ray 
diffraction experiments were first undertaken on these four compounds, from which 
the rate of compression and structural changes throughout the pressure series could 
be evaluated. The obtained experimental structural models were then used as input 
models for solid-state calculations to ascertain the change in electronic properties, 
namely the band gap size and frontier orbital description, throughout their respective 
pressure series.   
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3.4: Methods 
3.4.1: Ambient-pressure X-ray crystallography 
Prior to the high-pressure experiments, ambient pressure and temperature diffraction 
data were collected on in-house laboratory diffractometers for all four compounds. 
The diffraction data for Pt(bqd)2 and Pt(bqd-dibutyl)2 were obtained from a full 
sphere collection on single crystals, utilising a series of ω scans, on a Bruker SMART 
APEX II diffractometer with monochromated Mo-Kα X-ray radiation (λ = 0.71073 Å, 
17.4 eV).1 These sets of data were integrated using the program SAINT,37 with the 
SADABS absorption correction.38 The diffraction data for MagNH3 and MagNH2Me 
were obtained for single crystals of each material from an optimised collection 
strategy using monochromated Cu-Kα X-ray radiation (λ = 1.54056 Å, 8 keV) on an 
Oxford Diffraction SUPERNOVA diffractometer. CrysAlisPro software was utilised 
for indexing, data integration and the application of empirical absorption 
corrections.39 In all cases, structure solutions were carried out using Sir92 within 
CRYSTALS, with all data refined against F2.40, 41 The hydrogen atom positions were 
added geometrically and allowed to ride throughout the refinement process, except 
for the oxime atoms in Pt(bqd)2 and Pt(bqd-dibutyl)2 which were added manually 
with their positions refined according to the oxime atom positions in the isostructural 
Pd(bqd)2 complex.42 All non-hydrogen atoms were refined anisotropically. 
3.4.2: High-pressure X-ray crystallography 
High-pressure diffraction experiments were undertaken on a single crystal of each of 
the four compounds in turn, loaded in a modified Merrill-Bassett DAC alongside a 
ruby crystal (acting as the in-situ pressure calibrant) and the hydrostatic pressure 
transmitting medium Fluorinert FC-70 (perfluorotri-N-pentylamine).43, 44 
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High-pressure data for all four compounds were obtained at the Diamond Light 
Source I19 EH2 beamline,45 utilising a Newport 4-circle κ-geometry diffractometer, 
installed with a Pilatus 300 K detector, and tuneable monochromatic X-ray radiation 
set to 0.4859 Å (25.5 keV). Data were collected on a series of ω scans, adapted to avoid 
shading of the detector from the cell body, with a step size and exposure time of 0.2 
and 0.2 s respectively. The data reduction (integration and absorption correction) was 
undertaken within the CrysAlisPro software.39 The structure solutions for all 
high-pressure data was carried out using CRYSTALS.41 The ambient pressure 
structure for each respective compound was used as the input model, with the 
structure allowed to refine against each high-pressure data set and adjust to the 
updated unit cell parameters. All 1,2 and 1,3 distances were restrained according to 
the ambient pressure values and planar restraints were applied to the phenyl groups 
of Pt(bqd)2 and Pt(bqd-dibutyl)2 (to ensure the aromatic rings were not distorted). 
Vibrational and thermal similarity restraints were also applied to the ligands. For 
Pt(bqd)2, MagNH3 and MagNH2Me, data was refined against F2 with anisotropic 
atomic displacement refinement for non-hydrogen atoms. For Pt(bqd-dibutyl)2, data 
was refined against F, with isotropic atomic displacement refinement for 
non-hydrogen atoms. 
3.4.3: DFT (CASTEP) calculations 
To provide clarity to the inconsistent compression trends observed between the 
in-house1 and synchrotron pressure series for Pt(bqd-dibutyl)2, a simulated pressure 
series was undertaken using DFT calculations. Using the experimental ambient-
pressure structure as the input model in all cases, the atomic positions and unit cell 
parameters was allowed to optimise fully whilst constrained to the Pna21 space group, 
at simulated hydrostatic pressures of 0.00, 0.25, 0.50, 0.75, 1.00, 1.25 and 1.50 GPa. All 
calculations were undertaken using the CASTEP (version 5.11) simulation package, 
using the Perdew-Burke-Ernzerhof (PBE) exchange-correlation functional, alongside 
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the Tkatchenko-Scheffler (TS) dispersion correction,46, 47 with the molecular 
wavefunction description provided by ‘on-the-fly’ pseudopotentials and a plane 
wave basis set operating at 650 eV, which gave convergence of the energy to within 
3 meV per atom. The k-point sampling grid was set up so that the k-point separation 
along each direction of the reciprocal lattice was less than 0.04 Å-1. The systems were 
optimised to the energy minimum on the potential energy surface by means of the 
Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm. Structures were considered to 
be optimised when the energy per atom, maximum force, maximum stress, and 
maximum atomic displacement converged to the values of 0.01 meV atom-1, 
0.03 eV Å-1, 0.05 GPa, and 0.005 Å, respectively. The coarser convergence criterion for 
the atomic displacement was used to reflect the flexibility of the n-butyl chains.  
3.4.4: Isolated molecule (Gaussian) calculations 
Hybrid DFT calculations for Pt(bqd)2, Pt(bqd-dibutyl)2, MagNH3 and MagNH2Me 
were performed using the Gaussian09 package,48 with analysis of the contribution to 
molecular orbitals conducted with GaussSum.49 The calculations were carried out 
using the B3LYP functional,50 with the SDD basis set and effective core potentials for 
Pt and the 6-311G** basis sets for H, C, N, O and Cl atoms. 
3.4.5: DFT and hybrid DFT (CRYSTAL17) solid-state calculations  
All solid state calculations have been performed using CRYSTAL17,51, 52 where DFT 
and hybrid DFT functionals were implemented with crystalline orbitals built from 
linear combinations of atomic orbitals, developed from Gaussian-type functions for 
solid-state periodic systems. For Pt(bqd)2 and Pt(bqd-dibutyl)2, triple zeta valence 
with polarization quality basis sets for all ligand atoms (O, N, C and H).54 For the MGS 
compounds, a triple zeta valence with polarization quality basis set was chosen for 
Cl atoms,53 6-311G(d) basis sets were assigned for N and C atoms,54 and a 3-1(p)1G 
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basis set was utilised for H atoms.55 For all four compounds, the Pt atoms were 
modelled using the scalar-relativistic pseudopotential as developed by Andrae et al 
(to treat the 60 core electrons);56 while the remaining [4s4p2d] valence electrons were 
treated explicitly, as described in the methodology by Doll.57 The input geometries 
for optimisation calculations were taken from the experimentally determined X-ray 
crystal structures.  
A range of functionals were tested in calculations for Pt(bqd)2, specifically PBE,58 
B3PW,59 B3LYP,50 HSE06,54, 60, 61 and PBE0.62 Due to the similarity of results between 
B3PW and B3LYP, stemming from utilising the same exchange component, this 
functional was dropped for the calculations undertaken on Pt(bqd-dibutyl)2 and the 
MGS compounds. For MagNH3, an additional functional was tested, BLYP,63, 64 due to 
its use in the previous pure DFT 1-D study on MagNH3.33 However, it should be made 
clear that the previous study made use of a Fock-matrix diagonalisation scheme to 
counteract the known underestimation of band gaps calculated by pure DFT 
methods,33, 35 whereas in this work the functionals used were unmodified.  
Taking into account the difference between experimental and calculated unit cell 
parameters, bond lengths and band gaps from the compounds, it was determined that 
HSE06 was the most suitable choice of functional, with the choice further justified by 
literature examples of its performance in calculating band gaps compared to its GGA 
and global screen counterparts.65-67 Thus, all the electronic band structures, projected 
density of states (PDOS) and crystalline orbital Hamilton population (COHP) plots 
and visualised crystalline orbitals reported in this chapter are from calculations 
utilising the HSE06 functional.  
For Pt(bqd)2 and the MGS compounds, the agreement between the experimental and 
calculated unit cell parameters was not sufficient, with the D3 dispersion correction 
causing an over-contraction of at least 3.5 % of the inter-planar separation associated 
with the c-axis parameter. For this reason, all structural optimisations reported herein 
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have unit cell parameters fixed at experimental values. Atom-only geometry 
optimisations returned structures that matched well with the experimental 
structures. Structural optimisations have been performed with Monkhorst-Pack nets68 
of 16 × 16 × 16 for Pt(bqd)2 and 8 × 8× 8 for the MGS compounds, corresponding to a 
k-point grid spacing of less than 0.02 Å-1 and thus 621 and 75 k-points in the 
irreducible Brillouin Zone (BZ) respectively, such that the total energy difference 
obtained by using larger Monkhorst-Pack nets was smaller than 10-7 Hartree. In order 
to study the electronic properties and band gap nature of the compounds, full 
electronic band structures, PDOS plots, crystalline orbital plots and COHP plots have 
been produced from single point energy calculations on the optimised structure using 
a greater k-point sampling than stated above. All other optimisation criteria were 
used as default for CRYSTAL17 (default total energy convergence threshold during 
optimisation (TOLDEE) of 10-7 Hartree, tolerance of the RMS of the gradient 
(TOLDEG) of 3x10-4 Hartree and tolerance of the RMS of the atomic displacements 
(TOLDEE) of 1.2x10-3 Hartree).69  
The electronic band structures, PDOS plots, crystalline orbital plots and COHP plots 
for Pt(bqd-dibutyl)2 were determined from single-point energy calculations 
undertaken on the already-optimised structures obtained from the DFT calculations 
on the CASTEP package, given the better agreement between the experimental and 
optimised unit cell parameters than that observed from the calculations using 
CRYSTAL17, using a 12 × 12 × 12 Monkhorst-Pack net, corresponding to a k-point 
grid spacing of less than 0.02 Å-1 and thus 343 k-points in the irreducible BZ, 
exceeding the minimum k-point sampling for this system.   
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3.5: Results & Discussion 
3.5.1: Ambient-pressure crystallography 
The unit cell parameters and solved structures obtained for Pt(bqd)2 and the MGS 
compounds were in good agreement with the already published structures.26, 32, 36 Due 
to the greater precision of the unit cell parameters obtained in this study, the ambient 
pressure Pt···Pt distances determined in this study for Pt(bqd)2, MagNH3 and 
MagNH2Me measured 3.1790(2) Å, 3.2293(3) Å and 3.2489(2) Å respectively. 
The newly-synthesised Pt(bqd-dibutyl)2 was found to crystallise in the 
non-centrosymmetric Pna21 space group (a = 20.7074(11) Å, b = 4.9052(2) Å, 
c = 28.1381(14) Å, Z = 4). The modification of the ligand caused complete disruption 
of the stacking arrangement previously observed for Pt(bqd)2, with Pt(bqd-dibutyl)2 
adopting a herringbone-type arrangement with no co-planar relationship between 
neighbouring molecules within each unit cell (Figure 3.7). 
 
Figure 3.7: Packing diagram of the ambient pressure structure of Pt(bqd-dibutyl)2, indicating the four 
Pt centres (dark grey) residing within the unit cell (black lines). The other atoms are coloured: O, red; 
N, blue; C, black; H, light grey. Images created using Mercury.27 
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As a consequence of the non-planar packing arrangement and addition of the bulky 
n-butyl chains causing greater interlayer separation, the shortest Pt···Pt distance, 
which occurs between molecules in neighbouring unit cells down the b axis direction, 
measured 4.9052(2) Å, which is ca. 1.7 Å longer than that observed in Pt(bqd)2. The 
stacking of molecules along the b axis show a slipped relationship, as shown in 
Figure 3.8, with no direct overlap between the entirety of the molecule backbone or 
metal centres. Due to the lack of co-planar solid-state packing in Pt(bqd-dibutyl)2, its 
structural response to pressure will be discussed separately to the comparative 
discussion on the other three compounds. 
 
Figure 3.8: Inclined stacking of Pt(bqd-dibutyl)2 molecules along the b axis direction, with atoms 
coloured: Pt, dark grey; O, red; N, blue; C, black; H, light grey. Images created using Mercury.27 
3.5.2: High-pressure crystallography 
Good agreement in the compression of the Pt(bqd)2 was observed between the 
pressure series using the in-house1 and synchrotron diffraction data; therefore, only 
the results derived from the higher quality diffraction data obtained from the 
synchrotron experiments are hereafter discussed. Figure 3.9 shows the extent of 
volumetric and unit cell compression for Pt(bqd)2 and the two MGS compounds for 
their respective pressure series. 
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Figure 3.9: Compression of the unit cell parameters, as a fraction of the ambient pressure unit cell 
parameters, for Pt(bqd)2 (black), MagNH3 (red) and MagNH2Me (blue). Standard deviations in the 
unit cell parameters are smaller than the symbols used. 
Pt(bqd)2 and MagNH3 both remained in their ambient pressure space groups 
throughout the entirety of their pressure series, up to 2.38 GPa and 4.62 GPa 
respectively, but varied greatly in terms of rate of compression observed. The unit 
cell volume of Pt(bqd)2 decreased by around 7 % by 1 GPa, whereas only 5 % 
volumetric compression was observed at 1 GPa for MagNH3, both of which were in 
good agreement with the already-published compression data.22, 31 The slower rate of 
volumetric compression for MagNH3 was even more apparent at higher pressures; 
13% compression of the ambient unit cell volume was observed by 4 GPa, whereas 
Pt(bqd)2 reached this extent of compression by 2.38 GPa. By fitting the volumetric 
compression data to a 3rd order Birch-Murnaghan equation of state (Figure 3.10),70 
bulk modulus values were obtained for Pt(bqd)2 (12.1(7) GPa) and MagNH3 
(18.9(7) GPa), with the significant difference (to 3σ) between these values highlighting 
the more compressible nature of Pt(bqd)2.  
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Figure 3.10: Volumetric compression and 3rd-order Birch-Murnaghan fits of Pt(bqd)2, MagNH3 and 
MagNH2Me. Standard deviations in the unit cell volume are smaller than the symbols used. 
In Pt(bqd)2 a significant amount of anisotropy in the compression was observed, with 
the majority of the compression (between 60% and 70%) stemming from the 
contraction of the c axis direction. The volumetric compression for MagNH3 was also 
anisotropic, but to a much lesser extent than that observed for Pt(bqd)2 with around 
40% of the compression attributed to along the c-axis direction. The higher 
contribution from the compression of the c axis for Pt(bqd)2 compared to MagNH3 is 
made clearer by Figure 3.11, which shows the change in the Pt···Pt stacking distances 
across the pressure series. The Pt···Pt stacking distance in Pt(bqd)2 decreased from 
3.18 Å to 3.05 Å between 0 and 1 GPa, decreasing further to 2.90 Å by 2.38 GPa, 
whereas in MagNH3, the Pt···Pt stacking distance decreased from 3.22 Å to only 3.03 Å 
between ambient conditions and 4.62 GPa. 
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Figure 3.11: Intra-chain Pt···Pt stacking distances in Pt(bqd)2, MagNH3 and MagNH2Me across their 
respective pressure series. Error bars are smaller than symbols used. 
Throughout the pressure series of both Pt(bqd)2 and MagNH3, no significant 
structural changes were observed, in terms of the Pt-ligand bond lengths, 
∠ligand-Pt-ligand bond angles or the torsional angle between neighbouring 
molecules stacked down the c axis direction. Therefore, the compression of these two 
compounds can be exclusively described by contraction of the unit cell lattice 
parameters. 
MagNH2Me remained in the P4/mnc space group throughout the pressure series up 
to 1.92 GPa. The rate of volumetric compression was similar to that observed for 
MagNH3 (Figure 3.9), hence exhibiting a similar bulk modulus value (to 3σ) of 
16.5(9) GPa (Figure 3.10). However, the similar bulk modulus value hides the 
isotropic nature of the compression (Figure 3.9), with no preference in contraction in 
the c axis direction over the a/b axes. The Pt···Pt stacking distance initially decreased 
at a similar rate to that observed for MagNH3, before the rate of compression slowed 
above 1 GPa (Figure 3.11). 
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Up to 1.92 GPa, no significant intramolecular structural changes in MagNH2Me were 
observed in terms of the Pt-ligand bond lengths and the ∠Pt-N-C bond angle, while 
the ∠N-Pt-N and ∠Cl-Pt-Cl angles were constrained by the assigned space group 
symmetry. However, a small but significant (to 3σ) decrease in the Cl-Pt···Pt-N torsion 
angle was observed, increasing from 31.3(2)° to 33.4(4)° between ambient conditions 
and 1.92 GPa. This suggests that the alkyl substitution of the ammonia ligand had 
reduced the rigidity of the solid-state structure, hence resulting in more compression 
in the [110] direction and reducing the necessity for compression along the c axis 
direction. 
Between 1.61 and 1.92 GPa, the rate of compression in MagNH2Me along the c axis, 
and thus contraction of the Pt···Pt stacking distance, had almost plateaued 
(Figure 3.11). Diffraction data were collected at one further pressure point, at 
2.34 GPa, at which point the diffraction quality had diminished, and the data could 
no longer be indexed in the P4/mnc space group. It was instead determined that a 
phase transition to the lower symmetry C2/c space group had occurred via an 
unidentified orthorhombic phase. While the C2/c structure has not yet been solved, 
the unit cell parameters alone show that the c axis lattice parameter decreased sharply 
from 6.32 Å to 6.27 Å between 1.96 and 2.34 GPa. Therefore, it appears that the phase 
transition is a result of forcing the structure beyond the impasse along the c axis. 
Without the structure solution it is unknown what effect the phase transition has had 
on the Pt···Pt stacking arrangement, however it is predicted, based upon the 
determined space group, that the Pt···Pt stacking chains are now slightly slanted, 
which would have an adverse effect on orbital overlap along that direction. 
Similar to Pt(bqd)2, Pt(bqd-dibutyl)2 was studied using high-pressure X-ray 
diffraction experiments using in-house laboratory1 and synchrotron diffractometers. 
However, discrepancies were observed between the two pressure series obtained for 
Pt(bqd-dibutyl)2, mostly likely due to poor crystal quality of the sample of 
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Pt(bqd-dibutyl)2 used for the experiments at the synchrotron. Figure 3.12 shows the 
compression along all the unit cell parameters across the two pressure series.  
 
Figure 3.12: Lattice parameters of Pt(bqd-dibutyl)2 across the pressure series collected from in-house 
diffraction,1 synchrotron diffraction and computational methods. Error bars show the value of one 
standard deviation. 
Diffraction data and solved structures, all in the Pna21 space group, were obtained for 
Pt(bqd-dibutyl)2 from the in-house data collections up to 1.43 GPa, after which a 
reduction in the quality of the diffraction data resulted in no successful indexing or 
structure solution.1 Structures were successfully solved for the data from the 
synchrotron diffraction experiments collected up to 1.76 GPa. Pt(bqd-dibutyl)2 was 
determined to have remained in the Pna21 space group up to 1.11 GPa, after which 
indexing and integrating to only the P21 space group was acceptable, indicating that 
the complex had undergone a phase transition. For the data collected at 1.47, 1.76 and 
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2.26 GPa the β angle parameter exceeded 93°, with sufficient disparity from the value 
required for orthorhombic symmetry to justify that a phase transition to the lower 
symmetry space group had taken place.  
Also presented in Figure 3.12 are the calculated unit cell parameters for 
Pt(bqd-dibutyl)2 under simulated pressures between 0.00 and 1.50 GPa; these 
calculations were undertaken to help resolve the disparity between the two 
experimental pressure series. The optimised ambient-pressure structure unit cell 
volume was ca. 4.1% less than that of the experimentally-determined structure, with 
contribution to the contraction from all unit cell parameters. Across the simulated 
pressure series, the optimised a and c axis values fit better with the in-house 
compression curve than the synchrotron data. A similar result was observed for the 
computed value of the b axis at low pressures, however a larger discrepancy with the 
experimental values was observed at higher pressure. Since this corresponds to the 
stacking direction, it could be more prone to over-contraction in the optimisation due 
to the use of the TS dispersion correction. The volumetric compression curve 
generated from the output of the CASTEP calculations was generally quite smooth, 
from which a bulk modulus value of 10.4(8) GPa was determined (Figure 3.13). 
Therefore, the compressibility of Pt(bqd-dibutyl)2 is statically similar (to 3σ) to that 
calculated for Pt(bqd)2 but greater than the two Magnus salt complexes. 
The majority contribution to the simulated volumetric compression (shown in 
Figure 3.14) was observed along the b axis direction, with 5 % compression between 
ambient conditions and 1.5 GPa. The Pt···Pt distance decreased from 4.81 Å to 4.58 Å 
across the simulated pressure series. The compression along the a and c axis directions 
was less than 2 % up to 1.50 GPa; compression in these directions appears to be 
restricted by steric clashing between the n-butyl chains. It is possible that the phase 
transition observed experimentally in the synchrotron pressure series of experiments 
occurred to facilitate compression along the a and c axis directions, justified by the 
sharp decreases observed for these lattice parameters above 1 GPa (Figure 3.12). 
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Figure 3.13: Computed unit cell volume across a simulated pressure series for Pt(bqd-dibutyl)2, with 
the dashed line representing the 3rd-order Birch-Murnaghan equation of state fit. 
 
Figure 3.14: Compression curves for the optimised unit cell parameters of Pt(bqd-dibutyl)2, as a 
fraction of those for the optimised ambient pressure structure throughout the simulated pressure 
series. 
3.5.3: Ambient-pressure solid-state and isolated molecule calculations 
In order to interpret the electronic behaviour of all four compounds at ambient 
pressure, solid-state calculations using a range of pure and hybrid DFT functionals 
were undertaken. The variety of functionals tested produced a large range of band 
gap sizes for all four compounds (Table 3.1).  
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The pure DFT functionals produced the smallest band gaps out of all the functionals 
tested, with values of less than 0.2 eV obtained for Pt(bqd)2 and the MGS compounds 
(< 0.2 eV). Thus, the pure DFT functionals predict that these compounds are already 
in, or close to, the metallic state at ambient conditions; this is contrary to reports in 
the literature,22, 29, 30 and highlights the well-documented observation that pure DFT 
methods underestimate band gap sizes due to the underlying problems with the 
approximation of electron exchange.66, 71, 72 On the other hand, the hybrid DFT 
functionals calculated significantly larger band gap values, in the consistent order of 
HSE06 < B3LYP < PBE0. All results discussed hereafter will utilise the calculation 
outputs from the HSE06 functional, unless otherwise stated, due to its known 
reliability in the literature for estimating band gap sizes.58, 73  
Table 3.1: Comparison of the ambient pressure band gap sizes obtained from atom-only geometry 
optimised solid-state calculations for each compound using the range of functionals. Functionals 
displayed in italics represent pure DFT functionals. *BLYP was used to allow comparison to the 
previous 1-D study undertaken by Kim and co-workers (2006).32 























Chapter 3 - Probing the High Pressure Structural and Electronic Response of Pt-containing 
Piezoresistive Candidate Materials 
78 
The full electronic band structure of Pt(bqd)2 (shown in Figure 3.15) shows an indirect 
band gap (X⟶) of 0.52 eV, comparable to the values obtained in the literature 
(0.25-0.84 eV).23, 74 Along directions Γ⟶T, W⟶R and Γ⟶X the valence and 
conduction bands are relatively flat, indicating weak intermolecular interactions, 
corresponding to paths within the crystallographic layers (i.e. in the ab plane). By 
contrast, the dispersion is significant in the T⟶W and R⟶Γ directions in both 
frontier bands, indicating stronger interlayer interactions.  
The projected density of states (PDOS) and crystalline orbital Hamilton population 
(COHP) plots are also displayed in Figure 3.15 to provide descriptions of the bands 
of interest. The former breaks down the contribution to the total density of states for 
each band from each atom type, whereas the COHP plot combines the density of 
states and Hamilton population to provide an indication to the strength of 
interactions between specified atom types. By convention, the COHP plot is plotted 
using –COHP values, so that bonding and antibonding interactions in each band are 
represented by positive and negative values, respectively.  
 
Figure 3.15: LEFT: Electronic band structure, projected density of states (PDOS) and COHP plot of the 
ambient pressure structure of Pt(bqd)2 (EFermi = -4.95 eV). The PDOS are coloured to signify the 
different atomic contributions. The COHP plot is coloured to signify the different interlayer 
interactions. RIGHT: Reciprocal and real-space lattice of Pt(bqd)2 with outlined Brillouin zone k-point 
path and k-point positions utilised for electronic band structure generation. 
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The PDOS indicates that the top of the valence band possesses a mixture of metal and 
ligand character, while the contribution to the bottom of the conduction band is 
mainly from ligand orbitals, with only a small contribution from Pt. The COHP plot 
shows that the top of the valence band is dominated by antibonding interlayer Pt···Pt 
interactions, whereas the delocalisation of the bottom of the conduction is derived 
from bonding interlayer N···N interactions and Pt···Pt interactions, both of which 
switch to antibonding in nature in the LUCO+1 band.  
The solid-state calculations were also used to provide a visualisation of crystalline 
orbitals (COs) of interest; specific orbitals are shown in Figure 3.16. The visualisations 
and the naming scheme for each orbital are taken from the band ordering at the Г 
k-point, the only part of the Brillouin zone for which an interpretation of these bands 
without an imaginary component can be obtained. However, this ordering does not 
correctly illustrate the band gap shown in Figure 3.15. Due to its indirect (X⟶Г) 
nature, the band gap is actually between the HOCO1 and LUCO bands. The 
HOCO1 consists mainly of the antibonding combination of dz2 orbitals between the 
Pt centres, with a small contribution from p-orbitals on the ligand. The HOCO 
consists of antibonding intramolecular interactions between the ligand p
z
 and Pt 
dxz/yz orbitals. The LUCO is similar to the HOCO, with the exception of a contribution 
from the Pt centre coming from its p
z
 atomic orbital, while the orientation of the 
neighbouring molecules down the c axis appears to facilitate interlayer bonding 
Pt···Pt and N···N interactions. The visualised frontier orbitals are therefore in 
agreement with the earlier assignments from the literature and the PDOS/COHP 
descriptions,5,11,12 but with the caveat that the direct ligand contribution to interlayer 
interactions had not been previously identified. 
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Figure 3.16: Visualisation and Fermi level adjusted energies, at the Г k-point, of specified crystalline 
orbitals calculated for the ambient pressure solid-state structure of Pt(bqd)2. Atoms are coloured: 
Pt, grey; O, red; N, blue; C, black; H, white. 
The electronic band structure for Pt(bqd-dibutyl)2 is presented in Figure 3.17. For this 
optimised ambient-pressure structure, an indirect (U⟶Г) band gap of 1.17 eV was 
calculated, and the electronic band structure differs greatly from that calculated for 
Pt(bqd)2 in that the frontier bands are much more localised (as evident by the lack of 
k-dependency on band energy). An exception to this is the weak dispersion in the 
Y⟶S portion of the k-point path for some of the bands, corresponding to the Pt···Pt 
stacking along the b axis direction.  
 
Figure 3.17: Electronic band structure (EFermi = -4.99 eV) (LEFT) and k-point path (RIGHT) of the 
ambient pressure structure of Pt(bqd-dibutyl)2. 
Specific frontier band COs for Pt(bqd-dibutyl)2 are shown in Figure 3.18. The HOCO 
depicts an antibonding interaction between the dxz/yz orbitals on the Pt centre and the 
p
z
 orbitals on the ligand backbone, similar to that seen in the HOCO of Pt(bqd)2. The 
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visualised LUCO is also equivalent to that seen for Pt(bqd)2. Also shown in Figure 3.18 
is the HOCO-2 orbital, primarily consisting of the Pt dz2 orbital synonymous with the 
HOCO-1 of Pt(bqd)2 but considerably lower in energy. The Pt dz2 atomic orbital in the 
HOCO-2 is noticeably tilted away from the plane of the molecule backbone, 
indicating that there is some interaction between neighbouring molecules along the 
b axis direction.  
 
Figure 3.18: Selected CO diagrams from the solid-state calculations on Pt(bqd-dibutyl)2, with the 
Fermi-adjusted energies of each orbital at the Г k-point. Atoms are coloured: Pt, grey; N, blue, O; 
red, C, black; H, white. 
The different order of the COs, and hence nature of the frontier bands, between 
Pt(bqd)2 and Pt(bqd-dibutyl)2 is a point that needs further clarification. Thus, isolated 
molecule calculations on both compounds were undertaken to describe the nature 
and ordering of molecular orbitals (MOs), and elucidate how the COs are formed 
from combination of MOs between neighbouring molecules. Figure 3.19 shows a 
selection of MOs from the isolated molecule calculations on both Pt(bqd)2 and 
Pt(bqd-dibutyl)2 which will form the focus of discussion, alongside Figures 3.20 and 
3.21 which shows the relationship between the MOs and COs of each compound. 
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Figure 3.19: Visualisations and absolute energies of certain molecular orbitals for Pt(bqd)2 (top row) 
and Pt(bqd-dibutyl)2 (bottom row) obtained from isolated molecule calculations. Atoms are 
coloured: Pt, grey; O, red; N, blue; C, black; H, white. 
 
Figure 3.20: Energies of selected isolated molecule molecular orbitals (from Gaussian09 calculations) 
(isocontour value of 0.02) in Pt(bqd)2 and the crystalline orbitals (from CRYSTAL17 calculations) they 
contribute to in the solid state. The absolute energies of the crystalline orbitals are shown at the Г 
point, with the orbitals between HOCO-6 and HOCO-25 omitted for clarity. Occupied orbitals/bands 
are shown in blue, unoccupied orbitals/bands in red. 
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Figure 3.21: Energies of selected isolated molecule molecular orbitals (from Gaussian09) (isocontour 
value of 0.02) in Pt(bqd-dibutyl)2 and the crystalline orbitals (from CRYSTAL17 calculations) they 
contribute to in the solid state. The absolute energies of the crystalline orbitals are shown at the Г 
point. Occupied orbitals/bands are shown in blue, unoccupied orbitals/bands in red. 
The isolated molecule calculations have shown that the nature of the frontier MOs are 
very similar between the two compounds, with the majority of the orbital 
descriptions being confined to the ligand backbone and hence the ligand modification 
has had a negligible effect. The HOMOs consist of π* interactions between the Pt 
dxz/yz and ligand pz orbitals, synonymous with the HOCO for both compounds; the 
nature of this orbital does not seem to facilitate any intermolecular interaction and 
hence its energy is not greatly affected by the solid-state packing. The HOMO-3 for 
Pt(bqd)2 and Pt(bqd-dibutyl)2, consisting mainly of the atomic Pt dz2 orbitals for both 
compounds, sit around 1.8 eV below the HOMO. In Pt(bqd)2, the stacking of the metal 
centres in the solid state causes strong σ interactions between the HOMO-3 on 
neighbouring molecules; the bonding combination results in the low lying HOCO-25, 
whereas the antibonding combination results in the HOCO-1 similar in energy to the 
HOCO. The solid-state packing in Pt(bqd-dibutyl)2, on the other hand, results in less 
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direct orbital overlap between the Pt centres stacked along the b axis, and hence the 
interactions along this direction are incredibly weak. The bonding and antibonding 
combinations of neighbouring HOMO-3 orbitals result in the HOCO-4 and HOCO-2, 
with the latter over 1.6 eV away from the HOCO. The LUMO for both compounds 
consists of π interactions between the metal and ligand p
z
 orbitals, with antibonding 
nodes throughout the ligand backbone. Therefore, the alignment of the p
z
 orbitals 
between stacked Pt centres in Pt(bqd)2 causes a bonding and antibonding 
combination, which forms the LUCO and LUCO+1 respectively; the energy difference 
between these orbitals is relatively small (1.4 eV), due to presence of bonding 
intermolecular N···N interactions regardless of the Pt···Pt combination. This 
interaction is weaker than that seen for the combination of the Pt dz2 orbitals, but it is 
still sufficient to form a relatively delocalised LUCO band. In Pt(bqd-dibutyl)2, the 
interaction between the between neighbouring LUMO orbitals is very weak, and can 
only be contributed to overlap between the slipped ligand backbones; therefore, there 
is little energy difference between the LUMO and LUCO, thus resulting in a much 
larger band gap than observed for Pt(bqd)2. 
Due to the similar ordering of the molecular orbitals, it could be mistaken that 
Pt(bqd)2 and Pt(bqd-dibutyl)2 would have similar electronic properties, especially 
since the ligand modification does not contribute to the frontier orbitals. However, 
the nature of the solid-state packing, and hence how the MOs are able to combine to 
form COs, greatly influences the ordering of orbitals and extent of delocalisation 
within the solid-state electronic band structure. This results in Pt(bqd-dibutyl)2 
having an ambient-pressure band gap of over twice that of Pt(bqd)2, with very little 
electronic communication from the frontier bands. 
The complete electronic band structure obtained for the ambient structure of MagNH3 
(Figure 3.22) revealed a band gap measuring 1.57 eV, larger than that obtained from 
the previous pure DFT study reported for the 1-D MagNH3 model (ca. 1 eV)33 and that 
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calculated for Pt(bqd)2 (0.5 eV). The top of the valence band is highly variable along 
the Г⟶Z, AM and RX portions of the k-point path, representing the Pt···Pt 
stacking direction. The band flattens along the other parts of the k-point path, 
reflecting the lack of inter-column interaction associated with this band in the a/b axes 
directions. The bottom of the conduction band is mostly k-invariant in its entirety, 
which suggests it consists of a more localised orbital and is thus unaffected by 
interactions from neighbouring molecules in all directions throughout the unit cell.  
 
Figure 3.22: LEFT: Electronic band structure, projected density of states (PDOS) and COOP plot of the 
ambient pressure structure of MagNH3 (EFermi = -4.85 eV). The PDOS are coloured to signify the 
contribution from different fragments of the compound and the COHP plot is coloured to signify 
different interactions throughout the solid-state structure. RIGHT: Real space (grey) and reciprocal 
(light blue) lattices of MagNH3, with the Brillouin zone path used in the electronic band structure 
coloured in red. 
The PDOS and COHP plots showed that the contribution to the top of the valence 
band is mainly from an antibonding interaction between the Pt atoms on each salt 
component, whereas the bottom of the conduction band consists of antibonding 
interactions between the atoms exclusively in the [PtCl4]2- component. A closer look 
at the COHP in the region at the bottom of the conduction band revealed a weak 
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antibonding Pt···N interaction on the [Pt(NH3)4]2+ component and an even weaker 
intra-chain bonding Pt···Pt interaction.  
A visualisation of the frontier COs (Figure 3.23) showed good agreement with the 
PDOS and COHP descriptions and those already revealed in the pure DFT study on 
the 1-D MagNH3 model, indicating that the change in functional has not caused any 
unexpected band reordering.33 In a similar manner to Pt(bqd)2 and Pt(bqd-dibutyl)2, 
the MOs of a single dimer of MagNH3 (Figure 3.24) were calculated to elucidate their 
contribution to the COs upon the formation of the infinite salt chains in the solid state 
(Figure 3.25). The optimisation of the isolated [Pt(NH3)4][PtCl4] dimer resulted in a 
slight distortion from the square-planar geometry of both units, with the trans 
∠N-Pt-N and ∠Cl-Pt-Cl angles decreasing to 172.6° and 175.0° respectively. 
Furthermore, the Pt···Pt distance had decreased to 3.00 Å and the N-Pt···Pt-Cl torsion 
angle had widened to -42.4°, facilitating a shorter (2.3 Å) N-H···Cl contact. 
 
Figure 3.23: Selected crystalline orbitals of MagNH3, with their respective Fermi level adjusted 
energies obtained at the Г k-point. Atoms are coloured: Pt (grey), Cl (green), N (blue), H (white).  
 
Figure 3.24: Selected molecular orbitals of MagNH3, with their respective Fermi level adjusted 
energies obtained at the Г k-point. Atoms are coloured: Pt (grey), Cl (green), N (blue), H (white).  
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Figure 3.25: Absolute energies of selected isolated molecule molecular orbitals (from Gaussian09 
calculations) (isocontour value of 0.02) in MagNH3 and crystalline orbitals (from CRYSTAL17 
calculations). The absolute energies of the crystalline orbitals are shown at the Г k-point. Occupied 
orbitals/bands are shown in blue, unoccupied orbitals/bands in red. 
From Figure 3.25, it is evident that, unlike Pt(bqd)2, the construction of the COs from 
MOs did not result in a substantial reordering of the orbital hierarchy because the 
chains in the solid state are just an extended form of the single [Pt(NH3)4][PtCl4] 
component with two Pt centres. The HOMO orbital of MagNH3 is therefore already 
attributed to the overlap between dz2 orbitals on neighbouring Pt atoms, responsible 
for constructing the essentially degenerate HOCO and HOCO-1 bands in the solid 
state. Similarly, the degenerate HOMO-1 and HOMO-2 orbitals, representing the π* 
interaction between Pt dxz/yz and Cl pz orbitals, form the HOCO-2 to HOCO-5 bands 
in the solid state. The LUMO and LUMO+1 orbitals consist of the σ* interaction 
isolated to the [Pt(NH3)4]2+ and [PtCl4]2- components respectively, which swap order 
in the solid state. Attempts have been made to attribute this switch in order of these 
orbitals to a change in the calculated Pt-N and Pt-Cl bond lengths or the atomic 
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contribution to the orbitals in both the isolated molecule and solid states, with the 
latter shown in Table 3.2. The change in bond lengths between the optimised isolated 
molecule and solid-state structures, however, was minimal, calculated as +0.037 Å 
and +0.006 Å for Pt-N and Pt-Cl respectively. While the correct trends in the change 
of atomic contributions from the isolated molecule to the solid state were seen for 
both interactions, namely an increase in total contribution from Pt and N for the Pt-N 
σ* interaction thus equating to a destabilisation of the orbital and vice versa for the 
Pt-Cl σ* interaction, the change in values is fairly minimal. Therefore, the energy 
difference between the orbitals calculated for the isolated molecule and solid-state 
models is more likely due to differences between the functional and basis sets 
employed for each model. 
Table 3.2: Atomic contribution to the orbitals representing the Pt-N and Pt-Cl σ* interactions for the 
optimised dimer (from the isolated molecule calculation) and the solid-state calculations on 
MagNH3, and the resulting % difference. 
Atom Type 













55.2 % 53.3 % -1.9 % 0.3 % 1.0 % +0.7 % 
Pt in 
[PtCl4]2- 
0.3 % 0.2 % -0.1 % 49.1 % 52.9 % +3.8 % 
N 35.0 % 37.8 % +2.8 % 0.1 % 0.4 % +0.3 % 
Cl 0.2 % 2.5% +2.3 % 50.2 % 42.5 % -7.7 % 
H 9.2 % 6.3 % -2.9 % 0.3 % 3.1 % +2.8 % 
The ambient pressure electronic band structure, PDOS and COHP plots, and hence 
description of the frontier orbitals, for MagNH2Me (shown in Figures 3.26 and 3.27) 
showed a strong similarity with those already discussed for MagNH3, with the 
exception of a slightly larger band gap, measuring 1.71 eV. A close examination of the 
COHP plot showed a weak antibonding Pt···Pt interaction in the region of the band 
associated with the LUCO, differing slightly from that observed for MagNH3. 
However, it is apparent that the modest ligand modification was not significant 
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enough to alter the ordering of the bands close to the band gap, matching the 
prediction in the previous computational study that an alkyl substitution of the 
ammonia ligand would not alter the conduction band.33 
 
Figure 3.26: LEFT: Electronic band structure, projected density of states (PDOS) and COOP plot of the 
ambient pressure structure of MagNH2Me (EFermi = -4.63 eV). The PDOS are coloured to signify the 
contribution from different fragments of the compound and the COHP plot is coloured to signify 
different interactions throughout the solid-state structure. RIGHT: Real space (grey) and reciprocal 
(light blue) lattices of MagNH3, with the Brillouin zone path used in the electronic band structure 
coloured in red. 
 
Figure 3.27: Highest occupied (left) and lowest unoccupied (right) crystalline orbitals of MagNH2Me, 
with their respective Fermi level adjusted energies obtained at the Г k-point. Atoms are coloured: 
Pt(grey), Cl (green), N (blue), C (black), H (white). 
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3.5.4: High-pressure solid-state calculations 
The solid-state calculations were repeated for each compound at every pressure point 
throughout their respective pressure series, in order to examine any changes to the 
band structures, and thus band gaps, and hence provide a theoretical understanding 
of the electronic response to the application of pressure. Figure 3.28 shows the change 
in the energies of the HOCO and LUCO bands, and thus the band gap value, for 
Pt(bqd)2, while Figures 3.29 and 3.30 show the electronic band structure, PDOS and 
COHP plots for Pt(bqd)2 at 1.03 GPa and 2.38 GPa respectively. The trend in both the 
HOCO and LUCO energies in Figure 3.28 might seem to contradict to what is 
observed in the band structures, with the latter seemingly only showing a change in 
the LUCO energy. However, it should be noted that Figure 3.28 shows the absolute 
band energy values, whereas in the band structures the energies of the bands have 
been adjusted by the value of the Fermi energy so that the highest energy point of the 
HOCO always sits at 0 eV which masks any change in the HOCO energy. 
 
Figure 3.28: Left ordinate: absolute energies of the HOCO (triangle) and LUCO (square) of Pt(bqd)2, 
as defined in the ambient pressure structure (Figure 3.15), across the pressure series. Right ordinate: 
corresponding band gap energies (open circles), calculated by the HOCO-LUCO energy difference. 
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Figure 3.29: LEFT: Computed band structure, PDOS, broken down onto atomic contributions, and the 
COHP plot showing Pt···Pt interaction and interlayer N···N interaction for Pt(bqd)2 at 1.03 GPa. 
(EFermi = -4.67 eV). RIGHT: Real space (grey) and reciprocal (light blue) lattices of Pt(bqd)2, with the 
Brillouin zone path used in the electronic band structure coloured in red. 
 
Figure 3.30: LEFT: Computed band structure, PDOS, broken down onto atomic contributions, and the 
COHP plot showing Pt···Pt interaction and interlayer N···N interaction for Pt(bqd)2 at 2.38 GPa 
(EFermi = -4.78 eV). RIGHT: Real space (grey) and reciprocal (light blue) lattices of Pt(bqd)2, with the 
Brillouin zone path used in the electronic band structure coloured in red. 
The band gap of Pt(bqd)2 decreased up to 1 GPa, by which point the band gap had 
almost completely closed and the metallic state had formed. The contribution to the 
closure of the band gap was from both of the frontier orbitals responding to 
compression along the c axis direction; the HOCO continuously destabilised due to 
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the strengthening antibonding interlayer Pt···Pt interaction whereas the LUCO band 
stabilised due the strengthening of the bonding interlayer N···N and Pt···Pt 
interactions. After 1 GPa, due to further compression of the Pt···Pt stacking distance, 
the HOCO and LUCO bands continued to destabilise and stabilise respectively. As a 
result, the band gap for Pt(bqd)2 reopened, increasing to just over 0.5 eV by the final 
pressure point of 2.38 GPa. This trend in band gap size across the pressure series 
matches, and hence explains, the experimental resistivity behaviour in which 
minimum resistivity was observed at around 1 GPa, with resistivity increasing with 
increasing pressures thereafter.29  
Analysed in a similar manner, the absolute energies of the HOCO and LUCO bands, 
and hence the resulting band gap, across the pressure series for both MagNH3 and 
MagNH2Me are presented in Figure 3.31. Just by considering the ambient pressure 
points, it is evident that the separation between the LUCO energies for the two 
compounds is larger than expected, given the separation between the HOCO 
energies. This larger LUCO separation is caused by the combination of the 
stabilisation of the MagNH3 LUCO by the weakly bonding Pt···Pt interaction and the 
destabilisation of the MagNH2Me LUCO by the weakly antibonding Pt···Pt interaction 
(Figure 3.32) as discussed briefly in the previous section, hence resulting in a slightly 
larger band gap for MagNH2Me. The nature of these interactions are revealed through 
the COHP plots for the LUCO band for the optimised ambient-pressure structure of 
both compounds, represented by the emboldened lines in Figure 3.32.  
Throughout the majority of their respective series the band gap for both complexes 
were observed to close gradually, facilitated almost exclusively by the destabilisation 
of the HOCO band (Figure 3.31). The LUCO band energy is almost immune in its 
response to pressure, only varying slightly due to the strengthening of the weak 
Pt···Pt interactions, caused by compression along the c axis direction; the series of 
overlaid COHP plots for the LUCO and LUCO+1 bands in Figure 3.32 show how the 
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bonding and antibonding nature of the Pt···Pt interactions in MagNH3 and 
MagNH2Me respectively are moderately enhanced throughout the pressure series. 
 
Figure 3.31: Left ordinate: absolute energies of the HOCO (triangle) and LUCO (square) of MagNH3 
(red) and MagNH2Me (blue), across the pressure series. Right ordinate: variation in band gap (open 
circles) with pressure defined as the difference between the HOCO and LUCO energies. 
 
Figure 3.32: Variation in COHP plots for the intra-chain Pt···Pt interaction in the LUCO and LUCO+1 
throughout the pressure series for MagNH3 (left) and MagNH2Me (right), with the ambient pressure 
positions of the LUCO and LUCO+1 bands shown for reference. The emboldened line in the COHP plot 
represents the interaction for the LUCO and LUCO+1 bands in the ambient pressure structure, while 
the grey lines show how the COHP plot changes throughout the pressure series. 
By 4.62 GPa, the band gap for MagNH3 had decreased to 0.82 eV, with the electronic 
band structure, PDOS and COHP plots (shown in Figure 3.33) indicating no 
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significant changes in the band ordering or band description compared to that 
observed at ambient conditions (Figure 3.22). The band gap for MagNH2Me had 
decreased gradually to 1.46 eV at 1.61 GPa, at a slightly slower rate than that observed 
for MagNH3 due to the lower anisotropy of the volumetric compression. However, 
after 1.61 GPa, the band gap compression almost complete plateaued, attributed to 
the minimal c axis compression above 1.61 GPa, prior to the phase transition 
occurring. Similar to MagNH3, the electronic band structure of MagNH2Me at 
1.92 GPa (Figure 3.34) showed no significant changes to that observed at ambient 
conditions.  
Since a solved structure for the C2/c phase of MagNH2Me was not obtained, the 
electronic band structure after the phase transition has not been computed, and hence 
the effect of the phase transition on the electronic properties is not yet known.  
 
Figure 3.33: LEFT: Electronic band structure, projected density of states (PDOS) and COHP plot of the 
4.62 GPa structure of MagNH3 (EFermi = -4.14 eV). RIGHT: Real space (grey) and reciprocal (light blue) 
lattices of MagNH3, with the Brillouin zone path used in the electronic band structure coloured in 
red. 
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Figure 3.34: Computed electronic band structure, projected density of states (PDOS) and COHP plot 
of the 1.92 GPa structure of MagNH2Me (EFermi = -4.35 eV). RIGHT: Real space (grey) and reciprocal 
(light blue) lattices of MagNH2Me, with the Brillouin zone path used in the electronic band structure 
coloured in red. 
As discussed previously, the trend in the band gap response to pressure from the 
solid-state calculations for Pt(bqd)2 replicated the experimental behaviour, in terms 
of its conductivity response to pressure. Consideration must now be given to whether 
the experimental behaviour for MagNH3 has also been replicated correctly. Across the 
entire pressure series, using the data plotted in Figure 3.31, an average rate of 
compression of -0.16 eV GPa-1 was determined for MagNH3. If this average band gap 
compression rate was extrapolated to higher pressures, it is predicted that the metallic 
state of MagNH3 would occur at 9.8 GPa, in good agreement where the maximum 
conductivity was observed experimentally.22  
This methodology of predicting the pressure required to form the metallic state is, 
however, an oversimplification; the rate of structural compression is not constant 
throughout the pressure series but rather it decreases with increasing pressure 
(Figure 3.9). Due to the slowdown in structural compression across the pressure 
series, the rate of band gap compression between 0.00 GPa and 1.96 GPa was 
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consistently calculated as -0.20 eV GPa-1, which then decreased to -0.13 eV GPa-1 
between 1.96 and 4.62 GPa. If this trend continued at even higher pressures as 
expected, the pressure required to form the metallic state, according to the HSE06 
functional, would therefore exceed 10 GPa. Nevertheless, the magnitude of the 
pressure required to form the metallic state would be in good agreement with that 
observed experimentally, and the results from this study verify the stark contrast in 
pressures required to form maximum conductivity state of Pt(bqd)2 and MagNH3 
previously discussed in the literature. 
It should be noted that all three hybrid DFT functionals revealed a similar average 
rate of band gap compression in MagNH3 up to 4.62 GPa (Table 3.3). However, due 
to the higher ambient band gaps calculated for the ambient pressure structure, B3LYP 
and PBE0 predict that the metallic state would be formed at 10.7 GPa and 13.1 GPa 
respectively, before even considering the slowdown in structural and band gap 
compression at higher pressures. The results from the HSE06 functional, based upon 
the extent of results currently in the literature, have produced results which best fit 
the known experimental behaviour of MagNH3, thus further verifying its reliability 
in determining semi-conductor band gaps. 
Table 3.3: Computed ambient pressure and high pressure (4.62 GPa) band gaps in MagNH3, with the 
calculated average rate of band gap compression across the entire pressure range and metallic state 




Band Gap (eV) 
Calculated Band 
Gap (eV) 
at 4.62 GPa 
Average of Rate 







PBE0 2.296 1.485 -0.18 13.08 
B3LYP 1.715 0.972 -0.16 10.66 
HSE06 1.560 0.821 -0.16 9.75 
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A different way of considering the rate of band gap compression is with respect to 
the change in the Pt···Pt stacking distance, as displayed in Figure 3.35, rather than 
with respect to pressure. 
 
Figure 3.35: Trend in the band gap values with respect to intra-chain Pt···Pt stacking distance 
throughout the pressure series of Pt(bqd)2 (black), MagNH3 (red) and MagNH2Me (blue). Larger 
Pt···Pt distances indicate lower pressures. Certain pressure values are marked; all values have 
pressure units of GPa. 
The trend of band gap values with respect to Pt···Pt stacking distances in MagNH3 is 
almost linear, with an average rate of compression of -3.72 eV Å-1 across the entire 
pressure series, indicating that the Pt···Pt distance would need to contract by 0.42 Å 
in total in order to form the metallic state, hence from 3.23 Å to 2.81 Å. To investigate 
this hypothesis, a further calculation was undertaken, utilising one of the geometry 
optimised structures for MagNH3 as the input model, but with the c axis parameter 
shortened to 5.52 Å, hence resulting in a Pt···Pt distance of 2.76 Å, slightly exceeding 
the amount of contraction expected to form the metallic state. As seen in the electronic 
band structure computed for this structure (Figure 3.36), the extent of c axis 
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contraction has caused the HOCO and LUCO to intersect at around the Г k-point. 
Therefore, MagNH3 has clearly formed the metallic state with this extent of Pt···Pt 
compression. The different pressures required to form the metallic or 
highest-conductivity state between the various studies must stem from the varying 
compressibility between the powder and crystal samples of MagNH3.21, 22 
 
Figure 3.36: Electronic band structure, projected density of states (PDOS) and COOP plot of the 
theoretical structure of MagNH3 where a = 8.77 Å, c = 5.52 Å (EFermi = -3.60 eV). RIGHT: Real space 
(grey) and reciprocal (light blue) lattices of MagNH2Me, with the Brillouin zone path used in the 
electronic band structure coloured in red. 
Returning to the change in band gap value with respect to the Pt···Pt stacking distance 
in Figure 3.35, it can be seen that MagNH2Me compresses at a rate of -3.08 eV Å-1 
between ambient and 1.61 GPa. This slightly slower rate compared to that observed 
across a similar pressure range for MagNH3 can be attributed to the slight 
destabilisation of the LUCO across the pressure series offsetting the HOCO 
destabilisation, as discussed previously. The lack of Pt···Pt contraction and thus lack 
of band gap compression observed between 1.61 and 1.92 GPa, indicating the inherent 
rigidity of the structure prior to the phase transition, is readily apparent in 
Figure 3.35. 
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Figure 3.35 also clearly highlights the difference in band gap behaviour between 
Pt(bqd)2 and the MGS complexes. Despite having only slightly shorter interlayer 
Pt···Pt distances at ambient pressure, a faster rate of band gap compression in Pt(bqd)2 
prior to the formation of the metallic state was observed (-3.94 eV Å-1), as a result of 
the HOCO and LUCO both responding to pressure, before the band gap reopens at a 
slightly slower rate above 1 GPa. 
Lastly, the solid-state calculations on the Pt(bqd-dibutyl)2 structure optimised at the 
simulated pressure of 1.50 GPa computed a band gap of 1.05 eV, with little change in 
the nature of the bands electronic band structure, other than slightly greater extents 
of delocalisation observed in the Y⟶S portions of the k-point path as a result of 
contraction of the b axis direction facilitating stronger intermolecular interactions. The 
calculations have hence shown that, despite showing considerable volumetric 
compression with contribution from all three unit cell parameters, the material 
exhibits a minimal piezoresistive response. This stems from the non-planar packing 
arrangement in the solid-state resulting in negligible intermolecular interactions. The 
modification, while achieving its aim of producing a material with better film 
processability, has unfortunately completely disrupted the desired electronic 
behaviour. 
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3.6 Conclusions 
The literature previously alluded to the need for short, and compressible, 
metal···metal stacking, with direct metal···metal orbital overlap, facilitated by the 
crystal packing, to cause the necessary insulator-metal transition for piezoresistive 
application. Based upon these criteria, Pt(bqd)2 and MagNH3 should exhibit similar 
piezoresistive properties. But while fairly modest pressures of ca. 1 GPa allow the 
former to switch from an insulating to a metallic state, the latter resolutely remains 
an insulator until ca. 10 GPa. Further factors must therefore be at play. To that end 
this work has shown that a synergistic relationship between the extent of anisotropy 
in the volumetric compression and the delocalisation of the frontier bands is also a 
key criterion for consideration.  
Pt(bqd)2 displayed the greatest extent of volumetric compression anisotropy in favour 
of the Pt···Pt stacking direction out of the four compounds investigated, and the 
interlayer interactions in both frontier bands facilitated both a small band gap and 
fast band gap compression, which allows the material to form the metallic state by 
1 GPa. MagNH3, on the other hand, despite having a highly delocalised HOCO band, 
suffers from a highly localised LUCO band, confined to the [PtCl4]2- component, and 
hence, combined with its lower volumetric anisotropy, possesses a large ambient 
pressure band gap which compresses more slowly. 
The modest NH3 to NH2CH3 modification to form MagNH2Me, despite having no 
effect on the ambient pressure structure, was shown to cause a noticeable negative 
impact on the structural and electronic response to pressure. The larger ligand group 
reduced the rigidity of the structure, resulting in more compression in the ab plane, 
hence lowering the rate of Pt···Pt stacking and band gap compression, and ultimately 
resulting in a potentially irreversible and disruptive phase transition.  
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The larger modification of the addition of the n-butyl groups on to the BQD ligand 
backbone to form Pt(bqd-dibutyl)2 had an immediate adverse effect; the desired 
crystal packing was completely disrupted. The solid-state calculations revealed that 
while weak Pt···Pt interactions can be observed, and the material was calculated to 
have a lower bulk modulus than the other three compounds, the lack of direct Pt···Pt 
orbital overlap resulted in a very poor piezoresistive response.  
This all-encompassing study on four transition metal complexes has been successful 
in firstly providing a clear explanation on the contrasting piezoresistive response of 
Pt(bqd)2 and MagNH3 and, secondly, revealed the effect on the piezoresistive 
properties of these materials by modest and more considerable ligand modifications. 
This work has thus added considerably to the current understanding on the 
piezoresistive response of these class of materials, and thus will allow for a more 
detailed procedure to be devised when investigating future candidate materials. 
Undertaking solid-state calculations on the ambient-pressure structures of new 
materials will give a good indication of its piezoresistivity, by examining the band 
gap size and extent of frontier band delocalisation, behaviour which isolated 
molecule calculations might not capture, before committing to time intensive 
high-pressure diffraction or conductivity studies. Pt(bqd)2 appears to be the best 
known candidate material from this class of compounds, and thus modest 
modifications to improve its processability should be a priority. Due to the rotated 
interlayer relationship of molecules in Pt(bqd)2, it is possible that the addition of 
methyl groups will provide a degree of improvement in processability without 
disrupting the crystal packing.  
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4.1 Synopsis 
This chapter continues with the material application outlined in Chapter 3, in 
facilitating conductivity through a material by the application of pressure. However, 
this chapter will focus on the investigation of radical Au-based complexes, rather than 
the closed-shell Pt systems in Chapter 3, and thus, while involving similar 
complementary analysis techniques of synchrotron X-ray diffraction and solid-state 
calculations, a different method of pressure-conductivity switch must be considered. 
4.2 Disclaimer 
All synthetic and crystallisation work of the Au(bpedt)2 samples was undertaken by 
Asato Mizuno (obtained PhD from Nagoya University in 2018) and Dr Helen 
Benjamin (formerly based at the University of Edinburgh), following the procedures 
outlined in the literature.1  
4.3 Introduction 
The work in this chapter follows on from the work presented in Chapter 3, in that a 
similar material application, namely the response of the conductive properties of the 
material of interest to the application of pressure, will be explored. However, rather 
than considering closed-shell systems as seen in Chapter 3, this chapter will focus on 
Au compounds containing an odd number of electrons per molecule. As a result, 
while the methods of investigation are similar to those used in Chapter 3, careful 
consideration must be given to the fact that there is a different mechanism underlying 
the pressure-conductivity switch. This will be introduced prior to a discussion of the 
specific materials of interest. 
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Conductivity in closed-shell systems is facilitated by the charge transfer between the 
spatially-independent HOCO and LUCO bands, thus the nature of these bands and 
the band gap rate of compression formed the key points of focus within the pressure 
series studied in Chapter 3. In the case of open-shell systems, the description is more 
complicated, as the highest occupied component of the valence band is only partially 
occupied. According to band theory, this should mean that all open-shell systems 
would be metallic, with the unpaired electrons being delocalised throughout the 
solid;2 given that many open-shell systems do not display metallic behaviour, this is 
clearly an oversimplification.3 Band theory does not take into account electron 
correlation effects, more specifically the Coulombic repulsion between spatially-close 
electrons,3, 4 which can result in the unpaired electrons becoming localised on a 
particular site, with an energy barrier restricting the movement of electrons between 
sites.2, 3 This energy barrier is often sufficiently large to prohibit the excitation of 
electrons at low temperatures, and thus these materials normally display insulator 
behaviour. These materials, referred to as Mott insulators, can however undergo 
insulator-metal transitions by various mechanisms,5 such as by the application of 
temperature,6-8 pressure,9-13 or by irradiation.14, 15 The mechanism of conductivity in 
these materials is described by the movement, or “hopping”, of an unpaired electron 
from one site to another or, in other words, by the oxidation of one site and reduction 
of another.2, 3 
The hopping of electrons between sites has two associated energy terms. The first, 
commonly known as the transfer (t) or resonance (β) integral, relates to the kinetic 
energy acting on electrons, which allows them to hop between sites.3 The second 
energy term is the Coulombic barrier, U, caused by the interaction between electrons 
in close contact on a particular site.3 The effect of these two competing energy terms 
can be seen in the computed band structures of these materials; a simplified schematic 
example is shown in Figure 4.1. The highest level in the valence band, sitting below 
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the Fermi level, represents the semi-occupied crystalline orbitals (SOCOs) responsible 
for the highly-localised sites of each unpaired electron. The band representing the 
equivalent unoccupied component for each site is found in the conduction band, 
above the Fermi energy, with the separation energy between the midpoints of the two 
bands defined by U.3 By convention, these two parts of the band structure are referred 
to as the lower and upper Hubbard (sub-)bands respectively,3, 16, 17 and the minimum 
energy separation between them is thus defined as the sub-band gap. The bandwidth, 
W, of each of the sub-bands is also marked on Figure 4.1, which describes the extent 
of delocalisation present in each of the sub-bands and is thus related to the extent of 
orbital overlap between neighbouring sites, the number of neighbouring sites and the 
transfer integral t.3  
 
Figure 4.1: Generic band structure diagram of an open-shell system in the non-conductive state, 
highlighting the splitting of the SOCO band into the lower and upper Hubbard sub-bands by the 
Coulombic barrier, U, and the dispersion of the bands described by the bandwidth, W. 
One method of facilitating an insulator-metal transition, commonly referred to as a 
Mott-Hubbard transition, in these materials is by ‘bandwidth-control’, in other words 
by decreasing the relative interaction strength U/t of the two energy terms.18 The size 
of the Coulombic barrier is generally an intrinsic property of the material, determined 
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by the chemical nature of the localised site of the unpaired electron, and therefore it 
is difficult to decrease U/t by considerably decreasing U without substantial 
alterations in molecular conformation or intramolecular connectivity.3 However, 
increasing the extent of orbital overlap between neighbouring molecules, by 
decreasing the intermolecular separation in the solid state, will cause W, and thus t, 
to increase.3 This behaviour can be controlled by the application of pressure. Once the 
bandwidths have sufficiently increased, thereby reducing U/t, the conductive state 
will be formed. This therefore rationalises a pathway towards the design of new 
responsive materials; with an appropriate relationship between U and W, they should 
possess a clear sub-band gap at ambient conditions to resist excitation by thermal 
means, but not so large as to be unsurmountable without resort to extremely high 
pressures to form the metallic state. 
Some of the most-studied examples of transition metal complexes which display Mott 
insulator and Mott-Hubbard transition behaviour include transition metal oxides, 
such as vanadium oxides and Cu(II) d9 cuprates.7, 15, 19-24 However, due to 5d orbitals 
being more radially extended than their 3d and 4d counterparts,3 there is growing 
interest in Mott insulators containing 3rd row transitional metals, with the expectation 
this will lead to smaller U and larger W values. As a result, there have been recent 
publications concerning Au-based Mott insulators.25-34 
4.3.1 Introduction to Au(bepdt)2 
The work in this chapter will specifically focus on the trans isomer of an asymmetric 
Au-dithiolene complex, Au(bpedt)2, where bpedt refers to the bidentate ligand 
system (1-((1,1-biphenyl)-4-yl-)-ethylene-1,2-dithiolene. The molecular structure of 
Au(bpedt)2 (Figure 4.2A) consists of an almost square planar metal environment with 
∠S-Au-S values ranging between 88° and 92°, with a twist of ca. 5° between the two 
Au-dithiolene rings (Figure 4.2B).1 Furthermore, the torsion angles between 
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neighbouring Au-dithiolene and phenyl rings (ca. 19° and 22°) and neighbouring 
phenyl rings (ca. 3° and 7°), as shown in Figure 4.2C, suggest that delocalisation 
throughout the entire ligand system will be limited. Au(bpedt)2 has been shown to 
crystallise in the P21/c space group, hereafter referred to as phase 1, with a structure 
published from diffraction data collected at 120 K (a = 6.1872(6) Å, b = 7.2049(18) Å, 
c = 51.832(13) Å, β = 92.775(2)°; CSD refcode: TUBSCH) (Figure 4.3A).1 
 
Figure 4.2: Molecular structure of Au(bpedt)2 (A), side on view showing twisting around Au metal 
centre (B), and end-on-view showing twisting between one set of neighbouring dithiolene (green), 
inner phenyl (orange) and outer phenyl (red) ring planes, adapted from cifs from the literature.1 
Atoms are coloured: Au (orange), S (yellow), C (black), H (grey). Images created using Mercury.35 
Figure 4.3 shows the known crystal packing of Au(bpedt)2; it does not facilitate any 
direct overlap between the metal centres on neighbouring molecules, unlike that seen 
for Pt(bqd)2 or the Magnus green salts in Chapter 3. However, two specific directions 
of intermolecular interactions in the solid state have been identified,1 which have been 
indicated in Figure 4.3B. The first, indicated by the green dashed lines, hereafter 
referred to as the chain interaction, is the zigzag interaction between the 
Au-dithiolene centres as a result of the herringbone arrangement of molecules down 
the b axis direction. While this interaction results in a long Au···Au contact distance 
of over 5 Å, shorter intermolecular Au···S and S···S contacts, shown in Figure 4.3C, on 
the order of 3.5-4.5 Å are present.  
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Figure 4.3: Packing diagram of Au(bpedt)2 showing contents in and around the unit cell in the ac 
plane (A); packing diagram in the ab plane, with interactions (red and green dashed lines) between 
Au and dithiolene rings along the a and b axis directions (B); shortest intermolecular Au···Au and 
S···S interactions along the a axis (C); shortest intermolecular S···S interactions along the b axis (D). 
Images created using Mercury.35  
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The second interaction, indicated by the red dashed lines in Figure 4.3B, resembles 
the interaction between neighbouring molecules along the a axis direction, in which 
neighbouring Au-dithiolene rings are more co-planar, resulting in intermolecular 
Au···Au and S···S interactions on the order of 6.2 Å and 3.4 Å respectively 
(Figure 4.3D). These S···S interactions in particular have been identified as very short 
in the context of dithiolene complexes in the literature,1 and thus might be able to 
facilitate sufficient delocalisation in the Hubbard sub-bands to allow a Mott-Hubbard 
transition to take place upon the application of pressure. The c axis direction can be 
thought of as the insulating direction, given it consists of stacking of the biphenyl 
components of the ligand system and thus does not facilitate any short Au···Au, Au···S 
or S···S intermolecular interactions. 
Investigation of the electronic properties of this material using experimental methods 
has shown that it exhibits semi-conductive behaviour, with a low thermal activation 
energy of 0.11 eV, and thus points to Au(bpedt)2 acting as a Mott insulator.1 The 
response of its electronic properties to pressure however has not yet been evaluated, 
and therefore it remains unknown if a Mott-Hubbard transition under the application 
of pressure can be facilitated.  
The structural response to the application of pressure however has been investigated 
using high-pressure diffraction experiments on an in-house laboratory 
diffractometer; Figure 4.4 shows the unit cell parameter compression up to 1.6 GPa.36 
These experiments revealed the majority of compression could be attributed to the a 
and b direction, more so for the latter,36 and thus resulted in contraction of the S···S 
intermolecular contact distances previously highlighted along these directions. By 
contrast, the contraction along the c axis direction was minimal, due to the steric 
clashing between phenyl groups. Volumetric compression of around 12% was 
achieved by 1.6 GPa, after which point no suitable diffraction data was obtained.36  
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Figure 4.4: Compression curves for Au(bpedt)2 up to 1.6 GPa for the unit cell parameters, adapted 
from the results reported by E. Broadhurst.36 Error bars are smaller than symbols used. 
While the quality of the data and compression trends obtained was promising, the 
structural changes that occur above 1.6 GPa are unknown. Furthermore, there 
appeared to be two clear regimes in the volumetric compression curve, with a stark 
change in its gradient at around 0.7 GPa, coinciding with a similar change in the rate 
of compression along the b axis. This required further investigation, utilising 
higher-intensity synchrotron radiation, with the hope that a newly synthesised batch 
of single crystals would be of better quality in order to study the structural response 
to even higher pressures. Upon preparation of the new batch of single crystals, 
however, a preliminary diffraction experiment on the in-house laboratory 
diffractometer suggested that the sample had not crystallised in the expected space 
group, thus highlighting that a different polymorph might have been obtained.  
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4.3.2 Aim of research 
Given the surprising potential discovery of a previously unknown polymorph of 
Au(bpedt)2 (which will hereafter be referred to as polymorph 2), despite utilising the 
same crystallisation method (electrochemical oxidation) as for the published 
structure, the first objective was to utilise synchrotron X-ray diffraction experiments 
to ascertain the structure of polymorph 2, and then study its structural response to 
pressure. These results could be directly compared to the crystal packing and 
intermolecular interactions identified for the known polymorph 1. Solid-state 
calculations would then be undertaken on both polymorphs, to determine their 
electronic band structures throughout the pressure series, and therefore to ascertain 
if the two polymorphs possess different electronic responses to pressure as a result of 
the different crystal packing. 
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4.4 Methods 
4.4.1: High-pressure X-ray crystallography 
High-pressure diffraction experiments were undertaken on a single crystal of 2, 
loaded in a modified Merrill-Bassett diamond anvil cell alongside a ruby crystal 
(acting as the in-situ pressure calibrant) and the hydrostatic pressure transmitting 
medium Fluorinert FC-70 (perfluorotri-N-pentylamine).37, 38  
High-pressure data were at the Diamond Light Source I19 (EH2) beamline,39 utilising 
a Newport 4-circle κ-geometry diffractometer installed with a Pilatus 300 K detector, 
and tuneable monochromatic X-ray radiation set to 0.4859 Å (25.5 keV). Data were 
collected using a series of ω scans, adapted to avoid shading of the detector from the 
cell body, with a step size and exposure time of 0.2 and 0.2 s respectively, at various 
pressures between 0.11 GPa and 1.18 GPa. Data reduction (integration and absorption 
correction) was undertaken using the CrysAlisPro software suite.40  
The structure solutions for all high-pressure data was carried out using CRYSTAL.41 
The structure for the diffraction data for the lowest pressure point was solved using 
Sir92,42 and was then used as the input model for the diffraction data collected at the 
higher pressure points. All 1,2 and 1,3 distances for the ligand systems were 
restrained and planar restraints were applied to each of the phenyl groups and each 
Au-dithiolene ring. All torsion angles and metal-ligand bond distances were allowed 
to freely refine. Vibrational and thermal similarity restraints were also applied to the 
non-metal atoms on the ligand system. Data was refined against F2 with isotropic 
atomic displacement refinement for non-hydrogen atoms.  
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4.4.2: DFT and hybrid DFT solid-state calculations  
All solid-state calculations were performed using CRYSTAL17,43, 44 where pure DFT 
and hybrid DFT functionals were implemented with crystalline orbitals built from 
linear combinations of atomic orbitals, developed from Gaussian-type functions for 
solid-state periodic systems. Triple zeta valence with polarization quality basis sets 
were used for all ligand atoms (S, C and H),45 while the Au atoms were modelled 
using the energy-consistent relativistic pseudopotential as developed by Andrae et al 
(to treat the core electrons);46 the remaining [8s7p6d] valence electrons were treated 
explicitly with optimised basis sets, as described by Doll et al.47 
The starting position of the radical electron on each molecule at the start of the 
single-point energy or geometry optimisation calculations was always positioned on 
the Au atom, with the spin configuration locked for at least 3 self-consistent field 
(SCF) cycles, ensuring that the total number of SCF cycles outnumbered the number 
of cycles for which the spin state was locked. Due to defining the starting position 
and spin state (α, up, or β, down) of the radical electron on each molecule, the cell 
symmetry was required to be reduced to P1, thus every atom in the unit cell was 
spatially independent, increasing the computational resources required to study the 
material. 
As will be discussed in Section 4.5.1, polymorph 2 of Au(bpedt)2 is structurally 
distinctive from the previously-known polymorph, 1, with a much smaller unit cell 
and only two molecules, thus two Au centres, per unit cell. This results in half the 
number of possible spin configurations per unit cell (one antiferromagnetic (AFM) 
and one ferromagnetic (FM); Figure 4.5) and half the total number of atomic 
coordinates requiring optimisation for 2, compared to 1. Therefore, the properties of 
interest of phase 2, including full electronic band structures, were calculated from an 
atomistically-optimised structural model, stemming from optimised wavefunctions 
and k-point grid samplings, using the experimentally-determined atomic coordinates 
Chapter 4 - Investigating the Structural and Electronic Band Structure Response to 
Pressure of Au-dithiolene Mott Insulator Polymorphs 
118 
as the starting model. The structural optimisations were undertaken with 
Monkhorst-Pack nets48 of 4 × 4 × 4 using the B3LYP,49 HSE06,45, 50, 51 and PBE0 
functionals,52 and 8 × 8× 8 for the PBE functional,53 corresponding to a maximum grid 
spacing of ca. 0.04 Å-1 and 0.02 Å-1 respectively and to 36 and 260 k-points in the 
irreducible BZ respectively, such that the total energy difference obtained by using 
larger Monkhorst-Pack nets was smaller than 10-7 Hartree.  
 
Figure 4.5: Schematic indicating the spin configurations tested for each unit cell of the two phases 
(1 and 2) of Au(bpedt)2. Orange sections indicate the conductive layer down the ab plane, whereas 
grey sections indicate the insulating layer along the c axis directions. Circles represent the radical 
electron site on each molecule. 
The optimisation calculations on 2 were originally undertaken with optimisation of 
both the unit cell parameters and atomic coordinates; however, excessive contraction 
of the unit cell due to the inclusion of the required D3 dispersion correction was 
observed, and therefore the results of atom-only optimisations, in which the unit cell 
parameters remained constrained to the experimental values, will be discussed 
herein. All other optimisation criteria were used as default for CRYSTAL17 (default 
total energy convergence threshold during optimisation (TOLDEE) of 10-7 Hartree, 
tolerance of the RMS of the gradient (TOLDEG) of 3x10-4 Hartree and tolerance of the 
RMS of the atomic displacements (TOLDEE) of 1.2x10-3 Hartree).54 
As will be discussed in Sections 4.5.2 and 4.5.3, properties of interest were also 
calculated for 1, using the same array of functionals as for 2. However, due to the 
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higher number of spatially independent atoms in the unit cell, geometry optimisation 
calculations were beyond the computational resources available for this investigation. 
Therefore, all calculation results shown for 1 were produced from single-energy 
calculations on the experimentally determined structures, without optimisation of the 
k-point sampling. The wavefunction optimisation and single point energy 
calculations were thus only undertaken with a Monkhorst-Pack net47 of 4 × 4 × 4 for 
all five functionals, corresponding to 36 k-points in the irreducible BZ and a 
maximum grid spacing of ca. 0.04 Å-1, for all four possible spin configurations (three 
AFM, one FM; Figure 4.5). Therefore, the spin configurations studied only take into 
account those possible between sites within each unit cell and do not take consider 
spin configurations formed between sites across neighbouring unit cells. Studying all 
possible spin configurations that transcend unit cell boundaries would require 
supercell models to be devised, thus increasing the number of molecules in each 
model and increasing the number of models to be studied, considerably increasing 
the complexity of the problem at hand.  
Previous work, in the literature and in Chapter 3, have shown that HSE06 is the most 
appropriate with respect to determining the optimised unit cell parameters and size 
of the electronic band gap,55-57 and thus the main focus of the results section will be 
on the output from the calculations using the HSE06 functional.  
4.4.3: Isolated molecule (Gaussian) calculations 
Hybrid DFT calculations for Au(bpedt)2 were performed using the Gaussian09 
package,58 undertaken using the unrestricted hybrid UB3LYP functional,49 with the 
SDD basis set and effective core potentials for Pt and the 6-311G** basis sets for the 
H, C and S atoms. The initial atomic coordinates were taken from one molecule of the 
ambient pressure structure of polymorph 1.36  
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4.5 Results and Discussion 
4.5.1 X-ray crystallography 
The high-pressure diffraction experiments undertaken using synchrotron radiation 
revealed that the newly synthesised batch of single crystals of Au(bpedt)2 were 
indeed of a previously-undiscovered polymorph. Phase 2 of the Au(bpedt)2 was 
determined to be crystallised in the P21 space group (a = 11.67(3) Å, b = 7.4328(16) Å, 
c = 14.529(8) Å, β = 113.00(16)°), with two Au centres per unit cell. 
Due to the subpar quality of crystals available, the diffraction data obtained during 
the series of synchrotron diffraction experiments on 2 suffered from relatively low 
intensity (I/σ < 5) and high Rint values (> 14 %) throughout the pressure series. 
Furthermore, a suitable single crystal of 2 has not been obtainable since the beamtime 
session to record diffraction data, and thus solve the structure, at ambient pressure. 
Therefore, all discussion in terms of the rate of compression of 2 is with respect to the 
structure obtained from the diffraction data collected at the lowest pressure point of 
0.11 GPa.  
The crystal packing of 2 (Figure 4.6A) is similar to that of 1 in that there is a 
herringbone arrangement between neighbouring molecules, with zig-zag stacking of 
molecules down the b-axis direction. This stacking along the b axis direction results 
in a similar array of intermolecular Au···S and S···S contacts as to that seen in 1, with 
the shortest being on the order of 3.6-4.4 Å (Figures 4.6B and 4.6C). The main 
difference between the crystal packing of 1 and 2 stems from the inter-chain 
relationship; 2 completely lacks short S···S contacts in the a axis direction, thus 
possessing insulating layers along both the a and c axis direction. Since S···S 
interactions have been cited as the possible source of electronic communication in this 
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material,1 a piezoresistive response should be possible for 2. Nevertheless, its 
structural and band structure response to pressure requires comparison to that of 1 
to understand how the extent and directionality of these S···S interactions influences 
the property behaviour of these materials.  
 
Figure 4.6: Crystal packing of Au(bpedt)2 in the P21 phase, as viewed along the ac (A) and ab (B) 
planes. Interactions between neighbouring Au and dithiolene rings along the b axis are shown with 
the green dashed lines in (B), while (C) highlights the shortest intermolecular Au···S and S···S 
interactions between molecules stacked mostly down the b axis direction. Images created using 
Mercury.35 
Chapter 4 - Investigating the Structural and Electronic Band Structure Response to 
Pressure of Au-dithiolene Mott Insulator Polymorphs 
122 
Upon the application of increasing pressure up to 1.18 GPa, compression was 
observed along all three unit cell directions, after which the diffraction quality 
dropped considerably and indexing could not be successfully obtained. The quality 
of the diffraction data meant structure refinements could only be obtained 
successfully for the pressure points up to 0.85 GPa inclusive. Figure 4.7 shows the 
change in the unit cell parameters across the pressure series, as well as the 
comparative compression with respect to the values obtained at 0.11 GPa.  
Despite the inconsistent compression trends and, in some cases, large standard 
deviations observed for the individual unit cell parameters, the pressure series has 
produced a relatively smooth volumetric compression curve for 2, with around 7 % 
compression observed between 0.11 and 1.18 GPa. This rate of compression is slightly 
less than that observed for 1 (ca. 8%) within a similar pressure range. However, the 
apparent agreement between the rate of volumetric compression in the two 
polymorphs hides the varying contributions from compression along each of the unit 
cell parameters. As discussed in section 4.3, the greatest contribution to the overall 
compression of 1 was attributed to the b axis direction (Figure 4.3) throughout the 
entire pressure series.36 While this is the case for 2 at lower pressures, a rapid decrease 
in the a axis parameter above 0.25 GPa results in it displaying a statistically similar 
rate of compression as in the b axis direction at 0.85 GPa and 1.18 GPa. 
It is readily apparent that the poor crystal quality has severely hindered any definite 
conclusions that can be drawn from this high-pressure diffraction study. Higher 
quality crystals would be required if the structural response of 2 was to be 
investigated further. Moreover, the unexpected polymorphism of this material, and 
thus relationship between the two polymorphs, is an avenue for future investigations, 
given that they can be produced by following the same electrochemical crystallisation 
process. The discovery of 2 however has provided an opportunity for the electronic 
properties of the two polymorphs to be compared by solid-state calculations. 
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4.5.2 Ambient-pressure/lowest-pressure solid-state calculations 
Table 4.1 shows the calculated energies for each spin configuration tested for both 
phases, along with the starting and ending spin density across the entire unit cell. The 
AFM(A) and AFM(C) systems of 1 converged to essentially the same energy value (to 
two decimal places), which is unsurprising since the spin configuration down the 
b axis is essentially the same (Figure 4.5). This therefore shows that the phenyl groups 
sufficiently separate the chains to prohibit communication between sites along the 
c axis direction, as suggested in the literature.1 The FM configuration was shown to 
be less energetically stable, calculated as 10.7 kJ mol-1 higher in energy than the 
AFM(A) and AFM(C) configurations, but still maintained its starting spin 
configuration throughout the calculation. This energy difference is considerably 
larger than the lone example for this class of materials found in the literature (5 meV, 
0.48 kJ mol-1),30 and exceeds the thermal energy available at 298 K (2.48 kJ mol-1); thus, 
1 is favoured to display the AFM(A/C) spin configuration. The AFM(B) configuration, 
despite having a spin value of 0 across the unit cell, consists of two isolated chains of 
ferromagnetically-related spins (Figure 4.5), and thus was seen to behave midway 
between the other configurations. Its wavefunction converged at an energy 
5.3 kJ mol-1 higher than the other AFM configurations, and its spin density changed 
from 0 to -1, indicating a final configuration in which spins on neighbouring 
molecules along one half of the chains converted to an anti-parallel relationship. 
The calculations on 2 revealed an energy difference of 3.6 kJ mol-1 (37 meV) between 
the AFM and FM configurations (Table 4.1), much smaller than that observed for 1, 
but still in favour of the antiferromagnetic state. The total energy per molecule in the 
lowest energy configurations suggest that 2 is the more stable polymorph; however, 
since the values calculated for 1 were determined without optimisation of the k-point 
sampling, this result should be treated with caution. 
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Table 4.1: Summary of single-point energy calculations (phase 1) and atom-only geometry 
optimisation calculations (phase 2) of Au(bpedt)2 indicating the energy difference between different 
spin configurations. 
 




to Lowest Energy 







PHASE 1     
AFM (A) -305415.92 0.00 0 0 
AFM (B) -305415.86 +5.33 0 -1 
AFM (C) -305415.92 0.00 0 0 
FM -305415.81 +10.67 2 2 
PHASE 2     
AFM -152718.76 0.00 0 0 
FM -152718.72 +3.56 1 1 
During the wavefunction optimisation of both polymorphs, the spin density of the 
unpaired electron was seen to shift from its starting position on the metal centre. In 
all cases, the final spin density on the Au metal centre never exceeded 3 %, with the 
majority found residing on the dithiolene rings; this is in good agreement with the 
results of isolated molecule calculations (Table 4.2) and the already published work 
on this material.1 The site of the paired electron is not heavily delocalised across the 
whole molecule, but its strong presence on the sulfur atoms means the S···S contact 
distances previously highlighted must play an important role, not just in terms of the 
crystal packing, but also on whether electron hopping is able to be facilitated. 
Table 4.2: Final total calculated % spin distribution across the various atom types in Au(bpedt)2 in its 
lowest energy AFM and FM configurations in the solid state in both polymorphs, compared to that 
obtained for the isolated molecule. Negative values indicate spin density residing on the atom type 
is antiparallel to the assigned spin. 
Atom Type 
PHASE 1 PHASE 2 Isolated 
Molecule AFM FM AFM FM 
Au 2.2 % 2.3 % 2.3 % 2.2 % -1.5 % 
S 65.8 % 66.2 % 63.0 % 62.7 % 70.7 % 
C (dithiolene rings) 27.6 % 26.7 % 28.1 % 27.6 % 25.4 % 
C (phenyl rings) 5.5 % 5.9 % 7.6 % 8.7 % 6.7 % 
H (all) -0.8 % -1.1 % -0.9 % -1.3 % -1.3 % 
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Figures 4.6 to 4.9 show the calculated electronic band structures, BZ k-point paths, 
PDOS and COHP plots for the lowest energy AFM configuration of 1, the only FM 
configuration of 1, and both configurations of 2. Additional complications are caused 
by the production of separate band structures, PDOS and COHP plots for the α and 
β states. Therefore, the electronic band structures, PDOS and COHP plots for the α 
and β states have been overlaid.  
In the AFM configuration band structures there is direct overlap between α and β 
states, and thus each grey line at the top of the valence band and bottom of the 
conduction band in the band structure for 1 actually consists of four overlapping 
bands (two α and two β), each holding one electron. In the band structure for the FM 
configuration of 1, the α and β states do not directly overlap; each red line in the band 
structure represents two overlapping α bands and blue lines represent two 
overlapping β bands, with one electron occupying each band. The left-hand and 
right-hand sections of the PDOS plots represent the α and β states respectively. The 
sign of the COHP values have been altered so that, for both the α and β states, 
antibonding and bonding interactions are designated by negative and positive values 
respectively. In the COHP plots, a range of intramolecular (Ai···Bi) and intermolecular 
(Ai···Bj) interactions have been examined, with A and B representing the two 
interacting atom types; A and B are the same in some cases. 
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Figure 4.8: Electronic band structure and k-point path (A), projected density of states (B) and COHP 
plot (C) of the non-optimised ambient-pressure structure of Au(bpedt)2 (1) in the AFM(C) state. In 
the electronic band structure, the bands are coloured grey to indicate the overlap between, and 
degeneracy of, the equivalent alpha and beta states.  
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Figure 4.9: Electronic band structure and k-point path (A), projected density of states (B) and COHP 
plot (C) of the non-optimised ambient-pressure structure of Au(bpedt)2 (1) in the FM state. In the 
electronic band structure, the bands representing the alpha and beta states are coloured red and 
blue respectively.   
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Figure 4.10: Electronic band structure and k-point path (A), projected density of states (B) and COHP 
plot (C) of the optimised 0.11 GPa structure of Au(bpedt)2 (2) in the AFM state. In the electronic band 
structure, the bands are coloured grey to indicate the overlap between, and degeneracy of, the 
equivalent alpha and beta states.  
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Figure 4.11: Electronic band structure and k-point path (A), projected density of states (B) and COHP 
plot (C) of the optimised 0.11 GPa structure of Au(bpedt)2 (2) in the FM state. In the electronic band 
structure, the bands representing the alpha and beta states are coloured red and blue respectively.   
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The first important observation is that the calculated band structures for both phases 
show the presence of Hubbard sub-bands; the highest occupied bands consist of half 
of the unpaired electron α and β states in the AFM configurations and only α states 
in the FM configurations, while the lowest unoccupied bands represent the remaining 
half of the α and β states in the AFM configurations and only β states in the FM 
configurations. As expected for Hubbard sub-bands, the shape of the bands, in terms 
of the extent of delocalisation along the BZ k-point path, and the atomic contributions 
to the PDOS show that these bands are spatially similar.  
The majority of delocalisation in the sub-bands of both polymorphs is seen along the 
reciprocal b axis direction, namely Г⟶Y, A⟶B and D⟶E, indicating that the 
strongest intermolecular interactions are along this direction, with some 
delocalisation also observed along the reciprocal a axis direction for 1. The sub-bands 
mainly consist of contribution from the S and C atoms in the dithiolene rings, in good 
agreement with the atomic contribution to the unpaired spin density previously 
discussed (Table 4.2). The COHP plots show that the main contribution to the 
sub-bands are from intramolecular interactions. Nevertheless, there is evidence of 
weak intermolecular interactions, mostly from S···S contacts, which is unsurprising 
given the crystal packing does not facilitate significant overlap between Au centres. 
These results justify the identification of the S···S contacts along the a and b directions, 
especially the latter in the case of 1, from the structures obtained from the diffraction 
experiments, and their importance for facilitating conductivity in the two 
polymorphs, given they are the largest contributors towards connectivity between the 
localised sites. 
The hybrid DFT HSE06 functional calculated that for all possible spin configurations 
of both phases, Au(bpedt)2 can be described as a Mott insulator with a non-zero band 
gap at the lowest pressure in their respective pressure series. The sub-band gap for 1 
in the AFM(C) configuration was calculated as 0.53 eV, with narrow W values of 
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0.21 eV (Table 4.3). On the other hand, the W values calculated for FM configuration 
were much larger, thus resulting in a smaller sub-band gap of 0.13 eV. The larger 
bandwidths in the FM configuration stems from a splitting of the bands, compared to 
the AFM configuration in which all bands within the same energy level overlap 
completely, the explanation for which has not yet been determined. Whilst possessing 
a similar U value to 1, the W values of 2 are lower for both spin configurations 
(Table 4.3), hence resulting in larger sub-band gaps of 0.53 eV and 0.36 eV for the 
AFM and FM configurations respectively. The difference in the bandwidths between 
the two polymorphs stems mainly from the differing extents of delocalisation along 
the b axis direction; it appears that the specific crystal packing in 1 facilitates 
molecular arrangements that in turn allow for more extensive S··· orbital overlap. 
Table 4.3: Calculated U, W and sub-band gap values for the lowest energy spin configurations of 







(eV) Lower Upper 
1 
AFM 0.71 0.21 0.21 0.50 
FM 0.75 0.50 0.74 0.13 
2 
AFM 0.65 0.12 0.11 0.53 
FM 0.75 0.30 0.48 0.36 
An experimental activation energy for 1 of 0.11 eV has previously been reported,1 thus 
corresponding to a sub-band gap of double that value;59 the calculated sub-band gaps 
for the AFM configurations of both phases are therefore in reasonable agreement with 
this value, although the calculations appear to show Au(bpedt)2 to be a stronger Mott 
insulator than observed experimentally. Nevertheless, these calculations have 
provided a more accurate representation of this material as a Mott insulator 
compared to previous calculations using Extended Hückel Theory which predicted 
the material to exhibit the metallic state at ambient conditions,1, 60 due to limitations 
of the latter method in not treating electron correlation explicitly.61, 62 
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4.5.3 High-pressure solid-state calculations 
Similar hybrid DFT calculations were undertaken on higher-pressure structures of 1 
and 2 to determine the response of the bandwidths and sub-band gap to the 
application of pressure. The calculated bandwidths and sub-band gaps of 1 and 2 at 
various pressure points throughout their respective pressure series are presented in 
Figure 4.12. The value of U throughout the pressure series is also shown in the graph, 
determined by calculating the energy difference between the midpoint of each 
Hubbard sub-band, as shown in Figure 4.1.  
 
Figure 4.12: U, W and sub-band gap values for the lowest energy AFM configuration of both phases 
of Au(bpedt)2 throughout their respective pressure series. 
In general, the bandwidth values of the upper and lower sub-bands were seen to 
increase across the pressure series; this is expected result, as compression of the 
solid-state structure would lead to smaller intermolecular separation and thus 
enhance intermolecular orbital overlap. Furthermore, the U values were determined 
to decrease throughout the pressure series for both polymorphs, thus indicating that 
compression of the material resulted in a decrease in on-site repulsion. Both of these 
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trends lead to the desired result of sub-band gap compression across the pressure 
series for both polymorphs. 
The sub-band gap for the lowest energy AFM configuration of 1 decreased from 
0.50 eV to 0.29 eV between ambient and 1.60 GPa; based upon these results the 
Mott-Hubbard transition would not occur until around 4 GPa, however this has not 
taken into account any slowing of the rate of volumetric compression at higher 
pressure. The rate of change in the sub-band gap over this pressure range was 
consistent between all three hybrid DFT functionals used, with the difference between 
the functionals solely originating from the value of the ambient pressure sub-band 
gap. Therefore, if the HSE06 functional was indeed overestimating the sub-band gap 
in this case, and the experimental band gap was instead considered, the extent of 
compression observed would see the metallic state formed at around 1.60 GPa.  
On the other hand, 2 displayed a very poor response to pressure, with the sub-band 
gap only decreasing from 0.53 eV to 0.48 eV between 0.11 GPa and 0.85 GPa, with 
almost no increase in the bandwidth of the lower sub-band. While 2 was shown to 
exhibit slightly lower compression than 1, both volumetrically and along the 
directions associated with S···S interactions, this is not expected to account for such a 
large discrepancy in the bandwidth responses between the two polymorphs. 1 
appears intrinsically to possess greater delocalisation in its band structure, seemingly 
from a greater extent of orbital overlap derived from shorter S···S contacts and more 
favourable intermolecular arrangements. 
The FM configurations for both phases revealed stronger responses to pressure, with 
1 actually forming the metallic state by 0.73 GPa with the sub-band gap closing 
completely, facilitated by relatively large increases in the bandwidths of both 
sub-bands. While this result is promising, the energy hierarchy between spin 
configurations was seen to increase with increasing pressure, to ca. 19 kJ mol-1 and 
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5 kJ mol-1 for 1 and 2 respectively. Therefore, it is highly unlikely to observe a 
Mott-Hubbard transition experimentally originating from the FM spin 
configurations. Furthermore, to emphasise the instability of the FM configuration of 
1, its spin multiplicity was seen to decrease gradually with increasing pressure, 
reaching a value of ca. 1.5 at 1.60 GPa, thus equating to a 70 % decrease in the extent 
of ferromagnetism compared to that calculated for the optimised wavefunction of the 
ambient-pressure structure. 
The stronger overall response in the bandwidth size to pressure seen in 1 across both 
types of spin configuration is not surprising, given that it possesses the greater 
number of intermolecular interactions between neighbouring Au-dithiolene 
components, with two directions of short S···S contacts facilitated by the nature of the 
crystal packing, and it has been shown to exhibit faster unit cell compression, 
compared to the results observed for 2. However, given the discrepancy between the 
experimental and calculated sub-band gaps, it is unknown if 1 can undergo an 
antiferromagnetic insulator-to-metal transition below 2 GPa; more detailed 
calculations and further experimental work will be required to determine its true 
behaviour. 
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4.6 Conclusions 
Utilising the complementary techniques of high-pressure synchrotron X-ray 
diffraction and solid-state hybrid DFT calculations, the structural and electronic band 
structure response to pressure of two phases of Au(bpedt)2 have been characterised, 
up to 1.60 GPa and 0.85 GPa for the P21/c and previously-unknown P21 phases 
respectively. The investigation has revealed that the former undergoes greater unit 
cell compression and survives to higher pressure and, as a result of this and the nature 
of the crystal packing allowing a greater number of weak intermolecular interactions, 
it displayed a stronger electronic response, in terms of the rate of sub-band gap 
compression via bandwidth enlargement. However, these results must be viewed 
with caution. Firstly, the diffraction experiments on the P21 phase was negatively 
affected by poor crystal quality, and thus a clear ordering of unit cell parameter 
compression could not be established and diffraction could not be obtained above 
1.2 GPa; therefore, definite comparisons to the P21/c phase cannot be made. Secondly, 
the size of the Au(bpedt)2 system and the need to reduce the system symmetry to P1 
in order to study all possible spin configurations meant that the electronic band 
structures could only be calculated from single-point energy calculations in the case 
of the P21/c phase, with full or atom-only geometry optimisation calculations being 
beyond the computational resources available for this investigation. However, the 
results obtained in this work have left a sufficient amount of promise and scope for 
future work. Based upon the rate of sub-band gap compression, it is not unreasonable 
that the P21/c phase could undergo a Mott-Hubbard transition by 2 GPa, and therefore 
high-pressure conductivity measurements will need to be undertaken to ascertain if 
this can be achieved experimentally. Furthermore, the reasoning for the existence of 
two polymorphs, despite stemming from the same electro-oxidation/crystallisation 
procedure must be considered, since this might also present similar complications in 
derivative compounds of Au(bpedt)2 or other Au-based Mott insulator materials. 
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5.1 Synopsis 
This chapter will focus on a heterocyclic open-shell system which exhibits magnetic 
bistability upon exposure to varying temperature or light, which offers control of 
magnetic properties over a wide hysteresis loop. Herein, high-pressure X-ray 
diffraction experiments were undertaken to investigate whether the structural phase 
transition facilitated by temperature can also be observed under the application of 
pressure. Results were complemented by semi-empirical PIXEL calculations to 
provide an energy hierarchy of the intermolecular interactions in this material at 
ambient-pressure and high-pressure conditions. 
5.2 Disclaimer 
The crystal samples of 1,3,5-triathia-2,4,6-triazapentalenyl (TTTA) for this work were 
provided by Asato Mizuno (obtained PhD degree from Nagoya University, Japan, 
2015-2018). 
5.3 Introduction 
Magnetism is another property of materials which can be exploited for its response 
to the application of external stimuli. There is considerable interest in materials that 
possesses two structural phases, each with different magnetic properties, which can 
coexist within a certain range of experimental conditions; this trait is known as 
bistability, and materials that exhibit this behaviour have been explored for potential 
application in memory or sensory devices.1-4 One well-known example of magnetic 
functional materials are spin-crossover transition metal complexes,5, 6 in which an 
external stimulus (temperature, light, or pressure)7-11 causes a transition of the 
d-electron configuration between high-spin and low-spin configurations, which thus 
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alters the magnetic properties of the complex and has an associated structural change 
in the metal coordination geometry and metal-ligand bond lengths.12 While this 
phenomenon was first observed in iron dithiocarbamate complexes in the 1930s,13, 14 
the field has since expanded with investigations on various classes of transition 
metal-based materials, such as metallic grid complexes,15-19 polymers,20, 21 and 
framework materials.22-25 The field of magnetic materials has also expanded to look at 
organic molecular magnets,26, 27 consisting of neutral molecular radicals synthesised 
with sufficient steric and electronic hindrance so that the unpaired spins remain 
monomeric, with the aim of achieving changes in magnetism through the ordering or 
disordering of the unpaired spins throughout the crystal structure as they respond to 
the external stimuli. One class of organic molecule magnets of considerable interest 
are the heterocyclic thiazyl π-type radicals which include, but are not limited to, 
molecules containing the 1,3,2-dithiazolyl (DTA) functional group; these have been 
shown to exhibit a variety of gradual, abrupt, hysteretic and non-hysteretic spin 
transition behaviours.28-35 
One DTA material of interest, which will be sole focus of this chapter, is 
1,3,5-triathia-2,4,6-triazapentalenyl, hereafter referred to by the established literature 
abbreviation TTTA. This planar molecular system consists of two interconnected 
5-membered aromatic rings of C, N and S atoms (Figure 5.1A).36 The radical electron 
is formally designated onto the N atom on the –S–N−S− moiety, but has been shown 
to be more delocalised across the entire molecule, primarily on all three atoms of that 
moiety.37, 38 TTTA is a molecule of considerable interest and multiple publications 
have investigated its magnetic properties at various experimental conditions. Firstly, 
TTTA was shown to display a magnetic phase transition, between a high temperature 
(HT) paramagnetic phase and low temperature (LT) diamagnetic phase.37, 38 The 
magnetic phase transition has an associated structural phase transition, between a 
P21/c polymorph at HT, which is also the phase in which it crystallises at room 
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temperature (RT), and a P1̅ polymorph at LT (Figures 5.1B and 5.1C), with a minimal 
volumetric difference between the two polymorphs.37, 38 Both polymorphs are 
dominated by the presence of columns of π-stacking interactions, with regular 
π-stacks (···A···A···A···A···)n in the P21/c polymorph (Figure 5.1B) and with distorted 
π-stacks which include fully-eclipsed π-dimers (···A-A···A-A···)n in the P1̅ polymorph 
(Figure 5.1C). The molecules within the eclipsed dimer are not precisely parallel; a 
shorter contact distance is observed between the overlapping –S−N−S− moieties 
(3.2739(29) Å) compared to the overlapping –N−S−N− moieties (3.5064(9) Å),37 which 
has been attributed to interaction between the unpaired electrons on each molecule, 
since they are mostly located on the −S−N−S− moieties. (Figure 5.1D).39 
 
Figure 5.1: A: Molecular structure of TTTA. B: Crystal packing (above) and intra-column molecular 
separation (below) in the P21/c (HT) phase of TTTA (adapted from CSD reference SAXPOW05).37 C: 
Crystal packing (above) and intra-column molecular separation in the P1̅ (LT) phase of TTTA (adapted 
from CSD reference SAXPOW06).37 D: Eclipsed dimer in P1̅ (LT) phase, showing slight distortion in 
parallel arrangement of dimer. Images created using Mercury.40 
Between the columns of TTTA molecules, formed by the π-stacking interactions, there 
are multiple types of lateral interactions, generally described by short S···N contact 
distances that range between 2.9 Å and 3.7 Å, and are thus comparable to their 
combined van der Waals radii (ca. 3.4 Å).41 That said, there is a considerable difference 
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between the inter-column arrangements in the two phases; in the P1̅ phase, all 
molecules are approximately parallel with their neighbours with the small deviations 
from true parallelism caused by the aforementioned shorter intermolecular N···N 
distances in the eclipsed dimer, whereas in the P21/c phase the molecules are stacked 
in a herringbone arrangement with some inter-column stacking angles of ca. 42° (as 
shown in Figure 5.2). 
 
Figure 5.2: Two different views of the packed crystal structure of the P21/c phase of TTTA. LEFT: All 
green lines indicate neighbouring molecules which are parallel, while all orange lines indicate 
neighbouring molecules which are related by an angle of 41.83(2)°. RIGHT: Examples of each of the 
angular relationships between neighbouring molecules, with the plane colours indicating the angle 
between the two molecules. Images created using DIAMOND.42 
In both phases, the interactions between neighbouring unpaired spins along the 
π-stacking direction have been deemed to be antiferromagnetic: very strong in the 
case of eclipsed dimer in the LT phase, and only moderate in the HT phase.43-45 While 
the magnetic coupling constants of the inter-column interactions have been calculated 
to be considerably lower,41, 43, 44 they have been deemed to be of sufficient energetic 
strength to stabilise the crystal packing arrangements of both polymorphs and thus 
cause a wide magnetic hysteresis loop to be exhibited by the material; the HT⟶LT 
and LT⟶HT transitions occur abruptly at T↓ = 230 K and T↑ = 305 K respectively, and 
therefore the material displays magnetic bistability with both polymorphs observable 
at room temperature (RT).37 However, neither the intra-column nor the inter-column 
interactions have been quantified from the perspective of intermolecular energies. 
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More recent investigations have focused on revealing more intricate details of the 
behaviour of each polymorph and thus of the phase transition itself. Firstly, at LT the 
energy minimum is represented by the P1̅ polymorph, with the P21/c phase acting as 
the transition state between the degenerate (···A-A···A-A···)n and (-A···A-A···A-)n 
π-stacking configurations of the P1̅ polymorph.33, 46 However, as highlighted 
previously, this transition is associated with a major inter-column rearrangement, and 
thus at lower temperatures the structure is trapped in the P1̅ polymorph. This 
explains the high temperatures required for the LT⟶HT transition. At higher 
temperatures, the transition to the P21/c phase occurs, and that polymorph is 
stabilised by considerable vibrational entropy caused by pair-exchange dynamics 
(PED) within the π-stacking columns.33, 46 In other words, in the P21/c phase, the 
regular π-stacking columns obtained from X-ray crystallography is only 
representative of the average, and most probable, structure; the material is actually 
converting between (···A-A···A-A···)n and (-A···A-A···A-)n dimer configurations on the 
picosecond timescale.46 However, it should be noted that the dimerisation occurring 
in the P21/c polymorph is different to that in the P1̅ phase, given that the inter-column 
interactions in the P21/c phase are being maintained with this PED behaviour.45 The 
PED behaviour, along with the strength and nature of the inter-column interactions, 
has therefore been cited as the cause for the considerably lower HT⟶LT transition 
temperature, and also has been shown to affect the magnetic coupling constants 
observed in the P21/c phase.45 Taking the PED behaviour into account, new 
intra-column coupling constants were calculated (ca. -440 cm-1),45 which were about 
twice as strong as those determined from the static X-ray crystallographic model,43, 44 
but still considerably less than those calculated for the eclipsed dimer in the P1̅ 
polymorph (ca. -2200 cm-1).45 
The magnetic phase transition has also been observed under photo-irradiation,47-50 but 
it has not been obtained under the application of pressure. However, the magnetic 
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properties of TTTA have been shown to be responsive to pressure, specifically 
through the gradual suppression of the extent of paramagnetism.51 By 1.5 GPa, the 
highest pressure point of the investigation, the paramagnetism was less than 50 % of 
that observed at ambient pressures.51 If the rate of suppression, which was consistent 
throughout the pressure series, was maintained to even higher pressures it is 
expected that the paramagnetism would be completely supressed by 3 GPa. Another 
response to pressure was observed in the transition temperatures, which were seen 
to increase to T↓ ≈ 275 K and T↑ ≈ 330 K by 1.5 GPa.51 From these results, further 
increases in pressure would see T↓ move to within the range of room temperature. It 
has been stated in the literature that the magnetic phase transition is driven by the 
application of pressure,28 however it has not yet been achieved to completion. 
Furthermore, it is currently uncertain if the structural component of the phase 
transition also occurs at a critical pressure, once T↓ has increased to a sufficient value. 
5.3.1 Aim of research 
In light of the fact that currently no structural response of TTTA to pressure has been 
reported in the literature, the primary objective of this current study was to utilise 
high-pressure diffraction experiments to investigate if the same structural phase 
transition observed under photo-irradiation and variable temperature conditions is 
also enabled by high-pressure. This new-found information would ideally provide a 
connection to the paramagnetic suppression observed in this material as a response 
to pressure. Furthermore, semi-empirical PIXEL calculations have been undertaken 
to determine the energetic hierarchy of the intermolecular interactions in the crystal 
structures of both polymorphs of TTTA, an alternative perspective to the magnetic 
interaction hierarchy already reported in the literature.43-45 By specifically considering 
the relative strengths of the strongest π-stacking and inter-column interactions, there 
is the expectation that the claims in the literature regarding the source of the wide 
magnetic hysteresis behaviour could be clarified.  
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5.4 Methods 
5.4.1 Ambient-pressure X-ray crystallography 
Ambient pressure diffraction data was obtained at room temperature from a full 
sphere collection on a single crystal of TTTA, utilising a series of ω scans, on a Bruker 
SMART APEX II in-house laboratory diffractometer with monochromated Mo-Kα 
X-ray radiation (λ=0.71073 Å, 17.4 keV). These sets of data were integrated using the 
program SAINT, with the SADABS absorption correction.52, 53 Sir92 was utilised for 
the structure solutions within CRYSTALS, with all data refined against F2.54, 55 All 
non-hydrogen atoms were refined anisotropically. 
5.4.2 High-pressure X-ray crystallography 
High-pressure diffraction experiments were undertaken on a single crystal of TTTA, 
loaded in a modified Merrill-Bassett diamond anvil cell alongside a ruby crystal 
(acting as the in-situ pressure calibrant) and the hydrostatic pressure transmitting 
medium Daphne 7474 (a mixture of silicone oil and 2,2,8,8 tetra-alkylsilane).56-61 The 
high-pressure diffraction data were obtained on the Diamond Light Source I19 EH2 
beamline,62 utilising a Newport 4-circle κ-geometry diffractometer, installed with 
Pilatus 300 K detector, and tuneable monochromatic X-ray radiation set to 0.4859 Å 
(25.5 keV) at various pressures up to 4.56 GPa. Data were collected on a series of ω 
scans, adapted to avoid shading of the detector from the cell body, with a step size 
and exposure time of 0.2 and 0.2 s respectively. Data reduction (integration and 
absorption correction) was undertaken using the CrysAlisPro software suite.63 
The structure solutions for the high-pressure data was carried out using CRYSTALS.55 
The ambient pressure-structure was used as the input model, with the structure 
allowed to refine against each high-pressure data set and adjust to the updated unit 
Chapter 5 - Investigating the High-Pressure Structural Response and Energy Hierarchy of 
Solid-State Intermolecular Interactions of 1,3,5-triathia-2,4,6-triazapentalenyl 
149 
cell parameters. All 1,2 and 1,3 distances were restrained. Moreover, planar, 
vibrational and thermal similarity restraints were applied across the TTTA molecule. 
The data was refined against F2 with anisotropic atomic displacement refinement for 
non-hydrogen atoms in all cases.  
5.4.3 PIXEL calculations 
Literature structures and structures obtained from the ambient and high-pressure 
diffraction experiments in this investigation were used as the starting models to 
calculate the molecular electron density in both polymorphs of TTTA by quantum 
mechanical calculations using the GAUSSIAN09 program with the 
literature-established MP2/6-31G** level of theory and basis set combination.64, 65 The 
electron density model for each individual structure was then assigned to the 
PIXEL-C component of the CLP-PIXEL suite,66, 67 which allowed for the calculation of 
the dimer and lattice energies. For all the structures investigated, the entire process 
was streamlined by the MRPixel program,67 which automated the process of file 
generation, transferring files to and from the computing cluster required to run the 
molecular electron density calculations and starting the calculation procedure within 
PIXEL-C, resulting in the final output files with all lattice and interaction energies 
calculated and listed. 
Interactions were only considered for molecules that had a centroid position at a 
distance of up to 15 Å from the central reference molecule. The molecular electron 
density on each molecule was split into cubed pixels, with dimensions of 0.08 Å, 
which were then later combined into blocks of 3 × 3 × 3 superpixels (in other words, 
the condensation level of 3 used). This combination of density step size and 
condensation level, optimised for this system, was in line with those established in 
the literature.68  
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5.5 Results and Discussion 
5.5.1 Ambient-pressure and high-pressure X-ray crystallography 
At ambient pressure, the structure of the expected P21/c polymorph of TTTA was 
obtained successfully. The structural response of TTTA to pressure was examined by 
undertaking a series of synchrotron X-ray diffraction experiments on TTTA at various 
pressures up to 4.56 GPa. The extent of each unit cell parameter compression was 
determined by comparing the unit cell parameters at each pressure point with those 
obtained at ambient pressure; Figure 5.3 shows the compression curves for all unit 
cell parameters throughout the pressure series. 
 
Figure 5.3: Compression curves of each of the unit cell parameters (a, triangle; b, diamond; c, closed 
circle; beta, open circle; volume, square) of TTTA throughout the pressure series up to 4.56 GPa, in 
comparison to the unit cell parameters obtained at ambient conditions. Error bars are smaller than 
the symbols used. 
Throughout the entirety of the pressure series, TTTA exhibited very smooth 
compression, especially in terms of the unit cell volume and b axis parameter. Over 
19% volumetric compression was observed by 4.56 GPa, after which no further 
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diffraction reflections were obtained, attributed to surpassing the hydrostatic limit of 
the pressure transmitting medium.59, 60 This extent of volumetric compression up to 
4.56 GPa equates to a bulk modulus (𝐵) of 9.0(4) GPa, when the pressure-volume data 
is fitted to the 3rd-order Birch-Murnaghan EoS,70 which is comparable to those 
obtained for other molecular spin-crossover materials.71, 72 The majority of 
compression was attributed to the b axis direction, with it achieving 12 % compression 
by the final pressure point; this corresponds to a decrease in the b axis parameter, and 
thus in the intermolecular separation in the π-stacking columns, from 3.7100(2) Å to 
3.2672(6) Å. The a and c axis directions, which contribute to the side-by-side and 
head-to-tail inter-column interactions of TTTA molecules respectively, showed lesser 
extents of compression, ca. 4 % each by 4.56 GPa. At lower pressures the difference in 
compression between the two axes is larger, in favour of the c axis, but the two curves 
appear to converge towards higher pressures. No significant change was observed in 
the beta angle across the pressure series.  
The main conclusion from the series of high-pressure diffraction experiments is that 
no structural phase transition was observed to the P1̅ phase as seen upon cooling or 
to a previously-undiscovered polymorph, despite well-exceeding the pressure at 
which it is hypothesised that the paramagnetism would be completely quenched. 
Without magnetism data above 1.5 GPa, it is uncertain if the suppression of the 
paramagnetism continues at the same rate as below 1.5 GPa, but the results of the 
high-pressure diffraction experiments have clearly proven that the gradual rate of 
paramagnetic suppression is not associated with a structural phase transition within 
the pressure range up to 4.6 GPa. 
5.5.2 PIXEL calculations on ambient-pressure structures 
Utilising the PIXEL method, the energetically-dominant intermolecular interactions 
within the room-temperature crystal structures of both polymorphs of TTTA have 
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been determined. In the case of the P21/c polymorph, the ambient-pressure structure 
determined in this study was utilised as the model for electron density calculation. 
Within the set radius of 15 Å around the central reference molecule, a total of 70 
unique interactions were found in the ambient-pressure structure of the P21/c phase, 
over half of which had duplicates due to symmetry. The nine strongest interactions 
had total energy values stronger than 2.5 kJ mol-1; the component and total energies 
of each of these interactions are shown in Table 5.1, and Figure 5.4 shows a graphical 
representation of the dimers representing each of these interactions. 
Table 5.1: Intramolecular separation distances, component and total energy terms for the nine 




















1 3.71 -10.8 -8.5 -46.3 47.4 -18.2 
2 5.52 -25.4 -8.9 -24.6 41.8 -17.1 
3 6.73 -19.5 -6.6 -17.4 26.3 -17.1 
4 5.17 -4.6 -2.1 -17.5 13.2 -10.9 
5 7.54 -8.8 -4.4 -12.5 16.8 -8.9 
6 5.82 -6.8 -5.9 -17.1 22.5 -7.4 
7 7.14 -5.1 -3.0 -12.8 14.3 -6.5 
8 7.00 -0.1 -0.3 -5.2 1.4 -4.3 
9 8.18 -0.4 -0.2 -2.7 0.5 -2.8 
Interaction 1 was clearly identified as the π-type dispersion-dominated interaction 
between slipped overlapping molecules previously identified in the literature 
responsible for the stacking columns along the b axis direction. This interaction was 
identified as having the strongest magnetic coupling constant by far in P21/c phase; 
however, the PIXEL calculations, which instead calculate the energetic strength of the 
interactions in the crystal structure, have revealed an interaction energy hierarchy in 
which the three strongest interactions are very similar in energy. Interactions 2 and 3 
have been identified as two different types of inter-column interactions, both of which 
calculated as having a higher contribution towards the total interaction energy from 
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the Coulombic energy term, due to the short N···S contact distances, rather than the 
dispersion energy term as seen for interaction 1. Interaction 2 corresponds to the 
primary interaction between columns within the unit cell, whereas interaction 3 is the 
strongest interaction responsible for linking columns between unit cells.  
 
Figure 5.4: Strongest identified intermolecular interactions in the ambient pressure HT phase of 
TTTA, with colour identifiers to match those used in the energy framework diagram in Figure 5.3. 
Images created using DIAMOND.42 
Figure 5.5 shows how the combination of these three interactions alone account for 
the connectivity between most of the molecules in the crystal structure; the images in 
this figure are classed as energy frameworks, which show the directionality of 
intermolecular interactions throughout the crystal structure, with the thickness of the 
lines indicating the strength of the interactions between the molecule centroids scaled 
to correspond with the interaction energy. Unlike interaction 1, which is exclusively 
aligned to the b axis direction, interactions 2 and 3 possess contribution from all three 
axis directions. The only other almost uni-directional interaction is interaction 5, 
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responsible for linking columns along the c axis direction. The five other strongest 
interactions, which have not been discussed until now, are seen to fill in the gaps 
between molecules already connected by interactions 1, 2, 3 and 5. The energy 
frameworks presented in Figure 5.6 show a substantially more complex 
representation of the crystal structure, once the contribution from all nine of the 
strongest interactions have been considered.  
 
Figure 5.5: Energy framework of the ambient pressure HT phase structure of TTTA, viewing along, 
or cutting through, various directions of the crystal structure, consisting of only the strongest three 
interactions, as calculated by the PIXEL method. Interaction rods are coloured to match the 
interactions shown in Figure 5.4. Images created using DIAMOND.42  
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In the case of the P1̅ polymorph, the literature structure obtained at RT (CSD refcode: 
SAXPOW05) was chosen to be studied.37 Due to the asymmetric unit containing 2 
molecules, this added to the complexity of the calculation through the larger number 
of interactions accounted for. Within the set radius of 15 Å, 247 unique interactions 
were observed, 17 of which had a calculated energy stronger than 2.5 kJ mol-1. 
Table 5.2 and Figure 5.7 show the total and component energy values and visual 
representations of a selection of these interactions.  
Table 5.2: Intramolecular separation distances, component and total energy terms for a selected 




















1 3.784 -10.1 -7.8 -44.1 43.0 -18.9 
2 6.656 -22.6 -7.7 -18.6 31.5 -17.4 
3 5.417 -34.1 -13.2 -28.9 58.9 -17.2 
4 5.112 -2.9 -1.2 -14.8 8.1 -10.8 
5 7.531 -6.6 -3.4 -11.3 13.7 -7.5 
6 7.531 -4.8 -2.6 -10.0 10.1 -7.3 
7 7.538 -4.5 -2.3 -9.5 9.2 -7.2 
8 5.912 -7.7 -6.8 -17.8 25.5 -6.8 
9 7.202 -4.3 -3.7 -13.2 14.7 -6.6 
18 3.409 -26.7 -22.3 -61.7 108.5 -2.2 
 
Figure 5.7: Selection of intermolecular interactions in the ambient-pressure P1̅ phase of TTTA, with 
the dashed lines indicating the specific interaction between dimers in the asymmetric unit. C, N and 
S atoms are coloured black, blue and yellow respectively. Images created using DIAMOND.42 
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Figures 5.8 and 5.9 show the energy framework of the P1̅ polymorph constructed of 
the three strongest interactions (plus interaction 18) and the nine strongest 
interactions (plus interaction 18) respectively. 
 
Figure 5.8: Energy frameworks of the P1̅ polymorph of TTTA, viewed along the a and b axes, 
constructed by interactions 1, 2, 3 and 18, as calculated by the PIXEL method, according to the 
descriptions set in Table 5.2 and Figure 5.7. Images created using DIAMOND.42 
 
Figure 5.9: Energy frameworks of the P1̅ polymorph of TTTA, viewed along the a, b and c axes, 
constructed by interactions 1-9 and 18, as calculated by the PIXEL method, according to the 
descriptions set in Table 5.2 and Figure 5.7. Images created using DIAMOND.42 
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The results of the calculation interaction energies in the P1̅ polymorph present a 
similar picture to that observed for the P21/c polymorph in that the strongest 
interaction is the slipped π-stacking interaction, which has a similar net energy value 
to the strongest inter-column interactions. The interaction representing the eclipsed 
π-stacked dimer, shown in the literature to be the strongest magnetic interaction 
across both polymorphs,44, 45 has been calculated by the PIXEL method to have a weak 
net interaction energy of -2.2 kJ mol-1. This net energy value hides the large attractive 
and repulsive energy component terms cancelling each other out due to the direct 
overlap of the molecules in the dimer, rather than it being an inherently weak 
interaction such as those seen over very large separation distances. Thus, in a similar 
manner to the P21/c polymorph, describing the crystal structure from the viewpoint 
of intermolecular energy provides a different perspective on the construction of the 
P1̅ polymorph and highlights the relative strength of the inter-column interactions. 
5.5.3 PIXEL calculations on high-pressure structures  
Given that structure solutions of the P21/c polymorph were successfully obtained up 
to 4.56 GPa, PIXEL calculations were undertaken on all the high-pressure structures 
to examine the change in the total lattice energy and individual dimer interaction 
energies across the pressure series. The total lattice energy values, along with their 
component energies terms, across the pressure series is shown in Figure 5.10. 
Throughout the pressure series, the total lattice energy was seen to steadily increase, 
from -75.4 kJ mol-1 to -32.9 kJ mol-1 (i.e. becoming less stabilised), driven by the 
increase in the repulsion energy term outweighing the combined decrease in the 
attractive energy terms; this is the expected result of the molecules being forced 
together with increasing pressure. If the current rate of change was maintained, the 
lattice energy would not cross to a net repulsive value until ca. 8 GPa. Figure 5.11 
shows the change in the total energy value calculated for each of the nine strongest 
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interactions in this polymorph, as shown in Figure 5.4, with the change in the dimer 
separation distance; shorter interaction distances account for higher pressures. 
 
Figure 5.10: Components energy terms and total lattice energy of the P21/c phase of TTTA, obtained 
by PIXEL method calculations on the experimentally-obtained structures from its pressure series. 
 
Figure 5.11: Total energies of the nine strongest interactions, as calculated for the ambient-pressure 
P21/c polymorph structure, calculated for every structure obtained from the high-pressure X-ray 
diffraction experiments. Smaller intermolecular separations generally equate to higher pressures.  
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As expected, most of the strongest interactions weakened throughout the pressure 
series, exhibiting a similar trend as that for the lattice energies (Figure 5.10), in that 
the strengthening of the repulsive energy term outweighed the strengthening of the 
attractive component energy terms. Interactions 8 and 9 were obvious exceptions, 
with their respective total interaction energy values decreasing as a response to 
pressure. The combination of the relatively-long separation distances associated with 
those interactions and their specific natures, in not facilitating a lot of direct molecular 
overlap, resulted in comparatively less growth of the repulsion energy term with 
decreasing intermolecular separation, thus causing a strengthening of the net 
interaction energy.  
The interaction energy hierarchy identified at ambient pressure in the P21/c 
polymorph (Table 5.1) drastically changed order throughout the pressure series; 
interaction 1, for example, was calculated to be the most responsive interaction to 
pressure, ultimately becoming the weakest of the nine interactions by the end of the 
pressure series. This can be directly linked back to the structural response to pressure, 
in that the b axis was the most compressible crystal lattice direction. The separation 
of molecules in the columns was compressed throughout the pressure series to such 
an extent that the π-stacking interaction was calculated to become net repulsive by 
3.92 GPa. None of the other highlighted interactions reached a net repulsive energy 
value by the end of the pressure series; however, due to considerable alignment with 
the b axis, most showed a consistent weakening throughout the pressure series. Even 
interaction 5, which is mostly aligned with the c axis, despite showing initially a 
sluggish response to pressure with a minimal change in energy between 0.30 GPa and 
1.35 GPa, showed a strong response at the latter stages of the pressure series. 
Nevertheless, the fact that all the inter-column interactions returned a net attractive 
interaction energy even up to the highest pressure of 4.56 GPa could act as an 
explanation for the lack of structural phase transition observed under pressure.  
Chapter 5 - Investigating the High-Pressure Structural Response and Energy Hierarchy of 
Solid-State Intermolecular Interactions of 1,3,5-triathia-2,4,6-triazapentalenyl 
161 
The stabilisation of the P21/c polymorph, as discussed in the introduction, has been 
attributed to the PED behaviour of the π-stacking columns, the rate of which has been 
shown to decrease upon decreasing intermolecular separation.46 Therefore, upon 
compression of the unit cell by pressure, the P21/c polymorph should be destabilised. 
The inter-column interactions, which have been attributed to be the cause of the 
anomalously large hysteresis loop, must play a role in resisting the phase transition 
to the P1̅ polymorph, or to any other polymorph, under pressure. Therefore, the 
gradual suppression of paramagnetism observed under pressure must be caused by 
an alternative phenomenon, most likely by the gradual decrease in separation along 
the π-stacking direction causing an increase in the strength of the antiferromagnetic 
coupling between the neighbouring semi-occupied molecular orbitals.  
In order to clarify these claims, further work would be required, such as further 
molecular dynamics simulations and calculations of magnetic coupling constants 
utilising the structures of the P21/c polymorph obtained at high pressure in this 
current study, to investigate how the PED behaviour and strength of magnetic 
interactions are affected by the compression of the unit cell. Furthermore, magnetic 
experiments up to at least 5 GPa would be necessary to verify the rate of paramagnetic 
suppression until full diamagnetism is achieved, since this has not yet been observed 
experimentally.  
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5.6 Conclusions 
This short study has built upon the considerable number of publications already 
concerning TTTA, by investigating the possibility of a structural phase transition 
under the application of pressure as well as providing an energetic description of the 
hierarchy of intermolecular interactions that build up the crystal structures in both 
the P1̅ and P21/c phases at ambient conditions and the latter at high-pressure. No 
structural phase transition was observed under pressure, with smooth compression 
up to 4.6 GPa, the majority of which was attributed to the π-stacking direction. 
Therefore, the suppression of the paramagnetism in TTTA as a response to pressure 
has been hypothesised to simply stem from decreasing intermolecular separation in 
the π-stacking columns in the P21/c phase, given that its gradual nature matches well 
with the gradual compression of the unit cell observed in this study for the first time.  
The PIXEL calculations calculated an energy hierarchy of the intermolecular 
interactions, revealing that the strongest inter-column interactions are comparable in 
energy to the slipped π-stacking interactions in both polymorphs. While this seems 
to contradict the results in the literature concerning the calculated magnetic coupling 
constants, the two methods are concerned with investigating different properties of 
the material, and thus are in-fact complementing each other rather than providing 
contradictory perspectives. The high relative energetic strength of the inter-column 
interactions calculated in this study have, for the first time, clarified the claims made 
in the literature regarding the importance of the inter-column interactions in causing 
the wide magnetic hysteresis. Furthermore, the lack of the structural phase transition 
under pressure has also been attributed to the strength of the inter-column 
interactions, especially since they have been shown to not be net repulsive at 4.6 GPa. 
This work has provided both a strong contribution to the understanding of this 
already extensively studied material and sufficient scope for future work.   
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This chapter focuses on a distinctively different class of functional material, namely 
metal-organic frameworks (MOFs), and their application for selective gas uptake. 
Unlike the other chapters, only computational methods, in the form of classical-based 
simulations, have been employed herein, but the extensive results gained have 
provided valuable information on quantifying interaction energies to explain the 
phase transition behaviour and apparent selectivity for CO2 adsorption over CH4 in a 
small pore Sc-based MOF. 
6.2 Disclaimer 
The experimental structure solutions of Sc2BDC3, used as starting models for the 
simulations reported herein, were provided courtesy of Dr. Stephen Moggach (now 
based at the University of Western Australia). The DFT calculations reported in 
section 6.3.4, undertaken to determine the energy difference between the two phases 
of Sc2BDC3 and determine guest-framework interaction energies, were carried out by 
Prof. Carole Morrison (University of Edinburgh), building upon the work featured in 
the MChemX final year project report of Jamie McHardy (both of University of 
Edinburgh).1 Determination of the guest molecule adsorption correlation lengths was 
carried out by Dr. Gaël Donval (University of Bath).  
6.3 Introduction 
Metal-organic frameworks (MOFs) are a highly versatile class of material that often 
have large internal surface areas and pores sizes,2, 3 rendering them suitable for a wide 
variety of applications in catalysis,4 sensors,5, 6 hosting reactive species,7 and gas 
storage/separation.8-15 In the latter case, most investigations on gas uptake in MOFs 
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have relied heavily on results gathered from gravimetric or volumetric adsorption 
isotherms. While these provide valuable preliminary information on guest uptake 
selectivity, they cannot provide structural information on the framework nor can they 
determine where the guest molecules reside within the material. Identifying where 
the adsorption sites are, quantifying the strength of guest/host binding, and 
understanding how seemingly small perturbations in the framework structure can 
change pore size and shape, which in turn affect uptake, selectivity and adsorption 
site location, can aid the development of new MOFs with enhanced gas adsorption 
and separation performance.  
In-situ crystallographic techniques can provide direct evidence of adsorption, with 
defined atomic positions for guest molecules.16-20 This is challenging work, however, 
with only ca. 2.3 % of the structural entries logged in the MOF subset of the 
Cambridge Structural Database (CSD) having been structurally characterised with 
the inclusion of adsorbed gas molecules, as of January 2020.21, 22 Furthermore, the 
majority of these can be attributed to just one publication concerning variable 
temperature powder diffraction on a series of CPO-27 frameworks, which is 
responsible for over 1,800 entries into the database.23 Only ca. 320 entries in the 
database refer to samples obtained from single crystals, with 147 and 28 of those 
containing adsorbed CO2 and CH4 respectively; only around 50 of those pertain to 
structures collected between 283 K and 303 K. For gas mixtures, only one report is 
known which used X-ray diffraction as the primary characterisation technique, 
specifically on the CO2/CH4 gas uptake by the powder form of a MIL-53(Cr) 
‘breathing’ structure, which showed that a narrow-pore to large-pore phase transition 
which occurs under CO2 uptake can be attenuated depending on the composition of 
the CO2/CH4 gas mixture applied to the material.24 In a more recent publication, Long 
and co-workers briefly commented on the need for further prioritisation of structural 
characterisation of MOFs under adsorption of gas mixtures.25 
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Gas loading into MOF single crystals can be explored using DACs, but problems of 
low structure completeness arise due to data loss from both the shading of the 
detector from the body of the DAC and due to sample reflections being obscured by 
signals arising from the anvils and gasket material. Moreover, since DACs have a 
relatively high minimum loading pressure, (ca. 1 kbar), it is difficult to study 
materials at low pressures. This could lead to important subtle structural changes 
occurring at lower pressures being overlooked. Capillary gas cell methods are an 
alternative which allow for single crystals to be studied in a similar manner to that of 
a standard single crystal diffraction measurement, whilst surrounding the material in 
a gaseous environment at relatively low gas loadings.26, 27 
One MOF which has been studied for its various properties and adsorption 
capabilities using capillary gas cell techniques is scandium terephthalate 
Sc2(O2CC6H4CO2)3,28-32 hereafter denoted by the abbreviation Sc2BDC3, where 
BDC = 1,4-benzenedicarboxylate. The staggered chains of ScO6 octahedra, with each 
Sc(III) ion coordinated to six different µ4-bridging BDC ligands, form a framework 
consisting of narrow 1-D triangular channels ca. 4 Å in diameter. Sc2BDC3 crystallises 
at 298 K in the orthorhombic space group Fddd, resulting in symmetrical equivalence 
between all porous channels (Figure 6.1).30  
The central linker in the Fddd phase, denoted group 1, lies directly parallel to the 
channel direction, whereas the side linker groups, group 2, are tilted away from the 
channel direction by ca. 8° (Figure 6.2).30 The framework undergoes a reversible phase 
transition to the monoclinic C2/c space group below 225 K, facilitated by the rotation 
of the group 2 linkers (to 3.6(1)° and 12.0(2)° for groups 2a and 2b respectively at 
170 K) to form symmetry-inequivalent porous channels (Figure 6.2).32 




Figure 6.1: Unit of the Fddd phase of Sc2BDC3, indicating the construction of the triangular 1-D porous 
channels. ScO6 octahedra are represented by the green polyhedral; O and C atoms are coloured red 
and black respectively. H atoms have been removed for clarity. Image created using DIAMOND.33 
 
Figure 6.2: Structures of Sc2BDC3, adapted from the results reported by Mowat et al,32 summarising 
the result of the phase transition behaviour on the nature of the porous channels. ScO6 octahedra 
are represented by the green polyhedra, O atoms are coloured red, BDC linker C atoms are coloured 
according to symmetry equivalence, H atoms have been removed for clarity. Images were created 
using DIAMOND.33 
The structure of the Sc2BDC3 and location of adsorbed guest molecules under various 
CO2 and CH4 loadings have been identified using synchrotron X-ray diffraction 
experiments incorporating capillary gas cell, < 240 K and at room temperature 
(RT),30, 34 and DAC cryogenic gas loading techniques.35 The main results from those 
studies, alongside results from some preliminary DFT calculations, are outlined in the 
next four sub-sections to provide context for the work carried out in this chapter. 
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6.3.1 CO2 adsorption in Sc2BDC3 
The results from the various X-ray diffraction/gas adsorption studies on Sc2BDC3, 
including changes in the framework structure, overall CO2 uptake and CO2 
adsorption site occupancies are summarised across Table 6.1 and Figure 6.3.  
The study undertaken at 235 K revealed that for the only pressure point measured at 
1 bar of CO2 the Sc2BDC3 framework had undergone the Fddd⟶C2/c phase 
transition,30 facilitated by a similar rotation of the group 2 linkers as observed in the 
variable temperature study.32 Two different CO2 adsorption sites were determined, 
one in each type of porous channel (Figure 6.3), with a total CO2 loading of 
3.4 mmol g-1.30 Site 1 was identified in the channel formed by the group 1 and 2a 
linkers, parallel to the phenyl ring of the central linker group. Site 2 was identified in 
the channel formed by the group 1 and group 2b linkers, disordered across two 
symmetrically equivalent positions situated close, and parallel to, the group 2b 
phenyl rings.  
A currently-unpublished follow-up study investigated CO2 uptake in Sc2BDC3 at RT 
at various pressures between 1.2 and 10.0 bar.34 At 1.2 bar, the framework had 
remained in the Fddd phase and two CO2 adsorption sites, similar to those denoted as 
site 1 and site 2 in the C2/c phase at 235 K,30 were observed (Figure 6.3). However, due 
to the higher symmetry of the Fddd phase, both sites were located in every porous 
channel. Upon increasing CO2 pressure, the occupancies of both sites in the Fddd 
phase increased gradually with no clear binding hierarchy until 2.5 bar when the 
occupancy of site 1 appears to be slightly favoured. The group 2 linker rotation 
decreased gradually from 7.6(1)° to 5.5(2)° across this pressure range, highlighting the 
subtle response in the framework structure to CO2 uptake. At 1.75 bar, a twinning of 
the reflections in the diffraction pattern was observed, providing evidence of a phase 
transition occurring within the framework structure. However, due to lack of 
Chapter 6 - Investigating Phase Transition Behaviour and Selective Gas Uptake in Sc2BDC3 
Metal-Organic Framework 
173 
separation between the two domains, the structure continued to be solved in the Fddd 
phase up to 2.5 bar inclusive.  
Table 6.1: Summary of results from the various X-ray diffraction experiments studying the 
adsorption of CO2 in Sc2BDC3 under various experimental conditions. 











per unit cell 
CO2 Uptake 
(mmol g-1) Site 1 Site 2 Site 3 




1.00 0.50 - 8.00 3.44 
        











per unit cell 
CO2 Uptake 
(mmol g-1) Site 1 Site 2 Site 3 
0a 
Fddd 
7.6(1) - - - 0.00 0.00 
1.20a 6.6(1) 0.11(1) 0.13(1) - 5.95 1.28 
1.50a 6.4(1) 0.13(1) 0.14(1) - 6.61 1.42 
1.75a 6.1(1) 0.15(1) 0.16(1) - 7.31 1.57 
2.00a 5.8(1) 0.17(1) 0.17(1) - 8.14 1.75 
2.20a 5.6(1) 0.18(1) 0.18(1) - 8.58 1.84 













0.68(2) 0.59(3) 0.15(3) 8.04 3.45 
        











per unit cell 
CO2 Uptake 




0.96(3) 0.83(3) 1.00 14.48 6.22 
a collected at 298 K 
b collected at 230 K  
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By 3 bar, the domains were sufficiently separated, allowing both domains to be 
isolated, facilitating the data to be resolved for the C2/c structure, with large 
deviations of −3.7° and +3.3° in the group 2a and 2b linker rotation angles respectively 
from those measured at 2.5 bar. With increasing pressure up to 10.0 bar, the linker 
rotation angles increased further to 4.3(1)° and 10.9(2)° respectively. Both sites 1 and 
2 were, as expected, identified in the C2/c phase and their refined occupancies 
increased between 3 and 10 bar, with site 2 exceeding 50% occupancy at 10 bar. This 
latter observation contradicted a previous claim that the distance between the 
neighbouring site 2 positions (~2 Å) was too short to allow simultaneous occupation.30 
Moreover, a previously unobserved third adsorption site was located in the C2/c 
phase, hereafter known as site 3, in the same channel as site 1 but closer to the central 
linker wall (Figure 6.2). CO2 molecules positioned here are aligned along the channel 
direction, but staggered midway between neighbouring site 1 molecules with an 
O···O contact distance of 2.89(7) Å. The discovery of a third adsorption site in Sc2BDC3 
at RT at around 2 mmol g-1 is rather surprising given it was not observed at a CO2 
uptake of ca. 3.4 mmol g-1 of at 235 K. Between 3 and 10 bar, the increase in CO2 uptake 
to 3.45 mmol g-1 was attributed to increased occupancy of sites 1 and 2, whereas site 3 
occupancy did not change, hence indicating a clear binding site hierarchy in the C2/c 
phase.  
Temperature appears to have a substantial influence on the extent of CO2 uptake, with 
similar gas loadings observed at 1 bar and 235 K and at 10 bar and RT.30, 34 However, 
the study at RT clearly revealed CO2 uptake was possible in the Fddd phase, and hence 
the phase transition is not a prerequisite to CO2 adsorption. Moreover, both studies 
observed CO2 loadings of only around 50 % of the observed maximum CO2 loading 
of 6.5 mmol g-1, obtained from adsorption isotherms at 150 K;30 the number of 
adsorption sites in the study at RT however would be sufficient to obtain this 
maximum loading, assuming full occupancy of all the sites was possible. 
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A later investigation, which utilised cryogenic loading of CO2 into the framework 
using DACs to investigate high-pressure guest uptake in Sc2BDC3, verified this 
hypothesis, observing a CO2 uptake of 6.2 mmol g-1 in the C2/c phase at 2 kbar, with 
the filling of all three adsorption sites to almost 100% occupancy, with disorder of 
site 3 across two positions (Figure 6.3).35 Further structural variations in the 
framework and the adsorption site positions were observed at these high pressures, 
seemingly to facilitate the much higher CO2 loading, such as greater separation of 
neighbouring site 2 distances (from 2.05 Å at 10 bar to 2.45 Å at 2 kbar), further 
rotation of the group 2a and 2b linkers (to 6.32° and 16.95° respectively) and disorder 
of the group 1 linker.  
6.3.2 CH4 adsorption in Sc2BDC3 
Similar studies investigating CH4 uptake in Sc2BDC3 have been undertaken. 
Figure 6.4 shows the position of CH4 adsorption sites within the porous channels of 
Sc2BDC3, while Table 6.2 summarises the results across the various pressure studies. 
The CH4 adsorption sites have been named here according to the similarity of their 
positions in the porous channel as to those identified for CO2, regardless of 
framework symmetry. 
 
Figure 6.4: Structure of the Fddd phase of Sc2BDC3, adapted from the various previous studies,30, 34, 35 
with the inclusion of the observed CH4 adsorption sites, labelled accordingly by site. Image created 
using DIAMOND.33 
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Table 6.2: Refined occupancies and CH4 uptake value in Sc2BDC3, obtained experimentally from the 
in-situ diffraction gas study up to 4.6 bar. 










per unit cell 
CH4 Uptake 
(mmol g-1) Site 2 Site 3 
0.0a Fddd 7.9(1) - - 0.00 0.00 
9.0b Fddd 6.7(1) 0.125 0.25 8.00 1.72 
       










per unit cell 
CH4 Uptake 
(mmol g-1) Site 2 Site 3 
0a 
Fddd 
7.8(1) -  0.00 0.00 
1.1a 7.7(1) -  0.00 0.00 
4.6a 7.8(1) - 0.11(2) 1.76 0.38 
4.6b 7.7(0) 0.12(1) 0.31(1) 9.86 2.12 
       










per unit cell 
CH4 Uptake 
(mmol g-1) Site 2 Site 3 
3,000a Fddd 8.8(1) 0.68(2) 0.91(3) 36.32 7.80 
10,000a Fddd 11.9(2) 1.00 1.00 48.00 10.31 
a data collected at 290-298 K 
b data collected at 230 K 
Unlike in the case of CO2 adsorption, the framework remained in the Fddd phase upon 
CH4 adsorption at 230 K.30 At the only reported pressure point of 9 bar of CH4, two 
low occupancy adsorption sites were identified in similar positions to sites 2 and 3 
observed under CO2 adsorption (Figure 6.4), with a total CH4 loading of 1.72 mmol g-1. 
Even lower CH4 uptake was observed in the unpublished study undertaken at RT,34 
with significant uptake being first observed at 4.6 bar, at which point only the site 3 
position could be identified. Decreasing the temperature to 230 K whilst maintaining 
the pressure at 4.6 bar allowed occupancy of CH4 in site 2 to observed, with a total 
CH4 uptake of 2.12 mmol g-1,34 exceeding the amount of CH4 loading seen at 9 bar and 
230 K.30 The amount of CH4 uptake observed in both studies was however low 
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compared to the maximum uptake of 6.8 mmol g-1 calculated from full occupancy of 
sites 2 and 3,30 suggesting that very high pressures would be required achieve this 
extent of loading. 
A cryogenic-loading high-pressure study actually observed an even higher CH4 
uptake than was suggested from publications of earlier studies,30 obtaining 
10.3 mmol g-1 in the Fddd phase of Sc2BDC3 at 10 kbar.35 This was achieved by the 100% 
occupancy of both types of CH4 adsorption site and by greater separation between 
neighbouring site 2 positions (3.58(2) Å in the 10 kbar structure, compared to 
3.04(7) Å in the 4.6 bar structure collected at 230 K). This thus allowed the disordered 
site 2 positions to become distinctive adsorption sites, something which was not 
observed in the previous gas cell studies.30, 34 This hyper-filling of the porous channels 
facilitated greater structural changes in the framework with a significant increase in 
the rotation of the group 2 linkers relative to the channel directions, to 8.8(1)° and 
11.9(2)° at 3 kbar and 10 kbar respectively, prior to the structure distorting and 
undergoing phase transitions to obtain higher density framework structures at 
13 kbar and 25 kbar.35  
6.3.3 Gas mixture adsorption in Sc2BDC3 
The results of pure gas adsorption studies would suggest that Sc2BDC3 exhibits 
selective uptake for CO2 over CH4. This desirable property was investigated by X-ray 
diffraction in a currently-unpublished study, by subjecting the framework to 80:20 
and 50:50 CH4/CO2 gas mixtures, up to total pressures of ca. 4.5 bar at 298 K.34 Table 6.3 
shows a summary of the structural changes and extent of gas uptake throughout both 
pressure series. 
Under exposure to either gas mixture, Sc2BDC3 behaved as if under pure CO2 uptake, 
with no evidence of CH4 uptake at any pressure.34 In both studies, the refined site 
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occupancies at each partial pressure of CO2 slightly exceeded those observed in the 
pure CO2 study.34 The phase transition to the C2/c phase was only observed in the 
50:50 mixture study at the final pressure point of 4.29 bar, equating to a partial 
pressure of CO2 of just over 2 bar, marking the point at which the phase transition 
was observed in the pure study at RT,34 with a similar binding site hierarchy as seen 
previously. These results therefore appear to confirm the selectivity of Sc2BDC3 for 
uptake of CO2 over CH4; however, the selectivity was not investigated at higher 
pressures, and thus it is unknown if this desirable property is maintained. 
Table 6.3: Refined occupancies and subsequent uptake of CO2 in Sc2BDC3, space group of the 
framework structure and extent of Group 2 linker rotation when exposed to 20:80 and 50:50 CO2/CH4 
gas mixtures between 1.10 and 4.36 bar. 











per unit cell 
CO2 Uptake 
(mmol g-1) Site 1 Site 2 Site 3 
0.00 
Fddd 
7.7(1) - - - 0.00 0.00 
1.10 7.4(1) 0.06(1) 0.07(1) - 3.20 0.69 
1.99 7.1(1) 0.12(1) 0.10(1) - 5.12 1.10 
4.36 6.6(1) 0.15(1) 0.13(1) - 6.56 1.41 
        











per unit cell 
CO2 Uptake 
(mmol g-1) Site 1 Site 2 Site 3 
1.10 
Fddd 
7.0(1) 0.09(1) 0.10(1) - 4.64 1.00 
1.92 6.5(1) 0.13(1) 0.14(1) - 6.56 1.41 
2.92 6.1(1) 0.16(1) 0.15(1) - 7.36 1.58 
4.29 C2/c  
1.4(2) (a) 
8.5(2) (b) 
0.36(2) 0.39(2) 0.24(2) 5.52 2.37 
While the various diffraction experiments were proven successful in obtaining 
structural information in terms of subtle changes in the framework and identifying 
the guest molecule adsorption sites, the reasoning for the framework exhibiting the 
selective uptake behaviour and for why the Fddd⟶C2/c phase transition occurs only 
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under CO2 adsorption was still not fully understood. Therefore, in order to provide 
an explanation for these unresolved issues, computational methods which could 
quantify the difference in energy between the two phases and study the interaction 
energies for both CO2 and CH4 inside the pores were required. 
6.3.4 Solid-state DFT calculations 
A series of DFT calculations on empty and guest occupied framework models of 
Sc2BDC3 were undertaken, after the in-situ gas capillary diffraction experiments 
reported in sections 6.3.1-6.3.3, to calculate the energy difference between the two 
phases of Sc2BDC3 and to determine guest-framework interaction energies in the two 
phases.36 These recent calculations improved upon a previous set of DFT calculations 
on the same system,1 by using a higher plane wave cut-off energy and higher k-point 
sampling, which were determined to be necessary for this system. However, due to 
these requirements, successful calculations on models of Sc2BDC3 with the inclusion 
of guest molecules were limited to the Fddd phase, specifically only with CO2 
adsorption in site 1 and, in a separate model, CH4 adsorption in site 3. 
These calculations firstly revealed that the energy difference between the two phases 
is very small, at less than 3 kJ mol-1; C2/c phase was determined to be more stable, but 
upon the removal of the TS dispersion correction the Fddd phase was determined to 
be more stable, suggesting that the C2/c phase is more strongly influenced by weak 
dispersion interactions. Nevertheless, given the subtle changes in geometry to 
convert between the two phases, it is not surprising that no significant energy barrier 
is needed to be overcome to convert between the two phases of Sc2BDC3.  
By comparing the energies of the experimental and optimised framework with the 
inclusion of the guest molecules, the strain energy of the experimentally-obtained 
framework could be determined. The framework, in the Fddd phase, was under 
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reasonable strain (ca. 10 kJ mol-1) upon the inclusion of CO2 molecules in the site 1 
position; this could be expected to be even higher if occupation of both sites 1 and 2 
were able to be modelled, given their close proximity inside the porous channels. In 
the case of CH4 adsorption, the strain in the framework was very small (ca. 1 kJ mol-1), 
but this value would also be expected to increase if occupation of all site 2 and 3 
positions were modelled. The mean interaction energies associated with CO2 and CH4 
adsorption were determined, with those for CO2 (-43.0 kJ mol-1) calculated to be 
slightly stronger than those for CH4 (-39.2 kJ mol-1), providing an indication that the 
selective uptake of CO2 over CH4 is driven by stronger interaction energies between 
the guest and the framework. However, without obtaining the interaction energies 
associated with CO2 and CH4 in all possible adsorption sites in both phases of the 
framework, justification of the experimental binding site hierarchy in terms of the site 
occupancies and the reasoning for the phase transition under CO2 uptake but not 
under CH4 uptake could not be provided. The DFT calculations did reveal however 
the interactions between the guest molecules and the framework are dispersion 
dominated; when the TS dispersion correction term was removed, the interactions for 
both guests weakened considerably (to -6.0 kJ mol-1 for CO2 and +1.7 kJ mol-1 for CH4). 
The insights which could be obtained from this computational method were severely 
limited, given that occupation of all the adsorption sites was not possible and the 
adsorption sites that were modelled could be only be done so with 100 % occupancy, 
highlighting the incompatibility between this simulation method and system of 
interest. The use of only primitive unit cells, with full occupancy adsorption sites, 
does not accurately reflect the bulk framework system and the partial uptakes 
observed experimentally. Therefore, alternative simulation methods, in which partial 
occupancy can be freely explored, was required. Nevertheless, these DFT calculations 
provided benchmark binding energies which can be used in comparison to energy 
values calculated from better-suited simulation methods. 
Chapter 6 - Investigating Phase Transition Behaviour and Selective Gas Uptake in Sc2BDC3 
Metal-Organic Framework 
182 
6.3.5 Aims of research 
To overcome the limitations of the modelling approach in the DFT solid-state 
calculations, an alternative, but complementary, modelling approach in the form of 
stochastic classical-based grand canonical Monte Carlo (GCMC) simulations was 
proposed. This modelling technique has been implemented successfully in the recent 
past to model guest adsorption in MOFs with and without open metal coordination 
sites,31, 37-42 and to analyse gas mixture separations.43-46 These simulations would allow 
the study of larger supercells of the framework and quantify guest-framework and 
guest-guest interaction energies from the perspective of partial occupancy of the 
adsorption sites. Furthermore, using this method, the guest molecules are able to 
freely explore the accessible space within the porous material via a random walk to 
locate the lowest energy adsorption-site positions, without any symmetry constraints, 
rather than optimising around the experimentally-refined starting position as 
undertaken in the DFT calculations.  
This chapter focuses on the results of the GCMC simulations undertaken for pure 
CO2, pure CH4, and CO2/CH4 mixture adsorption in a series of the framework 
structures of Sc2BDC3 obtained from the diffraction experiments undertaken with the 
capillary gas cell method at RT,34 with the aim of providing clear explanation for the 
selective CO2 uptake and phase transition behaviour under those experimental 
conditions.  
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6.4 Computational Methods 
6.4.1 DFT solid-state calculations 
The Mulliken atomic charges for the framework atoms necessary for the input files of 
the GCMC calculations (Table 6.5) were obtained from the output of DFT calculations 
carried out using the Cambridge Serial Total Energy Package (CASTEP v17.21) 
simulation package,47 with the crystal structures obtained from the in situ diffraction 
experiments used as starting models.35 The Perdew-Burke-Ernzerhof (PBE) 
exchange-correlation functional with the Tkachenko-Scheffler (TS) dispersion 
correction scheme was used,48, 49 along with a maximum-separation k-point sampling 
grid of 0.05 Å-1. The basis set was constructed from a linear combination of plane 
waves expressed by an energy cut-off of 800 eV, in conjunction with on-the-fly 
ultra-soft pseudopotentials, based on convergence to below 3 meV per atom. The 
initial models were optimised using the Broyden-Fletcher-Goldfarb-Shanno (BFGS) 
algorithm until the convergence criteria with respect to the energy change 
(0.005 meV/atom), maximum force (0.05 eV/Å), maximum stress (0.1 GPa) and 
maximum atomic displacement (0.0005 Å) were met.50-53 
For simplicity, since the atomic charges varied only slightly between the different 
linker groups, all BDC linkers were treated equivalently and correspondingly charges 
on chemically equivalent atoms were averaged in such a way as to ensure charge 
neutrality across the whole framework.  
  
Chapter 6 - Investigating Phase Transition Behaviour and Selective Gas Uptake in Sc2BDC3 
Metal-Organic Framework 
184 
Table 6.5: Mulliken partial atomic charges, derived from DFT calculations, used in the input for GCMC 
simulations on the specified structures of Sc2BDC3. 
 
Fddd C2/c 
All obtained at 
298 K 
Obtained at 
4.6 bar of CH4 
at 230 K 
Obtained at 
3 bar CO2 at 
298 K 
Obtained at 
10 bar of CO2 
at 298 K 
Obtained at 
4.29 bar 50:50 
CO2/CH4 
uptake at 298 K 
Sc 1.7900 1.7892 1.8000 1.7900 1.7892 
O −0.6000 −0.6008 −0.6025 −0.6004 −0.6008 
C1 0.6100 0.6092 0.6162 0.6163 0.6125 
C2 −0.0600 −0.0608 −0.0604 −0.0637 −0.0608 
C3 −0.2400 −0.2408 −0.2395 −0.2404 −0.2425 
H 0.2667 0.2692 0.2646 0.2663 0.2692 
* C1 refers to the carboxylic group carbon, C2 refers to the carbon on the phenyl ring adjacent to the 
carboxylic group and C3 refers to the phenyl C-H carbon. 
6.4.2 Grand canonical Monte Carlo (GCMC) simulations 
GCMC simulations were carried out using the Multipurpose Simulation Code 
(MuSiC v3) on a selection of structures obtained from the in-situ diffraction 
experiments.34, 54, 55 The framework structures were prepared for the simulations by 
removing any adsorbed guest molecules but the atomic positions of the framework 
were not altered, other than normalising C-H bond lengths to 1.089 Å. Supercells of 
the framework were constructed as close as possible to a cubic shape, by applying 
integer duplications of the unit cell along the a, b and c axis directions. Thus 4x2x1 
and 4x1x3 supercells were used for the Fddd and C2/c phase structures respectively. 
The framework atomic coordinates were kept rigid throughout the entire simulation 
on each structure. A total of 1×107, 5×106 and 1×107 iterations were used for the 
simulations concerning CO2, CH4 and CO2/CH4 adsorption respectively, with the first 
50% of the iterations removed from analysis, ensuring that equilibration had been 
reached. All simulations were carried out at the temperature of the in-situ gas cell 
experiments,34 and the fugacities for the gas mixture were determined by the Peng-
Robinson equation of state.56, 57 A cut-off radius of 15 Å was applied to all interactions. 
Chapter 6 - Investigating Phase Transition Behaviour and Selective Gas Uptake in Sc2BDC3 
Metal-Organic Framework 
185 
The standard 12-6 Lennard-Jones potential was used to model the van der Waals 
interactions, with the relevant parameters for the framework atom taken from 
literature: the Dreiding force field for the linker group C, O and H atoms,58 and the 
UFF force field for the Sc atoms (Table 6.6).59 The guest molecule atoms were 
represented by the Trappe force field (Table 6.6).60, 61 CO2 was modelled by an all-atom 
model, whereas CH4 was modelled using the united-atom approach as a spherical 
probe. The Lorentz-Berthelot mixing rules were used to calculate the mixed LJ 
parameters. Coulombic interactions were included for the simulations involving CO2, 
using the Ewald summation method for guest-framework interactions and the Wolf 
summation method for guest-guest interactions.53, 62, 63 
Table 6.6: Lennard-Jones parameters for the atoms in Sc2BDC3 framework and CO2, and for the 
spherical probe used to model CH4. 
Atom Type σ (Å) ε / kB (K) Ref. 
Sc 2.936 9.561 58 
C 3.473 47.856 57 
O 3.033 48.158 57 
H 2.846 7.649 57 
C in CO2 2.800 28.129 59 
O in CO2 3.050 80.507 59 
CH4 3.730 148.00 60 
In order to determine the simulated occupancy of each identified crystallographic 
adsorption position, a total of 20 snapshots (two groups of 10, using a different seed 
numbers for each group) of the guest positions were sampled from the GCMC output 
data, each separated by 50,000 simulation iterations thus ensuring guest position 
records were statistically unique. The centre-of-mass positions of the guests in each 
snapshot were then compared with the crystallographically-determined positions; 
simulated guest molecules that fell less than halfway between a crystallographic site 
and its nearest neighbouring site were marked as assigned. Simulated molecules that 
fell out-with this tolerance were marked as unassigned. Assignment rates in all cases 
exceeded 85%.   
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6.5 Results and Discussion 
6.5.1 CO2 adsorption in Sc2BDC3 
Figure 6.5 shows the simulated adsorption isotherms between 0.01 bar and 800 bar 
for the five selected Sc2BDC3 structures. With the exception of the structure obtained 
experimentally at 10 bar of CO2, all the adsorption isotherms overlap up to the 
simulation fugacity of around 5 bar, above which the simulated CO2 uptake exceeds 
the highest CO2 loading seen experimentally in the capillary gas cell studies.34 This 
overlap highlights the gradual change in the framework structure observed 
experimentally; the non-overlapping isotherm for the 10 bar structure seems to 
suggest that there is a significant difference in the adsorption site environment in this 
framework which is more readily apparent under simulation since no unusually large 
change in the framework structure was observed experimentally between 3 bar and 
10 bar. 
 
Figure 6.5: Simulated CO2 adsorption isotherms for Sc2BDC3 using a range of experimentally derived 
framework structures from the variable gas pressure diffraction experiments, at the simulation 
temperature of 298 K.  
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Table 6.7 shows the simulated occupancy of each adsorption site in Sc2BDC3 at various 
fugacities or CO2 uptakes, which can be used to compare with experimental values 
shown in Table 6.1 and explain the trends in the adsorption isotherms. The majority 
of guests could be assigned to an adsorption site; however, 100 % assignment was not 
always possible, due to the molecules occupying small pockets of space in the porous 
channels outside of the defined radius around each adsorption site, verifying that all 
accessible space in the porous channels was explored. In the Fddd phase at 1.2 bar and 
2.5 bar, a strong binding hierarchy in favour of adsorption in site 2 is clearly apparent, 
with this site partially filling first, almost exclusively accounting for the simulated 
CO2 uptake matching the uptake observed experimentally, with site 1 not filling 
simultaneously until higher fugacities. The simulations hence present an exaggerated 
preference for site 2 compared to that seen experimentally, in which occupancy is 
more balanced between the two sites. 
Table 6.7: Simulated site occupancies at a range of CO2 uptake levels in Sc2BDC3 for rigid framework 





% Assigned b 




Fddd (1.2 bar) 0.00 0.17(3) - 100 
Fddd (2.5 bar) 0.03(1) 0.25(6) - 97 
C2/c (3.0 bar) 0.20(6) 0.37(3) 0.21(6) 100 
C2/c (10.0 bar) 0.85(2) 0.41(2) 0.09(6) 85 
10 bar 
Fddd (1.2 bar) 0.13(2) 0.49(1) - 100 
Fddd (2.5 bar) 0.25(2) 0.47(1) - 98 
C2/c (3.0 bar) 0.77(6) 0.51(1) 0.49(4) 99 
C2/c (10.0 bar) 0.84(2) 0.45(5) 0.08(4) 88 
100 bar 
Fddd (1.2 bar) 0.37(2) 0.53(1) - 100 
Fddd (2.5 bar) 0.44(1) 0.49(1) - 96 
C2/c (3.0 bar) 0.90(4) 0.59(2) 0.55(4) 95 
C2/c (10.0 bar) 0.86(2) 0.48(3) 0.32(10) 86 
800 bar 
Fddd (1.2 bar) 0.40(2) 0.59(1) - 99 
Fddd (2.5 bar) 0.52(1) 0.49(1) - 93 
C2/c (3.0 bar) 0.93(4) 0.68(2) 0.56(3) 93 
C2/c (10.0 bar) 0.87(1) 0.73(2) 0.70(5) 88 
a Gas adsorption pressure at which the structures were determined shown in parenthesis. 
b % Assigned denotes the percentage of CO2 molecules inside the simulation box that could be assigned to a particular 
adsorption site.  
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In the 3.0 bar C2/c structure, the simulated occupancies at the experimental CO2 
uptake are within statistical agreement with those seen experimentally, with 
contribution to adsorption observed across all three adsorption sites, albeit with a 
slight preference for site 2. At higher fugacities, the occupancies of all three sites 
increase, with the greatest occupancy attributed to the site 1 position. The 10 bar C2/c 
structure displays much higher CO2 uptake at lower fugacities, attributed to the 
considerably faster partial filling of site 1 and, to a lesser extent, site 2. The simulations 
hence exaggerate the site 1 > site 2 > site 3 binding site hierarchy seen experimentally. 
Between the simulation fugacities of 2.5 and 10.0 bar, the isotherm curve for the 10 bar 
C2/c structure plateaued with no change in the site occupancies observed in this 
fugacity range, prior to the occupancy of site 3 rapidly increasing up to that seen at 
maximum uptake. In the C2/c phase, simulated site 2 occupancy well-exceeded 50 % 
at 800 bar, hence verifying the experimental observation that the two disordered 
positions for site 2 can form two independent adsorption sites and be simultaneously 
occupied at higher loadings.34, 35 
The highest simulated uptake of CO2 in all five structures is very similar at 800 bar, at 
ca. 5 mmol g-1 (Figure 6.5), and falls short of the CO2 uptake of above 6.2 mmol g-1 
observed in the cryogenic loading high-pressure study.35 As previously described, 
additional structural changes occur at much higher pressures, in terms of the group 1 
linker and site 3 position becoming disordered and further group 2 rotation,35 which 
are thus attributed for the framework to achieve the maximum possible CO2 uptake. 
Therefore, it is unsurprising that this higher CO2 loading was not achieved in the 
simulations on the fixed frameworks obtained experimentally at low CO2 pressures.  
Figure 6.6 shows the histograms for the CO2-framework interaction energies obtained 
for each structure at their respective simulated uptakes which match that observed 
experimentally; these can be used to determine the change in CO2-framework 
interaction energies across the two phases, and to identify different adsorption sites 
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on the basis of energy. It is apparent from the data that the CO2-framework binding 
energies are ca. -40 kJmol-1, in close agreement with the average binding energies 
derived from the DFT simulations, thus confirming that the force field parameters 
used in this study are modelling the CO2 adsorbed Sc2BDC3 system well. The 
interaction energies stated here are a combined total of the individually calculated 
Coulombic and dispersion energy terms; these interactions are, on average, 
dispersive dominant, with this energy term accounting for 70-80% of the total energy. 
 
Figure 6.6: CO2-framework interaction energy histograms for four Sc2BDC3 framework structures at 
their respective experimental CO2 uptakes. Histogram bin size = 0.5 kJ mol-1. 
Only one peak was observed in the histograms for the Fddd structures, attributed to 
the CO2 molecules mostly exploring the space exclusively around site 2. The 
histogram for the lower pressure C2/c structure only shows one peak, due to the 
similarity in energy between all adsorption site positions, justified by the similar site 
occupancies observed at this CO2 loading. The histogram for the C2/c structure 
obtained at 10 bar contains two peaks, indicating a greater separation between the 
interaction energies associated with the site 1 and the other two adsorption sites, 
resulting in the much higher occupancy of site 1. From the overlap of the four 
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histograms, it is evident that the stronger CO2-framework interaction energies are 
exhibited in the C2/c phase especially in the 10 bar structure, with a slightly narrowing 
of the interaction energies captured prior to the phase transition. 
These trends are more apparent when the results of the simulations undertaken at the 
simulated fugacity of 800 bar, which allowed for weaker adsorption sites to be better 
represented, are analysed. The CO2 centre-of-mass positions captured throughout the 
simulations revealed that all the experimental CO2 positions were successfully 
explored. Although a wide spread of energies was observed in and around each 
adsorption site, the strongest-energy adsorption site positions could be assigned to 
site 2 in the Fddd phase and site 1 in the C2/c phase. (Figure 6.7).  
 
Figure 6.7: Simulated centre-of-mass positions of CO2 (spheres)at the maximum simulated uptake in 
the Fddd (1.2 bar) and C2/c (10.0 bar) phases of Sc2BDC3, along with the experimental CO2 positions 
(lines) for comparison, coloured according to the CO2-framework interaction energy. Image created 
using VMD.64 
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The CO2-framework energy histograms (Figure 6.8) at the simulated fugacity of 
800 bar highlight the energetic shift associated with the site 1 position across the 
pressure series, strengthening from ca. -29 kJ mol-1 in the evacuated Fddd structure to 
ca. -44 kJ mol-1 in the 10 bar C2/c structure. Prior to the phase transition, the shift in 
the site 1 energy could be due to the increasing site 1···site 2 separation, observed 
experimentally to increase from 1.25 Å at 1.2 bar to 1.40 Å at 2.5 bar,33 hence resulting 
in a less sterically-hindered, and thus more well-defined, site 1 position which allows 
the CO2 molecule to bind more effectively to the wall of the porous channel formed 
by the group 1 linker. After the phase transition, the continued strengthening of the 
interaction energies associated with site 1 could be attributed to site 1 and site 2 being 
separated into different porous channels due to the reduction in symmetry, and thus 
are no longer competing with each other for occupancy. However, the site 2 
adsorption site energy showed a minimal response to pressure, with the histogram 
site for this peak maintaining its position at ca. -38 kJ mol-1 throughout the pressure 
series. In any case, the trends observed in the CO2-framework energy histograms 
explain the site occupancies, and thus the binding site hierarchies, observed both 
experimentally and under simulation (Tables 6.1 and 6.7). 
 
Figure 6.8: CO2-framework interaction energy histograms obtained at simulated CO2 fugacity of 
800 bar for a selection of Sc2BDC3 rigid framework structures derived from the experimental study. 
The histogram for the Fddd (2.5 bar) structure is shown in both figures to act as a comparison with 
the trend that occurs before and after the completion of phase transition. 
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The trends observed in the CO2-framework interaction energy histograms are 
summarised clearly by the mean interaction energies calculated for each structure 
across their respective simulated pressure series (Figure 6.9). At the experimental 
loadings of CO2, the mean CO2-framework interaction energy weakens prior to the 
phase transition; despite the clear energetic strengthening observed of the site 1 
position, it is not sufficiently occupied at low fugacities to cancel out the slight 
weakening of the strongest interaction energies associated with site 2. After the phase 
transition, the mean interaction energies strengthen. However, the change in mean 
interaction energy between the structures obtained below 10 bar is relatively small 
(< 2 kJ mol-1), which explains the considerable overlap observed in their simulated 
adsorption isotherms. As the CO2 loading in all five structures surpasses the levels 
observed experimentally, the mean interaction energies weaken, a result of CO2 being 
unreasonably forced into the framework and thus weaker adsorption sites become 
more populated. This results in the convergence of the mean interaction energies in 
both phases, indicating that there is no preference for either phase at these higher CO2 
loadings; the only difference between the two phases is that the C2/c phase structures 
exhibit a broader range of energies than those in the Fddd phase (Figure 6.8).  
 
Figure 6.9: Mean CO2-framework interaction energy obtained for Sc2BDC3 rigid framework structures 
at various CO2 loadings. The vertical lines represent the experimental CO2 loading for each structure. 
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An investigation into the mean CO2···CO2 interaction energies (Figure 6.10) in the five 
examined Sc2BDC3 structures across the range of simulated CO2 loadings showed that 
these interactions get stronger with increasing CO2 uptake, due to the higher 
probability of shorter CO2(δ+)···(δ-)CO2 contact distances as guest occupancy 
increases. However, the mean interaction energies (ca. -1 kJ mol-1) were considerably 
weaker than the observed CO2-framework interaction energies (ca -40 kJ mol-1). This 
would seem to suggest that the CO2···CO2 interactions do not provide a significant 
contribution to the total interaction energies. However, this result could be hiding a 
potentially considerable difference between the CO2···CO2 interactions in either 
phase. 
 
Figure 6.10: Mean CO2-CO2 interaction energy obtained for Sc2BDC3 rigid framework structures at 
various CO2 loadings. The vertical lines represent the experimental CO2 loading for each structure. 
When considering the contact distances between the adsorbed CO2 molecules 
according to their positions determined from the diffraction data, the Fddd phase 
exhibits much shorter O···O contact distances (ca. 1.3 Å between neighbouring 
site1···site2 and site2···site2 molecules respectively) than the C2/c phase (ca. 2-3 Å 
between neighbouring site1···site3 and site2···site2 molecules respectively). However, 
these distances are a consequence of the symmetries of the two phases and hence do 
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not reflect the contact distances that are achieved under partial occupancy. Analysis 
of the positions of CO2 molecule during the simulations in the Fddd phase at 
experimental uptake showed that the intermolecular O···O contact distances exceeds 
3 Å (Figure 6.11). These contact distances are considerably higher than those 
determined by examining the refined crystallographic positions, and hence this 
shows that simultaneous occupancy of neighbouring site 1···site 2 and site 2···site 2 
positions is not obtainable. The shortest simulated CO2-CO2 O···O contact distances 
in the C2/c phase however were in the range of 2-3 Å (Figure 6.11), which does agree 
with the shortest site 2···site 2 (2.1 Å) and site 1···site 3 (2.9 Å) contact distances 
observed experimentally. This result was replicated when the CO2···CO2 C···C and 
C···O contact distances were considered, as shown in Figure 6.11.  
 
Figure 6.11: G(r) plots (left ordinate) and associated integrals (right ordinate) of the intermolecular 
C···C, C···O and O···O contact distances recorded during the simulations in the 1.2 bar Fddd (blue) 
and 10.0 bar C2/c (red) Sc2BDC3 frameworks modelled at their respective experimental CO2 loading. 
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At the maximum simulated CO2 uptake, the shortest CO2···CO2 contact distances in 
both phases are lower than those seen at experimental uptake, due to the greater 
propensity for neighbouring sites to be simultaneously occupied. The C2/c phase 
continues to exhibit shorter CO2···CO2 contact distances than the Fddd phase, but the 
difference is not as striking as in the snapshots from simulations modelling 
experimental values of CO2 uptake (Figure 6.11). Analysing the CO2-CO2 interaction 
energy histograms, which were unobtainable at the time that these simulations were 
undertaken, would be required to fully understand the effect of the CO2···CO2 
distances, as well as the specific motif and arrangements of the guest molecules inside 
the porous channels in the two phases of Sc2BDC3, and thus how much these 
interactions contribute to the thermodynamic driving force for the phase transition. 
The array of GCMC simulations have clearly shown that the structural changes in the 
framework are associated with the formation of stronger CO2-framework 
interactions, especially in the case of site 1, and potentially stronger attractive 
CO2-CO2 interaction energies. The changes in the framework structure and 
adsorption site energies are highly correlated, and thus it is difficult to determine if 
the phase transition occurs to allow CO2 to access stronger adsorption sites or if it is 
the result of the framework reconfiguring around the higher CO2 loadings and the 
accessibility to stronger adsorption site positions is serendipitous. In any case, the 
GCMC simulations have provided a far more detailed insight into the adsorption 
behaviour of CO2 in Sc2BDC3 compared to that provided by the DFT calculations, as 
well as explaining the adsorption site binding hierarchies observed experimentally. 
6.5.2 CH4 adsorption in Sc2BDC3 
A similar procedure was undertaken for modelling CH4 adsorption in a range of 
Sc2BDC3 structures; the simulated adsorption isotherms and site occupancies are 
shown in Figure 6.12 and Table 6.8.  




Figure 6.12: Simulated CH4 adsorption isotherms for the range of Sc2BDC3 structures obtained 
experimentally under CH4 uptake at the simulation temperature of 298 K unless otherwise stated. 
The curves for all structures, except that modelled at 230 K, are overlapping. 
Table 6.8: Simulated CH4 adsorption site occupancies at experimental and highest fugacity uptake 
in the Sc2BDC3 structure obtained experimentally at 4.6 bar and 230 K. 
a % Assigned denotes the percentage of CH4 molecules inside the simulation box that could be 
assigned to a particular adsorption site.  
The CH4 adsorption greatly differs from that recorded for CO2 in a couple of respects. 
Firstly, CH4 uptake was not observed at low fugacities (below 10 bar) and there are 
two clear loading regimes, attributed to the complete filling of site 3 up to 500 bar and 
the filling of site 2 above 500 bar. The lack of framework structural changes at the 
various experimental CH4 pressures resulted in the strong overlap of the three 
isotherms recorded at 298 K. Simulated CH4 uptake of 6.41 mmol g-1 was calculated 
at 30 kbar in the simulation run at 230 K, which consistently produced higher CH4 
loadings due to the lower simulation temperature rather than as a result of significant 
framework structural changes. This uptake was attributed to 100 % occupancy of 
 Site 2 Occupancy Site 3 Occupancy % Assigned a 
Experimental Uptake 0.00(0) 0.64(3) 100 
30 kbar 0.44(2) 1.00(0) 100 
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site 1 and just under than 50 % occupancy of site 2, in good agreement with the 
maximum uptake hypothesised in the literature,30 prior to the separation of 
neighbouring site 2 positions into independent adsorption sites seen at extremely 
high pressures.35 
As expected from the distinctive filling of each adsorption site, only one peak was 
observed in the CH4-framework interaction energy histograms (Figure 6.13) at low 
simulated fugacities, representing site 3, at ca. -19 kJ mol-1. At higher simulated 
fugacities, a second peak became visible at ca. -9 kJ mol-1, associated with adsorption 
at site 2. This was clarified by looking at the positions of the strongest and weakest 
CH4-framework interaction energies observed throughout the simulation 
(Figure 6.14).  
 
Figure 6.13: CH4-framework interaction energy histograms for Sc2BDC3 structures obtained 
experimentally under 4.6 bar of CH4 at 298 K and 230 K. Darker and lighter coloured areas represent 
energies obtained at low and high simulated levels of CH4 uptake respectively. 
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Figure 6.14: Simulated centre-of-mass positions of CH4 (spheres) at the maximum simulated uptake 
in Sc2BDC3, coloured according to the CH4-framework interaction energy. Image created using 
VMD.64 
The DFT simulations predicted a stronger net binding energy for adsorbed CH4 in 
Sc2BDC3 (ca. -34 kJmol-1) than observed using the spherical probe model for CH4 in 
the GCMC simulations. However, this disparity could be caused by the use of the 
dispersion correction in the DFT calculations resulting in an over-binding between 
CH4 and the framework, as discussed in Section 6.3.4.  
The results of the simulations modelling CH4 adsorption in Sc2BDC3 were overall 
more straightforward to interpret compared to those in the CO2 study. The CH4 
adsorption site energies were seen to be far more localised, which resulted in a much 
clearer binding site hierarchy with almost complete filling of site 3 prior to adsorption 
in the site 2 position, compared to the large overlap in the interaction energies 
associated with different adsorption sites and changing binding site hierarchy 
observed for CO2. The considerably weaker CH4-framework energies obtained from 
the GCMC simulations explain the lower CH4 loadings seen experimentally, and thus 
have provided clarity over the apparent selectivity for CO2 adsorption. 
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CH4 uptake in the C2/c phase has not been evaluated up to this point, given the phase 
transition was not observed experimentally under CH4 adsorption. Therefore, an 
additional set of calculations were undertaken to model the full range of CH4 loadings 
in a C2/c phase structure (that was obtained under 10 bar of CO2) to investigate the 
CH4 adsorption behaviour in that phase. Figures 6.15 and 6.16 show the adsorption 
isotherms and CH4-framework energy histograms respectively for CH4 adsorption in 
the C2/c phase structure of Sc2BDC3 in comparison to the results already discussed for 
the Fddd phase structure obtained at 298 K and 4.6 bar of CH4. 
 
Figure 6.15: Adsorption isotherms of simulated CH4 uptake in the Fddd (orange triangles) and C2/c 
(blue squares) phases of Sc2BDC3 framework structures, at a simulation temperature of 298 K. 
Three distinctive phases in the simulated adsorption isotherms can be observed, 
which can be explained by the CH4-framework interaction energies observed across 
the two phases. Firstly, up to 100 bar, the Fddd phase displayed slightly higher uptake; 
this is due to a larger proportion of the interaction energies associated with the 
primary adsorption site in the Fddd phase being stronger than those in the C2/c phase. 
Between 100 bar and 5000 bar, the simulated CH4 loading in the C2/c phase overtook 
that of the Fddd phase; this is due to its weaker adsorption sites being represented by 
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interaction energies (between -15 and -10 kJ mol-1) which are, in general, stronger than 
the energies recorded for adsorption at site 2 in the Fddd phase, and thus they are 
occupied faster. Above 5000 bar, while the C2/c phase continued to display higher 
uptake, the gap in loading between the two phases closed due to the filling of the site 
2 position in the Fddd phase, with the two curves almost converging by the highest 
fugacity point. 
 
Figure 6.16: CH4-framework interaction energy histograms at the maximum simulated CH4 uptake 
in the two phases of Sc2BDC3. 
Although the C2/c phase displayed higher uptake for a majority of the simulated 
adsorption isotherm, the Fddd phase displayed higher simulated uptake at the 
fugacities associated with the gas pressures used in the diffraction studies. 
Furthermore, there were no considerable differences in the mean interaction energy 
between the two phases. These results therefore clarify why the framework does not 
undergo the phase transition to the C2/c phase under pure CH4 uptake; there is no 
energetic benefit in it doing so. Before moving onto the results of the simulations 
considering modelling adsorption of CO2/CH4 gas mixtures, there is one further result 
for discussion, which is that the CH4 binding site hierarchy in the C2/c phase is not as 
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simplistic as in the Fddd phase, in that three peaks were observed in the 
CH4-framework interaction energy histogram.  
The recorded positions of the CH4 guest molecules in the C2/c phase (Figure 6.17), 
revealed that the CH4 guest molecules were clearly observed exploring the site 3 
position in both porous channels; the CH4 molecules thus seem to ignore the 
asymmetry of the porous channels. Additional complications arise from the fact that 
the site 3 positions either side of the group 1 linker appear to be energetically 
inequivalent. The site 3 position in the group 2b channel appears to be responsible for 
stronger guest-framework interactions, compared to the site 3 position in the 
group 2a channel. In the C2/c phase, occupation of adsorption site positions similar to 
that of site 2 are observed in the group 2b channel. However, in the channel 
surrounded by the group 2a linkers, it is difficult to determine if CH4 occupation is 
occurring in two very close contact site 2 positions or the occupation is smeared out 
considerably across a position similar to the site 1 position seen for CO2. This more 
complicated binding site hierarchy will need to be considered carefully in the 
modelling of adsorption of the gas mixture, since it may disrupt selectivity after the 
phase transition, given that the occupancy of site 3 either side of the group 1 linker 
by CH4 could cause competition for adsorption with weakly-bound CO2 molecules in 
sites 2 and 3, especially the latter since it is the weakest CO2 adsorption site. 
 
Figure 6.17: Simulated centre-of-mass positions of CH4 at maximum simulated uptake in the 10.0 bar 
C2/c Sc2BDC3 structure from the pure CO2 adsorption study, coloured according to the 
CH4-framework interaction energy, along with the experimental CO2 positions (lines) as reference 
points. Image created using VMD.64  
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6.5.3 50:50 CO2/CH4 mixture adsorption in Sc2BDC3 
The X-ray diffraction experiments on Sc2BDC3 under the exposure of CO2/CH4 gas 
mixtures, as discussed in Section 6.3, revealed that the presence of CH4 in the gas 
mixture causes a delay in the Fddd⟶C2/c phase transition, with respect to total gas 
mixture pressure; Sc2BDC3 remained in the Fddd phase until a partial pressure of CO2 
of ca. 2 bar.34 Other than the delay in the phase transition, the system behaved in a 
similar manner to that observed under pure CO2 adsorption, with the same 
adsorption sites in both phases as under pure CO2, with seemingly no evidence of 
CH4 adsorption.34 Based upon the results obtained for both guests separately, 
specifically the much stronger guest-framework interaction energies calculated for 
CO2 adsorption, the results obtained experimentally under the exposure of the gas 
mixtures are not surprising. However, to ascertain the true behaviour of the 
adsorption site occupancy and interaction energies under the uptake of the gas 
mixture, GCMC simulations were undertaken to model 50:50 CO2/CH4 adsorption in 
the related structures of Sc2BDC3.  
The resulting adsorption isotherms, shown in Figure 6.18, reveal very similar 
adsorption behaviour compared to the pure gas adsorption models. The three 
isotherms for CO2 loading overlap consistently at lower fugacities, due to the C2/c 
structure used here originating from a CO2 partial pressure close to the phase 
transition pressure. Up to 100 bar, guest adsorption was almost exclusively observed 
for CO2. Above 500 bar there appears to be an ordering of the different Sc2BDC3 
structures in terms of CH4 uptake, with considerably higher uptake observed in the 
C2/c phase, mirroring the results discussed in the previous section for pure CH4 
uptake. Above 500 bar, there was also a slight decrease in CO2 uptake in the C2/c 
phase, and fluctuations in the uptake of both guests were observed between fugacity 
points, suggesting that exchange of CO2 and CH4 in certain adsorption sites was 
occurring.  




Figure 6.18: Simulated CO2 and CH4 adsorption isotherms from modelling of 50:50 CO2:CH4 gas 
mixture adsorption in various structures of Sc2BDC3 at a simulation temperature of 298 K. 
An examination of the simulated site occupancies, by CO2, in the C2/c phase between 
100 bar and 1000 bar (Table 6.9) revealed a sharp decrease in the site 3 occupancy 
from 0.77(5) to 0.41(3). Some of this site occupancy decrease appeared to be offset by 
an increase in the occupancy of site 1, which is appropriate given the sites co-exist 
within the same porous channel, while the remainder could have caused by the 
desorption of CO2 molecules from the framework, exchanging for CH4 molecules. The 
loss of CO2 molecules from the site 3 position cannot fully account for the higher CH4 
uptake in the C2/c phase; CH4 adsorption was also observed in the site 2 position 
(Figure 6.19), seemingly in-between the sites already occupied by CO2 since no 
decrease in the CO2 occupancy of site 2 was observed between 100 and 1000 bar. 
Furthermore, the phenomenon observed under simulated pure CH4 uptake, that the 
CH4 guest molecules occupy site 3 positions both sides of the group 1 linker and thus 
ignore the asymmetric nature of the porous channels in the C2/c phase, was not 
observed under mixture uptake (Figure 6.19). It thus appears that the accessibility of 
the adsorption site positions for CH4 is driven by the occupancy of the adsorption 
sites by CO2, and there is not enough space in the group 2b porous channel to 
accommodate both CO2 and CH4 in site 2 positions and CH4 in site 3. 
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Table 6.9: Simulated site occupancies of CO2 in the crystallographic CO2 adsorption site positions at 





Site 1  Site 2  Site 3  
10 bar 0.50(5) 0.50(2) 0.61(5) 94 
100 bar  0.52(4) 0.57(3) 0.77(5) 92 
1000 bar 0.69(4) 0.59(3) 0.41(3) 91 
 
Figure 6.19: Simulated centre-of-mass positions of CO2 and CH4 at the maximum simulated uptake 
in the 4.29 bar C2/c Sc2BDC3 structure from the 50:50 CO2/CH4 gas mixture study. Image created 
using VMD.64 
The CO2-framework interaction energy histograms (Figure 6.20), obtained at the 
highest modelled fugacity, revealed very little difference to those seen in the pure 
CO2 studies. Importantly, given that the C2/c phase was obtained at relatively low 
pressures, and thus the phase transition was only just complete, the majority of 
CO2-framework interaction energies are represented by one large peak, thus 
explaining the even filling of each adsorption site observed from the simulated and 
experimental site occupancies. 
The CH4-framework energy histograms (Figure 6.20) also look similar to those seen 
in the pure CH4 models, with the narrowing of the two main histogram peaks 
observed in the C2/c phase compared to those calculated for the Fddd phase. 
Therefore, while there is slight change in the adsorption site energies observed after 
the phase transition, it is evident that the CH4 adsorption sites are far less responsive 
to the framework structural changes than the CO2 adsorption sites, and there appears 
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to be minimal difference between the CH4 adsorption site energies calculated in the 
4.29 bar and 10.0 bar C2/c structures. Therefore, it is hypothesised that, with 
increasing pressure, the selectivity for CO2 uptake over CH4 would not be adversely 
affected. It should be noted that the results being discussed here are from the models 
at the highest simulation fugacity value, and thus the guest loading well-exceeds the 
experimental gas loadings. If only the strongest guest-framework interaction energies 
were considered, which is more the case at experimental loadings, the high selectivity 
for CO2 uptake over CH4 in both phases is more certain. 
 
Figure 6.20: Guest-framework interaction energy histograms for CH4 and CO2 in Sc2BDC3 obtained at 
the highest fugacity value in the GCMC simulations of the 50:50 CO2/CH4 mixture study. 
These results have shown that, below 10 bar at least, the models predict high 
selectivity for CO2 under exposure to the CO2/CH4 gas mixture, which is unaffected 
by the phase transition, in good agreement with the diffraction studies that found no 
evidence of CH4 uptake up to 4.29 bar. While the simulations have provided a strong 
basis to predict that selectivity for CO2 would be maintained, diffraction studies 
under higher pressure CO2/CH4 gas mixtures would be required to confirm the 
suitability of this framework for sustained gas separation application.  




This study has involved an extensive series of GCMC simulations on a range of 
experimentally-obtained framework structures to model CO2, CH4, and CO2/CH4 
mixture adsorption in Sc2BDC3. The simulated results on the structures from across 
the entirety of the pressure series have been combined, providing an explanation for 
the phase transition and guest selectivity behaviour, which were unresolved from the 
diffraction experiments and previous solid-state calculations. The CO2 adsorption 
sites were revealed to be strongly responsive to the changes in the framework 
structure via the rotation of the group 2 linkers, especially site 1 which shifted from 
the secondary binding site in the Fddd phase to the primary binding site in the C2/c 
phase. At partial uptake, the stronger CO2-framework energies were identified in the 
C2/c phase, and thus showed that the phase transition is highly correlated with the 
changes in adsorption site environment, but at close to full occupancy the mean 
interaction energies in the two phases are indistinguishable. Therefore, the use of the 
classical-based simulations has been justified, since they were able to capture the 
behaviour at partial uptake, which cannot be achieved using DFT methods. 
Considerably-weaker CH4-framework interaction energies were observed when CH4 
adsorption was modelled, thus explaining the experimental behaviour in terms of the 
much lower CH4 loadings and the lack of evidence for CH4 uptake when Sc2BDC3 was 
exposed to CO2/CH4 mixtures. The simulations also went beyond the experimental 
results to probe the behaviour of CH4 adsorption in higher-pressure C2/c structures, 
to show that selectivity for CO2 uptake would be maintained at higher pressures. This 
work has therefore provided another successful example of how GCMC simulations 
can be applied in a complementary approach with experimental methods. The results 
obtained from the unpublished experimental work outlined in the introduction 
combined with the GCMC simulations would serve as an important contribution to 
the understanding of gas adsorption behaviour in MOFs. 
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The main achievements of the thesis, in terms of evaluating the structure-property 
relationships of pressure-responsive materials, can be summarised by considering the 
conclusions of each experimental chapter, alongside an outlook towards how the 
newly-found information can contribute to the respective material development and 
direct future work. 
Chapter 3 concerned the high-pressure structural and band gap response of four Pt(II) 
compounds, previously-investigated or newly-synthesised for their piezoresistive 
capabilities. Firstly, the investigation clearly demonstrated that the striking difference 
between the piezoresistive responses of Pt(bqd)2 and MagNH3 was attributed to the 
differing extents of anisotropic compression and extent of delocalisation in the 
frontier bands. Focussing on the second point more closely, this investigation 
revealed that direct d-orbital overlap along the metal stacking direction in the HOCO, 
and thus the correct crystal packing to facilitate this, was not the sole prerequisite for 
a strong piezoresistive response; a delocalised LUCO, which contains metal···metal 
and/or interlayer ligand···ligand interactions of an overall bonding nature, is a vital 
factor that was previously under-discussed in the literature. The effect of ligand 
modification was also investigated. The small modification to form MagNH2Me 
might not have caused an initial disruption to the desired solid-state packing 
arrangement but was demonstrated to slow the band gap compression, due to a 
subtle difference in the interaction nature in the LUCO, and caused an unexpected 
structural phase transition at ca. 2 GPa. The larger modification used to form 
Pt(bqd-butyl)2, while well-intentioned to improve thin film processability, resulted in 
complete disruption of the desirable crystal packing and thus the material exhibited 
a negligible piezoresistive response. This work not only consolidated a considerable 
amount of existing information that was sporadically featured in the literature, but 
also provided a host of new information to be used for future targeted material 
design. Specific guidance was provided from the calculations in terms of highlighting 
the construction of crystalline orbitals from molecular orbitals, although, as 
demonstrated in the comparison of Pt(bqd)2 to Pt(bqd-dibutyl)2, the nature of the 
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crystal packing also plays an important role, and the desired nature of the frontier 
orbitals to have sufficient delocalisation to ensure fast band-gap closure. 
Chapter 4 followed on from the material application and techniques that featured in 
the previous chapter, but with a change in focus to open-shell Au(I) Mott insulators, 
and thus a different pressure-conductivity switch had to be considered. The 
investigation originally aimed to solely obtain higher-quality high-pressure structure 
solutions of the known P21/c polymorph of Au(bpedt)2, however the serendipitous 
discovery of a new polymorph (P21) caused the investigation to change course, 
allowing for a comparison between the structural and band gap response of the two 
polymorphs. Although similar intermolecular interactions were found in both 
polymorphs, the greater number of immediate neighbours at short distances around 
each molecule in the P21/c polymorph facilitated a stronger piezoresistive response 
via greater sub-band delocalisation, and thus calculation results agreed with this 
known phenomenon in Mott insulator materials. This work was unfortunately 
somewhat hampered by poor crystal quality and the system size being too intensive 
to study under the same level of calculations as in Chapter 3. However, the results 
obtained here provide sufficient scope for future work on this material alone, with 
the need to obtain higher quality structural solutions and to investigate the cause of 
the polymorphism, the discovery of which acts as a note of caution to research groups 
investigating similar materials. Furthermore, the calculations revealed the important 
contribution in ligand···ligand interactions towards the closure of the Hubbard 
sub-band gap, given that the unpaired electron delocalised across the dithiolene 
component of the ligand. This fact provides strong guidance in designing Mott 
insulators which could form the conductive state at lower pressures by tuning the 
extent of short intermolecular ligand···ligand contact via, for example, the extent of 
steric bulk beyond the dithiolene component.  
Chapter 5 focussed on the high-pressure structural response of TTTA, a small radical 
molecule known to exhibit magnetic bistability between a paramagnetic monoclinic 
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phase at higher temperature and a diamagnetic triclinic phase at lower temperatures. 
While previous studies revealed that the extent of paramagnetism decreases 
gradually upon application to pressure, the current work showed that this behaviour 
is not associated with any structural phase transition. It is instead likely caused by the 
decreasing intermolecular distance between the components accommodating the 
unpaired spin, thus facilitating stronger antiferromagnetic coupling at higher 
pressures. Moreover, this current work took advantage of the availability of the 
PIXEL method to quantify, in terms of energy, the hierarchy of intermolecular 
interactions in the crystal structure; this work revealed the three strongest interactions 
responsible for directing the construction of the majority of the crystal structure, 
providing an alternative, but complementary, view to the magnetic coupling 
hierarchy currently in the literature. Furthermore, the calculations revealed the 
energetic response of these interactions to compression of the unit cell; the strong 
response of the π-stacking interaction but continued stabilising of the crystal 
structure by the close contact inter-column interactions verify the source of the 
gradual suppression of paramagnetism without an associated structural phase 
transition as seen experimentally under the application of pressure. The results from 
this study, specifically the delicate combination of the primary magnetic interaction 
direction and relative strength of inter-column interactions, can aid the tuning of 
material design and crystal engineering according to the desired structural response 
to pressure and desired width of the magnetic hysteresis.  
The final experimental chapter changes direction, firstly in its focus on gas adsorption 
in porous materials and secondly in its exclusive use of classical simulations to 
complement previously-unpublished crystallographic data. The in-depth simulations 
significantly bolstered the results of the diffraction experiments, by quantifying the 
interaction energies between the adsorbed guest molecules and the framework as 
well as evaluating the exploration of the porous channels by the guest molecules. The 
selective uptake for CO2 over CH4 was thus attributed to stronger interactions, and 
the structural phase transition in the framework seen experimentally under CO2 
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uptake was rationalised by the access to stronger guest adsorption positions with the 
behaviour of the framework and adsorbed CO2 being highly correlated. This study 
has highlighted the considerable effect on individual adsorption site positions that 
are associated with seemingly subtle framework changes, compared to some MOFs 
which undergo significant gate-opening/closing phase transitions. This work has also 
further highlighted the desirable gas selective capabilities of Sc2BDC3, and will 
expectantly encourage further in-depth investigations of gas mixture adsorption in 
candidate porous materials. 
To summarise, this thesis has provided a considerable array of information on the 
structure-property relationships of pressure-responsive materials, in terms of 
consolidating and collating scattered literature understanding, clarifying some 
literature ambiguity and, most importantly, providing new insight and 
understanding behind the underlying source of the properties of these materials. 
Considerable focus has been placed upon the solid-state arrangement of these 
materials, highlighting its importance for the exhibition of the desired material 
properties. This thesis adds to the growing body of work that utilises the powerful 
combination of X-ray diffraction and computational techniques, especially in its 
applicability to a range of materials and property type, and has demonstrated the 
fundamental insights that are gained when experiment and theory are used in 
tandem. The computational methods have not been utilised to solely verify the 
experimental results, but allow for their greater interpretation, and thus gain further 
insight which act as guidance for next generation material design. This methodology 
can also be combined with other experimental techniques, such as high-pressure 
spectroscopy and conductivity measurements, depending on the material application 
of interest. Given the extent of valuable information that can be extracted about a 
system from the use of these methods, further work should involve more frequent 
utilisation of this methodology to ultimately provide more detailed criterion for 
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The remaining pages of the appendix are dedicated to crystallographic data from all 
of the high-pressure series of diffraction experiments undertaken on the various 
compounds in Chapters 3-5, and are presented as follows: 
 Pt(bqd)2: Tables A1, A2 
 Pt(bqd-dibutyl)2: Tables A3, A4 
 Magnus green salts: Tables A5, A6, A7, A8 
 Au(bpedt)2: Tables A9, A10 
 TTTA: Table A11 
The structure solutions for the ambient-pressure and high-pressure structures of 
Pt(bqd)2 and both Magnus green salts have been published and submitted to the 
Cambridge Crystallographic Data Centre (reference numbers: 1971034-1971042 and 
2009951-2009968 respectively), and can be obtained free of charge via 
https://www.ccdc.cam.ac.uk/structures/. 
The structure solutions for the ambient-pressure and high-pressure structures of 
Pt(bqd-dibutyl)2, polymorphs 1 and 2 of Au(bpedt)2, and 1,3,5-triathia-2,4,6,-
triazapentalenyl (TTTA) have yet to be submitted to the Cambridge Crystallographic 
Data Centre, and are awaiting finalisation prior to publication. As a result, the exact 
data presented in this appendix for those compounds are subject to change. However, 
the narrative presented in the relevant experimental chapters, concerning the results 
of the various high-pressure crystallographic studies and subsequent calculations, is 





Table A1. Crystallographic data for each pressure point of the high-pressure series of experiments on Pt(bqd)2. 
 Ambienta 0.11 GPa 0.16 GPa 0.29 GPa 0.58 GPa 1.03 GPa 1.47 GPa 1.98 GPa 2.38 GPa 
a (Å) 9.7525(3) 9.7489(10) 9.7361(8) 9.7115(8) 9.6689(7) 9.6376(8) 9.6249(11) 9.5883(19) 9.5805(9) 
b (Å) 20.6661(6) 20.623(18) 20.626(13) 20.570(13) 20.509(11) 20.354(14) 20.271(19) 20.186(15) 20.129(16) 
c (Å) 6.3580(2) 6.3270(9) 6.3029(7) 6.2627(7) 6.1816(5) 6.0986(6) 5.9805(10) 5.8532(9) 5.8077(9) 
α (°) 90 90 90 90 90 90 90 90 90 
β (°) 90 90 90 90 90 90 90 90 90 
γ (°) 90 90 90 90 90 90 90 90 90 
V (Å3) 1281.4(1) 1272.1(2) 1265.7(2) 1251.1(2) 1225.8(1) 1196.31(1) 1166.8(2) 1132.9(2) 1120.0(2) 
Space Group Ibam Ibam Ibam Ibam Ibam Ibam Ibam Ibam Ibam 
λ / Å 0.71073(Mo Kα) 0.4859 0.4859 0.4859 0.4859 0.4859 0.4859 0.4859 0.4859 
Completeness 99.9% 43.6% 46.8% 47.9% 47.1% 49.0% 47.2% 48.0% 47.7% 
Number of measured, 
independent and observed 
[I>2σ] reflections 
6574, 728, 479 2309, 362, 260 1063, 195, 195 1043, 197, 196 1171, 189, 188 1224, 195, 194 1199, 184, 183 1149, 182, 181 1131, 180, 178 
T min 1.971 2.855 2.861 1.585 1.592 1.598 1.601 1.607 1.609 
T max 26.483 17.635 17.646 17.625 17.605 17.664 17.649 17.652 17.652 
μ (mm-1) 10.973 11.054 11.109 11.239 11.471 11.754 12.051 12.412 12.554 
Resolution / Å 0.80 0.80 0.80 0.80 0.80 0.80 0.80 0.80 0.80 
Number of Parameters 71 71 71 71 69 71 69 69 69 
Number of Restraints 10 88 122 122 121 122 114 114 114 
Rint 0.051 0.071 0.066 0.059 0.047 0.074 0.065 0.056 0.057 
wR (F2) 0.0360 0.0976 0.0889 0.0696 0.0554 0.0850 0.1586 0.1779 0.1871 
R[F2>2σ(F2)] 0.051 0.053 0.035 0.028 0.022 0.035 0.072 0.079 0.080 
a First reported in the MChemX report of Edward Broadhurst (University of Edinburgh, 2018). Reported here for completeness of pressure series and for its importance 




Table A2. Selection of intramolecular and intermolecular structural components measured from the structure solutions for each pressure point of the high-pressure 
series of experiments on Pt(bqd)2 
Pressure (GPa) Pt-N bond lengths (Å) N-Pt-N angles (°) N-Pt···Pt-N torsion angles (°) 
Ambienta 1.988(6), 1.982(7) 100.4(4), 79.6(4) 93.2(3), 86.8(3) 
0.11 1.983(17), 1.997(8) 99.9(5), 80.1(5) 93.5(4), 86.5(4) 
0.16 1.980(20), 1.990(10) 98.2(7), 81.9(7) 92.7(6), 87.3(6) 
0.29 1.982(17), 2.002(8) 99.0(6), 81.1(6) 92.5(7), 87.5(7) 
0.58 1.999(14), 1.994(8) 100.7(5), 79.3(5) 93.9(4), 86.1(4) 
1.03 2.062(18), 2.013(10) 100.8(6), 79.2(6) 93.2(5), 86.8(5) 
1.47 2.100(30), 1.990(16) 101.6(8), 78.4(8) 94.2(7), 85.8(7) 
1.98 2.110(30), 1.970(17) 101.2(8), 78.7(8) 94.4(7), 85.6(7) 
2.38 2.100(30), 1.975(18) 101.3(9), 78.8(9) 94.1(7), 85.9(7) 
a First reported in the MChemX report of Edward Broadhurst (University of Edinburgh, 2018). Reported here for completeness of pressure series and for its importance 





Table A3. Crystallographic data for each pressure point of the in-house high-pressure series of experiments on Pt(bqd-dibutyl)2. These structures were first reported 
in the MChemX final report of Edward Broadhurst (University of Edinburgh, 2018), but have been shown here to allow comparison to the other high-pressure series 
of experiments on Pt(bqd-dibutyl)2 undertaken at the Diamond Light Source synchrotron I19 beamline (Table A4). 
 Ambient 0.14 GPa 0.76 GPa 1.43 GPa 
a (Å) 20.7074(11) 20.6020(17) 20.3289(19) 20.088(3) 
b (Å) 4.9052(2) 4.8431(10) 4.7018(1) 4.6778(3) 
c (Å) 28.1381(14) 27.9031(7) 27.4559(8) 27.3616(15) 
α (°) 90 90 90 90 
β (°) 90 90 90 90 
γ (°) 90 90 90 90 
V (Å3) 2858.10(14) 2784.10(21) 2624.30() 2571.11() 
Space Group Pna21 Pna21 Pna21 Pna21 
λ / Å 0.71073 (Mo Kα) 0.71073 (Mo Kα) 0.71073 (Mo Kα) 0.71073 (Mo Kα) 
Completeness 96.8% 50.6% 44.7% 50.1% 
Number of measured, independent 
and observed [I>2σ] reflections 
30739, 6887, 5086 8690, 1963, 1308 7639, 1738, 1215 6446, 1486, 1029 
T min 1.967 3.527 3.582 3.604 
T max 28.512 23.293 23.257 22.042 
μ (mm-1) 4.948 5.080 5.389 5.500 
Resolution / Å 0.74 0.90 0.90 0.95 
Number of Parameters 335 150 149 150 
Number of Restraints 337 161 161 161 
Rint 0.031 0.041 0.046 0.078 
wR (F2) 0.0389 0.0957 0.1026 0.1159 





Table A4. Crystallographic data for each pressure point of the high-pressure series of experiments on Pt(bqd-dibutyl)2, collected at the Diamond Light Source 
synchrotron I19 beamline.  
 0.11 GPa 0.78 GPa 1.11 GPa 1.47 GPa 1.76 GPa 2.26 GPa 
a (Å) 20.403(19) 20.365(19) 20.00(2) 19.61(4) 19.64(4) 19.32(6) 
b (Å) 4.7354(6) 4.7134(6) 4.7022(8) 4.6817(17) 4.6585(14) 4.6324(19) 
c (Å) 27.814(3) 27.755(3) 27.772(3) 27.693(6) 27.495(7) 27.529(11) 
α (°) 90 90 90 90 90 90 
β (°) 90 90 90 92.81(6) 94.12(6) 94.48(9) 
γ (°) 90 90 90 90 90 90 
V (Å3) 2687(3) 2664.2(3) 2611.3(3) 2539(50 2509(6) 2456(8) 
Space Group Pna21 Pna21 Pna21 P21 P21 P21 
λ / Å 0.4859 0.4859 0.4859 0.4859 0.4859 0.4859 
Completeness 47.6% 47.6% 47.2% 46.1% 45.9% 47.6% 
Number of measured, 
independent and observed 
[I>2σ] reflections 
6490, 1494, 1040 6484, 1497, 1124 6760, 1464, 1054 7352, 2702, 826 7266, 2681, 832 7087, 2703, 395 
T min 1.6498 1.6528 1.6572 1.6674 1.6771 1.6774 
T max 15.658 14.816 14.807 14.812 14.809 14.791 
μ (mm-1) 5.263 5.308 5.416 5.571 5.637 5.754 
Resolution / Å 0.95 0.95 0.95 0.95 0.95 0.95 
Number of Parameters 157 335 335 313 313 - 
Number of Restraints 171 377 377 455 435 - 
Rint 0.095 0.096 0.085 0.135a 0.147b 0.242c 
wR (F2) 0.1244 0.1853 0.1764 0.2266 0.1844 - 
R[F2>2σ(F2)] 0.1013 0.0729 0.0664 0.1846 0.1564 Structure Unsolved 





Table A5. Crystallographic data for each pressure point of the high-pressure series of experiments on MagNH3. 
 Ambient 0.37 GPa 0.74 GPa 1.06 GPa 1.65 GPa 1.96 GPa 2.28 GPa 2.71 GPa 3.73 GPa 4.62 GPa 
a (Å) 8.97809(14) 8.9435(5) 8.8963(4) 8.8591(6) 8.7949(6) 8.7712(8) 8.7425(7) 8.7220(11) 8.6538(10) 8.6076(14) 
b (Å) 8.97809(14) 8.9435(5) 8.8963(4) 8.8591(6) 8.7949(6) 8.7712(8) 8.7425(7) 8.7220(11) 8.6538(10) 8.6076(14) 
c (Å) 6.4585(3) 6.4253(7) 6.3753(6) 6.3339(8) 6.2730(8) 6.2436(9) 6.2161(8) 6.1933(11) 6.1220(12) 6.0602(17) 
α (°) 90 90 90 90 90 90 90 90 90 90 
β (°) 90 90 90 90 90 90 90 90 90 90 
γ (°) 90 90 90 90 90 90 90 90 90 90 
V (Å3) 520.59(3) 513.93(6) 504.57(4) 497.11(6) 485.22(6) 480.35(7) 475.10(6) 471.14(8) 458.47(9) 449.01(12) 
Space Group P4/mnc P4/mnc P4/mnc P4/mnc P4/mnc P4/mnc P4/mnc P4/mnc P4/mnc P4/mnc 
λ / Å 1.54178 (Cu Kα) 0.4859 0.4859 0.4859 0.4859 0.4859 0.4859 0.4859 0.4859 0.4859 







2295, 285, 244 1118, 207, 185 1037, 184, 144 1250, 200, 160 1410, 196, 147 1327, 196, 143 1341, 193, 145 1415, 193, 137 1130, 161, 115 1172, 163, 112 
T min 6.975 2.669 4.128 4.148 2.239 2.245 2252 2.258 3.599 3.619 
T max 72.916 16.534 16.566 16.555 16.579 16.567 16.599 16.579 15.621 15.658 
μ (mm-1) 58.572 10.430 10.623 10.783 11.047 11.159 11.282 11.377 11.692 11.938 
Resolution / Å 0.84 0.85 0.85 0.85 0.85 0.85 0.85 0.85 0.85 0.85 
Number of 
Parameters 
18 18 18 18 18 18 18 18 18 18 
Number of 
Restraints 
2 2 2 2 2 2 2 2 2 2 
Rint 0.052 0.025 0.034 0.073 0.072 0.067 0.080 0.085 0103 0.115 
wR (F2) 0.0885 0.0968 0.2657 0.3035 0.2364 0.2159 0.2345 0.2080 0.2683 0.2746 





Table A6. Crystallographic data for each pressure point of the high-pressure series of experiments on MagNH2Me. 
 Ambient 0.16 GPa 0.25 GPa 0.58 GPa 0.90 GPa 1.23 GPa 1.61 GPa 1.92 GPa 2.33 GPa 
a (Å) 10.35151(12) 10.3266(8) 10.3078(8) 10.2482(7) 10.1964(7) 10.1452(13) 10.0908(14) 10.056(2) 14.160(9) 
b (Å) 10.35151(12) 10.3266(8) 10.3078(8) 10.2482(7) 10.1964(7) 10.1452(13) 10.0908(14) 10.056(2) 14.179(3) 
c (Å) 6.4977(2) 6.4805(10) 6.4712(10) 6.4309(9) 6.3876(9) 6.3581(11) 6.3306(17) 6.320(3) 6.274(1) 
α (°) 90 90 90 90 90 90 90 90 90 
β (°) 90 90 90 90 90 90 90 90 92.13(3) 
γ (°) 90 90 90 90 90 90 90 90 90 
V (Å3) 696.25(3) 691.06(10) 687.57(11) 675.41(10) 664.10(9) 654.41(11) 644.60(18) 639.1(3) 1258.69 
Space Group P4/mnc P4/mnc P4/mnc P4/mnc P4/mnc P4/mnc P4/mnc P4/mnc C2/c 
λ / Å 1.54178 (Cu Kα) 0.4859 0.4859 0.4859 0.4859 0.4859 0.4859 0.4859 0.4859 






3522, 397, 268 1769, 306, 192 1889, 317, 204 1808, 306, 190 2051, 319, 197 2137, 314, 173 2159, 310, 184 2051, 296, 170 2746, 746, 260 
T min 6.046 3.016 2.541 2.556 1.931 1.941 1.843 1.958 2.813 
T max 75.793 16.778 16.809 16.794 16.803 16.799 15.808 16.810 26.371 
μ (mm-1) 43.901 20.967 21.074 21.453 21.819 22.142 22.479 22.673 23.024 
Resolution / Å 0.80 0.84 0.84 0.84 0.84 0.84 0.84 0.84 0.80 
Number of 
Parameters 
27 24 27 27 27 27 27 27 - 
Number of 
Restraints 
14 14 14 14 14 14 14 14 - 
Rint 0.055 0.064 0.053 0.053 0.025 0.052 0.069 0.076 0.048 
wR (F2) 0.1176 0.1399 0.0975 0.1426 0.0883 0.1344 0.1238 0.1150 - 







Table A7. Selection of intramolecular and intermolecular structural components measured from the structure solutions for each pressure point of the high-pressure 
series of experiments on MagNH3. 
Pressure (GPa) PtN bond length (Å) PtCl bond length (Å) ClPt···PtN torsion angle (°) 
Ambient 2.068(10) 2.330(4) -29.1(2) 
0.37 2.058(8) 2.332(3) -28.4(2) 
0.74 2.064(12) 2.324(4) -28.1(3) 
1.06 2.069(13) 2.329(4) -28.9(3) 
1.65 2.061(14) 2.320(4) -28.5(4) 
1.96 2.079(18) 2.321(6) -28.6(4) 
2.28 2.066(18) 2.315(5) -28.9(5) 
2.71 2.069(17) 2.323(5) -29.0(4) 
3.73 2.074(18) 2.318(6) -30.1(5) 
4.62 2.050(30) 2.321(9) -29.3(7) 
 
Table A8. Selection of intramolecular and intermolecular structural components measured from the structure solutions for each pressure point of the high-pressure 
series of experiments on MagNH2Me. 
Pressure (GPa) PtN bond length (Å) PtCl bond length (Å) PtNC angle (°) ClPt···PtN torsion angle (°) 
Ambient 2.059(10) 2.320(3) 124.0(8) 31.3(2) 
0.16 2.089(11) 2.329(3) 124.2(8) 32.5(3) 
0.25 2.087(9) 2.325(3) 123.2(7) 32.3(2) 
0.58 2.079(12) 2.326(4) 124.5(9) 33.5(3) 
0.90 2.095(14) 2.321(4) 122.7(12) 32.6(3) 
1.23 2.066(13) 2.309(5) 124.0(11) 33.4(3) 
1.61 2.059(11) 2.303(5) 125.6(10) 33.8(3) 





Table A9. Crystallographic data for each pressure point of the in-house high-pressure series of experiments on polymorph 1 (P21/c) of Au(bpedt)2. These structures 
were first reported in the MChemX final report of Edward Broadhurst (University of Edinburgh, 2018), but have been shown here to allow comparison to the 
high-pressure series of experiments on polymorph 2 (P21) of Au(bpedt)2 undertaken at the Diamond Light Source synchrotron I19 beamline (Table A10). 
 Ambient 0.33 GPa 0.94 GPa 1.36 GPa 1.76 GPa 2.11 GPa 
a (Å) 6.21586(8) 6.1182(5) 6.0443(4) 6.0151(6) 5.9664(10) 5.9252(19) 
b (Å) 7.36044(10) 7.1487(5) 6.9977(4) 6.9706(6) 6.9198(10) 6.8731(19) 
c (Å) 51.8984(6) 51.642(3) 51.504(2) 51.497(4) 51.523(6) 51.440(12) 
α (°) 90 90 90 90 90 90 
β (°) 92.5170(7) 92.411(6) 92.148(4) 92.076(6) 91.970(10) 92.04(2) 
γ (°) 90 90 90 90 90 90 
V (Å3) 2372.14(5) 2256.7(3) 2176.9(1) 2157.78(15) 2125.9(5) 2093.5(5) 
Space Group P21/c P21/c P21/c P21/c P21/c P21/c 
λ / Å 0.71073 (Mo Kα) 0.71073 (Mo Kα) 0.71073 (Mo Kα) 0.71073 (Mo Kα) 0.71073 (Mo Kα) 0.71073 (Mo Kα) 
Completeness 96.1% 50.8% 58.8% 58.6% 61.0% 72.2% 
Number of measured, 
independent and observed 
[I>2σ] reflections 
25995, 5656, 4080 7024, 1929, 984 6739, 1843, 1091 6722, 1846, 1008 6090, 1665, 778 2780, 721, 455 
T min 1.571 3.716 3.314 3.530 3.175 3.188 
T max 28.290 23.416 23.271 23.377 22.308 21.580 
μ (mm-1) 6.570 6.906 7.159 7.223 7.333 7.442 
Resolution / Å 0.75 0.89 0.90 0.90 0.94 1.20 
Number of Parameters 298 298 298 298 298 138 
Number of Restraints 282 360 360 360 360 168 
Rint 0.030 0.041 0.036 0.052 0.063 0.094 
wR (F2) 0.0701 0.0530 0.0445 0.0279 0.0327 0.1354 





Table A10. Crystallographic data for each pressure point of the high-pressure series of experiments on polymorph 2 (P21) of Au(bpedt)2, collected at the Diamond 
Light Source synchrotron I19 beamline.  
 0.11 GPa 0.26 GPa 0.34 GPa 0.61 GPa 0.85 GPa 1.18 GPa 
a (Å) 11.67(3) 11.59(3) 11.65(3) 11.50(3) 11.31(4) 11.27(3) 
b (Å) 7.4328(16) 7.3538(19) 7.2997(14) 7.2345(18) 7.2240(20) 7.1803(19) 
c (Å) 14.529(8) 14.484(10) 14.472(7) 14.414(10) 14.475(14) 14.392(14) 
α (°) 90 90 90 90 90 90 
β (°) 113.00(16) 112.89(18) 113.37(14) 112.98(19) 112.7(3) 112.98(15) 
γ (°) 90 90 90 90 90 90 
V (Å3) 1161(3) 1138(4) 1130(3) 1104(4) 1091(5) 1072(3) 
Space Group P21 P21 P21 P21 P21 P21 
λ / Å 0.4859 0.4859 0.4859 0.4859 0.4859 0.4859 
Completeness 0.414 0.413 0.410    
Number of measured, 
independent and observed 
[I>2σ] reflections 
3139, 1123, 706 3122, 1136, 638 3086, 1111, 683 2891, 1063, 505 3045, 1071, 454 3125, 1058, 461 
T min 1.8731 1.8921 1.9073 1.9184 1.9272 1.9322 
T max 14.7671 14.8113 14.8131 14.7973 14.7321 14.7170 
μ (mm-1) 6.716 6.850 6.897 7.059 7.144 7.270 
Resolution / Å 0.95 0.95 0.95 0.95a 0.95b 0.95c 
Number of Parameters 298 298 298 298 298 - 
Number of Restraints 443 443 443 451 450 - 
Rint 0.146 0.198 0.206 0.240 0.292 0.252 
wR (F2) 0.2692 0.3215 0.3180 0.3832 0.5367 - 
R[F2>2σ(F2)] 0.1154 0.1468 0.1424 0.1813 0.2568 - 





Table A11. Crystallographic data for each pressure point of the high-pressure series of experiments on 1,3,5-triathia-2,4,6,-triazapentalenyl (TTTA). 
 Ambient 0.33 GPa 0.94 GPa 1.36 GPa 1.76 GPa 2.11 GPa 2.54 GPa 2.91 GPa 3.94 GPa 4.56 GPa 
a (Å) 9.4388(5) 9.430(8) 9.353(7) 9.332(7) 9.301(11) 9.287(12) 9.255(12) 9.204(9) 9.101(13) 9.081(17) 
b (Å) 3.7100(2) 3.6047(3) 3.5177(3) 3.4658(2) 3.4244(3) 3.3977(4) 3.3745(4) 3.3539(3) 3.3020(4) 3.2672(60 
c (Å) 15.0579(8) 14.937(2) 14.831(2) 14.742(2) 14.699(3) 14.643(3) 14.594(3) 14.565(2) 14.494(4) 14.419(4) 
α (°) 90 90 90 90 90 90 90 90 90 90 
β (°) 104.55(3) 104.49(4) 104.46(4) 104.34(3) 104.29(6) 104.28(6) 104.28(6) 104.33(5) 104.52(7) 104.71(9) 
γ (°) 90 90 90 90 90 90 90 90 90 90 
V (Å3) 510.38(3) 491.59(7) 472.46(6) 461.93(6) 453.68(9) 447.79(9) 441.69(9) 435.64(7) 421.68(10) 413.81(13) 
Space Group P21/c P21/c P21/c P21/c P21/c P21/c P21/c P21/c P21/c P21/c 
λ / Å 0.71073 (Mo Kα) 0.4859 0.4859 0.4859 0.4859 0.4859 0.4859 0.4859 0.4859 0.4859 







4849, 1061, 1020 722, 229, 220 739, 232, 213 850, 248, 227 918, 245, 216 864, 232, 177 837, 231, 177 786, 224, 170 1080, 246, 207 1276, 247, 202 
T min 2.796 3.7725 3.7998 3.8231 3.8350 3.8491 4.1286 3.8703 3.9715 3.9065 
T max 26.518 15.5768 15.6441 15.6596 15.6588 15.6242 15.6429 15.5877 15.6609 15.6175 
μ (mm-1) 1.315 1.365 1.420 1.453 1.479 1.499 1.519 1.541 1.592 1.622 
Resolution / Å 0.80 0.90 0.90 0.90 0.90 0.90 0.90 0.90 0.90 0.90 
Number of 
Parameters 
73 73 73 33 35 33 33 33 73 73 
Number of 
Restraints 
21 104 104 50 50 71 50 50 104 104 
Rint 0.011 0.021 0.027 0.019 0.038 0.067 0.045 0.037 0.047 0.039 
wR (F2) 0.0627 0.1153 0.0961 0.4180 0.4966 0.6342 0.6806 0.4036 0.2047 0.1944 
R[F2>2σ(F2)] 0.0254 0.0589 0.0425 0.1686 0.2179 0.3667 0.3380 0.2062 0.0956 0.0840 
 
