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Abstract
We propose a functional version of the Hodrick-Prescott filter for
functional data which take values in an infinite dimensional separable
Hilbert space. We further characterize the associated optimal smooth-
ing parameter when the associated linear operator is compact and the
underlying distribution of the data is Gaussian.
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1 Introduction
Functional data analysis is attracting a lot of interest within the fields of statistical
estimation and statistical inverse problems (see Ramsay and Silverman (1997), Bosq
(2000), Mu¨ller and Stadtmu¨ller (2005), Ferraty and Vieu (2006), Stuart (2010) and
Agapiou, Larsson and Stuart (2012) among many other contributions). This is due
to the ability of modern instruments to perform tightly spaced measurements so
that these data can be seen as samples of curves, making classical data smoothing
techniques and regression models, such as generalized linear models, inadequate
tools. Therefore, the need of extending statistical methods from multivariate data
to functional data remains an important task for modern statistical theory. Fields
of application where functional data are by now natural objects of study include
chemometrics (see e.g. Frank and Friedman (1993) and Hastie and Mallows (1993)),
climatology (Besse, Cardot and Stephenson (2000)), finance (Preda and Saporta
(2005)) and linguistic (Hastie et al. (1995)), to mention only few.
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The classical Hodrick-Prescott filter (called henceforth the HP filter) is widely used
in graduation or data smoothing, and remains a powerful tool to construct life tables
in actuarial science and identify trends or business growth, structural breaks and
anomalies in econometric data series. The univariate HP filter extracts a ’signal’
(also called trend in the economic literature) y(α, x) = (y1(α, x), . . . , yT (α, x)) from
a noisy time series x = (x1, . . . , xT ) as a minimizer of
T∑
t=1
(xt − yt)
2 + α
T∑
t=3
(yt − 2yt−1 + yt−2)
2, (1)
with respect to y = (y1, . . . , yT ), for an appropriately chosen positive parameter
α, called the smoothing parameter. To determine an appropriate value of the
smoothing parameter α, Hodrick and Prescott (1997) suggest the time series (x, y)
satisfies the following linear mixed model:{
x = y + u,
Py = v.
(2)
where, u ∼ N(0, σ2uIT ) and v ∼ N(0, σ
2
vIT−2) (IT and IT−2 denote the T × T
and (T − 2) × (T − 2) identity matrices, respectively) and P is the second order
differencing operator (Py)(t) := yt − 2yt−1 + yt−2, t = 3, . . . , T . Using this model,
the appropriate smoothing parameter turns out to be the so-called ’noise-to-signal
ratio’ α∗ = σ2u/σ
2
v (see Schlicht (2005)). This parameter satisfies
E[ y|x] = y(
σ2u
σ2v
, x) (3)
and is optimal in the sense that (see Dermoune et al. (2009)) the smoothing param-
eter minimizes the mean square difference between the ’optimal signal’ y(α, x) and
the conditional expectation E[ y|x] which is the best predictor (in the L2-norm) of
any signal y given the time series x. More precisely,
σ2u/σ
2
v = argmin
α
{
‖E[ y|x]− y(α, x)‖2
}
. (4)
Furthermore, Dermoune et al. (2009) proposed a multivariate version of the HP
filter and determined the possible optimal smoothing parameters.
In this paper, we propose a functional version of the HP filter to extract a ’smooth
signal’ y from observations x which take values in some function space and are
corrupted by a noise u which is apriori unobservable, where the smoothness of
the signal is measured by the action of a given linear operator A on y, possibly
corrupted by a noise v which is also apriori unobservable:{
x = y + u,
Ay = v,
(5)
The filter is of the same form as (2), where the second order differencing operator
P is replaced by a linear operator A. Optimality of such a signal is defined through
y(α, x) := argmin
y
{
‖x− y‖2H1 + α ‖Ay‖
2
H2
}
,
for appropriate spaces H1 and H2, for a given ’smoothing parameter’ α > 0.
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In this paper we consider the case where H1 and H2 are separable Hilbert spaces,
and A : H1 −→ H2 is a compact linear operator. Examples include the following
cases of particular interest in quantum mechanics among many other cases (see [6]
for further details):
a. H1 = H2 := L
2(Ω), where, Ω is a bounded domain in Rd, and A := (−∆)
−γ
,
for some γ > d/2, which is a trace-class operator.
b. H1 = H2 := L
2(Ω), where, Ω is a domain in Rd, and V ∈ L1loc(Ω) a potential
bounded from below and is such that (V )
d
2
−γ ∈ L1(Ω), for some γ > d/2.
A := (−∆+ V )
−γ
which is a trace-class operator.
c. H1 = H2 := L
2(Ω), where, Ω is a domain in Rd, and V is a potential for
which the Scho¨ridinger operator −∆+V has eigenvalues λ1 < λ2 ≤ λ3 ≤ · · ·
diverging to infinity such that
∑
n F (λn) is finite, where F : R −→ R∪{ +∞}
is convex. We may consider the operator A := F (−∆ + V ) which is trace-
class.
Given two separable Hilbert spaces H1 and H2 and a compact linear operator
A : H1 −→ H2, the main result of this paper is a characterization of the opti-
mal smoothing parameter determined by a criterion similar to (4), when u and v
are independent Hilbert space-valued Gaussian random variables with zero means
and covariance operators Σu and Σv, i.e., self-adjoint, positive, semi-definite and
bounded operators in their respective Hilbert spaces. Statistical estimation of the
smoothing parameter, given the functional data x, will be studied in a future work.
The paper is organized as follows. In Section 2, we introduce a functional version
of HP filter under the assumption that the operator A is compact. In Section 3,
we characterize the optimal smoothing parameter when the covariance operators
Σu and Σv are trace class operators. In Section 4, we extend this characterization
to the case where the covariance operators Σu and Σv are not trace class, which
includes white noise, a favorite model for the processes u and v in the HP filter
literature (see Schlicht (2005); Dermoune et al. (2009) and the references therein).
In a subsequent work we will consider the more general case where the operator A
is not necessarily compact.
2 A Hilbert space-valued Hodrick-Prescott filter
In this section, we extend the Hodrick-Prescott filter to an infinite dimensional
Hilbert space setting.
Let H1 and H2 be two separable Hilbert spaces, with norms ‖· ‖Hi and inner prod-
ucts 〈·, ·〉Hi , i = 1, 2, and x ∈ H1 be a functional time series of observables. As a
natural extension of the finite-dimensional case, a functional version of the Hodrick-
Prescott filter reconstructs an ’optimal smooth signal’ y ∈ H1 that solves an equa-
tion Ay = v, corrupted by a noise v which is apriori unobservable, from observations
x corrupted by a noise u which is also apriori unobservable:{
x = y + u,
Ay = v,
(6)
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given the linear operator A : H1 −→ H2.
Optimality of such a smooth signal is defined through a Tikhonov-Phillips regu-
larization of the system (6), by introducing a smoothing parameter α > 0 and
minimizing
‖x− y‖2H1 + α ‖Ay‖
2
H2
(7)
with respect to y, i.e. an ’optimal smooth’ signal associated with x is
y(α, x) := argmin
y
{
‖x− y‖
2
H1
+ α ‖Ay‖
2
H2
}
. (8)
We refer to the nice survey paper by Stuart (2010) on the Bayesian perspective of
this type of inverse problems.
As noted in Dermoune et al. (2009), to get a feasible solution of the problem (8), it
is often necessary to regularize the system (6) with a linear operator B : H2 −→ H2
with suitable properties instead of a smoothing parameter α > 0. In this case, our
’optimal smooth’ signal associated with x reads
y(B, x) := argmin
y
{
‖x− y‖
2
H1
+ 〈Ay,BAy〉H2
}
, (9)
provided that
〈Ah,BAh〉H2 ≥ 0, h ∈ H1.
Manifestly, setting B = αIH2 in (9), we get (8).
Next, we extend the selection criterion (4) of the optimal smoothing parameter to
the infinite dimensional setting.
Definition 1. The optimal smoothing operator associated with the Hodrick-Prescott
filter (6) is the minimizer of the difference between the optimal solution y(B, x),
and the conditional expectation E[y|x], the best predictor of any signal y given the
functional data x:
Bˆ = argmin
B
‖E[y|x]− y(B, x)‖
2
H1
. (10)
This selection criterion is only useful if it is possible to compute an explicit for-
mula for the conditional expectation, which is not always the case. In the finite
dimensional setting, joint Gaussian distributions are among the few probability
distributions for which the conditional expectation can be explicitly specified. To
extend this criterion to the infinite dimensional setting, we should be able to com-
pute the conditional expectation of Hilbert space-valued (jointly Gaussian) random
variables. But, it is well known (see e.g. Rozanov (1968) or Skorohod (1974)) that
a Gaussian distribution on a Hilbert space are ’meaningful’ if and only if the ’mean’
is an element of the underlying Hilbert space and the covariance operator is trace
class (thus compact). When the covariance operator is not trace class on the un-
derlying Hilbert space, following e.g. Rozanov (1968) or Lehtinen et al. (1984), the
conditional expectation is again well defined only on a larger Hilbert space to which
the covariance operator can be continuously extended to a trace class operator (see
Section 4 below).
In the next section, we give an explicit form of the optimal smoothing operator Bˆ,
assuming u and v independent and Gaussian, with trace class covariance operators,
which insures that the vector (x, y) is a.s. a Hilbert-valued Gaussian vector and,
relying on Mandelbaum’s results (see Mandelbaum (1984)), we derive an explicit
form of the conditional expectation E[y|x].
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3 HP filter associated with trace class covariance
operators
In this section we study the problem (9), for a class of smoothing operators B to be
specified below. Moreover, we characterize the optimal smoothing operator which
solves (10), when the covariance operators Σu and Σv are trace class. We refer to
the classic Reed and Simon ([21]) for an introduction to compact operators.
Given the linear compact operator A, the spaces H1 and H2 admit the following
orthogonal decompositions
H1 = Ker(A)⊕ (Ker(A))
⊥,
H2 = Ran(A) ⊕ (Ran(A))
⊥.
The linear operator A being compact, it admits positive eigenvalues λj , j ≥ 0 such
that λn ց 0+, as n → ∞. Let {λ
2
j} be the eigenvalues of A
∗A (which is also
compact), and {ej} ∈ H1 its corresponding set of orthonormal eigenvectors. Since
A∗A is self-adjoint on H1, an orthonormal eigen-basis of AA
∗ on H2 can be given
by
dj =
1
λj
Aej ,
and
〈dj , dl〉 =
1
λjλl
〈ej , A
∗Ael〉 =
{
1, j = l,
0, j 6= l.
The system (λn, en, dn) is called the singular value decomposition (SVD) of A, and
A satisfies
Ah =
∞∑
j=1
λj〈h, ej〉dj , h ∈ H1, (11)
where, the sum converges in the operator norm.
Therefore, the equation Ay = v has a solution of the form
y = y0 +A
∗(AA∗)−1v = y0 +
∞∑
j=1
1
λj
〈v, dj〉ej , (12)
where y0 ∈ Ker(A) can be chosen arbitrarily, and
x = y0 +A
∗(AA∗)−1v + u. (13)
A stochastic model for (x, y) is manifestly determined by models for y0 and (u, v).
We assume
Assumption 1. y0 deterministic.
Assumption 2. u and v are independent random variables with zero mean
and covariance operators Σu and Σv respectively.
Assumption 1 is made to ease the analysis. Assumption 2 is natural because apriori
there should not be any dependence between the ’residual’ u which is due to the
noisy observation x and the required degree of smoothness of the signal y.
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Given Assumptions 1 and 2, in view of (12) and (13), it holds that (x, y) has
mean (E[x], E[y]) = (y0, y0), and covariance operator
Σ =
(
Σu +Qv Qv
Qv Qv
)
, (14)
where,
Qv := A
∗(AA∗)−1Σv(AA
∗)−1A. (15)
Let Π := A∗(AA∗)−1A denote the orthogonal projector associated with A, i.e.
Π : H1 −→ H1 is a linear operator, self-adjoint and satisfies Π
2 = Π. It is easily
checked that, for every ξ ∈ H1, the elements Πξ and (IH1 −Π)ξ are orthogonal:
< Πξ, (IH1 −Π)ξ >= 0, (16)
and
Ker(A) = Ker(Π) = Ran(IH1 −Π). (17)
Moreover, we have (IH1 −Π)y = y0 and A
∗(AA∗)−1v = Πy.
In the next proposition we give an explicit expression of the minimizer y(B, x) in
(9), for a given smoothing operator B.
Proposition 2. Let A : H1 −→ H2 be a compact operator with the singular system
(λn, en, dn). Assume further that the smoothing operator B : H2 −→ H2 is linear,
bounded and satisfies
〈Ah,BAh〉H2 ≥ 0, h ∈ H1. (18)
Then, there exists a unique y(B, x) ∈ H1 which minimizes the functional
JB(y) = ‖x− y‖
2
H1
+ 〈Ay,BAy〉H2 .
This minimizer is given by the formula
y(B, x) = (IH1 +A
∗BA)−1x. (19)
Moreover, if the smoothing operator B : H2 → H2 admits the following representa-
tion
Bh =
∞∑
k=1
βk〈h, dk〉dk, h ∈ H2, (20)
where βk > 0, k = 1, 2, . . ., and the sum converges in the operator norm, i.e. B is
linear, compact and injective, then
y(B, x) = (IH1 +A
∗BA)−1x =
∞∑
j=1
1
1 + λ2jβj
〈x, ej〉ej . (21)
The proof of this proposition is by now standard (see e.g. Kaipio and Somersalo
(2004)), but, we give it here for convenience.
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Proof. In view of (18), we have
〈x, (IH1 +A
∗BA)x〉 = 〈x, x〉+ 〈x,A∗BAx〉 = 〈x, x〉 + 〈Ax,BAx〉 ≥ ‖x‖
2
,
i.e. the operator (I +A∗BA) is bounded from below. Also
|〈x, (IH1 +A
∗BA)y〉| = |〈x, y〉+ 〈x,A∗BAy〉|
≤ |〈x, y〉|+ |〈Ax,BAy〉|
≤ ‖x‖H1 ‖y‖H1 + ‖A‖
2
‖B‖ ‖x‖H1 ‖y‖H1
≤ (1 + ‖A‖
2
‖B‖) ‖x‖H1 ‖y‖H1 ,
i.e. the operator (IH1 + A
∗BA) is bounded from above. It follows from Riesz’
Representation Theorem that the inverse of the operator exists and∥∥(IH1 +A∗BA)−1∥∥ ≤ 1.
Hence, y(B, x) in (19) is well defined. To show that y(B, x) minimizes the func-
tional JB, let y ∈ H1 arbitrarily chosen, and show that JB(y) ≥ JB(y(B, x)). By
decomposing y as
y = y(B, x) + z,
and inserting for the norms of the Hilbert spaces H1 and H2, direct calculations
yield
JB(y(B, x) + z) = ‖x− (y(B, x) + z)‖
2
H1
+ 〈A(y(B, x) + z), BA(y(B, x) + z)〉H2
= JB(y(B, x)) + 〈z, (IH1 +A
∗BA)z〉
+ 2〈z,−x+ (I +A∗BA)y(B, x)〉
= JB(y(B, x)) + 〈z, (IH1 +A
∗BA)z〉.
The last term is nonnegative and vanishes only if z = 0. This proves our claim.
In terms of the singular value decomposition of the operators A and B, we have
∞∑
j=1
(1 + λ2jβj)〈y(B, x), ej〉ej =
∞∑
j=1
〈x, ej〉ej .
By projecting onto the eigenspace Span{ej}, we find that
(1 + λ2jβj)〈y(B, x), ej〉 = 〈x, ej〉,
i.e.
〈y(B, x), ej〉 =
1
1 + λ2jβj
〈x, ej〉.
Hence,
y(B, x) = (IH1 +A
∗BA)−1x =
∞∑
j=1
1
1 + λ2jβj
〈x, ej〉ej .
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We will next compute the conditional expectation of the signal y given the func-
tional data x relaying on the following explicit form of the conditional expectation
for jointly Gaussian random variables X,Y with values in a separable Hilbert space
H , due to Mandelbaum [16], we recall in the next proposition.
Proposition 3. (Mandelbaum) Let X,Y be jointly Gaussian H-valued random
variables. Assume that both X and Y have means µX and µY , and that the co-
variance of X, ΣX , is injective. Then, the conditional expectation of Y given X
is
E[Y |X ] = µY +ΣXY Σ
−1
X (X − µX), (22)
provided that the operator
T = ΣXY Σ
−
1
2
X (23)
is Hilbert-Schmidt.
Using this proposition we will now characterize the optimal smoothing operator,
defined by (10), associated with the Hodrick-Prescott filter (9), under the following
Assumptions.
Assumption 3. The independent random variables u and v are respectively
N(0,Σu) and N(0,Σv) distributed, where the covariance operators Σu and Σv are
positive-definite and trace class operators on H1 and H2 respectively.
This assumption implies that Πy = A∗(AA∗)−1v and u are also independent. Thus,
with regard to the following decomposition of x,
x = y0 +Πy +Πu+ (IH1 −Π)u,
it is natural to assume that even the orthogonal random variables Πu and (IH1 −
Π)u independent. This would mean that the input x is decomposed into three
independent random variables. This is actually the case for the classical HP filter.
Also, as we will show below, thanks to this property the optimal smoothing operator
has the form of a ’noise to signal ratio’ in line with the classical HP filter.
Assumption 4. The orthogonal (in H1) random variables Πu and (IH1 −Π)u
are independent:
ΠΣu = ΣuΠ. (24)
We note that (24) is equivalent to
ΠΣuΠ = ΠΣu. (25)
Since the covariance operators Σu and Σv are trace class and thus compact, by
Riesz’ Representation Theorem, there exist uniquely determined µk > 0, k =
1, 2, . . ., such that
Σuh =
∞∑
k=1
µk〈h, ek〉ek, h ∈ H1, (26)
where, the sum converges in the operator norm. Similarly for the covariance oper-
ator of v, there exists uniquely determined τk > 0, k = 1, 2, . . ., such that
Σvh =
∞∑
k=1
τk〈h, dk〉dk, h ∈ H2, (27)
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where, the sum converges in the operator norm.
Hence, in view of Assumptions 1 and 3, and the relations (12) and (13), (x, y)
has joint Gaussian distribution with mean (E[x], E[y]) = (y0, y0), and covariance
operator
Σ =
(
Σu +Qv Qv
Qv Qv
)
,
provided that
Assumption 5. The operator
Qv := A
∗(AA∗)−1Σv(AA
∗)−1A
is trace class.
In terms of the singular value decompositions of A, Σv and Σv we have
Qv =
∞∑
k=1
τk
λ2k
〈., ek〉ek.
Therefore, by Assumption 3,
ΣXY = Qv =
∞∑
k=1
τk
λ2k
〈., ek〉ek, (28)
and
ΣX = Σu +Qv =
∞∑
k=1
(
µk +
τk
λ2k
)
〈., ek〉ek (29)
are trace class operators.
Thus, in view of Proposition 3, we have
E[y|x] = y0 +Qv [Σu +Qv]
−1 (x− y0), (30)
provided that the operator
T := ΣXY Σ
−
1
2
X
=
∞∑
k=1
τk
λ2k
(
µk +
τk
λ2k
)− 1
2
〈., ek〉ek
is a Hilbert-Schmidt, i.e.
‖T ‖
2
2 =
∑∞
k=1 ‖Tek‖
2
=
∑∞
k=1
(
τk
λ2
k
)2 (
µk +
τk
λ2
k
)−1
=
∑∞
k=1
τk
λ2
k
(
λ2
k
µk
τk
+ 1
)−1
<∞.
(31)
In this case,
E[y|x] = y0 +
∞∑
k=1
〈x − y0, ek〉〈ΣXY Σ
−1
X ek, ek〉ek
= y0 +
∞∑
k=1
〈x − y0, ek〉
τk
λ2k
(
µk +
τk
λ2k
)−1
ek
9
or
E[y|x] = y0 +
∞∑
k=1
〈x− y0, ek〉
(
1 +
λ2kµk
τk
)−1
ek. (32)
The following theorem is the main result of the paper. It is the infinite dimensional
extension of Propositions 2.2 and 3.4 in Dermoune et al. (2009).
Theorem 4. Let Assumptions (1) to (5) hold, and that
‖T ‖22 =
∞∑
k=1
τk
λ2k
(
λ2kµk
τk
+ 1
)−1
<∞, (33)
then, for all x ∈ H1, the smoothing operator (which is linear, compact and injective)
Bˆh := (AA∗)−1AΣuA
∗Σ−1v h =
∞∑
k=1
µk
τk
〈h, dk〉dk, h ∈ H2, (34)
where, the sum converges in the operator norm, is the unique operator which satisfies
Bˆ = argmin
B
‖y(B, x)− E[y|x]‖H1 ,
where the minimum is taken with respect to all linear bounded operators which
satisfy the positivity condition (18).
Furthermore, we have
y(Bˆ, x)− E[y|x] = (IH1 −Π)(x− E[x]), (35)
and its covariance operator is
cov (y(Bˆ, x)− E[y|x]) = (IH1 −Π)Σu. (36)
In particular,
E
(∥∥∥y(Bˆ, x)− E[y|x]∥∥∥2
H1
)
= trace ((IH1 −Π)Σu) . (37)
Proof. Denote Π¯ := IH1−Π. For any linear and bounded operator B which satisfies
(18), we have
y(B, x)− E[y|x] = Λ1 + Λ2,
where,
Λ1 := Π¯x− y0, Λ2 := (IH1 +A
∗BA)
−1
x− Π¯x−Qv [Σu +Qv]
−1
(x− y0).
Therefore,
‖y(B, x) − E[y|x]‖2H1 = ‖Λ1‖
2
H1
+ ‖Λ2‖
2
H1
+ 2〈Λ1,Λ2〉.
Since, Π¯x− y0 ∈ Ker(A) and QvΠ¯ = 0, it follows that
〈Π¯x− y0, Qv [Σu +Qv]
−1 (x− y0)〉 = 0.
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Hence, noting that y0 = (IH1 −Π)y := Π¯y, we get
〈Λ1,Λ2〉 = 〈Π¯(x− y),
(
(IH1 +A
∗BA)−1 − Π¯
)
x〉.
But, expressing the operator (IH1 +A
∗BA)
−1
as a power series of operators, in
view of the fact that ΠA∗ = A∗ i.e. Π¯A∗ = 0, we have
Π¯ (IH1 +A
∗BA)−1 = Π¯
(
IH1 −A
∗BA+ (A∗BA)2 − · · ·
)
= Π¯− Π¯A∗BA+ Π¯A∗BAA∗BA− · · ·
= Π¯.
(38)
Hence,
〈Λ1,Λ2〉 = 〈Π¯(x − y),
(
(IH1 +A
∗BA)−1 − Π¯
)
x〉 = 0.
This yields
‖y(B, x)− E[y|x]‖
2
H1
= ‖Λ1‖
2
H1
+ ‖Λ2‖
2
H1
.
Hence,
inf
B
‖y(B, x) − E[y|x]‖2H1 ≥
∥∥Π¯x− y0∥∥2H1 . (39)
It remains to show that there is a linear and bounded operator Bˆ which satisfies(18)
and for which the lower bound in (39) is attained. Indeed, such an operator satisfies
y(Bˆ, x)− E[y|x] = Π¯x− y0, x ∈ H1, y0 ∈ Ker(A).
This equality holds if and only if
Qv [Σu +Qv]
−1
y0 = 0 (40)
and (
IH1 +A
∗BˆA
)−1
= IH1 −Π+Qv [Σu +Qv]
−1
. (41)
In fact, (41) implies (40). Indeed,
Qv [Σu +Qv]
−1 y0 =
(
(IH1 +A
∗BA)−1 − (IH1 −Π)
)
y0
=
∑∞
n=0(−1)
n (A∗BA)
n
y0 − y0 +Πy0
= −y0 +Πy0 + y0 +
∑∞
n=1(−1)
n (A∗BA)
n−1
A∗BAy0
= 0,
since, y0 ∈ Ker(A) i.e. Ay0 = 0 and a fortiori Πy0 = 0.
It remains to find Bˆ which solves (41). Indeed, multiplying (41) with IH1 +A
∗BˆA
and then with Σu +Qv, we get
ΠΣu = A
∗BˆΣv (AA
∗)
−1
A.
Multiplying both sides of this equality with A∗ and then with (AA∗)−1A, it holds
that
Bˆ = (AA∗)−1AΣuA
∗Σ−1v . (42)
Now, inserting this value of Bˆ in (41), we necessarily get ΠΣu = ΠΣuΠ, which holds
if and only if ΠΣu = ΣuΠ which is nothing but Assumption 4. That is, Equation(41)
is solvable if and only if Assumption 4 holds. Relation (36) is immediate. This
finishes the proof.
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Remark 5.
1. Formula (35) displays an interesting representation of the ”optimal” filter i.e. the
conditional expectation of the signal y given the functional data x, in terms of the
solution of the purely deterministic inverse problem (19). Namely,
E[y|x] =
(
IH1 +ΣuA
∗Σ−1v A
)−1
x− (IH1 −Π)(x − E[x]). (43)
2. The set of parameters {λn, µn, τn, n ≥ 1} for which the operators Σu, Qv are trace
class, T is Hilbert-Schmidt and the series (34) converges in the operator norm, is not
empty. Indeed, for λn = n
−α, µn = n
−β , τn = n
−γ , where α ≥ 2, β ≥ 2α+ 4, γ ≥
2α+ 2, these operators satisfy the required properties.
Example.
We apply Theorem 4 to the well known backward heat conduction problem (see
for instance [18]). Let u(s, t) represent the temperature at a point s on a thin wire
of length pi at time t. Assuming the wire end points are kept at zero temperature.
Then u(·, ·) satisfies the heat equation
∂u
∂t
=
∂2u
∂2s
with u(0, t) = 0 = u(pi, t).
The problem is the following: knowing the temperature v(s) := u(s, τ), 0 < s ≤ pi,
at time t = τ , determine the temperature y(s) := u(s, t0) at time t = t0 < τ .
The problem of finding y from the knowledge of v is equivalent to solving the
compact operator equation
Ky = v
where K : L2[0, pi]→ L2[0, pi] is given by (see [18] fore further details)
(Kt0y)(s) =
∞∑
n=1
e−n
2(τ−t0)〈y(s), en(s)〉en(s),
where, en(s) =
√
2
pi
sin(ns) form an orthogonal basis of L2[0, pi].
Therefore, the equation Ky = v has a solution of the form
y(s) = y0 +
∞∑
n=1
en
2(τ−t0)〈v(s), en(s)〉en(s)
where, y0 ∈ ker(K).
Now consider the Hodrick-Prescott filter associated the operator K. Under the
assumption that u and v are independent Gaussian random variables with zero
means and covariance operators of trace class of the form
Σuh(s) =
∞∑
n=1
σun〈h(s), un(s)〉un(s),
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and
Σvh(s) =
∞∑
n=1
σvn〈h(s), un(s)〉un(s),
respectively, where the sums converge in the operator norm. By Theorem 4, the
optimal smooth operator B given by (34) reads
(Bˆh)(s) =
∞∑
n=1
σun
σvn
〈h(s), en(s)〉en(s), h ∈ L
2[0, pi].
The corresponding optimal signal given by (21) is
y(Bˆ, x)(s) =
∞∑
n=1
(
1 +
σun
σvn
e−2n
2(τ−t0)
)−1
〈x(s), en(s)〉en(s).
4 Extension to non-trace class covariance opera-
tors
In this section we will extend the characterization of the optimal smoothing param-
eter to the case where the covariance operators of u and v are not necessarily trace
class operators. More precisely, we assume that u ∼ N(0,Σu) and v ∼ N(0,Σv)
where Σu and Σv are self-adjoint positive-definite and bounded but not trace class
operators on H1 and H2, respectively. This extension includes the important case
where u and v are white noise with covariance operators of the form Σu = σ
2
uIH1
and Σv = σ
2
vIH2 , respectively, for some constants σu and σv.
Following Rozanov (1968) (see also Lehtinen et al. (1989)), we can look at these
Gaussian variables as generalized random variables on an appropriate Hilbert scale
(or nuclear countable Hilbert space), where the covariance operators can be maxi-
mally extended to self-adjoint positive-definite, bounded and trace class operators
on an appropriate domain.
We first construct the Hilbert scale appropriate to our setting. This is performed
using the compact operator A as follows (see Engle et al. (1996) for further details).
Set K1 := (A
∗A)−1. It is densely defined, unbounded, self-adjoint positive-definite,
injective, linear operator in the Hilbert space H1. Furthermore,
K1h =
∞∑
k=1
λ−2k 〈h, ek〉ek, h ∈ H1. (44)
We can define the fractional power of the operator K1 by
Ks1h =
∞∑
k=1
λ−2sk 〈h, ek〉ek, h ∈ H1, s ≥ 0, (45)
and define its domain by
D(Ks1) :=
{
h ∈ H1;
∞∑
k=1
λ−4sk |〈h, ek〉|
2 <∞
}
. (46)
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Let M be the set of all elements x for which all the powers of K1 are defined i.e
M :=
∞⋂
n=0
D(Kn1 ).
For s ≥ 0, let Hs1 be the completion of M with respect to the Hilbert space norm
induced by the inner product
〈x, y〉Hs
1
:= 〈Ks1x,K
s
1y〉H1 , x, y ∈M, (47)
and let H−s1 := (H
s
1)
∗ denotes the dual of Hs1 equipped with the following inner
product:
〈x, y〉H−s
1
:= 〈K−s1 x,K
−s
1 y〉H1 , x, y ∈M. (48)
Then, (Ht1)t∈R is the Hilbert scale induced by the operator K1. In particular we
have the following chain of dense continuous embeddings
N ⊂ . . . ⊂ Hn1 ⊂ . . . H
2
1 ⊂ H
1
1 ⊂ H1 ⊂ H
−1
1 ⊂ H
−2
1 ⊂ . . . ⊂ H
−n
1 ⊂ . . . ⊂ N
∗,
where, N =
∞⋂
n=0
Hn1 , equipped with the projective limit topology, and N
∗ =
∞⋃
n=0
H−n1 , equipped with the weak topology.
The operator K2 := (AA
∗)−1 in H2 has the same properties as K1 with
K2h =
∞∑
k=1
λ−2k 〈h, dk〉dk, h ∈ H2. (49)
Repeating the same procedure as before we get the following chain of dense con-
tinuous embeddings
M ⊂ . . . ⊂ Hn2 ⊂ . . . H
2
2 ⊂ H
1
2 ⊂ H2 ⊂ H
−1
2 ⊂ H
−2
2 ⊂ . . . ⊂ H
−n
2 ⊂ . . . ⊂M
∗,
where, the norm in Hn2 is given by ‖h‖Hn
2
= ‖Kn2 h‖H2 , h ∈ H
n
2 .
Noting that
H−n1 = Im ((A
∗A)n) = (A∗A)n(H1),
and
H−n2 = Im ((AA
∗)n) = (AA∗)n(H2).
Moreover, ker(A) = ker ((A∗A)n) and ker(A∗) = ker ((AA∗)n), it follows that the
operator A extends to a continuous operator from H−n1 into H
−n
2 , and the oper-
ators A∗A and AA∗ extend as well to a continuous operator onto H−n1 and H
−n
2
respectively.
The flexibility offered by the Hilbert scale allows us to extend the HP filter to the
larger Hilbert spaces H−n1 and H
−n
2 , where n is chosen so that the second moments
E[‖x‖2
H
−n
1
], E[‖y‖2
H
−n
1
], E[‖u‖2
H
−n
1
] and E[‖v‖2
H
−n
2
] of the Gaussian random vari-
ables x, y, u and v in H−n1 and H
−n
2 respectively, are finite. This amounts to make
their respective covariance operators
Σ˜u = (A
∗A)nΣu(A
∗A)n, Σ˜v = (AA
∗)nΣv(AA
∗)n (50)
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and
Σ˜ =
(
Σ˜u + Q˜v Q˜v
Q˜v Q˜v
)
, (51)
where,
Q˜v := (A
∗A)nQv(A
∗A)n = A∗(AA∗)−1Σ˜v(AA
∗)−1A, (52)
trace class.
We make the following assumption:
Assumption 6. There is n0 > 0 such that for all n ≥ n0 we have
∞∑
k=1
λ4n−2k µk <∞ and
∞∑
k=1
λ4nk τk <∞.
We note that this assumption implies that
∑∞
k=1 λ
4n
k µk <∞, for n ≥ n0.
Under Assumption 6, the covariance operators Σ˜u, Σ˜ and Σ˜v are trace class on
the Hilbert spaces H−n1 and H
−n
2 , respectively. Moreover, noting that since y0 ∈
ker(A) = ker ((A∗A)n) it follows that ‖y0‖H−n
1
= ‖(A∗A)ny0‖H1 = 0. Hence, the
H−n1 ×H
−n
1 -valued random vector (x, y) has mean (E[x], E[y]) = (0, 0).
Summing up, by Assumption 6, for n ≥ n0, the vector (x, y) is an H
−n
1 × H
−n
1 -
valued Gaussian vector with mean (0, 0) and covariance operator Σ˜. Thus, in view
of Proposition 3, we have
E[y|x] = Q˜v
[
Σ˜u + Q˜v
]−1
x, a.s. in H−n1 . (53)
provided that the operator
T˜ := Σ˜XY Σ˜
− 1
2
X =
∞∑
k=1
τkλ
2(2n−1)
k
(
µkλ
4n
k + τkλ
2(2n−1)
k
)− 1
2
〈·, ek〉ek (54)
is Hilbert-Schmidt, i.e.∥∥∥T˜∥∥∥2 = ∞∑
k=1
τkλ
2(2n−1)
k
(
µk
τk
λ2k + 1
)−1
<∞. (55)
But, in view of Assumption 6, this series is finite.
The deterministic optimal signal associated with x in H−n1 , n ≥ n0, is given by the
minimizer of the following functional
JB(y) = ‖x− y‖
2
H
−n
1
+ 〈Ay,BAy〉H−n
2
, (56)
with a linear bounded operator B : H−n2 −→ H
−n
2 such that 〈Ah,BAh〉H−n
2
≥ 0
for all h ∈ H−n1 . This minimizer is given by the formula (cf. Proposition 2)
y(B, x) = (IH−n
1
+A∗BA)−1x. (57)
An explicit expression of the optimal smoothing parameter Bˆ is given in the fol-
lowing
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Theorem 6. Let Assumption 6 hold. Then, the operator
Bˆh := (AA∗)−1AΣ˜uA
∗Σ˜−1v h, h ∈ H
−n
2 , (58)
is the unique optimal smoothing operator associated with the HP filter associated
with H−n1 -valued data x.
Proof. The minimizer Bˆ of ‖y(B, x)− E[y|x]‖H−n
1
is determined by imposing
E[y|x] = Q˜v
[
Σ˜u + Q˜v
]−1
x = (IH−n
1
+A∗BA)−1x, x ∈ H−n1 . (59)
Multiplying (59) with IH1 +A
∗BˆA and then with Σ˜u + Q˜v, we get
Σ˜u = A
∗BˆΣ˜v(AA
∗)−1A.
Furthermore, multiplying both sides of this equality with A∗ and then with (AA∗)−1A,
we finally obtain
Bˆ = (AA∗)−1AΣ˜uA
∗Σ˜−1v . (60)
This finishes the proof.
4.1 The white noise case- Optimality of the noise-to-signal
ratio
In this section we apply Theorem 6 to the case where u and v are white noise. We
will show that the optimal smoothing operator Bˆ given by (60) reduces to the noise-
to-signal ratio in the same fashion as for the classical HP filter. Indeed, assume u
and v are independent Gaussian random variables with zero means and covariance
operators Σu = σuIH1 and Σv = σvIH2 , where IH1 and IH2 denotes the H1 and H2
identity operators, respectively and σu and σv are constant scalars. Assumption 4,
reduces to
Assumption 7. There is an n0 > 0 such that
∑∞
k=1 λ
2(2n−1)
k < ∞ for all
n ≥ n0.
Under this assumption, the associated covariance operators
Σ˜u = σu
∞∑
k=1
λ4nk 〈·, ek〉ek, Σ˜v = σv
∞∑
k=1
λ4nk 〈·, dk〉dk, Q˜v = σv
∞∑
k=1
λ
2(2n−1)
k 〈·, ek〉ek.
are all trace class operators. Moreover, the norm (55) of the operator T˜ which reads∥∥∥T˜∥∥∥2 = ∞∑
k=1
σvλ
2(2n−1)
k
(
σu
σv
λ2k + 1
)−1
, (61)
is finite, making T˜ Hilbert-Schmidt. Hence, the expression (60) giving the optimal
smoothing operator Bˆ reduces to
Bˆ = (AA∗)−1AΣuA
∗Σ−1v =
σu
σv
∞∑
k=1
〈·, dk〉dk =
σu
σv
IH−n
2
, (62)
i.e. Bˆ is the noise-to-signal ratio.
16
References
[1] Agapiou, S., Larsson, S., Stuart A. M. (2012 ): Posterior Consistency of the
Bayesian Approach to Linear Ill-Posed Inverse Problems. arXiv:1203.5753v2
[math.ST].
[2] Besse, P., Cardot, H. and Stephenson, D.(2000): Autoregressive forecasting of
some functional climatic variations. Scandinavian Journal of Statistics (27) pp.
673-687.
[3] Bosq, D. (2000): Linear Processes in Function Spaces. Lecture Notes in Statis-
tics, Vol. 149, Springer-Verlag, New York.
[4] Dermoune, A., Djehiche, B. and Rahmania, N. (2008): Consistent Estimator of
the Smoothing Parameter in the Hodrick-Prescott Filter. J. JapanStatist. Soc.,
Vol. 38 (No. 2), pp. 225-241.
[5] Dermoune, A., Djehiche, B. and Rahmania, N. (2009): Multivariate Exten-
sion of the Hodrick-Prescott Filter-Optimality and Characterization. Studies
in Nonlinear Dynamics & Econometrics, 13 , pp. 1-33.
[6] Dolbeault, J., Felmer, P. and Mayorga-Zambrano, J. (2008): Compactness prop-
erties for trace-class operators and application to quantum mechanics. Monatsh
Math 155, 4366.
[7] Engl, H. W., Hanke, M., Neubauer, A. (1996): Regularization of inverse prob-
lems. Mathematics and its Applications, Vol. 375. Kluwer Academic Publishers,
Dordrecht.
[8] Ferraty, F. and Vieu, P. (2006): Nonparametric Functional Data Analysis:
Methods, Theory, Applications and Implementations, Springer-Verlag, London,
2006.
[9] Frank, I. and Friedman, J. (1993): A statistical view of some chemometrics
regression tools, Technometrics 35 pp. 109-148.
[10] Hastie, T., Mallows, C. (1993): A discussion of ”A Statistical View of Some
Chemometrics Regression Tools” by I.E. Frank and J.H. Friedman. Technomet-
rics (35), pp. 140-143.
[11] Hastie, T., Buja, A., Tibshirani, R. (1995): Penalized discriminant analysis.
Ann. Statist. (23) pp. 73-102.
[12] Hida T., (1980): Brownian Motion. Springer-Verlag, New York-Berlin.
[13] Hodrick, R. and Prescott, E. C. (1997): Postwar U.S. business cycles: An
empirical investigation. Journal of Money, Credit and Banking. 29(1), 1-16.
[14] Kaipio, J. and Somersalo, E. (2004): Statistical and Computational Inverse
Problems. Applied Mathematical Series, Vol. 160 Springer, Berlin.
[15] Lehtinen, M.S., Pa¨iva¨rinta, L. and Somersalo, E. (1989): Linear inverse prob-
lems for generalized random variables. Inverse Problems, 5:599-612.
[16] Mandelbaum, A. (1984): Linear estimators and measurable linear transforma-
tions on a Hilbert space. Z. Wahrscheinlichkeitstheorie Verw. Gebiete, 65, pp.
385-387.
17
[17] Mu¨ller, H.-G. and Stadtmu¨ller, U. (2005): Generalized functional linear mod-
els, The Annals of Statistics (33) pp. 774-805.
[18] Nair, M. T. (2009): Linear Operator Equations: Approximation and Regular-
ization, World Scientific, Singapore.
[19] Preda, C. and Saporta, G. (2005): PLS regression on a stochastic process,
Computational Statistics & Data Analysis (48) pp. 149-158.
[20] Ramsay, J. O. and Silverman, B. W. (1997): Functional Data Analysis,
Springer-Verlag, New York.
[21] Reed, M. and Simon, B. (1972): Methods of Modern Mathematical Physics,
Vol. I. Functional Analysis. Academic Press, New York.
(volume 1), Academic Press, San Diego.
[22] Rozanov, Ju. A. (1968): Infinite-dimensional Gaussian distribution. Proc.
Steklov Inst. Math. (108) (Engl. transl. 1971 (Providence RI: AMS)).
[23] Schlicht, E. (2005): Estimating the Smoothing Parameter in the So-Called
Hodrick-Prescott Filter. J. Japan Statist. Soc., Vol. 35 No. 1, 99-119.
[24] Skorohod A. V. (1974): Integration in Hilbert Spaces, Springer-Verlag, Berlin.
[25] Stuart, A.M. (2010): Inverse problems: a Bayesian perspective, Acta Numerica
19 (2010), 451-559.
18
