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Abstract
In this thesis we investigate how monocular image measurements can
be used as the single source of information for a vehicle to sense and
navigate through its surroundings.
First we investigate what is the subset of vehicle location, environ-
ment mapping and vehicle motion that can be retrieved from images
only. In particular, results apply to the case where no model of the ve-
hicle, nor odometry or acceleration measurements are available. Then,
we investigate the use of the information that can be extracted from
images on visual servoing tasks and we define a servoing approach,
named Appearance Servoing, that explicitly imposes the existing con-
trol constraints in the navigation of an Appearance Map ( [1–4]). Fi-
nally, we present an experimental study case of the use of appearance
where a sequence of images is used to construct a simple topological
map of an office environment and then navigate a robot within it.
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Chapter 1
Introduction
Vision systems are versatile, powerful, and cheap, providing a mini-
mal sensing framework for dealing with fundamental robotic problems
such as localization, environment mapping and robot motion. How-
ever, is appearance enough?
The term appearance is used in the Computer Vision community
to describe sensory information coming from images. Appearance can
be represented: using global descriptors , e.g., as a set of image his-
tograms [5], as an ordered set of edge and color features [6], as Laplace
or Mellin transformations [7], or as texture features [8]; or using local
descriptors, e.g., as SIFT features [9,10]. More recently, the term be-
came extensively used in the context of Appearance Mapping, where
the map is composed of a set of locations, each of which has an asso-
ciated appearance model [1–4].
In this thesis, by appearance we mean the use of no other infor-
mation but measurements of environment landmarks obtained from
images only and we investigate when and how these measurements can
be used as the single source of information for a vehicle to sense and
navigate through its surroundings. The first question we pose regards
sensing: we investigate what subset of internal states of a system com-
posed of vehicle location (localization problem), environment land-
marks positions (mapping problem) and vehicle motion (motion re-
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construction problem) can be inferred from images, a problem known
as system observability. Then, we investigate the use of the infor-
mation extracted from images on navigation tasks, more specifically,
visual servoing tasks, giving emphasis to the analysis of the real-time
connection of our estimation algorithms and the feedback control laws
developed. Finally, we present an experimental study case of the use of
appearance where a sequence of images is used to construct a simple
topological map of an office environment and then navigate a robot
within it.
It is well known that the observability problem of statically re-
trieving camera localization and landmark positions is simple and
straightforward when using stereo cameras. However, this is only true
if previous knowledge of the system is available (e.g., well calibrated
relative position of the cameras). Indeed, stereo cameras provide more
than just appearance, the presence of two or more lenses allows the
camera to capture three-dimensional images that carry much more
information than simple images obtained from monocular cameras.
However, isn’t appearance enough? As is discussed in detail through-
out this thesis, if monocular images only are being used, there is an
one-dimensional subspace that can’t be retrieved on most cases, and
despite that, localization, mapping and navigation are still a possibil-
ity.
Indeed, a system-theoretic view of vision problems is not extensive
in literature, e.g., the first observability analysis of the simultaneous
localisation and mapping problem using vehicles and bearing mea-
surements has only been presented and discussed in literature in [11].
Still, the results presented regard the possibility of retrieving infor-
mation on the system state given that vehicle motion (e.g., linear and
angular velocities) and measurement functions are completely known.
However, what if inputs are not know or not completely available?
What if only appearance is available? The observability problem un-
der such conditions is known as unknown input observability and
regards the possibility of retrieving information on both system state
and system inputs if only the output function is completely known.
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Such analysis asks for more refined use of nonlinear control theory
tools than the straightforward application of the well known observ-
ability rank condition [12]. In fact, the observability rank condition
can be applied to investigate the unknown input observability of lin-
ear and nonlinear affine systems, using proper methodology, and if
some sufficient conditions hold as we discuss in chapter 2. In this, we
not only present an appropriate methodology for doing so, but we also
propose a novel nonlinear observer that can be adopted in order to
reconstruct the observable subspace of input and state concurrently.
The procedure presented in chapter 2 allows us to present a rig-
orous unknown input observability analysis of the planar bearing lo-
calization, mapping and motion reconstruction problem in chapter 3.
Our results use an unified observability framework to put the follow-
ing different visual problems within the same perspective: Simulta-
neous Localization And Mapping (SLAM), used for landmark map
construction and localization of the moving camera within the map;
Structure From Motion (SFM), which applies when object structure
reconstruction is to be recovered by a sequence of images; and Visual
Odometry, adopted for robot position and orientation estimation from
camera measurements.
Having investigated and fully characterized the sensing problem
when using appearance, the motion problem is presented in 4, in or-
der to close the loop between sensing and control. We pose the follow-
ing question taking in consideration the control constraints that are
raised by the task of navigating an Appearance Map: Is it possible to
steer a vehicle to a desired pose in the plane, based only on comparing
the visual appearance of the scene in view with a reference one? The
vision–based control of robotic platforms, named visual servoing, is a
well established theoretic framework in literature [13, 14]. Visual ser-
voing techniques use visual information directly, by the computation
of an image error signal, or indirectly, by the evaluation of the state of
the system. These two approaches have been firstly classified in [15] as
Image Based Visual Servoing (IBVS) and Position Based Visual Ser-
voing (PBVS), respectively. While these classical definitions are broad
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enough to cover most of the practical cases of servoing investigated
in literature, they do not explicitly impose restrictions in the way a
robotic system is controlled. More precisely, any restriction about pa-
rameters, known or available a priori, that may be included in the
control law is not explicitly assumed. For these reasons, if only cur-
rent and desired images (i.e., appearance), and no other information
apart from system calibration parameters are available and involved
in the control law, more strict definitions would better classify which
control schemes are adequate. To this end, we derive a new strict def-
inition of visual servoing, namely the Appearance Servoing approach
(the choice of the term Appearance is motivated by its use in the
Appearance Mapping [1–4]). Relying on the appearance servoing defi-
nition, we present visual servoing control schemes that, assuming only
the a–priori knowledge of the intrinsic camera parameters, robustly
steers an omnidirectional or unicycle vehicle to a goal position in the
presence of unknown (or not modelled) inputs and by measuring only
the image feature position of landmarks.
The minimum requirements of appearance servoing schemes allows
us to explore alternative schemes of localization, mapping and naviga-
tion to the classical Visual SLAM approach. Conventionally, SLAM
tracks the localization of a robot while building a map and fusing
dead-reckoning information with landmark observations. A quite dif-
ferent approach relies on using acquired images only: mapping the
path as a set of keyframes or organizing the acquired images in an
appearance based graph (a topological map). Such approach is com-
monly associated to the terms Visual Memory [16] or Image Mem-
ory [17] when refering to the robot navigation using a sequence of
images, and more recently to the concept of Appearance Mapping lit-
erature [1–4], when relating Appearance to the construction of a topo-
logical map. However, simplicity in the map results in a more difficult
navigation phase (as discussed in [18]), since localization, planning
and control algorithms must be image related only, and that’s where
appearance servoing schemes fit perfectly. Hence, we finish this the-
sis presenting an experimental study case of appearance topological
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mapping and navigation (chapter 5) that illustrates the power of the
use of appearance only.
While revisiting visual estimation techniques (e.g., SLAM, SFM,
and Visual Odometry), the visual navigation problem (Visual Servo-
ing), and, finally, abstract methods of representing and using visual
maps (Appearance Mapping); we present a rigorous and formal anal-
ysis of the prior requirements, the many problem characterizations
(e.g., regarding previous knowledge of scene landmarks or vehicle in-
puts) and the possibilities of using Appearance only.
Indeed, appearance is enough.
Part of the work described in this document is based on the follow-
ing publications: [18,33,77,80,81].
1.1 Literature Review
In the following we will review and detail the state of art of local-
ization, mapping and motion reconstruction in section 1.1.1 and the
state of art of visual servoing in 1.1.2, giving emphasis to works that
are relevant to the topics studied and developed in this thesis.
1.1.1 Localization, Mapping and Motion Recon-
struction
Visual SLAM Simultaneous Localization and Mapping (SLAM) is
a concept in which a mobile robot or an autonomous vehicle builds a
map of an unknown environment while keeping track of its position
and localizing itself. The concept was originally developed by Hugh
Durrant-Whyte and John J. Leonard [19, 20]. Conventional SLAM
tracks the localization of a robot while building a map fusing dead-
reckoning information with landmark observations.
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One possible approach to SLAM is Visual SLAM, in which the
robot uses visual information as sensory information in order to do
localization and mapping tasks. It was first introduced in [21], was fur-
ther developed by Hugh Durrant-Whyte and John J. Leonard [19,20]
and has been an active research field ever since. Visual based SLAM
methods have been receiving wide attention recently, with some inter-
esting advances in the field [10,22]. Until recently, vision systems were
prohibitive because they were computationally intensive, the hard-
ware required was costly and there was a lack of appropriate algo-
rithms. Recently, however, high-performing computers are low-costly
and cameras have become a commodity. Also, advances in computer
vision [9] and probabilistic robotics [23] provide the required tools
for such methods. VSLAM is particularly interesting given that en-
vironment landmarks can be easily retrieved from the rich sensory
information obtained from vision systems. At the same time, the use
of vision resembles how humans look at the world and is more intu-
itively appealing than sonars or lasers, for instance.
SLAM consists of the following parts: Landmark extraction, data
association, state estimation, state update and landmark update. In
VSLAM, many approaches extract Landmarks using features in the
images. These can be line segments [24, 25], corners [26–28], image
patches [22], or more reliable descriptors like SIFT [9, 29]. The ini-
tial estimation of landmark positions is usually obtained by odom-
etry [29–31] or multiple view geometry [32]. Different approaches
were proposed to update the visual landmarks, such as Extended
Kalman Filters [22], Rao-Blackwellised Particle Filters [30] and Fast
SLAM [29].
VSLAM methods also rely on different camera approaches like
monocular cameras [22, 26–28, 33], omnidirectional cameras [34–36]
and the use of multiple cameras [10,37]. Here we are interested in the
use of monocular cameras because, as was emphasized on section 1,
by appearance we emphasize the use of measurements obtained from
monocular images without the need of considering other a-priori in-
formation, e.g., the relative position of multiple cameras. The use of
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single monocular cameras represents a particularly attractive solution
for mobile agents navigation, mainly due to their low cost and their
usage simplicity (e.g., no exogenous calibration is needed). However,
the use of single monocular cameras is also a very challenging one be-
cause 3D positions from robot and landmarks aren’t directly available
from the measurements obtained from monocular cameras, which are
composed of angular measurements related to each landmark, namely,
bearings. In Bearing Only SLAM, the determination of the location of
a landmark requires images from different points of view to be com-
bined, then, landmark location is normally estimated using EKF with
observations from these 2 or more robot poses. As the robot location
and landmark positions cannot be determined from a single frame, an
initial estimation is needed.
Practical implementations of monocular SLAM only appeared at
[22] and were further developed in [38]. Finally, in [30], a framework
for 3D vision based bearing only SLAM using a monocular camera is
proposed. However, given that the SLAM problem was born within
the probabilistic robotics community, a system-theoretic view of the
Visual SLAM problem is not extensive in literature and it was only
recently that the observability analysis of the planar bearing only
problem has been completely presented and discussed in literature
( [11], [39], [40], and [41]). Consequently, we are particularly interested
in approaching the problem from a system-theoretic point of view.
Bearing Only Observability The feasibility of performing SLAM
can be investigated rigorously through an observability analysis of the
problem. The classic observability problem, called Unknown State Ob-
servability (USO), regards the possibility of retrieving information on
the state of a system given that input and output functions are com-
pletely known [12]. When applied to the SLAM problem, it identifies
the conditions of problem solvability using a unified framework with
the control problem [11].
Different characterizations of the observability problem represent
a field of active research, e.g. bearing only observability analysis in the
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context of on-orbit space applications can be seen in [42]. A prelimi-
nary analysis that consider the motion of targets can be seen in [43],
and the investigation of the multi–robot localization problem can be
seen in [44]. Other recent studies focus on robust (or adaptive) control
topics, like in [45], where the observability rank condition is applied
in order to investigate on-line parameter identification problems con-
cerning self calibration of the odometry.
However, bearing only SLAM methods usually require motion
models, for which odometry and/or gyro sensors are used. As a mat-
ter of fact, the Unknown State Observability analysis, as presented
in [11, 39–41], assume that system inputs are completely known and
available. Hence, the observability results don’t hold if only appear-
ance is available. Indeed, they aren’t valid not even on the case that
external inputs (e.g., external forces) act on the robotic platform. The
investigation of the problem under such conditions is called unknown
input observability and regards the possibility of retrieving informa-
tion on both system state and system inputs if only the output func-
tion is completely known. In fact, UIO is one of the main topics in
control theory and was introduced by Basile and Marro in [46] and
Guidorzi and Marro in [47]. While it is usually assumed the inputs
are completely known, in practice, under many situations, some of the
input variables may not be completely available and, for this reason,
it is appropriate to distinguish inputs between control inputs and
disturbances. UIO is known to be a difficult task and is commonly
associated with the problems of robust model based fault detection,
a problem that was introduced in [48] and further extended to the
detection of both sensor and actuator faults in [49].
SFM and Visual Odometry An alternative and readily available
procedure for reconstructing a camera trajectory through a sequence
of images without requiring the knowledge of system inputs is using
structure from motion [50] methods. In such a case, features are de-
tected, matched between successive frames, used to estimate relative
movements, and finally, associated with a 3d position. Consequently,
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the movement of the camera can be robustly and automatically esti-
mated without requiring additional measurements, like odometry. The
two predominant procedures for SFM are off-line methods [28,51–54]
and methods without global optimization. In the first one a bundle
adjustment optimization of the global geometry is carried out, then,
the pose of the camera for the sequence of the image as well as features
position are estimated in order to achieve the minimal error due to
the positions detected in the image and the estimated re-projections.
Building a map through these techniques is time-consuming and con-
sequently, done off-line. A different approach is proposed by methods
without global optimization. These are faster, whereas less accurate,
given that errors accumulate in time. A promising method proposed
by Nistér is referred to as visual odometry [55–60]. The robot mo-
tion estimation is done through the track of selected landmarks. The
movement of stereo or simple cameras can be computed in real time
from the only visual data only. Many algorithms have been proposed
recently, differing mainly in the feature matching or estimation meth-
ods. From a practical point of view, the main difference of structure
from motion is that it has been formulated as off-line algorithms. How-
ever, apart from the practical implementation differences, monocular
visual odometry and monocular VSLAM can both be seen as a par-
ticular solution of SFM.
Appearance Mapping A quite different approach of mapping re-
lies only on the raw sensor readings (images), i.e., maps can be mod-
eled as a set of image keyframes [16,25,36], or in a topological manner
where neighboring nodes correspond to images with similar appear-
ance [7, 34, 35]. Similarly, when Appearance descriptions (or models)
are associated to a set of locations, the approach is also commonly
termed Appearance Mapping [1–4]. The key idea behind these ap-
proaches is that the higher is the similarity between two observations,
the higher is the probability of them refering to the same place. Dur-
ing the mapping phase, images are organized in an appearance based
graph, then during the navigation phase, the robot navigates through
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the sequence of frames that describe the desired trajectory using some
sort of visual servoing scheme.
The relevance of these approaches rely on the simplicity in which
the map is constructed. However, in [18] it is discussed that the in-
formation thus stored in an appearance-based map is difficult to be
effectively used in a control scheme. Indeed, only visual measurements
taken from a camera, which possibly moves in the environment under
the effect of corrupted inputs, are available to the servoing controller.
Ultimately, the use of Appearance Maps forces localization, planning
and control algorithms to be performed during the navigation phase
must be only Appearance related. We will return to this discussion in
section 1.1.2.
Our contributions Our contributions regarding localization, map-
ping and motion reconstruction are presented in chapters 2, 3 and 5.
We believe that our main contribution is that of revisiting a range of
estimation problems (e.g., SLAM, SFM and Visual Odometry) under
a common system-theoretic view with the attention to the constraint
of dealing with Appearance only.
First, we revisit the SLAM observability analysis shown in [11]
investigating all possible configurations of previously known and un-
known landmarks’ positions. Moreover, since in [11] only the com-
pletely observable problems are discussed, we present a complete Kal-
man form decomposition of all partially observable problems investi-
gated.
All observability analysis presented in this paper are derived or
similar to the ones described in SFM [61]. However, as both SFM or
visual odometry approaches rely on strong assumptions with regard
to the environment and to the camera motion; both assume not only
rigidity in the scene, but also constant velocity for the camera (or a
given derivative of the velocity); in this thesis we extrapolate these
assumptions, with results that are more general than the 2D version
of known structure from motion observability results reported in [61].
The only assumption we made is that input disturbances are ana-
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lytic, an assumption that is coherent with practical applications. In
order to do so, we introduce a methodological analysis, based on a
recursive application of the observability rank condition ([6]) using
logical induction. Then, we apply this method to investigate state ob-
servability and left-invertibility concurrently considering a polynomial
expansion of input disturbances. A complete observability analysis of
the localization, mapping and motion problem is thus presented for all
possible configurations of previously known and unknown landmarks’
positions. Again, partially observable problems are further investi-
gated and a complete Kalman form decomposition is derived.
Using a systems-theoretical approach, results can be viewed as an
unified framework to VSLAM, SFM and Visual Odometry, extending
and generalizing previous results, and with the minimum requirement
of using appearance only. We also present an online solution to the
reconstruction problem using an assymptotically stable nonlinear ob-
server.
Finally, given that appearance maps illustrates the use of appear-
ance in a compelling way, in chapter 5 we present an experimental
study case of appearance topological mapping and navigation.
1.1.2 Visual Servoing
With the aim of discussing the use of appearance in robot control,
we distinguish the measurements of a robotic platform in proprio-
ceptive or exteroceptive sensor readings. Proprioceptive sensors are
usually used to describe robot internal configuration, including po-
sitions (e.g., potentiometers, encoders, resolvers and linear displace-
ment transducers), velocities (e.g., tachometers and piezoelectric ve-
locity transducers), inertia (e.g., accelerometers and gyroscopes), and
torques (e.g., optical and strain gauge torque transducers). On the
other hand, typical exteroceptive measurements include force sensors
(e.g. fiber optic, resistance and semiconductor strain gauge sensors),
tactile sensors (e.g., resistive, magnetic or capacitive based sensors),
proximity-range sensors (e.g., infrared, lasers or sonar), bearing sen-
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sors (e.g., vision systems). Hence, a generic robotic system with its
measurement functions can be described by
ξ˙r = f (ξr, u, d, λint)
yint = hint (ξr, λint)
yext = hext (ξr, λint, λext)
(1.1)
where ξr ∈ Rn is the robotic system state and describes the robot
pose (e.g., vehicle position or joint configuration). u ∈ Rmu are the
available or known inputs of the system. d ∈ Rmd are the unknown
or not available inputs of the system and are also denominated input
disturbances as introduced by Marro [62] (note that the concept is
more general than the stochastic concept of disturbance, e.g., mea-
surement noise). yint ∈ Rq1 (yext ∈ Rq2) describes proprioceptive (ex-
teroceptive) measurements, λint ∈ Rl1 are the internal parameters and
λext ∈ Rl2 the external parameters of the system, related to the pro-
prioceptive and exteroceptive measurements respectively. Please note
that internal measurements are not affected by extrinsic parameters,
i.e., ∂yint/∂λext = 0.
In this thesis we are interested in the use of exteroceptive mea-
surements, more specifically, of vision measurements. And we pose the
question: is appearance only enough for solving visual servoing tasks?
By appearance only, we mean that proprioceptive measurements are
not available and that input disturbances can’t be assumed to be know
and can’t be neglected. Input disturbances are often neglected in the
rather extensive visual servoing literature, although they usually have
a negative impact on the servoing accuracy and performance.
From Classic Approaches to Appearance Servoing
The aim of vision-servoing schemes is to minimize an error e(t) which
is typically defined as [13]
e(t) = s(m(t), a)− s∗, (1.2)
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where: m(t) is a set of image measurements, e.g., image coordinates of
interest points or the parameters of a set of image segments; a a is a set
of parameters that represent potential additional knowledge about the
system, .e.g., coarse camera intrinsic parameters or three-dimensional
model of objects; and s(m(t), a) is a set of k visual features and s∗
is the desired configuration. The concept of visual feature is rather
general in literature as its embedded description can vary from the
cartesian position on the image of a distinctive image point to the
estimated state of the robot pose itself. Note that the same concept
is also commonly associated to the term Appearance [5, 6, 8–10].
In order to put eq. (1.2) in conformity with the notation used in
eq. (1.1), we can rewrite it as follows:
e(t) = ξ (yext(t), λint,λext, yint(t))− ξ∗, (1.3)
where ξ describes the state of the system. Here, m(t) is substituted
by yext(t),i.e., the set of image measurements, and a is substituted by
internal and external parameters λint,λext. From now on, we will use
this notation instead of the original one. Moreover, we will use the
notation PI = (Ip1,I p2,I p3, . . . ,I pn) if we want to refer explicitly to
the position of n image features on a camera’s image plane, and we
will use the notation ξc if we want to refer explicitly to the pose of
the camera, i.e., its position and orientation w.r.t. to some adopted
reference frame.
Classical visual servoing control laws consider holonomic systems,
more specifically, serial manipulators. The most common and basic
control scheme adopted is the one termed velocity controller, in which
a generic control law is derived as follows [13]. Once ξ is chosen, it’s
dynamic is written as
ξ˙ = Lξu, (1.4)
where Lξ is named the interaction matrix related to ξ. Using eq. (1.3)
and eq. (1.4) we can derive
e˙ = Lξu.
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Figure 1.1: A traditional PBVS control scheme.
Hence, an exponential decoupled decrease of the error is obtained
with a control law:
u = −λL†ξe, (1.5)
where L†ξ is chosen as the Moore-Penrose pseudo-inverse of Lξ, a choice
that allows
∥∥e˙− λLξLξ†e∥∥ to be minimal. Whenever Lξ is squared,
this control law coincides with the result of obtaining a controller
based on a MIMO feedback linearization of the error dynamics.
Note that the presented control solution is not only simplistic but
strongly limited as it only applies to driftless holonomic systems that
can be described as eq. (1.4). Indeed, the classical visual-servoing
definitions (IBVS and PBVS) mainly differ in the way that ξ is defined
and not in the way the stabilizing control laws are constructed.
Formally, IBVS and PBVS (and their combination) is described
as presented in the following sections. Note that we use the notation
g[0, T ] to refer to a generic function g(t) for all t ∈ [0, T ].
Position Based Visual Servoing
Definition 1.1 Position-based visual servoing - System state con-
sists of a set of 3-D parameters, which usually describe the robot pose
ξr or camera pose ξc, and must be estimated from image measure-
ments, i.e:
ξ = Υ (ξr) ,
or
ξ = Υ (ξc) ,
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and
ξˆr = o (yext[0, t], u[0, t], λint, λext, yint[0, t]) ,
or
ξˆc = o (yext[0, t], u[0, t], λint, λext, yint[0, t]) ,
where ξˆr or ξˆc is a pose estimate, given by the observer o.
We include yint(t) in o(∗) because it is not uncommon to have
that proprioceptive measurements are assumed to be known, to be
estimated or to be instantly available in order to retrieve ξˆ [13].
While there isn’t an unique formal definition of a PBVS stabilizing
control law in literature, a typical static stabilizing control law z for
system state ξ (or a subsystem of) in position based schemes can be
written in compliance with the following form:
u(t) = z (yext[t], λint, λext, yint[t]) , (1.6)
and a typical dynamic stabilizing control law z can be written in
compliance with the following form: ξˆ(t) = o (yext[0, t], u[0, t], λint, λext, yint[0, t])u(t) = z (ξˆr(t), u(t), d(t)) ,
where ξˆ is a pose estimate, given by the observer o. Note that an esti-
mate of the state is required given that it is not immediately available.
Traditional PBVS servoing schemes are usually similar to the one
in fig. 1.1 (as seen in [63]). However, it is important to emphasize that
PBVS refers only to the definition of the error e(t) and there are no
explicit rules on the construction of stabilizing control laws.
Image-based visual servoing
Definition 1.2 Image-based servoing - System state ξ consists
of a set of features that are immediately available in the image data,
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Figure 1.2: A traditional IBVS control scheme.
what is usually understood as a function of the position of the n image
features PI = (Ip1,I p2,I p3, . . . ,I pn):
ξ = Ξ(PI).
While there is not an unique formal definition of an IBVS stabi-
lizing control law in literature, a typical stabilizing control law z for
system state ξ (or a subsystem of) can be written in compliance with
the following form:
u(t) = z (ξ, yext[0, t], u[0, t], λint, λext, yint[0, t]) .
Note that an estimate of the state ξ is not required given that
it is assumed to be immediately available and usually coincident to
the camera measurements, i.e., ξ = yext. However, the controller may
require an observer, being it static or dynamic, in order to derive
other parameters that are not readily available. For example, veloc-
ity controllers (please refer to eq.(1.5)) use an approximation of the
interaction matrix Lξ that is usually written in terms of parameters
related to the 3-d position of measured landmarks [64]. Therefore, the
estimation of such parameters may be required at each iteration of
the control scheme .
Traditional IBVS servoing schemes are usually similar to the one in
fig. 1.2 (as seen in [63]). However, note that the presence of a possible
observer between feature measurements and controller is omitted in
such scheme.
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Again it is important to emphasize that IBVS refers only to the
definition of the error e(t) and there are no explicit rules on the con-
struction of stabilizing control laws.
On the PBVS and IBVS approaches Here we present the fol-
lowing limitations regarding the PBVS and IBVS classifications: when-
ever the approaches guarantee pose stabilization, they are equivalent
from differential geometry perspective; these two classifications are
hardly (or unclearly) applied, as originally defined, to nonholonomic
systems; classical PBVS and IBVS schemes do no take input dis-
turbances in consideration explicitly; PBVS and IBVS classifications
refer only to the definition of the error e(t) as there are no explicit
rules on the construction of stabilizing control laws; These limitations
are discussed in detail in the remaining of this section.
The first limitation to be discussed is the equivalence of IBVS and
PBVS from a differential geometry point of view. The stabilization
of the image based state description implies the stabilization of the
robot in the desired position if there exists a diffeomorphism Φ :
Pr 7→ PI . In such a case, the systems are considered equivalent from a
differential geometry perspective, i.e., properties such as accessibility,
observability and stability remain independently of the coordinates
chosen.
The second limitation regards the application of the original tax-
onomy (PBVS meaning ξ = Υ (ξc) and IBVS meaning ξ = Ξ (PI))
to nonholonomic systems. Although the classical PBVS velocity con-
troller (please refer to eq. (1.5)) can be classified as a input-state feed-
back control whilst the classical IBVS velocity controller is viewed
as an input-output feedback control, this taxonomy cannot be di-
rectly applied to nonholonomic systems. Indeed, the feedback lin-
earization techniques are hardly available in this case and, addition-
ally, the well known Brockett’s theorem [65] makes the stability of
the point–to–point motion problem of a nonholonomic system via
smooth, time invariant control laws very challenging. For example,
[66] proposes a change of coordinates of the robot state in order to
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solve the parking problem of a unicycle–like vehicle using visual feed-
back. As a consequence, it is common that the stability analysis can-
not be carried out directly in the cartesian space or on the image
space, but in a state space γ = Γ(ξ), under the mapping function
Γ. With reference to the definitions previously introduced, it follows
that γ = Γ(Ξ(PI)) = Γ(Ξ(Φ(ξc))) or γ = Γ(Υ(ξc)) = Γ(Υ(Φ−1(PI))),
which leads to an unclear classification of the servoing approach as
the error cannot be defined in the simplistic terms that were originally
anticipated by the PBVS and IBVS classifications.
In addition, little is seen in the PBVS or IBVS literature regard-
ing the presence of unknown or unavailable inputs. Whenever input
disturbance is mentioned, it is usually assumed to be related to mea-
surement noise and is treated with an stochastic approach, e.g., the
use of EKF filters. Indeed, the analysis of the robustness to distur-
bances d of the IBVS, PBVS or the combination thereof is in any
respect trivial.
Finally, given that the terms IBVS and PBVS refer only to the def-
inition of the error e(t), there are no explicit rules on the construction
of stabilizing control laws, and consequently, there exists of a broad
range of interpretations and definitions of IBVS and PBVS control
laws in literature.
Prior work and contributions In this thesis we tackle the visual
servoing task imposing all necessary constraints in order to meet the
requirements of navigating Appearance Maps: our approach comprises
a calibrated camera, i.e., for which the intrinsic camera parameters
are known or correctly estimated, rigidly fixed on a robotic platform
whose motion is constrained on a plane, e.g., a unicycle–like vehicle;
without loss of generality for the analysis of the problem at hand, the
camera is assumed to be omnidirectional; beyond the camera intrinsic
parameters, only the current and desired images are assumed to be
available, more precisely, a set of point features belonging to both the
images are available from the measured visual entities and assumed
to be continuously tracked along the servoed trajectories; finally, the
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actuators available on the platform are assumed to be corrupted by
an unknown disturbance; The objective of the control problem is to
regulate the current position of the robot towards the pose described
by the desired image.
Visual servoing schemes that respect one or some of these require-
ments are not new in literature. Homography or the epipolar geometry
approaches gathers a lot of popularity in the servoing community for
solving the described problem [67] and paved the way to efficient so-
lutions in the field [68, 69]. Albeit these attempts of estimating the
camera displacement from two views, given by the current and de-
sired images, do not require strong a priori knowledge on the observed
objects structure, constraints on the feature point configuration are
implicitly assumed, i.e., point features should be coplanar and/or suf-
ficiently numerous. In the particular case considered in this thesis,
where the robotic platform moves on a plane, the visual model simpli-
fies at the cost of a more complicated control law design. For example,
the number of feature points needed for the control law in the scaled
reconstruction is three [70,71], which is lower than the number of fea-
tures needed for a typical homography–based solution (where at least
7 correspondences must be available in order to compute the funda-
mental matrix). Usually, these solutions generalize already well known
servoing schemes (e.g. clas ) using a scaled representation of the cam-
era displacement to the desired view. However, all these approaches
are currently restricted to planar objects, i.e., the planar assumptions
about scene model is made. More recently [72,73], describe a solution
for the servoing along both planar and non–planar objects assuming
the availability of noisy control velocities. Finally [70] presents a static
control that solves the Appearance Servoing task of parking a vehicle.
In the author opinion, a clear view of the servoing control problem
as proposed in this thesis still lacks. The rather vast literature on the
subject presents a lot of effective solutions to the problem, ranging
from 3D–PBVS approaches to IBVS or hybrid solutions that make use
of additional sensors or environmental knowledge, however we think
that the very nature of an Appearance-based servoing task is in the
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use of the Appearance only extracted from the images grabbed from a
camera. Any other additional information on the measurement system
or on the environment, if available, can be used to satisfy additional
performance requirements, e.g., increasing the rate of convergence or
robustifying the control law, but should not be essential to solve our
servoing problem. As already discussed in this section, while the clas-
sical PBVS and IBVS definitions are broad enough to cover most of
the practical cases of servoing, they do not explicitly consider the re-
strictions in the way a robotic system is controlled and how to deal
with actuation disturbances. In particular, if only Appearance is avail-
able, an apropriate definition regarding the construction of stabilizing
control laws is required. Hence, in chapter 4 we name the problem
appearance servoing. The problem definition does not exclude the co-
existence with a PBVS or IBVS classification as it does not depend
on the way the error is defined.
Relying on the appearance servoing definition, we investigate the
minimum requirements needed for doing pose regulation, and pro-
pose static and dynamic solutions and design different visual control
schemes (PBVS and IBVS). We want to aknowledge that the pre-
sented solutions are strongly inspired by [67,73], but in the context of
vehicle navigation, and we also share results with [70] regarding the
static servoing solutions presented. We believe that our main contri-
bution is that of presenting a rigorous unknown input observability
analysis of the problem (on the basis of the methodology developed
and described in chapter 2) and to determine the minimal “knowledge”
needed to effectively solve the servoing task (in terms of number of
feature points. Our results point out that a scaled reconstruction of
the surrounding environment and the vehicle pose can still be achieved
under all the constraints imposed by the AS problem and, more im-
portantly, that control laws can be easily defined on such quantities.
In fact, it can be shown that if only the initial and desired images are
available, the number of feature points that are necessary and suffi-
cient to let the position of the robot being observable up to a scale
factor, and hence solve the control problem, is three (a result that
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complete the analysis found in [70, 71]). In this situation, the AS is
said to be static. However, if an observer is available, the AS turns
to be dynamic, a definition that is borrowed from the first definition
of dynamic IBVS in [74]. In such case, the number of point features
needed lowers down to two. Moreover, as the AS formalization takes
into account unknown disturbances in the actuators explicitly, one can
introduce classical disturbance rejection methodologies to AS schemes
straightforwardly. Finally, theoretical results are validated by exten-
sive simulation results.
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Figure 1.3: Reference frames.
1.2 Notation, definitions and preliminaries
1.2.1 Reference frames
We assume that coordinates are measured with respect to a dextrous
reference frame 〈W 〉 = {WO,W X,W Y,W Z}, fixed with the static en-
vironment (see fig. 1.2.1). Here we will refer to 〈W 〉 as world frame.
A point position denoted in respect to 〈W 〉 will be represented
using the following notation:
WP =
 WxWy
W z
 .
Similarly, points expressed in respect to a generic frame 〈B〉 will
be denoted as BP .
Many times it will be convenient to extend coordinate represen-
tations in Rn into the projective space Pn. In particular, the homoge-
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neous notation of a point P (in R3) will be denoted by P¯ (in P3):
P¯ =
[
P
1
]
=

x
y
z
1
 .
Such notation is usually convenient in order to represent rigid
motions (rotations and translations), synthesised as follows:
AP¯ = TA←B BP¯ ,
where TA←B is the homogeneous transformation matrix that defines
the transformation of a point represented in relation to the frame 〈B〉
to it’s representation in relation to a frame 〈A〉. If this transformation
is given by a rigid motion, we may write TA←B as
TA←B =
[
RA←B PA←B
0 1
]
,
where RA←B is the rotation matrix that corresponds to the orientation
displacement from 〈B〉 to 〈A〉, and PA←B is the vector that denotes the
position of the origin of coordinate frame 〈B〉 relative to coordinate
frame < A >. We may also denote T , R and P as follows:
ATB = TA←B,
ARB = RA←B,
APB = PA←B.
1.2.2 Vehicle Models
In this thesis, we mainly investigate problems related to vehicles mov-
ing on a plane. For this reason, given that robot coordinates are
measured with respect to some arbitrary dextrous reference frame
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Figure 1.4: Vehicle kinematics.
〈W 〉 = {WO,W X,W Y,W Z} we have that the WY coordinate y(t) = 0,
∀t.
The configuration of a generic vehicle is described by ξr = (xr, zr, θr),
where pr = (xr, zr) is the position w.r.t. 〈W 〉 of a reference point in
the vehicle and θr is the robot heading with respect to the WX axis
(see figure 1.2.2). The subscript ∗r will be used along this thesis to
refer to the vehicle.
Vehicle dynamics are considered to be slow enough to be neglected
and kinematics can be represented by a generic driftless control–affine
system Σ affected by the external disturbance vector d:
Σ =
{
ξ˙r = G(ξr)ur +B(ξr) dr
y = h(ξr) ,
(1.7)
where ur are control inputs, G(ξr) ∈ R3×3 represents the vector input
fields that describe vehicle kinematics and B(ξr) ∈ R3×3 is a known
disturbance input matrix associated with the disturbance vector dr. In
particular, we usually describe generic movements (and disturbances)
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Figure 1.5: Cartesian and polar coordinates.
on a plane with the choice:
G = B =
[
gf gh gω
]
=
 cos (θr) − sin (θr) 0sin (θr) cos (θr) 0
0 0 1
 , (1.8)
and ur = (vf , vh, ω) and dr = (df , dh, dω). Note that eq. (1.8), with
dr = 0 is usually adopted to describe the motion of omnidirectional–
like vehicles.
Specific vehicle kinematics can be described by choosing a G(ξr)
composed of subspaces of eq. (1.8) and the proper choice of ur, e.g,
unycicle–like vehicles are modelled just as above but choosing vh = 0.
Polar Coordinates Depending on the problem studied, it may also
be convenient to express vehicle configurations using polar coordi-
nates (see figure 1.5). The pose displacement between ξr and WO
represented on polar coordinates w.r.t. 〈W 〉 is given by
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ξrp = Φp(ξr) =
 ρβ
φ
 =

√
xr2 + zr2
tan−1
(
zr
xr
)
− θr + pi
tan−1
(
zr
xr
)
 , (1.9)
where ρ represents the cartesian distance from the vehicle to the origin
WO, β represents the angle displacement between vehicle orientation
and the line that passes through WO and vehicle position pr and
φ represents the angle formed by pr with axis WX. The notation
Φp(∗) is used to represent the transformation from cartesian to polar
coordinates. Please note that the polar coordinates transformation is
undefined for ρ = 0.
In order to verify if Φp is local diffeomorphism at ξ we compute
its Jacobian:
Jp =

xr√
x2r+z
2
r
zr√
x2r+z
2
r
0
− zr
x2r+z
2
r
xr
x2r+z
2
r
−1
− zr
x2r+z
2
r
xr
x2r+z
2
r
0
 . (1.10)
Matrix rank of Jp is 3 apart from |Jp| = 0, i.e., when
|Jp| = 1
ρ
=
1√
x2r + z
2
r
= 0.
Hence, we conclude that Φ is not a global diffeomorphism and is
not defined for ρ = 0, as expected. For ρ 6= 0, its inverse is given by xrzr
θr
 = Φp−1 (ξrp) =
 ρ cos(β)ρ sin(β)
α− β + pi
 ,
where the notation Φp−1 (ξrp) is used to represent the mapping from
polar to cartesian coordinates., i.e., inverse of the mapping defined in
eq.(3.6).
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Generic movements on the plane can be described on polar coor-
dinates by the following kinematics:
Gp (ξp) =
 − cos(β) sin(β) 0sin(β)/ρ cos(β)/ρ −1
sin(β)/ρ cos(β)/ρ 1
 .
1.2.3 Vision Models
Environmental scene landmarks are represented as points of the image
plane, also denoted as features. Let 〈W 〉 denote a global reference
frame with respect to which all landmarks (or features) being observed
by the camera are motionless.
Image Plane
Camera Center
Principal Axis
CY
CO
CX
CZ
IX
IY
IO
< I >
< W >
Figure 1.6: Camera Geometry.
In respect to 〈W 〉, let’s define the camera coordinate frame 〈C〉 =
{CO, CX, CY, CZ}, where CO is coincident to the camera centre, and
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CZ si coincident to the camera principal axis, i.e., the line from the
camera centre perpendicular to the image plane. See Fig. 1.6. The
point where the principal axis meets the image plane is called principal
point.
Landmark positions are described w.r.t. the camera frame as CPi =
[Cxi,
Cyi,
Czi]
T , where the index i corresponds to the ith feature.
We can introduce a reference frame 〈I〉 = {IO,I X,I Y } on the
image plane. The position Ip =
[
Ix,I y
]T of the features w.r.t. the
image plane is described by a projective mapping Π : R3 → R2.
We will consider cameras for which the measurement process is
modelled by
λ
 IxIy
1
 = Kc
 1 0 0 00 1 0 0
0 0 1 0


Cx
Cy
Cz
1
 ,
or simply by
λI p¯ = KcΠ
CP¯ , (1.11)
where the matrix Kc ∈ R3×3 is the intrinsic camera calibration matrix
that describes the camera model and Π describes the projection from
R
3 to R2 . Here, we will first present the basic pinhole camera model,
and then, progressively generalize it till a general projective camera
model.
Pinhole Camera The basic pinhole camera is shown in Fig. 1.7.
Let the centre of projection be the origin of a Euclidean coordinate
system [52], and consider the image plane (or focal plane) described
by IZ = f , where f is the camera focal length. Consider also that
the principal point pp is coincident with the origin of coordinates in
the image plane and CX and CY are parallel to image plane IX and
IY , respectively. The central projection mapping from world to image
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Figure 1.7: Pinhole Camera.
coordinates is given by
Ip =
[
Ix
Iy
]
=
[
fCx
Cz
fCy
Cz
]
. (1.12)
The presented transformation can be rewritten as a linear mapping
using homogeneous coordinates by eq. (1.11) and
Kc =
f 0 00 f 0
0 0 1
 . (1.13)
Principal point offset Now, let’s consider that the principal point
is not coincident to the origin of coordinates in the image plane. Let’s
define (Ipp,x,I pp,y)T as the coordinates of the principal point in the
image plane. Equation (1.12) can be generalized for this case as fol-
lows:
Ip =
[
Ix
Iy
]
=
[
fCx
Cz
+I pp,x
fCy
Cz
+I pp,y
]
, (1.14)
which can be described using an homogeneous trasformation by eq.
(1.11) and:
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Figure 1.8: Principal Point Offset.
Kc =
f 0 Ipp,x0 f Ipp,y
0 0 1
 . (1.15)
CCD Cameras The camera models presented till now assume pro-
jection mappings of identical pixel distortion (or scalar relationship)
in both axial directions. In the case of CCD cameras, there is the pos-
sibility of having non-square pixels. Therefore, let’s consider mx and
my as scale factors that relate metric coordinates to pixel coordinates
of the point in directions IX and IY , respectively. Let’s represent the
focal length of the camera according to these scale factors as αx = fmx
and αxy = fmy. Now, equation (1.14) can be further generalized as
follows:
Ip =
[
Ix
Iy
]
=
[
αxCx
Cz
+I pp,x
αyCy
Cz
+I pp,y
]
, (1.16)
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which can be described using an homogeneous trasformation by eq.
(1.11) and
Kc =
αx 0 Ipp,x0 αy Ipp,y
0 0 1
 . (1.17)
Finite Projective Cameras Finally, for added generality, the in-
trinsic calibration matrix can be rewritten as
Kc =
αx s Ipx0 αy Ipy
0 0 1
 , (1.18)
where s is the skew parameter. While s = 0 for normal cameras, it
can assume non-zero values.
CY
CO
CX
BZ
BX
BY
BO
CZ
Figure 1.9: Camera Rotation and Translation.
Camera Rotation and Translation The projection matrixes pre-
sented were defined considering points represented w.r.t. the camera
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frame 〈C〉. In general, points may be expressed w.r.t. a base frame
〈B〉. Therefore:
CP =

Cx
Cy
Cz
1
 = CTB BP = [CRB CPC←B0T 1
]
Bx
By
Bz
1
 . (1.19)
Camera calibration matrix A camera that can be described by
a general model that comprises intrinsic camera parameters and an
extrinsic coordinate transformation to a base frame < B >:
λI p¯ = KcΠ
CTB
BP¯ (1.20)
is called a finite projective camera and Ξ = KcΠCTB is called camera
calibration matrix.
Normalized coordinates If a camera is calibrated and the intrin-
sic parameters of a camera are known, it may be convenient to refer
to the normalized coordinates:
λI p¯∗ = ΠCP¯ .
Note that image measurements on normalized coordinates are eas-
ily obtained by I p¯∗ = Kc−1I p¯. The measurement process described on
normalized coordinates is simply
Ip∗ =
[
Ix
Iy
]
=
[
Cx
/
C z
Cy/Cz
]
.
Omnidirectional sight and bearings The pinhole model is a par-
ticular version of the more general omnidirectional sight model, which
is described by the horizontal and vertical bearings of a landmark with
respect to the camera:
(φ1, φ2) =
(
atan2
(
Cx,C z
)
, atan2
(
Cy,C z
))
, (1.21)
34
where atan2(a, b) gives the arc tangent of
a
b
taking into account which
quadrant the point a, b is in.
For Cz > 0 (as is defined for a pinhole camera), the relation be-
tween the models (1.2.3) and (1.21) is (φ1, φ2) =
(
atan(Ix), atan(Iy)
)
.
1.2.4 Observability Analysis
The observability analysis regards the possibility of retrieving infor-
mation on the state of a system, given that input and output functions
are completely or partially known [75]. The possibility of deriving the
initial state ξ(t1) of a dynamic system Σ in the time interval [t1, t2]
is named observability of a system. Similarly, the possibility of deriv-
ing the final state ξ(t2) is denoted by reconstructability of a system.
These problems may not admit a solution when the system presents
states that are classified as indistinguishable in [t1, t2]. In this section
we will introduce and briefly discuss these and other basic concepts
of observability analysis theory.
Let’s consider the state-space representation of a generic time-
invariant dynamic system Σ:
Σ =
{
Dξ(t) = f(ξ(t), u(t))
y(t) = h(ξ(t), u(t))
,
where ξ ∈ X := Rn, y ∈ Y := Rp and u ∈ U := Rm. Without
loss of generality we can consider a time interval [0, T ]. Let’s rep-
resent ξ(ξ¯, u(·), t) as the solution at time t correspondent to ξ¯ =
ξ(0) and control u(·) = u(τ), τ ∈ [0, t]; Likewise, y(ξ(0), u(·), t) =
h(ξ(ξ(0), u(·), t), u(t)).
Definition 1.3 (indistinguishable states) Two initial states ξ¯1 and
ξ¯2 are called indistinguishable in [0, T ] if
ξ¯1 IT ξ¯2 ⇔ y(ξ¯1, u(·), t) = y(ξ¯2, u(·), t), ∀t ∈ [0, T ],∀u(·) ∈ U .
It is denoted by ξ¯1 IT ξ¯2.
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Definition 1.3 states that a pair of points is indistinguishable if
they realize the same input-output map in [0, T ] for every admissible
input [12]. If there exists at least one input sequence for which the
output is different for each point, these are said to be distinguishable.
Definition 1.4 (set of indistinguishable points) The set of points that
are indistinguishable from a given initial state ξ¯ in [0, T ] is defined as
IT (ξ¯)
def
=
{
ξ¯1 ∈ X | ξ¯ IT ξ¯1
}
.
These previous definitions lead to the concept of the possibility of
observing, or inferring knowledge on the state of a system.
Definition 1.5 (observable state) A state ξ¯ is said to be observable
in [0, T ] if the set of states that are indistinguishable from ξ¯ contains
only ξ¯:
IT (ξ¯) = {ξ¯}, ∀u(·) ∈ U ,∀y(.) ∈ Y .
It can also be said that the system Σ is observable at ξ¯.
A state is said to be observable if there exists at least one input
function for which the output is distinguishable from any other state.
However, it is important to notice that the observability of a state does
not imply that for any given state, the input-output map is different
for every admissible input. On the other hand, a state is said to be
not observable if there exists a set of states for which the input-output
map is the same for every admissible input.
Definition 1.6 (observable system) A system Σ is said to be observ-
able in [0, T ] if every state ξ¯ ∈ X is observable:
∀ξ¯ ∈ X : It(ξ¯) = {ξ¯}.
The above definitions are considered in solving the following prob-
lems:
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Problem 1.1 Unknown state observation: Given corresponding known
input and output functions u(·), y(·) and two instants of time t0 = 0,
t1 = T , determine the unknown initial state ξ¯ (or the set of initial
states), such that y(t) = y(ξ¯, u(·), t) for all t ∈ [0, T ];
Problem 1.2 Unknown state reconstruction: Given corresponding known
input and output functions u(·), y(·) and two instants of time t0 = 0,
t1 = T , reconstruct the state at a given moment ξ¯(τ), τ ∈ [0, T ] (or the
set of possible states), such that y(t) = y(ξ¯, u(·), t) for all t ∈ [0, T ];
For time-invariant continuous-time (TITC) systems, observability
implies reconstructability. Therefore, as we will consider only TITC
systems, here we will be interested in investigating Problem 1.1.
Linear time-invariant continuous-time systems
Let’s consider the state-space representation of a linear system Σ:
Σ =
{
ξ˙(t) = Aξ(t) +Bu
y(t) = Cξ(t)
In this case, the observability of Σ is reduced to the well-known
criterion that if matrix
O =

C
CA
...
CAn−1

is of rank n, then the system is completely observable. O is called
observability matrix and O⊥ = ker(O) is the non-observable subspace
of Σ.
Non-linear time-invariant continuous-time systems
While the observability of the linear approximation of a non-linear
system around a given ξ¯ implies in the observability of the original
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system on a neighborhood of ξ¯ (weak observability), the opposite is
not necessarily true. Observability is not a structural property of a
non-linear system, i.e., the observability of a non-linear system does
not imply in the observability of its linear approximation. Therefore,
the definitions presented in section 1.2.4 and the criterion presented
in section 1.2.4 aren’t sufficient for studying the observability of non-
linear systems.
Here we will discuss the concepts of local and weak observabil-
ity, and present criterions for studying the observability of non-linear
systems.
Local and weak observability
Observability as presented in 1.2.4 is a global concept, i.e., for a state
to be distinguishable, long distances or time may be required. There-
fore, a stronger local concept is introduced in [12].
LetM be a subset of X and ξ¯1, ξ¯2 ∈M.
Definition 1.7 (M-indistinguishability) Two initial states ξ¯1 ∈ M
and ξ¯2 ∈M are called M-indistinguishable in [0, T ] if
ξ¯1 IM,T ξ¯2 ⇔ ξ¯1 IT ξ¯2, ∀ξ(ξ¯1, u(·), t) ∈M,∀ξ(ξ¯2, u(·), t) ∈M.
A state ξ¯1 is said to be indistinguishable from a state ξ¯2 if for every
control u(·) whose trajectories ξ(ξ¯1, u(·), t) and ξ(ξ¯1, u(·), t) lie inside
M, the respective output functions y1(·) and y1(·) are indistinguish-
able.
Definition 1.8 (set of M-indistinguishable points) The set of points
that are M-indistinguishable from a given initial state ξ¯ ∈M in [0, T ]
is defined as
IM,T (ξ¯)
def
=
{
ξ¯1 ∈ X | ξ¯ IM,T ξ¯1
}
.
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Definition 1.9 (local observability) A state ξ¯ is said to be locally
observable if for every open neighborhood M of ξ¯, the set of states
that are M-indistinguishable from ξ¯ contains only ξ¯:
IM,t(ξ¯) = {ξ¯}, ∀M ∈ X .
A system Σ is said to be locally observable in [0, T ] if every given
state ξ¯ is locally observable.
A weaker concept of observability is also defined when the scope
is that of distinguishing ξ¯ within a local neighborhood.
Definition 1.10 (weak observability) A state ξ¯ is said to be weakly
observable if there exists an open neighborhoodM of ξ¯, such that the
set of states that are indistinguishable from ξ¯ contains only ξ¯:
∃M : IT (ξ¯) ∩M = {ξ¯},∀u(·) ∈ U , ∀y(.) ∈ Y .
A system Σ is said to be weakly observable in [0, T ] if it is so for
every ξ¯.
And one last definition:
Definition 1.11 (local weak observability)A state ξ¯ is said to be lo-
cally weakly observable if there exists an open neighborhood M of ξ¯,
such that for every open neighborhood V of ξ¯ contained inM, the set
of states that are V indistinguishable from ξ¯ contains only ξ¯:
∃M : IV,T (ξ¯) ∩M = {ξ¯},∀V
Remark 1.1 Local observability implies in observability and local weak
observability. Observability implies in weak observability. Local weak
observability implies in weak observability.
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Local Weak Observability of Nonlinear Systems
Let’s consider the continuous time-invariant system Σ:
Σ =
{
ξ˙(t) = f(ξ, u)
y(t) = h(ξ(t))
. (1.22)
Let the the Lie derivative of a scalar function λ(ξ) along the vector-
field f(ξ) be given by
Lfλ(ξ) =
∂λ
∂ξ
f(ξ).
And let the Lie derivative of order k be given by
Lf
(k)λ(ξ) =
k times︷ ︸︸ ︷
Lf (. . . (Lfλ(ξ))) .
Definition 1.12 (observation space) The observation space O of Σ is
the linear space (over R) of functions on X that contain h1, h2, · · · , hp
and all repeated Lie-derivatives
Lf
(k)hj, j ∈ p , k = 1, 2, · · ·
Definition 1.13 (observability codistribution) The observability codis-
tribution dO associated with the observation space O is:
dO(q) = span{dH(q)|H ∈ O}, q ∈ X.
The observability codistribution denotes the linear space of finite
linear combinations of the gradients of the repeated Lie-derivatives of
hj along f(ξ, u).
We can rewrite dO as follows:
dO(ξ) = span
(
∂ξh1, . . . , ∂ξhp, ∂ξLfh1, . . . , ∂ξLfhp, ∂ξLf
(1)h1, . . . , ∂ξLf
(1)hp, . . .
)
.
(1.23)
The main theorem concerning weak observability of nonlinear sys-
tems (refer to definition 1.10) is the following:
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Theorem 1.1 ( [12])
A system Σ is locally weakly observable at ξ = ξ¯ if the following is
satisfied:
dim(dO(ξ¯)) = dim(ξ¯).
The above condition is called observability rank condition at ξ¯.
The system Σ is locally weakly observable if the above is true for
every ξ ∈ X .
Local Weak Observability of Control Affine Systems
Let’s consider the continuous time-invariant control affine system Σ:
ξ˙ = f(ξ) +G(ξ)u
y = h(ξ)
,
where the vector field f is the drift term and matrix G contains
the m velocity fields (for dim(u) = m):
G =
[
g1 . . . gm
]
.
Let the Lie Derivative of a covector field ω(ξ) along a vector field
f(ξ) be given by:
Lfω = f
T
[
∂ωT
∂ξ
]T
+ ω
∂f
∂ξ
,
and let the lie derivative of a generic codistribution Ω =
(
ω1 ω2 . . .
)
T
along a distribution ∆ =
(
f1 f2 . . .
)
be given by
L∆Ω =

Lf1ω1
Lf2ω1
...
Lf1ω2
Lf2ω2
...

.
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Now, let’s define the codistribution ∆Σ:
∆Σ =
[
f g1 . . . gm
]
,
and the codistribution Ω0:
Ω0 =
∂h(ξ)
∂ξ
.
If we apply the following observability codistribution algorithm:
Ω1 = Ω0 + L∆ΣΩ0 (1.24)
Ωk = Ωk + L∆ΣΩk (1.25)
we will have that:
dO(ξ) = span [Ω∞] .
The result of the presented algorithm is equivalent to eq. 1.23.
We may refer to Ω(i) to the ith submatrix of Ω that corresponds
to the ith level of Lie Bracketing in the algorithm presented, i.e.:
Ωk =
 Ω(0)Ω(1)
Ω(k)
 .
Whenever necessary, we may also explicit the terms in Ω(i) as
follows:
Ω(i) =
[
∂ξ1L∆Σh ∂ξ2L∆Σh . . .
]
,
for a given ξ = (ξ1, ξ2, . . .).
Local Decomposition
If a control affine system is not observable in the sense of rank con-
dition, there exists a coordinate mapping ζ = Φ(ξ) for which it can
be decomposed into observable and non observable subsystems as fol-
lows:
ζ˙o¯ = fo¯ (ζo, ζo¯) + go¯ (ζo, ζo¯)u
ζ˙o = fo (ζo) + go (ζo)u
y = ho (ζo)
, (1.26)
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where the observable subsystem is given by ζo and the non-observable
subsystem is given by ζo¯. The subsystem ζo satisfies the rank condi-
tion. The local decomposition for linear systems 1.26 was originally
named Kalman observable canonical form.
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Chapter 2
On the Unknown Input
Observability Problem
2.1 Unknown State Left Invertibility as an
Observability Problem
System invertibility (or left-invertibility) regards the possibility of re-
constructing unknown inputs from the knowledge of the outputs. In
this section we will show how the observability rank condition can be
used to study the left invertibility of a system.
Definition 2.1 (unknown-state, unknown-input system invertibility)
A system is said to be unknown-state, unknown-input system recon-
structable or invertible, if the map x→ y is invertible, i.e., ker(y) =
0.
However, one can pose the invertibility question as an observability
problem. Questioning the possibility of reconstructing both state and
input, given that only the measurements are available is a problem
here defined as follows.
Problem 2.1 Unknown input and unknown state observation: Given
corresponding known output function y(·) and two instants of time
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t0 = 0, t1 = T , determine the initial state x¯ (or the set of initial
states), and input u¯(t) for all t ∈ [0, T ] (or the set of inputs), such
that y(t) = y(x¯, u¯(·), t),∀t ∈ [0, T ];
In this section we will present a method for studying this problem
using the observability rank condition (theorem 1.1). First we will
show how to extend the use of rank condition in order to study the
possibility of reconstructing both state and input when one can as-
sume that inputs are constant over time, i.e., u˙(t) = 0 (section 2.1.1).
Then we will extend the concept to analytical inputs (section 2.1.1)).
2.1.1 UIUSO for unknown constant inputs
Let’s consider the continuous time-invariant system Σ presented in eq.
1.22. Assuming constants inputs u˙(t) = 0, we may define the extended
(or augmented) system:
ξe =
[
ξΣ
ξu
]
=
[
ξ1
ξ2
]
=
[
ξ
u
]
,
where we will use the notation ξΣ to refer to the state of the original
system Σ from now on. Hence, system dynamics becomes:
ξ˙e = fe(ξe) =
[
f (ξΣ) + g (ξΣ)u
0
]
.
To apply theorem 1.1 to the augmented system presented is to
study the observability of both original state ξΣ and input u con-
currently. Cases of such use of the rank condition can be found in
literature, as for example in [61], where observability problems re-
lated to visual motion are investigated. If such a system is observable,
one may foresee the design of observers that may construct not only
the state ξΣ but also input u using only available measurements y.
However, one may question if ξ and u observable under the as-
sumption that u˙(t) = 0 implies that ξ and u are observable for any
function u = f(t). Let’s investigate how to study that in the next
section.
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2.1.2 UIUSO for unknown analytical inputs
Here we will define an augmented system analogous to the one defined
in the previous section. However we will relax the assumption made
for the input function u = f(t).
Taylor Expansion of Input
Assuming that the input is analytical, we may rewrite it as a Taylor
expansion around u(0):
u(0)=u0,
u(t) =
∞∑
i=0
u0
(i) t
i
i!
.
Now let’s define nu(t) as the partial expansion:
nu(t) = u0 + u0
(1)t+ . . .+ u0
(n) t
n
n!
+O(n+ 1),
u(n+1) = 0.
One may verify that the infinite expansion ∞u(t) corresponds to
the original input u(t):
∞u ≈ u(t),∞ u(∞) ≈ 0.
System definition
Now, in a similar manner to what was done in section 2.1.1, let’s
define an augmented system for which the state ξe comprehends not
only the original state ξΣ but also the input. If we rewrite u(t) as
presented in eq. 2.1.2, the augmented system ξe becomes
ξe =

ξ1
ξ2
ξ3
...
 =

ξΣ
u
u˙
...
 ,
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and corresponding system dynamics
ξ˙e = fe(ξe) =

f (ξΣ) + g (ξΣ)u
ξ3
ξ4
...
 .
Finally, system output is expressed as a function of ξ1 only:
y = h (ξ1)
Observability analysis
As one may note, the dimension of ξe is infinite, and the application
of theorem 1.1 to such a system is not straightforward. Therefore, in
order to show the observability of the system defined in eq. 2.1.2 we
can proceed as follows.
Let’s define the truncated state nξe that corresponds to the partial
input expansion nu(t):
nξe =

ξ1
ξ2
ξ3
...
ξn+2
 =

ξΣ
u
u(1)
...
u(n)
 .
The dynamics of the truncated system on the natural assumption
that u(n+1) = 0 becomes
nξ˙e = fe (
nξe) =

f (ξΣ) + g (ξΣ)u
ξ3
ξ4
...
0
 ,
and system output is expressed as shown before:
y = h (ξ1) .
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Proposition 2.1 The original system is observable if one is able to
show :
• 0ξe is observable
• kξeobservable→ k+1ξeobservable
Proof 2.1 If 0ξe is observable and ( kξeobservable→ k+1ξeobservable),
then nξe is observable ∀n, what implies that ∞ξe is observable.
According to definition eq. 2.1.2:
∞ξe = ξe =

ξΣ
u
u˙
...
 .
Hence, one may conclude that the original system is observable.
In the following sections we will apply the methodology proposed
here to study the observability of both state and input for scalar SISO
Linear Systems, for n-dimensional SISO Linear Systems and for Affine
in Control SISO Nonlinear Systems.
2.2 UIUSO analysis of one-Dimensional SISO
Linear Systems
Let’s consider the scalar (one-dimensional) representation of the linear
system presented in eq. 1.2.4:
Σ =
{
ξ˙Σ = a ξΣ + b u
y = c x
,
where a, b, c, ξ ∈ R1.
The observability matrix of the scalar system Σ is
OΣ = (c).
And the condition for Σ to be observable is simply that c 6= 0.
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2.2.1 Observability Matrix of nξe
Now, let’s define the truncated augmented state nξe (as seen in section
2.1.2) for the system Σ defined in eq. 2.2:
nξe =

ξΣ
u
...
u(n+1)
 .
The associated system dynamics become:{
nξ˙e =
nAe
nξe
ny = nCe
nξe
,
where:
nAe =

a b 0 · · · 0
0 0 1 · · · 0
...
...
... . . .
...
0 0 0 0 1
0 0 0 0 0
 ∈ Rn+2 , n+2,
and
nCe =
[
c 0 · · · 0 ] ∈ R1 , n+2.
One may verify that the observability matrix associated to the
truncated augmented system is
nO =

c 0 0 . . . 0
ca cb 0 . . . 0
ca2 cab cb . . . 0
ca3 ca2b cab . . .
...
ca4 ca3b ca2b . . . 0
...
...
... . . . 0
can+1 canb can−1b . . . cb

∈ Rn+2 , n+2.
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2.2.2 UIUSO Analisys
If we proceed with the observability analysis as presented in section
2.1.2 we obtain the following result:
Theorem 2.1 Consider a system like in eq. 2.2. If ξΣ and u are
observable for u˙ = 0, then ξΣ and u are observable for any u(t) = f(t)
if f(t) is analytical.
This theorem can be proved proceeding with the observability
analysis as follows:
Proof 2.2 The observability matrix for the augmented system 0ξe =
(ξΣ, u) when u˙ = 0, is given by
0Oe =
[
c 0
ca cb
]
.
If system is observable that 0ξe the following must be true:
• c 6= 0;
• a 6= 0;
• b 6= 0;
Now let’s assume kξe observable. We may simplify the observability
matrix kOe as [ ∗ ~0
∗ cb
]
.
If kξe is observable then rank(kOe) = dim(kξe) = k + 2.
The observability matrix k+1Oe is
k+1Oe =
[
kOe 0
∗ cb
]
,
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and it is straightforward to see that, as cb 6= 0, rank ( k+1Oe) =
rank
(
kOe
)
+ 1. Consequently,
rank
(
k+1Oe
)
= k + 3 = dim
(
k+1ξe
)
.
Therefore, kξe being observable implies in k+1ξe observable.
Following proposition 2.1, one may conclude that both state and
input are observable for any given analytical input.
2.3 UIUSO analysis of n-Dimensional SISO
Linear Systems
Let’s revisit the linear system presented already presented in eq. 1.2.4:
Σ =
{
ξ˙Σ = AξΣ +Bu
y = CξΣ
Here, we will consider the single input single output (SISO) case,
i.e.,
n = dim(ξΣ) , m = dim(u) = 1 , p = dim(y) = 1,
A ∈ Rnxn, B ∈ Rnx1, C ∈ Rpxn.
As already presented, the observability codistribution of this sys-
tem is given by
xdOΣ = span


C
CA
...
CAn−1

 .
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2.3.1 Observability Matrix of Nξe
Now, let’s define the truncated augmented state Nξe (as seen in section
2.1.2) for the system Σ defined in eq. 2.3:
Nξe =

ξΣ
u
u(1)
...
u(N)
 ,
which dimension is
dim
(
Nξe
)
= n+m ∗ (N + 1).
The corresponding system dynamics is
N ξ˙e =

A B 0 0 . . . 0
0 0 I 0 . . . 0
0 0 0 I . . . 0
...
...
...
... . . .
...
0 0 0 0 . . . I
0 0 0 0 . . . 0

Nξe,
Ny =
[
C 0 0 . . . 0
]
Nξe.
Finally, the observability codistribution that corresponds to Nξe is
given by
NdOe = span


C 0 . . . 0
CA CB . . . 0
CA2 CAB .. . 0
...
...
... CB
CAN+2 CAN+1B · · · CAB
...
... . . .
...
CAN+n CAN+n−1B . . . CAn−1B


.
53
2.3.2 UIUSO Analisys
Once again, proceeding with the observability analysis (section 2.1.2)
leads us to the following theorem:
Theorem 2.2 Consider the system defined in eq. 2.3. If ξΣ and u are
observable for u˙ = 0 and:
CAiB = 0∀ i ≤ n− 2, CAn−1B 6= 0,
then ξΣ and u are observable for any u(t) = f(t) if f(t) is analytical.
Proof 2.3 The observability matrix for the augmented system 0ξe =
(ξΣ, u) when u˙ = 0, is given by
0Oe =

C 0
CA CB
CA2 CAB
...
...
CAn CAn−1B
 .
If system is observable for 0ξe, then rank (0Oe) = n + 1,i.e., 0Oe
is full rank.
Note that
CAi ∈ R1×n , CAiB ∈ R1×1.
Now let’s assume kξe observable. We may simplify the observablity
matrix kOe as
kOe =

∗ . . . 0
...
... CB
CAk+2 · · · CAB
... . . .
...
CAk+n . . . CAn−1B
 .
If kOe is observable then rank
(
kOe
)
= k + n+ 1.
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The observability matrix of k+1ξe is
k+1Oe =

C 0 . . . 0 | 0
CA CB . . . 0 | 0
CA2 CAB
.. . 0 | 0
...
...
... CB | 0
CAk+2 CAk+1B · · · CAB | CB
...
... . . .
... | CAB
CAk+n CAk+n−1B . . . CAn−1B | ...
−−− −−− −−− −−− + −−−
CAk+n+1 CAk+nB . . . CAnB | CAn−1B

=
=k+1 Oe =

kOe |
0
CB
CAB
...
−−− + −−−
∗ | CAn−1B

.
If CAiB = 0∀ i ≤ n− 2 and CAn−1B 6= 0 then
kOe =
 ∗ | 0−−− + −−−
∗ | CAn−1B
 ,
and
and k+1Oe =
 kOe | 0−−− + −−−
∗ | CAn−1B
 ,
and, consequently
rank
(
k+1Oe
)
= rank
(
kOe
)
+ 1.
Therefore,
CAiB = 0∀i ≤ n− 2,
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and
CAn−1B 6= 0‖kOeobservable→ k+1Oeobservable.
However, if ∃i ≤ n − 2 −→ CAiB 6= 0, kOe observable does not
imply that k+1Oe is observable and we can’t say anything about the
observability of an arbitrary analytical u(t). One example of such a
case is presented as follows:
Example 1
Consider a system defined in eq. 2.3 for which A,B,C are defined as
follows:
A =
[
0 1
−1 1
]
,
B =
[
− 1
1
]
,
and
C =
[
0 1
]
The observability matrix of the augmented system, when assuming
constant inputs, is
0Oe =
 0 1 01 −1 1
−1 2 −2
 .
The rank of the observability matrix is:
rank
(
0Oe
)
= dim(0ξ) = 3,
and consequently, 0ξ is observable. However this is not true for
any u(t), as a matter of fact 73ξ is not observable:
rank
(
73Oe
)
= dim(73ξ)− 1 = 75.
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2.4 UIUSO analysis of Non-Linear Systems
Let’s consider the state representation of a control-affine nonlinear
system:
Σ =
{
ξ˙Σ = f (ξΣ) + g (ξΣ)u
y = h(ξΣ)
. (2.1)
Here, we will consider the single input single output (SISO) case,
i.e.,
n = dim(ξΣ) , m = dim(u) = 1 , p = dim(y) = 1.
In the following section we will study the observability codistribu-
tion form of the truncated augmented state Nξe that corresponds to
Σ (as seen in section 2.1.2).
2.4.1 Codistribution Form
In order to apply the methodology proposed in section 2.1 to study the
observability of both state and input (represented by the augmented
state ξe), we have to investigate the observability codistribution form
associated to the truncated augmented state Nξe. While this analysis
is particularly straightforward in the case of a linear system (as seen
in section 2.3), it requires a more detailed investigation for the case
of nonlinear systems.
In 2.4.1 we will study the codistribution form associated to the
truncated state 0ξe. In 2.4.2 we will study some basic rules that show
how the codistribution form evolves from basic configurations defined
for kdOe to k+1dOe. Finally we will apply this rules and use inductive
reasoning to find a generic form of Nξe in 2.4.2.
Truncated system 0ξe
The augmented state 0ξe of the system Σ from eq. 2.1 can be defined
as:
0ξe =
[
ξ1 ξ2
]T
=
[
ξΣ u
]T
,
57
where
dim (ξ1) = n , dim
(
0ξe
)
= n+ 1.
The corresponding system dynamics can be generalized as:
0ξ˙e =
0fe(ξe),
y = h (ξ1) ,
where
0fe =
[
ξ˙e 0
]
=
[
z (ξ1, ξ2) 0
]
.
The observability codistribution can be written in a generic form
as
0dOe = span


η (ξ1) 0
∗ a0 (ξ1, ξ2)
∗ a1 (ξ1, ξ2)
∗ ∗

 ,where η (ξ1) = ∂h∂ξ1 .
We can further simplify it in order to represent a system where
ai = 0 for i = 0 : m, m ≥ 0:
0dOe = span


η (ξ1) 0
o (ξ1, ξ2) 0
b (ξ1, ξ2) α (ξ1, ξ2)
∗ ∗

 . (2.2)
Note that o (ξ1, ξ2) is {} if a0 6= 0 and the codistribution would
become
0dOe = span
 η (ξ1) 0b (ξ1, ξ2) α (ξ1, ξ2)
∗ ∗
 .
2.4.2 Codistribution form evolution from kdOe to
k+1dOe
In this section we study three basic configurations for the codistribu-
tion matrix kΩe associated to the observability codistribution kdOe
and how they evolute in the codistribution k+1Ωe.
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Proposition 2.2 If kΩe has the following form:
kΩe ⇒
[
~η 0 . . . 0
∗ ∗ ∗ ∗
]
,
then k+1Ωe will have the following form:
k+1Ωe ⇒
[
~η 0 . . . 0 0
∗ ∗ ∗ ∗ ∗
]
.
Proof 2.4 Let’s detail the first row of kΩe:
kΩe ⇒
[
~η 0 . . . 0
∗ ∗ ∗ ∗
]
=
[
kdh
∗
]
,
where the derivative kdh is
kdh⇒
[
∂h
∂ξ1
,
∂h
∂ξ2
, . . . ,
∂h
∂ξk+3
]
= [~η, 0, . . . , 0].
For k + 1 we would have
k+1dh⇒
[
∂h
∂ξ1
,
∂h
∂ξ2
, . . . ,
∂h
∂ξk+3
,
∂h
∂ξk+4
]
= [~η, 0, . . . , 0, 0],
and k+1Ωe becomes
k+1Ωe ⇒
[
~η 0 . . . 0 0
∗ ∗ ∗ ∗ ∗
]
=
[
kΩe
0
∗
]
.
Hence, we can conclude that
kΩe ⇒
[
~η 0 . . . 0
∗ ∗ ∗ ∗
]
→ k+1Ωe ⇒
[
~η 0 . . . 0 0
∗ ∗ ∗ ∗ ∗
]
Proposition 2.3 If kΩe has the following form:
kΩe ⇒

∗ ∗
~a 0
~b c
∗ ∗
 ,
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then k+1Ωe will have the following form:
k+1Ωe ⇒

∗ ∗ ∗
~a 0 0
~b c 0
∗ ∗ ∗
 .
Proof 2.5 Given kΩe as defined in proposition 2.3, we can question
the form of k+1Ω in a symbolical way as follows:
kΩe ⇒

∗ ∗
~a 0
~b c
∗ ∗
→ k+1Ωe ⇒

∗ ∗ ∗
~a 0 0
? ? ?
∗ ∗ ∗
 .
First, let’s inspect kΩe in detail:
kΩe ⇒

∗ ∗
~a 0
~b c
∗
 =

∗
kdLf (i)h
kdLf (i+1)h
∗
 ,
where
kLf (i+1)h = kf. kdLf (i)h = . . . . . . (z(∗), ξ3, . . . , ξk+2, 0) . (~a, 0) ,
and, consequently,
~b =
∂
(
kLf (i+1)h
)
∂ (ξ1, . . . , ξk+1)
=
∂
(
kf.~a
)
∂ (ξ1, . . . , ξk+1)
,
and
c =
∂
(
kLf (i+1)h
)
∂ξk+2
=
∂
(
kf.~a
)
∂ξk+2
.
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Now let’s further investigate (k+1)Ωe:
k+1Ωe ⇒

∗ ∗ ∗
~a 0 0
~b∗ c∗ d∗
∗ ∗ ∗
 =

∗
k+1dLf (i)h
k+1dLf (i+1)h
∗
 ,
where
k+1Lf (i+1)h = k+1f. kdLf (i)h =
= (z(∗), ξ3, . . . , ξk+2, ξk+3, 0) . (~a, 0, 0) =
= (z(∗), ξ3, . . . , ξk+2, 0) .~a = kLf (i+1)h.
Hence:
~b∗ = ~b, ~c∗ = ~c,
and
d∗ =
∂
(
kf.~a
)
∂ξk+3
=
∂(* (ξ1, . . . , ξk+2))
∂ξk+3
= 0,
and we can conclude that
kΩe ⇒

∗ ∗
~a 0
~b c
∗ ∗
→ k+1Ωe ⇒

∗ ∗ ∗
~a 0 0
~b c 0
∗ ∗ ∗
 .
Proposition 2.4 If kΩe has the following form:
kΩe ⇒
 ∗ ∗∗ c
∗ ∗
 ,
then k+1Ωe will have the following form:
k+1Ωe ⇒
 ∗ ∗ ∗∗ c 0
∗ ∗ c
 .
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Proof 2.6 Once again, let’s question the form of k+1Ωe in a symbol-
ical way:
kΩe ⇒
 ∗ ∗∗ c
∗ ∗
→ k+1Ωe ⇒

∗ ∗ ∗
∗ c 0
∗ ∗ ∗
∗ ∗ ?
 .
Let’s further inspect k+1Ωe:
k+1Ωe ⇒

∗
dLf ih
dLf i+1h
∗
 =

∗ ∗ ∗
∗ c 0
∗ ∗ ∂Lf i+1h
∂ξk+3
∗ ∗ ∗
 ,
where
Lf i+1h = f.dLf ih = (z, ξ3, . . . , ξk+3, 0) . (∗, ∗, ∗, c, 0) =
= ∗ (ξ1, . . . , ξk+2) + c (ξ1, . . . , ξk+2) ξk+3,
and
∂Lf i+1h
∂ξk+3
=
∂ (∗ (ξ1, . . . , ξk+2) + c (ξ1, . . . , ξk+2) ξk+3)
∂ξk+3
= c.
Therefore, one may conclude that
kΩe ⇒
 ∗ ∗∗ c
∗ ∗
→ k+1Ωe ⇒
 ∗ ∗ ∗∗ c 0
∗ ∗ c
 .
Codistribution NdOe through inductive reasoning
In this section we will finally conclude on the codistribution form of
NdOe using inductive reasoning.
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First, let’s detail the augmented states kξe and k+1ξe:
kξe =
(
ξ1 . . . ξk+2
)
, dim
(
kξe
)
= n+ k + 1,
k+1ξe =
(
ξ1 . . . ξk+3
)
, dim
(
kξe
)
= n+ k + 2,
and their respective dynamics
kfe = (z(* ), ξ3, . . . , ξk+2, 0) ,
and
k+1fe = (z(* ), ξ3, . . . , ξk+2, ξk+3, 0) .
Proposition 2.5 If kdOe has the following form:
kdOe = span


(η (ξ1) , 0) 0
(o (ξ1, ξ2) ,0) 0
ω (ξ1, ξ2) α (ξ1, ξ2)
∗ ∗
∗ ∗

 , (2.3)
then k+1dOe has the following form:
k+1dOe = span


(η (ξ1) , 0) 0 0
(o (ξ1, ξ2) ,0) 0 0
ω (ξ1, ξ2) α (ξ1, ξ2) 0
∗ ∗ α (ξ1, ξ2)
∗ ∗ ∗

 .
Proof 2.7 If we apply the rules presented in section 2.4.2 to kdOe
(as seen eq. 2.3), one may conclude that:
kOe = span


(η (ξ1) , 0) 0
(o (ξ1, ξ2) ,0) 0
ω (ξ1, ξ2) α (ξ1, ξ2)
∗ ∗
∗ ∗

→
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→ k+1Oe = span


(η (ξ1) , 0) 0 0
(o (ξ1, ξ2) ,0) 0 0
ω (ξ1, ξ2) α (ξ1, ξ2) 0
∗ ∗ α (ξ1, ξ2)
∗ ∗ ∗

 .
If we apply the induction defined in the proposition 2.5 to the
observation space 0Oe (the one relative to the augmented state trun-
cated in N = 0) we obtain the generic codistribution NΩe (the one
relative to Nξe):
NΩe =

A (ξ1, ξ2) 0 0 . . . 0
b (ξ1, ξ2) α (ξ1, ξ2) 0 . . . 0
∗ ∗ α (ξ1, ξ2) . . . 0
...
...
... . . . 0
∗ ∗ ∗ ∗ α (ξ1, ξ2)
∗ ∗ ∗ ∗ ∗

︸ ︷︷ ︸
n+m+1
.
2.4.3 UIUSO Analisys
Let’ s define the subspace 0Oe∗ of the observability codistribution
0dOe∗ (eq. 2.2) as
0Oe∗ = span
([
A (ξ1, ξ2) 0
b (ξ1, ξ2) α (ξ1, ξ2)
])
.
The particular problem we are going to study is the class of sys-
tems for which the analysis of the subspace 0Oe∗ is enough in order
to conclude that the system 0ξe is observable. This is true if
rank
(
0Oe∗
)
= n+ 1
and
α (ξ1, ξ2) 6= 0,
which is true by definition.
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Theorem 2.3 If under the assumption that u˙ = 0, the subspace of
the codistribution of observability 0Oe∗ is sufficient to show that ξΣ
and u are observable, then ξΣ and u are observable for any u = f(t),
given that f(t) is analytical.
Proof 2.8 Assuming that kξe is observable, we will check if it implies
that k+1ξe is observable.
The codistribution kdOe∗ associated with kξe is
kdOe∗ = span


A (ξ1, ξ2) 0 0 . . . 0
b (ξ1, ξ2) α (ξ1, ξ2) 0 . . . 0
...
...
... . . . 0
∗ ∗ ∗ ∗ α (ξ1, ξ2)

 .
If it is observable, then
rank
(
kdOe∗
)
= n+ k + 1 = dim
(
kξe
)
.
The codistribution matrix k+1Ωe∗ associated with k+1ξe is
k+1Ωe∗ =

A (ξ1, ξ2) 0 0 . . . 0 0
b (ξ1, ξ2) α (ξ1, ξ2) 0 . . . 0 0
...
...
... . . . 0 0
∗ ∗ ∗ ∗ α (ξ1, ξ2) 0
∗ ∗ ∗ ∗ ∗ α (ξ1, ξ2)
 .
Therefore,as α 6= 0, rank (k+1Ωe∗
)
= rank (kΩe∗
)
+1. As dim
(
k+1ξe
)
=
dim
(
kξe
)
+ 1, it is straightforward to see that kξe observable implies
in k+1ξe observable.
2.5 A nonlinear observer and sufficient con-
ditions for asymptotically stability
Here we propose a nonlinear observer that can be adopted in order to
reconstruct augmented states that may be composed of both system
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PˆK J+
1
s
h, h˙, ...
ζˆo
˙ˆ
ζo
u
v
d
dt
...
Y
y
H
measurements
inputs
compensator law
+
+
-
Y
Pˆ = fo(ζˆo) +Go(ζˆo)u
Figure 2.1: Proposed observer scheme.
original state and input disturbances as the ones presented along this
chapter. We also discuss sufficient conditions to be met in order to
guarantee the asymptotic stability of the observer.
Let’s consider a control affine system that is already decomposed
into observable and non observable subsystems, ζo and ζo¯ respectively.
The observable subsystem dynamics is described in state form by
ζ˙o = fo(ζo) + Go(ζo)u and system outputs can be described by y =
ho (ζo). The proposed observer dynamics is given by the auxiliary
system (see [76] for a recent review on this topic):
˙ˆ
ζo = fo
(
ζˆo
)
+
∑
i
goi
(
ζˆo
)
ui + v
yˆ = ho
(
ζˆo
) .
Let eo = ζo − ζˆo be the observer error. Using the notation ∗˜(x) to
represent the symbolic operation ∗(x) − ∗(xˆ), e.g., f˜o(ζo) = fo(ζo) −
fo(ζˆo), error dynamics is given by
e˙o = f˜o(ζo) +
∑
i
g˜oi(ζo)ui − v , (2.4)
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where v is the observer compensator term. Let us choose
v = +KJ(ζˆo)
†(Y −H(ζˆo)),
where Y =
(
y(0), y(1), . . . , y(l)
)
is the extended output vector,H
(
ζˆo
)
=(
ho
(
ζˆo
)
, ho
(1)
(
ζˆo
)
, . . . , ho
(l)
(
ζˆo
))
is the extended output function
(l is at least the minimum order of the time derivatives required for
the system to be observable), J(ζˆo)† is the pseudoinverse of extended
output jacobian J(ζo) = ∂ζoH(ζo) evaluated at ζˆo, and K is a positive
definite constant gain matrix. If the system is locally weakly observ-
able, the local approximation J
(
ζˆo
)
†
(
Y −H
(
ζˆo
))
= eo+ 
(
ζo, ζˆo
)
is derived and the compensator term becomes v = −K(eo + (ξ, ζˆo)).
(ξ, ζˆo) (or simply ) is the pseudoinverse approximation error. As-
sume that the observability codistribution associated to ζo is regular,
i.e., not singular everywhere. An scheme of the proposed observer is
presented in Fig. 2.1.
Proposition 2.6 If ‖ eo+
eo
‖, f˜o(ζˆo) and G˜o(ζˆo) are bounded, the choice
of a diagonal matrix K = diag (K1, K2, . . . , Kh, . . .), is sufficient to
guarantee asymptotic stability of the proposed observer error dynamics
(please refer to eq. (2.4)) if
Kh > max
(∣∣∣∣∣ eoheoh + h
∣∣∣∣∣
)(
sup
(∥∥∥∥∥ ∂foh (ζo)∂ζo
∥∥∥∥∥
)
+
∑
i
sup
(∥∥∥∥∥ ∂goi,h (ζo)∂ζo ui
∥∥∥∥∥
))
, ∀h, (2.5)
where goi,h corresponds to the element h of the vector goi and foh the
element h of the vector fo.
Proof 2.9 Letting V = 1
2
eTo eo be the Lyapunov candidate, we have
V˙ =
∑
h
V˙h =
∑
h
eoh e˙oh = e
T
o
(
f˜o (ζo) +
∑
i
g˜oi (ζo)ui −K(eo + )
)
.
(2.6)
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A sufficient condition for asymptotic stability is to have that V˙h <
0,∀h, i.e.,
eoh
(
f˜oh (ζo) +
∑
i
g˜oi,hui −Kh (eoh − h)
)
< 0,
which can be rewritten as
Kh
(
1 +
h
eoh
)
>
f˜oh(ξ)
eoh
+
∑
i
g˜oi,h
eoh
ui. (2.7)
Now, consider a state vector x = (x1, . . ., xn) , x ∈ M ⊆ Rn, and
a scalar function z(x), which partial derivative in direction of x is
given by ∂z(x)
∂x
=
[
∂z(x)
∂x1
, . . . , ∂z(x)
∂xn
]
. It is a direct consequence from the
classical Cauchy mean value theorem that
z(x)− z (xˆ)
xh − xˆh ≤ supx∈M
(
norm
(
∂z(x)
∂x
))
.
Considering that eh = ζoh − ζˆoh and using the relation presented
above together with eq. (2.7), we may write
Kh
(
1 +
h
eoh
)
> sup
(∥∥∥∥∂foh (ζo)∂ζo
∥∥∥∥)+∑
i
sup
(∥∥∥∥∂goi,h (ζo)∂ζo ui
∥∥∥∥) .
If ‖ eo+
eo
‖ is bounded by some arbitrary worst value, the relation
described above can be rewriten as eq. (2.5). The convergence for ζˆo(0)
in a local neighborhood of the real scaled state ζo(0) is guaranteed since
the value of  in the worst case is related to the maximum admissible
‖eo(0)‖.
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Chapter 3
On Appearance Localization,
Mapping and Motion
Reconstruction
In section 1.2.4 we investigated the use of the observability rank con-
dition to study the left invertibility of a system. In this chapter we are
interested in applying the observability analysis procedure described
for control-affine non-linear systems to the problems of vehicle local-
ization and simultaneous localization and mapping. We present re-
sults for unycicle and omnidirectional-like vehicles for which system
outputs are comprised of bearing only measurements of stationary
landmarks.
Using an unified framework with the control problem, results pre-
sented permit the construction of nonlinear observers with direct ap-
plication in many problems from computer vision to autonomous nav-
igation, such as feature tracking, visual odometry, input reconstruc-
tion, fault tolerant visual servoing, active perception, optimal control,
model independent control and others.
Some of the results presented in this chapter were published in [77].
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3.1 Problem Definition
In this chapter we will consider vehicles whose dynamics are slow
enough to be neglected, and kinematics can be described by eq. (1.7):
ξ˙r = G(ξr)ur +B(ξr) dr , (3.1)
where ur are input controls, dr is a generalized input disturbance,
G(ξr) contains the velocity fields that describe vehicle kinematics and
B(ξr) is a known disturbance input matrix. Generic movements on
the plane can be described by ur = [vf vh ω]T , dr = [df dh dω]T and
G(ξr) = B(ξr) = [gf gh gω] =
 cos θr − sin θr 0sin θr cos θr 0
0 0 1
 . (3.2)
While generic movements could be represented by a 3× 3 identity
matrix I, such choice introduces the knowledge of the world reference
frame: νf and df are assumed to be in the direction of axis WX, while
νh and dh are in direction of WZ. This leads to inconsistencies in the
observability analysis. To illustrate the problem, consider an USO
analysis with one marker only and G = I. This problem is completely
observable whereas the same analysis using G defined as (3.2) is not.
As a matter of fact, the unobservable space in the second problem is
characterized by the reference frame orientation, which is assumed to
be known when G is described using the identity matrix. Therefore, in
order to achieve generic results and do not introduce any knowledge
apart from the position of 3 markers, one should consider generic
movements as described in (3.2).
Specific vehicle kinematics and disturbance models can be de-
scribed by choosing G and B composed of subspaces of (3.2) and the
proper choice of ur and dr. For example, a boat can be modeled as
a unicycle vehicle with disturbance along the nonholonomic direction
to represent the undesired lateral motion defining G(ξr) = [gf gω],
B(ξr) = [gh], ur = [vf , ω]T and dr = dω.
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We consider the analysis of vehicles equipped with a sensor head
such that its measurements are angles in the horizontal plane between
the line joining the obstacle features (landmarks) with the head po-
sition, and the forward direction of the vehicle (see fig. 4.1). The
measurement process is modeled by equations of the form (1.21):
yi = hi(ξr, Pi) = tan
−1
(
zr − zi
xr − xi
)
− θr + pi , i = 1, . . . , q , (3.3)
where Pi = (xi, zi) describe the absolute position of landmark i and
q = N + M is the total number of landmarks (see figure 4.1). From
these, N correspond to target observations andM correspond to mea-
surements relating to markers. Note that equation (1.21) is not defined
whenever vehicle and landmark positions coincide.
Observability Problems Consider a generic driftless control–affine
system affected by the external disturbance vector d:
ξ˙Σ = G(ξΣ)u+B(ξΣ)d, ξΣ ∈ Rn, u ∈ Rm, d ∈ Rη,
where B(ξΣ) is a known disturbance input matrix.
Observability analysis will be done using two different approaches:
• Unknown State Observability (USO): possibility of recon-
structing state assuming that inputs are known.
ξ = (ξΣ)
• Unknown Input Observability (UIO): possibility of recon-
structing both state and inputs when inputs are not completely
available or are uncertain, i.e., these are classified as input dis-
turbances. In this case, we study the observability of an aug-
mented system composed of system state and input disturbances:
ξe =

ξΣ
d
d˙
...

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Observability Analysis In each of the problems studied, the ob-
servability codistribution filtration is iterated till the rank of the ob-
servability codistribution reaches its maximum. Then, a series of prop-
erties are investigated and characterized:
• Observability codistribution: the observability codistribu-
tion filtration is iterated till the rank of the observability codis-
tribution reaches its maximum;
• Minimum level of Lie Derivatives: Minimum number of Lie
bracketing required to cover the observable part of the state
space;
• Observable and non-observable dimensions: Dimensions
of observable and non-observable spaces;
• Null space of the observability codistribution: Whenever
the system is not completely observable, the gradient of the set
of states that are locally indistinguishable from an arbitrary
initial configuration;
• System Kalman form: Whenever the system is not completely
observable, one or more Kalman observable canonical form rep-
resentations of the system with a local state decomposition of
the state-space into observable and non-observable parts;
Moreover, we present the use of non-linear observers for the ob-
servable part of the state space in order to validate the theoretical
results of the UIO problem.
Notations and definitions In order to simplify the following demon-
strations we define the displacements ∆xa,b = xa − xb and ∆za,b =
za − zb, and the cartesian distance ρa,b =
√
(∆xa,b) 2 + (∆za,b) 2.
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3.2 Unknown State Observability - Unicy-
cle Vehicle
In this section we will study the observability problem when inputs
are available or assumed to be known. These results extend the ones
presented in [11] because here we detail all possible cases from 3 +N
markers to 3+N targets, not only considering the completely observ-
able cases. Moreover, a Kalman Form decomposition is presented for
all non-observable cases.
Vehicle Kinematics In the following analysis we will consider a
unicycle like mobile platform, whose dynamics is slow enough to be
neglected, and kinematics can be described by a driftless kinematic
model:
ξ˙r = Gr ur,
where ur = (νf , ω) are the vehicle input controls: νf is the forward
motion linear velocity and ω is the angular velocity. Moreover, G(ξr)
contains the velocity fields that describe vehicle kinematics:
G (ξr) =
[
gf gω
]
=
 cos (θr) 0sin (θr) 0
0 1
 . (3.4)
System definition In the following analysis, we will study the ob-
servability problem under different characterizations regarding the
number of known and unknown landmarks being observed (marker
and targets). Wherever necessary, we use the notation ∗t to specify
that the variable refers to a target and ∗m to specify that it refers to
a marker.
The systems under investigation will be composed of the vehicle
configuration and the unknown position of N targets:
ξ = (ξr, ξt,1, . . . , ξt,N) ,
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with corresponding system dynamics:
ξ˙ =
˙
ξr
0
...
0
 =

cos (θr)
sin (θr)
0
0
...
0

νf +

0
0
1
0
...
0

ω.
Measurement process is modelled by q = N +M equations of the
form (1.21). From these, N correspond to target observations and M
correspond to measurements relating to markers. System outputs are
composed of measurements from both targets and markers:
y =

yt,1
yt,2
...
yt,N
ym,N+1
ym,N+2
...
ym,N+M

=

ht,1 (ξr, ξt,1)
ht,2 (ξr, ξt,2)
...
ht,N (ξr, ξt,N)
hm,N+1 (ξr, ξm,N+1)
hm,N+2 (ξr, ξm,N+2)
...
hm,N+M (ξr, ξm,N+M)

,
and the position of landmarks are assumed not to be coincident, i.e.,
ξi 6= ξj,∀i 6= j. Also, remember that equation (1.21) is not defined
whenever vehicle and landmark positions coincide.
Codistribution form A generic form for the observability codis-
tribution of the systems under investigation is
Ω =
 Ω
(0)
Ω(1)
...
 =

dL∆(0)h1
dL∆(0)h2
...
dL∆(1)h1
dL∆(1)h2
...

=

∂ξrL∆
(0)h1 ∂ξtL∆
(0)h1
...
...
∂ξrL∆
(1)h ∂ξtL∆
(0)h1
...
...
 ,
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or
Ω =

∂ξrL∆
(0)ht,1 ∂ξt,1L∆
(0)ht,1 0 0 0
∂ξrL∆
(0)ht,2 0 ∂ξt,2L∆
(0)ht,2 0 0
.
.
.
.
.
.
.
.
.
. . .
.
.
.
∂ξrL∆
(0)ht,N 0 0 0 ∂ξt,N
L∆
(0)ht,N
− − − − −
∂ξrL∆
(0)hm,N+1 0 0 0 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
∂ξrL∆
(0)hm,N+M 0 0 0 0
− − − − −
∂ξrL∆
(1)ht,1 ∂ξtL∆
(0)ht,1 0 0 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.

 Ntargets
 Mmarkers
.
.
.
.
In all of the following analysis, the observability codistribution
ranks reach their maximum within the first level of Lie differentiation.
Codistributions Ω at this level will be composed of the following sub-
matrices:
∂hi
∂ξr
=
[
∆zr,i
ρr,i2
,
∆xr,i
ρr,i2
,−1
]
,
∂ξrL
(1)
∆ hi =

2∆xr,i∆zr,icos(θr)+
(
∆zr,i−∆xr,i
)(
∆zr,i+∆xr,i
)
sin(θr)
ρr,i
4
− 2∆xr,i∆zr,i sin(θr )+
(
∆zr,i−∆xr,i
)(
∆zr,i+∆xr,i
)
cos(θr)
ρr,i
4
∆xr,i cos(θr)+∆zr,i sin(θr)
ρr,i
2

T
,
∂ξi
hi =
[
∂xihi ∂zihi
]
=
[
∆zr,i
ρr,i
2
−∆xr,i
ρr,i
2
]
,
and
∂ξi
L
(1)
∆ hi =
[
∂xiL∆hi ∂ziL∆hi
]
=[ −2∆xr,i∆zr,i cos(θr)−(∆zr,i+∆xr,i)(∆zr,i−∆xr,i) sin(θr)
ρr,i4
2∆xr,i∆zr,i sin(θr)−(∆zr,i+∆xr,i)(∆zr,i−∆xr,i) cos(θr)
ρr,i4
]
T
Extension of results Results presented in this section can be ex-
tended to problems involving any number of targets. Let’s consider
a generic system ξ∗ = (ξr, ξt,1, . . . , ξt,N). The system that describes
the same problem with new N¯ new targets will be written as ξ =(
ξ∗, ξt,N+M+1, . . . , ξt,N+M+N¯
)
. We will use the notation ∗ whenever we
refer to to the original system ξ∗.
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Proposition 3.1 Consider a system ξ∗ = (ξr, ξt,1, . . . , ξt,N), for which
the dimension of the observable space is given by dim (ζo∗) = K. Now,
consider a system ξ =
(
ξ∗, ξt,N+M+1, . . . , ξt,N+M+N¯
)
that is composed
of ξ∗ and N¯ number of new targets. The dimension of the observable
space of ξ is dim (ζo) ≥ K + N¯ .
Proof 3.1 Given a generic observability codistribution Ω∗ associated
to ξ∗:
Ω∗ =
 Ω∗(0)Ω∗(1)
Ω∗(2)
 ,
the correspondent Ω (associated to ξ) that consider the same problem
with N¯ new targets can be written as
Ω =

Ω∗(0) 0
∗ Ωt(0)
Ω∗(1) 0
∗ Ωt(1)
Ω∗(1) 0
∗ Ωt(1)
...
...

,
where
Ωt
(i) =
 ∂ξt,1L∆
(i)ht,1 0 . . .
0 ∂ξt,1L∆
(i)ht,2 . . .
0 0
. . .
 .
Given that {Ωt(0),Ωt(1)} has rank 2 (apart from when output is
undefined, i.e., Pr → Pt), we can conclude that
rank(Ω) ≥ rank (Ω∗) + N¯ ,
that confirms proposition 3.1. This result does not depend on the num-
ber of new targets considered.
Remark 3.1 It can be verified from proposition 3.1 that if ξ∗ is com-
pletely observable then ξ is completely observable.
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3.2.1 3 or more markers
The state space under investigation is composed of the vehicle config-
uration only ξ = (ξr) and system output consists of the measurement
of three or more markers y = (ym,1, ym,2, ym,3, . . .).
Observability analysis After 0 levels of Lie differentiation, the
observability codistribution rank reaches its maximum of 3. Codistri-
bution Ω for 0 levels of Lie bracketing is
Ω =

∂ξrh1
∂ξrh2
∂ξrh3
...
 .
Apart from configuration singularities, matrix rank of Ω is 3 and
the system is locally weakly observable. The minimum number of Lie
bracketing required to cover the observable part of the state space is
0, i.e., the problem is statically invertible and does not depend on the
inputs. Given the complete observability of ξ, the set of indistinguish-
able states regarding a non singular initial configuration is empty.
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3.2.2 2 markers
The state space under investigation is composed of the vehicle config-
uration only ξ = (ξr) and system output consists of the measurement
of two markers y = (ym,1, ym,2).
Observability analysis After 1 level of Lie differentiation, the ob-
servability codistribution rank reaches its maximum of 3. The codis-
tribution filtration after 1 level of Lie bracketing is
Ω =

∂ξrh1
∂ξrh2
∂ξrL∆h1
∂ξrL∆h2
 .
Apart from configuration singularities, the observable space di-
mension is given by matrix rank of Ω is 3 , i.e., the system is com-
pletely locally weakly and the non-observable space dimension is 0.
The minimum number of Lie bracketing required to cover the observ-
able part of the state space is is 1, i.e., the problem is not statically
invertible, instead state reconstruction is only possible under vehicle
motion. Given the complete observability of ξ, the nullspace of Ω is
empty.
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3.2.3 1 and a half markers
In this problem, we are interested in the investigation of a system
which output consists of the measurement of two landmarks. From
these one’s position is completely known (marker) and the other land-
mark position is partially known (half marker), i.e., a one dimension
space subsystem of the 2 dimensional position coordinates is assumed
to be known while another one dimension space is assumed to be
unknown. Without lost of generalization, we will assume that the co-
ordinate z1 is known while x1 is unknown. Hence the state space under
investigation is ξ = (ξr, x1) and system output is y = (y1, ym,2).
Observability analysis After 1 level of Lie differentiation, the ob-
servability codistribution rank reaches its maximum of 4:
Ω =

∂ξrh1 ∂x1h1
∂ξrh2 0
∂ξrL∆h1 ∂x1L∆h1
∂ξrL∆h2 0
 .
Apart from configuration singularities, the observable space di-
mension is given by matrix rank of Ω, which is 4. Hence, all state
variables from ξ are locally weakly observable and the non-observable
space dimension is 0. The minimum number of Lie bracketing re-
quired to cover the observable part of the state space is is 1. Given
the complete observability of ξ, the nullspace of Ω is empty.
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3.2.4 1 marker
The state space under investigation is composed of the vehicle con-
figuration only, i.e., ξ = (ξr, ξt,1) and system output consists of the
measurement of the marker y = (ym,1).
Observability analysis After 1 level of Lie differentiation, the ob-
servability codistribution rank reaches its maximum of 2. The codis-
tribution Ω at this level of Lie bracketing is
Ω =
[
∂ξrh1
∂ξrL∆h1
]
.
Apart from configuration singularities, the observable space di-
mension is given by matrix rank of Ω, which is 2. Hence, ξ is not fully
observable and the non-observable space dimension is 1. The mini-
mum number of Lie bracketing required to cover the observable part
of the state space is is 1. The nullspace of Ω is
Ker(Ω) = span
([ −∆zr,1 ∆xr,1 1 ]T) .
Kalman form decomposition Consider a reference frame 〈P 〉 =
{PO, PX, PZ} (as seen in Fig. 3.1) such that its origin PO is coincident
to the position of the feature P1 = (x1, z1) and axes PX and PZ are
parallel to axes WX and WZ respectively.
Now, consider the pose displacement between ξr and ξi represented
on polar coordinates w.r.t. 〈P 〉, i.e.:
ξrp = Φp(ξr) =
 ρβ
φ
 =

√
(xr − x1) 2 + (zr − z1) 2
tan−1
(
zr−z1
xr−x1
)
− θr + pi
tan−1
(
zr−z1
xr−x1
)
 , (3.5)
where ρ represents the cartesian distance from vehicle to point P1,
β represents the angle displacement between vehicle orientation and
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< W >x1
z1
WZ
WX
WO
< P >
PZ
PX
PO
ξr
P1
β
φ
ρ
Figure 3.1: Reference frame 〈P 〉 with axes parallel to 〈W 〉 and vehicle
configuration represented using polar coordinates.
the line that passes through point P1 and vehicle position Pr and
φ represents the angle formed by Pr with both axes PX and WX.
Moreover, the notation Φp(∗) is used to represent the transformation
from cartesian to polar coordinates.
Vehicle kinematics on polar coordinates is given by
˙ξrp =
 − cos(β)sin(β)ρ
sin(β)
ρ
 νf +
 0−1
1
ω. (3.6)
Please note that the polar coordinates transformation is undefined
for ρ = 0.
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Now, in order to decouple observable and non-observable subsys-
tems, let’s consider the coordinate mapping ζ = Φ(ξ) = ξrp = [ρ, δ, γ]T
described by Φ : R2 × S → R+ × S2. Under such coordinate trans-
formation, system dynamics is given by ζ˙ = ˙ξrp and system output
becomes y = (β).
In order to verify if Φ is local diffeomorphism at ξ we compute its
Jacobian:
J = Jξrp =

−x1+xr√
(x1−xr)2+(z1−zr)2
−z1+zr√
(x1−xr)2+(z1−zr)2
0
z1−zr
(x1−xr)2+(z1−zr)2
−x1+xr
(x1−xr)2+(z1−zr)2 −1
z1−zr
(x1−xr)2+(z1−zr)2
−x1+xr
(x1−xr)2+(z1−zr)2 0
 . (3.7)
where the notation Jξrp is used to represent the jacobian associated
to the description of vehicle coordinates using polar coordinates seen
in eq. (3.6).
Matrix rank of J is 3 apart from |J | = 0, i.e., when
|J | = 1
ρ
=
1√
(x1 − xr)2 + (z1 − zr)2
= 0.
Hence, we conclude that Φ is not a global diffeomorphism and is
not defined for ρ = 0, as expected. For ρ 6= 0, its inverse is given by
ξ = Φ−1(ζ) = Φp−1 (ξrp) =
 xrzr
θr
 =
 x1 + ρ cos(β)z1 + ρ sin(β)
α− β + pi
 ,
where the notation Φp−1 (ξrp) is used to represent the mapping from
polar to cartesian coordinates., i.e., inverse of the mapping defined in
eq.(3.6).
Observability analysis under local decomposition After 1 level
of Lie differentiation, the observability codistribution for ζ is
Ω =
[
0 1 0
− sin(β)
ρ2
cos(β)
ρ
0
]
,
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which nullspace is given by
Ker(Ω) = span
[
0 0 1
]T
,
and we may conclude that the observable subsystem is ζO = (ρ, β)
and the non observable subsystem is ζO¯ = (φ), i.e., distance ρ and
angle displacement β from the vehicle to the target are observable
while angle φ isn’t.
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3.2.5 Half marker and half target
In this problem, we are interested in the investigation of a system
which output consists of the measurement of one landmarks for which
position is partially known (half marker), i.e., a one dimension space
subsystem of the 2 dimensional position coordinates is assumed to be
known while another one dimension space is assumed to be unknown.
Without lost of generalization, we will assume that the coordinate z1 is
known while x1 is unknown. Hence the state space under investigation
is ξ = (ξr, x1) and system output is y = (y1).
Observability analysis After 1 level of Lie differentiation, the ob-
servability codistribution rank reaches its maximum of 2. The codis-
tribution filtration after 1 level of Lie bracketing is
Ω =
[
∂ξrh1 ∂x1h1
∂ξrL∆h1 ∂x1L∆h1
]
.
Apart from configuration singularities, matrix rank of Ω is 2.
Hence, ξ is not fully observable and the both observable space and
non-observable space dimension is 2. The minimum number of Lie
bracketing required to cover the observable part of the state space is
is 1. The nullspace of Ω is
Ker(Ω) = span
([
0 1 0 1
−∆zr,1 ∆xr,1 1 0
]T)
.
Kalman form decomposition Here we will consider the reference
frame 〈P 〉 presented in section 3.2.4 and seen in fig. 3.1.
Consider the coordinate transformation ζ = Φ(ξ) = (ξrp, x1) de-
scribed by Φ : R3×S → R+×R1×S2. In this, ξrp represents the pose
displacement of the vehicle on polar coordinates (as seen in eq. (3.5))
and x1 corresponds to the unknown horizontal translation from origin
OP to origin OW . The corresponding system dynamics is ζ˙ =
(
ξ˙rp, 0
)
and system output is y = (β).
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In order to verify if Φ is local diffeomorphism at ξ we compute its
Jacobian:
J =
[
Jξrp J
∗
0 1
]
, J∗ =
 −
∆xr,1
ρr,1
∆zr,1
ρr,12
∆zr,1
ρr,12
 ,
where Jξrp was seen in eq. (3.7). Matrix rank of J is 4 apart from
|J | = |Jξrp | = 0. Hence, we conclude while Φ represents a local diffeo-
morphism almost everywhere, it is not a global diffeomorphism and
is not defined for ρ = 0, as expected. For ρ 6= 0, its inverse is given by
ξ = Φ−1(ζ) =
(
Φp
−1 (ξrp)
x1
)
.
Observability analysis under local decomposition After 1 level
of Lie differentiation, the observability codistribution for ζ is
Ω =
[
0 1 0 0
− sin(β)
ρ2
cos(β)
ρ
0 0
]
,
which nullspace is given by
Ker(Ω) = span
[
0 0 0 1
0 0 1 0
]T
and we may conclude that the observable subsystem is ζo = (ρ, β)
and the non observable subsystem is ζo¯ = (φ, x1), i.e., distance ρ and
angle displacement β from the vehicle to the target are observable
while angle φ and horizontal translation x1 between OW and OP are
not observable. Please note that the observable subsystem ζo is the
same from the problem studied in section 3.2.4.
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3.2.6 1 target
The state space under investigation is composed of the vehicle config-
uration and the position of one target, i.e., ξ = (ξr, ξt,1) and system
output consists of the measurement of the target y = (yt,1).
Observability analysis After 1 level of Lie differentiation, the ob-
servability codistribution rank reaches its maximum of 2, for which
codistribution Ω is
Ω =
[
∂ξrh1 ∂ξ1h1
∂ξrL∆h1 ∂ξ1L∆h1
]
.
Apart from configuration singularities, matrix rank of Ω is 2.
Hence, ξ observable space dimension is 2 and non-observable space
dimension is 3. The minimum number of Lie bracketing required to
cover the observable part of the state space is is 1 and the nullspace
of Ω is
Ker(Ω) = span

 0 1 0 0 11 0 0 1 0
−∆zr,1 ∆xr,1 1 0 0
T
 .
Kalman form decomposition Here we will consider the reference
frame 〈P 〉 presented in section 3.2.4 and seen in fig. 3.1. Consider
the coordinate transformation ζ = Φ(ξ) = (ξrp, x1, z1) described by
Φ : R4 × S → R+ × R2 × S2. In this, ξrp represents the pose displace-
ment of the vehicle on polar coordinates (as seen in eq. (3.5)) and
(x1, z1) corresponds to the position of the origin OP w.r.t 〈W 〉. The
corresponding system dynamics is ζ˙ =
(
ξ˙rp, 0, 0
)
and system output
is y = (β). In order to verify if Φ is local diffeomorphism at ξ we
compute its Jacobian:
J =
[
Jξrp J
∗
0 1
]
, J∗ =
 −
∆xr,1
ρr,1
∆zr,1
ρr,1
∆zr,1
ρr,12
−∆xr,1
ρr,12
∆zr,1
ρr,12
−∆xr,1
ρr,12
 ,
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where Jξrp was seen in eq. (3.7). Matrix rank of J is 5 apart from
|J | = |Jξrp | = 0. Hence, we conclude while Φ represents a local diffeo-
morphism almost everywhere, it is not a global diffeomorphism and
is not defined for ρ = 0, as expected. For ρ 6= 0, its inverse is given by
ξ = Φ−1(ζ) =
 Φp−1 (ξrp)x1
z1
 .
Observability analysis under local decomposition After 1 level
of Lie differentiation, the observability codistribution for ζ is
Ω =
[
0 1 0 0 0
− sin(β)
ρ2
cos(β)
ρ
0 0 0
]
,
which nullspace is given by
Ker(Ω) = span
 0 0 0 0 10 0 0 1 0
0 0 1 0 0
T
and we may conclude that the observable subsystem is ζo = (ρ, β)
and the non observable subsystem is ζo¯ = (φ, x1, z1), i.e., angle φ
and origin PO w.r.t. world frame 〈W 〉 are not observable. Once again
the observable subsystem ζo is the same from the problem studied in
section 3.2.4.
87
3.2.7 2 targets
The state space under investigation is composed of the vehicle configu-
ration and the position of two targets, i.e., ξ = (ξr, ξt,1, ξt,2) and system
output consists of the measurement of two targets y = (yt,1, yt,2).
Observability analysis After 1 level of Lie differentiation, the ob-
servability codistribution rank reaches its maximum of 4, for which
codistribution Ω is
Ω =

∂ξrh1 ∂ξ1h1 0
∂ξrh2 0 ∂ξrh2
∂ξrL∆h1 ∂ξ1L∆h1 0
∂ξrL∆h2 0 ∂ξ1L∆h2
 .
Apart from configuration singularities, matrix rank of Ω is 4.
Hence, ξ is not fully observable. Observable space dimension is 4 and
non-observable space dimension is 2. The minimum number of Lie
bracketing required to cover the observable part of the state space is
is 1 and the nullspace of Ω is
Ker(Ω) = span

 ∆zr,2 −∆xr,1 −1 ∆z1,2 0 0 ∆x1,21 0 0 1 0 1 0
∆zr,2 ∆xr,2 1 −∆z1,2 ∆x1,2 0 0
T
 .
Kalman form decomposition Consider a reference frame 〈P 〉 =
{PO, PX, PZ} such that its origin PO is coincident to the position of
the feature P1 = (x1, z1) and axis PX is coincident to the line that
passes through P1 and P2, with direction from P1 to P2 (see Fig. 3.2).
Orientation of 〈P 〉 w.r.t. 〈W 〉 will be denoted φ1,2. Position P2 w.r.t.
〈P 〉 will be described by PP2 = {Px2, 0} and vehicle configuration will
be described as P ξr =
(
Pxr,
P zr,
P θr
)
.
Now, let’s consider the coordinate transformation:
ζ = (Pxr,
P zr,
P θr,
P x2, x1, z1, φ1,2),
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x1
z1
WZ
WX
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< P
>
P Z
P X
P θr
P xr
ξr
P zr
φ1,2
P x2
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β
P O
Figure 3.2: Reference frame 〈P 〉.
given by Φ : R6 × S → R5 × S2, i.e.,
ζ =

P xr
P zr
P θr
P x2
x1
z1
φ1,2

=

(xr − x1) cos
(
tan−1
(
z2−z1
x2−x1
))
+ (zr − z1) sin
(
tan−1
(
z2−z1
x2−x1
))
(zr − z1) cos
(
tan−1
(
z2−z1
x2−x1
))
− (xr − x1) sin
(
tan−1
(
z2−z1
x2−x1
))
θr− tan−1
(
z2−z1
x2−x1
)
(x2− x1) cos(φ12) + (z2− z1) sin(φ12)
x1
z1
tan−1
(
z2−z1
x2−x1
)

,
for which system dynamics yields:
ζ˙ =

cos (P θr
)
νf
sin (P θr
)
νf
ω
0
0
0
0

,
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and system output becomes
y =
 pi −P θr + tan−1 ( P zrP xr)
pi −P θr + tan−1
(
P zr
P xr−P x2
)  .
In order to verify if Φ is local diffeomorphism at ξ we compute its
Jacobian. Matrix rank of J is 7 apart from |J | = 0, i.e., when
|J| =
Px2
ρ1,22
.
Hence, we conclude that Φ is not a global diffeomorphism and
is not defined for ρ = 0, as expected. Moreover, Φ is not a local
diffeomorphism if Px2 = 0, however that would be the case only if P1
and P2 are coincident, i.e., P1 = P2, which is not the case here.
Observability analysis under local decomposition After 1 level
of Lie differentiation, the observability codistribution for ζ is
Ω =

∂ζrh1 0 0 0 0
∂ζrh2 ∂ζ4h2 0 0 0
∂ζrL∆h1 0 0 0 0
∂ζrL∆h2 ∂ζ4L∆h2 0 0 0
 ,
where
∂ζrhi =
[
P∆zr,i
P ρr,i2
P∆xr,i
P ρr,i2
−1
]
,
∂ζrL∆hi =

2P∆xr,iP∆zr,i cos(P θr)+ (P∆zr,i+P∆xr,i) (P∆zr,i−P∆xr,i) sin(P θr)
P ρr,i4
− 2
P∆xr,iP∆zr,i sin(P θr)+ (P∆zr,i+P∆xr,i) (P∆zr,i−P∆xr,i) cos(P θr)
P ρr,i4
P∆xr,i cos(P θr)+P∆zr,i sin(P θr)
P ρr,i2
 T ,
∂ζ4h2 =
P∆zr,2
P ρr,22
,
and
∂ζ4L∆h2 =
(
−2P∆xr,2P∆zr,2 cos (θr)− (P∆zr,2 +P ∆xr,2
)
(P∆zr,2 −P ∆xr,2
)
sin (θr)
)
P ρr,24
.
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Nullspace of Ω is given by:
Ker(Ω) = span
 0 0 0 0 0 0 10 0 0 0 0 1 0
0 0 0 0 1 0 0
 ,
and we may conclude that the observable subsystem is given by ζo =
(Pxr,
P zr,
P θr,
P x2
)
and the non observable subsystem is
ζo¯ = (x1, z1, φ1,2) .
Remark 3.2 The observable subsystem ζo of the 2 targets problem
is equivalent to the system investigated in the 1 and a half marker
problem if one considers the z position of the half marker as zero.
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Table 3.1: Summary of results.
M 0 0 0 0 1 1 + 1
2
1 + 1
2
2 3 + M¯
N 2 + N¯ 2 1 1
2
0 0 N¯ 0 N¯
k 1 1 1 1 1 1 0 1 0
dim(ξ) 7 + 2N¯ 7 5 4 3 4 4 + N¯ 3 3 + 2M¯ + 2N¯
dim (ζo) 4 + 2N¯ 4 2 2 2 4 4 + N¯ 3 3 + 2M¯ + 2N¯
dim (ζo¯) 3 3 3 2 1 0 0 0 0
3.2.8 Conclusions
Table 3.2.8 presents an overview of the results obtained in this section
and also extends this results as already described. The table presents
the following details:
• M: Number of markers;
• N: Number of targets;
• k: Minimum level of lie-bracketing required to cover observable
space;
• dim (ξ): System dimension;
• dim (ζo): Observable space dimension;
• dim (ζo¯): Non-observable space dimension;
The most relevant results can be summarised as follows.
1 landmark If only one landmark is being observed, the observable
subsystem is
ζo = (ρ, β) ,
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where ρ represents the cartesian distance from the vehicle to the land-
mark and β represents the bearing angle between vehicle orientation
and the landmark.
The non observable space is composed of φ (the angle formed by
the vehicle position and any arbitrary reference frame) and of the
position of the landmark in case it is not known (target).
2, 3 or more landmarks When at least two landmarks are being
observed, the observable subsystem is
ζo =
(
Pxr,
P zr,
P θr,
Px1,
P z1,
Px2,
P z2,
Px3,
P z3, . . .
)
,
where P is a coordinate frame arbitrary chosen w.r.t. of the land-
marks,e.g., with origin coincident to the position of P1 and axis PX
parallel to the line that passes through P1 and P2. If 3 or more land-
marks are known (markers), the observable subsystem is observable
at 0 levels of Lie bracketing, otherwise it becomes observable after 1
level of Lie differentiation.
The non observable space regards the coordinate transformation
between frame 〈P 〉 and world frame 〈W 〉. This coordinate transfor-
mation is completely non observable if all landmarks are unknown
(targets) and becomes completely observable when a 3-dimensional
space subsystem of the positions of the landmarks w.r.t. 〈W 〉 is pre-
viously known (a problem named the 1 and a half marker problem
here), e.g., position of P1 and orientation of the line passing through
P1 and P2 w.r.t. 〈W 〉 are previously known.
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3.3 Unknown Input Observability
In this section we will study the observability problem when inputs
are not completely available, i.e., input disturbances can affect the
system.
Disturbance model Consider a vehicle described by ξr = (xr, zr, θr)
(see fig. 1.5), for which dynamics is slow enough to be neglected and
inputs are completely unknown, i.e., inputs are treated as a distur-
bance itself. We can represent disturbances on all directions of the
plane by considering the following dynamics:
ξ˙r = fr (ξr, dr) = [gf gh gω] dr =
 cos (θr) − sin (θr) 0sin (θr) cos (θr) 0
0 0 1
 dr, (3.8)
that corresponds to a disturbance input matrix B(ξr) chosen to de-
scribe omnidirectional kinematics and a disturbance vector
dr = (df , dh, dω)
that comprehends all the possible planar generalized velocities.
In order to study system left-invertibility and state observabil-
ity problems concurrently, i.e., the possibility of reconstructing sys-
tem state and an unknown input (or disturbance) from the knowl-
edge of the outputs [75], we consider the augmented system com-
posed of vehicle state and all input disturbances derivatives ξe =
(ξe,r, ξe,d1, ξe,d2, . . .) =
(
ξr, dr, d
(1)
r , . . .
)
.
System definition In this section we will investigate the distur-
bance observability problem for different configurations regarding the
number of M markers and N targets being measured. We will refer to
ξt as a vector with all targets and ξm as a vector with all markers:
ξt = [ξt,M+1, . . . , ξt,M+N ]
T ,
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and
ξm = [ξt,1, . . . , ξt,M ]
T .
A generic augmented system state will be composed of vehicle
configuration, position of targets and disturbance dr:
ξe =
= (ξe,r, ξe,f1, ξe,f2, . . . , ξe,d1, ξe,d2, . . .) =
=
(
ξr, ξt,M+1, . . . , ξt,M+N , dr, d
(1)
r , . . .
)
,
with corresponding system dynamics:
ξ˙ =

ξ˙r
0
...
0
ξe,d2
...

=

gf
0
...
0
0
...

df +

gh
0
...
0
0
...

dh +

gω
0
...
0
0
...

dω.
Given that we apply the procedure proposed in section 2.4 to study
the disturbance observability analysis, we are interested in investigat-
ing the observability problem for d˙r = 0 and then to verify if results
can be extended for any analytic dr(t).
Measurement process is modeled by q = N + M equations of the
form (1.21), yielding:
Y =

ym,1
ym,2
...
ym,M
yt,M+1
...
yt,M+N

=

hm,1 (ξr, ξm,1)
hm,2 (ξr, ξm,2)
...
hm,M (ξr, ξm,M)
ht,M+1 (ξr, ξt,M+1)
...
ht,M+N (ξr, ξt,M+N)

.
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Codistribution form In section 2.4 we presented a procedure for
investigating the disturbance observability problem that consists in
studying the rank of codistribution codistribution 0Ω associated with
constant disturbances, and then, extending results to any analytic
disturbances. A generic form for the observability codistribution 0Ω
of the systems under investigation is
0Ω =

0Ω(0)
0Ω(1)
...
 =

dL∆(0)h1
dL∆(0)h2
...
dL∆(1)h1
dL∆(1)h2
...

=

∂ξrL∆
(0)h1 ∂ξtL∆
(0)h1 ∂drL∆
(0)h1
...
...
...
∂ξrL∆
(1)h1 ∂ξtL∆
(1)h1 ∂drL∆
(1)h1
...
...
...

or
0Ω =

0Ω0ξr
0Ω0ξt
0Ω0dr
0Ω1ξr
0Ω1ξt
0Ω1dr
...
...
...
 ,
where

0Ω0ξr
0Ω1ξr
.
.
.
 =

∂ξrL∆
(0)hm,1
.
.
.
∂ξrL∆
(0)hm,M
−
∂ξrL∆
(0)ht,M+1
∂ξrL∆
(0)ht,M+2
.
.
.
∂ξrL∆
(0)ht,M+N
−
∂ξrL∆
(1)hm,1
.
.
.

,

Ω0ξt
Ω1ξt
.
.
.
 =

0 0 0 0
.
.
.
.
.
.
.
.
.
.
.
.
0 0 0 0
− − − −
∂ξt,M+1
L∆
(0)ht,M+1 0 0 0
0 ∂ξt,M+2
L∆
(0)ht,M+2 0 0
.
.
.
.
.
.
. . .
.
.
.
0 0 0 ∂ξt,M+N
L∆
(0)ht,M+N
− − − −
0 0 0 0
.
.
.
.
.
.
.
.
.
.
.
.

 Mmarkers
Nmarkers
.
.
.
,
96
and

Ω0dr
Ω1dr
.
.
.
 =

∂drL∆
(0)hm,1
.
.
.
∂drL∆
(0)hm,M
−
∂drL∆
(0)ht,M+1
∂drL∆
(0)ht,M+2
.
.
.
∂drL∆
(0)ht,M+N
−
∂drL∆
(1)hm,1
.
.
.

.
Codistribution 0Ω submatrices In order to simplify the follow-
ing demonstrations let’s define the disturbances df and dh on polar
coordinates: [
dρ
dφ
]
= Φp (dh, df ) =
[ √
df 2 + dh2
tan−1
(
df
dh
) ] ,
which inverse is given by[
dh
df
]
= Φp
−1 [dρ, dφ) =
[
dρ cos (dφ)
dρ sin (dφ)
]
.
We will also use the following notations: ∆xi = ∆xr,i,∆zi =
∆zr,i, ρi = ρr,i, ∆φ = dφ− θr, S(*) = sin (*) and C(*) = cos (*).
Note that this coordinate transformation is not defined for dρ = 0.
In all of the following analysis, the observability codistribution
ranks reach their maximum within the third level of Lie differentia-
tion. Codistributions Ω till this level will be composed of the following
sub-matrices ∂ξrL∆(∗)hi:
∂ξrL∆
(0)
hi =

−∆zi
ρ2
i
∆xi
ρ2
i−1
 T , ∂ξrL∆(1)hi =

dρ
(
2S
[
∆φ
]
∆xi∆zi+C
[
∆φ
](
−∆x2i+∆z2i
))
ρ4
i
dρ
(
−2C
[
∆φ
]
∆xi∆zi+S
[
∆φ
](
−∆x2i+∆z2i
))
ρ4
i
dρ
(
S
[
∆φ
]
∆xi+C
[
∆φ
]
∆zi
)
ρ2
i

T
,
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∂ξrL∆
(2)hi =
=

− dρ
(
2dρC
[
2∆φ
]
∆zi
(
−3∆x2i+∆z2i
)
+dωS
[
∆φ
](
∆x4i−∆z4i
)
+2C
[
∆φ
]
∆xi
(
−2dρS
[
∆φ
](
∆x2i−3∆z2i
)
+dω∆ziρ
2
i
))
ρ6
i
− dρ
(
C
[
∆φ
](
4dρS
[
∆φ
]
∆zi
(
−3∆x2i+∆z2i
)
+dω
(
−∆x4i+∆z4i
))
+2∆xi
(
dρC
[
2∆φ
](
∆x2i−3∆z2i
)
+dωS
[
∆φ
]
∆ziρ
2
i
))
ρ6
i
dρ
(
−4dρS
[
2∆φ
]
∆xi∆zi+2dρC
[
2∆φ
]
(∆xi−∆zi)(∆xi+∆zi)−dωC
[
∆φ
]
∆xiρ
2
i+dωS
[
∆φ
]
∆ziρ
2
i
)
ρ4
i

T
,
and
∂ξrL∆
(3)hi =
=

dρ
(
6dρ2C
[
3∆φ
](
∆x4i−6∆x2i∆z2i+∆z4i
)
+d2ωC
[
∆φ
]
(∆xi−∆zi)(∆xi+∆zi)ρ4i
)
ρ8
i
dρ
(
24dρ2C
[
3∆φ
]
∆x3i∆zi−24dρ2C
[
3∆φ
]
∆xi∆z
3
i+6dρ
2S
[
3∆φ
](
∆x4i−6∆x2i∆z2i+∆z4i
)
−6dρdωS
[
2∆φ
]
∆x3i ρ
2
i
)
ρ8
i
dρ
(
S
[
∆φ
]
∆xi+C
[
∆φ
]
∆zi
)(
12dρ2C
[
2∆φ
](
−∆x2i+∆z2i
))
ρ6
i

T
+
+

−2dρ
(
12dρ2S
[
3∆φ
]
∆xi(∆xi−∆zi)∆zi(∆xi+∆zi)
)
ρ8
i
dρ
(
+18dρdωS
[
2∆φ
]
∆xi∆z
2
i ρ
2
i+6dρdωC
[
2∆φ
]
∆zi
(
−3∆x2i+∆z2i
)
ρ2i+d
2
ωS
[
∆φ
]
∆x2i ρ
4
i
)
ρ8
i
dρ
(
12dρC
[
∆φ
]
∆xi
(
4dρS
[
∆φ
]
∆zi+dωρ
2
i
))
ρ6
i

T
+
+

−2dρ
(
dωρ
2
i
(
3dρC
[
2∆φ
]
∆xi
(
∆x2i−3∆z2i
)
+3dρS
[
2∆φ
]
∆zi
(
−3∆x2i+∆z2i
)
+dωS
[
∆φ
]
∆xi∆ziρ
2
i
))
ρ8
i
dρ
(
+2d2ωC
[
∆φ
]
∆xi∆ziρ
4
i−d2ωS
[
∆φ
]
∆z2i ρ
4
i
)
ρ8
i
−dρ
(
ρ2i
(
6dρ2+12dρdωS
[
∆φ
]
∆zi+d
2
ωρ
2
i
))
ρ6
i

T
.
Codistributions Ω till second level of bracketing will be composed
of the following sub-matrices ∂ξiL∆(∗)hi:
∂ξi
L∆
(0)
hi =

∆zi
ρ2
i
−∆xi
ρ2
i
 T , ∂ξiL∆(1)hi =

dρ(−2S[∆φ]∆xi∆zi+C[∆φ](∆xi−∆zi)(∆xi+∆zi))
ρ4
i
dρ(2C[∆φ]∆xi∆zi+S[∆φ](∆xi−∆zi)(∆xi+∆zi))
ρ4
i
 T ,
∂ξi
L∆
(2)hi =
dρ
(
2dρC[2∆φ]∆zi
(
−3∆x2i+∆z2i
)
+dωS[∆φ]
(
∆x4i−∆z4i
)
+2C[∆φ]∆xi
(
−2dρS[∆φ]
(
∆x2i−3∆z2i
)
+dω∆ziρ
2
i
))
ρ6
i
dρ
(
C[∆φ]
(
4dρS[∆φ]∆zi
(
−3∆x2i+∆z2i
)
+dω
(
−∆x4i+∆z4i
))
+2∆xi
(
dρC[2∆φ]
(
∆x2i−3∆z2i
)
+dωS[∆φ]∆ziρ
2
i
))
ρ6
i
 T ,
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and
∂ξi
L∆
(3)hi =

dρ
(
−6dρ2C[3∆φ]
(
∆x4i−6∆x2i∆z2i+∆z4i
)
+d2ωC[∆φ]
(
−∆x2i+∆z2i
)
ρ4i
)
ρ8
i
dρ
(
−24dρ2C[3∆φ]∆x3i∆zi+24dρ2C[3∆φ]∆xi∆z3i−6dρ2S[3∆φ]
(
∆x4i−6∆x2i∆z2i+∆z4i
)
+6dρdωS[2∆φ]∆x3i ρ
2
i
)
ρ8
i

T
+
+

2dρ
(
12dρ2S[3∆φ]∆xi(∆xi−∆zi)∆zi(∆xi+∆zi)
)
ρ8
i
dρ
(
−18dρdωS[2∆φ]∆xi∆z2i ρ2i−6dρdωC[2∆φ]∆zi
(
−3∆x2i+∆z2i
)
ρ2i
)
ρ8
i

T
+
+

2dρ
(
+dωρ
2
i
(
3dρC[2∆φ]∆xi
(
∆x2i−3∆z2i
)
+3dρS[2∆φ]∆zi
(
−3∆x2i+∆z2i
)
+dωS[∆φ]∆xi∆ziρ
2
i
))
ρ8
i
dρ
(
−d2ωS[∆φ]∆x2i ρ4i−2d2ωC[∆φ]∆xi∆ziρ4i+d2ωS[∆φ]∆z2i ρ4i
)
ρ8
i

T
Codistributions Ω till second third of bracketing will be composed
of the following sub-matrices ∂dL∆(∗)hi:
∂dL∆
(0)
hi =
 00
0
T , ∂dL∆(1)hi =

S[θr]∆xi−C[θr]∆zi
ρ2
i
C[θr]∆xi+S[θr]∆zi
ρ2
i−1
 T ,
∂dL∆
(2)hi =

4dρS[dφ−2θr]∆xi∆zi+2dρC[dφ−2θr]
(
−∆x2i+∆z2i
)
+dωC[θr]∆xiρ
2
i+dωS[θr]∆ziρ
2
i
ρ4
i
−4dρC[dφ−2θr]∆xi∆zi+2dρS[dφ−2θr]
(
−∆x2i+∆z2i
)
−dωS[θr]∆xiρ2i+dωC[θr]∆ziρ2i
ρ4
i
dρ(S[∆φ]∆xi+C[∆φ]∆zi)
ρ2
i

T ,
and
∂dL∆
(3)hi =
=

6dρ2S[2dφ−3θr]∆x3i−18dρ2S[2dφ−3θr]∆xi∆z2i−6dρ2C[2dφ−3θr]∆zi
(
−3∆x2i+∆z2i
)
−6dρdωS[dφ−2θr]∆x2i ρ2i
ρ6
i
−−18dρ
2S[2dφ−3θr]∆x2i∆zi+6dρ2S[2dφ−3θr]∆z3i+6dρ2C[2dφ−3θr]∆xi
(
∆x2i−3∆z2i
)
ρ6
i
dρ(3dρC[2∆φ](∆xi−∆zi)(∆xi+∆zi))
ρ4
i

T
+
+

−12dρdωC[dφ−2θr]∆xi∆ziρ2i+6dρdωS[dφ−2θr]∆z2i ρ2i−d2ωS[θr]∆xiρ4i+d2ωC[θr]∆ziρ4i
ρ6
i
+12dρdωS[dφ−2θr]∆xi∆ziρ2i+6dρdωC[dφ−2θr]
(
−∆x2i+∆z2i
)
ρ2i+d
2
ωC[θr]∆xiρ
4
i+d
2
ωS[θr]∆ziρ
4
i
ρ6
i
+dρ
(
2dωS[∆φ]∆ziρ
2
i−2C[∆φ]∆xi
(
6dρS[∆φ]∆zi+dωρ
2
i
))
ρ4
i

T
.
Extension of results Results can be extended for problems of par-
tially known inputs on the state form
ξ˙r = fr (ξr, dr) +G(ξr)ur, (3.9)
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where vehicle kinematics is described by G(ξr) and known inputs by
ur. As a matter of fact, given a generic observability matrix O∗Σ that
describes the original problem (equation (3.8)), the correspondent OΣ
that describes the partially known input problem (equation (3.9)) is
composed of O∗Σ and new lines described by covectors L
(k)
g∗ hi, g∗ ∈ G.
Hence, rank(OΣ) ≥ rank(O∗Σ) and we can conclude that if O∗Σ is full
rank, then OΣ is also full rank and hence observable, independently
of vehicle kinematics G and known inputs ur considered.
Remark 3.3 The various possible input observability analysis for an
unicycle vehicle are particular cases of the more general unknown
input observability analysis for an omnidirectional vehicle presented
here, i.e., dh = 0.
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Figure 3.3: Observer errors: (a) observed state error; (b) Y-H.
3.3.1 3 or more markers
The state space under investigation is composed of the vehicle con-
figuration and disturbance ξe = (ξr, dr, d
(1)
r , . . .) and system output
consists of the measurement of three or more markers
y = (ym,1, ym,2, ym,3, . . .).
Observability analysis For constant disturbances, after 1 levels
of Lie differentiation, the observability codistribution rank reaches its
maximum of 6. Codistribution 0Ω for 1 levels of Lie bracketing is
0Ω =
[
Ω0ξr 0
Ω1ξr Ω
1
dr
]
=

∂ξrL∆
(0)hm,1 0
∂ξrL∆
(0)hm,2 0
∂ξrL∆
(0)hm,3 0
...
...
∂ξrL∆
(1)hm,1 ∂drL∆
(1)hm,1
∂ξrL∆
(1)hm,2 ∂drL∆
(1)hm,2
∂ξrL∆
(1)hm,3 ∂drL∆
(1)hm,3
...
...

.
Apart from configuration singularities, rank(0Ω) = 6 and system is
locally weakly observable.Apart from singularities, both vehicle state
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and constant input disturbances are locally weakly observable if 3
landmark positions are known. The minimum number of Lie brack-
eting required to cover the observable part of the state space 0ξe is
1. Given the complete observability of ξe, the set of indistinguishable
states regarding a non singular initial configuration is empty.
We evaluate these results through simulation using the implemen-
tation of the non-linear observer described in section 2.5 to reconstruct
the observable space ζo. Initial conditions and system parameters are
arbitrary. It is seen in Fig. 3.3 that the observer state converges to ζo.
Extension of results Now, we investigate if this result can be ex-
tended to any analytic df , dh and dω. As 0ξe is observable, we must
verify if kξe observable → k+1ξe observable. Therefore, let’s analyze
what happens with kΩ when we apply the inductive step from kξe to
k+1ξe:
kΩ =
[ ∗ 0
∗ Ω1dr
]
→k+1 OΣ =
 ∗ 0 0∗ Ω1dr 0∗ ∗ Ω1dr
 .
Notice that rank(k+1Ω) = rank(kΩ)+rank(Ω1dr). If
kΩ is observable,
then
rank
(
k+1Ω
)
= dim
(
kξe
)
+ 3 = dim
(
k+1ξe
)
,
and we can conclude that kξe observable implies in k+1ξe being also
observable. Hence, for analytic unknown disturbances df , dh and dω,
both vehicle state and input disurbances are locally weakly observable
if 3 landmark positions are known.
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3.3.2 2 markers
The state space under investigation is composed of the vehicle con-
figuration and disturbance ξe = (ξr, dr, d
(1)
r , . . .) and system output
consists of the measurement of two markers y = (ym,1, ym,2).
Observability analysis For constant disturbances, after 2 levels
of Lie differentiation, the observability codistribution rank reaches its
maximum of 6. Codistribution 0Ω for 2 levels of Lie bracketing is
0Ω =
 Ω0ξr 0Ω1ξr Ω1dr
Ω2ξr Ω
2
dr
 =

∂ξrL∆
(0)hm,1 0
∂ξrL∆
(0)hm,2 0
∂ξrL∆
(1)hm,1 ∂drL∆
(1)hm,1
∂ξrL∆
(1)hm,2 ∂drL∆
(1)hm,2
∂ξrL∆
(2)hm,1 ∂drL∆
(2)hm,1
∂ξrL∆
(2)hm,2 ∂drL∆
(2)hm,2
 .
Apart from configuration singularities, rank(0Ω) = 6 and system
is locally weakly observable, i.e., both vehicle state and constant in-
put disturbances are observable if 2 landmark positions are known
(markers). The minimum number of Lie bracketing required to cover
the observable part of the state space 0ξe is 2. Given the complete
observability of ξe, the set of indistinguishable states regarding a non
singular initial configuration is empty.
We evaluate these results through simulation using the implemen-
tation of the non-linear observer described in section 2.5 to reconstruct
the observable space ζo. Initial conditions and system parameters are
arbitrary. It is seen in Fig. 3.4 that the observer state converges to ζo.
Extension of results Now, let’s investigate if this result can be
extended to any analytic dr. As 0ξe is observable, we must verify
if kξe observable → k+1ξe observable. Therefore, let’s analyze what
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Figure 3.4: Observer errors: (a) observed state error; (b) Y-H.
happens with kΩ when we apply the inductive step from kξe to k+1ξe:
kΩ =
 ∗ 0∗ Ω1dr∗ Ω2dr
→ k+1Ω =

∗ 0 0
∗ Ω1dr 0∗ ∗ Ω1dr∗ ∗ Ω2dr
 .
From the above all we can conclude is that rank(k+1Ω) ≥ rank(kΩ).
Hence, kξe does not necessarily imply in the observability of k+1ξe and
we can’t conclude on the observability of any analytic dr using the
induction presented.
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3.3.3 1 and a half markers
In this problem, we are interested in the investigation of a system
which output consists of the measurement of two landmarks, of which
one is a marker (P1) and the other one’s position is partially known
(half marker P2), i.e., a one dimension space subsystem of the 2 dimen-
sional position P2 is assumed to be known while another one dimen-
sion space is unknown. We will assume that the known component of
P2 is z2 while x2 is unknown. Moreover, we will define z2 = z1 (what
could be obtained through a proper rotation of the reference frame
〈W 〉). The state space under investigation is composed of vehicle con-
figuration, the unknown component of the position of P2 represented
by x2 and the disturbance ξe = (ξr, x2, dr, d
(1)
r , . . .). System output
consists of the measurement of the two landmarks y = (ym,1, y2).
Observability analysis The codistribution 0Ω reaches its maxi-
mum rank after 2 levels of Lie differentiation:
0Ω =
 Ω0ξr Ω0x2 0Ω1ξr Ω0x2 Ω1dr
Ω2ξr Ω
0
x2 Ω
2
dr
 =

∂ξrL∆
(0)h1 0 0
∂ξrL∆
(0)h2 ∂x2L∆
(0)h2 0
∂ξrL∆
(1)h1 0 ∂drL∆
(1)h1
∂ξrL∆
(1)h2 ∂x2L∆
(1)h2 ∂drL∆
(1)h2
∂ξrL∆
(2)h1 0 ∂drL∆
(2)h1
∂ξrL∆
(2)h2 ∂x2L∆
(2)h2 ∂drL∆
(2)h2

Apart from configuration singularities, the observable space di-
mension is 6 and the non-observable space dimension is 1. The mini-
mum number of Lie bracketing required to cover the observable part
of the state space is is 2 and the nullspace of 0Ω is
Ker (0Ω
)
= span


∆x1,2∆xr,1 + ∆z1,2∆zr,1
−xr∆z1,2 − x2∆zr,1 + x1∆zr,1
−∆z1,2
df∆x1,2
dh∆x1,2
0
ρ21,2

T
.
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Figure 3.5: Reference frame 〈P 〉.
Kalman form decomposition Consider a reference frame 〈P 〉 =
{PO, PX, PZ} such that its origin PO is coincident to the position
of the marker P1 = (x1, z1) and axis PX and PZ are parallel to WX
and WZ respectively (see Fig. 3.5). Let’s also define the notation ∗¯
to describe the scaling operation ∗¯ = */λ, where λ is an arbitrarily
chosen scale factor such that λ 6= 0. Please note that while this nota-
tion was already used in this thesis to represent homogeneous point
coordinates, this will not be the case from here on.
Now, let’s consider the coordinate transformation 0ζ =
(
P ξ¯r, d¯r, λ
)
where a scaled version of the vehicle configuration is given by P ξ¯r =
(P x¯r,
P z¯r,
P θr
)
and a scaled version of input disturbances is given by
d¯r =
(
d¯f , d¯h, dω
)
. It is straightforward to check that independently
of λ system dynamics for the couple ξr, dr are equivalent to that of
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ξ¯r, d¯r, i.e., for ξ˙ described by ξ˙r = f (ξr, dr), we have ˙¯ξr described by
˙¯ξr = f
(
ξ¯r, d¯r
)
If we choose the scale factor as λ = x2−x1. The coordinate trans-
formation is described in depth as
0ζ = Φ(0ξe) =

P x¯r
P z¯r
P θr
df
dh
dω
λ

=

∆xr,1
∆x2,1
∆zr,1
∆x2,1
θr
df/λ
dh/λ
dω
∆x2,1

=

xr−x1
x2−x1
zr−z1
x2−x1
θr
df/ (x2 − x1)
dh/ (x2 − x1)
dω
(x2 − x1)

,
which system dynamics yields:
˙0ζ =

˙¯ξr
0
...
0
 =

df cos (θr)− dh sin (θr)
dh cos (θr) + df sin (θr)
dω
0
...
0

.
In order to verify if Φ is local diffeomorphism at 0ξe we compute
its Jacobian:
J =

1
λ
0 0 0 0 0 −∆xr,1
λ2
0 1
λ
0 0 0 0 −∆zr,1
λ2
0 0 1 0 0 0 0
0 0 0 1
λ
0 0 −df
λ2
0 0 0 0 1
λ
0 −dh
λ2
0 0 0 0 0 1 0
0 0 0 0 0 0 1

.
Matrix rank of J is 7 apart from |J | = 1
λ4
= 0. Given that λ =
∆2, 1, |J | would be undefined whenever landmarks P1 and P2 coincide,
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which is not the case here given that we assume Pi 6= Pj,∀i 6= j.
Hence, we conclude that Φ does represents a global diffeomorphism
and its inverse is given by
0ξe =

xr
zr
θr
dr
dh
dω
x2

= Φ−1(0ζ) =

λ∆xr,1 + x1
λ∆zr,1 + z1
θr
dfλ
dhλ
dω
λ+ x1

.
Finally, system output is given by
y =
[
h1(
0ζ)
h2(
0ζ)
]
,
where hi(0ζ) is given by
hi(
0ζ) = pi − θr + tan−1
(
P∆z¯r,i
P∆x¯r,i
)
,
and ∆x¯r,2 = P x¯r − 1, ∆x¯r,1 = P x¯r, ∆z¯r,1 = ∆z¯r,2 = P z¯r.
Observability analysis under local decomposition After 2 lev-
els of Lie differentiation, the observability codistribution for 0ζ is
Ω =
 Ω0P ξ¯r Ω0d¯r Ω0λΩ1P ξ¯r Ω1d¯r Ω1λ
Ω2P ξ¯r Ω
2
d¯r
Ω2λ
 =
 Ω0P ξ¯r Ω1d¯r 0Ω1P ξ¯r Ω1d¯r 0
Ω2P ξ¯r Ω
2
d¯r
0
 .
Given the equivalence of ξ˙r and ˙¯ξr we also have the equivalence of the
following submatrices: Ω0P ξ¯r ⇐⇒ Ω0ξr and Ω0d¯r ⇐⇒ Ω0dr .
Nullspace of Ω is given by
Ker(Ω) = span
([
0 0 0 0 0 0 1
]T)
,
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Figure 3.6: Observer errors: (a) observed state error; (b) Y-H.
and we may conclude that the observable subsystem is 0ζo =
(
ξ¯r, d¯r
)
and the non observable subsystem is the scale factor 0ζo¯ = (λ) =
(∆x2,1).
We evaluate these results through simulation using the implemen-
tation of the non-linear observer described in section 2.5 to reconstruct
the observable space ζo. Initial conditions and system parameters are
arbitrary. It is seen in Fig. 3.6 that the observer state converges to ζo.
Extension of results Following the same reasoning presented 2,
one can conclude that the observable space kζo does not necessarily
imply in the same observable space for k+1ζo and we can’t discuss the
observability of any analytic dr.
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3.3.4 1 marker
The state space under investigation is composed of vehicle configura-
tion and input disturbance ξe = (ξr, dr, d
(1)
r , . . .) and system output
consists of the measurement of one marker only y = (ym,1).
Observability analysis After 3 levels of Lie differentiation, the
rank of the observability codistribution 0Ω reaches its maximum of 4.
At this level, codistribution 0Ω is
0Ω =

Ω0ξr 0
Ω1ξr Ω
1
dr
Ω2ξr Ω
2
dr
Ω3ξr Ω
3
dr
 =

∂ξrL∆
(0)hm,1 0
∂ξrL∆
(1)hm,1 ∂drL∆
(1)hm,1
∂ξrL∆
(2)hm,1 ∂drL∆
(2)hm,1
∂ξrL∆
(3)hm,1 ∂drL∆
(3)hm,1
 .
Apart from configuration singularities, the observable space di-
mension is 4 and the non-observable space dimension is 2. The mini-
mum number of Lie bracketing required to cover the observable part
of the state space is 3 and the nullspace of 0Ω is
Ker (0Ω
)
= span
([
∆xr,1 ∆zr,1 0 df dh 0
−∆zr,1 ∆xr,1 1 0 0 0
])
Kalman form decomposition Consider a reference frame 〈P 〉 =
{PO, PX, PZ} as presented in section 3.2.4: origin PO is coincident
to the position of the feature P1 = (x1, z1) and axes PX and PZ
are parallel to axes WX and WZ respectively (please refer to Fig.
3.1). Consider also the polar representation of vehicle configuration
(ρ, β, φ) = Φp (ξr) and disturbances (dρ, dφ) = Φp (df , dh).
In order to decouple observable and non-observable subsystems,
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let’s consider the coordinate mapping described by
0ζ = Φ(0ξe) =
(
ξrp, dp
)
=

ρ¯
β
φ
dρ
dφ
dω
 =

ρ
dρ
β
φ
dρ
dφ
dω
 =

√
(xr−x1)2+(zr−z1)2√
df 2+dh2
tan−1
(
zr−z1
xr−x1
)
− θr + pi
tan−1
(
zr−z1
xr−x1
)√
df 2 + dh2
tan−1
(
df
dh
)
dω

,
where the notation
(
ξrp, dp
)
is used to explicit the scaled polar cood-
inates of the vehicle ξrp and the polar coordinates of the disturbance
dp.
Under such coordinate transformation system output becomes y =
(β) and system dynamics is given by
˙0ζ =

− sin (dφ + β)
− ρ¯dω+cos(dφ+β)
ρ¯
− cos(dφ+β)
ρ¯
0
0
0

.
In order to verify if Φ is local diffeomorphism at 0ξe we compute
its Jacobian:
J = J(ξrp,dp) =

∆xr,1
ρr,1dρ
∆zr,1
ρr,1dρ
0 −ρr,1df
d3ρ
−ρr,1dh
d3ρ
0
−∆zr,1
ρr,12
∆xr,1
ρr,12
−1 0 0 0
−∆zr,1
ρr,12
∆xr,1
ρr,12
0 0 0 0
0 0 0 dh
d2ρ
−df
d2ρ
0
0 0 0
df
d2ρ
dh
d2ρ
0
0 0 0 0 0 1

,
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where the notation J(ξrp, dp) is used to represent the jacobian asso-
ciated to
(
ξrp, dp
)
. Matrix rank of J is 6 apart from |J | = 0, i.e.,
when
|J| = 1
ρr,1dρ2
= 0.
Hence, we conclude while Φ is a local diffeomorphism almost ev-
erywhere, it is not a global diffeomorphism as is it not defined for
ρ = 0 or dρ = 0, as expected.
Observability analysis under local decomposition After 3 lev-
els of Lie differentiation, the observability codistribution for 0ζ is
0Ω =
0 1 0
C
[
β+dφ
]
ρ¯2
S
[
β+dφ
]
ρ¯
0(
4C
[
β+dφ
]
+dωρ¯
)
S
[
β+dφ
]
ρ¯3
− 2C
[
2
(
β+dφ
)]
+dωC
[
β+dφ
]
ρ¯
ρ¯2
0
− 6C
[
3
(
β+dφ
)]
+dωρ¯
(
6C
[
2
(
β+dφ
)]
+dωC
[
β+dφ
]
ρ¯
)
ρ¯4
− dωρ¯
(
12C
[
β+dφ
]
+dωρ¯
)
S
[
β+dφ
]
+6S
[
3
(
β+dφ
)]
ρ¯3
0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
0 0 0
0
S
[
β+dφ
]
ρ¯
−1
0 − 2C
[
2
(
β+dφ
)]
+dωC
[
β+dφ
]
ρ¯
ρ¯2
−S
[
β+dφ
]
ρ¯
0 − dωρ¯
(
12C
[
β+dφ
]
+dωρ¯
)
S
[
β+dφ
]
+6S
[
3
(
β+dφ
)]
ρ¯3
3C
[
2
(
β+dφ
)]
+2dωC
[
β+dφ
]
ρ¯
ρ¯2

,
which nullspace is given by
Ker (0Ω
)
=
([
0 0 0 1 0 0
0 0 1 0 0 0
])
,
and we may conclude that the observable subsystem is 0ζo = (ρ¯, β, dφ, dω)
and the non observable subsystem is 0ζo¯ = (dρ, φ).
We evaluate these results through simulation using the implemen-
tation of the non-linear observer described in section 2.5 to reconstruct
the observable space ζo. Initial conditions and system parameters are
arbitrary. It is seen in Fig. 3.7 that the observer state converges to ζo.
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Figure 3.7: Observer errors: (a) observed state error; (b) Y-H.
Extension of results Following the same reasoning presented 2,
one can conclude that the observable space kζo does not necessarily
imply in the same observable space for k+1ζo and we can’t discuss the
observability of any analytic dr.
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3.3.5 Half marker
In this problem, we are interested in the investigation of a system
which output consists of the measurement of one landmark for which
position is partially known (half marker), i.e., a one dimension space
subsystem of the 2 dimensional position coordinates is assumed to
be known while another one dimension space is assumed to be un-
known. Without lost of generalization, we will assume that the co-
ordinate z1 is known while x1 is unknown. The state space under
investigation is composed of vehicle configuration, the unknown com-
ponent of the position of P1 represented by x1 and disturbance ξe =
(ξr, x1, dr, , d
(1)
r , . . .). System output consists of the measurement of
one landmark only y = (y1).
Observability analysis After 3 levels of Lie differentiation, the
rank of the observability codistribution 0Ω reaches its maximum of 4.
At this level, codistribution 0Ω is
0Ω =

Ω0ξr Ω
0
x1
0
Ω1ξr Ω
1
x1
Ω1dr
Ω2ξr Ω
2
x1
Ω2dr
Ω3ξr Ω
3
x1
Ω3dr
 =

∂ξrL∆
(0)h1 ∂x1L∆
(0)h1 0
∂ξrL∆
(1)h1 ∂x1L∆
(1)h1 ∂drL∆
(1)h1
∂ξrL∆
(2)h1 ∂x1L∆
(2)h1 ∂drL∆
(2)h1
∂ξrL∆
(3)h1 ∂x1L∆
(3)h1 ∂drL∆
(3)h1
 .
Apart from configuration singularities, the observable space di-
mension is 4 and the non-observable space dimension is 3. The mini-
mum number of Lie bracketing required to cover the observable part
of the state space is 3 and the nullspace of 0Ω is
Ker (0Ω
)
= span
 0 1 0 0 0 0 1∆xr,1 ∆zr,1 0 df dh 0 0
−∆zr,1 ∆xr,1 1 0 0 0 0
 .
Kalman form decomposition Consider the reference frame 〈P 〉
as described in section 3.2.4 and seen in Fig. 3.1.
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Consider the coordinate transformation 0ζ = Φ(0ξe) =
(
ξrp, dp, x1
)
where ξrp = (ρ¯, β, φ) = (ρ /dρ , β, φ), dp describes the input distur-
bance using polar coordinates, and x1 is the unknown horizontal trans-
lation of origin PO w.r.t. origin 〈W 〉. Corresponding system dynamics
is ˙0ζ =
(
˙ξrp, 0, 0, . . .
)
and system output is y = (β).
In order to verify if Φ is local diffeomorphism at 0ξe we compute
its Jacobian:
J =
[
J(ξrp,dp) J
∗
0 1
]
, J∗ =

−∆xr,1
ρr,1dρ−z1+zr
ρr,12
∆zr
ρr,12
0
0
0

.
Matrix rank of J is 7 apart from |J | = 0, i.e., when
|J| = 1
ρr,1dρ2
= 0.
Hence, we conclude while Φ is a local diffeomorphism almost ev-
erywhere it is not a global diffeomorphism and is it not defined for
ρ = 0 or dρ = 0, as expected.
Observability analysis under local decomposition After 3 lev-
els of Lie differentiation, the observability codistribution for 0ζ is
0Ω =
0 1 0
C
[
β+dφ
]
ρ¯2
S
[
β+dφ
]
ρ¯
0(
4C
[
β+dφ
]
+dωρ¯
)
S
[
β+dφ
]
ρ¯3
− 2C
[
2
(
β+dφ
)]
+dωC
[
β+dφ
]
ρ¯
ρ¯2
0
− 6C
[
3
(
β+dφ
)]
+dωρ¯
(
6C
[
2
(
β+dφ
)]
+dωC
[
β+dφ
]
ρ¯
)
ρ¯4
− dωρ¯
(
12C
[
β+dφ
]
+dωρ¯
)
S
[
β+dφ
]
+6S
[
3
(
β+dφ
)]
ρ¯3
0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
0 0 0 0
0
S
[
β+dφ
]
ρ¯
−1 0
0 − 2C
[
2
(
β+dφ
)]
+dωC
[
β+dφ
]
ρ¯
ρ¯2
−S
[
β+dφ
]
ρ¯
0
0 − dωρ¯
(
12C
[
β+dφ
]
+dωρ¯
)
S
[
β+dφ
]
+6S
[
3
(
β+dφ
)]
ρ¯3
3C
[
2
(
β+dφ
)]
+2dωC
[
β+dφ
]
ρ¯
ρ¯2
0

,
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Figure 3.8: Observer errors: (a) observed state error; (b) Y-H.
which nullspace is given by
Ker (0Ω
)
=


0 0 0 0 0 0 1
0 0 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 0

T ,
and we may conclude that the observable subsystem is
0ζo = (ρ¯, β, dφ, dω) ,
and the non observable subsystem is 0ζo¯ = (dρ, φ, x1, z1).
We evaluate these results through simulation using the implemen-
tation of the non-linear observer described in section 2.5 to reconstruct
the observable space ζo. Initial conditions and system parameters are
arbitrary. It is seen in Fig. 3.8 that the observer state converges to ζo.
Extension of results Following the same reasoning presented 2,
one can conclude that the observable space kζo does not necessarily
imply in the same observable space for k+1ζo and we can’t discuss the
observability of any analytic dr.
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3.3.6 1 target
The state space under investigation is composed of vehicle configura-
tion, the position of one target and input disturbance:
ξe = (ξr, ξ1, dr, d
(1)
r , . . .),
where we are using the notation ξ1 = ξt,1 for its simplicity. System
output consists of the measurement of one target only y = (yt,1).
Observability analysis After 3 levels of Lie differentiation, the
rank of the observability codistribution 0Ω reaches its maximum of 4.
At this level, codistribution 0Ω is
0Ω =

Ω0ξr Ω
0
ξ1
0
Ω1ξr Ω
1
ξ1
Ω1dr
Ω2ξr Ω
2
ξ1
Ω2dr
Ω3ξr Ω
3
ξ1
Ω3dr
 =

∂ξrL∆
(0)ht,1 ∂ξ1L∆
(0)ht,1 0
∂ξrL∆
(1)ht,1 ∂ξ1L∆
(1)ht,1 ∂drL∆
(1)ht,1
∂ξrL∆
(2)ht,1 ∂ξ1L∆
(2)ht,1 ∂drL∆
(2)ht,1
∂ξrL∆
(3)ht,1 ∂ξ1L∆
(3)ht,1 ∂drL∆
(3)ht,1
 .
Apart from configuration singularities, the observable space di-
mension is 4 and the non-observable space dimension is 4. The mini-
mum number of Lie bracketing required to cover the observable part
of the state space is 3 and the nullspace of 0Ω is
Ker (0Ω
)
= span


1 0 0 1 0 0 0 0
0 1 0 0 1 0 0 0
∆xr,1 ∆zr,1 0 0 0 df dh 0
−∆zr,1 ∆xr,1 1 0 0 0 0 0

 .
Kalman form decomposition Consider the reference frame 〈P 〉
as described in section 3.2.4 and seen in Fig. 3.1.
Consider the coordinate transformation 0ζ = Φ(0ξe) =
(
ξrp, dp, ξ1
)
where ξrp = (ρ¯, β, φ) = (ρ /dρ , β, φ), dp describes the input distur-
bance using polar coordinates, and ξ1 is the position of the target,
i.e., the position of the origin PO. Corresponding system dynamics is
˙0ζ =
(
˙ξrp, 0, 0, . . .
)
and system output is y = (β).
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Figure 3.9: Observer errors: (a) observed state error; (b) Y-H.
In order to verify if Φ is local diffeomorphism at 0ξe we compute
its Jacobian:
J =
[
J(ξrp,dp) J
∗
0 I
]
, J∗ =

−∆xr,1
ρr,1dρ
− ∆zr,1
ρr,1dρ−z1+zr
ρr,12
x1−xr
ρr,12
∆zr
ρr,12
− ∆xr
ρr,12
0 0
0 0
0 0

.
Matrix rank of J is 8 apart from |J | = 0, i.e., when:
|J| = 1
ρr,1dρ2
= 0
Hence, we conclude while Φ is a local diffeomorphism almost ev-
erywhere it is not a global diffeomorphism and is it not defined for
ρ = 0 or dρ = 0, as expected.
We evaluate these results through simulation using the implemen-
tation of the non-linear observer described in section 2.5 to reconstruct
the observable space ζo. Initial conditions and system parameters are
arbitrary. It is seen in Fig. 3.9 that the observer state converges to ζo.
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Observability analysis under local decomposition After 3 lev-
els of Lie differentiation, the observability codistribution for 0ζ is
0Ω =
0 1 0
C
[
β+dφ
]
ρ¯2
S
[
β+dφ
]
ρ¯
0(
4C
[
β+dφ
]
+dωρ¯
)
S
[
β+dφ
]
ρ¯3
− 2C
[
2
(
β+dφ
)]
+dωC
[
β+dφ
]
ρ¯
ρ¯2
0
− 6C
[
3
(
β+dφ
)]
+dωρ¯
(
6C
[
2
(
β+dφ
)]
+dωC
[
β+dφ
]
ρ¯
)
ρ¯4
− dωρ¯
(
12C
[
β+dφ
]
+dωρ¯
)
S
[
β+dφ
]
+6S
[
3
(
β+dφ
)]
ρ¯3
0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
0 0 0 0 0
0
S
[
β+dφ
]
ρ¯
−1 0 0
0 − 2C
[
2
(
β+dφ
)]
+dωC
[
β+dφ
]
ρ¯
ρ¯2
−S
[
β+dφ
]
ρ¯
0 0
0 − dωρ¯
(
12C
[
β+dφ
]
+dωρ¯
)
S
[
β+dφ
]
+6S
[
3
(
β+dφ
)]
ρ¯3
3C
[
2
(
β+dφ
)]
+2dωC
[
β+dφ
]
ρ¯
ρ¯2
0 0

,
which nullspace is given by
Ker (0Ω
)
=


0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0

T ,
and we may conclude that the observable subsystem is
0ζo = (ρ¯, β, dφ, dω)
and the non observable subsystem is 0ζo¯ = (dρ, φ, x1, z1).
Extension of results Following the same reasoning presented 2,
one can conclude that the observable space kζo does not necessarily
imply in the same observable space for k+1ζo and we can’t discuss the
observability of any analytic dr.
119
3.3.7 2 targets
The state space under investigation is composed of vehicle configura-
tion, the position of two targets and disturbance:
ξe = (ξr, ξ1, ξ2, dr, d
(1)
r , . . .),
where we are using the notation ξ1 = ξt,1 and ξ1 = ξt,2 for its sim-
plicity .System output consists of the measurement of two markers
y = (yt,1, yt,2).
Observability analysis After 2 levels of Lie differentiation, the
observability codistribution rank reaches its maximum of 6. Codistri-
bution 0Ω at the second level of Lie bracketing is
0Ω =
 Ω0ξr Ω0ξ1 Ω0ξ2 0Ω1ξr Ω1ξ1 Ω1ξ2 Ω1dr
Ω2ξr Ω
2
ξ1
Ω2ξ2 Ω
2
dr
 =
=

∂ξrL∆
(0)hm,1 ∂ξt,1L∆
(0)ht,1 0 0
∂ξrL∆
(0)hm,2 0 ∂ξt,2L∆
(0)ht,2 0
∂ξrL∆
(1)hm,1 ∂ξt,1L∆
(1)ht,1 0 ∂drL∆
(1)hm,1
∂ξrL∆
(1)hm,2 0 ∂ξt,2L∆
(1)ht,2 ∂drL∆
(1)hm,2
∂ξrL∆
(2)hm,1 ∂ξt,1L∆
(2)ht,1 0 ∂drL∆
(2)hm,1
∂ξrL∆
(2)hm,2 0 ∂ξt,2L∆
(2)ht,2 ∂drL∆
(2)hm,2

.
Apart from configuration singularities, the observable space di-
mension is 6 and the non-observable space dimension is 4. The mini-
mum number of Lie bracketing required to cover the observable part
of the state space is 2. The nullspace of 0Ω is omitted here for brevity.
Kalman form decomposition Consider a reference frame 〈P 〉 =
{PO, PX, PZ} as presented in section 3.2.7, i.e., its origin PO is co-
incident to the position of the feature P1 = (x1, z1) and axis PX is
coincident to the line that passes through P1 and P2, with direction
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from P1 to P2 (see Fig. 3.2). Orientation of 〈P 〉 w.r.t. 〈W 〉 will be de-
noted φ1,2. Position P2 w.r.t. 〈P 〉 will be described by PP2 = {Px2, 0}
and vehicle configuration will be described as P ξr =
(
Pxr,
P zr,
P θr
)
.
Now, let’s consider the coordinate transformation
0ζ =
(
P ¯0ξer, d¯r, λ, ξ1, φ1,2
)
,
which is composed of a scaled version of the vehicle configuration is
given by P ξ¯r = (P x¯r,P z¯r,P θr
)
, a scaled version of input disturbances
is given by d¯r =
(
d¯f , d¯h, dω
)
, orientation of 〈P 〉 w.r.t. 〈W 〉 is de-
noted by φ1,2 and origin PO position is given by ξ1. Once again ,it is
straightforward to check that independently of λ, for ξ˙ described by
ξ˙r = f (ξr, dr), we have ˙¯ξr described by ˙¯ξr = f
(
ξ¯r, d¯r
)
.
If we choose the scale factor as λ = Px2 = (x2 − x1) cos (φ1,2) +
(z2 − z1) sin (φ1,2) The coordinate transformation is described in depth
as
0ζ = Φ(0ξe) =

P x¯r
P z¯r
P θr
df
d¯h
dω
λ
φ1,2
x1
z1

=

P xr
λ
P zr
λ
P θr
df/λ
dh/λ
dω
Px2
tan−1
(
z2−z1
x2−x1
)
x1
z1

,
and system dynamics is
0ζ˙ =

˙¯ξr
0
...
0
 =

d¯f cos (
P θr
)− d¯h sin (P θr)
d¯h cos (
P θr
)
+ d¯f sin (
P θr
)
dω
0
...
 .
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Please note that this transformation is similar to the one pro-
posed in section 3.3.3 apart from the new elements φ1,2, x1 and z1.
Once again, computing the jacobian of 0ζ, one can verify that the
transformation is undefined whenever landmarks P1 and P2 coincide,
which is not the case here given that we assume Pi 6= Pj,∀i 6= j.
Hence, we conclude that Φ does represents a global diffeomorphism.
Observability analysis under local decomposition After 2 lev-
els of Lie differentiation, the observability codistribution for 0ζ is
0Ω =
 Ω0P ξ¯r Ω0d¯r Ω0λ Ω0φ1,2 Ω0ξ1Ω1P ξ¯r Ω1d¯r Ω1λ Ω1φ1,2 Ω1ξ1
Ω2P ξ¯r Ω
2
d¯r
Ω2λ Ω
2
φ1,2
Ω2ξ1
 =
 Ω0P ξ¯r Ω0d¯r 0 0 0 0Ω1P ξ¯r Ω1d¯r 0 0 0 0
Ω2P ξ¯r Ω
2
d¯r
0 0 0 0
 .
Matrix rank of 0Ω is 6 and the observable subsystem is 0ζo =(
P x¯r,
P z¯r,
P θr, d¯f , d¯h, dω
)
and non-observable subsystem is
0ζo¯ = (λ, x1, z1, φ1,2) .
This can be verified checking the nullspace of 0Ω:
Ker (0Ω
)
= span


0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 1

 .
We evaluate these results through simulation using the implemen-
tation of the non-linear observer described in section 2.5 to reconstruct
the observable space ζo. Initial conditions and system parameters are
arbitrary. It is seen in Fig. 3.10 that the observer state converges to
ζo.
Extension of results Following the same reasoning presented 2,
one can conclude that the observable space kζo does not necessarily
imply in the same observable space for k+1ζo and we can’t discuss the
observability of any analytic dr.
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Figure 3.10: Observer errors: (a) observed state error; (b) Y-H.
3.3.8 Conclusions
Table 3.3.8 presents an overview of the results obtained in this section
and also extends this results for problems involving any number of
targets as already described. The table presents the following details:
• M: Number of markers;
• N: Number of targets;
• k: Minimum level of lie-bracketing required to cover observable
space;
• dim (ξ): System dimension;
• dim (ζo): Observable space dimension;
• dim (ζo¯): Non-observable space dimension;
The most relevant results can be summarised as follows.
2, 3 or more markers If 2 markers are being observed, results are
sufficient to show that the problem is completely observable if input
disturbances are constant. If 3 or more markers are being observed
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Table 3.2: Summary of results.
M 0 0 0 0 1 1 + 1
2
1 + 1
2
2 3 + M¯
N 2 + N¯ 2 1 1
2
0 0 N¯ 0 N¯
k 2 2 3 3 3 2 2 2 1
dim(ξ) 10 + 2N¯ 10 8 7 6 7 7 + N¯ 6 6 + 2M¯ + 2N¯
dim (ζo) 6 + 2N¯ 6 4 4 4 6 ∗ 6 6 + 2M¯ + 2N¯
dim (ζo¯) 4 4 4 3 2 1 ∗ 0 0
then the problem is completely observable for any analytic input dis-
turbance.
1 landmark If only one landmark is being observed, the observ-
able subsystem is ζo = (ρ¯, β, dφ, dω), where ρ¯ represents the scaled
cartesian distance from the vehicle to the landmark, β represents the
bearing angle between vehicle orientation and the landmark, dφ is the
polar coordinate of the input disturbance and dω is the orientation
component of the input disturbance.
The non observable subsystem is composed of the radial coordinate
of the input disturbance dρ, φ (the angle formed by the vehicle position
and any arbitrary reference frame) and the position of the landmark
in case it is not known (target).
1 and a half marker, and 2, 3 or more targets When two or
more landmarks are being observed and all of them are targets, or
only one is a marker, then the observable subsystem is
ζo =
(
P x¯r,
P z¯r,
P θr, d¯f , d¯h, dω,
P x¯1,
P z¯1,
P x¯2,
P z¯2, ...
)
,
where P is a coordinate frame arbitrary chosen w.r.t. the landmarks,e.g.,
with origin coincident to the position of P1 and axis PX parallel to the
line that passes through P1 and P2. Hence, w.r.t 〈P 〉 the observable
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subsystem is composed of the scaled configuration of the vehicle, the
scaled positions of the features and the scaled disturbance inputs.
The non observable space is composed of the scale factor λ and the
coordinate transformation between frame 〈P 〉and world frame 〈W 〉.
In the results presented, frame 〈P 〉 is assumed to be coincident to
the position of the first feature P1. This coordinate transformation is
completely non observable if all landmarks are unknown (targets) and
becomes observable in the case in which 1 and a half or more markers
are available.
Results presented regard constant input disturbances, however it
is straightforward to verify that if 3 or more landmarks are being
observed, then results can be extended to the case of analytical input
disturbances by the application of theorem 2.3.
3.4 An illustrative comparison of USO and
UIO under simulations
During simulations an unicycle-like vehicle performs an arbitrary tra-
jectory and receives external disturbance characterized by a constant
input acting along its nonholonomic direction. In order to localize the
robot while reconstructing input disturbances we present a compar-
ison of different cases that illustrate different observability problems
that were presented or discussed here. We chose the case where 3
markers are being observed for simplicity given that the system is
completely observable on both USO or UIO problems. The different
cases presented here are:
• Case 1 - USO using unicycle kinematics: in this case results
regard the observer reconstruction of vehicle state ξr considering
unicycle-like vehicle kinematics. System input u is completely
known and disturbance reconstruction is not an output of the
observer. Results can be seen in figures 3.11-b, 3.12-b, 3.13-b
and 3.14-b;
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• Case 2 - UIO considering unicycle kinematics for distur-
bance: in this case results regard the observer reconstruction of
vehicle state and vehicle input, i.e. ξ = {ξr, dr}. System input
is completely unknown and is considered a disturbance itself.
However, here we consider that B(ξr) describe the kinematics
of an unicycle–like vehicle. Results can be seen in figures 3.11-c,
3.12-c, 3.13-c and 3.14-c;
• Case 3 - UIO with partially known inputs (using unicy-
cle kinematics) and omnidirectional kinematics for dis-
turbance: in this case results regard the observer reconstruc-
tion of state and disturbance with partially known inputs. Here
consider the generic disturbance input matrix B(ξ) = I and
d ∈ R3, permitting us to reconstruct disturbances in all direc-
tions of the input space. Partially known input ur = (νf , ω)T
and velocity vectors in G corresponding to the unicycle-like ve-
hicle kinematics. Results can be seen in figures 3.11-d, 3.12-d,
3.13-d and 3.14-d;
For completeness, we also report the use of the triangulation method
for direct computation of the state–output inverse y → ξr using 3 mea-
surements. In this case only vehicle localization is performed as direct
disturbance reconstruction is not a direct output of the method. An
approximate reconstruction of inputs can be roughly obtained consid-
ering the derivative of the vehicle configuration.
All observers are realized as described in section 2.5 and simula-
tions are performed using the following system parameters:
• Observers initial estimated state is ξ¯r(0) = (0m, 0m, 0 rad)T .
• During simulations we consider a triangular K. To present a fair
comparison between problems, all observers use the same gains:
K1 = K2 = 1.5 and Ki = 0.5,∀i 6= 1, 2.
• We consider a choice of (1 + 
e
) ' 1 and max(‖d‖) = 1.
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Figure 3.11: Estimated trajectories: (a) triangulation; (b) case 1; (c)
case 2; and (d) case 3.
• Real vehicle trajectory is described by inputs
(ν, ω)T = (0.1m/s,−0.1 rad/s)T
and input disturbance B(x)d = (0m/s,−0.1m/s, 0 rad/s)T .
• Output yi, ∀i is affected by a measurement noise that is de-
scribed by a random Gaussian variable with standard deviation
σ = 0.005 rad.
• No pre-filtering is used.
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Figure 3.12: Estimation errors: (a) triangulation; (b) case 1; (c) case
2; and (d) case 3.
In these simulations the number of landmarks used is q = 3. For
the sake of simplicity, the number of targets is N = 0. Results are
presented as follows:
• figure 3.11 shows time history of real and estimated vehicle po-
sitions Pr; Real trajectory is represented with a red line and
estimated trajectory with a blue line.
• figure 3.12 shows time history of estimation errors for variables
xr (red), zr (green) and θr (blue).
• figure 3.13 shows time history of velocity reconstruction estima-
tion errors ˙˜xr (red), ˙˜zr (green) and ω˜. Given that velocity re-
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Figure 3.13: Velocity reconstruction errors: (a) triangulation; (b) case
1; (c) case 2; and (d) case 3.
construction is not a direct output of the triangulation method,
figure 3.13-a shows the derivative of vehicle estimated state with
the method. Similarly, for case 1, figure 3.13-b represent the con-
stant error between known velocities and real ones.
• figure 3.14 shows time history of bearing tracking errors, i.e.,
the difference between estimated measurement and real ones.
Figure 3.14-a shows the time history of measurement noise.
Please note that different scales are used in each figure for each case
studied. E.g. in figure 3.13, the order of errors for the triangulation
case is 102 while for cases 1,2 and 3 it is 10−1.
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Figure 3.14: Bearing tracking errors: (a) measurement noise; (b) case
1; (c) case 2; and (d) case 3.
It can be observed that triangulation results are the ones most
affected by measurement noise. This is a consequence from the fact
that no filter is applied to measurements or results. The use of an
observer constitute a filter itself, what explains the results obtained
in the cases where an observer is applied.
In case 2, vehicle drift is not considered as a disturbance and,
as expected, errors do not converge to zero. However, it performs
much better than the USO observer (case 1), that presents the worst
convergence case. As expected, case 3 presents the best results, and
is the only observer for which errors converge to zero.
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Presented simulations illustrate some advantages of using Distur-
bance Observers (DO): DO can compensate modeling uncertainties,
as a matter of fact, observers can be constructed without considering
any specific model at all; DO can be used to robustly track measure-
ments (feature tracking) without requiring any previous knowledge
of inputs or the system; disturbance reconstruction can guarantee
convergence of constant gain observers; DO makes robust controllers
with disturbance rejection a possibility; finally, disturbance observers
can be applied even in cases where no input knowledge is available,
e.g. visual odometry. However, disturbance observers may be used
with caution, e.g. during transitory behavior the reconstruction of
disturbance introduces oscillations in estimated state and equivalent
observers may take longer to converge.
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Chapter 4
On Appearance Servoing
In this chapter we define appearance servoing, investigate its feasi-
bility and propose different possibilities for retrieving the system ob-
servable state.
4.1 Appearance Servoing Definition
In section in section 1.1.2 we discussed many limitations regarding
the classical classifications of visual servoing into Position Based and
Image Based. These limitations ask for different classifications of the
servoing problem that may be more adequate to certain applications.
In particular, if one think of robotic tasks on unstructured environ-
ments, where robust modeling, or fault detection, or online parameter
identification, or disturbance rejection play a crucial role concerning
performance and convergence of systems under feedback control, a
stronger definition regarding the construction of stabilizing control
laws is required. One particular robotic task that is the primary basis
of this thesis is the pose regulation of a robot in a desired position
expressed with a desired image, a task coherent with the navigation
of a vehicle that uses Appearance Maps as reference.
Hence, here the appearance servoing is proposed as a classification
that takes input disturbances in consideration, explicitly restricts the
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construction of adequate stabilizing control laws and do not depend
on proprioceptive measurements. Moreover, it does not exclude the
coexistence with a PBVS or IBVS classification as it does not depend
on the way the error is defined.
Definition 4.1 Appearance Servoing -
Appearance Servoing concerns the pose regulation of a robot in a
desired position expressed with a desired image. A stabilizing control
law z for system state ξ (or a subsystem of) is defined as static ap-
pearance servoing if it has the following form:
u(t) = z (yext[t], λint) ,
and is defined as dynamic appearance servoing if it has the following
form:  Φ
(
ξˆr, λˆext, dˆ
)
= o (yext[0, t], v[0, t], λint)
u(t) = z
(
φ
(
ξˆr, λˆext, dˆ
)
, λint
) ,
where Φ describes a observable and reachable subspace of the estimates
ξˆ, λˆext, dˆ and is given by the observer o and ∂u /∂λext = ∂u/∂ξ =
∂u/∂d = 0.
As highlighted by the appearance servoing definition here intro-
duced, it does not exclude the use of observers in the control scheme.
It is also worthwhile to note that these definitions do not depend on
proprioceptive measurements: lack of such information is modelled
using the unknown disturbance model. We also consider unstructured
environments, however intrinsic parameters can be assumed to be
known a priori (through parameter identification/calibration proce-
dures) while extrinsic parameters can not.
4.2 Appearance Servoing Observability
This section is devoted to the observability analysis and to the ve-
hicle inputs reconstruction issues. Again, no information apart from
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WZ
WXxr
zr
θr
< W >
νf , df
νh, dh
Pi
yi
zi
xi
ωr
WO
Figure 4.1: Fixed frame 〈W 〉, vehicle state (xr, zr, θr), generalized
velocities (νf , νh, ω), input disturbances (df , dh, dω) and ith landmark
position Pi = (xi, zi).
calibration parameters are assumed to be known a priori. In order
to simplify notations, we define: the coordinate displacement between
two points a and b as ∆∗a,b = ∗a − ∗b; the Euclidean distance on the
WX ×W Z plane as ρa,b =
√
∆xa,b2 + ∆za,b2.
4.2.1 Dynamic Appearance Servoing
Consider a vehicle with unknown inputs1, i.e., G(ξr) = 0 in (3.2).
Without loss of generality, we further assume the origin of the world
frame 〈W 〉 to be coincident with the desired position of the robot,
with CZ ≡ WX, i.e., ξrd = (0, 0, 0) (see Fig. 4.1), defined by a desired
image.
Let dr,h be the h–th element of the input vector dr. dr,h(t) can be
expressed using an infinite Taylor expansion around dr,h,0 = dr,h(0)
1As discussed in section 3, the results can be extended to any type of vehicle
with known inputs and unknown disturbance.
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as dr,h(t) =
∑+∞
i=0 dr,h,0
(i) ti
i!
. This way, an augmented system state
is easily derived as ξe =
[
ξTe,r, ξ
T
e,f , ξ
T
e,d1, ξ
T
e,d2, . . .
]T , i.e., compos-
ing the vehicle state ξe,r = ξr, the motion–less landmark positions
ξe,f = [
WP T1 ,
W P T2 , . . . , ,
W P Tnf ]
T , the input disturbances ξe,d1 = dr(0)
and its derivatives ξe,dn = dr(n−1), whose dynamics is given by ξ˙e =[
ξ˙Te,r, 0, ξ
T
e,d2, ξ
T
e,d3, . . .
]T
.
It is assumed in this context that the feature correspondence be-
tween the current and desired image is granted, hence the output of
the system is a vector y = [yTcur, yTdes]T of current and desired image
point positions. The nf landmark measurements (with nf > 2) on
the current (or desired) image are modelled using equation (1.21) and
described by the vector ycur =
[
yTcur,1, . . . , y
T
cur,nf
]T
. The i-th feature
measurement on the current image is given by
ycur,i = hcur,i(
W ξr,
W Pi) =[
atan2 (−∆zi,rCθr + ∆xi,rSθr ,∆xi,rCθr + ∆zi,rSθr)
atan2
(
Wyi,∆xi,rCθr + ∆zi,rSθr
) ] , (4.1)
while the measurements in the desired image are
ydes,i = hdes,i(
W ξr,
W Pi) =
[
atan2 (−zi, xi)
atan2 (yi, xi)
]
. (4.2)
The system thus derived is given by
Σe =

ξ˙e =
[
ξ˙r
T
, 0, ξTe,d2, ξ
T
e,d3, . . .
]T
y = h(ξe) =
[
yTcur,1, . . . , y
T
cur,nf , y
T
des,1, . . . , y
T
des,nf
]T
.
Let us define the polynomial disturbance Kdr,h(t) as the partial
Taylor expansion of dr,h(t) around dr,h,0 = dr,h(0) as Kdr,h(t) =
∑K
i=0 d0
(i) ti
i!
and d(K+1)r,h = 0. In such a case, the augmented system state is
kξe =
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[
ξTe,r, ξ
T
e,f , ξ
T
e,d1, ξ
T
e,d2, . . . , ξ
T
e,dk
]T , with corresponding system dynam-
ics kξ˙e =
[
ξ˙Te,r, 0, ξ
T
e,d2, ξ
T
e,d3, . . . , 0
]T
.
The observability analysis of kξe is carried out applying the rank
condition to the observability matrix kO. However, the following ques-
tion arises: if kξe is observable under the assumption of d
(k+1)
r,h = 0,∀h,
does it implies that ξe is observable for any analytic dr,h?
To investigate the extension of the observability analysis of kξe, it
is possible to apply the mathematical induction method starting from
the base case 0ξe and studying the inductive step from kξe to k+1ξe.
The procedure can be summarized as follows:
• 0ξe is observable: investigate the observability problem for 0ξ;
• kξeobservable → k+1ξeobservable: investigate if kξe being ob-
servable implies in the observability of k+1ξe;
Satisfying the above conditions implies that ξe is observable for any
analytic dr,h(t). It is important to note that the logical induction
presents sufficient, but not necessary, conditions for system observ-
ability.
Disturbance Observability Analysis
In this section the problem rank condition property is analyzed and
a discussion on the local decomposition into observable and non ob-
servable subsystems is presented.
The system 0Σe is not completely observable, its unobservable
space is one dimensional and the null space of the observability codis-
tribution is given by(
xr, zr, 0,
Wx1,
Wy1,
W z1, . . . ,
Wxnf ,
Wynf ,
W znf , df , dh, 0
)
.
With the aim of writing the appearance servoing problem under
an observable canonical form, let λ ∈ {Wy1, . . . , Wynf} be a scaling
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factor. For instance, if λ = Wyi, a new coordinates mapping is defined
as
ζ = Φ (ξe) =
{
ξ¯r,
W P¯1, . . . ,
W Pˆi, . . . ,
W P¯nf , d¯r, d¯
(1)
r, . . . , λ
}
,
where ξ¯r = (x¯r, z¯r, θr), W Pˆi =
(
W x¯i,
W z¯i
)
and ∗ defines the operation
∗ = ∗/λ. Striclty speaking, ζ contains a scaled version of ξe, except
for the variables θr and Wyi = λ. This way, dim(ζ) = dim(ξe) and
Φ (ξe) is a global diffeomorphism for λ 6= 0. The vector representation
of the new state is
ζ =
[
ξ¯Tr ,
W P¯ T1 , . . . ,
W P¯ Tnf , d¯
T
r , d¯r
(1)T , . . . , λ
]T
=
[
ζTr , ζ
T
f , ζ
T
d , λ
]T
,
where ζr = ξ¯r and ζ˙r = (gf , gh, gw) d¯r (see (3.2)),
ζf =
[
W P¯ T1 , . . . ,
W P¯ Tnf
]T
=
[
ζT1 , . . . , ζ
T
nf
]T
with ζ˙f = 0, and finally ζd =
[
d¯Tr , d¯r
(1)T , . . .
]T
with ζ˙d =
[
ζTd,2, ζ
T
d,3, . . .
]T .
Hence,
ζ˙ =
[
ζ˙r
T
, 0, . . . , 0, ζTd2, ζ
T
d3, . . . , 0
]T
,
with measurements still described by both the vector ydes,i, given in
the new set of coordinates by
ydes,i = hζdes,i(ζ) =
=
(
atan2 (−sign(λ)z¯i, sign(λ)x¯i)
atan2 (sign(λ)y¯i, sign(λ)x¯i)
)
,
and by the vector ycur,i, obtained from (4.2.1) in a similar way. Notice
that sign(λ) can be obtained from the desired image.
As a result, the appearance servoing problem is fully described by
the auxiliary system
Ψ =
 ζ˙ =
[
ζ˙r
T
, 0, . . . , 0, ζTd2, ζ
T
d3, . . . , 0
]T
y = hζ(ζ) = h(Φ
−1(ζ))
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in canonical form.
Proposition 4.1 The local decomposition of the appearance servoing
problem for constant d¯r is given by:
0Ψ =
 0ζ˙ =
[
ζ˙r
T
, 0, . . . , 0
]T
y = hζ(
0ζ) ,
where, apart from singularities, the observable state is ζo = (ζr, ζf , ζd),
while the unobservable subsystem is ζo¯ = λ, whereas the number of
landmarks being observed is nf > 2.
Proof 4.1 After 1 level of Lie differentiation, the observability codis-
tribution rank reaches its maximum and codistribution 0Ω can be writ-
ten as:
0Ω =
[
Ω(0)
Ω(1)
]
=
[
Ωζr
(0) Ωζf
(0) Ωζd
(0) Ωλ
(0)
Ωζr
(1) Ωζf
(1) Ωζd
(1) Ωλ
(1)
]
=
=
[
Ωζr
(0) Ωζf
(0) 0 0
Ωζr
(1) Ωζf
(1) Ωζd
(1) 0
]
=
=

∂ζrLf
(0)h1 ∂ζ1Lf
(0)h1 . . . 0 0 0
...
...
. . .
...
...
...
∂ζrLf
(0)hn 0 . . . ∂ζnLf
(0)hn 0 0
∂ζrLf
(1)h1 ∂ζnLf
(1)h1 . . . 0 ∂ζdLf
(1)h1 0
...
...
...
. . .
...
...
∂ζrLf
(1)hn 0 . . . ∂ζnLf
(1)hn ∂ζdLf
(1)hn 0

.
(4.3)
The terms ∂∗L∗(*)h∗ 6= 0 are not explicitly reported here for space lim-
its. Apart from configuration singularities, the rank of 0Ω is dim(0ζ)−
1 and the null space of 0Ω is (0, . . . , 0, 1), hence the proof.
Corollary 4.1 Follows from Proposition 4.1 that the ratios xr : zr :
x1 : y1 : z1 : . . . : xnf : ynf : znf : df : dh are locally weakly observable.
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Now, we investigate if Proposition 4.1 can be extended to any
analytic dr(t).
Proposition 4.2 The subsystem ζo is observable for any analytic
dr(t).
Proof 4.2 Since 0ζo is observable by Proposition 4.1, it remains to
verify if assuming kζo being observable implies that k+1ζo is observable
in its turn. From (4.3), we first notice that the codistribution 0Ωo
associated to the observable state 0ζo obtained by 0ζo has the following
form
0Ωo =
[ ∗ 0
∗ Ωζd (1)
]
.
Therefore, by applying the inductive step from kζ to k+1ζ, one gets:
kΩo =

∗ 0
...
...
∗ 0
∗ Ωζd (1)
→k+1 Ωo =

∗ 0 0
...
...
...
∗ Ωζd (1) 0
. . . ∗ Ωζd (1)

from which follows:
rank
(
k+1Ωo
)
= rank
(
kΩo
)
+ rank
(
Ωζd
(1)
)
.
If nf ≥ 2, we have that rank
(
Ωζd
(1)
)
= dim (ζd), and consequently:
rank
(
k+1Ωo
)
= rank
(
kΩo
)
+ dim (ζd) = dim
(
k+1ζo
)
.
It follows that the kζo observability implies the k+1ζo observability.
As a consequence, for analytic unknown disturbance dr, the vehicle
scaled state ζr, the landmark scaled positions ζf and the scaled input
disturbances ζd are locally weakly observable.
Remark 4.1 The observability analysis here proposed is valid apart
from singularities, e.g. the observability problem is singular whenever
vehicle arrives at desired position and whenever translational velocities
are zero. An observer necessarily have to take these singularities into
account. A deeper discussion on the observability singularities of the
appearance servoing is deferred to future work.
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4.2.2 Static Appearance Servoing
The problem of determining which subsystem can be distinguished
directly from available measurements statically can be investigated
on the basis of the jacobian J =
∂h (0ζ)
∂0ζ
, which coincides to J = Ω(0).
Given that
null
(
Ω(0)
)
= [0, 0, 0, I4,4] ,
one can conclude that the statically observable subsystem is ζo(0) =(
ξ¯r, ξ¯1, . . . , ξ¯n
)
, while the unobservable subsystem is ζO¯(0) =
(
λ, d¯r
)
.
Unfortunately, this result is weak, i.e., distinguibility is guaranteed
only in a neighborhood of ζo(0). For instance, if only two landmarks
are being measured, there is an ambiguity on the invertibility prob-
lem of y = h(ζo(0)) and two solutions can be found for ζo(0) = h−1(y)
almost everywhere. This ambiguity is solved if non singular config-
urations of n ≥ 3 landmarks are available. In this case, the ratios
xr : zr : x1 : y1 : z1 : . . . : xn : yn : zn can be computed statically,
i.e., directly from available measurements y, while input disturbances
are not observable. For example, [70] proposes a motion estimation
technique in order to extract the relative pose from correspondences
of n ≥ 3 landmarks, both in the current and desired images, explicitly
considering the planar motion constraint.
4.3 Observable space recostruction
4.3.1 Static Solution
Consider measurements defined directly on the image plane (eq. (1.2.3)),
the invertibility problem leads to the following non-homogeneous lin-
ear system of equations:
A
[
sin (θr)
cos (θr)
]
= c, A =
[
ai,j bi,j
...
...
]
, c =
[
ci,j
...
]
,∀i 6= j,
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where:
ai,j = (1 + xc,ixd,j) yc,jyd,i − (1 + xc,jxd,i) yc,iyd,j
bi,j = (−xc,i + xd,j) yc,jyd,i + (xc,j − xd,i) yc,iyd,j
ci,j = (−xd,i + xd,j) yc,iyc,j + (−xc,i + xc,j) yd,iyd,j.
Hence a set of n!
2(n−2)! equations with unknown variables sin θr and
cos θr is derived. Using standard linear and nonlinear least–square
methods, a solution can then be found if at least three nonsingular
configurations of the landmarks are available. E.g., one solution can
be derived using [
sin (θr)
cos (θr)
]
= A+c.
The scaled position of the robot on the plane, i.e., x¯r and z¯r, is
then derived using the following equation:
x¯r =
(yc,i − yd,i (cos θr + xc,i sin θr))
yc,i
z¯r = −(xd,iyc,i − xc,iyd,i cos θr + yd,i sin θr)
yc,i
.
A similar solution is presented in [70].
4.3.2 Dynamic Solution
In this section we propose the design of an asymptotically stable non-
linear observer (or filter) that reconstructs a scaled subspace of the
vehicle state, polynomial vehicle input disturbances of order k and
landmark positions, i.e., the augmented observable state kζo. The pre-
sented observer considers that inputs are completely unknown, i.e.,
treated as a disturbance. It is worthwhile to note that, even though
ζd is observable, practical limitations impose a limit on the polyno-
mial description of input disturbances, which has to be at most of an
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arbitrary order k. Following [76], the observer dynamics is given by
the auxiliary system 
kζˆo
(1) = fo
(
kζˆo
)
+ v
y = h (kζˆo
) .
Let eo =k ζo −k ζˆo be the observer error. Using the notation ∗˜(x) to
represent the symbolic operation ∗(x)−∗ˆ(x), e.g., f˜o(kζo) = fo(kζo)−
fo(
kζˆo), its dynamics is given by
e˙o = f˜o
(
kζo
)− v .
Let us choose v = KJ(kζˆo)†(Y−H(kζˆo)), where Y =
[
y(0), y(1), . . . , y(l)
]T
is named extended output vector (here we follow the convention adopted
in [78]), H(kζˆo) =
[
h(kζˆo)
(0), h(kζˆo)
(1), . . . , h(kζˆo)
(l)
]T
is the extended
output function (l is at least the minimum order of the time deriva-
tives required for the system to be observable), J(kζˆo)† is the pseu-
doinverse of the extended output jacobian J(kζo) = ∂kζoH(
kζo) eval-
uated at kζˆo, and K is a positive definite constant gain matrix. If
the system is locally weakly observable, the local approximation v =
−K(eo + (kζo,k ˆζso)) is derived, where (kζo,k ζˆo) (or simply ) is the
pseudoinverse approximation error.
Letting V = 1
2
eTo eo be the Lyapunov candidate, we have
V˙ = eTo
(
f˜o
(
kζo
)−K(eo + )) . (4.4)
If
∥∥∥ eo+eo ∥∥∥ and ∥∥∂kζofo (kζo)∥∥ are bounded, matrix K is chosen to
let (4.4) satisfy the stability criterion, i.e., V˙ n.d.. The convergence
for kζˆo(0) in a local neighborhood of the real scaled state kζo(0) is
guaranteed since the value of  in the worst case is related to the
maximum admissible ‖eo(0)‖.
143
Considering a matrix K = diag (K1, K2, . . . , Kh, . . .), the error
dynamics is stable if
Ki > sup
(
norm
(
∂foi
(
kζo
)
∂kζo
))
max
(∣∣∣∣ eo,ieo,i + i
∣∣∣∣) , (4.5)
where foi corresponds to the element i of the vector fo. If
eo
eo+
is
bounded by some arbitrary worst value (corresponding to some maxi-
mum acceptable error
∥∥∥kζo −k ζˆo∥∥∥), K can be chosen in order to guar-
antee stability.
The particular solution of condition (4.5) for an observer designed
in order to reconstruct polynomial disturbances of order k = 0 is:
K1 > sup
(√∣∣dh cos(θ) + df sin(θ)∣∣2 + 1) sup(∣∣∣∣ eie+ i
∣∣∣∣)
K2 > sup
(√∣∣df cos(θ)− dh sin(θ)∣∣2 + 1) sup(∣∣∣∣ eie+ i
∣∣∣∣)
K3 > sup
(∣∣∣∣ eie+ i
∣∣∣∣)
Ki > 0,∀i ≥ 4.
4.4 Pose Regulation
The (dynamic or static) observers designed in section 4.3 are able to
reconstruct the scaled robot state, e.g., ξ¯r = (x¯r, z¯r, θr). Therefore,
this section solves the servoing control problem assuming the knowl-
edge of ξ¯r, given that a control law u(ξr) is readily available.
4.4.1 Appearance Pose Regulation of an Omnidi-
rectional Vehicle
In this section we discuss the application of the observer proposed in
section 4.3.2 to two classical controller schemes that solve the pose
regulation of an omnidirectional vehicle problem, from which one is
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an IBVS scheme and the other is a PBVS scheme. Both the dynamic
and static observers reconstruct the scaled robot state, e.g., ξ¯r =
(x¯r, z¯r, θr). Therefore, this section solves the servoing control problem
assuming the knowledge of ξ¯r, given that a control law u(ξr) is readily
available.
PBVS controller
Let us define the pose error variable ec = ξr,cur − ξr,des = ξr (since,
without loss of generality, the desired position is assumed to be the
origin of the frame 〈W 〉), with dynamics given by e˙c = G (θr)u.
Straightforwardly, an input–state feedback linearization would be u =
−KcG−1 (θr) ec. With the choice of a diagonal positive definite Kc,
resulting error dynamics e˙c = −Kcec is asymptotically exponentially
stable with exponential rate determined by Kc.
Consider now the scaled pose error variable e¯c = ζr = ξ¯r. Assuming
the knowledge of an estimate ζˆr but not of ξr, we can adapt the control
law as follows. Let’s choose u = −sign(λ)KcG−1
(
θˆr
)
ζˆr, which results
in error dynamics e˙c = −sign(λ)KcG (θr)G−1
(
θˆr
)
ζˆr. If an asymp-
totically stable observer for ζo is adopted, limt→+∞ζˆr = ζr. As a con-
sequence, assuming the observer transient is fast w.r.t. the controlled
system dynamics, it can be assumed to be negligible, and error dynam-
ics becomes e˙c = −sign(λ)KcG (θr)G−1 (θr) Λec = −sign(λ)KcΛec,
where
Λ =
 1λ 0 00 1
λ
0
0 0 1
 .
Therefore, the controlled dynamics of e˙c is still asymptotically expo-
nentially stable, although the exponential rate is now determined by
KcΛ. The final control scheme is shown in Fig. 4.2.
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Figure 4.2: PBVS control scheme.
IBVS controller
Let us define the error in the image space, i.e., ec = ydes− ycur, whose
dynamics is given by
e˙c = Jy(ξr, ξf )u, with Jy(ξr, ξf ) =
∂y
∂ξr
G (ξr) .
In this case, the application of an input-output feedback linearization
results in the control law u = −KcJy†(ξr, ξf ) ec. Again, choosing Kc
diagonal and positive definite, the error dynamics is asymptotically
exponentially stable with exponential rate determined by Kc.
Assuming the knowledge of an estimate ζˆo, the control law turns
to u = −sign(λ)KcJy†(ζˆr, ζˆf )ec, with error dynamics
e˙c = −sign(λ)KcJy(ξr, ξf )Jy†(ζˆr, ζˆf )ec.
If an asymptotically stable observer of ζo is adopted, the same ra-
tionale of the PBVS case can be applied and hence limt→+∞ζˆr = ζr
and limt→+∞ζˆf = ζf . Noticing that Jy(ζr, ζf ) = λJy(ξr, ξf ), the error
dynamics can be simplified to e˙c = −sign(λ)λKcec, which is asymp-
totically exponentially stable as the original control law, but with
exponential rate determined by λKc. The overall control scheme is
represented in Fig. 4.3.
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Figure 4.4: IBVS and PBVS control scheme for disturbance rejection.
Disturbance Rejection
Regardless of the approach chosen for the vehicle control, the closed
loop control diagram of Fig. 4.4 is applicable, whereE = −sign(λ)KcΛ
in the PBVS case and E = −sign(λ)λKc in the IBVS case and where
an additional design degree of freedom C(s) has been added. As-
suming that the observer transient is finished, i.e., observer error eo
become negligible, both PBVS and IBVS MIMO control schemes be-
come equivalent to one decoupled SISO control scheme for each error
component ec. Consequently, the diagonal transfer function matrix
that describes the effect of an input disturbance on the error ec of the
system is
ec(s) = [1 + C(s)E]
−1Bdr(s) .
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Hence, using the description of the input disturbance given by
the observer, standard countermeasures from control theory can be
adopted to design a robust C(s) that reduces the effect of the distur-
bance in the loop.
4.4.2 Appearance Pose Regulation of an Unicycle
Vehicle
Let ξr,cur represent the actual pose of the robot and ξr,des represents
the desired pose of the robot. Without loss of generality we may con-
sider that the reference frame 〈W 〉 is coincident to the desired position
of the robot, i.e., ξr,des = (0, 0, 0). Now, let’s consider the pose dis-
placement between ξr,cur and ξr,des on polar coordinates ξrp = [ρ, β, φ]T
described by Φp : R2×S → R+×S2, as in eq. (1.9). System dynamics
is given by ρ˙β˙
φ˙
 =
− cos β 0sinβ
ρ
−1
sinβ
ρ
0
[vf
ω
]
. (4.6)
A stabilizing control law (vf , ω) = fu (ξrp) for the non-linear sys-
tem dynamics (4.6) that solves the pose regulation problem ξrp → 0,
originally appeared in [79]:
vf = k1ρ cos β
ω = k2β + k1
(
sin β cos β
β
)
(β + k3φ)
, (4.7)
where k1, k2, k3 are arbitrarily chosen positive constants. Eq. 4.7 ren-
ders the derivative of the Lyapunov candidate V = 1/2(ρ2 + β2 + φ2)
negative definite.
Now let’s consider the scaled pose displacement ζr = ξ¯r on polar
coordinates, it is easy to verify that
ξ¯rp = (ρ¯, β, φ) =
(
sign(λ)
λ
ρ, β, φ
)
.
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Now, assuming the knowledge of an estimate ζˆrp = ξˆrp but not of
ξrp itself, we can apply the control law (4.7) using the estimated scaled
state ζˆrp as (vf , ω) ∧ = fu
(
ζˆrp
)
. Note that the notation ∧ is used here
to emphasize the application of the control law to the estimated state
ζˆr. Assuming the existence of an asymptotically stable observer of ζr,
we have that for t → ∞ then limt→∞ ζˆrp → ξ¯rp. Hence, for t → ∞
we have that the control law applied to the scaled polar coordinates
of the vehicle differ from the original one from (vf , ω)
∧ = fu
(
ξ¯rp
)
=(
sign(λ)
λ
vf , ω
)
. The adapted control law is equivalent to the original
one (eq. (4.7)), but with the first constant now defined as:
k¯∧1 =
sign(λ)
λ
k1,
which is still positive definite. Hence, asymptotic stabilization of ξrp
is still guaranteed.
4.5 Simulation Results
4.5.1 Omnidirectional Vehicle
In this section both PBVS and IBVS control schemes, as described in
section 4.4 are validated under simulations. In these, even though the
vehicle is affected by external forces, the proposed control schemes
guarantees stability. Results show that pose regulation is successfully
achieved whenever analogous classical controllers fail, notwithstand-
ing that those require the use of a priori information that in practical
situations is not available.
The desired configuration of the robot is considered to be coinci-
dent to the origin of the world frame 〈W 〉 and the initial vehicle config-
uration is ξr = (−10m, −2m, pi/2 rad). Maximum vehicle velocities
are max (abs (vf , vh, ω)) = (10m/s, 10m/s, 10 rad/s). The vehicle is
affected by a constant external disturbance
dr = (0.1m/s, 0.1m/s, 0.1 rad/s).
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In simulations are carried out using the minimum set of landmarks
required in order to have ζo observable, i.e., 2 measured landmarks.
Landmarks are positioned in the environment at ξ1 = (1m, 2m, 1m)
and ξ2 = (1m, 2m, −1m). The unknown scale factor is chosen to be
λ = y1, i.e., the height of the first landmark. The system observer is
designed as described in Section 4.3.2 considering only the first deriva-
tive of system outputs, i.e., assuming d˙r = 0. Inputs are completely
modelled as a disturbance, i.e., no odometry (input) information is
used in the observer. Observer state is arbitrarily initialized. As al-
ready mentioned, the implementation of an observer must take in con-
sideration observability singularities. Whenever close to singularities,
it is well known that the observer Extended Output Jacobian J(ξ) be-
comes ill-conditioned. Hence, whenever the observer paths are cross-
ing kinematic singularities, a Jacobian transpose gradient estimator
is adopted as an alternative to the observer described in section 4.3.2.
This procedure is done on the basis of the Jacobian condition number.
For both IBVS and PBVS cases, the observer gains are K∗ = 3, whilst
the controller gains are Kcc,∗ = 1. We will present results where the
controller performs disturbance rejection, and Kci,∗ = 10.1, and also
when no disturbance rejection is performed, and Kci,∗ = 0. Quantiza-
tion effects and measurement noise are not considered.
Results are presented as follows:
• Fig. 4.6-a, b shows time evolution of errors eo and ec for the
PBVS controller using disturbance rejection.
• Fig. 4.5-a, b shows time evolution of errors eo and ec for the
PBVS controller without disturbance rejection.
• Fig. 4.8-a, b shows time evolution of errors eo and ec for the
IBVS controller using disturbance rejection.
• Fig. 4.7-a, b shows time evolution of errors eo and ec for the
IBVS controller without disturbance rejection.
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Figure 4.5: PBVS without disturbance rejection:: Observer error eo
(a); and Controller error Observer error ec (b).
It is worthwhile to point out that the observability problem, which
is the very basis of this approach, is singular whenever the vehicle ar-
rives in the desired position and when the translational velocities are
both zero. In particular, when linear velocity is zero, the observability
problem is singular if only two landmarks are available. A complete
characterization of the singularities and the possible solutions to over-
come such a problem are deferred to future work. Moreover, the choice
of proper constants is very important, given that observer asymptotic
stability is only guaranteed if condition (4.5) is respected.
4.5.2 Unicycle Vehicle
In this section both the presented observers, i.e., Dynamic Appear-
ance Servoing (DAS) and Static Appearance Servoing (SAS), are sim-
ulated. In both cases, a stabilizing controller that solves the pose reg-
ulation problem is presented. The vehicle used for these examples is
an unicycle–like vehicle, which is equipped with a calibrated Omnidi-
rectional Sight Camera, i.e., a camera with unlimited Field–Of–View
(FOV). Quantization effects and measurement noise are not consid-
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Figure 4.6: PBVS with disturbance rejection:: Observer error eo (a);
and Controller error Observer error ec (b).
ered.
The simulations are carried out with the minimum set of feature
needed by the observers, i.e., 2 measured landmarks for the DAS and
3 landmarks for the SAS. The control law implemented in the simula-
tions is based on the one presented in [66], as discussed in Section 4.4,
which proves to satisfy practical stability requirements. As a conse-
quence, both simulations terminate when the vehicle is closed to the
desired configuration, i.e., when ‖ξ¯d‖ < µ with µ arbitrarily chosen. In
both the simulations reported, the desired configuration of the robot
is considered coincident to the origin of the world frame 〈W 〉, the
initial vehicle configuration is ξr = (−10[m], −2[m], 0[rad]) and the
scale factor is λ = y1, i.e., the height of the first feature. To increase
the realism of the simulations, the controllers are supposed to work
with sampling time of 10 [ms].
Dynamic Appearance Servoing
The DAS problem has been solved using an observer–based regulator.
The system observer is designed as described in Section 4.3.2 consider-
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Figure 4.7: IBVS without disturbance rejection:: Observer error eo
(a); and Controller error Observer error ec (b).
ing only the first derivative of system outputs, i.e., assuming d˙r = 0.
Inputs are completely modelled as a disturbance, i.e., no odometry
(input) information is used in the observer. Observer state is arbi-
trarily initialized, and then, the estimated state is refined during a 5
[s] of a linear motion, after which the controller is activated.
As mentioned in 4.3.2, the implementation of an observer must
take in consideration observability singularities. Whenever close to
singularities, it is well known that the observer Extended Output Ja-
cobian J(ξ) becomes ill-conditioned. Hence, whenever the observer
paths are crossing kinematic singularities, a Jacobian transpose gra-
dient estimator is adopted as an alternative to the observer described
in section 4.3.2. This procedure is done on the basis of the Jacobian
condition number. The observer gains are K∗ = 1.1, whilst the con-
troller gains are K∗ = 1.
The features are positioned in the environment at
ξ1 = (1[m], 2[m], 1[m]),
and ξ2 = (1[m], 2[m], −1[m]). The stop condition threshold is set to
µ = 0.07. Fig. 4.9-a, b and c shows the time evolution of the vehicle
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Figure 4.8: IBVS with disturbance rejection:: Observer error eo (a);
and Controller error Observer error ec (b).
configuration: xr, zr and θr respectively, while Fig. 4.9-d shows the
vehicle trajectory on the plane of motion. The observer scaled state
errors, i.e., ζo − ζˆo, are instead reported in Fig. 4.10.
Static Appearance Servoing
In the simulations for the SAS problem, the scaled state ξ¯r is ob-
tained by the algebraic solution of ξ¯r = h−1(y), as described in sec-
tion 4.2.2. The features are positioned in the environment at ξ1 =
(1[m], 2[m], 1[m]), ξ2 = (1[m], 2[m], −1[m]) and
ξ3 = (2[m], 3[m], −1[m]).
The controller gains are K∗ = 1, while the stop condition threshold is
µ = 0.01.
Again, the time evolution of the vehicle configurations ξr are re-
ported in figure Fig. 4.11-a, b and c, respectively, while Fig. 4.11-d
shows the vehicle trajectory on the plane of motion.
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4.5.3 Discussion
It is worthwhile to point out that the observability problem, which is
the very basis of this approach, is singular whenever the vehicle ar-
rives in the desired position and when the translational velocities are
both zero. In particular, when linear velocity is zero, the observability
problem is singular if only two landmarks are available. A complete
characterization of the singularities and the possible solutions to over-
come such a problem are deferred to future work. Moreover, the choice
of proper constants is very important, given that observer asymptotic
stability is only guaranteed if condition (4.5) is respected.
Besides such drawbacks, the simulations clearly show that the pose
regulation is successfully achieved when disturbance rejection is ap-
plied, and stability is only marginal if disturbance rejection is not
applied. It is important to note that analogous classical controllers
would obtain results similar to those from the schemes where dis-
turbance rejection is not applied due to the fact that external forces
(disturbances) are not foreseen or modelled in these.
4.6 Conclusion
A new definition of visual servoing, named the Appearance Servoing,
is proposed in this chapter. Considering an unicycle and an omnidi-
rectional vehicle equipped with a omnidirectional monocular camera,
a complete analysis and characterization of the problem is shown.
Both a PBVS and an IBVS observer-based pose regulation control
schemes are proposed for solving the problem. Moreover, both a dy-
namic and a static solution is proposed. Finally, results are validated
under simulation.
Future developments concern the investigation of observability sin-
gularities and the application of optimal control as a potential solu-
tion to singularity cases. Moreover, a deeper investigation of robust
controllers and an online disturbance rejection based on disturbance
information coming from the observer are compelling topics for future
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research. Finally, the implementation of the appearance servoing con-
trol algorithms presented on different real platforms, e.g., a vehicle
and/or a serial manipulator, is strongly envisaged.
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Figure 4.9: Dynamic Appearance Servoing:: θr (a); xr (b); and, zr (c);
and, vehicle trajectory (d).
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Figure 4.10: Observer state error: ζo − ζˆo.
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Figure 4.11: Static Appearance Servoing: θr (a); xr (b); and, zr (c);
and, vehicle trajectory (d).
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Chapter 5
On the use of Appearance
Topological Maps
In this chapter we present an experimental study case of appearance
topological mapping and navigation (also presented in [18,33,80,81]).
In this, the map is composed of acquired images only, mapping the
path as a set of keyframes and organizing the acquired images in an
appearance topological map.
In the presented approach, no metric information is related to the
collected images, and consequently, connections between images are
obtained by visual appearance. The mapping phase is thus very flexi-
ble and completely relies on scene feature richness. However, simplic-
ity in the appearance–based map results in a more difficult navigation
phase, since localization, planning and control algorithms must be
only image related. Whichever visual servoing scheme is adopted, the
desired image with desired feature positions must be correctly asso-
ciated with the current image and features. In the proposed solution,
point features detection and association are implemented using Scale
Invariant Feature Transform descriptors (SIFT, [9]), and are given for
granted in the rest of the chapter.
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5.1 Proposed Mapping
Although the appearance based topological map is not a novel con-
cept in literature, our approach proposes a generalization to low-cost
monocular cameras. Briefly, the map is represented as a weighted
graph G = (F, S), where Fi is the node i (or the image Ii), and each
link Si,j represents a similarity metric between nodes Fi and Fj. Since
Si,j is related to the feature descriptor used, it is chosen as
Si,j =
#(Fi ∩ Fj)
min(ni, nj)
, (5.1)
that is the number of SIFT features matched between nodes Fi and
Fj normalized by the minimum of ni > 0 (total number of features
in image Ii, #Fi) and nj > 0 (total number of features in image Ij,
#Fj). The links Si,j may denote how similar are the images Ii and
Ij, therefore is a measure of the probability of successful navigation
between the two nodes. Notice that Si,j ∈ [0, 1], where Si,j = 0 if there
is no feature in common between images Ii and Ij and Si,j = 1 if all
the features of Ii (Ij) belong to the image Ij (Ii).
5.1.1 Map Building
The map building process is divided into two different steps. In the
exploration phase, the robot randomly explores the environment and
collects a sequence of images to describe the travelled robot trajectory.
To relate the map size to the quantity of new information acquired, we
adopt a similarity–based solution. Then, the map manager processes
the acquired images and builds a connected image graph by enforcing
new image links between similar nodes (and detecting possible closed
loops) and, in case, deleting the images that are too similar to each
other. The overall process is divided in the intra-map merging on–
board the robot, where the number of new mapped images are reduced
before they are transmitted to the map manager, and the inter-map
merging, where the new entities are (off–line) added to the global map
by the map manager.
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The described map building process starts when the current image
in view is not related to any prerecorded image or when the localiza-
tion process does not complete successfully: in both cases, the problem
is known in literature as kidnapped robot problem.
5.1.2 Localization and Navigation
As shown in the previous section, the similarity measure (5.1) plays
a fundamental role in the architecture. Furthermore, it allows the
computation of a heuristic estimate of the distance between nodes in
the appearance space as
Di,j =
1− Si,j
Si,j
, (5.2)
that is crucial for the navigation, i.e. sequence of way–point images in
the topological map. More precisely, as the robot enters in a mapped
environment, it asks to the map manager the topological path to fol-
low from its current view to the desired image. The optimal topo-
logical path through actual and desired nodes is computed using
the A* algorithm based on the admissible heuristic estimate of the
distance (5.2). The sequence of selected images thus obtained corre-
sponds to the most robust path, i.e. the sequence of images with the
highest number of features in common. It is worthwhile to note that
the heuristic estimate of the distance (5.2) is not a physical distance
measure, since the triangle inequality is not verified.
5.2 Experimental Results
In this chapter, experimental results of the overall architecture are
presented. Even though the adoption of heterogeneous robots is fea-
sible for the presented solution, the experimental results are related
to the same platform, a unicycle–like robot, equipped with a fixed
monocular camera. The visual-servoing scheme adopted is based on
the work developed in [80].
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a) b)
Figure 5.1: Exploration trajectories travelled by the exploring vehicle
for the map building process of the Interdepartmental Research Cen-
ter “E. Piaggio” (a) and raw sensed data, organized as sequences of
the same exploration phase (b).
The experimental setup comprises of a Quickcam Ultravision cam-
era, whose resolution is 320x240 pixels, mounted over the front-part
of a K-team Koala vehicle. The controller bandwidth is almost 7Hz.
In the experiments, the same robot equipped with a single camera
is used to collect data. The robot has followed three different random
trajectories starting from three different unknown locations in the un-
known indoor environment of the Interdepartmental Research Center
“E. Piaggio” (see fig. 5.1-a). The maps, named Map I, II and III, are
represented as raw collected data in fig. 5.1-b as three different collec-
tion of images, grabbed at different time instants. The intra-map and
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a) b)
Figure 5.2: The intra-map merging (a) and the inter-map merging (b).
inter-map merging processes are then executed to reduce and organize
the collected raw data (see fig. 5.2).
5.2.1 Localization and Navigation
The robot is firstly kidnappedand a desired image is given (fig. 5.3-a).
The localization in the map is simply obtained by a rotation on the
spot, grabbing the current image from the camera and passing it to
the map–manager. As the robot is localized in the map, the navigation
planner plans an image trajectory, based on similarity quality among
images (fig. 5.4).
The image sequence is a set of ordered way–point images. The
visual guided robot motion between two successive images in the im-
age sequence is governed by the optimal feature trajectory planner
proposed in [80]. The final experimental results, depicted in fig. 5.5,
report the image sequence used by the robot as well as the map they
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a) b)
Figure 5.3: Desired image to reach at the end of the navigation task
(a) and image reached at the end of the navigation phase (b).
belong.
Finally, the image reached at the end of the overall navigation task
is reported in fig. 5.3-b, to be compared with the desired one reported
in fig. 5.3-a.
5.3 Conclusions
In this section, pure appearance based visual maps are constructed
without considering any three–dimensional spatial data. This way,
control and navigation of multiple, heterogeneous robots are feasible.
Although the lack of metric information may lead to robot control
challenging, an image based path planner is presented. Optimal tra-
jectories in the robot working space are obtained building words on
an alphabet of basic manoeuvres. The proposed architecture relies on
the idea of a middleware between the map–manager, that can be fixed
in the environment or placed on a moving agent, and the robots. The
proposed architecture has been practically tested in an indoor, static
environment, thus showing the effectiveness of the proposed approach.
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Figure 5.4: Planned image trajectory in the map.
Figure 5.5: Sequence of images travelled by the robot during the nav-
igation phase.
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