Abstract-We extend the narrowband Weyl symbol (WS) and the wideband P 0 -Weyl symbol (P 0 WS) for dispersive time-frequency (TF) analysis of nonstationary random processes and time-varying systems. We obtain the new TF symbols using unitary transformations on the WS and the P 0 WS. For example, whereas the WS is matched to systems with constant or linear TF characteristics, the new symbols are better matched to systems with dispersive (nonlinear) TF structures. This results from matching the geometry of the unitary transformation to the specific TF characteristics of a system. We also develop new classes of smoothed Weyl symbols that are covariant to TF shifts or time shift and scaling system transformations. These classes of symbols are also extended via unitary warpings to obtain classes of TF symbols covariant to dispersive shifts. We provide examples of the new symbols and symbol classes, and we list some of their desirable properties. Using simulation examples, we demonstrate the advantage of using TF symbols that are matched to the changes in the TF characteristics of a system or random process. We also provide new TF formulations for matched detection applications.
time-varying spectrum of a random process or as a time-varying transfer function of an LTV system [19] , [20] , [27] [28] [29] . The WS has been used in defining a measure for TF concentration [21] , in TF detection [30] , [31] , and in TF estimation (time-varying Wiener filters) [25] , [26] . The Wigner-Ville spectrum [32] , [33] of a random process is a special case of the WS. The two-dimensional (2-D) Fourier transform (FT) of the WS-the spreading function (SF)-provides an important interpretation of an LTV system output as a weighted superposition of TF shifts on the input signal [21] . The wideband WS, P -Weyl symbol (P WS), was obtained in [24] , [34] [35] [36] , based on the unitary Bertrand P -distribution [5] . The P WS and wideband SF (WSF) are important for analyzing random processes and LTV systems with constant or hyperbolic TF characteristics [24] , [34] .
In nature, there exist systems and random processes characterized by dispersive TF structures that are not well matched to the WS or P WS [7] , [9] [10] [11] [12] [13] . Here, dispersive means that the amount of shift in frequency changes linearly or nonlinearly with time. Examples of dispersive systems include underwater and satellite tetherless communication channels, ultrasonic testing systems, dielectric mediums (e.g., white light through a prism), surface waves in water [37] , or radio waves in the ionosphere. In this paper, we propose extensions of the WS and P WS for such systems and random processes. We also present classes of TF symbols defined as smoothed versions of the WS, the P WS, and the new dispersive symbols.
The paper is organized as follows. In Section II, we review the WS and P WS, and in Section III, we propose their dispersive extensions and investigate desirable properties and examples. In Section V, we present a class of TF symbols covariant to TF shifts together with an affine symbol class and provide some desirable properties and corresponding constraints. We extend these classes for dispersive processing in Section V, and we demonstrate the advantages of our extensions using analysis and detection application examples in Section VI.
II. NARROWBAND AND WIDEBAND WEYL SYMBOLS

A. Narrowband Weyl Correspondence
The narrowband WS [18] and its 2-D FT (the SF) are important analysis tools for LTV systems, such as wireless communication channels and nonstationary random processes. For a linear operator defined on [38] , the narrowband WS and SF are defined, respectively, as [18] 
WS
(1)
Here, denote time and frequency, whereas denote time delay and frequency delay, respectively. The operator kernel may be considered to be the time-varying impulse response of an LTV system or the autocorrelation function of a nonstationary random process, i.e.,
. Thus, the WS can often be interpreted as the time-varying transfer function of an underspread LTV system [19] , [22] , [27] , [28] or as the time-varying spectrum of a random process [20] , [29] . The one-to-one mapping between an operator and its WS is called the Weyl correspondence [18] , [19] , [21] , [22] .
When is the autocorrelation operator of a random process whose kernel is the autocorrelation function , then the WS and SF of are the expected values of the WD (i.e., Wigner-Ville spectrum [32] ) and the narrowband ambiguity function (AF), respectively, of the process, i.e., WS WD and SF AF . Here, denotes statistical expectation, and the WD and AF are defined, respectively, as [1] [2] [3] WD and AF . When can be described as an innovations system [22] , then (where is the adjoint of ), and the squared magnitude of (1) is the Weyl spectrum in [20] .
1) Properties of the WS and SF:
The WS preserves constant TF shift and scaling transformations of a random process or LTV system. For example, 2 for a random process [19] WS WS (3)
where and are the constant time-shift, constant frequency-shift, and scaling operators, respectively. Note that some of the operators used in the paper are summarized in Table I .
Two other important properties of the WS are the unitarity property and the quadratic form. In particular, the WS is a unitary symbol as, for two operators and , it satisfies WS WS
The unitarity property is useful as it expresses the preservation of energy or norm [18] . The WS also satisfies the quadratic form relationship [18] , [19] , [21] , [39] WS WD
2 Note that this covariance formulation also holds for an innovations system L since, in that case, we can obtain the following relationship R = LL .
The WS is thus associated with the unitary WD. This property is useful for TF detection [30] and for defining TF concentration measures [21] . Note that the eigendecomposition of a compact and normal operator 3 [38] results in WS WD , where and are eigenvalues and eigenfunctions, respectively, of .
Using the SF, the output of an LTV system can be interpreted as a weighted superposition of TF shifted versions of the input signal [21] . That is, SF , where the weight is the SF, and . The system output interpretation has been used, for example, to formulate TF receivers for wireless communication channels [40] . Some examples of the WS and SF are listed in Table II (narrowband  case) . The SF can be used to classify operators as underspread or overspread [22] , [27] [28] [29] , [41] . If the SF of an operator has a small support region around the TF lag origin, then the operator can be classified as underspread. Otherwise, it can be classified as overspread [41] . When the operators and are jointly underspread, the WS of the composite operator can be approximated as the product of the WS of each operator, i.e., WS WS WS [27] , [28] . That is, if two LTV systems and are jointly underspread and connected sequentially, then we can approximately obtain the overall transfer function WS of the system. This approximation is useful in detection problems [30] .
2) Analysis Application of the WS: Fig. 1(a) shows the WD of the sum of two linear frequency-modulated (FM) signals , where , and is a rectangular window. The WD is well-concentrated along linear IF curves but has cross terms halfway between the two signals. Fig. 1(b) shows an approximation of the WS of the autocorrelation operator of the sum of the deterministic signals with random amplitudes , where and are zero mean, unit variance, uncorrelated Gaussian random variables. Since WS WD , the WS can be computed in closed form as WS WD WD to successfully yield a time-varying spectrum. Using simulations, the enseble average of the WD in Fig. 1(b) demonstrates that the cross terms are now removed as the amplitudes are uncorrelated [29] .
B. Wideband Weyl Correspondence
The wideband version of the WS (the P WS) is defined as [23] , [24] , [34] [35] [36] WS (8) where is a frequency domain operator that acts on a signal by transforming its spectrum, i.e., . Here, is the kernel of on and . The P WS is a unitary symbol that is associated with the unitary Bertrand P -distribution [5] . The map- ping between and the P WS is called the wideband or affine Weyl correspondence [24] , [34] . The wideband SF (WSF) is defined as [34] WSF (9) It is used to interpret the output WSF as a WSF weighted superposition of time-shifted and scale-changed versions of the input signal with FT [34] . The P WS in (8) and the WSF in (9) have the 2-D modified FT relationship WS WSF . The P WS satisfies the time shift and scale covariance properties in (3) and (5) [24] and the hyperbolic time-shift covariance property. For example, for a random process [24] WS WS (10) where and are the autocorrelation operators of and , and is the hyperbolic time-shift operator [7] . Thus, the P WS is a useful analysis tool for systems and random processes with constant or hyperbolic group delay. The P WS also satisfies the unitarity property involving two operators Band [18] , [24] WS WS (11) and the quadratic form [24] , [34] that associates the P WS with the unitary Bertrand P -distribution [5] WS We define the dispersive Weyl symbol DWS to be [35] DWS (13) where . The DWS can be obtained by warping the operator and the WS in (1) using a unitary transformation [9] , [10] , [15] , [16] , [35] . That is, DWS WS . Here, is the inverse operator of , and the integration range in 4 Most existing theory on the WS uses operators L defined in the time domain as in (1) [18] , [19] , [21] , [22] . [9] , [10] , [38] as its adjoint equals its inverse . It is defined as (14) We designed the DWS to preserve dispersive frequency shifts on a random process DWS DWS (15) where is the dispersive frequency-shift operator. This is because the WS preserves frequency shifts in (4), and the above warping yields . Due to this important property, the DWS is potentially useful in analyzing random processes or LTV systems with dispersive characteristics. The DWS also preserves warped time shifts and warped scale changes [9] , [10] , [23] , [35] .
The importance of the DWS is further emphasized when it is used to analyze an FM signal with random amplitude . When the FM signal is matched to the function used in the DWS, then the DWS of the autocorrelation operator of the process produces an ideally concentrated (16) with the SF axes scaled to show relative TF lags and not absolute TF locations [35] . This can be written as DSF
. For the LTV system , the DSF provides an interpretation of the operator output as a weighted superposition of warped TF shifted versions of the input signal DSF (17) where is defined in (15), and is the warped time-shift operator [23] . Depending on the function , the formulation in (17) simplifies to a specific interpretation of the output. For example, when , (17) describes the system output as a weighted superposition of hyperbolic frequency shifts and scale changes [35] .
Rows 8-10 of Table II provide examples of the DWS, its corresponding operator kernel, the operator output, and the DSF. Depending on , the DWS simplifies to the narrowband WS , hyperbolic WS , power WS sgn , and exponential WS .
2) DWS Unitarity and Quadratic Form Properties:
The DWS satisfies the unitarity property in (6) since for two operators and [23] DWS DWS (18) Note that the DSF is also unitary [23] . The DWS is associated with the dual 5 dispersive WD (DWD), i.e., DWS DWD , where the DWD is defined as [9] , [10] DWD WD (19) Here, and are eigenvalues and eigenfunctions, respectively, of a compact normal operator .
Using the DWS, we can obtain an expression of the quadratic form in (7) as DWS DWD (20) that has potential applications in the detection of processes with nonlinear TF characteristics [35] . Table III summarizes some special cases of the DWS, DSF, and covariance properties. Next, we consider them in more detail.
3) DWS Examples:
• Narrowband WS: When , the DWS in (13) and DSF in (16) simplify to the WS in (1) and SF in (2), respectively. In addition, in (15).
• Hyperbolic WS: When , we obtain the hyperbolic WS (HWS) and SF (HSF). The DWS in (13) simplifies to the HWS that, for a linear operator in the time domain on , is given as [35] HWS DWS . The HWS preserves hyperbolic frequency shifts on a random process HWS HWS (21) where is the hyperbolic frequency-shift operator in (15) with . The HWS also preserves scale changes in (5) [35] . It is a unitary TF symbol as it satisfies (18) with and is associated with the dual Altes-Marinovich -distribution [7] , [42] defined in (19) with . The HSF [35] is obtained as HSF DSF , and it is related to the HWS using a modified FT and a dual Mellin transformation [35] , i.e., HSF HWS The HSF provides an alternative interpretation of the operator output as a weighted superposition of hyperbolic frequency-shifted and scale-changed versions of the input signal HSF . The HWS also satisfies the quadratic form in (7) with (14) , which is a property that is useful in detecting signals embedded in noise with hyperbolic TF characteristics [35] . Rows 5-7 in Table II show examples of an operator's kernel, output, HWS, and HSF. For example, in row 6, if the operator output in column 3 is given as the scale convolution of the input signal and a function , then the HWS in column 4 is the dual Mellin transform of . • Power WS: When sgn , the DWS in (13) and the DSF in (16) simplify, respectively, to the th power WS (PWS) and the th power SF (PSF). The PWS preserves power frequency shifts in (15) with , as well as scale changes [23] , and is a unitary symbol associated with the power warped WD [13] .
• Exponential WS: For a linear operator defined on , the exponential WS (EWS) is defined as the exponentially warped version of the narrowband WS. It is obtained from the DWS in (13) when . The EWS preserves exponential frequency shifts in (15) when and constant time shifts in (3). It is a unitary symbol associated with the exponential WD [11] .
B. Dispersive Wideband WS and WSF
We also extended the wideband P WS for use in dispersive TF analysis when nonlinear dispersive time shifts need to be preserved. For an operator defined in the frequency domain on , the dispersive P WS, DP WS is obtained as [24] , [35] DP WS WS (22) where is a one-to-one function with domain and range is a reference frequency, and is the frequency warping transformation. 6 Some examples of include 6 Note that W in (22) and O in (23) are the duals of the time warping operator U in (14) and dispersive frequency shift operator (D x)(t) in (15), respectively. Thus, although the DWS preserves dispersive frequency shifts in (15), the DP WS preserves dispersive time shifts in (23).
and . The DP WS is the frequency warped P WS in (8) [24] . Depending on , the DP WS in (22) reduces to a specific TF symbol.
The DP WS satisfies the dispersive time-shift covariance property given by DP WS DP WS (23) Thus, it is well matched to systems or processes that are characterized by dispersive (nonconstant) group delay characteristics. The DP WS also satisfies the warped scale and warped hyperbolic time-shift covariance properties [23] . The DP WS is important in analyzing systems or processes with dispersive group delay, as demonstrated by analyzing generalized impulses with phase . Specifically, the DP WS produces ideally concentrated representations for generalized impulses with uncorrelated random weights , i.e., for DP WS . The dispersive wideband spreading function (DWSF) of the operator is obtained as [24] , [35] DWSF WSF (24) Using the DWSF, the output can be interpreted as a weighted superposition of dispersive time shifts and warped scale changes [23] . That is, DWSF .
1) Quadratic Form and Unitarity Property of the DP WS:
The quadratic form DP WS DP can be obtained using the DWSF and the DP WS (warped Bertrand P -distribution [9] , [10] ). The DP WS is unitary (11) as it satisfies DP WS DP WS , and it is associated with the warped Bertrand P -distribution WP [9] , [10] . 2) DP WS Examples: By choosing a frequency warping function (see Table IV ), we can obtain specific DP WS and DWSF examples to analyze systems and random processes characterized by dispersive group delays matched to the warping function.
• Power P WS: When and , the DP WS in (22) and the DWSF in (24) simplify to the power P WS and the power WSF. For an operator on , the power warped P WS (cf. (8) (10) . Thus, it is useful for analyzing systems with power time shift, hyperbolic time shift, and scale-change transformations.
• Power exponential P WS: For an operator on , the th power exponential P -Weyl symbol EP WS , can be obtained from (22) when [24] . It preserves constant time shifts in (3) and frequency shifts in (4). It also preserves power exponential time shifts EP WS EP WS [9] , [10] .
IV. CLASSES OF SYMBOLS
A. TF Shift Covariant Class
We obtain a class of TF symbols covariant to TF shifts by smoothing the WS as 7 [43] , [46] TS WS
SF (26) 7 Note that this class has also been previously discussed in [44] and [45] in the context of quantum mechanics.
Here, is a time domain operator on , and are 2-D symbol kernels 8 that uniquely characterize the new symbols 9 TS . The symbols in (25) and (26) always satisfy the TF shift covariance properties in (3) and (4). Thus, they can be viewed as TF smoothed versions of the WS in (1) with the smoothing kernel . Note that although we are loosely calling (25) a "smoothing," as every member of the class results from convolution, smoothed symbols are only obtained when the kernel is a lowpass function. The smoothed WS may reduce the effect of cross terms that exist when an analyzed system or process is "overspread" [29] . Some examples of TF shift covariant symbols include the WS whose kernel in (26) is (no smoothing) and the new pseudo WS with . Although in (25) can be any operator, when it is the autocorrelation operator of a random process, the symbol in (25) simplifies to a smoothed Wigner-Ville spectrum, as investigated in [32] . When is interpreted as an innovations system, the squared magnitude of (25) is equivalent to the Type II spectra independently proposed in [29] .
1) Quadratic Form Property: Using the TF smoothed versions of the WS, we can obtain an alternative expression for the quadratic form property in (7) using QTFRs from Cohen's class [43] . Any Cohen's class TF shift-covariant QTFR with a signal independent kernel can be expressed as AF (27) where is a 2-D kernel characterizing the QTFR [1]- [3] . We can obtain the 2-D inner product of the new TF symbol in (26) and the Cohen's class QTFR in (27) in (26)); and (c) kernel of a QTFR T
[cf. 9 in (27)]. 9 The superscript (C) links the symbol in (25) to the TF shift covariance of Cohen's QTFR class [1] . 
(; ) IS EQUAL TO COHEN'S CLASS QTFR KERNEL 9 (;)
For the 2-D inner product in (28) to be equated with the 1-D inner product in (7), we have shown that the following relationship must hold between the symbol kernel and the corresponding QTFR kernel that is nonzero for [43] , [46] :
This condition is related to the regularity condition [47] for Cohen's class QTFRs, which is necessary for signal synthesis. The resulting quadratic form property TS (30) pairs the TF symbol TS with kernel with a specific Cohen's class QTFR with kernel , provided the two kernels are related as in (29) . Equation (30) is important as it uses Cohen's class QTFRs to provide an alternative formulation of the quadratic form that could be useful in detection applications. If the kernel of the new pseudo WS is chosen to be for , then the pseudo WS will satisfy the quadratic form in (30) . The corresponding QTFR in (30) is the pseudo WD [1] , [2] with QTFR kernel in (27) . Note that whereas (7) required that the QTFR used in the quadratic form property was the unitary WD, (30) does not require a unitary QTFR.
2) Unitarity Property: The TF shift covariant symbols in (25) and (26) will satisfy the unitarity property in (6), provided their corresponding kernel satisfies some constraint, as we discuss in the following theorem. Note that we denote a unitary TF shift covariant symbol as UTS . For the linear operators and defined in the time domain on , the unitarity property of UTS is given as
UTS UTS (31)
Theorem 1: The TF shift-covariant symbol UTS in (26) with kernel satisfies the unitarity property in (31) if and only if the symbol kernel has unit magnitude, i.e., . Next, we outline the proof of this theorem [23] . First, we substitute (28) on the left-hand side of (31). The resulting expression is in terms of SFs and kernels . The SFs can be written in terms of the operator kernels and by replacing (1) in (2), yielding the right-hand side of (31) . If a TF shift-covariant symbol UTS is unitary, then the associated QTFR in the quadratic form (30) is also unitary [2] , [47] , and we denote it as UT . Using Theorem 1 and (29), we conclude the following.
Theorem 2: The kernel of any unitary TF symbol is identical to the kernel of the associated unitary Cohen's class QTFR in the quadratic form, i.e., . Note that if TS is associated with , with (common) kernel , the integral on the right-hand side of (28) contains . As a result, the condition for the quadratic form property becomes which equals the unitarity property in Theorem 1. Thus, the quadratic form property and the unitarity property lead to the same condition. Table V lists some examples of unitary TF shift covariant symbols. Note that the pseudo WS discussed in Section IV-A is not unitary.
B. Class of Affine Symbols
We also propose a new affine class of TF symbols that are always covariant to time shifts in (3) and scale changes in (5 Here, is an affine class QTFR defined as an affine smoothed version of the WD [3] , [4] AF (36) where is a 2-D kernel characterizing the affine class QTFR [3] , [4] . For an affine symbol with kernel in (33) and an affine QTFR with kernel in (36) to satisfy the quadratic form in (35) , their corresponding kernels must satisfy [23] . In form, this is similar to the affine class kernel constraint for regularity necessary for signal synthesis [48] . The kernel of an affine TF symbol satisfying the quadratic form in (35) can be obtained from the kernel relationship when an affine QTFR kernel is provided.
2) Unitarity Property: Next, we provide the constraint necessary for any affine TF symbol in (33) to satisfy the unitarity property in (6) . Denoting any unitary affine symbol as UTS , the unitarity property of the affine TF symbols TS in (33) of the time domain operators and defined on is UTS UTS . Theorem 3: An affine symbol UTS will satisfy the unitarity property above provided that its smoothing kernel in (33) satisfies the following relationship . The proof is provided in [23] . If an affine symbol in (32) and (33) is unitary, then the associated affine QTFR in (35) is also unitary, and we denote it as UT . We have shown that the kernel of the unitary affine symbol is identical to the kernel of the unitary affine QTFR [23] . That is,
. Thus, if a unitary affine QTFR is chosen in the quadratic form in (35) , then the symbol in (35) is also unitary. In particular, if the associated QTFR is used in the quadratic form, then the same kernel condition must be satisfied for both the unitarity and the quadratic form properties. We can obtain a unitary affine symbol kernel by letting it equal to the QTFR kernel of its associated unitary affine QTFR in (35) . For example, if we choose the WD with kernel WD in (36), its associated affine symbol is the WS since WS in (33) . Other examples of unitary affine symbols include the P WS in (8) with kernel WS in (34), the -warped WS [19] , [22] , and the unitary Bertrand -symbols [23] , [36] , [46] associated with the unitary Bertrand -distributions [5] . In Table VI , we summarize some examples of unitary affine TF symbols.
V. CLASSES OF DISPERSIVE SYMBOLS
A. Class of Dispersive Frequency Shift Covariant Symbols
The DWS was given as a TF symbol for analyzing random processes and LTV systems characterized by dispersive IF. Here, we define a new class of TF symbols covariant to dispersive frequency shifts by warping the TF shift covariant class in (25) DTS TS or DTS DWS (37)
The time-domain operator is defined on depends on the domain of the one-to-one function , and is defined in (14) . The 2-D symbol kernel uniquely characterizes the symbol DTS . It is related to the corresponding kernel of the TF shift covariant class in (25) as . We use the superscript notation (DC) in (37) in order to link the symbol to the dual dispersively warped Cohen's class QTFR [9] [10] [11] . The TF symbols DTS in (37) always satisfy the dispersive frequency shift covariance in (23) and the warped time-shift covariance. They Depending on the kernel , the class of dispersive symbols in (37) reduces to a specific smoothed version of the DWS. For example, if the kernel is (no smoothing), then (37) simplifies to the DWS. When the kernel is , we obtain a new TF symbol: the dispersive Kohn-Nirenberg symbol [23] . In addition, we can obtain examples of the symbol class by choosing a specific function in (37) to match specific TF system characteristics. For example, when
, we obtain the hyperbolic class of TF symbols matched to systems with hyperbolic TF characteristics (see Section V-A2).
1) Quadratic Form and Unitarity Properties:
We express the quadratic form property of the dispersive TF shift covariant symbol in (37) as DTS DC (38) where DT is the dual dispersively warped version [9] [10] [11] of Cohen's class in (27) . The QTFR kernel characterizing DT is in (27) . We have shown that the quadratic form in (38) holds, provided that the kernel of the TF symbol is related to the QTFR kernel as , where is nonzero for . Another important property of the symbol class is the unitarity property that holds only if the symbol kernel satisfies some constraint. For the linear operators and defined on , we define the unitarity property of the dispersive frequency shift covariant symbols as DTS DTS . We have shown that the unitarity property holds if and only if the dispersive symbol kernel satisfies [23] . 2) Class Examples: Depending on , (37) can be simplified to specific TF symbol classes to obtain tools for analyzing LTV systems and random processes characterized by matched dispersive IF. In the following and in Tables VII and VIII, we summarize some specific class examples.
• TF Shift Covariant Class: For a linear operator in the frequency domain on , we obtain the class of TF covariant symbols in (25) when in (37).
• Hyperbolic Class of TF Symbols: For a linear operator in the time domain on , we define the hyperbolic class of TF symbols as HTS HWS where in (25) . This class is obtained from (37) when . The TF symbols in this class also satisfy the scale covariance in (5). They include the HWS (with HWS ), the hyperbolic Kohn-Nirenberg symbol (HKS) , the hyperbolic Levin symbol (HLS)
, the hyperbolic Page symbol (HPS) , and the hyperbolic -warped WS [23] , [46] HWS . These hyperbolic TF symbols are unitary and are associated with unitary QTFRs from the dual hyperbolic QTFR class [7] . A nonunitary example is the hyperbolic pseudo WS obtained when .
• Power Warped Class of TF Symbols: This class is obtained when sgn in (37) , and it includes the power WS, power Kohn-Nirenberg, power Levin, and power Page symbols [23] , [35] , [46] .
• Exponentially Warped Class of TF Symbols: When , (37) simplifies to the exponentially warped TF symbol class [23] .
B. Class of Dispersive Affine TF Symbols
We can also warp the affine symbol class to obtain a class of time dispersive affine TF symbols. This new class includes both the dual DWS and the DP WS. It is obtained as
DTS DP WS
where the frequency domain operator is defined on depends on the domain of , and the dispersive symbol kernel in (33) . The superscript (DA) links the dispersive affine symbols to the dual dispersively warped affine QTFRs [9] [10] [11] . The dispersive affine symbols always satisfy the dispersive time-shift covariance in (23) and the warped scale covariance [23] . By warping the properties of (34), we can also obtain the class quadratic form and unitarity properties. Class examples include the affine symbols in (34) when , the new th power symbols when , and the new th power exponential symbols when .
VI. APPLICATIONS
A. Analysis Applications
Next, we will demonstrate that the new symbols produce ideally concentrated representations when they match the inherent TF characteristics of a process or system. In Fig. 2 , we demonstrate the advantage of the new hyperbolic Weyl symbol (HWS) over the conventional WS when they are used to analyze random processes with hyperbolic IF. The deterministic signal components are weighted by random amplitudes, i.e., , where is a Hanning window, and are uncorrelated random variables with zero mean and variance . Here, is a deterministic hyperbolic FM signal in time with hyperbolic IF [7] . For the ideal case without windowing, the theoretical HWS of the process is given by HWS HWS . The HWS consists of three Dirac delta functions centered along the hyperbolae , corresponding to the hyperbolic IF of . Both the WS and the new HWS produce no cross terms between neighboring hyperbolae as the random amplitudes are uncorrelated. However, in Fig. 2(a) , the WS has inner interference terms inside each hyperbola as it does not match the hyperbolic IF of the process. On the other hand, the HWS in Fig. 2(b) shows an ideally concentrated TF repre- sentation without any inner interference terms. This result is very useful when a system has hyperbolic IF causing matched random changes to the received signal. This is the case, for example, in shallow water dispersive communication channels where range and Doppler parameters need to be estimated [49] .
In Fig. 3 , we compare the WS, the P WS, the exponential P WS (EP WS) (the power exponential P WS with ), and the power exponential P WS (PEP WS) with . The analyzed process has power exponential TF characteristics. The process is a weighted sum of deterministic signal components, where the weights are uncorrelated random variables with zero mean and unit variance, are power exponential impulses with , and is a shifted Hanning window in frequency. The PEP WS with matched power parameter is the ideal TF symbol that produces a highly concentrated representation along each power exponential group delay curve and , without any interference terms. The WS, the P WS, and the EP WS produce problematic interference terms since they do not match the TF characteristics of the process. In Fig. 4 , we compare the WS with the pseudo WS [43] . The system analyzed is overspread as its SF in Fig. 4(b) is not localized over a small area around the origin in the TF-lag plane. The system has a time-varying magnitude response but a fixed passband over time. Due to the overspreadness of the system, the WS in Fig. 4(a) results in cross terms between the two passbands. These cross terms could be problematic as they may impede analysis, providing incorrect information about the system's TF characteristics. The pseudo WS in Fig. 4 (c) effectively removes the cross terms via smoothing in the time direction and shows well-localized TF system characteristics.
In Fig. 5 , we compare three TF symbols: the WS from the TF shift covariant class (cf. Section IV) and the hyperbolic WS (HWS) and hyperbolic pseudo WS (HPWS), both from the hyperbolic symbol class (cf. Section V-A2). The process to be analyzed is a weighted sum of two hyperbolic FM signals , where and are correlated random amplitudes. In Fig. 5(a) , the WS shows two problematic components that may impede analysis: i) inner interference terms inside each hyperbolic curve that are due to the mismatch between the WS and the hyperbolic TF characteristics of the process and ii) cross terms between the two hyperbolae due to the correlated random amplitudes of the process. In Fig. 5(b) , the HWS matches the hyperbolic TF characteristics of the process and shows no inner interference terms. However, the HWS has cross terms between the two hyperbolae. In Fig. 5(c) , the HPWS proposed in this paper not only matches the hyperbolic TF characteristics of the process but also effectively removes cross terms between the two hyperbolic group delay curves. This example demonstrates the importance of smoothing a TF symbol and choosing a TF symbol that is matched to the TF characteristics of a process.
B. Detection Applications
Case I: We consider the detection of a known deterministic signal , embedded in nonstationary Gaussian random noise , with certain TF characteristics. The test statistic of the optimal likelihood ratio detector is Re , where is the autocorrelation operator of the noise with kernel is the inverse operator, and is the received signal. Using the quadratic form in (20) , we obtain a TF domain detection statistic
Re
DWS
Re DWD (39) where DWD is the cross dispersive WD in (19) of and [9] , [10] . The detection statistic in (39) can be further simplified under the following two situations.
i) By choosing the DWS and DWD to match the intrinsic TF characteristics of the known signal , (39) can be expressed in a simplified form. For example, if the known signal is a hyperbolic FM, choosing the hyperbolic WS in Section III-A3 and the dual -distribution will result in simplified detection statistics in terms of localized Dirac delta functions in the TF plane [35] . As a result, as the processes are time-varying, the detector will be much simpler when using the right-hand side of (39) instead of the left-hand side, even though both sides will provide identical results. ii) When the DSF of the embedded noise process has a finite and small support region [25] , [28] , [30] , [35] , the detection statistics in (39) can be further simplified and approximated as Re Re DWD DWS . This is because we can use similar approximation calculus to the conventional underspread operator approximations in [25] , [30] , [41] . If the two operators and are jointly underspread, then the DWS of the composite operator can be approximated as DWS DWS DWS [23] , [33] . For the two autocorrelation operators and , it can be shown that DWS DWS DWS , provided that DWS over the desirable TF support region [30] . Case II: Another detection application involves the extension of the time-scale formulation of the estimator-correlator detector [50] , [51] . Consider the hypothesis testing problem with and , where is the transmitted signal through a channel , is the received signal from the channel, and is zero mean, white Gaussian noise. The authors of [50] implemented the estimator-correlator WSF WAF using the WSF and the cross wideband AF (WAF), where WSF SC WAF under hypoth- esis under hypothesis and . Here, the scattering function SC WSF WSF is assumed to be known [50] .
We can show that the estimator-correlator in [50] can also be formulated for processes with dispersive characteristics as WSF DWAF [24] . Here, DWSF DSC DWAF is the dispersive WSF estimate, and the warped WAF is DWAF WAF . In addition, is defined in (22) , and the dispersive scattering function is DSC DWSF DWSF . The DWSF in (24) is better matched than the WSF to a dispersive group delay of a system .
VII. CONCLUSION
In this paper, we have formulated extensions of the WS such as the hyperbolic WS, power WS, and exponential WS. These new TF symbols are well suited for analyzing random processes and LTV systems characterized by dispersive instantaneous frequency characteristics. We have shown using simulations that when the system TF characteristics are matched to the warping function used to obtain the TF symbol, then we obtain well-concentrated TF representations. We have also extended the P WS to provide symbols that are important for analyzing systems and random processes with dispersive group delay characteristics. Implementation issues for the new symbols can be found in [23] . Fig. 6 demonstrates the warping relationships between different TF symbols. The new TF symbols satisfy the unitarity property, the quadratic form, and some desirable covariance properties. For example, the hyperbolic WS preserves hyperbolic frequency shifts in (21) and scale changes in (5) . The quadratic form is useful in detection applications where it is important to preserve (or to approximately preserve) inner products. The new extensions of the SF and the WSF provide new interpretations of LTV system outputs in terms of the effect of a system on a signal. These interpretations are useful for modeling wireless communication channels. We also proposed new classes of TF symbols that are covariant to various system changes. For example, we derived the class of symbols covariant to TF shifts as well as the class of symbols covariant to time shifts and scale changes. We extended these two classes to provide analysis tools for LTV systems and random processes with dispersive characteristics.
We have demonstrated the advantages of our new TF symbols over the conventional WS and P WS using analysis examples. We have also extended some TF domain detector statistics for use in dispersive applications in radar or sonar signal processing. We have presented the advantages of the new classes of TF symbols. Specifically, we have shown that for overspread processes or systems, the smoothed TF symbols can reduce cross terms.
