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RE´SUME´
Re´duction de mode`le en dynamique des structures
et des syste`mes couple´s ae´roe´lastiques
La simulation nume´rique du comportement dynamique des structures ou des syste`mes couple´s ae´roe´lastiques
complexes conduit a` des syste`mes d’e´quations de tre`s grande taille dont la re´solution est tre`s couˆteuse. Il est
donc indispensable de construire des mode`les d’ordre re´duit qui, au prix d’une diminution acceptable de la
pre´cision, permettent d’obtenir a` moindre couˆt des simulations de ces syste`mes. Cette re´duction de mode`le est
obtenue par une projection du syste`me d’e´quations initial sur une base de projection, incluant ainsi les me´thodes
de sous-structuration ou de synthe`se modale, ainsi que la re´duction par syme´trie cyclique. On pre´sente ici un
ensemble de me´thodes ayant recours aux techniques de re´duction ou de projection. La premie`re partie re-
groupe quelques travaux sur les fre´quences et modes propres: la me´thode de Lanczos par bloc pour calculer
les fre´quences et les modes propres de structures amorties, une me´thode de sous-structuration pour de´terminer
leur sensibilite´ et leur re´analyse, et finalement un crite`re pour suivre leur e´volution dans le cas des structures
de´pendant d’un parame`tre. La deuxie`me partie est consacre´e aux me´thodes de synthe`se modale, incluant les
me´thodes classiques, avec interface fixe, libre ou mixte, les me´thodes utilisant les modes d’interface ou les
modes d’interface partiels, ainsi que leur combinaison avec la re´duction par syme´trie cyclique. La troisie`me par-
tie concerne les structures multi-e´tages comme les assemblages de disques aubage´s dont chaque e´tage posse`de
une syme´trie cyclique mais pas la structure comple`te. Une me´thode de re´duction par syme´trie cyclique multi-
e´tages est de´veloppe´e avec une nouvelle se´lection des indices de de´phasage pour chaque e´tage dans chaque
syste`me re´duit. Elle peut eˆtre utilise´e seule ou combine´e avec la synthe`se modale. La quatrie`me partie concerne
le couplage fluide-structure dans les turbomachines. La structure, un disque aubage´ posse´dant une syme´trie cy-
clique, est soumise a` des forces ae´rodynamiques exerce´es par le fluide et qui de´pendent des de´placements de
la structure. La projection de l’e´quation de la structure sur ses modes propres complexes fournit un syste`me
re´duit couple´ dans lequel les forces ae´rodynamiques ge´ne´ralise´es sont obtenues a` partir des mouvements har-
moniques des modes. Deux me´thodes de re´solution et une me´thode de lissage multi-parame`tres sont propose´es
afin d’obtenir les solutions du syste`me couple´ pour un grand nombre de valeurs des parame`tres.
Mots cle´s : re´duction de mode`le, fre´quence et mode propre, sensibilite´, synthe`se modale, syme´trie cyclique,
structure multi-e´tages, couplage fluide-structure, ae´roe´lasticite´.
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ABSTRACT
Model reduction in dynamics of structures and aeroelastic coupled systems
The numerical simulation of the dynamic behaviour of complex structures or aeroelastic coupled systems leads
to systems of equations with very large size whose solution is very costly. It is thus essential to build reduced
order models which allow to perform the simulations of these systems at a lesser cost and with an acceptable lost
of accuracy. This model reduction is obtained by a projection of the initial system of equations on a projection
basis, including therefore substructuring or component mode synthesis methods, as well as the cyclic symmetry
reduction. We present here a set of methods using reduction or projection techniques. In the first part, we
put together some works related to the eigen frequencies and modes: the block Lanczos method to compute
the frequencies and modes of damped structures, a substructuring method to determine their sensitivity and
their reanalysis, and finally a criterion to follow-up their evolution for structures depending on a parameter.
The second part is devoted to component mode synthesis methods which include the classical methods, with
fixed, free or hybrid interface, the methods using interface modes or partial interface modes, as well as their
combination with cyclic symmetry reduction. The third part is concerned with multi-stage structures such as
bladed-disk assemblies whose each stage has a cyclic symmetry but not the whole structure. A multi-stage
cyclic symmetry reduction method has been developed with a new selection of phase indexes for each stage
in each reduced system. It can be used alone or combined with component mode synthesis. The fourth part
is concerned with the fluid-structure coupling in turbomachinery. The structure, a bladed disk having a cyclic
symmetry, is subject to the aerodynamic forces applied by the fluid and which depend on the displacements of
the structure. The projection of the equation of the structure on their complex eigen modes provides a reduced
coupled system in which the generalized aerodynamic forces are obtained from the harmonic motions of the
modes. Two solution methods and a multi-parameter modeling method are proposed to obtain the solutions of
the coupled system for a large number of values of the parameters.
Keywords: model reduction, eigen frequency and mode, sensitivity, component mode synthesis, cyclic sym-
metry, multi-stage structure, fluid-structure coupling, aeroelasticity.
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Chapitre I
ACTIVITE´S SCIENTIFIQUES
I.1. Synthe`se des travaux de recherche re´alise´s
Depuis ma the`se de Docteur Inge´nieur sur l’e´tude du comportement dynamique des rotors flexibles (Lalanne
& Ferraris, 1998) 1, mes activite´s de recherche concernent le domaine de la dynamique des structures, des
syste`mes poly-articule´s et des syste`mes couple´s fluide-structure. Les principaux the`mes e´tudie´s sont :
1. E´tude des e´quations de Kane et des syste`mes de corps flexibles poly-articule´s 2 ;
2. Me´thodes de Lanczos de recherche de fre´quences et modes propres 3 ;
3. Me´thodes de calcul des sensibilite´s, de re´analyse et de suivi des modes propres 4 ;
4. Me´thodes de synthe`se modale (sous-structuration dynamique) 5 ;
5. Me´thodes de couplage fluide-structure dans les turbomachines 6 ;
6. Me´thodes de re´duction de mode`le de structures multi-e´tages avec syme´trie cyclique 7.
D’autre part, j’ai encadre´ des the`ses sur la re´duction de mode`le du domaine fluide 8 et des structures non
line´aires 9.
Dans la plupart des cas, il s’agit de de´velopper des me´thodes de re´solution pour re´pondre a` un type de
proble`me donne´ en essayant d’ame´liorer la performance ou la pre´cision, comme pour le calcul des fre´quences et
modes propres, de la re´ponse force´e, des sensibilite´s et des modifications de modes propres ou des solutions aux
proble`mes couple´s fluide-structure. La formulation des e´quations constitutives du proble`me est aussi aborde´e
dans l’e´tude des e´quations de Kane et des syste`mes de corps poly-articule´s. Ces travaux donnent lieu a` la mise
en œuvre de logiciels de calcul et des tests de validation sur des applications nume´riques.
Une technique largement utilise´e dans les me´thodes de´veloppe´es est la re´duction du proble`me initial par
la technique de Rayleigh-Ritz qui consiste a` projeter le syste`me d’e´quations du mouvement sur une base de
projection. Les vecteurs de cette base de projection, nomme´s ici par le terme ge´ne´rique de vecteurs de Ritz,
sont par exemple les vecteurs de Lanczos, les modes propres et les modes statiques de sous-structures ou
les modes d’interface dans la synthe`se modale, ou les modes propres de la structure pour le couplage fluide-
structure. L’aspect mathe´matique de cette technique de re´duction de mode`le comme l’e´tude de convergence
en fonction du nombre de vecteurs de Ritz retenus et l’estimation des erreurs de troncation n’est pas aborde´
dans ces travaux. On se contentera d’utiliser, de proposer et de valider des crite`res empiriques tels que celui de
Rubin pour se´lectionner les vecteurs de Ritz intervenant dans la base de projection.
Une autre technique pour re´duire le volume de calcul consiste a` de´composer la structure en sous-structures.
Ces dernie`res sont repre´sente´es soient par des vecteurs de Ritz, ce qui revient a` la technique de projection, soient
par leurs mode`les e´le´ments-finis. Les proprie´te´s de syme´trie sont e´galement exploite´es, e´ventuellement en
combinaison avec d’autres techniques comme la sous-structuration et la synthe`se modale, comme la re´duction
par syme´trie cyclique pour les disques aubage´s, mono- ou multi-e´tages, ce qui revient aussi a` une me´thode de
projection. Le proble`me du de´saccordage dans lequel la syme´trie cyclique est le´ge`rement brise´e est e´galement
e´tudie´. Un aperc¸u de ces travaux est pre´sente´ ci-apre`s.
E´tude du comportement dynamique des rotors flexibles (the`se de Docteur Inge´nieur)
Il s’agit de l’e´tude des vibrations des rotors syme´triques a` paliers dissyme´triques en mouvement de flexion
[1; 2]. On propose des me´thodes de calcul qui permettent de de´terminer les fre´quences et modes propres de
1Publications [1; 2]
2Publications [3; 16; 17; 46; 47; 48]
3Publications [5; 42; 43; 44; 55]
4Publications [6; 21; 22; 23; 24; 34; 51; 57]
5Publications [4; 7; 11; 18; 19; 20; 25; 26; 31; 33; 35; 38; 45; 49; 50; 59; 61; 62]
6Publications [8; 10; 27; 28; 29; 30; 32; 56; 57; 58; 60]
7Publications [14; 63; 64; 66]
8Publications [9; 12; 36; 37; 39]
9Publications [13; 15; 40; 41; 65; 67; 68; 69]
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rotors en fonction de la vitesse de rotation, ainsi que la re´ponse aux excitations telles que les effets de balourd
et de pesanteur. Dans un premier temps, on e´tablit les e´quations du mouvement de rotors dans un repe`re absolu.
Les rotors sont suppose´s constitue´s par un ou plusieurs arbres concentriques, des disques rigides et des paliers.
Les arbres sont mode´lise´s par des e´le´ments finis de poutre en flexion, tandis que les disques sont repre´sente´s par
des masses et des inerties ponctuelles et des effets gyroscopiques, et les paliers par des raideurs et des amortisse-
ments e´ventuellement non syme´triques. Le principe est de calculer l’e´nergie cine´tique et l’e´nergie potentielle
de l’e´le´ment et d’appliquer ensuite les e´quations de Lagrange. On aboutit a` un syste`me diffe´rentiel classique
en dynamique des structures dans lequel les matrices de rigidite´ et d’amortissement sont non syme´triques a`
cause des paliers, tandis que la matrice de gyroscopie est anti-syme´trique et de´pend de la vitesse de rotation.
Deux me´thodes de re´solution particulie`rement adapte´es a` ce syste`me ont e´te´ de´veloppe´es. Dans la premie`re
me´thode de type pseudo-modal, on projette le syste`me diffe´rentiel sur les quelques premiers modes propres du
rotor non amorti et a` l’arreˆt. Dans la deuxie`me me´thode, on calcule directement les fre´quences et les modes
propres gauches et droits du syste`me diffe´rentiel initial par une me´thode d’ite´rations simultane´es et on projette
le syste`me diffe´rentiel sur ces modes. Dans les deux cas, le calcul de la re´ponse est effectue´ a` partir du syste`me
re´duit.
E´tude des e´quations de Kane et des syste`mes de corps flexibles poly-articule´s
Il s’agit dans un premier temps d’e´tablir, a` partir du principe de d’Alembert, les e´quations de Kane (1961)
qui constituent une alternative aux e´quations de Lagrange et au formalisme vectoriel de Newton-Euler pour
formuler les e´quations du mouvement des syste`mes holonomes ou non-holonomes (Tran, 1991). Les e´quations
de Kane sans multiplicateur permettent d’e´liminer automatiquement les forces de liaison non-actives, meˆme
pour les syste`mes non-holonomes, ce qui n’est pas le cas des e´quations de Lagrange. Les e´quations de Kane
sont bien adapte´es pour formuler correctement les e´quations line´arise´es du mouvement, notamment pour l’e´tude
dynamique des corps poly-articule´s.
On e´tudie ensuite les e´quations du mouvement des syste`mes de corps flexibles poly-articule´s (Hooker &
Margulies, 1965; Bodley et al., 1978; Singh et al., 1985) [16; 48]. Le syste`me est compose´ de corps rigides ou
flexibles relie´s par des articulations a` six degre´s de liberte´ dont certains sont fixes ou soumis a` des mouvements
impose´s. Le syste`me peut avoir une configuration ouverte (en arborescence) ou ferme´e (en boucle). Il est
soumis a` des liaisons holonomes ou non-holonomes de type simple et est sujet a` de grandes rotations et trans-
lations dans le repe`re inertiel, avec de petits mouvements e´lastiques dans les repe`res lie´s aux corps. Pour les
corps flexibles, les de´placements e´lastiques, suppose´s petits compare´s aux dimensions du corps, sont exprime´s
comme combinaison line´aire des vecteurs de Ritz qui sont usuellement des modes propres encastre´s en un point
de re´fe´rence.
Deux formalismes sont utilise´s pour e´tablir les e´quations du mouvement du syste`me :
– les e´quations de Lagrange avec multiplicateurs, e´tablies a` partir des e´nergies cine´tiques et potentielles et
de la fonction de dissipation. Les coordonne´es ge´ne´ralise´es sont des variables absolues dans le repe`re inertiel
et les coordonne´es modales.
– les e´quations de Kane avec multiplicateurs, e´tablies a` partir des forces inertielles, des forces actives et
des forces de liaison ge´ne´ralise´es. Les coordonne´es ge´ne´ralise´es sont des variables relatives au niveau des
articulations et les coordonne´es modales.
Dans les deux cas, on aboutit a` un syste`me diffe´rentio-alge´brique qui est re´solu soit par une me´thode de
substitution, soit en utilisant la de´composition en valeurs singulie`res (SVD) ou la de´composition QR. Les
sche´mas d’inte´gration nume´rique sont de type Runge-Kutta ou Adams.
Des simulations nume´riques ont e´te´ effectue´es sur un mode`le simple de bras manipulateur [46] et sur le
de´ploiement des appendices d’un satellite [47].
Me´thodes de Lanczos de recherche de fre´quences et modes propres
Il s’agit de de´velopper la me´thode Lanczos par bloc (Lanczos, 1950; Nour-Omid, 1985) pour calculer les
fre´quences et modes propres des structures amorties dont les matrices de rigidite´, de masse et d’amortissement
sont syme´triques (Tran, 1995). Le syste`me d’e´quations du mouvement libre de la structure est transforme´ en
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un syste`me syme´trique ge´ne´ralise´ aux valeurs propres Ax= λBx dont la taille est double´e. On est alors amene´
a` calculer les valeurs propres et vecteurs propres de la matrice non syme´trique D = A−1 B mais auto-adjointe
par rapport a` la forme biline´aire associe´e a` B.
L’algorithme de Lanczos par bloc permet de construire a` chaque ite´ration une matrice (ou bloc) de l vecteurs
de Lanczos (si l = 1, on obtient l’algorithme de Lanczos a` un vecteur). Le nombre d’ite´rations est soit de´termine´
par un test de convergence, soit fixe´ a` l’avance par des re`gles empiriques. Les vecteurs de Lanczos ainsi con-
struits sont the´oriquement orthogonaux, cependant il est indispensable de compenser la perte d’orthogonalite´
due aux erreurs de calcul par des strate´gies de re´orthogonalisation. En projetant la matrice D sur les vecteurs
de Lanczos, on obtient la matrice de taille re´duite T qui est tridiagonale par bloc et non syme´trique. Les valeurs
propres complexes de T sont les valeurs propres approche´es de plus grands modules de D tandis que les vecteurs
propres de T permettent de reconstituer les modes propres de la structure.
La me´thode de Lanczos ge´ne´ralise´e par bloc est bien adapte´e au calcul des fre´quences et modes multiples,
la taille l des blocs devant eˆtre au moins e´gale au plus grand degre´ de multiplicite´ des fre´quences recherche´es.
Elle permet aussi d’extraire rapidement les fre´quences autour d’une valeur donne´e. Elle est plus rapide que la
me´thode d’ite´rations sur un sous-espace mais moins performante que la me´thode de Lanczos classique.
Me´thodes de calcul des sensibilite´s, de re´analyse et de suivi des modes propres
Il s’agit de calculer les de´rive´es des modes propres par rapport aux parame`tres de conception, de mode´lisation
ou de fonctionnement [6; 22]. Les matrices de rigidite´ et de masse sont syme´triques et les fre´quences propres
sont suppose´es distinctes. Si le calcul des de´rive´es des fre´quences propres ne pose aucun proble`me, il n’en
est pas de meˆme pour les modes propres, car on est amene´ a` re´soudre plusieurs syste`mes line´aires avec des
matrices singulie`res. Les me´thodes classiques sont la me´thode directe (Nelson, 1976) qui est couˆteuse, la
me´thode modale (Fox & Kapoor, 1968) qui n’est pas tre`s pre´cise, et les me´thodes modales modifie´es (Wang,
1991) qui sont des versions ame´liore´es de la me´thode modale. On propose une me´thode mixte combinant la
me´thode directe et la me´thode modale, qui s’applique aux structures localement perturbe´es et dans laquelle la
structure est de´compose´e en sous-structures (Tran, 1996). Pour les sous-structures situe´es assez loin des per-
turbations, on utilise une repre´sentation modale : les de´rive´es des modes propres sont exprime´es comme des
combinaisons line´aires des premiers modes propres de la structure, restreints a` ces sous-structures. Pour les
autres sous-structures, on utilise une repre´sentation e´le´ments-finis comme dans la me´thode directe mais seuls
les degre´s de liberte´ de liaison aux frontie`res avec les sous-structures de type modal sont exprime´s en fonction
des modes propres. L’assemblage des sous-structures se fait a` l’aide des coordonne´es modales. On aboutit a`
des syste`mes line´aires couple´s dont les inconnues sont les coordonne´es modales et les degre´s de liberte´ internes
des sous-structures de type direct. Pour ces dernie`res, on peut e´galement effectuer une condensation statique
aux degre´s de liberte´ de frontie`res avant l’assemblage, ce qui re´duit fortement la taille du syste`me couple´. Le
meˆme principe est ensuite utilise´ pour re´analyser les fre´quences et modes propres des structures localement
perturbe´es. Pour les sous-structures situe´es assez loin de la zone perturbe´e, on exprime les modes propres per-
turbe´s dans une base tronque´e de modes propres non perturbe´s. Pour les autres sous-structures, on garde les
matrices e´le´ments-finis de rigidite´ et de masse perturbe´es, seuls les de´placements de liaison aux frontie`res avec
les sous-structures de type modal sont exprime´s en fonction des modes propres. Ici, on n’effectue pas de con-
densation statique (Guyan, 1965) car cette dernie`re induit une approximation supple´mentaire. Dans les deux
cas, la me´thode mixte est une ame´lioration de la me´thode modale, avec la possibilite´ d’isoler les perturbations
dans des sous-structures utilisant une repre´sentation e´le´ment finis afin d’augmenter la pre´cision. Elle est com-
pare´e avec les me´thodes directe, modale et modale modifie´e, ainsi qu’avec les me´thodes de synthe`se modale.
Ses re´sultats sont comparables a` ceux de la me´thode directe et sont meilleurs que ceux de la me´thode modale.
Le proble`me de suivi de fre´quences et modes propres concerne les syste`mes dynamiques e´volutifs qui
de´pendent continument d’un parame`tre (Leissa, 1974; Perkins & Mote, 1986; Morand & Ohayon, 1995).
Lorsque deux courbes d’e´volution de fre´quences propres en fonction du parame`tre s’approchent, on peut con-
clure a` premie`re vue qu’il y a intersection des courbes ou “croisement des fre´quences”. Cependant, une analyse
plus fine autour du point d’intersection pre´sume´ re´ve`le que pour la plupart des syste`mes re´els, les deux courbes
effectuent des “virages” et se repoussent afin d’e´viter de se croiser : c’est le phe´nome`ne d’“interaction modale”,
ou “curve veering”. Le croisement des fre´quences, qui se traduit par une de´ge´ne´rescence des fre´quences, mais
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pas des modes propres, n’est possible que lorsqu’il n’y pas de couplage entre les modes. Pour un syste`me
couple´ re´el, il existe toujours un couplage meˆme tre`s faible entre les modes. L’interaction modale se pro-
duit lorsque ce couplage est conservatif. Dans ce cas, il ne peut y avoir de fre´quences multiples, les courbes
d’e´volution des fre´quences effectuent des virages, qui sont d’autant plus abrupts que le couplage est faible, pour
e´viter de se croiser. Un couplage non-conservatif donne lieu a` une “coalescence des fre´quences” ou` les deux
courbes s’attirent, se rejoignent, puis se se´parent de nouveau, et qui est caracte´rise´e par une zone d’instabilite´
aux extre´mite´s de laquelle on a a` la fois une de´ge´ne´rescence des fre´quences et des modes propres. Ces diffe´rents
phe´nome`nes sont mis en e´vidence en utilisant la me´thode de projection modale avec une approximation a` deux
modes. On propose ensuite un crite`re de reclassement des fre´quences et modes afin de suivre l’e´volution de
chaque mode et de de´tecter pre´cise´ment et automatiquement ces phe´nome`nes (Tran, 2006).
Me´thodes de synthe`se modale
La mode´lisation par e´le´ments-finis des structures complexes modernes, comme les disques aubage´s dans les
e´tages de turbomachines, conduit a` des syste`mes de tre`s grande taille qui peuvent atteindre plusieurs millions
de degre´s de liberte´. Malgre´ les progre`s re´alise´s sur les moyens informatiques, la re´solution de tels syste`mes
reste tre`s couˆteuse en temps de calcul, surtout lorsque le nombre de simulations a` effectuer est important a` cause
du nombre e´leve´ de parame`tres de conception et de fonctionnement a` prendre en compte et a` faire e´voluer. Il
est donc indispensable de construire des mode`les d’ordre re´duit de ces syste`mes, qui au prix d’une diminution
acceptable de la pre´cision, permettent d’obtenir a` moindre couˆt des simulations du comportement dynamique de
ces structures. Par exemple, lorsque la structure posse`de une parfaite syme´trie cyclique, hypothe`se usuellement
adopte´e au premier abord pour les disques aubage´s dits “accorde´s”, on peut re´duire les calculs sur un seul
secteur re´pe´titif de re´fe´rence, sans perdre de pre´cision (Thomas, 1979; Valid & Ohayon, 1985). Cependant,
lorsqu’une telle proprie´te´ de syme´trie n’est plus valable, comme dans le cas des disques aubage´s “de´saccorde´s”
dont les secteurs re´pe´titifs sont le´ge`rement diffe´rents les uns des autres a` cause des imperfections induites lors
de la fabrication et des modifications volontairement apporte´es a` la structure, d’autres me´thodes de re´duction
de mode`le comme la synthe`se modale s’ave`rent ne´cessaires.
Les me´thodes de synthe`se modale permettent d’effectuer l’analyse dynamique des structures par une de´com-
position en sous-structures (Hurty, 1960; Craig & Bampton, 1968; Benfield & Hruda, 1971; MacNeal, 1971;
Rubin, 1975). On propose dans un premier temps des me´thodes de synthe`se modale avec interface mixte [4;
19; 20] dans lesquelles l’interface entre une sous-structure et les sous-structures adjacentes est partitionne´e
en interface fixe et interface libre. Les de´placements physiques de la sous-structures sont exprime´s comme
une combinaison line´aire des premiers modes propres avec interface mixte, des modes de liaison et des modes
d’attache. En projetant l’e´quation d’e´quilibre de la sous-structure sur les vecteurs de Ritz, on obtient un syste`me
re´duit de la sous-structure dont les inconnues sont les coordonne´es modales et les de´placements d’interface.
Une variante de la me´thode avec interface mixte consiste a` utiliser les modes d’attache re´siduels a` la place des
modes d’attache dans l’expression des de´placements de la sous-structure. Les me´thodes de synthe`se modale
avec interface mixte incluent comme cas particuliers les me´thodes avec interface fixe ou libre.
Pour la plupart des me´thodes de synthe`se modale classiques, le couplage des sous-structures est effectue´
par l’interme´diaire des de´placements d’interface. La taille du syste`me couple´ peut cependant eˆtre importante a`
cause du grand nombre de degre´s de liberte´ a` l’interface. Afin de re´duire le nombre de coordonne´es d’interface
et par conse´quent la taille du syste`me couple´, les me´thodes de synthe`se modale avec modes d’interface ont e´te´
de´veloppe´es en premier lieu pour la me´thode avec interface fixe (Craig & Chang, 1977b; Bourquin, 1992).
Cette me´thode a e´te´ ensuite e´tendue aux me´thodes avec interfaces libres et mixtes [7; 25; 26]. Dans ces
me´thodes, les modes statiques sont remplace´s par les modes d’interface qui sont les premiers modes propres
obtenus par condensation de Guyan de la structure comple`te sur les interfaces entre les sous-structures. Les
de´placements d’interface dans les me´thodes classiques sont remplace´s par les coordonne´es ge´ne´ralise´es as-
socie´es aux modes d’interface, qui sont communes a` toutes les sous-structures et qui servent a` l’assemblage de
ces dernie`res.
Bien que les me´thodes de synthe`se modale avec modes d’interface produisent des syste`mes re´duits couple´s
de taille tre`s petite, un inconve´nient de ces me´thodes est que toutes les coordonne´es physiques sont e´limine´es
du mode`le re´duit. La pre´sence, dans le mode`le re´duit, des coordonne´es physiques d’une partie de l’interface
I.1. Synthe`se des travaux de recherche re´alise´s 5
est cependant souhaitable et parfois ne´cessaire, soit parce que ces coordonne´es peuvent apporter des infor-
mations utiles a` l’utilisateur, soit parce ce que l’on souhaite intervenir directement sur ces coordonne´es lors
de la re´solution du mode`le re´duit, par exemple pour imposer des mouvements prescrits ou pour prendre en
compte des non line´arite´s locales de type contact, frottement ou jeu. De nouvelles me´thodes de synthe`se
modale utilisant les modes d’interface partiels [11; 38] ont e´te´ de´veloppe´es dans le but de pallier cet in-
conve´nient, puisqu’elles permettent a` la fois de re´duire le nombre de coordonne´es d’interface et de conserver
certaines coordonne´es physiques dans le mode`le re´duit. Pour cela, un second niveau de synthe`se modale
est applique´ au syste`me re´duit obtenu par une condensation de Guyan de la structure comple`te sur les co-
ordonne´es d’interface. Ces dernie`res sont partitionne´es en deux parties regroupant respectivement les coor-
donne´es d’interface a` e´liminer ou a` conserver dans le syste`me re´duit couple´. Les modes d’interface partiels sont
les premiers modes propres du syste`me re´duit de Guyan, e´ventuellement encastre´ sur quelques coordonne´es
d’interface a` conserver. Comme dans les me´thodes de synthe`se modale classique, les modes d’interface partiels
sont comple´te´s par des modes statiques du syste`me re´duit de Guyan, et les coordonne´es ge´ne´ralise´es associe´es
a` ces modes statiques sont justement les coordonne´es d’interface a` conserver. Ces nouvelles me´thodes sont une
ge´ne´ralisation des me´thodes de synthe`se modale classiques et des me´thodes utilisant les modes d’interface, ces
dernie`res correspondant aux cas particuliers ou` toutes les coordonne´es physiques d’interface sont respective-
ment conserve´es ou e´limine´es.
Plusieurs me´thodes de synthe`se modale ont e´te´ mises en œuvre, incluant les me´thodes classiques (Tran,
1992), les me´thodes utilisant les modes d’interface (Tran, 2001) et les me´thodes utilisant les modes d’interface
partiels (Tran, 2009b), en combinant les trois types d’interface (fixe, libre et mixte), aussi bien pour les modes
de sous-structures que pour les modes d’interface partiels. Dans le cas des structures avec syme´trie cyclique,
les me´thodes de synthe`se modale sont combine´es avec les proprie´te´s de syme´trie cyclique afin de mode´liser
uniquement un secteur re´pe´titif de re´fe´rence de la structure. Les conditions aux limites de syme´trie cyclique
sont applique´es en deux e´tapes, d’abord sur le syste`me re´duit de Guyan lors du calcul des modes d’interface ou
d’interface partiels, puis sur le syste`me re´duit couple´ lors de la re´solution de ce dernier.
Les me´thodes de synthe`se modale utilisant la de´composition orthogonale aux valeurs propres (POD, Proper
Orthogonal Decomposition) [62] ont e´te´ de´veloppe´es, dans lesquelles les modes POD sont utilise´s a` la place
des modes propres de sous-structures dans la base de projection. Les cliche´s des sous-structures, a` partir
desquels les modes POD des sous-structures sont obtenus, sont soient calcule´s sur chaque sous-structure ou
soient extraits des cliche´s de la structure comple`te. Les modes POD sont ensuite homoge´ne´ise´s de manie`re
a` ce qu’ils soient nuls a` l’interface comme pour les modes propres dans les me´thodes de synthe`se modale.
Combine´e avec la synthe`se modale, la POD fournit des re´sultats de pre´cision comparable a` celle des me´thodes
de synthe`se modale sans la POD, cependant elle est moins pratique car le choix des modes POD est plus de´licat
a` effectuer que celui des modes propres de sous-structures.
Toutes les me´thodes de synthe`se modale de´veloppe´es ont e´te´ applique´es sur des exemples de disques
aubage´s sur lesquels on effectue les calculs des fre´quences et des modes propres ainsi que des re´ponses
fre´quentielles et temporelles, avec prise en compte des non-line´arite´s locales (Tran, 2009a). Les re´sultats
obtenus par les me´thodes de synthe`se modale dans les deux cas, accorde´s et de´saccorde´s, sont en tre`s bonne
concordance avec les re´sultats de re´fe´rence obtenus en utilisant la syme´trie cyclique ou en effectuant les calculs
sur la structure comple`te. Des recommandations ont e´te´ formule´es concernant le choix des me´thodes et des
modes de la base de projection.
Me´thodes de couplage fluide-structure dans les turbomachines
Ce travail concerne l’analyse dynamique du syste`me couple´ fluide-structure dans les turbomachines [8; 10;
27; 28; 29; 30; 32; 56; 57; 58; 60]. La structure, qui consiste en un disque aubage´ en rotation, est soumise a`
des forces ae´rodynamiques exerce´es par le fluide, ces forces de´pendent elles-meˆmes des de´placements de la
structure et sont suppose´es line´aires en fonction de ces de´placements. On suppose que la structure posse`de des
proprie´te´s de syme´trie cyclique, ce qui permet de re´duire les calculs a` un seul secteur re´pe´titif de re´fe´rence. Il
suffit alors de re´soudre l’e´quation du mouvement du secteur de re´fe´rence en coordonne´es d’ondes tournantes
dans laquelle sont pris en compte les effets de rotation et sur laquelle sont applique´es les conditions aux limites
de syme´trie cyclique. Pour chaque indice de de´phasage, on calcule les modes propres complexes du secteur de
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re´fe´rence de la structure dans le vide en ne´gligeant les matrices d’amortissement et de gyroscopie. La projection
de l’e´quation du mouvement du secteur de re´fe´rence sur les modes complexes fournit un syste`me re´duit couple´.
Les forces ae´rodynamiques instationnaires sont ge´ne´re´es par les de´placements de la structure. Contraire-
ment au couplage direct (Jacquet-Richardet & Rieutord, 1998; Dugeai, 2005, 2008), on utilise ici un couplage
indirect ou` les forces ae´rodynamiques exerce´es sur le secteur de re´fe´rence s’expriment comme une combinai-
son line´aire de celles obtenues en utilisant les modes propres comme base de de´placements. La projection de
ces forces sur les modes propres fournit une matrice de coefficients ae´rodynamiques complexes dont le produit
avec le vecteur des coordonne´es modales repre´sente les forces ae´rodynamiques ge´ne´ralise´es. En pratique, ces
dernie`res sont calcule´es avec un logiciel d’ae´rodynamique (Dugeai et al., 2000) a` partir des modes propres
sur lesquels on impose des mouvements harmoniques a` un certain nombre de fre´quences d’excitation. Dans
le domaine fre´quentiel, les matrices supple´mentaires provenant des forces ae´rodynamiques sont ajoute´es aux
matrices ge´ne´ralise´es du syste`me re´duit de la structure, ce qui conduit a` un proble`me aux valeurs propres non
line´aire (e´quation de flottement) dont les matrices de´pendent des valeurs propres inconnues. La re´solution de
l’e´quation de flottement est re´alise´e en utilisant soit la me´thode du double balayage (ou me´thode p−k) (Dat &
Meurzec, 1969), soit la me´thode de lissage des forces ae´rodynamiques ge´ne´ralise´es par fractions rationnelles
de Karpel (1982) puis par une me´thode ite´rative de re´solution base´e sur la recherche des points fixes d’une
fonction (Tran et al., 2003). On obtient alors les diagrammes de flottement qui permettent de suivre l’e´volution
des valeurs propres en fonction de la vitesse ou du de´bit du fluide en infini amont et de de´terminer si le syste`me
couple´ est stable ou non en examinant l’amortissement de chaque mode ae´roe´lastique. Dans le domaine tem-
porel, la me´thode de lissage par fractions rationnelles de Karpel est utilise´e pour obtenir une approximation des
forces ae´rodynamiques ge´ne´ralise´es a` l’aide des variables d’e´tat auxiliaires. Le syste`me re´duit couple´ est alors
re´solu en utilisant un sche´ma d’inte´gration temporelle de Newmark.
Afin de de´tecter les zones d’instabilite´, les calculs ae´rodynamiques et de couplage doivent eˆtre effectue´s
en plusieurs points du diagramme de fonctionnement de la turbomachine, en faisant varier des parame`tres
comme la vitesse de rotation, la contre-pression, le de´bit etc. Ceci conduit a` un nombre important de cal-
culs ae´rodynamiques qui constituent la partie la plus couˆteuse en temps de calcul pour obtenir les solutions
du proble`me couple´. Afin de re´duire le nombre de calculs ae´rodynamiques, une me´thode de lissage multi-
parame`tres des forces ae´rodynamiques ge´ne´ralise´es a e´te´ propose´e. Cette me´thode de lissage multi-parame`tres
mono-variable, de´ja` applique´e au cas des avions (Poirion, 1996), utilise un premier lissage par fonctions splines
sur le parame`tre choisi, par exemple la vitesse de rotation, puis un second lissage par fractions rationnelles de
Karpel sur les fre´quences re´duites. On obtient une expression des forces ae´rodynamiques ge´ne´ralise´es et un
syste`me couple´ qui de´pendent explicitement du parame`tre, aussi bien dans le domaine fre´quentiel que dans le
domaine temporel, ce qui permet d’effectuer des calculs de couplage pour une valeur quelconque du parame`tre.
On propose ensuite une ame´lioration de la me´thode de lissage multi-parame`tres des forces ae´rodynamiques
ge´ne´ralise´es afin de re´duire davantage le nombre de calculs ae´rodynamiques (Tran, 2009c). Pour cela, la tech-
nique d’interpolation par fonctions splines multi-variables est utilise´e. Cette me´thode permet de faire varier
simultane´ment plusieurs parame`tres et d’effectuer le calcul de couplage ae´roe´lastique pour des valeurs quel-
conques des parame`tres, sans calculs ae´rodynamiques supple´mentaires. Elle permet e´galement d’extrapoler les
forces ae´rodynamiques ge´ne´ralise´es et d’effectuer le calcul de couplage pour les valeurs des parame`tres situe´es
en dehors des intervalles de´finis par les valeurs initiales, ce qui facilite la de´tection des zones d’instabilite´ qui
se trouvent souvent a` la pe´riphe´rie des zones stables.
La me´thode de couplage et de lissage multi-parame`tres a e´te´ applique´e a` un exemple de compresseur, en
choisissant la vitesse de rotation et le de´phasage inter-aube comme parame`tres. Les re´sultats obtenus par la
re´solution du syste`me couple´ aussi bien dans le domaine fre´quentiel que dans le domaine temporel sont en
bonne concordance avec les re´sultats de re´fe´rence obtenus aux points initiaux et aux points de ve´rification ou`
les forces ae´rodynamiques ge´ne´ralise´es ont e´te´ calcule´es. L’approche point-par-point, qui consiste a` utiliser
les forces ae´rodynamiques ge´ne´ralise´es obtenues par le lissage spline comme donne´es du calcul de couplage,
fournit e´galement de tre`s bons re´sultats. Dans les deux approches, la possibilite´ d’extrapolation permet de
pre´dire des zones d’instabilite´ situe´es en dehors du domaine de fonctionnement et dans lesquelles les calculs
ae´rodynamiques n’ont pas abouti.
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Mode`les re´duits de structures multi-e´tages avec syme´trie cyclique
Cette e´tude [14; 63; 64; 66] concerne la construction de mode`les re´duits des assemblages de disques aubage´s
compose´s de plusieurs e´tages, chaque e´tage est constitue´ d’un disque aubage´ posse´dant une syme´trique cy-
clique. L’approche mono-e´tage qui consiste a` e´tudier se´pare´ment les e´tages en exploitant la syme´trique cy-
clique n’est plus valable a` cause du couplage entre les disques (Bladh et al., 2003). Afin de prendre en compte
le couplage inter-disque, l’approche multi-e´tages, qui consiste a` e´tudier la structure multi-e´tages comple`te, doit
eˆtre utilise´e. Cependant la mode´lisation de la structure comple`te ou meˆme d’un disque complet conduit a` des
syste`mes d’e´quations de tre`s grande taille, ce qui augmente drastiquement les temps de calcul. Des approches
pour obtenir des mode`les re´duits des rotors multi-e´tages ont e´te´ propose´es (Song et al., 2005; Sinha, 2008).
Lorsqu’on observe les modes propres des structures multi-e´tages obtenus par le calcul du syste`me complet,
certains de ces modes sont similaires aux modes propres des disques isole´s, avec notamment l’apparition de
diame`tres nodaux dont les nombres correspondent aux indices de de´phasage du cas de la syme´trie cyclique
mono-e´tage. A partir de ces observations, l’ide´e d’e´tendre la re´duction par syme´trie cyclique aux structures
multi-e´tages a e´te´ de´veloppe´e en premier lieu par Laxalde et al. (2007; 2007; 2007) qui imposent des e´quations
de liaison line´aires inter-disques, puis reprise par Sternchu¨ss et al. (2007; 2008; 2009) qui introduisent des
structures inter-disques, et ensuite utilise´e dans d’autres travaux qui tiennent compte du de´saccordage (Laxalde
& Pierre, 2011) ou des incertitudes (Segui Vasquez, 2013). Dans cette approche, le syste`me couple´ d’e´quations
du mouvement de la structure multi-e´tages, incluant les e´quations des structures inter-disques et les e´quations
de liaison, est exprime´ en fonction des coordonne´es d’ondes tournantes des disques, et les conditions aux limites
de syme´trie cyclique sont applique´es simultane´ment a` tous les disques et a` tous les indices de de´phasage. La
re´duction par syme´trie cyclique multi-e´tages (MSCS, Multi-Stage Cyclic Symmetry) consiste alors a` re´soudre
le syste`me couple´ en se´lectionnant seulement quelques indices de de´phasage pour chaque disque. Ceci conduit
a` plusieurs syste`mes re´duits qui sont des approximations du syste`me couple´ complet.
D’autre part, les me´thodes de synthe`se modale telles que la me´thode classique avec interface fixe de Craig
& Bampton (1968) sont des techniques bien connues pour obtenir des mode`les re´duits d’une structure par une
de´composition de cette dernie`re en sous-structures (Tran, 2001, 2009b,a). Pour les disques aubage´s multi-
e´tages, Sternchu¨ss et al. (2007; 2008; 2009) ont combine´ la re´duction MSCS et les mode`les re´duits des secteurs
de re´fe´rence obtenus par synthe`se modale. D’Souza et al. (2012; 2012) ont e´galement e´tudie´ des disques
aubage´s multi-e´tages en combinant les approches dans (Song et al., 2005; Lim et al., 2007).
Le but de cette e´tude (Tran, 2014) est de construire des mode`les re´duits des disques aubage´s multi-e´tages en
utilisant la re´duction MSCS de´veloppe´e par Laxalde (2007) et Sternchu¨ss (2009) avec une nouvelle se´lection
des indices de de´phasage et/ou les diffe´rentes me´thodes de synthe`se modale de´veloppe´es dans (Tran, 2001,
2009b). Les me´thodes de synthe`se modale sont utilise´es pour obtenir des mode`les re´duits des secteurs de
re´fe´rence ou des disques aubage´s complets. Les mode`les re´duits de la structure multi-e´tages comple`te sont
ensuite obtenus soit en appliquant la re´duction MSCS sur les mode`les re´duits des secteurs de re´fe´rence, soit
en assemblant directement les mode`les re´duits des disques augabe´s. Les me´thodes de re´duction de mode`le
de´veloppe´es sont applique´es sur un exemple de trois disques aubage´s. On montre que deux me´thodes de
re´duction de mode`le sont particulie`rement performantes, qui sont les me´thodes de synthe`se modale avec des
modes d’interface sans la re´duction MSCS, et les me´thodes de synthe`se modale avec coordonne´es d’ondes
tournantes combine´es avec la re´duction MSCS.
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Mode`les re´duits du domaine fluide pour le couplage fluide-structure
Afin de diminuer le couˆt des calculs ae´rodynamiques dans l’e´tude des syste`mes couple´s ae´roe´lastiques,
un travail de the`se (Placzek, 2009) [9; 12; 36; 37; 39] a e´te´ mene´ a` l’ONERA pour de´velopper des mode`les
re´duits ae´rodynamiques. Parmi les multiples me´thodes de re´duction de´veloppe´es par le passe´, la projection
de Galerkin sur une base de vecteurs issus de la de´composition orthogonale aux valeurs propres (POD) d’un
ensemble de re´ponses du syste`me s’est impose´e en me´canique des fluides. Apre`s avoir e´tabli un certain nombre
de proprie´te´s de la me´thode, le principe de construction d’un mode`le d’ordre re´duit reposant sur l’utilisation
des modes POD a e´te´ rappele´ puis applique´ a` un syste`me dynamique line´aire pour lequel plusieurs formu-
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lations ont e´te´ de´veloppe´es puis compare´es pour tenir compte de conditions aux limites spe´cifiques (Placzek
et al., 2008). La proce´dure a ensuite e´te´ mise en œuvre afin de construire le mode`le d’ordre re´duit d’un fluide
compressible visqueux gouverne´ par les e´quations de Navier-Stokes. Un premier mode`le re´duit de´veloppe´ pour
un domaine de frontie`res fixes a e´te´ corrige´ au moyen de diverses techniques puis valide´ sur l’exemple d’un
profil NACA0012 positionne´ de manie`re a` provoquer l’apparition d’une alle´e instationnaire de Von Karman
dans le sillage [37]. Dans un second temps, le mode`le d’ordre re´duit a e´te´ e´tendu au cas d’un domaine mobile
en faisant l’hypothe`se d’un mouvement de corps rigide (Placzek et al., 2011). Ainsi, la formulation adopte´e
permet de se ramener a` un domaine fixe afin d’e´luder le proble`me de de´finition des modes POD. Ce second
mode`le re´duit est alors applique´ a` la reproduction de l’e´coulement transsonique autour d’un profil NACA0064
anime´ d’un mouvement d’oscillation harmonique autour d’une position d’e´quilibre. Plutoˆt que de calculer ex-
plicitement les coefficients du mode`le d’ordre re´duit a` partir de leurs expressions analytiques, une identification
des termes a e´te´ pratique´e afin, d’une part, d’ame´liorer la pre´cision des re´sultats et, d’autre part, de diminuer
conside´rablement le temps de calcul pour la construction du mode`le re´duit.
Mode`les re´duits de structures non line´aires
L’objectif de cette e´tude qui a fait l’objet d’une the`se a` l’ONERA (Lu¨lf, 2013) [13; 40; 41; 65; 67; 68;
69] est de construire des mode`les re´duits de structures comportant des non-line´arite´s ge´ome´triques de grands
de´placements par la me´thode de re´duction de mode`le par projection, qui est une des plus connues et des plus
utilise´es. La me´thode de re´duction par projection consiste a` exprimer les de´placements physiques de la structure
discre´tise´e au moyen d’une base de projection, et de projeter l’e´quation du mouvement de la structure sur cette
base. Elle conduit a` un syste`me re´duit qui conserve la meˆme structure que le syste`me complet et qui se preˆte
donc aux meˆmes me´thodes de re´solution.
La premie`re partie de cette e´tude (Lu¨lf et al., 2012, 2013b) est consacre´e a` la comparaison de diffe´rentes
bases de projection pour les structures non-line´aires. Les bases de projection sont teste´es sur un exemple simple
de masses et de ressorts. Les non-line´arite´s sont ponctuelles ou re´parties et les excitations exte´rieures sont har-
moniques ou impulsionnelles, ce qui donne en tout quatre configurations en fonction du type de non-line´arite´ et
d’excitation. La construction des bases de projection de´pend de ces configurations, certaines bases de projec-
tion dites “a posteriori”, comme les bases POD (Proper Orthogonal Decomposition), SOD (Smooth Orthogonal
Decomposition) et CVT (Centroidal Voronoi Tessellation), ne´cessitent la connaissance de la solution, meˆme
partielle, du syste`me complet, contrairement aux bases de projection dites “a priori”, comme les bases LNM
(Linear Normal Mode), APR (A Priori Reduction), LELSM (Local Equivalent Linear Stiffness Method) ou les
vecteurs de Ritz de´pendant d’un chargement. Les bases de projection sont e´value´es sous deux crite`res, leur
pre´cision et leur robustesse. Cette e´tude a permis de montrer qu’aucune base de projection n’est entie`rement
satisfaisante pour restituer de fac¸on pre´cise la re´ponse de la structure pour les diffe´rents types de sollicitations
exte´rieures, ni assez robuste face aux changements de ces dernie`res. Cependant, deux bases de projection se
montrent assez homoge`nes, qui sont la base des modes LNM et la base des modes POD.
La deuxie`me partie de cette e´tude (Lu¨lf et al., 2013a, 2015) propose une me´thode inte´gre´e qui met en œuvre
trois approches permettant d’obtenir des re´ponses transitoires pre´cises, rapides et parame´trables des mode`les
re´duits de structures non line´aires: la formulation polynomiale des forces non line´aires (Rizzi & Muravyov,
2001; Muravyov & Rizzi, 2003) pour l’autonomie et la rapidite´, la mise a` jour et l’augmentation de la base de
projection pour la pre´cision et finalement l’interpolation des bases de projection (Amsallem & Farhat, 2008;
Amsallem et al., 2009) pour adapter les mode`les re´duits au changement des parame`tres.
I.3. Organisation de ce me´moire
Ce me´moire de´crit parmi les travaux pre´sente´s ci-dessus ceux qui sont lie´s aux me´thodes re´duction de
mode`le et plus ge´ne´ralement aux me´thodes de projection.
Le deuxie`me chapitre regroupe quelques travaux sur les fre´quences et modes propres: me´thode de Lanczos,
sensibilite´s, re´analyse et suivi des fre´quences et des modes propres.
Le troisie`me chapitre concerne les me´thodes de synthe`se modale.
Le quatrie`me chapitre concerne les structures multi-e´tages avec syme´trie cyclique.
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Le cinquie`me chapitre traite les me´thodes de couplage fluide-structure dans les turbomachines.
Enfin, le sixie`me chapitre pre´sente les conclusions et les perspectives.
L’annexe contient les publications [2; 3; 4; 5; 6; 7; 8; 34; 9; 10; 11; 12; 13; 14; 15].
Les applications nume´riques ne sont de´crites que succinctement, une description plus de´taille´e peut eˆtre
trouve´e dans les publications jointes en annexe.
Les travaux publie´s dans [2; 3] concernant la dynamique des rotors et les e´quations de Kane, ainsi que les
travaux de the`se de Placzek (2009) [9; 12] et Lu¨lf (2013) [13; 15] sur les mode`les re´duits du domaine fluide
et des structures non line´aires, ne sont pas de´crits dans ce me´moire, cependant les publications correspondant
figurent dans l’annexe.
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Chapitre II
TRAVAUX SUR LES FRE´QUENCES ET MODES PROPRES
II.1. Me´thode de Lanczos de recherche de fre´quences et modes propres
II.1.1. Introduction
La me´thode de Lanczos (1950) classique a` un vecteur permet initialement de ge´ne´rer de fac¸on ite´rative des
vecteurs orthogonaux et de transformer une matrice A syme´trique en une matrice tridiagonale syme´trique T
de meˆme dimension et ayant les meˆmes valeurs propres que A. Elle a e´te´ de´laisse´e dans un premier temps au
profit des me´thodes de Givens et de Householder a` cause de la de´gradation de l’orthogonalite´ entre les vecteurs
de Lanczos au cours des ite´rations. Les travaux de Paige (1971, 1972, 1976) ont cependant montre´ qu’une
tridiagonalisation partielle de A avec les premiers vecteurs de Lanczos conduit a` une matrice tridiagonale
syme´trique de dimension re´duite dont les valeurs propres convergent rapidement vers les plus grandes valeurs
propres de A. Cette me´thode de Lanczos classique a` un vecteur a e´te´ utilise´e par plusieurs auteurs (Newman &
Pipano, 1973; Nour-Omid et al., 1983; Weingarten et al., 1983; Chang, 1986) pour calculer les premie`res fre´-
quences et modes propres de structures non amorties, ce qui revient, moyennant une de´composition de Cholesky
de la matrice de rigidite´ apre`s un e´ventuel de´calage, a` de´terminer les plus grandes valeurs propres et vecteurs
propres d’une matrice syme´trique. La version par bloc de la me´thode de Lanczos classique a e´te´ de´veloppe´e
(Golub & Undergood, 1977) pour calculer les fre´quences multiples.
La me´thode de Lanczos a e´te´ ensuite applique´e aux syste`mes ge´ne´ralise´s aux valeurs propres Ax= λBx ou`
A et B sont des matrices syme´triques et B est positive. Cette me´thode de Lanczos ge´ne´ralise´e a e´te´ pre´sente´e
dans les versions a` un vecteur (Nour-Omid, 1984; Matthies, 1985) et par bloc (Nour-Omid, 1985; Matthies,
1985). Ces travaux utilisent le fait que B est positive et remplace le produit scalaire canonique par le produit
scalaire associe´ a` B. Carnoy et Ge´radin (1985) ont pre´sente´ une version a` un vecteur qui s’applique au cas ou`
B est non positive, ce qui conduit une matrice tridiagonale non syme´trique avec des valeurs propres complexes.
Notons que la me´thode de Lanczos a e´te´ e´galement applique´e aux matrices anti-syme´triques (Bauchau, 1986)
ou non-syme´triques (Ge´radin, 1979) et au calcul de la re´ponse (Nour-Omid, 1984; Crawley, 1988; Chen &
Taylor, 1989).
Dans ce travail, on propose une me´thode de Lanczos par bloc pour les syste`mes ge´ne´ralise´s aux valeurs
propres dans lesquels A et B sont syme´triques mais pas ne´cessairement de´finies positives. Cette me´thode est
applique´e au calcul des fre´quences et modes complexes des structures amorties dont les matrices de rigidite´, de
masse et d’amortissement sont syme´triques. Elle permet notamment d’extraire des fre´quences multiples avec
toutes leurs multiplicite´s, ce qui n’est pas toujours le cas de la me´thode de Lanczos a` un vecteur. Elle s’applique
e´galement aux structures non amorties et en particulier pour calculer les fre´quences autour d’une valeur fixe´e.
II.1.2. Syste`me ge´ne´ralise´ aux valeurs propres pour les structures amorties
On conside`re le syste`me aux valeurs propres associe´ au mouvement libre d’une structure amortie :
K x + r C x + r2 M x = 0 (1)
ou` K est la matrice de rigidite´, syme´trique et positive, C est la matrice d’amortissement, syme´trique, et M est
la matrice de masse, syme´trique et positive.
Le syste`me (1) peut encore s’e´crire sous forme d’un syste`me de dimension double :
A y + r B y = 0 (2)
avec :
A =
[
K 0
0 −M
]
, B =
[
C M
M 0
]
et y =
{
x
r x
}
. (3)
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On introduit le de´calage α ∈ R et le facteur d’e´chelle s ∈ R∗+ en posant :
λ=− s
r−α . (4)
Le syste`me (2) devient :
A′ y =
1
λ
B′ y (5)
avec
A′ = A+α B =
[
K+αC αM
αM −M
]
(6)
et
B′ = s B. (7)
Le de´calage α est choisi de fac¸on que la matrice
K′ = K + α C + α2 M (8)
soit inversible (α= 0 si K est inversible) tandis que le facteur d’e´chelle s sert a` e´quilibrer les ordres de grandeur
des termes de A′ et B′.
Les matrices A′ et B′ sont syme´triques, cependant aucune d’elles n’est de´finie positive. On ne peut donc
pas appliquer la me´thode de Lanczos classique qui ne´cessite la de´composition de Cholesky de l’une des deux
matrices.
En supposant dans un premier temps que A′ est inversible, on e´crit Eq. (5) sous forme :
D y = λ y (9)
avec
D = A′−1 B′ = s
[
K′−1 (C+αM) K′−1 M
−K′−1 K αK′−1 M
]
. (10)
L’expression de D montre que seule K′ doit eˆtre inversible tandis que C et M peuvent eˆtre singulie`res. En effet,
meˆme si A′ n’est pas inversible, on peut toujours aboutir au syste`me (9), avec D de´fini par Eq. (10), en partant
directement de Eq. (1). On a en tous cas :
A′ D = B′, (11)
ce qui entraine, A′ et B′ e´tant syme´triques :
B′ D = tD B′. (12)
On conside`re la forme biline´aire syme´trique b : R2n×R2n −→ R dont la matrice dans la base canonique de
R2n est B′ :
b(u,v) = tu B′ v. (13)
On de´finit la “norme” associe´e a` b :
‖u‖b =
√
|b(u,u)| =
√
|tu B′ u|. (14)
De Eq. (12), on de´duit que D est auto-adjointe par rapport a` b. Pour tous vecteurs u et v, on a :
b(u,Dv) = b(Du,v). (15)
Cette proprie´te´ de D permet d’appliquer l’algorithme de Lanczos au syste`me non syme´trique (9), a` condi-
tion de remplacer le produit scalaire tuv par b(u,v) et la norme euclidienne ‖u‖ par ‖u‖b. Dans ce qui suit,
l’orthogonalite´ entre deux vecteurs u et v se rapporte donc a` b : b(u,v) = 0.
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II.1.3. Me´thode de Lanczos par bloc
La me´thode de Lanczos ge´ne´ralise´e a` un vecteur permet de re´soudre le syste`me non syme´trique (9), cepen-
dant les valeurs propres multiples ne sont pas fournies avec toutes leurs multiplicite´s. Ceci est reme´die´ avec la
me´thode de Lanczos ge´ne´ralise´e par bloc. Soit l un entier fixe´, l > 1, appele´ taille des blocs et qui est supe´rieur
ou e´gal au plus grand degre´ de multiplicite´ attendu des fre´quences recherche´es. Le cas l = 1 correspond a` la
me´thode de Lanczos ge´ne´ralise´e a` un vecteur.
La me´thode de Lanczos ge´ne´ralise´e par bloc permet de ge´ne´rer m blocs de Lanczos Q1, . . . ,Qm qui sont des
matrices de dimension 2n×l, n e´tant la dimension du syste`me (1), et qui ve´rifient les relations d’orthonormalite´ :
tQi B′ Q j = 0 si i 6= j,
tQi B′ Qi = Ei
(16)
ou` Ei est une matrice diagonale de dimension l avec les termes diagonaux e´gaux a` 1 ou −1.
Soit Q la matrice forme´e par Q1, . . . ,Qm :
Q = [Q1, . . . ,Qm], (17)
et
E = tQ B′Q = diag(E1, . . . ,Em). (18)
En reportant dans Eq. (9) le changement de variable :
y = Q z (19)
puis en pre´mutipliant Eq. (9) par E tQB′, on obtient un syste`me re´duit de dimension ml :
Tz = λ z (20)
avec
T = E tQ B′ D Q. (21)
T est une matrice tridiagonale par blocs, non syme´trique :
T =

H1 S1
R2 H2
. . .
. . . . . . Sm−1
Rm Hm
 . (22)
Hi, Ri et Si sont des matrices carre´es de dimension l, avec Ri triangulaire supe´rieure et Si triangulaire infe´rieure.
T est en fait une matrice “bande” de demi-largueur de bande l+1.
Les valeurs propres λ, re´elles et complexes, de T sont de´termine´es par une transformation sous forme de
Hessenberg puis en utilisant la me´thode du QR (Smith & et al., 1976). Ce sont des approximations des valeurs
propres de plus grands modules de D. Les valeurs propres et les vecteurs propres complexes sont deux a` deux
complexes conjugue´s. Les valeurs propres de Eq. (1) sont de´duites de λ par Eq. (4) :
r = α − s
λ
(23)
et les vecteurs propres x de Eq. (1) sont obtenus en utilisant Eqs. (19) et (3). Les pulsations propres sont les
parties imaginaires positives de r.
Les blocs de Lanczos Q1, . . . ,Qm sont ge´ne´re´s en utilisant l’algorithme suivant. On part d’un bloc P0 :
P0 = DW (24)
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ou` W est une matrice de dimension 2n×l ge´ne´re´e ale´atoirement.
A chaque ite´ration i = 1, . . . ,m, on effectue :
1) De´composition QR de Pi−1 en Qi Ri (25)
2) Ei =
tQi B
′ Qi (26)
3) Si−1 = Ei−1
tRi Ei (avec S0 = 0) (27)
4) P′i = D Qi−Qi−1 Si−1 (avec Q0 = 0) (28)
5) Hi = Ei
tQi B
′ P′i (29)
6) Pi = P′i−Qi Hi (30)
On a la relation :
Pi = D Qi−Qi−1 Si−1−Qi Hi. (31)
La de´composition QR de Pi−1 consiste a` trouver une matrice Qi dont les vecteurs colonnes sont orthonorme´s
et une matrice carre´e triangulaire supe´rieure Ri telles que Pi−1 = Qi Ri. Cette de´composition est re´alise´e en
utilisant l’algorithme de Gram-Schmidt adapte´ a` la forme biline´aire b.
De la meˆme fac¸on que pour la me´thode a` un vecteur, on de´montre par re´currence que chaque bloc Qi est
orthogonal aux blocs pre´ce´dents Q1, . . . ,Qi−1 et que la matrice T de´finie par Eq. (22) et dont les sous-matrices
Hi, Ri et Si sont celles fournies par l’algorithme ve´rifie bien Eq. (21).
A cause de la de´gradation de l’orthogonalite´ au cours des ite´rations, il est indispensable de re´orthogonaliser
explicitement les blocs des Lanczos ainsi que les vecteurs dans chaque bloc. Cette re´orthogonalisation est ef-
fectue´e a` deux niveaux. Le premier, propose´ par Matthies (1985), consiste a` re´orthogonaliser syste´matiquement
deux fois le bloc Pi aux blocs Q1, . . . ,Qi, avant la de´composition QR. Ceci est re´alise´ en ajoutant dans l’algo-
rithme une e´tape supple´mentaire 6′) apre`s l’e´tape 6) :
6′) Pki = P
k−1
i −
i−1
∑
j=1
Q j (E j
tQ j B
′ Pk−1i ) avec P
0
i = Pi et k = 1, 2 (32)
apre`s laquelle P2i devient le nouveau bloc Pi.
Le deuxie`me niveau consiste a` re´orthogonaliser ite´rativement chaque bloc Qi aux blocs pre´ce´dents Q1, . . . ,Qi−1.
Ceci est re´alise´ en ajoutant une e´tape supple´mentaire 1′) apre`s l’e´tape 1) :
1′) Qki = Q
k−1
i −
i−1
∑
j=1
Q j (E j
tQ j B
′ Qk−1i ) avec Q
0
i = Qi et k = 1, 2 . . . (33)
On ite`re sur k jusqu’a` ce qu’on obtiennne une matrice Qki dont les vecteurs colonnes sont nume´riquement
orthogonaux a` tous les vecteurs composant les blocs Q1, . . . ,Qi−1. Apre`s orthogonalisation et normalisation
des vecteurs de Qki , ce dernier devient le nouveau bloc Qi et on continue l’algorithme.
Le nombre m des blocs de Lanczos est de´termine´ soit en calculant les valeurs propres de T a` chaque ite´ration
puis en testant la convergence sur celles de plus grandes modules, soit en utilisant la formule empirique :
m = max (2 [
2 p
l
] + 2 , 2 [
6
l
] + 2) (34)
ou` p est le nombre de fre´quences propres recherche´es et [.] est la partie entie`re.
On remarque que les matrices de dimension double B′ et D n’interviennent que dans les produits du type
B′u et Du ou` u = t[tu1, tu2] est un vecteur de dimension 2n. En effet, on a :
B′u =
{
v1
v2
}
=
{
s(Cu1+Mu2)
sMu1
}
(35)
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et
Du =
{
K′−1 (v1+αv2)
αK′−1 (v1+αv2)− su1
}
. (36)
L’ope´ration Du ne ne´cessite donc qu’une seule re´solution d’un syste`me line´aire de dimension n : K′−1 (v1 +
αv2). On n’a en fait pas besoin de former explicitement B
′ et D.
Cas des structures non amorties
L’e´quation du mouvement libre d’une structure non amortie s’e´crit :
K x − ω2 M x = 0. (37)
On introduit le de´calage α ∈ R+ et le facteur d’e´chelle s ∈ R∗+ en posant :
λ=
s
ω2+α
. (38)
Le syste`me (37) devient :
K′ x =
1
λ
M′ x (39)
ou` K′ = K+αM est de´finie positive et en particulier inversible et M′ = sM est positive.
On e´crit Eq. (39) sous la forme :
D x = λ x (40)
avec D = K′−1 M′ ve´rifiant : M′ D = tDM′.
On peut donc appliquer l’algorithme de Lanczos ge´ne´ralise´ par bloc en remplac¸ant A′ par K′ et B′ par M′.
On a en particulier :
b(u,v) = tu M′ v. (41)
Comme M′ est positive, il en re´sulte que b(qi,qi)> 0, E de´fini par Eq. (18) est la matrice d’identite´. La matrice
T de´finie par Eq. (21) est syme´trique et ses valeurs propres λ sont re´elles.
D’autre part, K′ n’a pas besoin d’eˆtre positive car on n’effectue pas de de´composition de Cholesky. On peut
donc introduire un de´calage α ne´gatif. En particulier, si l’on veut calculer les pulsations propres autour d’une
valeur fixe´e ω0 et non plus les plus petites, on prend alors :
α=− ω20. (42)
L’algorithme de Lanczos fournit des approximations des valeurs propres :
λ=
s
ω2−ω20
(43)
de plus grandes valeurs absolues de Eq. (40), ce qui correspondent a` des pulsations propres ω les plus proches
de ω0.
Comme les valeurs propres sont re´elles, le nombre m des blocs de Lanczos donne´ par Eq. (34) doit eˆtre
divise´ par 2.
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II.1.4. Re´sultats - Conclusions
Trois applications nume´riques ont e´te´ traite´es dans (Tran, 1995, cf. Annexe) :
– un syste`me de masses et ressorts avec amortissement proportionnel. Les fre´quences complexes sont
compare´es aux solutions analytiques.
– un rotor compose´ d’un arbre, d’un disque et des paliers, avec amortissement syme´trique quelconque (Tran,
1981). Les fre´quences doubles et complexes de ce syste`me sont compare´es a` celles fournies par une me´thode
d’ite´rations simultane´es qui a e´te´ de´veloppe´e pour les matrices non syme´triques (Borri & Mantegazza, 1977).
– une plaque rectangulaire en flexion dont on cherche les fre´quences autour d’une valeur donne´e. On
compare le temps de calcul a` celui de la me´thode d’ite´rations sur un sous-espace (Bathe & Wilson, 1976).
Les re´sultats obtenus sur les exemples traite´s concordent avec des re´sultats the´oriques ou ceux provenant
d’autres me´thodes. On note que la me´thode de Lanczos est plus rapide que la me´thode d’ite´rations sur un
sous-espace.
On a donc pre´sente´ une me´thode de Lanczos ge´ne´ralise´e par bloc qui permet de calculer les fre´quences
et modes propres de structures amorties avec des matrices K, C et M syme´triques. Cette me´thode est parti-
culie`rement adapte´e pour le calcul des fre´quences multiples. Cependant, en cas d’absence de ces dernie`res,
il vaut mieux d’utiliser la me´thode de Lanczos ge´ne´ralise´e a` un vecteur qui est plus performante. Pour les
structures non amorties, cette me´thode permet e´galement de calculer les fre´quences autour d’une valeur fixe´e.
Cependant, pour de´terminer les premie`res fre´quences et s’il n’y pas de fre´quence multiple, on pre´fe`rera la
me´thode de Lanczos classique a` un vecteur.
II.2. Sensibilite´ et re´analyse des fre´quences et des modes propres
II.2.1. Introduction
La premie`re partie de ce travail concerne le calcul des sensibilite´s (de´rive´es premie`res) des modes propres
d’une structure non amortie par rapport aux parame`tres de conception, de mode´lisation ou de fonctionnement.
Ces de´rive´es sont notamment utilise´es dans les proble`mes de recalage, d’identification et d’optimisation des
structures. On suppose que les matrices de rigidite´ et de masse sont syme´triques et que les fre´quences propres
sont distinctes. Si le calcul des de´rive´es des valeurs propres ne pose aucun proble`me (Wittrick, 1962), il n’en
est pas de meˆme pour les modes propres, car on est amene´ a` re´soudre des syste`mes line´aires avec des matrices
singulie`res. La me´thode modale propose´e en premier lieu par Fox et Kapoor (1968) ne donne pas de re´sultats
satisfaisants, a` moins qu’un nombre important de modes propres soit pris en compte dans l’approximation des
solutions. La me´thode directe propose´e par Nelson (1976) fournit les solutions exactes des de´rive´es des modes
propres au prix de la re´solution de plusieurs syste`mes line´aires de grande taille, avec diffe´rentes matrices et
diffe´rents seconds membres. La me´thode modale modifie´e propose´e par Wang (1991) apporte des ame´liorations
a` la me´thode modale en introduisant la contribution statique des modes propres re´siduels. Ces me´thodes ont e´te´
compare´es dans (Sutter et al., 1988; Wang, 1991; Liu, Chen, Yu & Zhao, 1994; Liu, Chen & Zhao, 1994). Le
cas des matrices non syme´triques a e´te´ traite´ dans (Rogers, 1970; Garg, 1973; Plaut & Huseyin, 1973; Rudisill,
1974; Nelson, 1976; Akgu¨n, 1994) et celui des fre´quences multiples dans (Ojalvo, 1988; Mills-Curran, 1988;
Lim et al., 1989; Juang et al., 1989; Dailey, 1989; Mills-Curran, 1990; Bernard & Bronowicki, 1994). Des
synthe`ses ont e´te´ pre´sente´es dans (Adelman & Haftka, 1986; Murthy & Haftka, 1988).
On propose dans ce travail une me´thode mixte combinant la me´thode directe et la me´thode modale, qui
s’applique aux structures localement perturbe´es et dans laquelle la structure est de´compose´e en sous-structures.
Pour les sous-structures situe´es assez loin des perturbations, on utilise une repre´sentation modale : les de´rive´es
des modes propres sont exprime´es comme des combinaisons line´aires des premiers modes propres de la struc-
ture, restreints a` ces sous-structures. Pour les autres sous-structures, on utilise une repre´sentation e´le´ments finis
comme dans la me´thode directe, seuls les degre´s de liberte´ de liaison aux frontie`res avec les sous-structures de
type modal sont exprime´s en fonction des modes propres. L’assemblage des sous-structures se fait a` l’aide
des coordonne´es modales. On aboutit a` des syste`mes line´aires couple´s dont les inconnues sont les coor-
donne´es modales et les degre´s de liberte´ internes des sous-structures de type direct. Pour ces dernie`res, on
peut e´galement effectuer une condensation statique aux degre´s de liberte´ de frontie`res avant l’assemblage, ce
qui re´duit fortement la taille du syste`me couple´.
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Dans la deuxie`me partie, on utilise le meˆme principe que pre´ce´demment pour re´analyser les solutions
propres des structures localement perturbe´es.
II.2.2. Calcul des sensibilite´s des modes propres
II.2.2.1. De´rive´es des solutions propres
On conside`re l’ensemble des solutions propres (λi,xi), pour i = 1, . . . ,n, du proble`me des vibrations libres
d’une structure non amortie :
K xi − λi M xi = 0 (44)
ou` K et M sont les matrices syme´triques de rigidite´ et de masse.
On suppose que les valeurs propres λi sont toutes distinctes. Les modes propres norme´s par rapport a` la
matrice de masse et ve´rifient les relations d’orthogonalite´ :
txi M x j = δi j. (45)
Les matrices K et M de´pendent de p parame`tres α1, . . . ,αp. Les de´rive´es partielles K, j = ∂K/∂α j et
M, j = ∂M/∂α j e´tant suppose´es connues, on propose de de´terminer les de´rive´es λi, j et xi, j des solutions propres
(λi,xi) (l’indice , j de´signe la de´rive´e partielle par rapport a` α j).
En de´rivant Eq. (44) par rapport a` α j, on obtient :
Ai xi, j = fi j (46)
avec
Ai = K − λi M, (47)
fi j = λi, j M xi − (K, j−λi M, j) xi. (48)
Les de´rive´es des valeurs propres ne de´pendent que de K, j, M, j et de la solution propre (λi,xi) :
λi, j =
txi (K, j−λi M, j) xi. (49)
Le calcul de xi, j consiste a` re´soudre le syste`me line´aire (46) dans lequel la matrice Ai est singulie`re.
Comme Ai est syme´trique et que son noyau est engendre´ par le seul vecteur propre xi, la relation txi fi j = 0
assure l’existence d’une solution pour le syste`me (46) (alternative de Fredholm) (Strang, 1980). Les solutions
ge´ne´rales de Eq. (46) s’e´crivent sous la forme xi, j = yi, j + cxi ou` yi, j est une solution particulie`re de Eq. (46)
et c est une constante.
D’autre part, en de´rivant Eq. (45) par rapport a` α j, on a :
2 txi M xi, j +
txi M, j xi = 0. (50)
Cette dernie`re relation permet d’obtenir une solution de Eq. (46) qui soit compatible avec la norme choisie
pour xi, ici la norme Eq. (45).
Le calcul de xi, j peut eˆtre effectue´ par les me´thodes directe, modale et modale modifie´e (Tran, 1996). On
pre´sente ici la me´thode mixte directe-modale par une de´composition en sous-structures.
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II.2.2.2. De´composition en sous-structures
On suppose que la structure est localement perturbe´e, c’est a` dire que K, j et M, j sont nulles en dehors des
re´gions limite´es de la structure. Pour simplifier, on de´compose la structure S en deux sous-structures S1 et S2,
de sorte que la zone perturbe´e soit situe´e a` l’inte´rieur de S1 et assez loin de la frontie`re L entre les deux sous-
structures (Fig. II.1). S1 sera de type direct et S2 de type modal. L’extension au cas de plusieurs sous-structures
ne pose aucune difficulte´ (Tran, 1996).
Figure II.1 : De´composition en deux sous-structures
Pour chaque sous-structure Sk, le vecteur xk des nk degre´s de liberte´ est partitionne´ de fac¸on symbolique en :
xk = t[txk,I, txk,L] ou` xk,I est le vecteur des degre´s de liberte´ internes et xk,L le vecteur des degre´s de liberte´ de
liaison sur la frontie`re L. On note par Pk,I et Pk,L les matrices de restriction de xk a` xk,I et xk,L respectivement :
xk,I = Pk,I xk, xk,L = Pk,L xk.
Le syste`me aux valeurs propres (44) associe´ aux vibrations libres de la structure S s’e´crit pour la sous-
structure Sk isole´e :
Kk xki − λi Mk xki = − tPk,L rki (k = 1,2) (51)
ou` Kk et Mk sont les matrices de rigidite´ et de masse de Sk, xki est la restriction de xi a` Sk et rki sont les re´actions
exerce´es par Sk sur la frontie`re (−rki repre´sente l’action de l’autre sous-structure sur Sk).
En de´rivant Eq. (51) par rapport au parame`tre α j, on obtient :
Aki x
k
i, j = f
k
i j − tPk,L rki, j (k = 1,2) (52)
avec Aki = Kk − λi Mk et f ki j = λi, j Mk xki − (Kk, j−λi Mk, j) xki .
D’autre part, les e´quations de continuite´ des de´placements de liaison et les e´quations d’e´quilibre des forces
de re´action ainsi que leurs de´rive´es s’e´crivent :
x1,Li = x
2,L
i , r
1
i + r
2
i = 0 , x
1,L
i, j = x
2,L
i, j , r
1
i, j + r
2
i, j = 0. (53)
II.2.2.3. Syste`mes re´duits des sous-structures
On exprime x2i, j comme une combinaison line´aire des m modes propres de S restreints a` S2 :
x2i, j =
m
∑
l=1
ηl x
2
l = X
2 η. (54)
En substituant Eq. (54) dans Eq. (52) et en pre´multipliant par tX2, on obtient le syste`me re´duit :
[tX2 A2i X
2] η= tX2 f 2i j − tX2,L r2i, j (55)
ou` X2,L = P2,L X2 est la restriction de X2 aux degre´s de liberte´ de liaison.
Pour la sous-structure S1, le syste`me (52) s’e´crit, en partitionnant A1i et f 1i j suivant les degre´s de liberte´
internes et les degre´s de liberte´ de liaison :[
A1,IIi A
1,IL
i
A1,LIi A
1,LL
i
]{
x1,Ii, j
x1,Li, j
}
=
{
f 1,Ii j
f 1,Li j − r1i, j
}
. (56)
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Supposons dans un premier temps que la sous-matrice A1,IIi soit inversible. On effectue alors une “ conden-
sation statique ” de Eq. (56) sur la frontie`re, bien que Eq. (56) ne soit pas un syste`me statique. Cette con-
densation consiste en une e´limination de Gauss partielle sur la matrice A1i et sur le second membre f 1i j du
syste`me line´aire (56) et n’introduit pour le moment aucune approximation sur S1. Son inte´reˆt est qu’elle per-
met, d’une part d’exprimer le syste`me re´duit de S1 uniquement en termes des coordonne´es modales, ce qui
facilitera l’assemblage, et d’autre part d’e´conomiser en temps de calcul lorsque plusieurs perturbations sont a`
conside´rer (meˆme A1i avec diffe´rentes f 1i j). De la premie`re e´quation de Eq. (56), on a :
x1,Ii, j = [A
1,II
i ]
−1
(f 1,Ii j −A1,ILi x1,Li, j ). (57)
En reportant Eq. (57) dans la deuxie`me e´quation de Eq. (56), on obtient le syste`me condense´ :
A1,LLi x
1,L
i, j = f
1,L
i j − r1i, j (58)
ou` A1,LLi et f
1,L
i j sont la matrice et les forces condense´es :
A1,LLi = A
1,LL
i − A1,LIi [A1,IIi ]
−1
A1,ILi (59)
f 1,Li j = f
1,L
i j −A1,LIi [A1,IIi ]
−1
f 1,Ii j . (60)
En pratique, la condensation statique est re´alise´e en calculant deux types de de´forme´es “ statiques ”, en utilisant
A1i et f 1i j : les modes statiques de liaison (de´placements unitaires impose´s aux degre´s de liberte´ de liaison aux
frontie`res) et les modes de de´formations statiques a` frontie`res fixes (Imbert, 1984).
La continuite´ des degre´s de liberte´ de liaison donne, d’apre`s Eqs. (54) et (53) :
x1,Li, j = x
2,L
i, j = X
2,L η= X1,L η. (61)
En reportant Eq. (61) dans le syste`me condense´ (58) et en pre´multipliant par tX1,L, on obtient le syste`me
re´duit de S1 :
[tX1,L A1,LLi X
1,L] η= tX1,L f 1,Li j − tX1,L r1i, j. (62)
Dans le cas ou` la sous-matrice A1,IIi n’est pas inversible, on ne peut pas effectuer la condensation statique.
En utilisant Eq. (61), on a : {
x1,Ii, j
x1,Li, j
}
=
[
I 0
0 X1,L
]{
x1,Ii, j
η
}
= T
{
x1,Ii, j
η
}
. (63)
En reportant Eq. (63) dans Eq. (56) et en pre´multipliant par tT, on obtient le syste`me re´duit de S1, sans
condensation statique :[
A1,IIi A
1,IL
i X
1,L
tX1,L A1,LIi tX
1,L A1,LLi X
1,L
]{
x1,Ii, j
η
}
=
{
f 1,Ii j
tX1,L (f 1,Li j − r1i, j)
}
. (64)
Remarques :
– Il est plus avantageux d’effectuer le meˆme type de re´duction que Eq. (64) sur les matrices K1 et M1, puis
calculer la matrice re´duite du premier membre de Eq. (64) par :[
K1,II K1,IL X1,L
tX1,L K1,LI tX1,L K1,LL X1,L
]
−λi
[
M1,II M1,IL X1,L
tX1,L M1,LI tX1,L M1,LL X1,L
]
. (65)
Cette remarque est e´galement valable pour le syste`me re´duit (55).
– Si A1,IIi est inversible, on peut e´galement calculer d’abord le syste`me re´duit (64), puis effectuer la con-
densation statique sur ce dernier, ce qui conduit au syste`me re´duit (62).
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II.2.2.4. Assemblage des sous-structures – Re´solution
En additionnant Eqs. (62) et (55) et compte tenu de Eq. (53), on obtient le syste`me couple´ :
[tX1,L A1,LLi X
1,L + tX2 A2i X
2] η = tX1,L f 1,Li j +
tX2 f 2i j. (66)
Si le syste`me re´duit sans condensation statique (64) est utilise´ pour S1, le syste`me couple´ s’e´crit :[
A1,IIi A
1,IL
i X
1,L
tX1,L A1,LIi tX
1,L A1,LLi X
1,L+ tX2 A2i X2
]{
x1,Ii, j
η
}
=
{
f 1,Ii j
tX1,L f 1,Li j + tX
2 f 2i j
}
. (67)
La re´solution du syste`me line´aire couple´ (66) ou (67) fournit les coordonne´es modales η et e´ventuellement
les degre´s de liberte´ internes x1,Ii, j de S1. Lors de la re´solution de Eq. (66) ou de Eq. (67), on impose la condition
ηi = 0, ce qui revient a` enlever le mode xi de l’approximation (54), car ce mode sera de toute fac¸on pris en
compte dans la solution ge´ne´rale de Eq. (46).
En utilisant Eqs. (54), (61) et (57), on obtient une solution particulie`re yi, j de Eq. (46) :
yi, j =
{
x1,Ii, j
X2 η
}
. (68)
La solution ge´ne´rale s’e´crit : xi, j = yi, j + c xi. La constante c est de´termine´e en substituant la solution ge´ne´rale
dans Eq. (50) et en utilisant Eq. (45) :
c =− 1
2
txi M, j xi − txi M yi, j. (69)
II.2.3. Re´analyse des fre´quences et des modes propres
On suppose que les m premie`res solutions propres (λi,xi) de la structure non perturbe´e soient connues. On
propose de de´terminer les premiers m′ solutions propres (λ′i,x′i), avec m′ 6 m, du syste`me perturbe´ :
K′ x′ − λ′ M′ x′ = 0 (70)
ou` K′ et M′ sont les matrices de rigidite´ et de masse de la structure perturbe´e.
Les solutions propres du syste`me perturbe´ peuvent eˆtre obtenues en utilisant la me´thode directe, la me´thode
modale (Tran, 1996), les me´thodes de synthe`se modale (Tran, 1992, 2001, 2009b, cf. Chapitre III) ou les
me´thodes de perturbation (Courant & Hilbert, 1953, cf. Section II.3).
Pour les structures localement perturbe´es, on propose une me´thode mixte combinant la me´thode directe et
la me´thode modale par une de´composition en sous-structures, comme pour la calcul des de´rive´es des modes
propres. Pour simplifier, on de´compose la structure en deux sous-structures S1 et S2, la zone perturbe´e se
trouvant dans S1 et assez loin de la frontie`re L avec S2 (Fig. II.1). Les matrices de rigidite´ et de masse de S2
sont donc inchange´es.
Le syste`me aux valeurs propres (70) s’e´crit pour la sous-structure Sk isole´e :
K′k x′k − λ′ M′k x′k = − tPk,L rk (k = 1,2). (71)
Sur S2, on utilise la me´thode modale. On exprime x′2 comme une combinaison line´aire des m modes propres
non perturbe´s restreints a` S2 :
x′2 =
m
∑
l=1
ηl x
2
l = X
2 η. (72)
En substituant Eq. (72) dans Eq. (71) et en pre´multipliant par tX2, on obtient le syste`me re´duit de S2 :
[tX2 K′2 X2] η − λ′ [tX2 M′2 X2] η = − tX2,L r2. (73)
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Pour la sous-structure S1, en partitionnant x′1 suivant les degre´s de liberte´ internes x′1,I et les degre´s de
liberte´ de liaison x′1,L, le syste`me (71) s’e´crit :[
K′1,II K′1,IL
K′1,LI K′1,LL
]{
x′1,I
x′1,L
}
−λ′
[
M′1,II M′1,IL
M′1,LI M′1,LL
]{
x′1,I
x′1,L
}
=
{
0
− r1
}
. (74)
La continuite´ des de´placements de liaison donne :
x′1,L = x′2,L = X2,L η= X1,L η (75)
d’ou` {
x′1,I
x′1,L
}
=
[
I 0
0 X1,L
]{
x′1,I
η
}
= T
{
x′1,I
η
}
. (76)
En substituant Eq. (76) dans Eq. (74) et en pre´multipliant par tT, on obtient le syste`me re´duit de S1 :[
K′1,II K′1,IL X1,L
tX1,L K′1,LI tX1,L K′1,LL X1,L
]{
x′1,I
η
}
−
λ′
[
M′1,II M′1,IL X1,L
tX1,L M′1,LI tX1,L M′1,LL X1,L
]{
x′1,I
η
}
=
{
0
− tX1,L r1
}
. (77)
En additionnant Eq. (73) a` la deuxie`me e´quation de Eq. (77) et compte tenu de l’e´quilibre des re´actions a`
la frontie`re, r1+ r2 = 0, on obtient le syste`me couple´ :[
K′1,II K′1,IL X1,L
tX1,L K′1,LI tX1,L K′1,LL X1,L+ tX2 K′2 X2
]{
x′1,I
η
}
−
λ′
[
M′1,II M′1,IL X1,L
tX1,L M′1,LI tX1,L M′1,LL X1,L+ tX2 M′2 X2
]{
x′1,I
η
}
= 0. (78)
La ge´ne´ralisation a` plusieurs sous-structures ne pose aucun proble`me. Les inconnues du syste`me couple´
sont les coordonne´es modales η, communes a` toutes les sous-structures de type modal, les degre´s de liberte´
internes des sous-structures de type direct et les degre´s de liberte´ de liaison aux frontie`res entres ces dernie`res.
La re´solution du syste`me couple´ (78) fournit les valeurs propres λ′ et les modes propres ge´ne´ralise´s. Les
modes propres perturbe´s restreints aux sous-structures de type modal sont de´duits des coordonne´es modales en
utilisant Eq. (72).
On n’effectue pas ici la condensation statique sur les sous-structures de type direct car, contrairement au
calcul des de´rive´es des modes propres ou` l’on a a` re´soudre des syste`mes line´aires, cette condensation consiste
en une e´limination de Guyan sur un syste`me aux valeurs propres et introduit des erreurs supple´mentaires.
II.2.4. Re´sultats - Conclusions
Deux applications nume´riques ont e´te´ traite´es dans (Tran, 1996, cf. Annexe) : un syste`me de masses et
ressorts et un treillis. La me´thode mixte directe-modale propose´e est compare´e avec la me´thode directe et
la me´thode modale dans les calculs de sensibilite´s, et e´galement avec les me´thodes de synthe`se modale avec
interface fixe, libre et hybride dans la re´analyse des fre´quences et modes.
Les re´sultats obtenus sur ces exemples indiquent que la me´thode mixte directe-modale converge plus rapi-
dement que la me´thode modale. Meˆme avec peu de modes propres pris en compte, cette me´thode fournit des
re´sultats en tre`s bonne concordance avec ceux de la me´thode directe. Les re´sultats sont d’autant plus pre´cis
que les sous-structures de type modal sont loin des zones perturbe´es, mais ceci augmente la taille du syste`me
assemble´ et le temps de calcul. Il faut donc un compromis entre la dimension des sous-structures de type direct,
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la pre´cision et le temps de calcul. La me´thode modale modifie´e et les me´thodes de synthe`se modale, en utilisant
par exemple le crite`re de Rubin pour la se´lection des modes, sont e´galement pre´cises et efficaces.
La me´thode mixte propose´e peut eˆtre conside´re´e comme une ame´lioration de la me´thode modale, avec
la possibilite´ d’isoler les perturbations dans des sous-structures de type direct afin d’augmenter la pre´cision.
Comme pour d’autres me´thodes de sous-structuration en ge´ne´ral, l’efficacite´ de cette me´thode de´pend du con-
texte et de la manie`re d’utilisation. Elle est en particulier destine´e au cas ou` l’on doit effectuer de nombreux
calculs re´pe´titifs sur une meˆme structure, chacun d’eux faisant intervenir une perturbation sur une re´gion de la
structure, comme par exemple lorsqu’on cherche a` localiser les parties a` modifier dans une structure pour les
besoins de recalage des mode`les e´le´ments-finis ou d’optimisation structurale. Au lieu de refaire tous les calculs
pour chaque perturbation comme dans la me´thode directe ou de se contenter de la me´thode modale qui est rapide
mais peu pre´cise, cette me´thode offre une approche interme´diaire. La de´marche pratique consiste a` utiliser la
repre´sentation modale de la structure non perturbe´e, qui est calcule´e une fois pour toute inde´pendamment des
perturbations, et de remplacer, pour chaque perturbation, la contribution des sous-structures concerne´es par leur
repre´sentation e´le´ments-finis. Notons que dans les deux cas limites ou` toutes les sous-structures sont de type
direct (resp. modal), on retrouve pre´cise´ment la me´thode directe (resp. modale).
II.3. Suivi des fre´quences et des modes propres
II.3.1. Introduction
Ce travail concerne le proble`me du suivi nume´rique des fre´quences et des modes propres d’une struc-
ture e´volutive dont les matrices constitutives de´pendent continument d’un parame`tre. Lorsque deux courbes
d’e´volution des fre´quences en fonction du parame`tre s’approchent, on peut conclure a` premie`re vue qu’il y a
intersection des courbes ou “ croisement des fre´quences ”. Cependant, une analyse plus fine de la “zone de tran-
sition” autour du point d’intersection pre´sume´ re´ve`le que le croisement des fre´quences, qui est caracte´rise´ par
la de´ge´ne´rescence (ou multiplicite´) des fre´quences, ne se produit que rarement, notamment lorsque la structure
posse`de des syme´tries. Physiquement, ce phe´nome`ne implique que les deux modes sont totalement de´couple´s,
et que les deux fre´quences e´voluent de manie`re inde´pendante. Cependant, un couplage meˆme tre`s faible entre
les modes conduit aux phe´nome`nes suivants, qui se produisent ge´ne´ralement sur les structures re´elles :
– l’“interaction modale” ou “curve veering”, ou` les courbes s’e´vitent en se repoussant;
– la “coalescence des fre´quences”, ou` les deux courbes se rejoignent dans un intervalle d’instabilite´, puis
se se´parent.
Leissa (1974) a observe´ le phe´nome`ne d’interaction modale sur les fre´quences propres d’une membrane
rectangulaire dont le parame`tre est le rapport des coˆte´s et pensait que ce phe´nome`ne est cause´ par la discre´tisation
d’un syste`me continu. Perkins et Mote (1986) ont cependant pre´sente´ une solution propre exacte ou` l’interaction
modale a lieu et ont fourni des crite`res pour pre´dire les croisements, les interactions et d’autres comportements
en utilisant une technique de perturbation. Le phe´nome`ne d’interaction modale a e´te´ rapporte´ par Crandall et
Yeh (1989) dans les machines tournantes en suivant l’e´volution des fre´quences en fonction de la vitesse de
rotation, tandis que Jei et Lee (1992) l’ont ve´rifie´ sur un syste`me continu de type rotor-palier.
En utilisant une approximation a` un mode puis a` deux modes ainsi qu’une interpre´tation ge´ome´trique par la
the´orie de la repre´sentation line´aire des groupes, Morand (1976) a mis en e´vidence le croisement de fre´quences
et l’interaction modale et a explique´ que le croisement, qui doit s’accompagner d’une augmentation de la
multiplicite´ d’une fre´quence propre, re´sulte d’un changement brusque de syme´trie du syste`me pour une certaine
valeur du parame`tre. Morand et Ohayon (1995) ont montre´ que l’interaction modale est due au couplage entre
les modes et s’accompagne d’un changement continu des modes propres.
Pierre et al. (Wei & Pierre, 1988; Pierre & Murthy, 1992; Kruse & Pierre, 1997) ont e´tudie´ l’interaction
modale due au de´saccordage dans les structures a` syme´tries cycliques de type disque-aubes en relation avec
le couplage structural ou ae´rodynamique, et ont montre´ que plus le couplage est faible, plus les virages sont
abrupts. La relation entre l’interaction modale et la localisation des modes a e´te´ montre´e par Pierre (1988),
Natsiavas Natsiavas (1993) et Happawana et al. (1993).
Behnke (1996) a pre´sente´ une preuve nume´riquement rigoureuse de l’interaction modale dans un proble`me
aux valeurs propres pour les e´quations diffe´rentielles issues d’un exemple d’aubes en rotation. L’interaction
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modale et la coalescence des fre´quences ont e´te´ de´montre´es par Afolabi et al. (1993; 1994) en utilisant la
the´orie des courbes alge´briques et la the´orie des catastrophes, aussi bien pour un couplage conservatif que non
conservatif entre les modes. La question de la stabilite´ d’un syste`me ae´roe´lastique lie´e au proble`me de suivi de
modes est aussi discute´e.
Quand on suit nume´riquement l’e´volution des fre´quences et des modes propres d’un syste`me e´volutive en
fonction d’un parame`tre, il est tre`s difficile en pratique de pre´dire de manie`re pre´cise ces trois phe´nome`nes,
en particulier lorsque le couplage est tre`s petit et que les courbes peuvent s’approcher de tre`s pre`s sans se
croiser. Si les fre´quences sont simplement classe´es dans l’ordre croissant, le croisement ne sera jamais de´tecte´.
Une mauvaise interpre´tation peut eˆtre pre´judiciable, en particulier lorsqu’une interaction modale, qui a un
comportement stable et sans danger, est pre´dite a` la place d’une coalescence, qui repre´sente un comportement
instable et dangereux pour la structure.
Plusieurs me´thodes pour mettre a` jour les fre´quences et modes apre`s une modification de la structure sont
revues, a` savoir la me´thode directe, la me´thode modale et la me´thode de perturbation. Les trois phe´nome`nes
sont revisite´s en utilisant la me´thode modale, et un crite`re de reclassement des fre´quences et des modes est
propose´ afin de suivre individuellement l’e´volution de chaque fre´quence et mode et par conse´quent de pre´dire
ces phe´nome`nes.
II.3.2. Me´thode directe et me´thode modale
II.3.2.1. Me´thode directe
On conside`re le proble`me aux valeurs propres associe´ au mouvement libre d’une structure:
Kx = λMx. (79)
ou` les matrices de rigidite´ et de masse K = K(p) et M = M(p) de´pendent d’un parame`tre p. Ces matrices sont
re´elles et peuvent eˆtre non syme´triques.
Le syste`me aux valeurs propres (79) est en fait aussi valable pour les structures amorties avec une matrice
d’amortissement C = C(p), il suffit dans de cas de remplacer K, M et x dans Eq. (79) par:
A =
[
K 0
0 −M
]
, B =
[
C M
M 0
]
et y =
{
x
−λx
}
. (80)
Le proble`me est de suivre l’e´volution des valeurs propres (fre´quences et amortissements) de Eq. (79) en
fonction du parame`tre p et de de´tecter lequel des trois phe´nome`nes va se produire. Pour cela, on peut utiliser la
me´thode directe qui consiste a` re´soudre Eq. (79) pour chaque valeur du parame`tre. Cependant, cette me´thode
directe est couˆteuse lorsque la taille du syste`me et le nombre de valeurs du parame`tre sont important. En plus
elle ne permet pas une de´tection automatique des phe´nome`nes et un crite`re de suivi des fre´quences et modes
est toujours ne´cessaire.
La me´thode modale est moins couˆteuse, et en plus elle donne un bon aperc¸u des trois phe´nome`nes.
II.3.2.2. Me´thode modale
Supposons que pour une valeur p= p0 du parame`tre, les matrices K0 =K(p0) et M0 =M(p0) sont re´elles,
syme´triques et que les m premie`res solutions propres (λ01,x
0
1), . . . ,(λ
0
m,x0m) de Eq. (79) ont e´te´ calcule´es et
normalise´es par rapport a` la matrice de masse:
K0 x0i = λ
0
i M
0 x0i ,
tx0i M
0 x0j = δi j,
tx0i K
0 x0j = λ
0
i δi j (i, j = 1, . . . ,m). (81)
Le vecteur propre x de Eq. (79) est exprime´ comme une combinaison line´aire de x01, . . . ,x
0
m :
x = X0 q (82)
avec X0 = [x01, . . . ,x
0
m] et q = t[q1, . . . ,qm]. En projetant Eq. (79) sur X0, on obtient un syste`me re´duit:
Kr q = λMr q (83)
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avec Kr = Kr(p) = tX0 K(p)X0 et Mr = Mr(p) = tX0 M(p)X0. La re´solution du syste`me re´duit (83) fournit
des solutions approche´es de Eq. (79) et elle n’est pas couˆteuse meˆme pour un grand nombre de valeurs du
parame`tre. Cependant, un crite`re de suivi des fre´quences et modes est toujours ne´cessaire.
II.3.3. Phe´nome`nes de base dans le suivi des fre´quences et modes
Les trois phe´nome`nes de croisement des fre´quences, d’interaction modale et de coalescence des fre´quences
peuvent eˆtre mis en e´vidence en utilisant la me´thode modale (Morand, 1976; Morand & Ohayon, 1995). Par
exemple dans une approximation a` deux modes, c.-a`-d. X0 = [x01,x
0
2] dans Eq. (82), et en supposant que les
valeurs propres λ01 et λ
0
2 sont distinctes et que la matrice de masse M est constante, le syste`me re´duit (83) s’e´crit:
[
k1 β1
β2 k2
]{
q1
q2
}
= λ
{
q1
q2
}
(84)
avec ki = tx0i Kx0i , β1 = tx01 Kx
0
2 et β2 =
tx02 Kx
0
1.
Les termes β1 et β2 repre´sentent le couplage entre les modes qui est un facteur de´terminant dans l’occurrence
des trois phe´nome`nes (Afolabi & Mehmed, 1994; Afolabi & Pidaparti, 1994) :
– Le croisement des fre´quences se produit lorsque β1 = β2 = 0 (pas de couplage entre modes). Les solutions
de Eq. (79) sont λ∗1 = k1, λ∗2 = k2, x∗1 = x01, x
∗
2 = x02. Les vecteurs propres sont orthogonaux et ne changent pas
durant l’e´volution, tandis que les deux valeurs propres e´voluent de manie`re inde´pendante. Le croisement des
fre´quences se produit pour la valeur p∗ telle que λ∗1(p∗) = λ∗2(p∗) : on est en pre´sence d’une de´ge´ne´rescence
des valeurs propres mais pas des modes propres, car x∗1(p∗) 6= x∗2(p∗). Le meˆme re´sultat est obtenu dans
l’approximation a` un mode, c.-a`-d. lorsque seulement x01 ou x
0
2 est retenu dans la projection Eq. (82).
– L’interaction modale se produit lorsque β1β2 > 0 (couplage conservatif). Il a e´te´ montre´ que la de´ge´ne´res-
cence des valeurs propres ne peut pas se produire dans le cas ge´ne´rale. Les valeurs propres sont simples, re´elles
et positives. Contrairement au croisement des fre´quences, les vecteurs propres changent durant l’e´volution mais
restent orthogonaux. Si le couplage est petit, le premier vecteur propre x1 change continument de x∗1 a` x∗2, et
inversement, le deuxie`me vecteur propre x2 de x∗2 a` x∗1. Les deux vecteurs x∗1 et x∗2 contribuent pleinement a`
x1 et x2 au voisinage de p = p∗. Plus le couplage est petit, plus le virage est abrupt et plus les courbes sont
proches.
– La coalescence des fre´quences se produit lorsque β1β2 < 0 (couplage non conservatif). Pour les valeurs
de p dans un intervalle d’instabilite´, les valeurs propres et les vecteurs propres sont complexes conjugue´s, ce
qui conduit a` des fre´quences doubles et des amortissements de signes oppose´s, le syste`me est par conse´quent
instable. Aux extre´mite´s de l’intervalle d’instabilite´, les valeurs propres sont doubles, re´elles et positives, on
a a` la fois une de´ge´ne´rescence des valeurs propres et des vecteurs propres. Sinon, les valeurs propres sont
simples, re´elles et positives. A l’instar de l’interaction modale, le premier vecteur propre x1 change de x∗1 a` x∗2,
et inversement pour x2, pendant l’e´volution, mais ils ne sont plus orthogonaux. Plus le couplage est petit, plus
l’intervalle d’instabilite´ est e´troit.
Le couplage peut eˆtre cause´ par exemple par l’asyme´trie (couplage entre la flexion et la torsion d’une poutre
duˆ a` l’asyme´trie de la section), la perte de syme´trie (couplage entre les indices de de´phasage d’une structure
avec syme´trie cyclique duˆ au de´saccordage), ou les forces gyroscopiques (antisyme´triques) ou ae´roe´lastiques
(non syme´triques).
Fig. II.2 montre un exemple de l’e´volution des fre´quences et des modes pour les trois cas avec les donne´es
suivantes: k1 = p, k2 = 1, β1 = β2 = 0 (croisement des fre´quences); k1 = p+0.05, k2 = 1.05, β1 = β2 =−0.05
(interaction modale); et k1 = p+0.05, k2 = 1.05, β1 =−β2 =−0.05 (coalescence des fre´quences).
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Figure II.2 : Croisement des fre´quences, interaction modale et coalescence des fre´quences
II.3.4. Crite`re pour le suivi des fre´quences et modes
Pour x, y ∈ Cn, on conside`re le produit scalaire <x,y>= txy et la norme ‖x‖=√<x,x>.
Supposons que l’on veut suivre l’e´volution d’une solution propre particulie`re (λ(p),x(p)) en fonction du
parame`tre p et que cette solution propre a e´te´ obtenue pour p = pi: (λ(pi),x(pi)). Les solutions propres
(λ1(pi+1),y1(pi+1)), . . . ,(λn(pi+1),yn(pi+1)) ayant e´te´ calcule´es pour p= pi+1, le proble`me est de de´terminer
laquelle de ces solutions doit eˆtre choisie comme (λ(pi+1),x(pi+1)) pour eˆtre mise sur la courbe d’e´volution de
(λ(p),x(p)).
Les vecteurs propres x(pi) et y j(pi+1) ayant e´te´ norme´s a` la norme unitaire, c.-a`-d. ‖x‖ = ‖y j‖ = 1, on
de´finit les sous-espaces propres M et N j associe´s respectivement a` x et y j et qui sont suppose´s de dimension 1.
Les sphe`res unite´s de M et N j sont SM = {µx, µ ∈ C, |µ|= 1} et SN j = {ηy j, η ∈ C, |η|= 1}.
La distance entre les sous-espaces M et N j est de´finie par (Kato, 1966) :
dˆ(M,N j) = max [d(M,N j),d(N j,M)] avec (85)
d(M,N j) = sup
u∈SM
dist(u,SN j) et dist(u,SN j) = infv∈SN j
‖u−v‖. (86)
Pour un vecteur fixe´ u = µx ∈ SM et en utilisant µ = eiθµ , η= eiθη et <x,y j>= |<x,y j> | eiθ j , on a:
[dist(u,SN j)]
2 = inf
η∈C,|η|=1
‖µx−ηy j‖2 = inf
η∈C,|η|=1
[|µ|2 ‖x‖2+ |η|2 ‖y j‖2−2ℜe(<µx,ηy j>)]
= inf
η∈C,|η|=1
[2−2 ℜe(<µx,ηy j>)] = 2−2 max
η∈C,|η|=1
ℜe(<µx,ηy j>)
= 2−2 max
θη∈R
ℜe(ei(θ j+θη−θµ) |<x,y j> |) = 2−2 |<x,y j> | max
θη∈R
ℜe(ei(θ j+θη−θµ))
= 2−2 |<x,y j> |. (87)
Comme dist(u,SN j) ne de´pend pas de u et par syme´trie, on a :
[dˆ(M,N j)]2 = [d(M,N j)]2 = [d(N j,M)]2 = 2−2 |<x,y j> |. (88)
La solution propre (λ j(pi+1),y j(pi+1)) qui minimise la distance dˆ(M,N j), c.-a`-d. qui maximise |<x,y j> |,
sera se´lectionne´e comme (λ(pi+1),x(pi+1)) et sera mise sur la courbe d’e´volution de (λ(p),x(p)). Une fois
qu’une solution propre a e´te´ se´lectionne´e, elle sera supprime´e et le suivi des autres solutions propres peut eˆtre
continue´. En utilisant ce crite`re, on peut suivre individuellement l’e´volution de chaque fre´quence, amortisse-
ment et mode.
II.3.5. Me´thode de perturbation
Une me´thode alternative pour mettre a` jour les fre´quences et modes d’une structure e´volutive est la me´thode
de perturbation dont la version initiale de Courant et Hilbert (1953) est pre´sente´e ici.
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Supposons que les m premie`res solutions propres (λ1,x1), . . . ,(λm,xm) de Eq. (79) ont e´te´ calcule´es pour
une valeur p du parame`tre ainsi que les solutions propres (λ1,y1), . . . ,(λm,ym) du syste`me transpose´ :
tKy = λ tMy. (89)
Eqs. (79) et (89) ont les meˆmes valeurs propres et leurs vecteurs propres sont normalise´s tels que:
tyi Mx j = δi j ,
tyi Kx j = λi δi j. (90)
Soit mi la multiplicite´ de λi, c.-a`-d.λi = λi+1 = . . .= λi+mi−1. On de´finit :
Si = {i, i+1, . . . , i+mi−1}, Xi = [xi, xi+1, . . . , xi+mi−1], Yi = [yi, yi+1, . . . , yi+mi−1]. (91)
On veut de´terminer les solutions propres (λ′1,x′1), . . . ,(λ′m,x′m) du syste`me perturbe´ (79) pour la valeur p+∆p
du parame`tre:
K′ x′ = λ′M′ x′, (92)
avec K′ = K(p+∆p) = K(p)+∆K et M′ = M(p+∆p) = M(p)+∆M.
La me´thode de perturbation consiste a` de´velopper les solutions de Eq. (92) en une se´rie limite´e:
λ′i = λi+∆λi+∆
2λi+ . . . (i = 1, . . . ,m), (93)
x′i = x˜i+∆xi+∆
2xi+ . . . (i = 1, . . . ,m) (94)
ou` ∆λi, ∆xi, ∆2λi et ∆2xi sont les perturbations du premier et second ordre des valeurs propres et vecteurs
propres, et x˜i = Xi ai (ai ∈ Cmi) est un vecteur propre associe´ a` λi a` de´terminer (si mi > 1).
En reportant Eqs. (93) et (94) dans Eq. (92) et en isolant les termes du premier et second ordre, on obtient :
(K−λi M)∆xi+(∆K−λi∆M) x˜i−∆λi Mx˜i = 0, (95)
(K−λi M)∆2xi+(∆K−λi∆M)∆xi−∆λi M∆xi−∆λi∆Mx˜i−∆2λi Mx˜i = 0. (96)
Perturbations du premier ordre des valeurs propres
Ce sont les mi valeurs propres ∆λk (k ∈ Si) du syste`me :
[tYi (∆K−λi∆M)Xi]ak = ∆λk ak (k ∈ Si). (97)
Si mi > 1, les vecteurs inconnus ai pour de´terminer les vecteurs propres x˜i dans Eq. (94) sont les mi vecteurs
propres ak (k ∈ Si) de Eq. (97). On conside`re aussi les vecteurs propres bk (k ∈ Si) du syste`me transpose´ :
[tXi (t∆K−λi t∆M)Yi]bk = ∆λk bk (k ∈ Si). (98)
En normalisant ak et bk tels que tb j ak = δ jk pour j,k ∈ Si, les nouveaux vecteurs propres x˜k = Xi ak et
y˜k = Yi bk de Eqs. (79) et (89) ve´rifient les relations d’orthogonalite´ suivantes, la dernie`re relation n’est pas
ve´rifie´e par xk et yk :
ty˜ j Mx˜k = δ jk,
ty˜ j Kx˜k = λ j δ jk et
ty˜ j (∆K−λi∆M) x˜k = ∆λ j δ jk ( j,k ∈ Si). (99)
Si λi est une valeur propre isole´e, c.-a`-d. mi = 1, alors : ∆λi = tyi (∆K−λi∆M)xi, x˜i = xi and y˜i = yi.
Hypothe`se
On suppose dore´navant que les valeurs propres ∆λk (k ∈ Si) sont toutes distinctes. Les vecteurs propres ak
et bk (k ∈ Si) associe´s a` ∆λk sont donc de´termine´s de fac¸on unique (a` la normalisation pre`s), et de meˆme que
les vecteurs propres x˜k et y˜k.
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Perturbations du premier ordre des vecteurs propres
Elles sont exprime´s comme une combinaison line´aire des nouveaux vecteurs propres non perturbe´s x˜1, . . . , x˜m :
∆xk =
m
∑
l=1
αkl x˜l (k ∈ Si). (100)
Pour k ∈ Si fixe´, les coefficients αkl sont successivement de´termine´s pour l 6∈ Si, l = k et l ∈ Si\{k} :
αkl =
ty˜l (∆K−λk∆M) x˜k
λk−λl (pour k ∈ Si et l 6∈ Si), (101)
αkk = 0 (pour k ∈ Si, avec la normalisation ty˜k Mx′k = 1), (102)
αkl =
1
∆λk−∆λl
[
∑
j 6∈Si
αk j ty˜l (∆K−λk∆M) x˜ j−∆λk ty˜l ∆Mx˜k
]
(pour mi > 1, k ∈ Si et l ∈ Si\{k})
(103)
Les coefficients αk j pour j 6∈ Si dans Eq. (103) sont de´ja` calcule´s dans Eq. (101).
Perturbations du second ordre des valeurs propres
Elles sont obtenues par:
∆2λk = ∑
j 6∈Si
αk j ty˜k (∆K−λk∆M) x˜ j−∆λk ty˜k∆Mx˜k (pour k ∈ Si). (104)
D’apre`s Eqs. (101) et (103), cette me´thode de perturbation s’e´choue si les valeurs propres λi ou leurs
perturbations du premier ordre ∆λk (k ∈ Si) sont tre`s proches sans eˆtre confondues (haute densite´ modale), car
les coefficients αkl et les perturbations des vecteurs propres ∆xk seront trop importants pour eˆtre conside´re´s
comme des perturbations du premier ordre. Des techniques de perturbation ame´liore´es pour les valeurs propres
proches sont propose´es par Liu (2001).
Dans la me´thode de perturbation, le suivi des fre´quences et modes s’effectue de manie`re naturelle, et le
crite`re de suivi est seulement ne´cessaire si les valeurs propres λi sont multiples (mi > 1).
II.3.6. Re´sultats - Conclusions
Le crite`re propose´ pour le suivi des fre´quences et modes propres des structures e´volutives et les trois
me´thodes pour calculer les fre´quences et modes en fonction d’un parame`tre ont e´te´ compare´s sur trois exemples
nume´riques (Tran, 2006, cf. Annexe):
– un disque aubage´ avec syme´trie cyclique, sur lequel une perturbation de la matrice de rigidite´ qui de´pend
d’un parame`tre et qui de´truit totalement ou partiellement la syme´trie cyclique est introduite;
– un rotor dont le parame`tre est la vitesse de rotation et dont les paliers comportent des termes de couplage
en raideur.
En utilisant le crite`re de suivi, ces trois me´thodes de´tectent correctement les phe´nome`nes de croisement
des fre´quences, d’interaction modale et de coalescence des fre´quences. La me´thode modale et la me´thode de
perturbation fournissent des re´sultats qui concordent avec ceux de la me´thode directe. La me´thode modale
est le´ge`rement plus pre´cise mais aussi bien plus pratiquement a` l’utilisation que la me´thode de perturbation.
D’autres me´thodes comme la me´thode de perturbation ame´liore´e, la me´thode hybride directe-modale ou les
me´thodes de synthe`se modale peuvent eˆtre aussi utilise´es.
Chapitre III
ME´THODES DE SYNTHE`SE MODALE
III.1. Introduction
Les me´thodes de synthe`se modale consistent a` effectuer l’analyse dynamique des structures par une de´com-
position en sous-structures. Les sous-structures sont repre´sente´es par des vecteurs de Ritz qui incluent les
modes propres, les modes de corps rigide, les modes statiques, les modes d’interface etc. Les e´quations de
mouvement des sous-structures sont ensuite projete´es sur les bases de projection forme´es par les vecteurs
de Ritz pour obtenir les syste`mes re´duits des sous-structures. Le couplage des syste`mes re´duits des sous-
structures fournit alors le syste`me re´duit couple´, ou mode`le re´duit, de la structure comple`te avec lequel on
effectue l’analyse modale ou des re´ponses a` des sollicitations.
La premie`re me´thode de synthe`se modale a e´te´ pre´sente´e par Hurty (1960). L’ide´e de de´composer une
structure en sous-structures a e´te´ aussi utilise´e par Gladwell (1964) dans sa me´thode des branches. Plusieurs
me´thodes de synthe`se modale ont e´te´ de´veloppe´es depuis, toutes ces me´thodes utilisent les modes propres des
sous-structures. En fonction des conditions aux limites applique´es a` l’interface des sous-structures lors du
calcul de ces modes propres, les me´thodes de synthe`se modale synthe`se modale peuvent eˆtre classe´es en quatre
groupes : me´thodes avec interface fixe (Hurty, 1960, 1965; Craig & Bampton, 1968; Hintz, 1975; Craig, 1985),
me´thodes avec interface libre (Bamford, 1967; Goldman, 1969; Hou, 1969; MacNeal, 1971; Rubin, 1975; Hintz,
1975; Craig & Chang, 1977a; Craig, 1985; Herting, 1985; Martinez et al., 1985; Bucher, 1986), me´thodes avec
interface mixte (MacNeal, 1971; Craig & Chang, 1977a; Farvacque et al., 1984; Tran, 1992, 1993), me´thodes
avec interface charge´e (Benfield & Hruda, 1971). Les variantes dans chaque groupe se diffe`rent essentiellement
sur le choix des vecteurs de Ritz comple´mentaires et de la proce´dure de couplage des sous-structures.
Plusieurs explications, ame´liorations et variantes ont e´te´ propose´es (Kuhar & Stahle, 1974; Kubomura,
1982; Curnier, 1983; Je´ze´quel, 1985; Flasner, 1986; Je´ze´quel & Tchere, 1991; Leung, 1991; Engels, 1992;
Suarez & Singh, 1992; Admire et al., 1994; Farhat & Ge´radin, 1994; Thonon, Ge´radin, Cardonna & Farhat,
1995; Thonon, Ge´radin, Cardonna & Jetteur, 1995; Ohayon et al., 1997; Qiu et al., 1997; Shyu et al., 1997;
Humar & Soucy, 1998; Rixen et al., 1998; Tournour et al., 2001; Liu & Ewins, 2002; Rixen, 2004; Bes-
set & Je´ze´quel, 2008), et les me´thodes de synthe`se modale ont e´te´ largement utilise´es sur un grand nombre
d’applications (Henry, 1980; Berlioz & Ferraris, 1986; Crandall & Yeh, 1986; Spanos & Tsuha, 1991; Wang
& Kirkhope, 1994b,a, 1995; Takewaki, 1998; Bladh et al., 2001a,b, 2002; Zou et al., 2002; Choi et al., 2003;
Capiez-Lernout, 2004; Ohayon, 2004; Corus et al., 2006; Davidsson & Sandberg, 2006; Li & Dowell, 2006;
Masson et al., 2006; Shanmugam & Padmanabhan, 2006; Batailly et al., 2007; Ganine et al., 2008; Mignolet
& Soize, 2008; Yan et al., 2008; Schotte´ & Ohayon, 2009). Les me´thodes de synthe`se modale ont e´te´ de´crites
dans plusieurs ouvrages (Meirovitch, 1980; Imbert, 1984; Morand & Ohayon, 1995; Bathe, 1996; Ge´radin &
Rixen, 1997), et des revues ont e´te´ pre´sente´es dans (Craig, 1985; de Klerk et al., 2008).
Dans les me´thodes de synthe`se modale classiques, les modes propres de sous-structures sont comple´te´s par
des vecteurs de Ritz issus des de´forme´es statiques usuellement appele´es modes statiques, comme les modes
de liaison, les modes d’attache, les modes d’attache re´siduels etc. Les coordonne´es ge´ne´ralise´es associe´es
aux modes statiques sont dans la plupart des cas les de´placements a` l’interface entre les sous-structures. Ceci
conduit a` des syste`mes re´duits couple´s de grande taille a` cause du nombre important de degre´s de liberte´
(DDL) a` l’interface. Afin de re´duire le nombre de DDL d’interface, la me´thode de synthe`se modale avec
les modes d’interface a e´te´ de´veloppe´e en premier lieu pour la me´thode avec interface fixe (Craig & Chang,
1977b; Bourquin, 1992; Bourquin & D’Hennezel, 1992; Aoyama & Yagawa, 2001), puis e´tendue aux me´thodes
de synthe`se modale avec interface libre ou mixte (Tran, 2001). Dans ces me´thodes, les modes statiques sont
remplace´s par les modes d’interface, aussi appele´s modes de jonction ou modes propres de l’ope´rateur Poincare´-
Steklov, qui sont les quelques premiers modes propres de la structure comple`te apre`s une condensation de
Guyan (1965) a` l’interface entre les sous-structures. Les DDL d’interface associe´s aux modes statiques sont
alors remplace´s par quelques coordonne´es ge´ne´ralise´es associe´es aux modes d’interface. D’autres me´thodes
pour re´duire le nombre de DDL d’interface sont aussi propose´es dans (Craig & Chang, 1977b; Bouhaddi &
Lombard, 2000; Hassis, 2000; Aoyama & Yagawa, 2001).
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Bien que les me´thodes de synthe`se modale avec les modes d’interface produisent des syste`mes re´duits
couple´s de taille tre`s petite, un inconve´nient de ces me´thodes est que tous les DDL d’interface sont e´limine´s du
syste`me re´duit. La pre´sence des DDL d’interface dans le syste`me re´duit est cependant souhaitable et parfois
ne´cessaire, soit parce que ces DDL peuvent fournir rapidement des informations utiles, soit parce que l’on a
besoin intervenir directement sur ces DDL lors de la re´solution du syste`me re´duit, par exemple pour imposer
des mouvements prescrits ou pour prendre en compte des non line´arite´s locales de type contact, frottement ou
jeu. De nouvelles me´thodes de synthe`se modale utilisant les modes d’interface partiels ont e´te´ de´veloppe´es
pour pallier cet inconve´nient (Tran, 2009b,a). Elles permettent a` la fois une re´duction importante du nombre
de DDL d’interface comme dans les me´thodes avec les modes d’interface, et la conservation de quelques DDL
d’interface dans le syste`me re´duit, comme dans les me´thodes classiques. Pour cela, au lieu de calculer les modes
d’interface, ces derniers sont approche´s en appliquant un second niveau de synthe`se modale au syste`me re´duit
issu de la condensation de Guyan de la structure comple`te a` l’interface entre les sous-structures. Les DDL du
syste`me re´duit de Guyan sont partitionne´s en deux ensembles regroupant respectivement les DDL d’interface
a` e´liminer et ceux a` conserver dans le syste`me re´duit couple´, les premiers e´tant conside´re´s comme les DDL
internes et les seconds comme les DDL d’interface dans le second niveau de synthe`se modale. Les modes
d’interface partiels sont les premiers modes propres du syste`me re´duit de Guyan, e´ventuellement encastre´s sur
quelques DDL d’interface a` conserver, ceci de´pend de la me´thode de synthe`se modale choisie, c.-a`-d. avec
interface fixe, libre ou mixte, pour le syste`me re´duit de Guyan. Ils sont comple´te´s par des modes statiques du
syste`me re´duit de Guyan, et ensemble ils remplacent les modes d’interface ou les modes statiques des me´thodes
classiques. Les me´thodes classiques et les me´thodes avec modes d’interface sont des cas particuliers ou` tous
les DDL d’interface sont conserve´s ou e´limine´s. L’approche propose´e est similaire a` la me´thode de re´duction
de Ritz de´crite dans (Craig & Chang, 1977b). Les vecteurs de Ritz n’y sont cependant pas spe´cifie´s et sont
obtenus a` partir des fonctions analytiques dans un exemple. Les me´thodes de synthe`se modale multi-niveaux
ou re´cursives ont e´te´ e´galement utilise´es (Bennighof & Lehoucq, 2004), mais leur but est de de´composer les
sous-structures en de plus petites sous-structures et ainsi de suite, et non pas d’obtenir une base de projection
des sous-structures comme dans l’approche propose´e.
Pour les structures posse´dant la syme´trie cyclique (Thomas, 1979; Valid & Ohayon, 1985), la re´duction des
calculs a` un seul secteur re´pe´titif de re´fe´rence permet de diminuer les temps de calcul. La combinaison des
proprie´te´s de syme´trie cyclique avec les me´thodes de synthe`se modale, qui a e´te´ utilise´e en premier lieu par
Henry (1980) avec la me´thode de Craig & Bampton (1968), est ge´ne´ralise´e ici avec d’autres me´thodes (Tran,
2001, 2009b). L’utilisation de la de´composition orthogonale aux valeurs propres (POD, Proper Orthogonal
Decomposition) dans les me´thodes de synthe`se modale est e´galement de´veloppe´e, le principe est de remplacer
les modes propres de sous-structures par les modes POD dans la base de projection. Les cliche´s des sous-
structures, a` partir desquels les modes POD des sous-structures sont obtenus, sont soient calcule´s sur chaque
sous-structure isole´e, soient extraits des cliche´s de la structure comple`te.
Ce chapitre est organise´ de la manie`re suivante : apre`s avoir de´crit les sous-structures et ses modes dans la
section 2, les me´thodes de synthe`se modale classiques avec les diffe´rents types d’interface sont pre´sente´es dans
la section 3. Les sections 4 et 5 concernent les me´thodes de synthe`se modale utilisant les modes d’interface et
les modes d’interface partiels. La combinaison de la synthe`se modale avec la syme´trie cyclique et la POD est
pre´sente´e dans les sections 6 et 7.
III.2. Description et modes des sous-structures
III.2.1. Description des sous-structures, syste`mes re´duits, assemblage
On conside`re une structure S de´compose´e en ns sous-structures S j ( j = 1, . . . ,ns) qui ne se recouvrent pas.
On note par LS la partie de S constitue´e par la frontie`re entre les sous-structures et par L j la frontie`re entre S j et
les sous-structures adjacentes. LS et L j seront appele´s les interfaces de S et S j.
Pour chaque sous-structure, l’interface L j partitionne´e en l’interface fixe Lc et l’interface libre La. Ainsi,
L j peut eˆtre fixe (La = ∅ et Lc = L j), libre (Lc = ∅ et La = L j) or mixte (Lc 6= ∅, La 6= ∅, L j = Lc ∪La), on
suppose dans le dernier cas que S j est lie´ ou statiquement stable lorsque Lc est fixe. Le choix de Lc et La peut
eˆtre diffe´rent d’une sous-structure a` l’autre.
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L’interface LS est partitionne´e en LSk et L
S
e comprenant respectivement les DDL d’interface a` conserver et a`
e´liminer dans le syste`me re´duit. Le nombre de DDL de LSk est tre`s petit compare´ a` celui de L
S
e .
Les vecteurs des de´placements de S, LS, LSe , L
S
k , S j, L j, Lc et La sont respectivement x
S, xSL, xSLe, xSLk, x, xL,
xLc et xLa. On de´finit les matrices boole´ennes PSS j qui restreignent x
S a` x; PLL j et P
L
Lk qui restreignent xSL a` xL et
xSLk; et PL, Pc et Pa qui restreignent x a` xL, xLc et xLa :
x = PSS j x
S, xL = PLL j x
S
L = PL x, x
S
Lk = P
L
Lk x
S
L, xLc = Pc x, xLa = Pa x. (1)
On de´finit les indices supe´rieurs a` gauche suivants:
a( ) = Pa ( ), c( ) = Pc ( ), j( ) = PLL j( ),
k( ) = PLLk( ), (2)
et t( ) repre´sente la transpose´e d’un vecteur ou d’une matrice.
L’e´quation d’e´quilibre de la sous-structure S j isole´e s’e´crit :
K x+C x˙+M x¨ = fe− tPL fL. (3)
K, C et M sont les matrices de rigidite´, d’amortissement et de masse de S j, fe sont les forces exte´rieures, fL
sont les re´actions exerce´es par S j sur L j.
Les me´thodes de synthe`se modale consistent a` exprimer les de´placements de la sous-structure S j comme
une combinaison line´aire des vecteurs de Ritz d’une base de projection Q, c.-a`-d. x = Qq, ou` q est le vecteur
des coordonne´es ge´ne´ralise´es. En projetant l’e´quation d’e´quilibre (3) sur la base de projection Q, on obtient le
syste`me re´duit de la sous-structure :
tQKQq+ tQCQq˙+ tQMQq¨ = tQfe− tQ tPL fL. (4)
Le couplage des sous-structures est assez simple, il est re´alise´ en utilisant la continuite´ des de´placements
a` l’interface et l’e´quilibre des re´actions a` l’interface et permettent de coupler plusieurs sous-structures sur une
meˆme interface. Par exemple, si les sous-structures S1, S2, . . . , Sk sont connecte´es par une meˆme interface, ces
relations s’e´crivent :
xS1L = x
S2
L = . . .= x
Sk
L , f
S1
L + f
S2
L + . . . + f
Sk
L = 0. (5)
La proce´dure de couplage correspond a` la formulation primale de´crite dans (de Klerk et al., 2008) qui
consiste a` assembler les matrices re´duites des sous-structures pour former les matrices re´duites de la structure
comple`te, de fac¸on similaire a` l’assemblage des matrices e´le´mentaires dans la me´thode des e´le´ments-finis. Dans
les matrices re´duites assemble´es, les matrice re´duites des sous-structures sont couple´es a` travers les coordonne´es
ge´ne´ralise´es qui sont communes a` au moins deux sous-structures, comme les de´placements d’interface ou les
coordonne´es ge´ne´ralise´es associe´es aux modes d’interface ou d’interface partiels.
III.2.2. Modes propres et modes statiques des sous-structures
III.2.2.1. Modes propres
Les modes propres avec interface mixteΦ sont les mk premiers modes propres de la sous-structure S j avec
comme conditions aux limites les DDL de Lc fixe´s :
KΦ= MΦΩ2 − tPc Rm avec cΦ= 0, (6)
KG = MG Ω
2 avec KG =
tΦKΦ et MG =
tΦMΦ, (7)
ou` Rm sont les re´actions modales, KG et MG sont les matrices de rigidite´ et de masse ge´ne´ralise´es.
Pour les sous-structures avec interface fixe ou libre, Φ sont donc les modes propres avec interface fixe ou
libre. Dans le dernier cas, on pre´cisera si Φ incluent ou non les modes de corps rigide.
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III.2.2.2. Modes de liaison
Les modes de liaison Ψc sont les nc de´forme´es statiques de la sous-structure S j obtenues en imposant
successivement un de´placement unitaire a` un DDL de Lc tandis que les autres DDL de Lc sont fixe´s :
KΨc =− tPc Rc avec cΨc = I, (8)
ou` Rc sont les re´actions statiques.
On de´finit e´galement les nL modes de liaisonΨC obtenus en imposant les de´placements unitaires a` l’interface
L j :
KΨC =− tPL RC avec PLΨC = I. (9)
Pour les sous-structures avec interface mixte,ΨC est partitionne´ en deux ensembles,ΨCc etΨCa, correspondant
respectivement aux de´placements unitaires impose´s aux interfaces Lc et La. En partitionnant la matrice de
rigidite´ K de S j suivant des DDL d’interface xLc, xLa et les DDL internes, on peut facilement montrer que :
Ψc =ΨCc + ΨCa
aΨc. (10)
Pour les sous-structures avec interface fixe (Craig & Bampton, 1968), on aΨC =Ψc.
III.2.2.3. Modes d’attache
Les modes d’attache Ψa sont les na de´forme´es statiques de la sous-structure S j obtenues en appliquant
successivement l’oppose´e d’une force unitaire sur un DDL de La tandis que les DDL de Lc sont fixe´s :
KΨa =− tPa − tPc Ra avec cΨa = 0, (11)
ou` Ra sont les re´actions statiques.
Comme les forces unitaires ne sont applique´es qu’a` l’interface La, les modes d’attacheΨa peuvent s’e´crire
comme une combinaison line´aire deΨCa :
Ψa =ΨCa
aΨa, d’ou` ΨCa =Ψa
aΨ−1a . (12)
En reportant Eq. (12) dans Eq. (10), on obtient:
ΨCc =Ψc−Ψa aΨ−1a aΨc (13)
d’ou`
ΨC = [ΨCc,ΨCa] = [Ψc−Ψa aΨ−1a aΨc,Ψa aΨ−1a ]. (14)
III.2.2.4. Matrice de flexibilite´ et de flexibilite´ re´siduelle
La sous-structure e´tant statiquement stable lorsque les DDL d’interface xLc sont fixe´s, la sous-matrice K
de K restreinte aux DDL xi et xLa est inversible. On de´finit la matrice de flexibilite´ statique : Z =
[
K−1 0
0 0
]
,
ou` les sous-matrices nulles correspondent aux DDL xLc. Z peut eˆtre de´veloppe´e en termes de tous les modes
propres de la sous-structure S j (avec xLc fixe´s) :
Z =ΦK−1G
tΦ + Φres K−1Gres
tΦres, (15)
ou` Φres sont les modes propres re´siduels et KGres est la matrice de rigidite´ ge´ne´ralise´e correspondante.
On de´finit la matrice de flexibilite´ re´siduelle G :
G =Φres K−1Gres
tΦres = Z − ΦK−1G tΦ. (16)
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III.2.2.5. Modes d’attache re´siduels
Les modes d’attacheΨa peuvent s’e´crire :
Ψa =− Z tPa. (17)
Les modes d’attache re´siduels Ψar sont les modes d’attache Ψa auxquels on supprime la contribution des
modes propres retenus dans Φ pour ne garder que celle des modes propres re´siduels Φres, ce qui revient a`
remplacer Z par G dans l’expression (16) deΨa. On a :
Ψar =−G tPa =Ψa + ΦK−1G taΦ avec cΨar = 0. (18)
III.2.2.6. Modes d’attache et d’attache re´siduels pour les sous-structures libres avec interface libre
Pour les sous-structures libres, c.-a`-d. posse´dant des modes de corps rigide, on a suppose´ dans la me´thode
avec interface mixte qu’il y a suffisamment de DDL d’interface fixe Lc pour que la sous-structure soit sta-
tiquement stable lorsque ces DDL sont fixe´s, de manie`re qu’on puisse calculer les modes d’attache et les modes
d’attache re´siduels. Les me´thodes avec interface libre (Lc =∅) ne sont donc pas applicables aux sous-structures
libres car la matrice K e´tant singulie`re, les modes d’attache ne peuvent eˆtre calcule´s avec Eq. (11). Cet in-
conve´nient est leve´ en utilisant les modes d’attache et les modes d’attache re´siduels pour les sous-structures
libres introduits par Hintz (1975).
SoitΨr les nr modes de corps rigide de la sous-structure S j, on a :
KΨr = 0 avec
tΨr MΦ= 0, (19)
ou` Φ sont les mk premiers modes propres e´lastiques de S j avec interface libre. La matrice
tΨrMΨr n’est pas
ne´cessairement diagonale siΨr sont obtenus par une re´solution statique.
On choisit nr DDL xr de x qui assurent l’e´quilibre isostatique de S j et soit Pr la matrice de restriction de x
a` xr : xr = Pr x.
En imposant temporairement les conditions aux limites xr = 0, on re´sout le proble`me statique :
KΨ̂a =−A tPa avec Pr Ψ̂a = 0 et A = I−MΨr (tΨrMΨr)−1 tΨr. (20)
On note qu’il n’y pas de re´action statique aux DDL xr lors du calcul de Ψ̂a, car la sous-structure est soumise
a` un syste`me de forces en e´quilibre compose´ d’une part des forces unitaires applique´es aux liaisons libres, et
d’autre part des forces inertielles associe´es aux acce´le´rations de corps rigide cre´e´es par les forces unitaires.
Les modes d’attache pour les sous-structures libresΨa sont obtenus en orthogonalisant, relativement a` M,
Ψ̂a par rapport a`Ψr (Hintz, 1975) :
Ψa =
tA Ψ̂a de manie`re que
tΨa MΨr = 0. (21)
La sous-matrice K de K restreinte au comple´mentaire de xr dans x e´tant inversible, on conside`re la matrice
de flexibilite´ isostatique : Ziso =
[
K−1 0
0 0
]
, ou` les sous-matrices nulles correspondent aux DDL xr, ainsi que
la matrice de pseudo-flexibilite´ (Imbert, 1984) :
Z = tAZiso A. (22)
Z peut eˆtre de´veloppe´e en termes de tous les modes propres e´lastiques de S j (avec interface libre) :
Z =ΦK−1G
tΦ +Φres K−1Gres
tΦres, (23)
ou` Φres sont les modes propres re´siduels et KGres est la matrice de rigidite´ ge´ne´ralise´e associe´e. Les modes
d’attache peuvent alors s’e´crire :
Ψa =− Z tPa. (24)
On de´finit alors la matrice de flexibilite´ re´siduelle G ainsi que les modes d’attache re´siduelsΨar de la meˆme
fac¸on que dans Eqs. (16) et (18) :
G =Φres K−1Gres
tΦres = Z − ΦK−1G tΦ, (25)
Ψar =−G tPa =Ψa + ΦK−1G taΦ. (26)
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III.3.1. Me´thode utilisant les modes d’attache
III.3.1.1. Me´thode avec interface mixte (HA)
Les de´placements physiques de la sous-structure sont exprime´s comme combinaison line´aire des modes
propres avec interface mixte, des modes de liaison et les modes d’attache :
x =Φ µ + Ψc ξc + Ψa ξa (27)
ou` µ sont les coordonne´es ge´ne´ralise´es modales, ξc et ξa sont les coordonne´es ge´ne´ralise´es associe´es aux
modes statiques.
En pre´multipliant (27) par Pc, et comme cΦ= 0, cΨc = I et cΨa = 0, on obtient :
xLc = ξc . (28)
En pre´multipliant (27) par Pa, on obtient :
ξa =
aΨ−1a (xLa − aΦ µ − aΨc xLc). (29)
En reportant Eqs. (28) et (29) dans Eq. (27), on obtient :
x =Φ′µ +Ψ′c xLc+Ψ
′
a xLa, (30)
avec
Ψ′a =Ψa
aΨ−1a , Ψ
′
c =Ψc−Ψ′a aΨc, Φ′ =Φ−Ψ′a aΦ. (31)
Ψ′a sont les modes d’attache normalise´s,Ψ
′
c etΦ
′ sont les modes de liaison et les modes propres homoge´ne´ise´s.
Ils ve´rifient:
aΨ′a = I,
cΨ′a = 0,
aΨ′c = 0,
cΨ′c = I,
aΦ′ = 0, cΦ′ = 0. (32)
D’apre`s Eq. (14), on a :
ΨC = [Ψ
′
c,Ψ
′
a]. (33)
Eq. (30) devient alors :
x =Φ′µ +ΨC xL. (34)
Le syste`me re´duit Eq. (4) est obtenu en projetant Eq. (3) sur la base de projection Q = [Φ′,ΨC], les inconnus
sont les coordonne´es modales µ et les de´placements d’interface xL, et le couplage des sous-structures est re´alise´
a` travers xL.
Eq. (30) inclue comme cas particuliers les me´thodes avec interface fixe (Craig & Bampton, 1968) et inter-
face libre (Hintz, 1975; Tran, 1993).
III.3.1.2. Me´thode avec interface fixe (CB)
Les de´placements physiques sont exprime´s comme combinaison line´aire des modes propres avec interface
fixe (Φ′ =Φ) et des modes de liaison :
x =Φ µ + ΨC xL. (35)
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III.3.1.3. Me´thode avec interface libre (FA)
Les de´placements physiques sont exprime´s comme combinaison line´aire des modes propres avec interface
libre, incluant les modes de corps rigide pour les sous-structures libres, et des modes d’attache :
x =Φ′ µ + Ψ′a xL. (36)
Pour les sous-structures lie´es, commeΨ′a =ΨC d’apre`s Eq. (33), Eq. (36) s’e´crit e´galement:
x =Φ′ µ + ΨC xL. (37)
Bien que Eq. (37) n’est plus valable pour les sous-structures libres, elle repre´sente ne´anmoins une variante
a` Eq. (36). Notons que la me´thode de Herting (1985) utilise Eq. (37) avec Φ′ =Φ−ΨC aΦ.
III.3.2. Me´thodes utilisant les modes d’attache re´siduels
III.3.2.1. Me´thode avec interface mixte (HR)
Les de´placements physiques de la sous-structure sont exprime´s comme combinaison line´aire des modes
propres avec interface mixte, des modes de liaison et les modes d’attache re´siduels :
x =Φ µ + Ψc ξc + Ψar ξa. (38)
En proce´dant comme dans Eqs. (28) et (29), Eq. (38) devient :
x =Φ′µ +Ψ′c xLc+Ψ
′
ar xLa, (39)
avec
Ψ′ar =Ψar
aΨ−1ar , Ψ
′
c =Ψc−Ψ′ar aΨc, Φ′ =Φ−Ψ′ar aΦ. (40)
Ψ′ar sont les modes d’attache re´siduels normalise´s, Ψ
′
c et Φ
′ sont les modes de liaison et les modes propres
homoge´ne´ise´s. Ils ve´rifient les relations similaires a` celles dans Eq. (32).
III.3.2.2. Me´thode avec interface libre (FR)
Les de´placements physiques sont exprime´s comme combinaison line´aire des modes propres avec interface
libre, incluant les modes de corps rigide pour les sous-structures libres, et des modes d’attache re´siduels (Rubin,
1975) :
x =Φ′ µ + Ψ′ar xL. (41)
III.3.2.3. Remarques
1) Les me´thodes avec interface mixte et libre de MacNeal (1971) sont les variantes des me´thodes utilisant
les modes d’attache re´siduels dans lesquelles ces derniers sont ne´glige´s dans la projection de la matrice de
masse.
2) Comme les deux ensembles de vecteurs [Φ ,Ψa] et [Φ ,Ψar] engendrent le meˆme sous-espace, la con-
tribution redondante de Φ dans Ψa e´tant simplement e´limine´e dans Ψar, les me´thodes utilisant les modes
d’attache re´siduels doivent donner les meˆmes re´sultats que celles utilisant les modes d’attache. Cependant,Ψa
est plus simple a` calculer que Ψar, et l’inversion de
aΨar pour obtenir Ψ
′
ar dans Eq. (40) peut eˆtre sujet a` des
proble`mes nume´riques lorsque le nombre de modes propres retenus dans Φ est important.
3) La relation Eq. (33),ΨC = [Ψ
′
c,Ψ
′
ar], n’est plus valable avec les modes d’attache re´siduels pour les sous-
structures avec interface mixte, et de meˆme la relationΨC =Ψ
′
ar n’est pas valable pour les sous-structures avec
interface libre. Par conse´quent, les expressions (34) et (37) ne sont pas valables avec les modes d’attache
re´siduels, cependant elles constituent des variantes des me´thodes utilisant les modes d’attache re´siduels dans
lesquelles les vecteurs de Ritz associe´s aux DDL d’interface sont remplace´s par les modes de liaison de la
me´thode CB. Les re´sultats nume´riques montrent que ces variantes sont aussi pre´cises que Eqs. (39) et (41).
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III.4. Me´thodes de synthe`se modale avec les modes d’interface
On conside`re l’expression suivante des de´placements de la sous-structure S j qui s’applique aux me´thodes
classiques avec les trois types d’interface (CB, FA et HA) :
x =Φ′µ +ΨC xL. (42)
Pour les sous-structures libres de la me´thode avec interface libre (FA) et pour les me´thodes utilisant les modes
d’attache re´siduels (FR et HR), Eq. (42) repre´sente les variantes dans lesquelles les vecteurs de Ritz associe´s
aux DDL d’interface sont remplace´s par les modes de liaisonΨC de la me´thode CB.
Afin de re´duire de nombre de DDL d’interface dans le syste`me re´duit de ces me´thodes, on doit effectuer une
troncation des modes de liaisonΨC, ce qui pose le proble`me du choix des modes a` e´liminer, car chaque mode
est associe´ a` un DDL d’interface et ces derniers sont tous ne´cessaires pour le couplage des sous-structures.
Les modes d’interface fournissent une repre´sentation e´quivalente des modes de liaison dont la troncation est
beaucoup plus facile a` obtenir.
III.4.1. Modes d’interface
On note par ΨSC les n
S
L modes de liaison globaux de la structure S obtenus en imposant les de´placements
unitaires sur les DDL de l’interface LS de S. Ce sont e´galement les extensions a` S des modes de liaisonΨC des
sous-structures en comple´tant par ze´ros sur les autres sous-structures car ces dernie`res ne sont pas de´forme´es
par les de´placements unitaires impose´s. Re´ciproquement, les modes de de liaison ΨC sont les restrictions des
modes de liaison globauxΨSC sur les sous-structures.
Les modes d’interface sont obtenus en effectuant une condensation de Guyan de la structure comple`te S sur
l’interface LS, c.-a`-d. en exprimant les de´placements de S par:
xS =ΨSC x
S
L. (43)
En projetant l’e´quation du mouvement libre de S surΨSC, on obtient le syste`me re´duit de Guyan:
KSL X
S
L = M
S
L X
S
L Ω
2
L, (44)
avec KSL = tΨ
S
C KSΨ
S
C et MSL = tΨ
S
C MSΨ
S
C, KS et MS e´tant les matrices de rigidite´ et de masse de S.
Les modes d’interface sont les modes propres XSL du syste`me re´duit de Guyan Eq. (44). Les modes
d’interface globaux ΦSL de la structure sont les modes propres approche´s de S obtenus par une expansion a`
S de XSL a` l’aide de Eq. (43), tandis que les modes d’interfaceΦL de la sous-structure S j sont les restrictions de
ΦSL a` S j:
ΦSL =Ψ
S
C X
S
L et ΦL = P
S
S j Φ
S
L =ΨC
jXSL, (45)
ou` j( ) = PLL j( ) de´signe la restriction de l’interface L
S de S a` l’interface L j de S j, Eq. (2).
En pratique les modes d’interface sont calcule´s en projetant les matrices de rigidite´ et de masse de S j sur
ΨC et en assemblant les matrices re´duites qui en re´sultent pour obtenir le syste`me re´duit Eq. (44), comme dans
la me´thode CB mais sans les modes propres Φ.
Comme les modes d’interface globaux sont les modes propres approche´s de S qui sont exprime´s comme
des combinaisons line´aires de ΨSC, d’apre`s Eq. (45), il est clair que l’ensemble de tous les modes d’interface
globaux, incluant ceux retenus et non retenus dans ΦSL, engendrent le meˆme sous-espace que Ψ
S
C, car ce sont
deux familles line´airement inde´pendantes avec le meˆme nombre de vecteurs. On peut donc obtenir une tron-
cation de l’espace engendre´ parΨSC en faisant une troncation de Φ
S
L en utilisant une crite`re sur les fre´quences,
c.-a`-d. en ne gardant dans ΦSL que les quelques premiers vecteurs propres de Eq. (44) qui correspondent aux
plus petites fre´quences.
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III.4.2. Me´thode avec interface fixe utilisant les modes d’interface (CBI)
Dans le me´thode classique avec interface fixe (CB), les de´placements de la structure comple`te S sont ex-
prime´s par :
xS =ΦS µS + ΨSC x
S
L, (46)
ou`ΦS sont les extensions a` S des modes propres avec interface fixeΦ en comple´tant par des ze´ros sur les autres
sous-structures. Le syste`me re´duit couple´ est obtenu soit en assemblant les syste`mes re´duits des sous-structures,
soit en projetant l’e´quation d’e´quilibre de S sur les vecteurs de Ritz [ΦS,ΨSC].
CommeΨSC engendre le meˆme sous-espace que l’ensemble de tous les modes d’interface, une formulation
strictement e´quivalente est obtenue en remplac¸antΨSC par ces derniers dans Eq. (46).
La me´thode avec interface fixe utilisant les modes d’interface (CBI) (Craig & Chang, 1977b; Bourquin,
1992; Tran, 2001) consiste a` remplacer les modes de liaison par les premiers modes d’interface. Au niveau de
la structure S, Eq. (46) devient:
xS =ΦS µS + ΦSL µL, (47)
ou` µL sont les coordonne´es ge´ne´ralise´es associe´es avec les modes d’interface. Les coordonne´es d’interface µL
ne sont pas associe´es a` une sous-structure ou une interface particulie`re, elles sont au contraire communes a`
toutes les sous-structures et serviront pour le couplage des sous-structures. Le syste`me re´duit couple´ est obtenu
en projetant l’e´quation d’e´quilibre de S sur la base de projection QS = [ΦS,ΦSL]. La taille du syste`me re´duit est
beaucoup plus petite que dans la me´thode classique car les de´placements d’interface xSL sont remplace´s par un
petit nombre de coordonne´es d’interface µL.
En prenant la restriction de Eq. (47) aux sous-structures, ce qui revient a` remplacer les modes de liaison
ΨC dans Eq. (35) par les modes d’interface ΦL, les de´placements physiques de S j sont exprime´s comme une
combinaison line´aire des modes propres avec interface fixe Φ et les modes d’interface ΦL :
x =Φ µ + ΦL µL , (48)
avec les meˆmes coordonne´es d’interface µL pour toutes les sous-structures. Le syste`me re´duit Eq. (4) de S j est
obtenu en projetant Eq. (3) sur les vecteur de Ritz Q = [Φ,ΦL]. Le couplage des sous-structure est re´alise´ a`
l’aide de µL.
III.4.3. Me´thodes avec interface libre et mixte utilisant les modes d’interface (FAI, HAI, FRI, HRI)
Pour les me´thodes avec interface libre et mixte, Eq. (42) s’e´crit au niveau de la structure comple`te S:
xS =ΦS′ µS+ΨSC x
S
L, (49)
ou` les modes propres homoge´ne´ise´s globaux ΦS′ sont les extensions a` S des modes propres homoge´ne´ise´s Φ′
des sous-structures en comple´tant par des ze´ros sur les autres sous-structures, de la meˆme manie`re que pour
ΦS.
La me´thode avec interface libre et mixte utilisant les modes d’interface (FAI, HAI, FRI, HRI) (Tran, 2001)
consiste a` remplacer les modes de liaison par les premiers modes d’interface. Au niveau de la structure S, Eq.
(49) devient:
xS =ΦS′ µS+ΦSL µL, (50)
En prenant la restriction de Eq. (50) aux sous-structures, ce qui revient a` remplacer les modes de liaison ΨC
dans Eq. (42) par les modes d’interface ΦL, les de´placements physiques de S j sont exprime´s comme une
combinaison line´aire des modes propres homoge´ne´ise´s Φ′ et les modes d’interface ΦL :
x =Φ′ µ + ΦL µL. (51)
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Le couplage des sous-structures est re´alise´ de la meˆme manie`re que pour la me´thode avec interface fixe
CBI. En fait, Eqs. (50) et (51) s’appliquent aux trois types d’interface et incluent Eqs. (47) et (48) comme des
cas particuliers.
Les me´thodes de synthe`se modale avec les modes d’interface sont moins pre´cises que les me´thodes clas-
siques, sauf si tous les modes d’interface de Eq. (44) sont conserve´s dans Eq. (51). Cependant, un petit nombre
de modes d’interface suffit pour obtenir une bonne pre´cision compare´ aux me´thodes classiques.
Les sous-structures ne sont plus inde´pendantes comme dans la me´thode classique, car les modes d’interface
de´pendent de la structure comple`te, la modification d’une sous-structure entrainera le recalcul des modes
d’interface, des bases de projection et des syste`mes re´duits de toutes les sous-structures.
III.5. Me´thodes de synthe`se modale avec les modes d’interface partiels
Dans les me´thodes de synthe`se modale classiques, Eq. (42), ou les me´thodes avec modes d’interface,
Eq. (51), la totalite´ des de´placements d’interface xSL sont soient conserve´s soient e´limine´s dans le syste`me
re´duit. Si l’on souhaite conserver les de´placements de l’interface LSk et e´liminer ceux de l’interface L
S
e , l’ide´e
est de remplacer les modes d’interface par d’autres familles de vecteurs de Ritz dont certaines des coordonne´es
ge´ne´ralise´es associe´es sont justement les de´placements xSLk de L
S
k . Pour cela, on conside`re le syste`me re´duit de
Guyan Eq. (44) comme l’e´quation du mouvement libre d’une structure dont les DDL sont les de´placements
xSL de LS. On peut alors appliquer encore une fois un deuxie`me niveau de synthe`se modale a` Eq. (44) en
conside´rant LSe comme des DDL inte´rieurs et L
S
k comme des DDL d’interface. Les modes d’interface partiels
sont les modes propres de Eq. (44) qui sont encastre´s sur une partie de l’interface conserve´e LSk , en fonction de
la me´thode de synthe`se modale choisie, c.-a`-d. avec interface fixe, libre ou mixte. Ces modes sont comple´te´s
par des modes statiques de Eq. (44) associe´s a` LSk , ces deux ensembles sont ensuite e´tendus a` la structure
comple`te en utilisant Eq. (43) puis restreints a` chaque sous-structure afin de constituer la base de projection des
de´placements de la sous-structure. On pre´sente ici les modes d’interface partiels fixes (Tran, 2009a), obtenus en
appliquant la me´thode de synthe`se modale avec interface fixe (CB) a` Eq. (44). Les modes d’interface partiels
libres ou mixtes, obtenus en appliquant les me´thodes de synthe`se modale avec interface libre (FA) ou mixte
(HA) a` Eq. (44), sont de´crits dans (Tran, 2009b, cf. Annexe).
Les modes d’interface partiels fixes XSP sont les modes propres du syste`me re´duit de Guyan Eq. (44) qui
sont encastre´s a` LSk :
KSL X
S
P = M
S
L X
S
P Ω
2
P+RP avec
kXSP = 0. (52)
Ils sont comple´te´s par les modes de liaison XSck associe´s a` LSk du syste`me re´duit de Guyan Eq. (44) :
KSL X
S
ck = Rck avec
kXSck = I. (53)
RP et Rck sont des re´actions dues aux conditions aux limites impose´es et k( ) = P
L
Lk( ) de´signe la restriction de
l’interface LS a` l’interface conserve´e LSk , Eq. (2).
Les modes d’interface XSL de Eq. (44) sont exprime´s comme des combinaisons line´aires de XSP et XSck de la
meˆme manie`re que dans Eq. (35) :
XSL = X
S
P B+X
S
ck
kXSL. (54)
ou` B est la matrice des coordonne´es modales.
Les modes d’interface partiels globauxΦSP de la structure S sont les modes propres approche´s de S obtenus
par une expansion a` S de XSP a` l’aide de Eq. (43). Les modes d’interface partielsΦP de la sous-structure S j sont
les restrictions de ΦSP a` S j, ils peuvent eˆtre aussi obtenus par une expansion de
jXSP a` S j en utilisantΨC :
ΦSP =Ψ
S
C X
S
P et ΦP = P
S
S j Φ
S
P =ΨC
jXSP. (55)
Les modes de liaisonΨSck de S etΨck de S j sont obtenus a` partir de X
S
ck de la meˆme manie`re :
ΨSck =Ψ
S
C X
S
ck et Ψck = P
S
S j Ψ
S
ck =ΨC
jXSck. (56)
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Comme la condensation statique de Guyan n’induit aucune erreur sur les solutions statiques lorsque les sollicita-
tions sont applique´es a` l’interface, les modes de liaison globauxΨSck sont identiques a` ceux obtenus directement
sur la structure S en imposant successivement un de´placement unitaire a` un DDL de LSk , tandis que les autres
DDL de LSk sont fixes et ceux de L
S
e sont libres. On a ainsi
kΨSck = I.
En pratique, les matrices re´duites du syste`me Eq. (44) sont forme´es de la meˆme manie`re que pour les modes
d’interface. Les syste`mes re´duits Eqs. (52-53) sont re´solus pour obtenir les premiers vecteurs propres XSP et les
modes de liaison XSck. Les modes d’interface partiels ΦP et les modes de liaison Ψck sont ensuite obtenus par
une expansion de jXSP et jXSck a` S j en utilisantΨC, Eqs. (55-56).
D’apre`s Eqs. (45) et (54-56), les modes d’interface ΦSL et ΦL de S et S j deviennent :
ΦSL =Φ
S
P B+Ψ
S
ck
kXSL et ΦL =ΦP B+Ψck
kXSL. (57)
En substituant Eq. (57) dans Eq. (50), on obtient les me´thodes de synthe`se modale utilisant les modes
d’interface partiels (CBP, FAP et HAP) qui consistent a` remplacer les modes de liaison dans les me´thodes
classiques (CB, FA, HA) ou les modes d’interface dans les me´thodes CBI, FAI et HAI par les modes d’interface
partiels et les modes de liaison associe´s avec l’interface conserve´ LSk :
xS =ΦS′ µS + ΦSP µP + Ψ
S
ck x
S
Lk, (58)
ou` µP = BµL sont les coordonne´es ge´ne´ralise´es associe´es avec les modes d’interface partiels. Il est clair que
les coordonne´es ge´ne´ralise´es associe´es avec les modes de liaison sont les de´placements des DDL d’interface
conserve´s xSLk, car
kΦS = 0, kΦSP = 0 et kΨ
S
ck = I.
En prenant la restriction de Eq. (58) aux sous-structures, ce qui revient a` remplacer les modes d’interface
ΦL dans Eq. (51) par leur expression Eq. (57), les de´placements physiques de S jsont exprime´s comme une
combinaison line´aire des modes propres homoge´ne´ise´s Φ′, les modes d’interface partiels ΦP et les modes de
liaisonΨck :
x =Φ′ µ + ΦP µP + Ψck x
S
Lk, (59)
avec les meˆmes coordonne´es ge´ne´ralise´es µP et les meˆmes de´placements xSLk pour toutes les sous-structures.
Le syste`me re´duits de S j est obtenu en projetant l’e´quation du mouvement de S j sur les vecteurs de Ritz
Q = [Φ′,ΦP,Ψck]. Le couplage des sous-structures est re´alise´ a` l’aide des coordonne´es d’interface µP et les
de´placements des DDL d’interface conserve´s xSLk.
Remarques
1) Tous les DDL xSLk de l’interface conserve´e L
S
k , et pas uniquement ceux appartenant a` S j, intervien-
nent dans l’expression Eq. (59) des de´placements de la sous-structure S j, meˆme lorsque S j ne contient aucun
DDL de LSk . Comme les modes de liaison Ψ
S
ck et Ψck re´sultent des de´formations de la structure comple`te S
soumise a` des de´placements unitaires impose´s sur LSck, une sous-structure S j peut eˆtre de´forme´e meˆme si le
de´placement unitaire n’est pas impose´ sur ses interfaces. Seulement pour les sous-structures S j dont tous les
DDL d’interface sont conserve´s dans le syste`me re´duit, c.-a`-d. L j ⊂ LSk , les vecteurs dansΨck qui correspondent
aux de´placements unitaires impose´s a` L j sont pre´cise´ment les modes de liaisonΨC of S j, tandis que les autres
vecteurs dans Ψck ainsi que la restriction ΦP des modes d’interface partiels globaux Φ
S
P a` S j sont nuls, et par
conse´quent Eq. (59) e´quivaut a` Eq. (42) des me´thodes classiques pour ces sous-structures.
2) Les me´thodes de synthe`se modale utilisant les modes d’interface partiels sont les ge´ne´ralisations des
me´thodes classiques et des me´thodes utilisant les modes d’interface. En effet, si tous les DDL d’interface
sont e´limine´s dans le syste`me re´duit, c.-a`-d. LSk = ∅ et L
S
e = L
S, on obtient les me´thodes utilisant les modes
d’interface, Eq. (51). A l’inverse, si tous les DDL d’interface sont conserve´s dans le syste`me re´duit, c.-a`-d.
LSk = L
S et LSe =∅, on obtient les me´thodes classiques, Eq. (42).
3) Si tous les modes d’interface ou tous les modes d’interface partiels du syste`me re´duit de Guyan Eq.
(44) sont retenus dans XSL et XSP, c.-a`-d. qu’il n’y a pas de troncation sur ces ensembles, les me´thodes utilisant
les modes d’interface et les modes d’interface partiels doivent donner les meˆmes re´sultats que les me´thodes
classiques. Dans le cas contraire, elles sont moins pre´cises que les me´thodes classiques. Avec le meˆme nombre
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de modes retenus, les modes d’interface partiels donnent de meilleurs re´sultats que les modes d’interface car
les modes de liaison du syste`me re´duit de Guyan repre´sentent une correction statique a` la troncation des modes
d’interface. Un crite`re similaire a` celui de Rubin (1975) est propose´ pour se´lectionner les modes d’interface et
d’interface partiels.
4) Contrairement a` la condensation de Guyan ou` le choix des DDL maıˆtres et esclaves est effectue´ sans
un crite`re clair, le choix des DDL d’interface conserve´s LSk de´pend seulement du besoin de l’utilisateur a` les
garder dans le syste`me re´duit. Les me´thodes utilisant les modes d’interface partiels doivent eˆtre conside´re´es
comme une ame´lioration des me´thodes utilisant les modes d’interface qui permettent non seulement de re´duire
la taille des syste`mes re´duits mais aussi de garder quelques DDL d’interface dans ces derniers. De meˆme,
contrairement a` la condensation de Guyan ou` le nombre de DDL maıˆtres doit eˆtre assez important pour obtenir
de bons re´sultats, la pre´sence d’un petit nombre de DDL d’interface dans le syste`me re´duit suffit pour ame´liorer
la pre´cision et la convergence des re´sultats compare´ a` ceux des me´thodes utilisant les modes d’interface, avec
seulement un petit couˆt de calcul supple´mentaire, comme c’est montre´ dans les applications nume´riques. Par
conse´quent, meˆme lorsqu’on n’a pas besoin des DDL d’interface dans le syste`me re´duit, il vaut mieux d’en
conserver quelques uns et utiliser les modes d’interface partiels au lieu des modes d’interface.
III.6. Cas des structures avec syme´trie cyclique
Une structure avec syme´trie cyclique est compose´e de N secteurs identiques S0, S1, . . . , SN−1, qui sont
obtenus par N − 1 rotations re´pe´te´es d’angle α = 2pi/N rd d’un secteur de re´fe´rence S0. Ce dernier a une
frontie`re a` droite Lr et une frontie`re a` gauche Ll avec les secteurs adjacents. En utilisant les proprie´te´s de
syme´trie cyclique (Thomas, 1979; Valid & Ohayon, 1985, cf. Chapitre IV), on mode´lise uniquement le secteur
de re´fe´rence S0, sur lequel on re´sout N syste`mes inde´pendants d’e´quations du mouvement en fonction des co-
ordonne´es d’ondes tournantes xS0,n pour les N indices de de´phasage n = 0, . . . ,N−1 (ou angles de de´phasage
αn = nα), avec les seconds membres approprie´s et en appliquant les conditions aux limites de syme´trie cy-
clique :
xS0,nLl = x
S0,n
Lr
eiαn . (60)
Afin de re´duire la taille du syste`me d’e´quations de S0, la me´thode de synthe`se modale classique CB a e´te´
utilise´e par Henry (1980). Cette section de´crit la combinaison des me´thodes de synthe`se modale utilisant les
modes d’interface partiels avec les proprie´te´s de syme´trie cyclique, cependant elle est aussi valable pour les
me´thodes classiques et les me´thodes utilisant les modes d’interface.
Le secteur de re´fe´rence S0 peut eˆtre de´compose´ ou non en sous-structures. L’interface LS0 de S0 est compose´
des frontie`res Lr, Ll ainsi que des interfaces entre les sous-structures composant S0. LS0 est alors partitionne´e en
Lk, l’interface a` conserver dans le syste`me re´duit, et Le, l’interface a` e´liminer. On de´finit la frontie`re conserve´e
a` droite Lrk = Lr ∩Lk, la frontie`re conserve´e a` gauche Llk = Ll ∩Lk, la frontie`re e´limine´e a` droite Lre = Lr ∩Le
et la frontie`re e´limine´e a` gauche Lle = Ll ∩Le. Les frontie`res Lrk et Llk doivent correspondre aux meˆmes DDL
sur Lr et Ll , et de meˆme pour Lre et Lle.
On calcule en premier lieu les modes propres Φ et les modes statiques ainsi que les modes de liaison ΨC
des sous-structures composant S0, sans les conditions aux limites de syme´trie cyclique.
Le syste`me re´duit de Guyan Eq. (44) de S0 est alors forme´ en projetant les matrices de rigidite´ et de
masse des sous-structures sur leurs modes de liaisonΨC et en assemblant les matrices re´duites, ou de manie`re
e´quivalente, en projetant les matrices KS0 et MS0 de S0 sur ses modes de liaisonΨS0C :
KS0L X
S0
L = M
S0
L X
S0
L Ω
2
L, (61)
avec KS0L = tΨ
S0
C K
S0ΨS0C et M
S0
L =
tΨS0C M
S0ΨS0C .
En utilisant Eqs. (52-53), on calcule les modes d’interface partiels XS0,nP et les modes de liaison X
S0,n
ck du
syste`me re´duit de Guyan Eq. (61). Comme ce sont les modes de la structure comple`te, les conditions aux
limites de syme´trie cyclique Eq. (60) sont impose´es, mais seulement sur les frontie`res e´limine´es a` droite et a`
gauche Lre et Lle a` ce stade, comme si les secteurs ne soient relie´s que par ces frontie`res :
xS0,nLle = x
S0,n
Lre e
iαn . (62)
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Les modes d’interface partiels ΦnP et les modes de liaisonΨ
n
ck des sous-structures composant S0 sont alors
de´duits de XS0,nP et X
S0,n
ck en utilisant Eqs. (55-56) :
ΦnP =ΨC
jXS0,nP et Ψ
n
ck =ΨC
jXS0,nck . (63)
D’apre`s Eq. (59), les de´placements des sous-structures composant S0 sont exprime´s en fonction des coor-
donne´es d’ondes tournantes par :
xn =Φ′ µn + ΦnP µ
S0,n
P + Ψ
n
ck x
S0,n
Lk (64)
ou` Φ′ sont les modes propres homoge´ne´ise´s qui ne de´pendent pas de n, µn et µS0,nP sont les coordonne´es
ge´ne´ralise´es complexes, xS0,nLk sont les de´placements complexes de l’interface conserve´e Lk de S0. On remarque
que µn sont associe´es a` une seule sous-structure, alors que µS0,nP et x
S0,n
Lk sont communs a` toutes les sous-
structures composant S0.
Les de´placements xS0,n de S0 qui re´sultent de l’expression Eq. (64) des de´placements des sous-structures
ve´rifient les conditions aux limites de syme´trie cyclique Eq. (62) sur les frontie`res e´limine´es a` droite et a` gauche
Lre et Lle, car Φ
S0
|Lre =Φ
S0
|Lle = 0, et Φ
S0,n
P etΨ
S0,n
ck ve´rifiaient de´ja` Eq. (62).
Les syste`mes re´duits des sous-structures sont obtenus en projetant les e´quations d’e´quilibre des sous-
structures sur la base de projection Qn = [Φ,ΦnP,Ψ
n
ck]. Le couplage des syste`mes re´duits des sous-structures a`
l’aide des coordonne´es ge´ne´ralise´es µS0,nP et des de´placements de l’interface conserve´e x
S0,n
Lk fournit le syste`me
re´duit de S0 dont les inconnues sont qS0,n = t[tµS0,n, tµS0,nP , tx
S0,n
Lk ], ou` µ
S0,n contient les coordonne´es ge´ne´ralise´es
µn de toutes les sous-structures composant S0. Le syste`me couple´ est alors re´solu en imposant les conditions
aux limites de syme´trie cyclique Eq. (60) sur les frontie`res conserve´es a` droite et a` gauche Lrk et Llk :{
KS0,nR qS0,n + C
S0,n
R q˙
S0,n + MS0,nR q¨
S0,n = fS0,nR + f
S0,n
LR , (65)
xS0,nLlk = x
S0,n
Lrk e
iαn . (66)
Les solutions de Eqs. (65-66) fournissent les coordonne´es ge´ne´ralise´es qS0,n a` partir desquelles les coordonne´es
d’ondes tournantes xn des sous-structures et xS0,n de S0 sont de´duites en utilisant Eq. (64). Les de´placements
physiques de chaque secteurs S j sont obtenus en faisant la sommation sur xS0,n : xS j = ∑N−1n=0 x
S0,n ei jαn .
On remarque que les conditions aux limites de syme´trie cyclique Eq. (60) sont impose´es en deux e´tapes, en
premier lieu sur les frontie`res e´limine´es a` droite et a` gauche Lre et Lle dans Eq. (61) lors du calcul des modes
d’interface partiels et les modes de liaison du syste`me re´duit de Guyan, et en second lieu sur les frontie`res
conserve´es a` droite et a` gauche Lrk et Llk dans Eq. (66) lors de la re´solution du syste`me re´duit Eq. (65) de S0.
Dans deux cas particuliers cependant, les conditions aux limites de syme´trie cyclique Eq. (60) sont im-
pose´es qu’une seule fois sur la totalite´ des frontie`res Lr et Ll : (i) lors de la re´solution du syste`me re´duit Eq.
(65) dans les me´thodes classiques ou` Le =∅, car il n’y a pas de DDL d’interface e´limine´s, donc pas de modes
d’interface ou de modes d’interface partiels; et (ii) lors de la re´solution du syste`me re´duit de Guyan Eq. (61)
dans les me´thodes utilisant les modes d’interface ou` Lk = ∅, car il n’y a pas de DDL d’interface physiques
conserve´s dans Eq. (65).
III.7. Me´thodes de synthe`se modale avec la de´composition orthogonale aux valeurs propres
(POD)
On pre´sente une utilisation de la POD dans le cadre de la synthe`se modale, une description plus de´taille´e
des diffe´rentes formulations POD peut eˆtre trouve´e dans (Placzek et al., 2008, cf. Annexe).
Soit n j le nombre de DDL de S j, on conside`re une matrice n j× nU des nU cliche´s U de S j dont chaque
colonne repre´sente un cliche´. Les cliche´s sont des vecteurs de de´placements de S j qui peuvent eˆtre par exemple
la re´ponse transitoire a` nU instants ou la re´ponse fre´quentielle a` nU fre´quences d’excitation. Les cliche´s des
sous-structures peuvent eˆtre soient calcule´s se´pare´ment sur chaque sous-structure (POD-S), soient extraits des
cliche´s obtenus sur la structure comple`te (POD-W).
III.7. Me´thodes de synthe`se modale avec la de´composition orthogonale aux valeurs propres (POD) 43
Les modes POD (POM, Proper Orthogonal Modes) Φpod sont de´finis comme les vecteurs propres associe´s
aux valeurs propres non nulles de la matrice de corre´lation R:
RΦpod =Φpod Dpod avec R = U
tU, (67)
ou` Dpod est la matrice diagonale des valeurs propres POD (POV, Proper Orthogonal Values) non nulles. Comme
R est syme´trique et positive, les POV sont re´elles et positives. Avec une normalisation approprie´e, Φpod est
orthogonale : tΦpodΦpod = I. La me´thode directe qui consiste a` calculer les POM a` partir de Eq. (67) est
seulement utilise´e si la taille n j de R est petite.
On conside`re la de´composition aux valeurs singulie`res (SVD) (Strang, 1980) de U :
U = V S tW avec tV V = I, tW W = I, S =
[
Sr 0
0 0
]
et Sr = diag(s1, . . . ,sr). (68)
V est une matrice orthogonale n j× n j, W est une matrice orthogonale nU × nU et S est une matrice n j× nU ,
s1, . . . ,sr sont les valeurs singulie`res de U et r est le rang de U avec r 6 min(n j,nU). A cause de la forme
particulie`re de S et en notant Vr et Wr les r premie`res colonnes de V et W respectivement, Eq. (68) s’e´crit :
U = Vr Sr tWr avec tVr Vr = I et tWr Wr = I. (69)
En substituant Eq. (69) dans l’expression R Vr = U tU Vr, on obtient une variante, appele´e la me´thode SVD,
pour calculer les POM :
R Vr = Vr S2r ⇒ Φpod = Vr et Dpod = S2r . (70)
En substituant Eq. (69) dans tU U Wr et en exprimant Vr en termes de U, on a :
(tU U) Wr = Wr S2r et Vr = U Wr S
−1
r . (71)
Eq. (71) constitue une deuxie`me variante, appele´e la me´thode des cliche´s (Sirovich, 1987), pour calculer les
POM en les exprimant comme combinaisons line´aires des cliche´s dont les coefficients associe´s sont les vecteurs
propres de la matrice de corre´lation R′ :
R′ X = X Dpod avec R
′ = tU U et Φpod = U X. (72)
La post-multiplication de Φpod par S
−1
r comme dans Eq. (71) est simplement une normalisation. Eq. (72) est
souvent utilise´e pour calculer les POM dans le cas des syste`mes discre´tise´s par e´le´ments-finis car la taille nU
de R′ est ge´ne´ralement plus petite que la taille n j de R.
Seul un petit nombre de POM associe´s aux plus grandes POV est retenu pour former la base de projection.
Les me´thodes de synthe`se modale classiques utilisant la POD consistent ici a` remplacer les modes propres
des sous-structures par les POM dans l’expression des de´placements des sous-structures, c.-a`-d. a` remplacerΦ′
par Φpod dans Eq. (42):
x =Φpod µ + ΨC ξ. (73)
Les coordonne´es ge´ne´ralise´es ξ dans Eq. (73) ne sont pas les de´placements d’interface xL comme dans Eq. (42),
car les vecteurs Φpod ne sont pas ne´cessairement nuls a` l’interface comme Φ
′ (PLΦ
′ = 0). Comme PLΨC = I,
la restriction de Eq. (73) a` l’interface L j de S j conduit a` :
ξ= xL − PL Φpod µ. (74)
En substituant Eq. (74) dans Eq. (73), on obtient la me´thode de synthe`se modale classique utilisant la POD,
sans distinction du type d’interface, dans laquelle les de´placements de S j sont exprime´s par :
x =Φ′pod µ + ΨC xL, (75)
ou` Φ′pod =Φpod − ΨC PL Φpod sont les POM homoge´ne´ise´s qui ve´rifient PLΦ′pod = 0.
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Les modes d’interface ou les modes d’interface partiels peuvent remplacer ΨC dans Eq. (75), on obtient
alors les me´thodes de synthe`se modale utilisant la POD et les modes d’interface ou les modes d’interface
partiels. Les expressions des de´placements de S j sont similaires a` Eqs. (51) et (59) :
x =Φ′pod µ + ΦL µL, (76)
x =Φ′pod µ + ΦP µP + Ψck x
S
Lk. (77)
La proce´dure de couplage des sous-structures, ainsi que la combinaison avec les proprie´te´s de syme´trie cyclique,
sont exactement les meˆmes que pour les me´thodes de synthe`se modale sans la POD.
III.8. Re´sultats - Conclusions
Plusieurs me´thodes de synthe`se modale ont e´te´ de´veloppe´es, a` savoir les me´thodes classiques, les me´thodes
utilisant les modes d’interface et les me´thodes utilisant les modes d’interface partiels, avec les trois types de
d’interface, fixe, libre et mixte. Elles ont e´te´ e´galement combine´es avec les proprie´te´s de syme´trie cyclique
ainsi que la POD. Ces me´thodes ont e´te´ teste´es sur des exemples simples de plaques et de disques aubage´s
accorde´s et de´saccorde´s (Tran, 1992, 2001, 2009b, cf. Annexe). Leurs re´sultats sont en tre`s bonne concordance
avec ceux re´sultant du calcul des structures comple`tes. Les remarques suivantes peuvent eˆtre formule´es :
– les me´thodes classiques avec interface libre sont les plus pre´cises, cependant les me´thodes avec interface
fixe sont faciles a` mettre en œuvre et fonctionnent bien sur un grand nombre d’applications.
– si le nombre de DDL d’interface est trop important et doit eˆtre re´duit, les me´thodes utilisant les modes
d’interface partiels sont recommande´es. Meˆme lorsqu’on n’a pas de besoin de DDL physiques dans le syste`me
re´duit couple´, il vaut mieux d’en garder quelques uns et utiliser les modes d’interface partiels plutot que les
modes d’interface, car les premiers sont bien meilleurs concernant la pre´cision et la convergence des re´sultats.
Un petit nombre de DDL d’interface conserve´s et la se´lection des modes de´rive´e du crite`re de Rubin suffisent
d’obtenir de tre`s bons re´sultats.
– pour les structures de´saccorde´es, l’utilisation des modes accorde´s n’est pas recommande´e, car cela
de´te´riore significativement les re´sultats. L’utilisation des modes de´saccorde´s fournit de bien meilleurs re´sultats
avec seulement un petit couˆt de calcul supple´mentaire.
– bien que l’utilisation la POD est un peu plus pre´cise que la projection modale dans le cas de la structure
comple`te, elle n’apporte pas d’ame´lioration par rapport aux me´thodes de synthe`se modale sans la POD. En
plus, le choix des modes POD est plus de´licat a` effectuer que celui des modes propres de sous-structures, car
un nombre e´leve´ de modes POD peut conduire a` des syste`mes re´duits mal conditionne´s. Les modes POD-W
obtenus a` partir des cliche´s extraits de ceux de la structure comple`te donnent des re´sultats un peu meilleurs que
ceux obtenus a` partir des cliche´s calcule´s sur les sous-structures (POD-S).
Chapitre IV
STRUCTURES MULTI-E´TAGES AVEC SYME´TRIE CYCLIQUE
IV.1. Introduction
Ce travail concerne la construction des mode`les re´duits des assemblages de disques aubage´s dans les tur-
bomachines qui sont souvent compose´s de plusieurs e´tages. Chaque e´tage consiste en un disque aubage´ qui
posse`de une syme´trie cyclique, c’est-a`-dire chaque disque est compose´ de secteurs re´pe´titifs identiques, cepen-
dant le nombre de secteurs n’est pas le meˆme pour tous les disques.
L’approche mono-e´tage consiste a` e´tudier les e´tages inde´pendamment les uns des autres. Graˆce aux pro-
prie´te´s de syme´trie cyclique (Thomas, 1979; Valid & Ohayon, 1985), on mode´lise un seul secteur de re´fe´rence
dont l’e´quation du mouvement exprime´e en coordonne´es d’ondes tournantes est re´solue pour tous les indices
de de´phasage en appliquant les conditions aux limites de syme´trie cyclique aux frontie`res avec les secteurs
adjacents. Les proprie´te´s de syme´trie cyclique peuvent e´galement eˆtre utilise´es pour construire des mode`les
re´duits des structures de´saccorde´es ou` de petites diffe´rences existent entre les secteurs (Bladh et al., 2001a;
Castanier & Pierre, 2006; Lim et al., 2007; Mbaye et al., 2010; Vargiu et al., 2011).
L’approche mono-e´tage est valable seulement lorsqu’il n’y a pas de couplage entre les e´tages. Cependant
Bladh et al. (2003) a montre´ que les disques aubage´s ne se comportent pas de la meˆme manie`re lorsqu’ils sont
couple´s a` cause de l’interaction entre leurs mouvements et par conse´quent, on ne peut plus les e´tudier de fac¸on
inde´pendante. Afin de prendre en compte le couplage entre les disques, on doit utiliser l’approche multi-e´tages
qui consiste a` e´tudier la structure multi-e´tages comple`te et dans laquelle tous les disques aubage´s doivent eˆtre
inte´gralement mode´lise´s et non seulement leurs secteurs de re´fe´rence, car la structure multi-e´tages comple`te ne
posse`de pas la syme´trie cyclique. La mode´lisation de la structure multi-e´tages comple`te, ou meˆme d’un disque
aubage´ complet, conduit a` des syste`mes d’e´quations du mouvement de tre`s grandes tailles qui augmentent
conside´rablement le temps de calcul. Des approches pour obtenir des mode`les re´duits des structures multi-
e´tages ont e´te´ propose´es par Song et al. (2005) et Sinha (2008).
Etant donne´ que certains modes propres de la structure multi-e´tages et ceux des disques aubage´s isole´s sont
similaires, en particulier avec l’apparition de diame`tres nodaux dont les nombres correspondent aux indices de
de´phasage dans la re´duction par syme´trie cyclique mono-e´tage, la re´duction par syme´trie cyclique multi-e´tages
(MSCS, Multi-Stage Cyclic Symmetry) a e´te´ introduite en premier lieu par Laxalde et al. (Laxalde, Thouverez
& Lombard, 2007; Laxalde, Lombard & Thouverez, 2007; Laxalde, 2007) qui imposent des relations de liaison
line´aires pour le couplage inter-disque. Elle a e´te´ ensuite reprise par Sternchu¨ss et al. (Sternchu¨ss & Balme`s,
2007; Sternchu¨ss et al., 2008; Sternchu¨ss, 2009; Sternchu¨ss et al., 2009) qui introduisent des structures inter-
disques, puis utilise´e dans d’autres travaux qui tiennent compte du de´saccordage (Laxalde & Pierre, 2011)
ou des incertitudes (Segui Vasquez, 2013). Dans cette approche, le syste`me couple´ complet d’e´quations du
mouvement de la structure multi-e´tages, incluant les e´quations des structures inter-disques et des e´quations
de liaison, est exprime´ en fonction des coordonne´es d’ondes tournantes des disques aubage´s, et les conditions
aux limites de syme´trie cyclique doivent eˆtre applique´es simultane´ment pour tous les disques aubage´s et pour
tous les indices de de´phasage. La re´duction MSCS consiste alors a` re´soudre le syste`me couple´ simultane´ment
pour tous les disques, mais en se´lectionnant seulement un ou quelques indices de de´phasage pour chaque
disque aubage´. Ceci conduit a` des syste`mes re´duits qui sont des approximations du syste`me couple´ complet
de la structure multi-e´tages, contrairement a` la re´duction par syme´trie cyclique mono-e´tage ou` il n’y a pas
d’approximation.
D’un autre coˆte´, les me´thodes de synthe`se modale (CMS, Component Mode Synthsis) comme la me´thode
classique avec interface fixe de Craig & Bampton (1968) sont des me´thodes bien connues pour construire
des mode`les re´duits d’une structure en de´composant celle-ci en sous-structures et en assemblant les mode`les
re´duits des sous-structures. Plusieurs me´thodes CMS sont de´crites dans (Tran, 2001, 2009b,a) et sont revues
dans (de Klerk et al., 2008). Concernant les structures multi-e´tages, Sternchu¨ss et al. (Sternchu¨ss & Balme`s,
2007; Sternchu¨ss et al., 2008; Sternchu¨ss, 2009; Sternchu¨ss et al., 2009) combinent la re´duction MSCS et les
mode`les re´duits des secteurs obtenus par les me´thodes CMS. D’Souza et al. (D’Souza & Epureanu, 2012;
D’Souza et al., 2012) ont e´tudie´ des structures multi-e´tages de´saccorde´es en combinant les approches de Lim
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et al. (2007) et de Song et al. (2005).
Le but de cette e´tude est de construire des mode`les re´duits des disques aubage´s multi-e´tages en utilisant la
re´duction MSCS de´veloppe´e dans (Laxalde, 2007; Sternchu¨ss, 2009; Sternchu¨ss et al., 2009) avec une nouvelle
se´lection des indices de de´phasage et/ou les diffe´rentes me´thodes CMS de´veloppe´es dans (Tran, 2001, 2009b).
Le de´saccordage n’est pas pris en compte dans ce travail. Les me´thodes CMS sont utilise´es pour obtenir des
mode`les re´duits des secteurs de re´fe´rence ou des disques aubage´s complets, dans ce dernier cas la syme´trie
cyclique peut eˆtre utilise´e pour calculer les bases de projection, ainsi seuls les secteurs de re´fe´rence ont besoin
d’eˆtre mode´lise´s. Les mode`les re´duits de la structure multi-e´tages comple`te sont alors obtenus soit en appliquant
la re´duction MSCS sur les mode`les re´duits des secteurs de re´fe´rence, soit en assemblant les mode`les re´duits des
disques aubage´s. On montre que deux me´thodes de re´duction sont particulie`rement efficaces, la premie`re est la
me´thode CMS avec les modes d’interface applique´es aux disques aubage´s complets sans utiliser la re´duction
MSCS, la deuxie`me est la me´thode CMS avec les coordonne´es d’ondes tournantes applique´es sur les secteurs
de re´fe´rence et combine´es avec la re´duction MSCS.
Ce chapitre est organise´ de la manie`re suivante: dans la section 2 on pre´sente la formulation de la re´duction
MSCS avec les diffe´rentes se´lections de indices de de´phasage pre´sente´es dans (Laxalde, 2007; Sternchu¨ss,
2009), ainsi que la nouvelle se´lection propose´e dans cette e´tude; dans la section 3, on pre´sente les diffe´rentes
strate´gies CMS pour obtenir les mode`les re´duits des secteurs de re´fe´rence, des disques aubage´s et finalement
de la structure multi-e´tages comple`te, sans et avec la re´duction MSCS.
IV.2. Re´duction par syme´trie cyclique pour les structures multi-e´tages
IV.2.1. Description du proble`me
On conside`re une structure multi-e´tages, comme un assemblage de nBD disques aubage´s BDi, i= 1, . . . ,nBD
relie´s entre eux (Figure 1). Chaque disque aubage´ BDi posse`de une parfaite syme´trie cyclique, c.-a`-d. il est
compose´ de Ni secteur ge´ome´triquement et physiquement identiques Sik, k = 0, . . . ,N
i−1, obtenus par Ni−1
rotations re´pe´te´es d’angle βi = 2pi/Ni du secteur de re´fe´rence Si0 pour former un syste`me circulaire. On de´finit
les frontie`res a` droite et a` gauche Li,kl et L
i,k
r de Sik avec les secteurs adjacents S
i
k+1 et S
i
k−1 (avec S
i
−1 = S
i
Ni−1
et SiNi = S
i
0), ainsi que les interfaces amont et aval L
i,k
u et L
i,k
d de S
i
k avec les disques aubage´s adjacents BD
i−1
et BDi+1 (avec L1,ku = ∅ et LnBD,kd = ∅), et aussi les interfaces amont et aval de BD
i, Liu = ∪N
i−1
k=0 L
i,k
u et Lid =
∪Ni−1k=0 Li,kd .
La connection entre les disques aubage´s BDi et BDi+1 est re´alise´e de deux manie`res qui peuvent co-exister
dans une structure multi-e´tages (Figure 1b):
– soit au travers d’une structure inter-disques IDi (par exemple entre BD1 et BD2 dans la figure 1): on de´finit
les interfaces amont et aval de IDi avec Sik et S
i+1
k , L
i,k
ID,u = ID
i∩Sik et Li,kID,d = IDi∩Si+1k , et aussi les interfaces
amont et aval de IDi, LiID,u = ∪N
i−1
k=0 L
i,k
ID,u et L
i
ID,d = ∪N
i+1−1
k=0 L
i,k
ID,d. On a: L
i,k
ID,u = L
i,k
d , L
i,k
ID,d = L
i+1,k
u , LiID,u = L
i
d
et LiID,d = L
i+1
u . On supposera plus tard la continuite´ des de´placements physiques d’une part de L
i
ID,u et L
i
d, et
d’autre part de LiID,d et L
i+1
u . L’inter-disque ID
i peut avoir la syme´trie cyclique comme dans la figure 1, mais
ceci n’est pas exige´.
– soit par une connection directe (par exemple entre BD2 et BD3 dans la figure 1): les de´placements des
interfaces Lid et L
i+1
u sont alors relie´s par des e´quations de liaison line´aires.
IV.2.2. Re´duction par syme´trie cyclique pour une disque aubage´ isole´
Apre`s avoir discre´tise´ les disques aubage´s et en supposant que le maillage de tous les secteurs sont iden-
tiques, l’e´quation d’e´quilibre d’un secteur Sik isole´ s’e´crit:
Ki xi,k + Ci x˙i,k + Mi x¨i,k = f i,k + ri,k, (1)
ou` Ki, Ci et Mi sont respectivement les matrices de rigidite´, d’amortissement et de masse de Si0, qui sont
identiques pour tous les secteurs Sik, f
i,k est la force externe exerce´e sur Sik et r
i,k est la re´action d’interface
applique´e sur Sik aux frontie`res L
i,k
l et L
i,k
r .
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3,0
u
(b)
Figure IV.1 : a) Disques aubage´s, inter-disques, secteurs de re´fe´rence et interfaces de la structure multi-e´tages. b)
Connection entre les disques aubage´s aux secteurs de re´fe´rence
Le vecteur des de´placements physiques du secteur Sik s’e´crit (Tran et al., 2003):
xi,k =
Ni−1
∑
n=0
xin e
ik nβi , (2)
ou` xin est le vecteur des coordonne´es d’ondes tournantes du secteur Si0 associe´ a` l’indice de de´phasage n =
0, . . . ,Ni−1. L’index de de´phasage n, aussi appele´ coefficient harmonique de Fourier et nombre de diame`tres
nodaux, est associe´ avec l’angle de de´phasage nβi qui permet d’exprimer les coordonne´es d’ondes tournantes
de chaque secteur Sik en fonction de celles du secteur adjacent, et par conse´quent en fonction de x
i
n du secteur S
i
0:
xi,kn = xi,k−1n einβi = xin eik nβi . Les coordonne´es d’ondes tournantes xin ve´rifient alors les conditions aux limites
de syme´trie cyclique (CSBC, Cyclic Symmetry Boundary Conditions) sur les frontie`res a` gauche et a` droite:
xin,l = x
i
n,r e
inβi . (3)
L’e´quation d’e´quilibre Eq. (1) s’e´crit pour tous les secteurs:
KiBD x
i
BD + C
i
BD x˙
i
BD + M
i
BD x¨
i
BD = f
i
BD + r
i
BD, (4)
avec KiBD = INi ⊗Ki, CiBD = INi ⊗Ci, MiBD = INi ⊗Mi, xiBD = t[txi,0, . . . , txi,N
i−1], f iBD = t[tf
i,0, . . . , tf i,N
i−1],
riBD = t[tri,0, . . . , tri,N
i−1], In est la matrice d’identite´ n× n, et ⊗ est le produit de Kronecker de deux matrices
de´fini par A⊗B = [ai j B], ou` A = [ai j]. Les e´quations (4) pour les diffe´rents secteurs Sik sont couple´es en
e´crivant la continuite´ des de´placements d’interface et l’e´quilibre des re´actions d’interface.
Eq. (2) s’e´crit pour le secteur Sik puis pour tous les secteurs:
xi,k = (teik⊗ Imi) xiΣ, xiBD = (Ei⊗ Imi) xiΣ, (5)
ou` eik =
t[eik 0βi , . . . ,eik (N
i−1)βi ], Ei = [ei0, . . . ,e
i
Ni−1] =
tEi, mi est le nombre de DDL de Si0, et
xiΣ =
t[txi0, . . . ,
txin, . . . ,
txiNi−1] (6)
est le vecteur contenant les coordonne´es d’ondes tournantes de Si0 pour tous les indices de de´phasage.
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En utilisant l’orthogonalite´ de eik et la syme´trie de E
i et Ei et en projetant Eq. (4) sur Ei⊗ Imi , c.-a`-d. en
substituant xiBD de Eq. (5) dans Eq. (4) et en pre´multipliant par tE
i⊗ Imi , on obtient l’e´quation du mouvement
de BDi en fonction des coordonne´es d’ondes tournantes xiΣ pour tous les indices de de´phasage:
Ni KiBD x
i
Σ + N
i CiBD x˙
i
Σ + N
i MiBD x¨
i
Σ = (
tEi⊗ Imi) (f iBD + riBD). (7)
Bien que le terme Ni dans le premier membre est usuellement simplifie´ pour les disques aubage´s isole´s,
il doit eˆtre garde´ afin d’effectuer le couplage des disques aubage´s dans les structures multi-e´tages, sinon
l’e´quilibre des re´actions d’interface entre les disques aubage´s ne sera pas ve´rifie´. Pour un disque aubage´ isole´,
Eq. (7) fournit Ni syste`mes re´duits d’e´quations de´couple´es en termes des coordonne´es d’ondes tournantes xin
du secteur de re´fe´rence Si0, pour n = 0, . . . ,N
i−1:
Ki xin + C
i x˙in + M
i x¨in = f
i
n + r
i
n, (8)
avec
f in =
1
Ni
(teik⊗ Imi) f iBD =
1
Ni
Ni−1
∑
k=0
e− ik nβi f i,k. (9)
Eqs. (8) et (9) doivent eˆtre comple´te´es par les CSBC Eq. (3), ensemble elles repre´sentent la re´duction par
syme´trie cyclique de Eq. (4). Les re´actions d’interface rin n’interviennt pas dans la re´solution de Eq. (8), elles
sont seulement pre´sentes a` cause des CSBC.
Les CSBC Eq. (3) incluent de´ja` les conditions aux limites sur xi,k qui expriment la continuite´ des de´placements
physiques aux frontie`res Lil et L
i
r. En effet, de Eqs. (2) et (3) on a:
xi,k+1r =
Ni−1
∑
n=0
ei(k+1)nβi xin,r =
Ni−1
∑
n=0
eik nβi einβi xin,r =
Ni−1
∑
n=0
eik nβi xin,l = x
i,k
l . (10)
Il est e´vident que l’indice de de´phasage n dans Eqs. (3), (8) et (9) est de´fini avec modulo Ni, c.-a`-d. il
est e´quivalent de re´soudre ces e´quations pour n ∈ {0, . . . ,Ni− 1} et pour tout nk = n+ k Ni, avec k ∈ Z. Si
xin = xi−n, Eqs. (3), (8) et (9) sont re´solues seulement pour Ni1/2 + 1 indices de de´phasage n = 0, . . . ,N
i
1/2, ou`
Ni1/2 = N
i/2 si Ni est pair et Ni1/2 = (N
i− 1)/2 si Ni est impair. Par exemple, dans le calcul des fre´quences
et modes de structures non amorties, les fre´quences et les modes sont re´els pour n = 0 et pour n = Ni/2 si
Ni est pair. Sinon, les fre´quences correspondant a` n et Ni− n sont re´elles et e´gales, tandis que les modes
sont complexes conjugue´s. Ceci conduit a` des modes doubles re´els en coordonne´es physiques ayant le meˆme
nombre de diame`tres nodaux, ces modes sont obtenus par une rotation d’angle pi/(2n) d’un mode a` l’autre avec
une normalisation approprie´e (Tran et al., 2003).
IV.2.3. Couplage des disques aubage´s par des structures inter-disques
Le couplage des disques aubage´s en utilisant des structures inter-disques a e´te´ propose´ dans (Sternchu¨ss &
Balme`s, 2007; Sternchu¨ss et al., 2008; Sternchu¨ss, 2009). La structure inter-disques peut avoir une syme´trie
cyclique ou non, la seule condition est que les maillages de la structure inter-disques et des disques aubage´s
adjacents soient compatibles, de manie`re qu’on puisse e´crire la continuite´ des de´placements physiques a` leurs
interfaces.
En supposant qu’aucune force externe est applique´e a` l’inter-disques IDi, l’e´quation d’e´quilibre de ce
dernier s’e´crit apre`s discre´tisation:
KiID x
i
ID + C
i
ID x˙
i
ID + M
i
ID x¨
i
ID = r
i
ID. (11)
Les de´placements physiques de IDi sont partitionne´s en:
xiID =
t[txiID,u,
txiID,d,
txiID,o], (12)
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ou` xiID,u, xiID,d et x
i
ID,o sont respectivement les de´placements de L
i
ID,u, L
i
ID,d et des autres DDL de ID
i. L’inter-
disques IDi peut ne pas avoir d’autres DDL que ceux sur LiID,u et L
i
ID,d comme c’est montre´ dans la Figure 1,
dans ce cas xiID,o n’existe simplement pas.
L’e´quation du mouvement Eq. (11) de IDi est alors transforme´e en utilisant des coordonne´es d’ondes
tournantes (Tran, 2014):
KiID,Σ x
i
ID,Σ + C
i
ID,Σ x˙
i
ID,Σ + M
i
ID,Σ x¨
i
ID,Σ = r
i
ID,Σ, (13)
ou` le vecteur xiID,Σ =
t[txiΣ,
txi+1Σ ,
txiID,o] contient les coordonne´es d’ondes tournantes xiΣ de S
i
0 et x
i+1
Σ de S
i+1
0
pour tous les indices de de´phasage de BDi et BDi+1, tandis que xiID,o sont toujours les de´placements physiques
des DDL de IDi autres que ceux de LiID,u et L
i
ID,d et ne sont associe´s a` aucun indice de de´phasage.
Les matrices AiID,Σ, ou` A repre´sente K, C ou M, sont par conse´quent partitionne´es de la manie`re suivante:
AiID,Σ =

Ai,uuΣ A
i,ud
Σ A
i,uo
Σ
Ai,duΣ A
i,dd
Σ A
i,do
Σ
Ai,ouΣ A
i,od
Σ A
i,oo
Σ
 . (14)
IV.2.4. Couplage des disques aubage´s par des e´quations de liaison
Le couplage direct entre les disques aubage´s BDi et BDi+1 sans utiliser une structure inter-disques est
propose´ en premier lieu dans (Laxalde, Thouverez & Lombard, 2007; Laxalde, Lombard & Thouverez, 2007;
Laxalde, 2007) et est aussi utilise´ dans (Sternchu¨ss & Balme`s, 2007; Sternchu¨ss et al., 2008; Sternchu¨ss, 2009).
On suppose que les de´placements physiques de l’interface aval Lid de BD
i et de l’interface amont Li+1u de BD
i+1
sont relie´s par des e´quations de liaison line´aires:
xi+1BD,u = B
i xiBD,d (15)
qui sont transforme´es en utilisant des coordonne´es d’ondes tournantes (Tran, 2014):
xi+1Σ,u = B
i
Σ x
i
Σ,d, (16)
ou` xiΣ,d est la restriction de x
i
Σ a` l’interface aval L
i,0
d de S
i
0 et x
i+1
Σ,u est la restriction de x
i+1
Σ a` l’interface amont
Li+1,0u of Si+10 , pour tous les indices de de´phasage de BD
i et BDi+1.
Les e´quations de liaison (16) seront utilise´es par exemple pour e´liminer xi+1Σ,u dans le syste`me couple´ de la
structure multi-e´tages.
IV.2.5. Syste`me couple´ multi-e´tages complet
Le syste`me couple´ multi-e´tages complet en coordonne´es physiques est fourni par le mode`le e´le´ments-finis
de la structure multi-e´tages comple`te. Il peut aussi eˆtre obtenu en assemblant les matrices des disques aubage´s
dans Eq. (4), celles des inter-disques dans Eq. (11) et en utilisant les e´quations de liaison (15) pour un couplage
direct entre des disques aubage´s.
En coordonne´es d’ondes tournantes, on suppose dans un premier temps que les nBD disques aubage´s
BD1, . . . ,BDnBD sont relie´s par nBD−1 inter-disques ID1, . . . , IDnBD−1. De Eqs. (7) de (13), le syste`me couple´
de la structure multi-e´tages s’e´crit:
KMS,Σ xMS,Σ + CMS,Σ x˙MS,Σ + MMS,Σ x¨MS,Σ = fMS,Σ (17)
avec
xMS,Σ =
t[tx1Σ, . . . ,
txnBDΣ ,
tx1ID,o, . . . ,
txnBD−1ID,o ], (18)
fMS,Σ =
t[t{(tE1⊗ Im1) (f1BD+ r1BD)}, . . . , t{(tEnBD⊗ ImnBD ) (fnBDBD + rnBDBD )},0, . . . ,0]. (19)
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Les matrices AMS,Σ dans Eq. (17), ou` A repre´sente K, C or M, sont la somme des contributions des disques
aubage´s et celles des inter-disques:
AMS,Σ = ABD,Σ+AID,Σ. (20)
Les contributions des disques aubage´s sont obtenues en assemblant les matrices diagonales par bloc AiBD
donne´es par Eq. (7):
ABD,Σ =

N1 A1BD 0
N2 A2BD 0
. . .
0 NnBD AnBDBD
0 0

. (21)
Les contributions des inter-disques sont obtenues en assemblant les matrices AiID,Σ donne´es par Eq. (14):
AID,Σ =

A1,uuΣ A
1,ud
Σ A
1,uo
Σ
A1,duΣ A
1,dd
Σ +A
2,uu
Σ A
2,ud
Σ A
1,do
Σ A
2,uo
Σ
A2,duΣ A
2,dd
Σ +A
3,uu
Σ A
2,do
Σ
. . . . . .
AnBD−1,udΣ A
nBD−1,uo
Σ
AnBD−1,duΣ A
nBD−1,dd
Σ A
nBD−1,do
Σ
A1,ouΣ A
1,od
Σ A
1,oo
Σ
A2,ouΣ A
3,od
Σ A
2,oo
Σ
. . . . . .
AnBD−1,ouΣ A
nBD−1,od
Σ A
nBD−1,oo
Σ

.
(22)
Bien entendu, en rappelant de Eq. (6) que le vecteur xiΣ correspondant au disque aubage´ BD
i dans xMS,Σ
contient les coordonne´es d’ondes tournantes xin du secteur de re´fe´rence Si0 pour tous les indices de de´phasage
n = 0, . . . ,Ni−1, le syste`me couple´ Eq. (17) doit eˆtre comple´ter par les CSBC Eq. (3). Les re´actions riBD dans
Eq. (19) sont seulement pre´sentes a` cause des CSBC. Aussi a` cause de l’e´quilibre des re´actions a` l’interface
entre les disques aubage´s et les inter-disques, ces re´actions n’apparaissent plus dans le syste`me couple´ car elles
s’annulent entre elles.
Dans Eq. (17), les indices de de´phasage d’un meˆme disque aubage´ sont couple´s car les matrices Ai,uuΣ et
Ai,ddΣ ne sont pas diagonales par bloc comme A
i
BD. Les indices de de´phasage des disques aubage´s adjacents
sont couple´s par les matrices Ai,udΣ et A
i,du
Σ . Le couplage entre les indices de de´phasage est e´galement duˆ aux
DDL xiID,o des inter-disques.
S’il y a un couplage direct entre des disques aubage´s, par exemple entre BDi et BDi+1, on a simplement
besoin d’enlever de Eq. (22) la contribution de l’inter-disque IDi, c.-a`-d. toutes les sous-matrices qui composent
AiID,Σ dans Eq. (14), mais la forme de AID,Σ et les coordonne´es dans xMS,Σ restent inchange´es. Les e´quations
de liaison (16) sont alors utilise´es dans la re´solution du syste`me couple´ (17), par exemple pour e´liminer les
coordonne´es de´pendantes xi+1Σ,u de xMS,Σ pour ne garder que les coordonne´es inde´pendantes x
i
Σ,d.
IV.2.6. Re´duction par syme´trie cyclique multi-e´tages (MSCS)
Pour les applications industrielles, le syste`mes couple´ complet Eq. (17) n’est pas commode a` re´soudre,
car sa taille est meˆme plus grande que celle du syste`me complet de la structure multi-e´tages en coordonne´es
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physiques, les noeuds aux frontie`res entre les secteurs e´tant duplique´s. Afin de re´duire la taille de Eq. (17), une
extension de la re´duction par syme´trie cyclique aux structures multi-e´tages a e´te´ propose´e dans (Laxalde, Thou-
verez & Lombard, 2007; Laxalde, Lombard & Thouverez, 2007; Laxalde, 2007; Sternchu¨ss & Balme`s, 2007;
Sternchu¨ss et al., 2008; Sternchu¨ss, 2009), qui consiste a` conside´rer se´pare´ment chaque fois seulement quelques
indices de de´phasage de tous les disques aubage´s, et non pas simultane´ment tous les indices de de´phasage
comme dans Eq. (17).
L’ide´e est d’extraire des syste`mes couple´s re´duits de Eq. (17), chaque syste`me re´duit correspondant a` un
ou quelques indices de de´phasage de chaque disque aubage´. Le choix des indices de de´phasage doit ne´anmoins
satisfaire les conditions suivantes:
i) chaque syste`me re´duit doit contenir au moins un indice de de´phasage pour chaque disque aubage´ (c.-a`-d.
aucun disque aubage´ ne peut eˆtre absent dans un syste`me re´duit);
ii) les indices de de´phasage de chaque syste`me re´duit doivent eˆtre les meˆmes d’une certaine manie`re;
iii) chaque indice de de´phasage n = 0, . . . ,Ni−1 du disque aubage´ BDi doit eˆtre pre´sent dans un et un seul
syste`me re´duit, de manie`re qu’il n’y a pas de manque ou de redondance des solutions;
iv) si l’indice de de´phasage n = 0, . . . ,Ni1/2 est de´ja` pre´sent dans un syste`me re´duit, l’indice de de´phasage
Ni−n peut ne pas eˆtre pre´sent dans n’importe quel syste`me re´duit, dans ce cas la solution correspondant a` Ni−n
sera le complexe conjugue´ de celle correspondant a` n. Cependant, les deux indices de de´phasage peuvent eˆtre
pre´sents, et pas ne´cessairement dans un meˆme syste`me re´duit.
Une fois que tous les syste`mes re´duits sont re´solus, on obtient les solutions en coordonne´es d’ondes tour-
nantes xin sur le secteur de re´fe´rence Si0 de tous les disques aubage´s BD
i pour tous les indices de de´phasage n.
Ces solutions sont des solutions approche´es de Eq. (17). Elles peuvent alors eˆtre recompose´es en utilisant Eq.
(2) pour obtenir des solutions en coordonne´es physiques pour tous les secteurs de tous les disques aubage´s.
Afin de conside´rer les diffe´rents choix des indices de de´phasage, on de´finit quelques ensembles de nombres
entiers:
– pour chaque disque aubage´ BDi: Ai = {0, . . . ,Ni− 1}, Ai+ = {0, . . . ,Ni1/2}, Ai− = {0,Ni− 1, . . . ,Ni−
Ni1/2}= { f i(n), pour n ∈ Ai+}, avec f i(0) = 0 et f i(n) = Ni−n pour n = 1, . . . ,Ni1/2.
– Amin = {0, . . . ,Nmin−1}, Amin+ = {0, . . . ,Nmin1/2 }, Amin− = {0,Nmin−1, . . . ,Nmin−Nmin1/2 }= { f min(n), pour n∈
Amin+ }, avec Nmin = min(N1, . . . ,NnBD), Nmin1/2 = min(N11/2, . . . ,NnBD1/2 ), f min(0) = 0 et f min(n) = Nmin− n pour
n = 1, . . . ,Nmin1/2 .
– pour j ∈ Amin+ : B j+ = { j+kNmin, pour k ∈N}, B j− = {Nmin− j+kNmin, pour k ∈N}, B j = B j+∪B j− =
{ j+kNmin, Nmin− j+kNmin, pour k ∈N}. Tout e´le´ment redondant dans B j est bien entendu compte´ seulement
une fois.
– pour j ∈ Amin+ et pour chaque disque aubage´ BDi: Bij = B j ∩Ai = {n ∈ B j, tel que 06 n6 Ni−1}.
– pour j ∈ Amin+ et pour chaque disque aubage´ BDi: Cij+ = B j ∩Ai+ = {n ∈ B j, tel que 0 6 n 6 Ni1/2},
Cij− = { f i(n), pour n ∈Cij+}, Cij =Cij+∪Cij− = {n, f i(n), pour n ∈Cij+}.
On peut faire quelques remarques sur ces ensembles:
– les ensembles B j pour j ∈ Amin+ forment une partition de N.
– pour j ∈ Amin+ , tous les nombres dans l’ensemble B j+ correspondent a` un meˆme indice de de´phasage j
du disque aubage´ BDi qui a un nombre minimal de secteurs, c.-a`-d. tel que Ni = Nmin. On appellera ce disque
aubage´ particulier BDmin. De la meˆme manie`re, tous les nombres dans les ensembles B j− correspondent a` un
meˆme indice de de´phasage f min( j) de BDmin, et tous les nombres dans les ensembles B j correspondent a` un
meˆme couple d’indices de de´phasage ( j, f min( j)) de BDmin, tous deux correspondent a` j diame`tres nodaux sur
BDmin.
– pour tout disque aubage´ BDi, Bij 6=∅, et les ensembles Bij pour j ∈ Amin+ forment une partition de Ai.
– pour tout disque aubage´ BDi, Cij+ 6= ∅, Cij− 6= ∅ et Cij 6= ∅. Pour j ∈ Amin+ , les ensembles Cij+ forment
une partition de Ai+, les ensembles C
i
j− forment une partition de A
i− et les ensembles Cij forment une partition
de Ai.
On peut maintenant conside´rer quelques choix possibles des indices de de´phasage afin de construire des
syste`mes re´duits, ils ve´rifient tous les conditions (i-iv):
– Se´lection A: c’est une se´lection triviale qui consiste a` se´lectionner l’ensemble Ai pour chaque disque
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aubage´ BDi. Il y a un seul “syste`me re´duit” qui est en fait le syste`me couple´ complet Eq. (17). Les variantes
A+ et A− de la se´lection A consistent a` se´lectionner respectivement les ensembles Ai+ et Ai− pour chaque disque
aubage´. Ces variantes ont aussi un seul syste`me re´duit dont la taille est a` peu pre`s la moitie´ de la taille de Eq.
(17). Leurs solutions sont complexes conjugue´es et ne sont pas les meˆmes que celles fournies par la se´lection
A, a` cause du couplage entre les indices de de´phasage n et f i(n).
– Se´lection B: cette se´lection propose´e dans (Laxalde, Lombard & Thouverez, 2007; Sternchu¨ss, 2009) a
Nmin1/2 + 1 syste`me re´duit, chacun correspond a` un nombre j ∈ Amin+ et consiste a` se´lectionner tous les indices
de de´phasage dans l’ensemble Bij pour le disque aubage´ BD
i. Cette se´lection revient a` imposer le couple
d’indices de de´phasage ( j, f min( j)) de BDmin sur les autres disques aubage´s, c.-a`-d. a` imposer le meˆme nombre
de diame`tres nodaux a` tous les disques aubage´s dans chaque syste`me re´duit. Pour le disque aubage´ BDi, les
indices de de´phasage n et f i(n) n’appartiennent pas ne´cessairement au meˆme syste`me re´duit.
– Se´lection C: cette nouvelle se´lection a aussi Nmin1/2 + 1 syste`mes re´duits, chacun correspond a` un nombre
j ∈ Amin+ et consiste a` se´lectionner tous les indices de de´phasage dans l’ensemble Cij pour le disque aubage´ BDi.
Cette se´lection impose les indices de de´phasage n parmi le couple ( j, f min( j)) de BDmin sur les autres disques
aubage´s BDi avec la condition n 6 Ni1/2, et aussi l’indice de de´phasage f i(n) dans le meˆme syste`me re´duit.
Cette se´lection revient aussi a` imposer dans chaque syste`me re´duit correspondant a` j ∈ Amin+ le meˆme nombre
j de diame`tres nodaux de BDmin a` tous les autres disques aubage´s, avec la garantie que le couple d’indices de
de´phasage (n, f i(n)) soient simultane´ment pre´sents dans le meˆme syste`me re´duit pour chaque disque aubage´
BDi et pour chaque indice de de´phasage n. Comme la se´lection A, la se´lection C a aussi deux variantes C+ et C−
qui consistent a` se´lectionner respectivement l’ensemble Cij+ et C
i
j− pour chaque syste`me re´duit correspondant
a` j ∈ Amin+ et pour chaque disque aubage´ BDi. Ces variantes fournissent des solutions qui sont complexes
conjugue´es mais qui ne sont pas celles obtenues avec la se´lection C, pour la meˆme raison que dans la se´lection
A. La se´lection C+ est propose´e dans (Laxalde, 2007) et une version modifie´e est pre´sente´e dans (Laxalde &
Pierre, 2011) mais ce n’est pas non plus la selection C.
Chaque syste`me re´duit dans les se´lections B, C, C+ et C− sera identifie´ par le nombre j ∈ Amin+ auquel il
correspond. Ce nombre j sera appele´ l’index de de´phasage du syste`me re´duit, et pour la se´lection C+, il est
aussi le seul indice de de´phasage associe´ au disque aubage´ BDmin dans ce syste`me re´duit.
Si les disques aubage´s ne sont pas couple´s entre eux, toutes les se´lections reviennent a` la re´duction par
syme´trie cyclique mono-e´tage classique, qui consiste en ∑i Ni syste`mes re´duits (pour les se´lections A, B, C)
ou ∑i(Ni1/2+1) syste`mes re´duits (pour les variantes A
+, A−, C+, C−), chaque syste`me re´duit correspond a` un
indice de´phasage d’un disque aubage´, car il n’y a pas de couplage entre les disques aubage´s et entre les indices
de de´phasage.
Le tableau 1 donne les ensembles et les se´lections de´finis ci-dessus pour le cas de trois disques aubage´s avec
N1 = 12, N2 = 15 et N3 = 10, qui correspond a` l’application nume´rique traite´e dans (Tran, 2014, cf. Annexe).
IV.3. Re´duction de mode`les par synthe`se modale (CMS)
Avant d’effectuer le couplage multi-e´tages, les mode`les re´duits des disques aubage´s ou de leurs sous-
structures comme les secteurs peuvent eˆtre obtenus en utilisant la CMS, inde´pendamment du fait que la re´duction
MSCS est utilise´e ou non.
Seule la me´thode CMS avec interface fixe de Craig & Bampton (1968) (CB) est pre´sente´e ici, cependant
l’extension aux autres me´thodes CMS comme les me´thodes avec interface libre ou avec interface mixte (Tran,
2001, 2009b) est imme´diate. Les deux me´thodes avec interface fixe et avec interface libre sont utilise´es dans
l’application nume´rique traite´e dans (Tran, 2014).
La me´thode CB consiste a` projeter l’e´quation d’e´quilibre d’une sous-structure sur une base de projection
compose´e de modes propres Φ de la sous-structure avec interface fixe et des modes de liaison Ψ obtenus en
imposant un de´placement unitaire sur un des DDL d’interface, tandis que les autres DDL d’interface sont fixes.
Pour obtenir le syste`me re´duit de la structure comple`te, les syste`mes re´duits des sous-structures sont assemble´s
au travers des de´placements d’interface en e´crivant la continuite´ de ces derniers et l’e´quilibre des re´actions
d’interface.
IV.3. Re´duction de mode`les par synthe`se modale (CMS) 53
Tableau IV.1: Ensembles et se´lections dans la re´duction MSCS pour le cas N1 = 12, N2 = 15 et N3 = 10
Ensembles BD1 (i = 1) BD2 (i = 2) BD3 = BDmin (i = 3) Se´lection Nombre total des in-
dices de de´phasage
Ni 12 15 10 = Nmin
Ni1/2 6 7 5 = N
min
1/2
Se´lection A et ses variantes A+ et A−
Ai {0,1,2, . . . ,11} {0,1,2, . . . ,14} {0,1,2, . . . ,9}= Amin A 37
Ai+ {0,1,2, . . . ,6} {0,1,2, . . . ,7} {0,1,2, . . . ,5}= Amin+ A+ 21
Ai− {0,11,10, . . . ,6} {0,14,13, . . . ,8} {0,9,8, . . . ,5}= Amin− A− 21
Se´lection B
Syste`me re´duit 1: indice de de´phasage j = 0, B j = {10k, pour k ∈ N}
Bij {0,10} {0,10} {0} B 5
Syste`me re´duit 2: indice de de´phasage j = 1, B j = {1+10k,9+10k, pour k ∈ N}
Bij {1,11,9} {1,11,9} {1,9} B 8
Syste`me re´duit 3: indice de de´phasage j = 2, B j = {2+10k,8+10k, pour k ∈ N}
Bij {2,8} {2,12,8} {2,8} B 7
Syste`me re´duit 4: indice de de´phasage j = 3, B j = {3+10k,7+10k, pour k ∈ N}
Bij {3,7} {3,13,7} {3,7} B 7
Syste`me re´duit 5: indice de de´phasage j = 4, B j = {4+10k,6+10k, pour k ∈ N}
Bij {4,6} {4,14,6} {4,6} B 7
Syste`me re´duit 6: indice de de´phasage j = 5, B j = {5+10k,pour k ∈ N}
Bij {5} {5} {5} B 3
Se´lection C et ses variantes C+ et C−
Syste`me re´duit 1: indice de de´phasage j = 0, B j = {10k, pour k ∈ N}
Cij+ {0} {0} {0} C+ 3
Cij− {0} {0} {0} C− 3
Cij {0} {0} {0} C 3
Syste`me re´duit 2: indice de de´phasage j = 1, B j = {1+10k,9+10k, pour k ∈ N}
Cij+ {1} {1} {1} C+ 3
Cij− {11} {14} {9} C− 3
Cij {1,11} {1,14} {1,9} C 6
Syste`me re´duit 3: indice de de´phasage j = 2, B j = {2+10k,8+10k, pour k ∈ N}
Cij+ {2} {2} {2} C+ 3
Cij− {10} {13} {8} C− 3
Cij {2,10} {2,13} {2,8} C 6
Syste`me re´duit 4: indice de de´phasage j = 3, B j = {3+10k,7+10k, pour k ∈ N}
Cij+ {3} {3,7} {3} C+ 4
Cij− {9} {12,8} {7} C− 4
Cij {3,9} {3,7,8,12} {3,7} C 8
Syste`me re´duit 5: indice de de´phasage j = 4, B j = {4+10k,6+10k, pour k ∈ N}
Cij+ {4,6} {4,6} {4} C+ 5
Cij− {8,6} {11,9} {6} C− 5
Cij {4,6,8} {4,6,9,11} {4,6} C 9
Syste`me re´duit 6: indice de de´phasage j = 5, B j = {5+10k, pour k ∈ N}
Cij+ {5} {5} {5} C+ 3
Cij− {7} {10} {5} C− 3
Cij {5,7} {5,10} {5} C 5
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IV.3.1. Mode`les re´duits des secteurs
IV.3.1.1. Mode`les re´duits en coordonne´es physiques
Dans cette re´duction (CB1), chaque secteur Sik de BD
i est conside´re´ comme une sous-structure dont l’interface
Li,k est compose´e des frontie`res a` gauche et a` droite Li,kl et L
i,k
r ainsi que des interfaces amont et aval L
i,k
u et L
i,k
d .
L’interface Li,k et ses de´placements xi,kL sont alors de´finis par:
Li,k = Li,kl ∪Li,kr ∪Li,ku ∪Li,kd et xi,kL = t[txi,kl , txi,kr , txi,ku , txi,kd ]. (23)
Les de´placements physiques de Sik dans Eq. (1) s’e´crivent:
xi,k =Φi,k µi,k + Ψi,k xi,kL = Q
i,k qi,k, (24)
avec Qi,k = [Φi,k,Ψi,k] et qi,k = t[tµi,k, txi,kL ].
En reportant Eq. (24) dans Eq. (1), le syste`me re´duit de Sik s’e´crit:
K˜i,k qi,k + C˜i,k q˙i,k + M˜i,k q¨i,k = f˜ i,k + tQi,k ri,k, (25)
ou` les matrices et les forces externes re´duites de Sik s’e´crivent:
K˜i,k = tQi,k Ki Qi,k, C˜i,k = tQi,k Ci Qi,k, M˜i,k = tQi,k Mi Qi,k et f˜ i,k = tQi,k f i,k. (26)
A cause de la syme´trie cyclique de BDi, Φi,k, Ψi,k, Qi,k, K˜i,k, C˜i,k et M˜i,k sont identiques pour tous les
secteurs Sik. Lorsque la re´duction par syme´trie cyclique est utilise´e, seules matrices re´duites du secteur de
re´fe´rence Si0 sont ne´cessaires.
IV.3.1.2. Mode`les re´duits en coordonne´es d’ondes tournantes
Dans cette re´duction (CB2) de´ja` pre´sente´e dans (Tran et al., 2003), seul le secteur de re´fe´rence Si0 de BD
i
est conside´re´ comme une sous-structure. L’interface Li de la sous-structure est compose´ des interfaces amont
et aval Li,0u et L
i,0
d de S
i
0. L’interface L
i et ses de´placements sont alors de´finis par:
Li = Li,0u ∪Li,0d et xiL = t[txi,0u , txi,0d ]. (27)
On conside´re les DDL d’interface dans Li qui appartiennent aussi aux frontie`res a` gauche et a` droite de Si0:
Lil = L
i∩Li,0l et Lir = Li∩Li,0r (28)
Si Lil 6=∅ ou Lir 6=∅, ils doivent correspondre aux meˆmes DDL respectivement sur Li,0l et Li,0r .
Pour les indices de de´phasage n= 0, . . . ,Ni−1, les de´placements en coordonne´es d’ondes tournantes de Si0
dans Eq. (8) s’e´crivent:
xin =Φ
i
n µ
i
n + Ψ
i
n x
i
Ln = Q
i
n q
i
n (29)
avec Qin = [Φ
i
n,Ψ
i
n] et qin = t[tµin, txiLn].
Les modes propres complexes Φin et les modes de liaison complexes Ψ
i
n de S
i
0 en coordonne´es d’ondes
tournantes sont obtenus par:
Ki Φin = M
i Φin Ω
2
n+R1n avec Φ
i
n|Li,0l \Lil
=Φi
n|Li,0r \Lir
einβi et Φin|Li = 0, (30)
Ki Ψin = R2n avec Ψ
i
n|Li,0l \Lil
=Ψi
n|Li,0r \Lir
einβi et Ψin|Li = I, (31)
ou` R1n et R2n sont les re´actions modales et statiques dues aux conditions aux limites.
IV.3. Re´duction de mode`les par synthe`se modale (CMS) 55
En reportant Eq. (29) dans Eq. (8), le syste`me re´duit de Si0 s’e´crit:
K˜in q
i
n + C˜
i
n q˙
i
n + M˜
i
n q¨
i
n = f˜
i
n+
tQin r
i
n. (32)
ou` les matrices re´duites et les forces externes re´duits s’e´crivent:
K˜in =
tQin K
i Qin, C˜
i
n =
tQin C
i Qin, M˜
i
n =
tQin M
i Qin et f˜
i
n =
tQin f
i
n. (33)
Les inconnues qin incluent bien entendu les de´placements d’interface xiL de Li. Lors de la re´solution du
syste`me re´duit Eq. (32), les CSBC Eq. (3) doivent eˆtre impose´es aux de´placements de Lil et L
i
r qui sont pre´sents
dans xiL et par conse´quent dans qin:
qin|Lil = q
i
n|Lir e
inβi . (34)
Au travers des modes Φin et Ψ
i
n, les de´placements xin donne´s dans Eq. (29) ve´rifiaient de´ja` les CSBC sur les
autres DDL de Li,0l et L
i,0
r qui ne sont pas dans Li (Remarque 1).
Remarque 1: Dans le calcul des modes Φin etΨ
i
n dans Eqs. (30) et (31), les CSBC Eq. (3) sont seulement
impose´es aux DDL des frontie`res a` gauche et a` droite Li,0l et L
i,0
r de Si0 qui n’appartiennent pas a` L
i
l et L
i
r c.-a`-d.
aux interfaces amont et aval Li,0u et L
i,0
d . Les CSBC n’e´taient pas impose´es a` L
i
l et L
i
r car d’autres conditions
aux limites lie´es aux me´thodes CMS e´taient impose´es sur Li et par conse´quent sur Lil et L
i
r comme c’est indique´
dans les dernie`res parties de Eqs. (30) et (31). Ceci s’applique aussi pour les me´thodes CMS avec interface
libre ou mixte, bien que dans ces me´thodes les conditions aux limites semblables a` celles dans Eqs. (30) et (31)
ne soient pas impose´es ou seulement partiellement impose´es a` l’interface Li de la sous-structure lors du calcul
des modes propres et des modes statiques. Pour ces trois me´thodes CMS, que ce soit avec interface fixe, libre
ou mixte, les CSBC seront impose´es plus tard sur Lil et L
i
r dans Eq. (34) lors de la re´solution du syste`me re´duit.
Remarque 2: Si le dernier disque aubage´ BDNB est directement relie´ a` BDNB−1 par des e´quations de liaison
(15) et (16), l’interface amont de BDNB sera substitue´ par l’interface aval de BDNB−1 dans le syste`me couple´
multi-e´tages Eq. (17), le syste`me re´duit Eq. (32) de BDNB ne contient plus aucun de´placement physique
d’interface lorsqu’il est introduit dans le syste`me couple´. Par conse´quent, les CSBC Eq. (34) seront impose´es
a` tous les disques aubage´s a` l’exception de BDNB lors de la re´solution du syste`me couple´ multi-e´tages. Ceci
peut causer des proble`mes nume´riques comme l’inversion des matrices presque singulie`res, ou l’apparition des
fre´quences parasites inde´sirables. Pour reme´dier ce proble`me, il est conseille´ de se´lectionner dans l’interface
LNB non seulement les interfaces amont LNB,0u du secteur de re´fe´rence SNB0 , mais aussi au moins une couple de
noeuds sur les frontie`res a` gauche et a` droite qui n’appartiennent pas a` LNB,0u , de manie`re que les CSBC Eq.
(34) seront toujours impose´s a` BDNB sur ces noeuds lors de la re´solution du syste`me couple´ multi-e´tages.
IV.3.2. Mode`les re´duits des disques aubage´s
IV.3.2.1. Mode`les re´duits en coordonne´es physiques
Un mode`le re´duit en coordonne´es physiques de BDi peut bien entendu eˆtre obtenu en assemblant les
mode`les re´duits en coordonne´es physiques de tous les secteurs Sik donne´s dans Eq. (25). Cependant les co-
ordonne´es de ce mode`le re´duit incluent les DDL des frontie`res a` gauche et a` droite Li,kl et L
i,k
r de tous les
secteurs Sik. Comme ces DDL ne sont pas ne´cessaires pour l’assemblage des disques aubage´s dans la structure
multi-e´tages et augmentent la taille du syste`me re´duit, il est pre´fe´rable de les e´liminer du syste`me re´duit, a`
l’exception de ceux qui appartiennent aussi aux interfaces amont et aval. Dans ce but, on conside`re la re´duction
(CBD) dans laquelle chaque disque aubage´ complet BDi est une sous-structure dont l’interface Li est compose´
des interfaces amont et aval Liu et L
i
d de BD
i. L’interface Li et ses de´placements xiBD,L sont alors de´finis par:
Li = Liu∪Lid = ∪N
i−1
k=0 L
i,k et xiBD,L =
t[txiu,
txid] =
t[txi,0BD,L, . . . ,
txi,N
i−1
BD,L ], (35)
ou` Li,k = Li,ku ∪ Li,kd et xi,kBD,L = t[txi,ku , txi,kd ] sont les restrictions de Li et xiBD,L au secteur Sik. Pour le premier
disque aubage´ BD1, L1 est seulement compose´ de l’interface aval L1d, et pour le dernier disque aubage´ BD
nBD ,
LnBD est seulement compose´ de l’interface amont LnBDu .
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Les de´placements physiques de BDi dans Eq. (4) s’e´crivent:
xiBD =Φ
i
BD µ
i
BD + Ψ
i
BD x
i
BD,L = Q
i
BD q
i
BD, (36)
avec QiBD = [Φ
i
BD,Ψ
i
BD] et qiBD = t[tµiBD, txiBD,L]. Les modes propresΦ
i
BD et les modes de liaisonΨ
i
BD peuvent
eˆtre calcule´s sur le secteur de re´fe´rence Si0 en utilisant la syme´trie cyclique de BD
i, c.-a`-d. a` partir de Φin etΨ
i
n
obtenues dans Eqs. (30) et (31) en imposant les CSBC Eq. (3) sur les DDL des frontie`res a` gauche et a` droite
qui n’appartiennent pas a` l’interface Li.
En reportant Eq. (36) dans Eq. (4), le syste`me re´duit de BDi s’e´crit:
K˜iBD q
i
BD + C˜
i
BD q˙
i
BD + M˜
i
BD q¨
i
BD = f˜
i
BD+
tQiBD r
i
BD. (37)
Les matrices et les forces externes re´duites de BDi s’e´crivent:
A˜iBD =
tQiBD A
i
BD Q
i
BD =
Ni−1
∑
k=0
tQi,kBD A
iQi,kBD et f˜
i
BD =
tQiBD f
i
BD =
Ni−1
∑
k=0
tQi,kBD f
i,k, (38)
ou` A repre´sente K, C et M, Ai et f i,k sont les matrices et les forces de´finies dans Eq. (1), et Qi,kBD = [Φ
i,k
BD,Ψ
i,k
BD]
est la restriction de QiBD sur le secteur Sik.
IV.3.2.2. Mode`les re´duits en coordonne´es d’ondes tournantes
Pour le disque aubage´ BDi, les mode`les re´duits en coordonne´es d’ondes tournantes sont obtenus en im-
posant les CSBC Eq. (3) sur les syste`mes re´duits en coordonne´es physiques Eq. (25) du secteur de re´fe´rence Si0
qui re´sultent de la re´duction CB1, ou en imposant les CSBC Eq. (34) sur les syste`mes re´duits en coordonne´es
d’ondes tournantes Eq. (32) du secteur de re´fe´rence Si0 qui re´sultent de la re´duction CB2.
IV.3.3. Mode`les re´duits de la structure multi-e´tages
IV.3.3.1. Mode`les re´duits en coordonne´es physiques
Un mode`le re´duit en coordonne´es physiques de la structure multi-e´tages est obtenu en assemblant les
syste`mes re´duits des disques aubage´s fournis par la re´duction CBD dans Eq. (37), et le cas e´che´ant, les syste`mes
complets des structures inter-disques donne´s dans Eq. (11), et en e´crivant la continuite´ des de´placements et
l’e´quilibre des re´actions aux interfaces Liu et L
i
d. Bien entendu, les syste`mes des structures inter-disques peu-
vent e´galement eˆtre re´duits par les me´thodes CMS.
Le mode`le re´duit de la structure multi-e´tages peut eˆtre re´duit davantage si au lieu d’utiliser les me´thodes
CMS classiques comme la me´thode CB, on utilise les me´thodes CMS avec les modes d’interface ou les modes
d’interface partiels (Tran, 2001, 2009b,a) qui e´liminent tous ou une partie des coordonne´es d’interface du
syste`me re´duit. En effet, dans l’application nume´rique pre´sente´e dans (Tran, 2014, cf. Annexe), afin de com-
parer l’efficacite´ des re´ductions CMS et MSCS lorsqu’elles sont utilise´es se´pare´ment, la me´thode CB avec les
modes d’interface (CBI) e´tait applique´e a` chaque disque aubage´ BDi dont les de´placements sont exprime´s par:
xiBD =Φ
i
BD µ
i
BD + Φ
i
BD,L µL, (39)
ou` les modes propres ΦiBD dans Eq. (36) sont inchange´s, tandis que les modes de liaison Ψ
i
BD sont remplace´s
par quelques modes d’interface ΦiBD,L qui re´sultent de la condensation de Guyan (1965) de la structure multi-
e´tages comple`te sur les interfaces amont et aval. On remarque que les modes d’interfaceΦiBD,L sont simplement
les modes propres du syste`me re´duit de la structure multi-e´tages qui re´sulte de la re´duction CBD des disques
aubage´s, mais avec uniquement les modes de liaison ΨiBD et sans aucun mode propre Φ
i
BD dans Eq. (36).
Par conse´quent, tous les remarques concernant la re´duction CBD, en particulier celles sur l’utilisation de la
syme´trie cyclique des disques aubage´s dans le calcul des modes de liaison, restent valables dans le calcul des
modes d’interface. La meˆme expression que Eq. (39) est aussi applicable aux de´placements des structures
inter-disques. Le couplage des sous-structures est effectue´ au travers des coordonne´es ge´ne´ralise´es µL qui
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sont communes a` toutes les sous-structures et qui remplacent les de´placements d’interface xiBD,L des interfaces
amont et aval, ce qui re´duit conside´rablement la taille du syste`me re´duit couple´. Le syste`me re´duit couple´
qui re´sulte de la re´duction CBI ne contient aucun de´placement physique mais uniquement des coordonne´es
ge´ne´ralise´es associe´es aux modes propres et aux modes d’interface. Cependant, comme la re´duction MSCS
n’est pas applique´e a` ce syste`me re´duit, on conside`re ce dernier comme un syste`me re´duit en coordonne´es
physiques, en opposition aux coordonne´es d’ondes tournantes.
IV.3.3.2. Mode`les re´duits en coordonne´es d’ondes tournantes
Les mode`les re´duits en coordonne´es d’ondes tournantes sont obtenus en remplac¸ant les secteurs de re´fe´rence
Si0 des disques aubage´s BD
i par leurs mode`les re´duits obtenus par les me´thodes CMS, avant d’appliquer la
re´duction MSCS.
Pour la re´duction CB1 ou` Eq. (24) est utilise´e pour obtenir le syste`me re´duit Eq. (25) des secteurs Sik de BD
i
en coordonne´es physiques, les matrices Ai des secteurs de re´fe´rence Si0 qui composent les matrices diagonales
par blocs AiBD et ABD,Σ dans Eq. (21) doivent eˆtre remplace´es par les matrices re´duites correspondantes K˜i,0,
C˜i,0 et M˜i,0 de´finies dans Eq. (26), car ces matrices sont identiques pour tous les secteurs Sik de BD
i, c.-a`-d. pour
tous les indices de de´phasage n de BDi dans Eq. (17). De la meˆme manie`re, les forces physiques fi,k applique´es
sur Sik et qui composent les vecteurs f
i
BD et fMS,Σ dans Eq. (19) doivent eˆtre remplace´es par f˜ i,k.
Pour la re´duction CB2 ou` Eq. (29) est utilise´e pour obtenir le syste`me re´duit Eq. (32) du secteur de re´fe´rence
Si0 en coordonne´es d’ondes tournantes, les matrices re´duites sont diffe´rentes pour chaque indice de de´phasage
n de BDi dans Eq. (17). Pour n = 0, . . . ,Ni− 1, la matrice Ai qui est au (n+ 1)-e`me bloc diagonal de AiBD,
c.-a`-d. correspondant a` l’indice de de´phasage n, doit eˆtre remplace´e par les matrices correspondantes K˜in, C˜in et
M˜in de´finies dans Eq. (33). De la meˆme manie`re, les forces en coordonne´es d’ondes tournantes (tE
i⊗ Imi) f iBD
dans Eq. (19) doivent eˆtre remplace´es par (Ni)t{tf˜ i0, . . . , tf˜ in, . . . , tf˜ iNi−1}.
On remarque que les re´ductions CB1 et CB2 affectent uniquement les matrices ABD,Σ des disques aubage´s
dans le syste`me couple´ complet de la structure multi-e´tages Eq. (17), mais pas les matrices AID,Σ des inter-
disques, ni la matrice BiΣ dans l’e´quation de liaison Eq. (16), car les matrices AID,Σ et B
i
Σ concernent uniquement
les DDL des interfaces amont et aval qui sont toujours pre´sents dans le syste`me re´duit.
Les CSBC Eq. (3) ou Eq. (34) doivent eˆtre impose´es aux DDL des frontie`res a` gauche et a` droite qui sont
pre´sents dans le syste`me re´duit de la structure multi-e´tages, sur la totalite´ de ces DDL lorsque la re´duction CB1
est utilise´e et sur une partie lorsque la re´duction CB2 est utilise´e. Et bien entendu lorsque la re´duction MSCS
est applique´e sur le syste`me re´duit de la structure multi-e´tages, on peut utiliser n’importe quelle se´lection A, B,
C ou leurs variantes de´crites dans la pre´ce´dente section.
IV.4. Re´sultats - Conclusions
Les me´thodes de re´duction de mode`le pour les structures cycliques multi-e´tages utilisant la re´duction MSCS
et/ou les me´thodes CMS ont e´te´ de´veloppe´es et applique´es sur un exemple d’assemblage de trois disques
aubage´s pre´sente´ dans la figure 1 (Tran, 2014, cf. Annexe).
Afin d’extraire les syste`mes re´duits du syste`me couple´ complet dans la re´duction MSCS, une nouvelle
se´lection des indices de de´phasage associe´s a` chaque disque aubage´ est propose´e et donne d’excellentes fre´-
quences propres de la structure multi-e´tages, avec toutes les multiplicite´s correctes, ce qui n’est pas le cas
d’autres se´lections. Cependant l’utilisation de la re´duction MSCS seule sans les me´thodes CMS n’est pas
recommande´e a` cause de son couˆt de calcul e´leve´.
Les me´thodes CMS, utilise´es seules ou combine´es avec la re´duction MSCS, fournissent des syste`mes
re´duits avec le meˆme niveau de pre´cision que la re´duction MSCS seule, mais avec des tailles beaucoup plus
petites. Les me´thodes CMS avec les modes d’interface applique´es sur les disques aubage´s sans la re´duction
MSCS sont les plus efficaces avec les plus petites tailles des syste`mes re´duits et les plus courts temps de cal-
cul pour la re´solution des syste`mes re´duits. Les me´thodes CMS utilisant les coordonne´es d’ondes tournantes
applique´es sur les secteurs de re´fe´rence et combine´es avec la re´duction MSCS sont aussi efficaces et recom-
mande´es, en particulier lorsqu’on a besoin d’associer un indice de de´phasage a` chaque fre´quence et mode
propre de la structure multi-e´tages comme dans le cas de l’approche mono-e´tage, par exemple dans le calcul
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des forces ae´rodynamiques induites par le mouvement du mode dans les applications d’ae´roe´lasticite´ ou` la
condition de syme´trie cyclique peut eˆtre e´galement applique´e au fluide.
A cause du couˆt de calcul e´leve´ de la construction des mode`les re´duits compare´s a` celui de la re´solution
de mode`le complet, les mode`les re´duits ne sont utiles et efficaces que pour les applications qui ne´cessitent un
grand nombre de calcul re´pe´titifs dus au changement des excitations externes et sans aucune modification de
la structure, telles que l’e´tude parame´trique du comportement du mode`le, les simulations du couplage fluide-
structure, les processus d’optimisation et les applications de controˆle embarque´. Les mode`les re´duits peuvent
ne pas eˆtre efficaces lorsque les parame`tres de conception, de mode´lisation ou de fonctionnement de la struc-
ture changent fre´quemment, ce qui ne´cessite la reconstruction fre´quente des mode`les re´duits, a` moins que les
approches telles que les me´thodes d’interpolation soient utilise´es pour adapter les mode`les re´duits existants aux
nouvelles valeurs des parame`tres, plutoˆt que de construire de nouveaux mode`les re´duits.
Chapitre V
ME´THODES DE COUPLAGE FLUIDE-STRUCTURE DANS LES
TURBOMACHINES
V.1. Introduction
Ce travail concerne l’analyse dynamique du syste`me couple´ fluide-structure dans les turbomachines. La
structure consiste en un disque aubage´ en rotation, soumis a` des forces ae´rodynamiques instationnaires exerce´es
par le fluide qui l’entoure. Ces forces sont elles-meˆmes ge´ne´re´es par les mouvements de la structure et sont
suppose´es line´aires en terme des de´placements de la structure. La structure et le fluide sont suppose´s d’avoir
une meˆme parfaite syme´trie cyclique, de manie`re que la re´duction des calculs a` un seul secteur re´pe´titif de
re´fe´rence puisse eˆtre applique´e. Les proprie´te´s des structures avec syme´trie cyclique peuvent eˆtre obtenues a`
partir de la the´orie de propagation d’ondes dans les structures pe´riodiques (Brillouin, 1946; Mead, 1975; Orris
& Petyt, 1974; Thomas, 1979; Wildheim, 1979), de la the´orie des groupes finis (Miller, 1981; Valid & Ohayon,
1985), ou de la de´composition en se´ries de Fourier discre`tes (Lalanne & Touratier, 1998; Bladh et al., 2001a).
Elles ont e´te´ applique´es aux structures tournantes comme les rotors flexibles ou les disques aubage´s (Ge´radin
& Kill, 1986; Me´zie`re, 1994; Jacquet-Richardet et al., 1996) et ont e´te´ combine´es avec d’autres me´thodes de
re´duction de mode`le comme la synthe`se modale (Henry, 1980; Elhami et al., 1993; Tran, 2001, 2009b). Le cas
des structures de´saccorde´es n’est pas traite´ ici.
Les me´thodes de couplage fluide-structure dans les turbomachines entre le mode`le dynamique de la struc-
ture et le mode`le ae´rodynamique instationnaire ont e´te´ revues dans (Crawley, 1988; Marshall & Imregun, 1996).
Les e´quations du mouvement de la structure sont souvent projete´es sur les modes propres de la structure, ces
derniers servent e´galement a` calculer les forces ae´rodynamiques. Plusieurs types de modes ont e´te´ utilise´s dans
le cas de la syme´trie cyclique pour repre´senter la structure et pour calculer les forces ae´rodynamiques : les
modes en coordonne´es d’ondes tournantes du secteur de re´fe´rence (Jacquet-Richardet & Henry, 1994; Tran
et al., 2003), les modes d’ondes stationnaires (Lalanne & Touratier, 1998; Lalanne et al., 1998), les modes du
secteur de re´fe´rence isole´ (Jacquet-Richardet & Dal-Ferro, 1995), les modes du disque isole´ et les modes des
aubes (Berthillier et al., 1997, 1998) etc.
L’approche de´couple´e souvent utilise´e pour les turbomachines suppose qu’il n’y a pas de couplage ae´rodyna-
mique entre les modes et que les forces ae´rodynamiques restent inchange´es que la structure soit soumise ou
non a` ces dernie`res. Par conse´quent, les forces ae´rodynamiques sont seulement calcule´es pour chaque mode
dans le vide qui oscille a` sa fre´quence propre, puis elles sont introduites comme des scalaires constantes dans
les e´quations modales de´couple´es afin de de´terminer l’amortissement ae´roe´lastique et de de´duire si chaque
mode est stable ou non (Crawley, 1988). Les me´thodes de couplage indirect propose´es dans ce travail tiennent
compte du couplage ae´rodynamique entre les modes et la de´pendance des forces ae´rodynamiques du mouve-
ment de la structure et en particulier des valeurs propres inconnues du syste`me couple´, ce qui conduit, dans
le cas de l’e´quation de flottement, a` un syste`me aux valeurs propres non line´aire qui ne´cessite des solutions
ite´ratives. Cependant, les forces ae´rodynamiques ne sont calcule´es qu’une seule fois avant la re´solution du
syste`me couple´ et le mouvement de la structure n’agit pas directement sur les forces ae´rodynamiques mais
seulement par l’interme´diaire des modes, ceci graˆce a` aux hypothe`ses de line´arite´ des forces ae´rodynamiques
et des mouvements harmoniques des modes. Ces hypothe`ses sont leve´es dans la me´thode de couplage direct ou`
l’e´quation du mouvement de la structure et les e´quations du fluide sont re´solues alternativement pour chaque
pas de temps, avec des donne´es transfe´re´es d’un calcul a` l’autre sous forme de conditions aux limites ou de
chargements de pression (Jacquet-Richardet & Rieutord, 1998; Grisval & Liauzun, 1999, 2000; Sayma et al.,
2000; Carstens et al., 2003; Gnesin et al., 2004; Dugeai, 2005, 2008). Des comparaisons entre les me´thodes
de couplage direct et indirect ont e´te´ effectue´es dans (Tran et al., 2003; Moffatt & He, 2005). D’autres travaux
relatifs au couplage ae´roe´lastique dans les turbomachines proposent la construction des mode`les d’ordre re´duit
du fluide (Willcox, 2000; Epureanu et al., 2000, 2001; Epureanu, 2003; Sarkar & Venkatraman, 2004; Attar
& Dowell, 2005; Placzek, 2009), ce qui constitue une solution alternative pour re´duire le couˆt des calculs
ae´rodynamiques, ou la prise en compte du de´saccordage des aubes (He et al., 2007, 2008).
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Dans les me´thodes de couplage propose´es ici, la projection des forces ae´rodynamiques sur les modes fournit
une matrice des coefficients ae´rodynamiques dont le produit avec les coordonne´es modales repre´sente les forces
ae´rodynamiques ge´ne´ralise´es (FAG). Dans le domaine fre´quentiel, en introduisant les FAG dans le syste`me
re´duit de la structure pour l’analyse de stabilite´, on obtient un syste`me aux valeurs propres non line´aire dont les
matrices de´pendent de la valeur propre inconnue. Cette e´quation de flottement est re´solue soit par la me´thode du
double balayage, appele´e aussi me´thode p− k (Dat & Meurzec, 1969), ou par la me´thode de lissage de Karpel
base´e sur une approximation par des fonctions rationnelles des FAG (Karpel, 1982; Roberts, 1991; Poirion,
1995; Tran et al., 2003). Dans le domaine temporel, la me´thode de lissage de Karpel est e´galement utilise´e pour
obtenir une approximation temporelle des FAG au moyen de variables d’e´tats auxiliaires. Le syste`me re´duit
couple´ est alors re´solu en utilisant le sche´ma d’inte´gration de Newmark (1959) (Bathe, 1996).
Afin de de´tecter les zones d’instabilite´ d’une turbomachine, les calculs ae´rodynamiques et de couplage
ae´roe´lastique doivent eˆtre effectue´s en plusieurs points de son diagramme de fonctionnement, en faisant varier
les parame`tres tels que le de´bit-masse, le rapport de pression, la vitesse de rotation etc. Par exemple, une
me´thode de couplage direct qui inclue l’angle de de´phasage inter-aube comme partie inte´grante de la solution
a e´te´ propose´e dans (Rzadkowski & Gnesin, 2007). Afin de minimiser le couˆt de calculs ae´rodynamiques, une
me´thode de lissage multi-parame`tres des FAG a e´te´ de´veloppe´e. Cette me´thode, de´ja` utilise´e sur les avions
(Poirion, 1996), utilise un premier lissage par fonctions splines (de Boor, 1992, 2001) sur le parame`tre choisi,
puis un lissage par fractions rationnelles de Karpel sur les fre´quences re´duites. La premie`re version utilisant
les fonctions splines mono-variable a e´te´ applique´e sur les aubes de turbomachines avec la vitesse de rotation
comme unique parame`tre. On propose ici une me´thode de lissage multi-parame`tres des FAG utilisant les
fonctions splines multi-variables afin de re´duire davantage le couˆt des calculs ae´rodynamiques (Tran, 2009c).
Cette me´thode permet de faire varier simultane´ment plusieurs parame`tres et d’effectuer le calcul de couplage
ae´roe´lastique pour des valeurs quelconques des parame`tres a` partir des FAG calcule´es pour quelques valeurs
initiales des parame`tres. Elle permet a` la fois l’interpolation et l’extrapolation des parame`tres, ce qui facilite la
de´tection des zones instables qui se trouvent en ge´ne´ral a` la pe´riphe´rie des zones stables et dans lesquelles les
calculs ae´rodynamiques auront du mal a` converger.
Ce chapitre est organise´ de la manie`re suivante : dans la section 2 on pre´sente le syste`me re´duit couple´
fluide-structure base´ sur la syme´trie cyclique; deux me´thodes de re´solution du syste`me couple´ sont pre´sente´es
dans la section 3; finalement la re´solution du syste`me couple´ avec le lissage multi-parame`tres multi-variables
des FAG est pre´sente´e dans la section 4.
V.2. Syste`me re´duit couple´ fluide-structure
V.2.1. Re´duction par syme´trie cyclique
Une structure avec syme´trie cyclique est compose´e de N secteurs identiques S0, S1, . . . , SN−1 qui se refer-
ment sur eux meˆmes pour former un syste`me circulaire. La structure comple`te est obtenue par N−1 rotations
successives d’angle β = 2pi/N d’un secteur de re´fe´rence S0. Chaque secteur est limite´ par une frontie`re a`
gauche Ll et une frontie`re a` droite Lr avec les secteurs adjacents. Le fluide entourant la structure est e´galement
suppose´ avoir la meˆme syme´trie cyclique, tandis que les forces exte´rieures applique´es sur la structure peuvent
eˆtre re´parties de fac¸on quelconque sur les secteurs.
Les de´placements physiques a` un instant t d’un point M de coordonne´es cylindriques (r,θ,z) de la structure
peuvent s’e´crire, en utilisant une de´composition de Fourier :
u(r,θ,z, t) =ℜe
{
+∞
∑
p=−∞
up(r,z, t)ei pθ
}
, (1)
ou` ℜe(z) est la partie re´elle de z et i2 =−1. En regroupant les termes, on obtient :
u(r,θ,z, t) =ℜe
{
N−1
∑
n=0
+∞
∑
q=−∞
uqN+n(r,z, t)ei(qN+n)θ
}
=ℜe
{
N−1
∑
n=0
un(r,θ,z, t)
}
, (2)
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ou` un(r,θ,z, t)=∑
+∞
q=−∞ uqN+n(r,z, t)ei(qN+n)θ est la coordonne´e d’ondes tournantes complexe associe´e a` l’indice
de de´phasage n, pour n = 0, . . . ,N−1.
Les coordonne´es d’ondes tournantes un du secteur Sk, pour k = 0, . . . ,N−1, sont relie´es a` celles de secteur
de re´fe´rence S0 par la relation de syme´trie cyclique :
un(r,θ+ kβ,z, t) = un(r,θ,z, t)e
ikσn , (3)
ou` σn = nβ est l’angle de de´phasage associe´e a` l’indice de de´phasage n.
D’apre`s Eq. (3), les coordonne´es d’ondes tournantes des frontie`res a` gauche et a` droite de chaque secteur
ve´rifient les conditions aux limites de syme´trie cyclique :
un|Ll = un|Lr e
iσn . (4)
En utilisant les proprie´te´s de syme´trie cyclique Eq. (3), l’e´quation du mouvement de la structure comple`te
est re´duite a` N e´quations du mouvement du secteur de re´fe´rence S0 en fonction des coordonne´es d’ondes
tournantes, avec les conditions aux limites et les seconds membres approprie´s. Seul le secteur de re´fe´rence
S0 a besoin d’eˆtre mode´lise´. On obtient apre`s une discre´tisation par e´le´ments finis les syste`mes suivants dans
lesquels les inconnues sont les coordonne´es d’ondes tournantes un = un(S0, t) du secteur de re´fe´rence S0, ceci
pour les indices de de´phasage n = 0, . . . ,N−1 :
K un + C u˙n + M u¨n = fan(un, u˙n) + fn + rn , (5)
fan =
1
N
N−1
∑
k=0
fa(Sk)e
− ikσn et fn =
1
N
N−1
∑
k=0
f(Sk)e− ikσn , (6)
un|Ll = un|Lr e
iσn . (7)
K est la matrice de rigidite´ du secteur S0, incluant la raideur ge´ome´trique due aux contraintes initiales et
la raideur supple´mentaire d’assouplissement due a` la rotation, C est la matrice d’amortissement et d’effet
gyroscopique et M est la matrice de masse. fa(Sk) est le vecteur des forces ae´rodynamiques instationnaires
applique´es au secteur Sk qui sont suppose´es de´pendre line´airement des de´placements et des vitesses de Sk. f(Sk)
est le vecteur des autres forces exte´rieures applique´es au secteur Sk, incluant les forces centrifuges cause´es par la
rotation. rn est le vecteur des re´actions d’interface applique´es aux frontie`res de S0, ces re´actions n’interviennent
pas dans la re´solution du syste`me Eqs. (5–7) et sont seulement pre´sentes a` cause des conditions aux limites de
syme´trie cyclique Eq. (7). Ces dernie`res sont exprime´es dans un syste`me de coordonne´es cylindriques.
Le vecteur des de´placements physiques, re´els du secteur Sk sont obtenus a` partir des coordonne´es d’ondes
tournantes un en utilisant Eqs. (2) et (3) :
u(Sk, t) =ℜe
{
N−1
∑
n=0
un e
ikσn
}
. (8)
On remarque que comme les coordonne´es d’ondes tournantes um ve´rifient Eq. (3) avec l’angle de de´phasage
σm = mβ et le fluide est suppose´ d’avoir la meˆme syme´trie cyclique, les forces ae´rodynamiques physiques
fa(Sk,um, u˙m) induites par um sur le secteur Sk ve´rifient :
fa(Sk,um, u˙m) = fa(S0,um, u˙m)e
ikσm . (9)
D’apre`s Eqs. (6) et (9), les forces ae´rodynamiques physiques induites par um sur les coordonne´es d’ondes
tournantes un de S0 s’e´crivent alors :
fan(um, u˙m) =
1
N
N−1
∑
k=0
fa(Sk,um, u˙m)e
− ikσn = fa(S0,um, u˙m)δmn, (10)
ou` δmn est le symbole de Kronecker. Ainsi les forces ae´rodynamiques fan applique´es sur les coordonne´es un
dans Eq. (5) de´pendent seulement de un et non pas des autres coordonne´es d’ondes tournantes, et elles sont
e´gales aux forces ae´rodynamiques physiques fa(S0,un, u˙n) induites par un sur le secteur S0. Cette proprie´te´ est
aussi valable pour toutes les forces exte´rieures tournantes, c.-a`-d. ve´rifiant Eq. (9), et en particulier lorsque les
forces exte´rieures sont les meˆmes pour tous les secteurs.
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V.2.2. Fre´quences et modes de la structure non amortie dans le vide
Les fre´quences et modes propres de la structure non amortie dans le vide sont obtenus en re´solvant le
proble`me aux valeurs propres complexe suivant, pour chaque indice de de´phasage n :{
KΦn − MΦn Ω∗2n = Rmn , (11)
Φn|Ll =Φn|Lr e
iσn , (12)
ou` Ω∗n = diag(ω∗n,1, . . . ,ω∗n,mn) et Φn = [Φn,1, . . . ,Φn,mn ] sont les matrices des mn premie`res fre´quences re´elles
et des mn premiers modes complexes pour l’indice de de´phasage n, et Rmn est le vecteur des re´actions modales.
Le syste`me aux valeurs propres (11-12) est re´el pour n = 0 ou n = N/2 (si N est pair). Pour 0 < n < N/2, ce
syste`me est complexe et les modes propres correspondant aux indices de de´phasage n et N−n sont complexes
conjugue´s. On notera par −n l’indice de de´phasage N−n. Par conse´quent, on a besoin de re´soudre le syste`me
(11-12) pour seulement N/2+1 ou (N+1)/2 valeurs de n, selon que n soit pair ou impair. La structure a des
modes doubles car les fre´quences correspondant aux modes complexes conjugue´s pour les indices de de´phasage
n et −n sont les meˆmes :
Ω−n =Ωn et Φ−n =Φn pour 0 < n < N/2. (13)
Les modes propres re´els, physiques Φ1n de la structure au secteur Sk sont obtenus en ne gardant que les contri-
butions des modes complexes Φn et Φ−n dans Eq. (8) :
Φ1n(Sk) =ℜe(Φn e
ikσn +Φ−n eikσ−n) = 2 [ℜe(Φn)coskσn−ℑm(Φn)sinkσn], (14)
Pour 0 < n < N/2, si les modes complexes sont normalise´s tels que tΦn MΦn = I, alors zΦn est aussi un mode
propre pour tout nombre complexe z ve´rifiant |z| = 1. En choisissant par exemple z = i, les deuxie`mes modes
re´els, physiquesΦ2n(Sk) associe´s aux fre´quences doubles sont obtenus en remplac¸antΦn par iΦn dans Eq. (14).
Ces modes sont de´duits de Φ1n par une rotation d’angle pi/(2n). Pour n = 0 et n = N/2, les fre´quences sont
simples et les modes Φn sont re´els, d’ou` : Φ1n(Sk) =Φ
2
n(Sk) = 2Φn coskσn.
V.2.3. Syste`me re´duit couple´ par projection modale
Pour chaque indice de de´phasage n, les coordonne´es d’ondes tournantes sont exprime´es comme une com-
binaison line´aire des modes complexes de la structure non amortie dans le vide :
un =Φn qn, (15)
ou` qn(t) est le vecteur des mn coordonne´es ge´ne´ralise´es modales complexes.
En introduisant Eq. (15) dans l’e´quation du mouvement Eq. (5) et en pre´multipliant par tΦn, on obtient le
syste`me re´duit :
Kgn qn + Cgn q˙n + Mgn q¨n = fagn(Φn qn,Φn q˙n) + fgn, (16)
avec Kgn = tΦn KΦn, Cgn = tΦn CΦn, Mgn = tΦn MΦn, fagn = tΦn fan et fgn = tΦn fn; Kgn, Cgn et Mgn sont
les matrices de rigidite´, d’amortissement et de masse ge´ne´ralise´es (Kgn et Mgn sont re´elles et diagonales), fagn
et fgn sont les forces ae´rodynamiques et les forces externes ge´ne´ralise´es complexes. Comme les modes Φn
ve´rifient de´ja` les conditions aux limites de syme´trie cyclique Eq. (7), ces dernie`res sont de´ja` prises en compte
dans Eq. (16) et par conse´quent les re´actions d’interface disparaissent. En ge´ne´ral, l’e´quation (16) doit eˆtre
re´solue pour tous les indices de de´phasage n = 0, . . . ,N− 1 car la relation u−n = un pour 0 < n < N/2 n’est
plus valable, sauf si C = 0.
Pour l’analyse de la stabilite´ ae´roe´lastique, toutes les forces externes sont nulles sauf les forces ae´rodynamiques.
On cherche les solutions sous la forme :
un(t) = u˜n e
pt et qn(t) = q˜n e
pt avec p = iω(1+ iα), (17)
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ou` ω est la fre´quence ae´roe´lastique inconnue (ω> 0) et α est le facteur d’amortissement ae´roe´lastique inconnu.
Par line´arite´, les forces ae´rodynamiques s’e´crivent :
fan(Φn qn,Φn q˙n) = Fan(Φn e
pt ,Φn pe pt) q˜n = F˜an(Φn, p) q˜n e
pt , (18)
ou` Fan(Φn e pt ,Φn pe pt) est la matrice dont la i-e`me colonne est la force ae´rodynamique induite par le de´placement
Φn,i e pt . Les forces ae´rodynamiques ge´ne´ralise´es (FAG) s’e´crivent :
fagn(Φn qn,Φn q˙n) =
tΦn F˜an(Φn, p) q˜n e
pt = F˜agn(Φn, p) q˜n e
pt . (19)
En reportant Eqs. (17) et (19) dans Eq. (16), on obtient l’e´quation de flottement :
[ Kgn + p Cgn + p
2 Mgn − F˜agn(Φn, p) ] q˜n = 0, (20)
qui est un syste`me aux valeurs propres non line´aire, complexe dans lequel la matrice des coefficients ae´rody-
namiques F˜agn(Φn, p) de´pendent des modes complexes Φn et des valeurs propres complexes inconnues p.
Une approximation de F˜agn(Φn, p) en fonction de p peut eˆtre obtenue par la me´thode de lissage par fractions
rationnelles de Karpel a` partir des valeurs tabule´es de F˜agn(Φn, p) calcule´es pour un certain nombre nω de
fre´quences d’excitation, c.-a`-d. pour p = iω1, . . . , iωnω . Pour la re´ponse temporelle, la me´thode de lissage de
Karpel fournit e´galement une expression temporelle des FAG a` l’aide des variables d’e´tat auxiliaires.
V.2.4. Forces ae´rodynamiques ge´ne´ralise´es
Les forces ae´rodynamiques instationnaires sont calcule´es a` partir d’une base de mn modes re´els Ψ du
secteur de re´fe´rence, pour une fre´quence d’oscillation ω et un angle de de´phasage inter-aube σn. En exprimant
les de´placements du secteur de re´fe´rence comme une combinaison line´aire des modesΨ et en supposant que le
mouvement de la structure est harmonique avec un angle de de´phasage constant entre deux secteurs adjacents,
c.-a`-d. :
un(t) = un(S0, t) =Ψ q˜n e
iω t et un(Sk, t) =Ψ q˜n e
iω t eikσn , (21)
les forces ae´rodynamiques ge´ne´ralise´es (FAG) induites par les de´placements un(t) s’e´crivent, par line´arite´ :
fagn(un(t), u˙n(t)) =
tΨFan(Ψ, iω, t) q˜n = Fagn(Ψ, iω, t) q˜n. (22)
Fan(Ψ, iω, t) est la matrice dont la j-e`me colonne est la force ae´rodynamique fan(Ψ j, iω, t) ge´ne´re´e par le
mouvement harmonique du j-e`me mode et Fagn(Ψ, iω, t) = tΨFan(Ψ, iω, t) est la matrice des coefficients
ae´rodynamiques qui de´pend du temps.
La force ae´rodynamique instationnaire ge´ne´re´e au point M de la surface Σ de la structure s’e´crit :
−→fan(M,Ψ j, iω, t) = − [Pn(M,Ψ j, iω, t)−Ps(M)]−→n (M)dΣ pour M ∈ Σ, (23)
ou` Pn est la pression instationnaire, Ps est la pression stationnaire,
−→n est le vecteur unitaire exte´rieur normal
a` la surface Σ au point M et dΣ est une surface e´le´mentaire de Σ. En projetant cette force ae´rodynamique
instationnaire sur le de´placement −→Ψi(M) du i-e`me mode au point M et en inte´grant sur la surface Σ, on obtient
le terme (i, j) de la matrice des coefficients ae´rodynamiques Fagn(Ψ, iω, t) :
tΨi fan(Ψ j, iω, t) = −
∫
M∈Σ
[Pn(M,Ψ j, iω, t)−Ps(M)]−→n (M) · −→Ψi(M)dΣ. (24)
On introduit la matrice des coefficients ae´rodynamiques An(Ψ, iω, t) obtenue a` partir de l’inte´grale dans Eq.
(24) en remplac¸ant Pn et Ps par les coefficients de pression CP = (P−P∞)/(0.5ρ∞V 2∞) correspondants, ou` P∞,
ρ∞ et V∞ sont la pression, la densite´ et la vitesse du fluide non perturbe´ a` l’infini amont. En ne gardant que le
terme du premier harmonique dans l’analyse de Fourier de Fagn(Ψ, iω, t), on obtient :
Fagn(Ψ, iω, t)' F˜agn(Ψ, iω)eiω t = − 12 ρ∞V 2∞ A˜n(Ψ, iω)eiω t . (25)
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Les forces ae´rodynamiques ge´ne´ralise´es induites par les de´placements un(t) deviennent :
fagn(un(t), u˙n(t))' F˜agn(Ψ, iω) q˜n eiω t = − 12 ρ∞V 2∞ A˜n(Ψ, iω) q˜n eiω t . (26)
Les matrices des coefficients ae´rodynamiques F˜agn(Ψ, iω) et A˜n(Ψ, iω) de dimension (mn×mn) sont com-
plexes et non syme´triques. En pratique, elles sont calcule´es (tabule´es) pour nω fre´quences d’oscillationω1, . . . ,ωnω .
En utilisant l’hypothe`se de line´arite´, les FAG ge´ne´re´es par les modes complexes Φn = Φ′n + iΦ
′′
n dans
Eq. (20) sont obtenues en utilisant la base des 2mn vecteurs re´elsΨ= [Φ′n,Φ
′′
n] (Tran et al., 2003).
V.3. Solution du syste`me re´duit couple´
V.3.1. Me´thode du double balayage
L’e´quation de flottement (20) s’e´crit en utilisant la matrice des coefficients ae´rodynamiques A˜n(Φn, p)
de´finie par Eq. (26) :
[ Kgn + p Cgn + p
2 Mgn + 12 ρ∞V
2
∞ A˜n(Φn, p) ] q˜n = 0. (27)
Pour les mouvements de´finies par Eq. (17) dans le domaine fre´quentiel, A˜n(Φn, p) ne de´pend que du
quotient pc/V∞ et peut donc s’e´crire :
A˜n(Φn, p) = A˜n(Φn, pc/V∞) = A˜
′
n(Φn, pc/V∞)+ i A˜
′′
n(Φn, pc/V∞), (28)
ou` c est une longueur de re´fe´rence, par exemple la longueur de la corde, A˜′n(Φn, pc/V∞) et A˜′′n(Φn, pc/V∞) sont
les parties re´elles et imaginaires de A˜n(Φn, pc/V∞). En reportant Eq. (28) dans Eq. (27), on obtient :[
K∗gn(pc/V∞) + p C
∗
gn(pc/V∞) + p
2 Mgn
]
q˜n = 0, (29)
avec K∗gn(
pc
V∞
)=Kgn+ 12 ρ∞V
2
∞ A˜′n(Φn,
pc
V∞
) et C∗gn(
pc
V∞
)=Cgn+ i 12 cρ∞V∞ A˜
′′
n(Φn,
pc
V∞
)/( pcV∞
).
Si l’amortissement est faible, c.-a`-d. |α|  1, on utilise les approximations suivantes :
A˜n(Φn, pc/V∞) ' A˜n(Φn, iκ) = A˜′n(Φn, iκ)+ i A˜′′n(Φn, iκ), (30)
K∗gn(pc/V∞) ' K∗gn(iκ) = Kgn+ 12 ρ∞V 2∞ A˜′n(Φn, iκ), (31)
C∗gn(pc/V∞) ' C∗gn(iκ) = Cgn+ 12 cρ∞V∞ A˜′′n(Φn, iκ)/κ. (32)
ou` κ= ωc/V∞ est la fre´quence re´duite. L’e´quation de flottement (29) est approche´e par :[
K∗gn(iκ) + p C
∗
gn(iκ) + p
2 Mgn
]
q˜n = 0 avec κ= ℑm(p)c/V∞, (33)
ce qui peut s’e´crire sous la forme d’un syste`me aux valeurs propres non line´aire de dimension 2mn :[
0 I
−M−1gn K∗gn(iκ) −M−1gn C∗gn(iκ)
] q˜np q˜n
= p
 q˜np q˜n
 ou H(iκ)x = px. (34)
Les matrices K∗gn(iκ), C
∗
gn(iκ) et H(iκ) sont re´elles et de´pendent de A˜′n(Φn, iκ), A˜′′n(Φn, iκ) et V∞. Les matrices
des coefficients ae´rodynamiques A˜′n(Φn, iκ) et A˜′′n(Φn, iκ) ont e´te´ tabule´es pour nκ valeurs croissantes des
fre´quences re´duites κ1, . . . ,κnκ . Les solutions (p,x) de Eq. (34) sont calcule´es pour nV valeurs croissantes
V 1∞, . . . ,V
nV
∞ de la vitesse du fluide et doivent ve´rifier ω= ℑm(p) = κV∞/c.
Pour chaque vitesse V k∞, on re´sout les syste`mes aux valeurs propres suivants, pour i = 1, . . . ,2mn et j =
0,1,2, . . . , jusqu’a` ce que la convergence sur κ soit atteinte :
H(iκi, j) xi, j+1 = pi, j+1 xi, j+1 avec κi, j = ωi, j c/V k∞ = ℑm(pi, j)c/V
k
∞, (35)
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(pi, j,xi, j) e´tant la i-e`me solution propre obtenue a` la j-e`me ite´ration et H(iκi, j) e´tant obtenue par interpolation
de A˜′n(Φn, iκ) et A˜′′n(Φn, iκ)/κ a` partir des valeurs tabule´es. Les fre´quences de de´part ωi,0 sont obtenues par
extrapolation des fre´quences obtenues a` V k−1∞ et V k−2∞ si k > 2. Pour la deuxie`me vitesse V 2∞, ωi,0 sont les
fre´quences obtenues a` V 1∞ et pour la premie`re vitesse V
1
∞, ωi,0 sont les fre´quences de la structure dans le vide.
Ce proce´de´ ite´ratif revient a` effectuer un double balayage, le premier sur la vitesse V∞ et le second sur
la fre´quence re´duite κ, et a` rechercher, pour chaque vitesse V k∞, les intersections de la droite ω = (V k∞/c)κ et
des courbes d’e´volution des fre´quences en fonction de κ : ωi = ℑm(pi(κ)). Ces courbes sont obtenues en
interpolant les parties imaginaires des valeurs propres de H(iκ1), . . . ,H(iκnκ).
Cette me´thode permet de de´terminer toutes les valeurs propres qui sont ne´cessaires a` l’analyse de stabilite´.
On obtient l’e´volution des fre´quences et des amortissements ae´roe´lastiques en fonction de la vitesse ou du de´bit
du fluide. Le flottement se produit si le facteur d’amortissement α est ne´gatif.
V.3.2. Me´thode de lissage par fractions rationnelles
La matrice des coefficients ae´rodynamiques A˜n(Φn, iω) a e´te´ calcule´e pour nκ fre´quences re´duites κ1, . . . ,κnκ
avec l’hypothe`se de mouvement harmonique. Pour des mouvements quelconques comme par exemple ceux
de´finis par Eq. (17), il est ne´cessaire d’e´tendre les valeurs de la matrice des coefficients ae´rodynamiques dans
un domaine du plan complexe contenant l’axe imaginaire, c.-a`-d. de de´terminer A˜n(Φn, p) pour p= iω(1+ iα)
avec α 6= 0.
La me´thode de lissage de Karpel (1982) (Roberts, 1991; Poirion, 1995) consiste a` mode´liser les FAG en
utilisant une approximation par fractions rationnelles et les variables d’e´tat auxiliaires :
A˜n(Φn, p)' An0+
pc
V∞
An1+
p2 c2
V 2∞
An2+
pc
V∞
Dn
[
pc
V∞
I−Rn
]−1
En. (36)
Les matrices An0, An1, An2, Dn, Rn et En sont re´elles et de dimension (mn×mn) pour An0, An1 et An2, (mn×np)
pour Dn, (np×mn) pour En et Rn = diag(r1, . . . ,rnp), ou` np est le degre´ du de´nominateur ou le nombre de poˆles
et ri < 0 sont les poˆles. Ces matrices sont obtenues en utilisant une me´thode de minimisation par moindres
carre´s (Tran et al., 2003, cf. Annexe).
En utilisant Eq. (36), l’e´quation de flottement (27) peut s’e´crire sous la forme d’un syste`me aux valeurs
propres de dimension 2mn :[
0 I
−M∗−1gn [K∗gn+Gn(p)] −M∗−1gn C∗gn
] q˜np q˜n
= p
 q˜np q˜n
 ou H(p) x = p x, (37)
avec K∗gn = Kgn + 12 ρ∞V
2
∞An0, C
∗
gn = Cgn + 12 ρ∞ cV∞An1, M
∗
gn = Mgn + 12 ρ∞ c
2 An2 et
Gn(p) = 12 ρ∞V∞ pcDn [(pc/V∞)I−Rn]−1En.
Les matrices Gn(p) et H(p) sont complexes et de´pendent de V∞. Les solutions propres (p,x) de Eq. (37)
sont calcule´es pour nV valeurs croissantes V 1∞, . . . ,V
nV
∞ de la vitesse. Ce proble`me aux valeurs propres non
line´aire est re´solu en utilisant un processus ite´ratif base´ sur la me´thode des approximations successives de
recherche d’un point fixe d’une fonction (Tran et al., 2003, cf. Annexe).
Pour obtenir l’approximation Eq. (36), np variables d’e´tat auxiliaires z˜n ont e´te´ de´finies par :
z˜n = (pc/V∞) [(pc/V∞)I−Rn]−1 En q˜n. (38)
Ces variables auxiliaires ve´rifient dans le domaine fre´quentiel :
p z˜n = (V∞/c)Rn z˜n+ pEn q˜n, (39)
et sont solutions d’un syste`me d’e´quations diffe´rentielles du premier ordre dans le domaine temporel :
z˙n(t) = (V∞/c)Rn zn(t)+En q˙n(t). (40)
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Les FAG s’e´crivent alors dans les domaines fre´quentiel et temporel :
F˜agn(Φn, p) q˜n = − 12 ρ∞V 2∞
(
An0+
pc
V∞
An1+
p2 c2
V 2∞
An2
)
q˜n− 12 ρ∞V 2∞Dn z˜n, (41)
fagn(Φn qn,Φn q˙n) = − 12 ρ∞V 2∞
(
An0 qn+
c
V∞
An1 q˙n+
c2
V 2∞
An2 q¨n+Dn zn
)
. (42)
En reportant Eq. (42) dans le syste`me re´duit couple´ (16) et en combinant avec Eq. (40), on obtient un
syste`me d’e´quations diffe´rentielles line´aires du second ordre de dimension mn+np :[
K∗gn 12 ρ∞V
2
∞Dn
0 (V∞/c)Rn
]{
qn
zn
}
+
[
C∗gn 0
En −I
]{
q˙n
z˙n
}
+
[
M∗gn 0
0 0
]{
q¨n
z¨n
}
=
{
fgn
0
}
, (43)
ou` K∗gn, C
∗
gn et M∗gn sont les meˆmes matrices que dans Eq. (37). Ce syste`me est re´solu en utilisant le sche´ma
d’inte´gration temporelle de Newmark.
V.4. Lissage multi-parame`tres du syste`me re´duit couple´
V.4.1. Lissage multi-parame`tres par fonctions splines multi-variables des FAG
On conside`re la matrice des coefficients ae´rodynamiques A˜n(Φn, p,x,y) associe´e a` une base modale Φn et
qui de´pend de la valeur propre complexe inconnue p ainsi que deux parame`tres re´els x et y. La ge´ne´ralisation
au cas de plus de deux parame`tres est imme´diate.
Soient K = {κ1 < .. . < κnκ}, Tx = {x1 < .. . < xnx} et Ty = {y1 < .. . < yny} les fre´quences re´duites et les
valeurs initiales des parame`tres pour lesquelles les matrices des coefficients ae´rodynamiques ont e´te´ calcule´es
(tabule´es), soit au total nκ×nx×ny matrices. Le nombre et les valeurs des fre´quences re´duites doivent eˆtre les
meˆmes pour tous les parame`tres. Chaque couple de valeurs initiales (xi,y j)∈ Tx×Ty des parame`tres sera appele´
un point initial. Les matrices des coefficients ae´rodynamiques calcule´es avec la fre´quence d’excitation ω ou la
fre´quence re´duite κ pour les points initiaux (xi,y j) sont note´es par A˜n(iω,xi,y j) ou A˜n(iκ,xi,y j) (le symbole
Φn est supprime´ de l’expression de A˜n pour alle´ger les notations, bien que Φn de´pend aussi des parame`tres).
On recherche une formule d’approximation (interpolation et extrapolation) suivant x et y qui soit de´finie
simultane´ment pour toutes les fre´quences re´duites κ1, . . . ,κnκ .
Pour chaque point initial (xi,y j), on de´finit le vecteur complexe de dimension (m2n nκ× 1), forme´ par les
colonnes des matrices A˜n(iκ1,xi,y j), . . . , A˜n(iκnκ ,xi,y j) :
an(xi,y j) =
t[tA˜n(iκ1,xi,y j)•,1, . . . ,
tA˜n(iκ1,xi,y j)•,mn , . . . ,
tA˜n(iκnκ ,xi,y j)•,1, . . . ,
tA˜n(iκnκ ,xi,y j)•,mn ] (44)
ou` A˜n(iκ j,xi,y j)•,l de´signe la l-e`me colonne de A˜n(iκ j,xi,y j).
La fonction vectorielle R×R −→ Cm2n nκ , (x,y) 7−→ an(x,y), qui a e´te´ obtenue pour les points initiaux
(xi,y j) ∈ Tx×Ty, peut eˆtre e´tendue a` tout le domaine [xmin,xmax]× [ymin,ymax] par un lissage utilisant les fonc-
tions splines bi-variables (de Boor, 1992, 2001) :
an(x,y) =
ny
∑
s=1
nx
∑
r=1
Brs(x,y)br,s pour (x,y) ∈ [xmin,xmax]× [ymin,ymax], (45)
ou` (x,y) est un couple quelconque de valeurs calcule´es des parame`tres et qui sera appele´ un point de calcul, tan-
dis que xmin, xmax, ymin et ymax sont les valeurs calcule´es minimales et maximales des parame`tres pour lesquelles
le calcul de couplage sera effectue´. Ces valeurs n’appartiennent pas ne´cessairement au domaine de´fini par les
valeurs initiales. Les fonctions bi-variables re´elles Brs sont des produits de fonctions B-splines univariables qui
sont associe´es aux se´ries de noeuds (knots) T ′x = {x′1 6 . . .6 x′nx+kx} et T ′y = {y′1 6 . . .6 y′ny+ky}, ces derniers ne
de´pendent que de l’ordre kx et ky des fonctions B-splines et des valeurs initiales Tx et Ty. Les noeuds x′1, x
′
nx+kx ,
y′1 et y
′
ny+ky aux extre´mite´s de T
′
x et T
′
y , avec multiplicite´ kx et ky, sont choisis de fac¸on que x
′
1 6 min(xmin,x1),
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x′nx+kx > max(xmax,xnx), y
′
1 6 min(ymin,y1) et y′ny+ky > max(ymax,yny). Les vecteurs des coefficients splines
complexes br,s de´pendent de kx, ky, T ′x , T ′y et des donne´es tabule´es an(xi,y j) aux points initiaux.
Pour chaque point de calcul (x,y), le vecteur an(x,y) peut eˆtre remis sous la forme de nκ matrices des
coefficients ae´rodynamiques complexes A˜n(iκ1,x,y), . . . , A˜n(iκnκ ,x,y) de dimension (mn×mn) en utilisant la
transformant inverse de Eq. (44), an, j e´tant le j-e`me bloc de dimension (mn×1) du vecteur an(x,y) :
A˜n(iκ1,x,y) = [an,1(x,y), . . . ,an,mn(x,y)], . . . , A˜n(iκnκ ,x,y) = [an,(nκ−1)mn+1(x,y), . . . ,an,nκmn(x,y)]. (46)
V.4.2. Syste`me re´duit couple´ avec lissage multi-parame`tres par fractions rationnelles
Le syste`me re´duit couple´ peut eˆtre re´solu pour un point de calcul (x,y) quelconque en utilisant les matrices
des coefficients ae´rodynamiques A˜n(iκ1,x,y), . . . , A˜n(iκnκ ,x,y) obtenues par Eqs. (45) et (46) et en utilisant la
me´thode du double balayage ou la me´thode de lissage par fractions rationnelles.
Concernant la deuxie`me me´thode, cette approche point-par-point implique que le lissage par fractions ra-
tionnelles Eq. (36) doit eˆtre effectue´e pour tous les points de calcul (x,y) dont le nombre peut eˆtre beaucoup plus
important que celui des points initiaux. On propose ici une me´thode utilisant a` la fois le lissage par fonctions
splines multi-variables et le lissage par fractions rationnelles dans laquelle ce dernier est effectue´ uniquement
nx×ny fois quelque soit le nombre de points de calcul. Cette me´thode fournit en plus un syste`me re´duit couple´
qui de´pend explicitement des parame`tres.
Pour cela, on note que les vecteurs des coefficients splines br,s dans Eq. (45) sont analogues aux vecteurs
an(xi,y j) obtenus dans Eq. (44) a` partir des matrices des coefficients ae´rodynamiques tabule´es. En particulier,
ces deux vecteurs coı¨ncident si les fonctions splines d’ordre 2 sont utilise´es (kx = 2 et ky = 2) et s’il n’y a
pas d’extrapolation. On peut donc effectuer un lissage par fractions rationnelles sur les vecteurs br,s, pour
r = 1, . . . ,nx et s = 1, . . . ,ny. De manie`re similaire a` Eq. (46), chaque vecteur br,s est remis sous la forme de nκ
matrices des coefficients ae´rodynamiques complexes An,r,s(iκ1), . . . ,An,r,s(iκnκ) de dimension (mn×mn) :
An,r,s(iκ1) = [br,s,1, . . . ,br,s,mn ] , . . . , An,r,s(iκnκ) = [br,s,(nκ−1)mn+1, . . . ,br,s,nκmn ]. (47)
A partir des matrices An,r,s(iκ1), . . . ,An,r,s(iκnκ), le lissage par fractions rationnelles Eq. (36) fournit des
approximations des matrices An,r,s(p), pour r = 1, . . . ,nx et s = 1, . . . ,ny :
An,r,s(p)' An0,r,s+
pc
V∞
An1,r,s+
p2 c2
V 2∞
An2,r,s+
pc
V∞
Dn,r,s
[
pc
V∞
I−Rn,r,s
]−1
En,r,s (48)
ou` les matrices re´elles An0,r,s, An1,r,s, An2,r,s, Dn,r,s, En,r,s et Rn,r,s sont similaires a` celles de Eq. (36). On note
que le nombre de poˆles np,r,s peut eˆtre diffe´rent pour chaque couple (r,s).
Eq. (45) peut alors eˆtre e´tendue aux matrices An,r,s(p) pour obtenir une approximation par fonctions splines
de la matrice des coefficients ae´rodynamiques dans le domaine fre´quentiel pour tout valeur propre complexe p
et tout point de calcul (x,y) :
A˜n(p,x,y)'
nx
∑
r=1
ny
∑
s=1
Br,s(x,y)An,r,s(p) ∀(x,y) ∈ [xmin,xmax]× [ymin,ymax]. (49)
En reportant Eq. (48) dans Eq. (49), on obtient :
A˜n(p,x,y)' An0(x,y)+
pc
V∞
An1(x,y)+
p2 c2
V 2∞
An2(x,y)+
nx
∑
r=1
ny
∑
s=1
Br,s(x,y)
(
pc
V∞
Dn,r,s
[
pc
V∞
I−Rn,r,s
]−1
En,r,s
)
,
(50)
An0(x,y)=∑
nx
r=1∑
ny
s=1 Br,s(x,y)An0,r,s, An1(x,y)=∑
nx
r=1∑
ny
s=1 Br,s(x,y)An1,r,s , An2(x,y)=∑
nx
r=1∑
ny
s=1 Br,s(x,y)An2,r,s.
En reportant Eq. (50) dans l’e´quation de flottement (27), on obtient un syste`me aux valeurs propres non
line´aire de dimension 2mn qui de´pend explicitement des parame`tres x et y : 0 I
−M∗−1gn (x,y) [K∗gn(x,y)+Gn(p,x,y)] −M∗−1gn (x,y) C∗gn(x,y)
 q˜np q˜n
= p
 q˜np q˜n
 (51)
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avec K∗gn(x,y)=Kgn(x,y)+ 12 ρ∞V
2
∞An0(x,y), C
∗
gn(x,y)=Cgn(x,y)+ 12 ρ∞ cV∞An1(x,y), M
∗
gn(x,y)=Mgn(x,y)+
1
2 ρ∞ c
2 An2(x,y) et Gn(p,x,y) = 12 ρ∞V∞ pc ∑
nx
r=1∑
ny
s=1 Br,s(x,y)Dn,r,s [(pc/V∞)I−Rn,r,s]−1 En,r,s.
Le syste`me aux valeurs propres Eq. (51) est re´solu pour un point de calcul (x,y) quelconque de la meˆme
manie`re que pour Eq. (37). On obtient les fre´quences et les amortissements ae´roe´lastiques pour les diffe´rentes
valeurs de la vitesse V∞ du fluide, ce qui permet d’e´tudier la stabilite´ du syste`me dans le domaine de fonction-
nement, ceci sans avoir a` effectuer des calculs ae´rodynamiques supple´mentaires.
Pour obtenir l’approximation (48) de la matrice An,r,s(p), np,r,s variables d’e´tat auxiliaires z˜n,r,s ont e´te´
de´finies pour chaque couple (r,s) ∈ {1, . . . ,nx}×{1, . . . ,ny} par :
z˜n,r,s = Br,s(x,y)
pc
V∞
[
pc
V∞
I−Rn,r,s
]−1
En,r,s q˜n. (52)
Ces variables d’e´tat auxiliaires ve´rifient dans le domaine fre´quentiel :
p z˜n,r,s = (V∞/c)Rn,r,s z˜n,r,s+ pBr,s(x,y)En,r,s q˜n, (53)
et sont solutions d’un syste`me d’e´quations diffe´rentielles du premier ordre dans le domaine temporel :
z˙n,r,s(t) = (V∞/c)Rn,r,s zn,r,s(t)+Br,s(x,y)En,r,s q˙n(t). (54)
Les FAG s’e´crivent alors dans les domaines fre´quentiel et temporel :
F˜agn(Φn, p,x,y) q˜n =− 12 ρ∞V 2∞
([
An0+
pc
V∞
An1+
p2 c2
V 2∞
An2
]
q˜n+
nx
∑
r=1
ny
∑
s=1
Dn,r,s z˜n,r,s
)
, (55)
fagn(Φn qn,Φn q˙n,x,y) =− 12 ρ∞V 2∞
(
An0 qn(t)+
c
V∞
An1 q˙n(t)+
c2
V 2∞
An2 q¨n(t)+
nx
∑
r=1
ny
∑
s=1
Dn,r,s zn,r,s(t)
)
. (56)
En reportant Eq. (56) dans le syste`me re´duit couple´ Eq. (16) et en combinant avec Eq. (54), on obtient un
syste`me d’e´quations diffe´rentielles line´aires du second ordre de dimension mn+np, avec np =∑nxr=1 ∑
ny
s=1 np,r,s :[
K∗gn(x,y) D′n
0 R′n
]{
qn
zn
}
+
[
C∗gn(x,y) 0
E′n(x,y) −I
]{
q˙n
z˙n
}
+
[
M∗gn(x,y) 0
0 0
]{
q¨n
z¨n
}
=
{
fgn
0
}
(57)
avec K∗gn(x,y), C
∗
gn(x,y) et M∗gn(x,y) de´finies comme dans Eq. (51), et
zn =
t[tzn,1,1, . . . ,
tzn,1,ny ,
tzn,2,1, . . . ,
tzn,2,ny , . . . ,
tzn,nx,1, . . . ,
tzn,nx,ny ],
D′n = (1/2)ρ∞V
2
∞ [Dn,1,1, . . . ,Dn,1,ny ,Dn,2,1, . . . ,Dn,2,ny , . . . ,Dn,nx,1, . . . ,Dn,nx,ny ],
R′n = (V∞/c)diag(Rn,1,1, . . . ,Rn,1,ny ,Rn,2,1, . . . ,Rn,2,ny , . . . ,Rn,nx,1, . . . ,Rn,nx,ny),
E′n(x,y) =
t[B1,1(x,y) tEn,1,1, . . . ,B1,ny(x,y)
tEn,1,ny ,B2,1(x,y)
tEn,2,1, . . . ,
B2,ny(x,y)
tEn,2,ny , . . . ,Bnx,1(x,y)
tEn,nx,1, . . . ,Bnx,ny(x,y)
tEn,nx,ny ].
Le syste`me du second ordre Eq. (57) qui de´pend explicitement des parame`tres x et y est re´solu en utilisant
le sche´ma d’inte´gration temporelle de Newmark pour un point de calcul (x,y) quelconque.
A cause du dernier terme non line´aire dans le lissage par fractions rationnelles Eqs. (48) et (50), cette
approche multi-parame`tre n’est pas e´quivalente a` l’approche point-par-point qui consiste a` effectuer lissage par
fractions rationnelles Eq. (36) pour chaque point de calcul.
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V.5. Re´sultats - Conclusions
Les me´thodes de couplage indirect propose´es ont e´te´ applique´es sur des exemples de compresseur (Tran
et al., 2003; Tran, 2009c, cf. Annexe). Dans chaque exemple, l’e´quation de flottement est re´solue par les
me´thodes du double balayage et de lissage par fractions rationnelles afin d’obtenir les fre´quences et les amor-
tissements ae´roe´lastiques et de tracer le diagramme de flottement qui montre l’e´volution de ces derniers en
fonction de la vitesse ou du de´bit-masse du fluide. Les simulations temporelles du syste`me couple´ ont e´te´
e´galement effectue´es avec la me´thode de lissage par fractions rationnelles, une analyse de Fourier des re´ponses
obtenues permet ensuite de de´duire les fre´quences et les amortissements ae´roe´lastiques. La me´thode de lis-
sage multi-parame`tres est ensuite utilise´e en faisant varier deux parame`tres qui sont la vitesse de rotation et le
de´phasage inter-aube.
Les deux me´thodes de re´solution donnent des fre´quences et des amortissements ae´roe´lastiques similaires
qui correspondent e´galement ceux obtenus par les simulations temporelles et par la me´thode de couplage direct.
La me´thode du double balayage est plus robuste mais elle est seulement applicable pour re´soudre l’e´quation de
flottement dans le domaine fre´quentiel. La me´thode de lissage par fractions rationnelles est applicable dans les
deux domaines, mais son utilisation est plus de´licate et requiert plus d’attention et de savoir-faire de l’utilisateur.
La me´thode de lissage multi-parame`tres permet de re´soudre le syste`me couple´ dans les domaines fre´quentiel
et temporel aux points du diagramme de fonctionnement ou` les calculs ae´rodynamiques n’ont pas e´te´ effectue´s.
Les re´sultats obtenus par la re´solution du syste`me couple´ aussi bien dans le domaine fre´quentiel que dans le
domaine temporel sont en bonne concordance avec les re´sultats de re´fe´rence obtenus aux points initiaux et
aux points de ve´rification ou` les calculs ae´rodynamiques ont e´te´ effectue´s pour obtenir les FAG. L’approche
point-par-point qui consiste a` utiliser les FAG fournies par le lissage par fonctions splines et a` effectuer lis-
sage par fractions rationnelles pour chaque point de calcul donne aussi de tre`s bons re´sultats. Avec la ca-
pacite´ d’effectuer l’extrapolation des FAG, les deux approches permettent de localiser les zones instables qui
se trouvent a` l’exte´rieur des zones stables dans le domaine de fonctionnement et sur lesquelles les calculs
ae´rodynamiques ont e´choue´.
Chapitre VI
CONCLUSIONS ET PERSPECTIVES
Les travaux de recherche re´alise´s ont apporte´ une contribution significative et originale aux me´thodes
de re´duction de mode`le en dynamique des structures et des syste`mes couple´s ae´roe´lastiques. Concernant les
me´thodes de synthe`se modale, on a propose´ une formulation unifie´e qui englobe les me´thodes de synthe`se
modale classiques et celles utilisant les modes d’interface et les modes d’interface partiels, ainsi que les trois
types de conditions aux limites d’interface. La combinaison des diffe´rentes me´thodes de synthe`se modale avec
les proprie´te´s de syme´trie cyclique est un deuxie`me point marquant de ces travaux. Les me´thodes de re´duction
de mode`le ont e´te´ e´tendues aux structures multi-e´tages avec syme´trie cyclique et aux structures non line´aires. Le
lissage multi-parame`tres multi-variables et la re´duction de mode`le du domaine fluide permettent d’e´conomiser
les temps de calculs ae´rodynamiques dans les proble`mes couple´s ae´roe´lastiques.
Les travaux suivants sont en cours re´alisation ou seront propose´s dans le cadre de projets de recherche ou
de futures the`ses a` l’ONERA. En particulier, une proposition de the`se sur la construction de mode`les re´duits de
structures non line´aires sera soumise pour prendre la suite de la the`se de Lu¨lf (2013).
Mode`les re´duits des structures non line´aires
En comple´ment des travaux de the`se de Lu¨lf (2013) qui ont e´te´ re´alise´s avec MATLAB, la formulation
polynomiale des forces non line´aires a e´te´ utilise´e pour construire des mode`les re´duits de structures non line´aires
complexes mode´lise´es avec un code e´le´ments-finis commercial, ici NASTRAN, et qui soient autonomes vis a`
vis de la formulation et du code e´le´ments-finis une fois construits, avec la prise en compte des effets de rotation
[67; 68; 69].
La pre´cision et la performance de la formulation polynomiale des forces non line´aires peuvent eˆtre ame´liore´es
par des techniques comme l’extraction directement du code e´le´ments finis des matrices tangentes projete´es
(Perez et al., 2014), l’utilisation de plusieurs bases de projection pre´de´termine´es (Amsallem et al., 2012) ou
l’ajout dans la base de projection des de´forme´es statiques semblables a` celles utilise´es dans les me´thodes de
synthe`se modale et qui sont obtenues par des calculs statiques non line´aires. La me´thode de re´duction par pro-
jection LSPG (Least Square Petrov-Garlerkin) couple´e avec l’approximation par e´chantillonnage des forces non
line´aires (Carlberg et al., 2011, 2013) permettent e´galement d’augmenter la performance des mode`les re´duits.
La prise en compte des non line´arite´s de contact et de frottement est un sujet important de´ja` traite´ dans
plusieurs travaux, comme par exemple (Petrov & Ewins, 2003; Laxalde, 2007; Petrov, 2011; Schwingshackl
et al., 2012). Dans ces travaux, des mode`les de frottement sont propose´s et la solution des syste`mes non line´aires
est obtenue dans le domaine fre´quentiel par la me´thode de la balance harmonique.
La prise en compte du couplage ae´roe´lastique est indispensable pour l’e´tude des turbomachines. Il s’agit
d’utiliser les mode`les re´duits non line´aires autonomes de la structure pour le calcul des forces ae´roe´lastiques et
la re´solution du syste`me couple´ fluide-structure.
D’autres me´thodes de re´duction de mode`les comme la PGD (Proper Generalized Decomposition) (Chinesta
et al., 2013) ou le calcul et l’utilisation des modes non line´aires (NNM, Nonlinear Normal Modes) (Pesheck
et al., 2001; Kerschen et al., 2009; Peeters et al., 2009; Moussi, 2013) ainsi que les me´thodes d’hyper-re´duction
(Ryckelynck, 2005; Ryckelynck et al., 2012) sont a` conside´rer.
Mode`les re´duits des structures multi-e´tages par syme´trie cyclique et synthe`se modale
Ces travaux permettront la prise en compte du de´saccordage (Laxalde & Pierre, 2011; D’Souza et al.,
2013), des non line´arite´s (D’Souza & Epureanu, 2012), des effets de rotation (Sternchu¨ss, 2009; Balmes &
Bucher, 2010), du couplage ae´roe´lastique (D’Souza & Epureanu, 2012; D’Souza et al., 2013) ainsi que des
maillages incompatibles (non coı¨ncidents) des sous-structures (Rixen et al., 1998) dans la construction des
mode`les re´duits des structures multi-e´tages par syme´trie cyclique et synthe`se modale.
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Réduction de modèle en dynamique des structures et des systèmes couplés aéroélastiques
La simulation numérique du comportement dynamique des structures ou des systèmes couplés aéroélastiques complexes
conduit à des systèmes d'équations de très grande taille dont la résolution est très coûteuse. Il est donc indispensable de
construire des modèles d'ordre réduit qui, au prix d'une diminution acceptable de la précision, permettent d'obtenir à moindre
coût des simulations de ces systèmes. Cette réduction de modèle est obtenue par une projection du système d'équations initial
sur une base de projection, incluant ainsi les méthodes de sous-structuration ou de synthèse modale, ainsi que la réduction par
symétrie cyclique. On présente ici un ensemble de méthodes ayant recours aux techniques de réduction ou de projection. La
première partie regroupe quelques travaux sur les fréquences et modes propres: la méthode de Lanczos par bloc pour calculer
les fréquences et les modes propres de structures amorties, une méthode de sous-structuration pour déterminer leur sensibilité
et leur réanalyse, et finalement un critère pour suivre leur évolution dans le cas des structures dépendant d'un paramètre. La
deuxième partie est consacrée aux méthodes de synthèse modale, incluant les méthodes classiques, avec interface fixe, libre
ou mixte, les méthodes utilisant les modes d'interface ou les modes d'interface partiels, ainsi que leur combinaison avec la
réduction par symétrie cyclique. La troisième partie concerne les structures multi-étages comme les assemblages de disques
aubagés dont chaque étage possède une symétrie cyclique mais pas la structure complète.  Une méthode de réduction par
symétrie cyclique multi-étages est développée avec une nouvelle sélection des indices de déphasage pour chaque étage dans
chaque système réduit. Elle peut être utilisée seule ou combinée avec la synthèse modale. La quatrième partie concerne le
couplage fluide-structure dans les turbomachines. La structure, un disque aubagé possédant une symétrie cyclique, est
soumise à des forces aérodynamiques exercées par le fluide et qui dépendent des déplacements de la structure. La projection
de l'équation de la structure sur ses modes propres complexes fournit un système réduit couplé dans lequel les forces
aérodynamiques généralisées sont obtenues à partir des mouvements harmoniques des modes. Deux méthodes de résolution
et une méthode de lissage multi-paramètres sont proposées afin d'obtenir les solutions du système couplé pour un grand
nombre de valeurs des paramètres
Mots-clés : RÉDUCTION DE MODÈLE  ;  FRÉQUENCE ET MODE PROPRE  ;  SENSIBILITE  ;  SYNTHÈSE MODALE  ;  SYMETRIE
CYCLIQUE  ;  STRUCTURE MULTI-ÉTAGES  ;  COUPLAGE FLUIDE-STRUCTURE  ;  AEROELASTICITE
Model reduction in dynamics of structures and aeroelastic coupled systems
The numerical simulation of the dynamic behaviour of complex structures or aeroelastic coupled systems leads to systems of
equations with very large size whose solution is very costly. It is thus essential to build reduced order models which allow to
perform the simulations of these systems at a lesser cost and with an acceptable lost of accuracy. This model reduction is
obtained by a projection of the initial system of equations on a projection basis, including therefore substructuring or component
mode synthesis methods, as well as the cyclic symmetry reduction. We present here a set of methods using reduction or
projection techniques. In the first part, we put together some works related to the eigen frequencies and modes: the block
Lanczos method to compute the frequencies and modes of damped structures, a substructuring method to determine their
sensitivity and  their reanalysis, and finally a criterion to follow-up their evolution for structures depending on a parameter. The
second part is devoted to component mode synthesis methods which include the classical methods, with fixed, free or hybrid
interface, the methods using interface modes or partial interface modes, as well as their combination with cyclic symmetry
reduction. The third part is concerned with multi-stage structures such as bladed-disk assemblies whose each stage has a cyclic
symmetry but not the whole structure. A multi-stage cyclic symmetry reduction method has been developed with a new selection
of phase indexes for each stage in each reduced system. It can be used alone or combined with component mode synthesis.
The fourth part is concerned with the fluid-structure coupling in turbomachinery. The structure, a bladed disk having a cyclic
symmetry, is subject to the aerodynamic forces applied by the fluid and which depend on the displacements of the structure.
The projection of the equation of the structure on their complex eigen modes provides a reduced coupled system in which the
generalized aerodynamic forces are obtained from the harmonic motions of the modes. Two solution methods and a
multi-parameter modeling method are proposed to obtain the solutions of the coupled system for a large number of values of the
parameters.
Keywords : MODEL REDUCTION ; EIGEN FREQUENCY AND MODE ; SENSITIVITY ; COMPONENT MODE SYNTHESIS ; CYCLIC
SYMMETRY ; MULTI-STAGE STRUCTURE ; FLUID-STRUCTURE COUPLING ; AEROELASTICITY
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