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CHAPTER ONE INTRODUCTION
The purpose of this thesis is to establish connections between the
maximum likelihood estimates and the stochastic approximation solutions
to the linear structural relationship problem It is important, both
in natural and social sciences to establish the relationship between
variables from the data observed. If all the data are noise corrupted,
the estimation of the parameters in the relationship leads to the subject
called structural relationship or errors in variables.
To be more specific, our interest would concentrate on the following
model. We have a linear relationship given by the euation:
(1)
where
is an unknown N-dim vector parameter,
denotes the transpose of B,
is an N-dim random vector,
is a 1-dim random variable
is a real parameter.
However, we cannot observe X and y directIy. Instead, we
observe only the random variable n and U-dim random vector defined
in the followinq ways:
(2)
where 6 is an N-dim normal vector with zero mean, i,e.L N(O, E)
E is a zero mean normal random variable i. e. E 'L N (0.0e)
In this thesis, E is assumed known all through, and uet o2e is
is
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unknown. We also assume that X, 6, E are independent. Now suppose
that a random sample of size n from the
above is given. In the foZZowing discussion, n is assumed
to be any positive integer. Essentially, we are given a random sample of
countabZy- infinite size. Based on the sample values and the known T
we wish to estimate the unknown parameter a. If x is normal,
the maximum likelihood estimate, say n, of 13 is given by the
following formula (Johnston, 1963).
(3)
where the superscript n denotes the scnpZe size. is the sample
covariance matrix of
is the sample coin rianceWith and
matrix of
on the other hand, in the fields of control theory and learning theory,
the scone estimation problem was treated by the method of stochastic
approximation.
In the following, we still consider the model given by (1) and (2.).
But now, X, E and S defined in (2) are not necessarily normal. Instead,
we assume c is a zero-mean random variable and d is a zero-mean
random vector of known covariance matrix E. Suppose that a random
sample (E1, n1)'( E2' n2),..., (En' nn)'''• of countabZy infinite
size from( E, n) defined in (2) is available. Mendel (1973) has
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constructed a random sequence defined by
(4)
where is an arbitrary vector, and where
(i) I is the N X N identity matrix;
(ii)
where (a) there exists positive real numbers such that
(b) is a sequence of positive numbers such that
(5)
Mendel (1973) proved that converges in mean sequare to B. If
we choose in which case for all i and k, we
obtain the following algorithm
(6)
(6) is also called the first-order stochastic approximation algorithm.
If pn is replaced by the matrix Pn given recursively by
(7)
(7) is called the second-order stochastic approximation algorithm.
4In Chapter 2, we shall give a brief review of some preliminary
results in stochastic approximation.
HO (1962) proved that the maximum likelihood estimate asymptotically
becomes a form of stochastic approximation, under the assumption that X
can be observed directly, i.e. = 0. In Chapter 3, we discuss the
connections between the maximum likelihood estimate and stochastic
approximation assuming that is nonzero for the case N= 1 .
In fact, we shatllprove that the recursive form of Equation (3) asymptotically
becomes Equation (6) where. Pn takes a. special form.
Certain properties of the stochastic approximation scheme concerning
the notion of convergence, such as convergence in mean square, converges
with probability one and asymptotical normality are discussed in Chapter 4.
The results obtained in Chapters 3 and 4 are extended to the N dimensional
case in Chapters 5 and 6.
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CHAPTER 2 Preliminary Results in Stochastic Approximation.
2.1 In this chapter, we shall introduce several known results in stochastic
approximation which we shall use later. Historically, the method of
stochastic approximation was first presented by Robbins and Monro in 1951 to
search for the root of an equation. Now, stochastic approximation has become
one of the most popular sequential technique for point estimation. The
stochastic approximation schemes have computational attractiveness since the
computations involved are relatively straightforward and can be carried out
in real time. It is especially valuable in processing data which arrives in
such large quantities that its entire storage may pose problems. It will be
shown that the operation of stochastic approximation schemes has little
restrictions and has many desirable properties. We shall first introduce
several types of convergence such as convergence in mean square, convergence
with probability one, and we shall prove that under certain conditions, the
stochastic approximation algorithm posses such desired properties.
The estimate
is said to converge in mean square to Q if
It is weZZ-known that if n converges in mean square to then it
also converges in probability to Q, that is to sa?y,
Additionally, if converges in probability to, as is
called a consistent estimate of A consistent estimate is always
asymptotically unbiased.
2.2 Let M(8) be a real-valued function defined on the real Zine. For a
given real number r, Zet be the single root of the equation 11(0)= r
6is unknown, insteadwe,we can observe a randomSuppose that for each
such thatvariable with distribution function
values and the correspondingBy choosing a number of
we wish to estimate B .
isanin whichConsider a random sequence
are generated by the recursivearbitrar real number, and
relation
(1)
where is a random variable whose conditional distribution for given
isandcoincides with the distribution of the random variable
a sequence of positive numbers such that
(2)
(3)
The following theorems are first given by Robbins and Monro (1951),
Chung (1954), Blum (1954) and Sacks (1958) and then sharpened by Gladyshev
(1965).
Theorem 1 In addition to the conditions described in the preceding
two paragraphs, if the following conditions are satisfied:
(1)
there exists a positive number d such that for all(2)
defined by relation (1) with conditionsThen the sequence
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(2), (3) converges with probability one to B .
Proof. Without loss of generality, we may take r= 0 so that
(4)
Define (5)
Subtract B from both sides of Eq. (4).
(6)
Suare both sides of Eq. (6).
(7)




Let us define the scalar to be
(9)
(10)
So, we have a recursive inequality for an , Now, let us take the
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conditional expectation on both sides of Eq. (10), given
(11)
Inequality (11) shows that is a semi-martingale, where
(12)
According to the theory of semi-martingale (Doob, 1953), the se quence
converges with probability one, and hence by virtue of (9) and (3), the
sequence also converges with probability one to some random variable,
say It remains to show that
By (12), (9), (3), we see that is bounded. Further, let us
take expectation over both sides of Eq. (8).
(13)
Repeated use of Eq. (13) gives us
(14)
The boundedness of (3) and condition (1) implies that
(15)
(15) and (2) imply the existence of a subsequence {nj} s.t.
probability one (16)
From (16), condition 1. and the fact that with probability one, we
obtain that = 0 with probabilitu one.
RemarK Condition (1) of theorem 1 says that M( )>r for >B and M( )< r
for < B . Condition (2) assures that the variance of Z( ) is bounded
and that EZ2( ) is bounded above by a quadratic function for all
Example 1 Let X be a random 'variable with finite variance, say
Given a random sample X1, X2, from X , let Xj denote the sample mean
of X when sample size is. j . By definition,
9(17)
(17) is a form of stochastic approximation. In this case,
We see that (17) is simply a procedure for finding the root of the equation
i.e, we wish to estimate It is easy to verifu conditions of
theorem 1 are satisfied, so converges with probabilit one to
Example 2 Let X be a random variable with finite fourth moment,
Given a random srmple denote
the sample mean and sample variance of X respectively when sample size is
j. By definition,
(18)
(18) is a form of stochastic approximation. In this case
So (18) is a procedure for finding the root of the equation
i.e. we wish to estimate It is easy to verify conditions of Theorem 1
are satisfied, hence converges with probabilit one to
Theorem 2 Assume that the conditions of Theorem 1hold true. Then
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converges in mean square to B .
The proof can be found in Kashyap, Bladon, and FU (1970).
The following theorem was first given by Chung (1954) and Sacks (1958),
then sharpened by Gladyshev (1965).
Theorem 3 Let the follwoina conditions are satisfied:
(1) inf
(2)
where b is a positive
number , and S is a function s. t.
(3) there exists a positive number d such that for all
(4) lim
(5) lim lim sup
where
(6) where a is a positive number, chosen so large that
Tnen
where
FromTheorem1 and3, we can prove the followinq theorem:
Theorem 4 Let be a sequence of two-dimensional
independent real random vectors which are identically distributed as
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Further, let be a random sequence, in which is an
arbitrary real number, and are determined from the formula
where a is an arbitrary positive nurrber.
Then the seauence converges with probability one to a value
which turns the expression into a minimum,
then the sequence isIf, in addition,
asymptotically normal with mean zero and variance
Proof. Suppose
In others nrds, is the root of the equation
The results follow at once if conditions of Theorem 3 are satisfied.
Let
Since so conditions (1) and (2) are satisfied.
We canThe exectations are finite since
choose d large enough so that and condition (3)
is satisfied.
Let We have
Condition (4) is satisfied.
lim sup lim sup
As we nave
lim lim sup
Condition (5) is satisfied.
low if we choose a such that a Then, according to
Theorem 3,
where
DifferentiateRemark 1 with respect to a, we see that is
minimized if
The preceding results can be extended to the multidimensional case.
will denote their inner product. The norm ofare vectors,
is equal to If B is awe denote byvector
matrix, we define in the usual way,
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Let be an N-vector and let M be a vector-valued function of
with M( ) also being an N-vector. For a given N-vector r, let B be a
solution of the equation be a random vector withLet
The stochastic approximation procedure for locating B is given
as follows.
by thebe an arbitrar N-vector and defineLet
recursion:
(17)
is a random vector whose conditionaZ.distribution givenwhere




The following results are corresponding to analogues results for one-
dimensional case.
Let the followina conditions be satisfied:Theorem 5
for each(1)
(2) there exists a positive number d such that
for all
defined by relation (17) and conditionsThen the seauence
(18), (19) converges with probability one to B .
converaesAssume the conditions in theorem 5 hold true. ThenTheorem 6
in mean square to B .
The proof of theorem 5 and theorem 6 can be found in Kashyap, Blagdon,
and FU (1970).
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Theorem 7 Let the following conditions be satisfied:
(1) inf for each
(2) where B is a positive
definite matrix, and
(3) there exists a positive number d such that for all
(4) lim where is a non-negative
definite matrix and where the limit is in the sense of the norm
we have defined.
(5) lim lim Sup
where
Let denote the eigenvalues of B in deceasing order,
Write where P is orthogonal and D is the diaonal matrix
whose diagonal elements are Observe that
be the
element of and let be the element of
(6) Now, let where a is such that Then
is asymptotically normal with mean zero and covariance matrix
where Q is the matrix whose (i, j)th element is
The proof can be found in Sacks (1958) and GZadshev (1965).
CHAPTER THREE
The Connections Between the Maximum likelihood Estimates and the
Stochastic Approximation Method in the Two Dimensional Case.
Ho [1962] has proved that the maximum likelihood estimate would
asymptotically become, a form of stochastic approximation algorithm
under the fo llowinq assumptions:
where X is a given r x n matrix,
is an unkown n-vector,
is a random r-vector with
and nk is a r-vector of observation. One wishes to determine an estimate
for the unknown parameter B .
It is well-known that a recursive method for calculating the
maximum likelihood estimate in the case of Gaussian noise is
(1)
where
positive definite matrix.gven n x n
By using the well-known matrix equality,
provided that





We see that (2) represents a form of multidimensional Stochastic
approximation with the weighting function going down as 1/k.
In the following, we shall prove a similar result for the linear
structural relationship model.
Consider the following equation
where X is a rndom variable,
B is a real parameter we want to identify,
and a is a real parameter.
The available observations,
and n, of X and y respectively, are
defined as follows
where s is a normal random variable with zero mean,
is a normal random variable with zero mean,
and it is assumed that s ,E and X are independent.
Let be a given random samle of
countably infinite size from( , n). Assume X is normal,








and denote the sample mean of
n, respectively.
There are five equations and six unknowns, B cannot be identified
unless some further assumptions are made. We now assume that
From (3), we have
(4)
where the superscript (n) denotes the sample size and denotes
the maximum likelihood estimator of B.
denotes the sample mean of when
sample size is by definition
and
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From (4), we have
As n tends to infinity
would become. asymptotically the variance of
so we may assume






and apply (5), we have
(6)
where


















is approximately equal toas we see that
has the same order as so
and
(13)
Actually, (12) is a version of the general stochactic approximation algorithm
(14)
We will prove the other properties (14) possess such as asymptotically





The proof of Convergence in the Two- Dimensional Case.
We shall discuss different types of convergence of algorithm (3.14)
in this chapter. For the sake of convenience, we write (3.14) in the followinq
form (1)
where is a sequence of positive numbers such that
(2)
(3)
Throughout this chapter, we assume that where is a random
n bevariable and is an unknown parameter. Let the random variables
defined as follows:
where are random variables with mean zero;
are independentand X
and (4)
Given a random sample with the
assumption that is known, we wish to identify B. We first try to
find the estimator that minimizes the mean square approximation error,
i.e.
In other words is the solution of the following equation
(5)
But
We see that is a biased estimator of B. To remove the bias,
23
we consider the equation
(6)
It is easy to verify that is the unique soltuion of (6). So algorithm
(1) can be viewed as a procedure for finding the root of equation (6).
We first introduce the following result which is due to Venter (1967).












As we see that all expectations are
finite, so we may choose d large enough such that
Theorem 2 converges to B with probabiZitu one.
Proof. By lemma 2, lemma 3, and theorem 1 of chapter two, we see that
converges with probability one to B .
Similarly, we can prove the following.
Theorem 3 converges in mean square to B .
Lemma 4 lim
Proof.
By (4), all expectations are finite.
So, lim
Lemma 5 Lim Lim sup
where
Proof.
By (4), all expectations are finite.
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it follows that
Theorem 4. Take is asymptotically normal with mean
zero and variance
provided that
Proof. By lemma 2,3,4,5 and theorem 4 of chapter 2, the result follows
immediately.





The Connections between the Maximum Likelihood Estimate and the Stochastic
Approximation So Zutoin in the N Dimensional Case.
In this chapter, we will extend the results obtained in chapter 3 to
the N+1 dim case. Consider the model given by Eq. (1) and Eq. (2) in
chapter one, we are given a random sample of countably infinite size. Based
on the sample values and the known , we wish to estimate the unknown
parameter B .
Johnston (1963) has proved that the maximum likelihood estimate, say
Bn, of B is given bu the fo Z Zoina formula:
(1)
given bywhere is.the sample covariance matrix of
is the sample
the superscript denotes the sample size;mean of
is the sample covariance matrix of and n ,given byand
is the sample mean of n .
It is easy to verify that
(2)
(3)
From (2), we have




Lemma 1 Let P, R, and M be n x n, m x m and m x n matrices,






The proof is completed.
andFor simplicity, from now on, we shall write
for
as nis approximately equal to





Take apply the lemma:
Let denotes the quantities such that
for
Subsititute (8) into (7),
(9)
and apply the Zenvna once more, we haveTake
(10)
and apply the lemma
(11)
Subsititute (11) into (10)
(12)
Substitute (12) in (9)
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(13)
Substitute (13), (3) into (1),
(14)
Now as n (14) becomes asymptotically
(15)
(15) is a version of Stochastic approximation scheme:
(16)




CHAPTER SIX The Convergence in the N -Dimensional Case.
In this chapter, we shall discuss the different types of convergences
in N -dimensional case.
Assume (1)
where X is an N-dimensional random vector
B is an N-dimensional parameter
y is a one-dimensional random variable
Now X and y are unobservable, and we can observe and n only,
where are defined asollows:
(2)
(3)
where is an N-dimensional normal vector with zero mean.
is unknown.is assumed known, is a zero-mean random variable,
We want to estimate by minimizing the mean square error,
i.e. we want to find the root of the equation
Thus the estimate is biased; to remove the bias, we just need to
consider
In the following, we shall prove the algorithm (5.16) satisfy the
conditions of Theorem 7 in chapter II, hence the estimate Bn has such
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desired properties as convergent in mean square, and convergent with probability
one
Assume
exist and positive definite, and
Let
and
Lemma 1 for each
Proof.
As








ZimLemma 3 where is non-negative
definite matrix.
Proof.





Theorem 1. converges with probability one to
Proof. According to Zemma 1, and lemma 2, and theorem 5 in chapter 2, Bn
converges with probability one to
Similarly we can prove the following theorem.
Theorem 2 converges in mean square to B




where P is orthogonal. Let ij be the (i, j)th element of and
let ij be the (i,j)th element of =p-1 p.
Theorem 3 Choose a constant A so that AbN>2/1. Then n2/1(Bn-B) is
asymptotically normal with mean O and covariance matrix PQP-1, where Q
is the matrix whose (i,j) th element is A2(Abi+Abj-1)-1 ij
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