We determine explicit formulas for geodesics in the ordered configuration space of pairs (P, Q) of points in the plane which satisfy d(P, Q) ≥ ε. We interpret this as yielding two geodesic motion planning rules for this configuration space. ) introduced the notion of geodesic complexity, which is an analogue of Farber's topological complexity ([3]), but requires that paths be minimal geodesics. This is a useful requirement for efficient motion-planning algorithms. In [4] and [2], the geodesic complexity of several spaces was determined.
there are paths in F (R 2 , 2) between these points arbitrarily close to σ. By "geodesic," we will always mean "minimal geodesic."
For a positive number ε, we consider the subspace of F (R 2 , 2) consisting of points (P, Q) for which d(P, Q) ≥ ε. By scaling, we may assume ε = 2, and define F 0 (R 2 , 2) = {(P, Q) ∈ F (R 2 , 2) : d(P, Q) ≥ 2}.
This can be viewed as the space of ordered pairs of disjoint open unit disks in the plane. We will give explicit formulas for geodesics between any two points of F 0 (R 2 , 2), and show that F 0 (R 2 , 2) has geodesic complexity 1, in the sense of [4] .
There are three things that can happen. We will refer to these as "Situations" or as "types" of paths. Note that F 0 (R 2 , 2) is a manifold with boundary ∂F 0 consisting of points (P, Q) with d(P, Q) = 2.
a. If the linear path from (P 0 , Q 0 ) to (P 1 , Q 1 ) stays in F 0 (R 2 , 2), it is a geodesic. The condition for this is, of course, that d(tP 1 + (1 − t)P 0 , tQ 1 + (1 − t)Q 0 ) ≥ 2 for 0 ≤ t ≤ 1. b. If the minimum value of d(tP 1 + (1 − t)P 0 , tQ 1 + (1 − t)Q 0 ) for 0 ≤ t ≤ 1 is a positive number ≤ 2, then there is a unique geodesic, which is a path composition ℓ 1 ·σ·ℓ 2 , where ℓ 1 is a linear path from (P 0 , Q 0 ) to a point (B 0 , C 0 ) in ∂F 0 , σ is a geodesic in ∂F 0 , which we will describe in Lemma 1.1, from (B 0 , C 0 ) to a point (B 1 , C 1 ), and ℓ 2 is a linear path from (B 1 , C 1 ) to (P 1 , Q 1 ).
The path ℓ 1 σℓ 2 is parametrized by arc length, and σ possibly has length 0. c. If, for some t ∈ [0, 1], tP 1 + (1 − t)P 0 = tQ 1 + (1 − t)Q 0 , then there are exactly two distinct geodesics of the type described in (b) of equal length between (P 0 , Q 0 ) and (P 1 , Q 1 ).
Next we describe the geodesics in ∂F 0 . Points (P, Q) of ∂F 0 can be described as
where (x, y) = P +Q 2 is the midpoint of the length-2 segment connecting P and Q.
The length of this curve is
If α 1 − α 0 = ±π, there are two geodesics of the above form.
The following lemma will be very important to our analysis. These lemmas will be proved in Section 2.
We now describe more specifically the geodesics in F 0 (R 2 , 2) from (P 0 , Q 0 ) =
By Lemma 1.2, a type-(b) path with, for i = 0, 1,
for i = 0, 1. By Lemma 2.1, since h 2 i + k 2 i > 1, (1.3) is satisfied for an interval of values of α i . The type-(b) and -(c) paths will occur when the intervals of values for α i satisfying (1.3) are disjoint for i = 0, 1, or intersect in a single value of α. Choose α 0 and α 1 as the endpoints of their respective intervals with minimal |α 1 − α 0 |. Example 1.4. Let (P 0 , Q 0 ) = ((−6, 4), (6, 8)) and (P 1 , Q 1 ) = ((8, −6), (2, −10)). Then (1.3) requires
which leads to −1.090 ≤ α 0 ≤ 1.734 and, it is best to say, α 1 lies outside the interval (−1.264, 2.440). So we choose α 0 = −1.090 and α 1 = −1.264, since their difference is less than 2.440 − 1.734. Proof. The linear path from (P 0 , Q 0 ) to (P 1 , Q 1 ) passes through a point of the form (P, P ) with P ∈ R 2 iff the vectors P 0 Q 0 and P 1 Q 1 are parallel in opposite directions.
.]] Thus we are in Situation (c) iff (h 1 , k 1 ) = λ(h 0 , k 0 ) for some λ < 0. By Corollary 2.2, this occurs iff there are two pairs of endpoints with equal |α 1 − α 0 |.
For example, if we change the −10 in Q 1 of Example 1.4 to −8, so now P 0 Q 0 and P 1 Q 1 are parallel in opposite directions, this changes the −2 sin α 1 to −1 sin α 1 . Now α 1 lies outside the interval (−1.5708, 2.2143) (all decimals rounded) and we have | − 1.0903 − (−1.5708)| = |2.2143 − 1.7338|. Now we state our main theorem.
Theorem 1.6. Let (P 0 , Q 0 ) = ((a 1 , b 1 ), (a 2 , b 2 )) and (P 1 , Q 1 ) = ((c 1 , d 1 ), (c 2 , d 2 )) be points of F 0 (R 2 , 2). Let
Assume the inequalities (1.3) for i = 0, 1 have disjoint solution sets (or possibly intersect for exactly one value of α). For i = 0, 1, choose α i to satisfy
For i = 0, 1, let
The path in F 0 (R 2 , 2) described in Situation (b) above with
is the unique geodesic from 2) . (There are two geodesics of equal length in Situation (c) above.) If β = 0, then (x 0 , y 0 ) = (x 1 , y 1 ), and the path described here is the straight line path from (P 0 , Q 0 ) to (P 1 , Q 1 ).
For the points of Example 1.4, we obtain (x 0 , y 0 ) = (3.1596, −2.8468) and (x 1 , y 1 ) = (3.2474, −3.0927). We will see in the proof of Theorem 1.6 formulas for the length of our path in F 0 (R 2 , 2). In the case of Example 1.4 our path has length 25.2455, whereas the straight line path from (P 0 , Q 0 ) to (P 1 , Q 1 ) (which is not in F 0 (R 2 , 2)) has length 25.2190. Although we cannot quite draw the short middle part of the paths, in the following diagram we picture the paths in this example. This means that the minimal number of ENRs covering F 0 (R 2 , 2) × F 0 (R 2 , 2) with continuous choice of geodesic on each is 2.
Proofs
In this section, we provide proofs of all results stated in Section 1. The following proof of Lemma 1.1 was provided by David L. Johnson.
Proof of Lemma 1.1. Let γ(t) denote the curve stated in the lemma. Then
Since the parameter t goes from 0 to 1, the length of the curve is as claimed in the lemma. Next,
and so the tangent space at (x, y, α) is spanned by X x = (1, 0, 1, 0), X y = (0, 1, 0, 1), X α = (sin α, − cos α, − sin α, cos α).
A constant-speed curve γ with γ ′′ orthogonal to the hypersurface is a geodesic, and this applies here since clearly X x · γ ′′ = 0 = X y · γ ′′ and also
Halving and squaring, this becomes
By assumption, h 2 + k 2 ≥ 1, so this quadratic function f (t) satisfies f (0) = 1 and
, the result follows.
The following results were used in Section 1. Proof. Let θ 0 = arctan( k h ). Elementary calculus shows that h cos α + k sin α has maximum value √ h 2 + k 2 when α = θ 0 and minimum − √ h 2 + k 2 at θ 0 ± π, and is monotonic between these extremes. Since cos(2θ 0 ) = h 2 −k 2 h 2 +k 2 and sin(2θ 0 ) = 2hk h 2 +k 2 , we have
Proof. The left hand side is equivalent to α 0 + α ′ 0 = α 1 + α ′ 1 , which by the lemma is equivalent to k 0 /h 0 = k 1 /h 1 , and this is equivalent to (h 1 , k 1 ) = λ(h 0 , k 0 ) for some number λ. If λ ≥ 1, we obtain a contradiction for θ ∈ (α 0 , α ′ 0 ), while if 0 ≤ λ < 1, we obtain a contradiction for α ′ 1 − 2π < θ < α 1 .
Proof of Theorem 1.6. Geodesics in a manifold with boundary are path compositions of geodesics in the manifold and geodesics in the boundary.(e.g., [1] .) In our case, this will consist of at most one geodesic in ∂F 0 . [[Similarly to the proof of Lemma 1.2, the linear segment connecting two points of ∂F 0 will lie outside F 0 (R 2 , 2) unless the two points have the same α, in which case it is a linear segment lying in ∂F 0 . When path-multiplied by an angle-changing geodesic in ∂F 0 , the result will not be a geodesic.]] So we need just consider path compositions of the type described in Situation (b).
, and S i be as in the statement of the theorem. Let D 1 denote the length of the linear path from (P 0 , Q 0 ) to a point (x 0 − cos α 0 , y 0 − sin α 0 , x 0 + cos α 0 , y 0 + sin α 0 ). This equals
Our total path has length D 1 + D 3 + D 2 , where D 3 is the length of the curved path described in Lemma 1.1, and D 2 is a formula similar to (2.3) for the path from (x 1 − cos α 1 , y 1 − sin α 1 , x 1 + cos α 1 , y 1 + sin α 1 ) to (P 1 , Q 1 ). Let D i = D i / √ 2 and
We will show that if x i and y i are as in (1.8), and α i satisfy (1.7) with minimal |α 1 − α 0 |, then
This, with a little more argument given in Section 3, implies that our curve minimizes the length, i.e., is a minimal geodesic.
When α i satisfy (1.7), the formulas for D 1 and D 2 simplify nicely, and we have
We obtain
(2.6)
Note that if x i and y i are as in (1.8), then
Thus
Similarly, ∂T ∂x 1 = ∂T ∂y 0 = ∂T ∂y 1 = 0. Using (2.3), we obtain ∂T ∂α 0 when x i and y i are as in (1.8) and α 0 satisfies (1.7) to be h 0 sin α 0 − k 0 cos α 0
Using (2.7), this becomes (β + S 0 + S 1 ) multiplied by Thus ∂T /∂α 0 = 0. A similar argument shows that ∂T /∂α 1 = 0. Thus our values of x i , y i , and α i yield a critical point of T . In Section 3, we explain why the solution described in Theorem 1.6 is the unique solution to (2.4) (except in the case where there are two geodesics).
Finally we justify the last sentence of the theorem by noting that if α 0 = α 1 (= α), so β = 0, then clearly x 0 = x 1 (= x) and y 0 = y 1 (= y) in (1.8), and showing that (x + cos α, y + sin α) =
so the unique point where the lines from (P 0 , Q 0 ) and (P 1 , Q 1 ) meet ∂F 0 is on the line connecting them.
We focus on (2.11) and then describe the minor change which yields (2.12), and for (2.11), we focus on the first component. This requires showing
13)
For i = 0, 1, h i cos α+k i sin α = 1, so k i = 1−h i cos α sin α . Since α is the common endpoint of (otherwise disjoint) intervals on which h i cos α + k i sin α ≥ 1, the derivatives of h i cos α + k i sin α must have opposite sign at α for i = 0, 1. These derivatives are −h i sin α + 1−h i cos α sin α cos α = cos α−h i sin α . Thus cos α − h i has opposite signs for i = 0, 1.
Next note that
Thus, using that cos α − h i have opposite signs,
Proof of Corollary 1.10. Let E 0 denote the set of all ((P 0 , Q 0 ), (P 1 , Q 1 )) ∈ F 0 (R 2 , 2)× F 0 (R 2 , 2) of type (c), and E 1 its complement. We claim that (i) the geodesics we have described in E 1 vary continuously with ((P 0 , Q 0 ), (P 1 , Q 1 )), (ii) there are exactly two ways of making a continuous choice of geodesics on E 0 , and (iii) neither of the choices in (ii) together with the choice in (i) give a continuous choice on all of F 0 (R 2 , 2) × F 0 (R 2 , 2). This will imply the corollary.
Clearly the S i , A i , and B i parts of the formula for x i and y i vary continuously with the coordinates of P i and Q i . The issue is the continuity of the choice of α 0 and α 1 in the Lemma-1.1 part of the path. Once we know that they can be chosen continuously, then β in the formula for x i and y i varies continuously, and hence so do x i and y i .
For Situation (b), we choose α i satisfying h i cos α i + k i sin α i = 1 for (P i , Q i ) such that |α 1 − α 0 | is minimized. Small changes in (P i , Q i ) yield small changes in h i and k i , causing small changes in α i , maintaining the minimality. So this is a continuous choice.
The linear paths in Situation (a) vary continuously with the parameters. By the last part of Theorem 1.6, the paths agree on the intersection of Situations (a) and (b), and so by the Pasting Lemma, we have a continuous choice of geodesics on E 1 .
For Situation (c), there are solutions α i , α ′ i of h i cos α + k i sin α = 1 with equal minimal positive values, α 1 − α 0 and α ′ 0 − α ′ 1 . One geodesic motion planning rule on E 0 always chooses the first, i.e., α 1 > α 0 , while the other always chooses the second.
Either of these is continuous, similarly to the discussion for Situation (b).
Making the α 1 > α 0 choice just described on E 0 , together with the unique choice on E 1 , is not continuous on all of F 0 (R 2 , 2) × F 0 (R 2 , 2). [[A sequence of points of E 1 on which the minimal |α 1 − α 0 | occurs for α 0 > α 1 can converge to a point of E 0 . The limit of the values of α 0 will not equal the value of α 0 at the limit point.]] For example, we could take a sequence of points like the one in Example 1.4 in which the second component of Q 1 approaches −8, starting at the value −10 (and other components are held fixed). The two possible values of α 0 remain fixed as {−1.09, 1.734}. One value of α 1 is converging from −1.264 to −1.57, while the other is converging from 2.44 to 2.214. Along the sequence, we will be choosing α 0 = −1.09 and α 1 from −1.264 to −1.57, because that gives the smaller difference, but at the limit point, we choose α 0 = 1.734 and α 1 = 2.214 because of our decision to choose the pair with α 1 > α 0 .
More details
In this section, we first show how the formula (1.8) was discovered, and why it gives the unique critical point of T , provided h i cos α i + k i sin α i = 1. Then we show that there are no critical points of T for which h i α i + k i α i = 1.
That ∂T /∂x 0 = 0 in (2.6) implies (x 0 −A 0 ) 2 ((x 1 −x 0 ) 2 +(y 1 −y 0 ) 2 +β 2 ) = (x 0 −x 1 ) 2 (S 2 0 +(x 0 −A 0 ) 2 +(y 0 −B 0 ) 2 ). After cancelling, this becomes (x 0 −A 0 ) 2 (y 1 −y 0 ) 2 +(x 0 −A 0 ) 2 β 2 = (x 0 −x 1 ) 2 S 2 0 +(x 0 −x 1 ) 2 (y 0 −B 0 ) 2 , and similarly we have
After some more cancelling, these yield β 2 ((x 0 − A 0 ) 2 + (y 0 − B 0 ) 2 ) = S 2 0 ((y 0 − y 1 ) 2 + (x 0 − x 1 ) 2 ). This implies that D 1 and D 3 in (2.5) satisfy D 1 /D 3 = S 0 /β. Call this R 1 . Similarly R 2 := D 2 /D 3 = S 1 /β. Now (2.6) equalling 0 implies x 0 − A 0 = (x 1 − x 0 )R 1 , and similarly x 1 − A 1 = (x 0 − x 1 )R 2 . These linear equations for x 0 and x 1 can be solved to obtain part of (1.8), and y i is obtained similarly.
If α 0 and α 1 satisfy h i cos α i +k i sin α i = t i > 1, then using S i = h 2 i + k 2 i + 1 − 2t i , the formulas described just above and in the proof of Theorem 1.6 are valid, yielding the same formula for x i and y i in terms of the new values of S i and β, satisfying ∂T /∂x i = 0 = ∂T /∂y i . In trying to show ∂T /∂α 0 = 0, we would be reduced to an analogue of (2.10), which in this case would reduce to (h 0 cos α 0 + k 0 sin α 0 ) 2 = 2t i −1, hence (t i −1) 2 = 0. Thus ∂T /∂α 0 will not be 0 unless t i = 1. Thus the critical point(s) of T found earlier is/are unique, and thus give the minimum value of T .
