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Abstract
We construct words with small image in a given finite alternating or
unimodular group. This shows that word width in these groups is un-
bounded in general.
Let w be a group word, i.e., an element of the free group on x1, . . . , xd. For
a group G we denote the set of values of w by Gw := {w(g1, . . . , gd)
±1 | gi ∈ G}
and the verbal subgroup 〈Gw〉 is w(G).
The study of the images of the word maps dates back to the theory of
varieties of groups (see [1]) and the work of P. Hall and his students, for a
modern exposition also see [7].
Recently, there has been a lot of progress in understanding Gw when G is
a finite group, in particularly a finite simple group. In [3] it was proved that
when G is a finite simple group then every element of G is a commutator and in
addition every element of G is a product of two squares [4]. More generally [2]
shows that for any w 6= 1 we have G = GwGw when G is a sufficiently large
finite simple group. In this note, we show that the requirement of the size of G
can not be removed, even if we only require that G = (Gw)
k for a fixed k.
Theorem 1. For any k there exist a word w and a finite simple group G, such
that w is not an identity in G, but G 6= (Gw)
k.
We obtain this as an immediate corollary of the following results about
alternating groups and special linear groups.
Theorem 2. For every n ≥ 7, n 6= 13 there is a word w(x1, x2) ∈ F2 such that
Alt(n)w consists of the identity and all 3-cycles. When n = 13 there is a word
w(x1, x2, x3) ∈ F3 with the same property.
Of course the same result holds for Alt(5) by taking w = x101 . However, note
that Alt(6) is a genuine exception, because it has an outer automorphism which
send the 3-cycles to the double 3-cycles.
Similar result holds for Sym(n). In fact with the exception of Sym(7) the
words constructed in Theorem 2 also satisfy Sym(n)w = Alt(n)w.
We obtain similar result for the groups SLn(q).
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Theorem 3. For every n, q ≥ 2 with the possible exception of SL4(2) there
is a word w(x1, x2) ∈ F2 such that SLn(q)w consists of the identity and the
conjugacy class of all transvections.
For SL4(2) the word w = x
2.3.5.7
1 takes values the identity, the transvections
and the double transvections with Jordan normal form J2(1)⊕ J2(1).
Proof of Theorem 1. This is an immediate consequence of Theorem 2, because
for n > 2k + 1 some elements in Alt(n) can not be written as product of less
than k + 1 3-cycles.
1 Proof of Theorem 2
Everywhere in this section n is an integer bigger than 6. Assume first that
n 6= 7, 13.
Proposition 4. For each n > 7, n 6= 13 there exist some k ≥ 1 and some prime
numbers
p1 > p2 > · · · > pk > 3
such that n−
∑
i pi ∈ {3, 4, 5} and pi > (n−
∑i−1
j=1 pj)/2 for each i = 1, . . . , k.
Proof. Indeed take a prime p1 ∈ (n/2, n−3] distinct from n−6, n−7, n−13 and
continue by induction. By inspection such a prime always exists for all n ≤ 50
and for n > 50 there is always a prime in the interval (n/2, n − 14]. Indeed
by [5] there is always a prime in the interval (3m, 4m) for m ∈ N, m > 1. Now
take m so that m− 1 < n/6 ≤ m and than any prime in (3m, 4m) will do since
4m < 2n/3 + 4 ≤ n− 13 as n ≥ 51.
Let M be the exponent of Alt(n) and write M as a product of prime powers
M =
∏
p≤n p
lp . Let k and p1, . . . , pk be as given in Proposition 4. Define
mi = M/p
lpi
i for i = 1, 2, . . . , k. We set p0 = 3 and m0 := M/3
l3.
Consider now the word w1 in x1, x2 defined by the left normed commutator
w1(x1, x2) = [(x
m0
1 )
[···[[x2,x
m1
1 ],x
m2
1 ],··· ,x
mk
1 ], xm01 ].
The first result we need is
Lemma 5. The word w1(x1, x2) takes some 3-cycle as a value in Alt(n).
Proof. When x1 is a product of disjoint pi-cycles, one for each i then each x
mi
i
is a pi-cycle. Hence it is enough to prove that there is some collection of disjoint
pi-cycles ai for i = 0, 1, . . . , k and an element y such that [a
[y,a1,...,ak]
0 , a0] is a
3-cycle.
First observe that from the definition of pi we have that each pi > (n −∑i−1
j=1 pj)/2.
2
We define y′ to be any n-cycle on {1, . . . n}. Note that y′ may not be even
but if needed we will modify it with a transposition at the end.
Put Ω0 = {1, . . . , n} and v0 = y
′. Assume by induction that for some
1 ≤ i < k the set Ωi−1 is a segment of a cycle of vi−1, i.e., vi−1 acts on
the elements b1, b2, . . . , ..bt of Ωi−1 as b
vi−1
j = bj+1 for j = 1, . . . , t − 1, where
t = n−
∑i−1
j=1 pj . Note that we don’t specify the image of bt and the preimage
of b1 under vi−1,
This is clearly true for i = 1.
Recall that the support supp(pi) of a permutation pi is the set of points moved
by pi. For i = 1, . . . , k − 1 define inductively the pi-cycle ai such that
• supp(ai) ⊂ Ωi−1 and
• The set Ωi−1\ supp(ai) is a segment of a cycle of [vi−1, ai].
Indeed suppose that the elements of Ωi−1 are {b1, . . . bt} where t = |Ωi−1|
where vi−1 sends bj to bj+1 for j = 1, 2, . . . , t − 1. Set t
′ = t − pi. Define the
pi-cycle ai to be any pi-cycle on Ωi−1\{b2, b4, . . . , b2t′} which begins with
ai : b1 7→ b3 7→ b5 7→ . . . 7→ b2t′+1
Since t′ < t/2 we can always find such a pi-cycle. Put Ωi = {b2, b4, . . . , b2t′} =
Ωi−1\ supp(ai). Now a
vi−1
i is a pi-cycle which acts on Ωi as b2 7→ b4 7→ · · · 7→ b2t′
and therefore [vi−1, ai] = a
−vi−1
i ai acts on Ωi as b2t′ 7→ b2t′−2 7→ · · · 7→ b2. This
justifies that we can make the choice of ai as claimed.
Next set vi := [vi−1, ai],Ωi = Ωi−1\supp(ai) and continue by induction. We
reach an element vk−1 = [y, a1, . . . , ak−1] acting nontrivially on the complement
Ωk−1 of ∪
k−1
i=1 ai as a segment of a cycle.
When choosing ak we require that again supp(ak) ⊂ Ωk−1 but this time
we ask that vk := [vk−1, ak] moves exactly 2 points of Ωk := Ωk−1\ supp(ak)
and these are sent outside Ωk. To show that we can indeed choose such ak
suppose that vk−1 acts on the elements {b1, . . . , bt} = Ωk as before: b
vk−1
j = bj+1
for j = 1, . . . , t − 1. Note that t > pk + 1 since t − pk ∈ {3, 4, 5}. Let ak
be the pk-cycle (b1b2b4b5b6 . . . bpk+1), and put Ωk = Ωk−1\supp(ak). Then
[vk−1, ak] = (b1b2bpk+2)(b3b4b5) fixes all elements of Ωk except bpk+2, b3 and
sends bpk+2 to b1 6∈ Ωk and b3 to b4 6∈ Ωk.
Let us now denote by α, β the two elements from Ωk moved by vk outside
Ωk. Suppose that vk(α) = γ 6∈ Ωk and vk(β) = δ 6∈ Ωk. Recall that |Ωk| is
3,4 or 5 by the choice of the sequence pi. Choose an element η ∈ Ωk\{α, β}
and put a0 := (ηαβ). Then [a
vk
0 , a0] = [(ηγδ), (ηαβ)] = (αγη). We have shown
that there exists a 3-cycle a0 with support in Ωk such that [vk, a0] is a 3-cycle
and if the starting full cycle y′ = v0 was even we are done. If v0 was odd then
replace v0 by v0τ where τ is any transposition commuting with the p1-cycle a1.
Such transposition exists because p1 < n − 2 by assumption. The lemma is
proved.
We continue with the proof of Theorem 2.
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Observe that if w1(x1, x2) is nontrivial then each x
mi
1 must be nontrivial for
0 ≤ i ≤ k which means that x1 has a cycle divisible by pi for each i. From
n−
∑k
i=0 pi ∈ {0, 1, 2} and pi > (n−
∑i−1
j=1 pj)/2 it must be that xi has a single
pi-cycle for each i and therefore each x
mi
1 is a pi-cycle. In particular x
m0
1 is a
3-cycle.
We conclude, that if w1(x1, x2) 6= 1 then x
m0
1 is a 3-cycle. In this situation
since w1(x1, x2) is a commutator of two 3-cycles and since w1 6= 1 we obtain
that w1(x1, x2) is an even permutation with support of size at most 5. We now
take w(x1, x2) := w1(x1, x2)
10, then w is either trivial or a 3-cycle. On the other
hand Lemma 5 says that w1 can take value some 3-cycle and therefore, so can
w. Theorem 2 follows for n 6= 13.
For n = 13 we define w1 = [(x
M/5
1 )
[x2,x
M/7
1 ], x
M/5
1 ] and deduce as before
that if w1 6= 1 then x
M/7
1 is a 7-cycle while x
M/5
1 is a 5-cycle. Therefore w1 is
a nontrivial commutator of two 5-cycles and so has support of size at most 9.
Direct inspection or an argument similar to Lemma 5 shows that w1 takes value a
product of a 5-cycle and a 3-cycle. Now consider w2 = [(w
8.5.7
1 )
[x3,w
8.9.7
1 ], w8.5.71 ].
If w2 6= 1 then w
8.9.7
1 is a 5-cycle while w
8.5.7
1 can only be a 3-cycle. Also by the
same argument as Lemma 5 w2 takes as values some (and hence all) 3-cycles.
Therefore w2 has support of size at most 5 and we take w := w
10
2 as before.
When n = 7 the argument is similar: Let w1 = [(x
4.5.7
1 )
[x2,x
3.5.7
1 ], x4.5.71 ].
Again if w1 6= 1 then x1 has cycles of size divisible by 3 (since x
4.5.7
1 6= 1) and
cycles of size divisible by 2 (since x3.5.71 6= 1). Now x1 is even and so cannot be
a 6-cycle. The only possibility is that x4.5.71 is a double transposition and x
4.5.7
1
is a 3-cycle. Thus w1 again has support of size at most 5 and as before we check
that w1 takes some 3-cycle as a value. Take w = w
10
1 .
Remark 1. Notice that if n 6= 7 then the word w evaluated on Sym(n) takes
value the identity and all 3-cycles. For n = 7 we take w = w101 with w1 =
[(x4.5.71 )
[x2,x
2.3.5.7
1 ], x4.5.71 ] and then a similar argument shows that w takes only
3-cycles and the identity on Sym(7).
Remark 2. In the symmetric group Sym(n) the conjugacy class of transposi-
tions is smaller then the conjugacy class of 3-cycles. However, it is impossible
to construct a word w whose values are either 1 or transpositions: If the image
of w is not inside Alt(n) then w must have a free variable, say x1 with odd
exponent sum m. Setting x2 = x3 = · · · = 1 we see that the image of w contains
xm1 for any x1 ∈ Sym(n) and in particular any involution is a value of w.
Remark 3. Using the word w one can construct words wp for any prime 3 <
p < n such that Alt(n)wp consist of the identity and all p-cycles. For any k
the support of w′k = (wz)
kz−k is at most 3k since it is a product of k 3-cycles,
moreover it can be a 2k+1-cycle. Therefore wp = (w
′
(p−1)/2)
Np is either 1 or a
p-cycle, where pNp is the exponent of Alt(3(p− 1)/2).
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2 Proof of Theorem 3
Let q, n > 1 be any integers. A prime r is called a Zsigmondy prime for qn − 1
if r divides qn − 1 but does not divide qi − 1 for any 1 ≤ i < n. Zsigmondy’s
theorem states that Zsigmondy primes exist for all q, n > 1 with the exceptions
n = 6, q = 2 and n = 2, q + 1 = 2s some s ∈ N. A slight generalization [6]
states that without any exceptions there is always a prime power ra such that
rα|qn − 1 but rα does not divide qi − 1 for any i < n.
Lemma 6. Assume n 6= 3, 4 or n = 3 and q 6= 2, 4. There exist integers
A,B such that for any x ∈ SLn(q) if both x
A and xB are not 1 then xB is a
transvection in SLn(q) (and there exists x such that x
A and xB are not 1).
When n = 4 and q 6= 2, 3 there exist integers A, A¯, B such that if xA, xA¯, xB 6=
1 then xB is a transvection.
Proof. Assume first that n > 4.
Let M be the exponent of SLn(q) and let r
α be a Zsigmondy prime power
for qn−2 − 1. Suppose q = pu some u ∈ N and let M = A′ra = Bpc with A′
coprime to r and B coprime to p and set A = A′rα−1. If both xA and xB are
not trivial then both rα and p divide the order of x. We can write x = x′x′′
where x′ is a semisimple element while x′′ is a unipotent element and both are
in 〈x〉. Since p divides the order of x, the element x′′ is non trivial and x′ has
repeated eigenvalues.
We shall say that an eigenvalue λ of a semisimple element g generates Fqs if
Fq(λ) = Fqs . The order of the semisimple element g clearly divides the lowest
common multiple of (qs − 1) where Fqs ranges over all fields generated by the
eigenvalues of g.
Now, rα divides the order of x′ and therefore x′ has an eigenvalue generating
Fqc where r
α|qc − 1. The choice of r implies that c = n − 2. Therefore, x′ ∈
T × GL2(q) where T is a torus of size q
n−2 − 1 in GLn−2(q) and x
′ can only
have one repeated eigenvalue (inside Fq) with multiplicity 2. This gives that x
′′
acts as a Jordan block of size 2 and xB = (x′′)B is a transvection.
The remaining cases n = 2, 3, 4 are very similar. The case n = 2 is almost
trivial – any element in SL2(q) of order p is a transvection so we take A = 1
and B = M/p.
When n = 3 and q 6= 2, 4 take rα to be any prime power which divides q− 1
such that rα 6= 3 and define A and B as in the case n > 4. If xA 6= 1 and
xB 6= 1 then rα divides the order of x′ and x′ has multiple eigenvalues – this
implies that all eigenvalues are in Fq and one has multiplicity 2 and again x
′′
acts as a simple Jordan block of size 2.
When n = 4 and q 6= 2, 3 the same argument needs a small modification. Let
rα be a Zsigmondy prime power for q2− 1. We define A = M/r and B = M/pc
as before but there is one additional case to be ruled out – then x′ has two
pairs of repeated eigenvalues which generate Fq2 . Let r
α¯|q−1 be a prime power
different from 2 and define A¯ =M/r¯. Then xA¯ 6= 1 implies that the order of x′
is divisible by rα¯ which is not the case if x′ has two repeated eigenvalues.
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Using this lemma we can complete the proof of Theorem 3. Let A,B be the
integers specified by Lemma 6. First consider the case n > 4. Define the word
w1(x, y) = [x
B, (xB)[y,x
A]] – if either xA or xB is 1 then so is w1. Otherwise
w1 is a commutator of two conjugates of x
B. In particular w1 is a product of
two transvection and so w1 − Id has rank at most 2. Hence at most two of the
eigenvalues of w1 can be different from 1 and so the semisimple part of w1 must
be contained in a conjugate of SL2(q)× Idn−2. Further, if we suppose that the
unipotent part of w1 is not 1 or a transvection, then (since w1 − Id has rank
at most 2) w1 itself must be a unipotent Jordan block of size 3 or a product
of two unipotent Jordan blocks of size 2. However a direct computation shows
that such w1 cannot be a commutator of two transvections. This gives that in
all cases w = w
(q−1)(q2−1)
1 is a transvection or the identity.
It remains to show that w is nontrivial, for which it is sufficient to show
that w1 can take a value some transvection. Let e1, . . . , en be the standard
basis of Fnq and take x = x
′x′′ where x′′ is a transvection in SL2(q) × Idn−2
and x′ is a generator for the nonsplit torus in Id2× SLn−2(q). Then x
B is a
transvection and xA has order r and lies in Id2× SLn−2(q). To simplify notation
put xA = a, xB = b. Without loss of generality we may assume that b sends e1
to e1+ e2 and fixes all ej for j > 1, i.e., b acts as the elementary matrix E1,2(1).
We will show that there exists an element y ∈ SLn(q) such that e
[y,a]
1 = e2
while d := e
[y,a]
2 ∈ 〈e3, . . . , en〉. Now b
[y,a] is a transvection such that Im(b[y,a]−
Id) = 〈d〉 and moreover eb
[y,a]
2 = e2 + d. Choose a scalar λ ∈ F such that
e′1 := e1 + λe2 is fixed by b
[y,a]. Extend d to a basis {d, d′, d′′, . . .} of ker(b −
Id) ∩ ker(b[y,a] − Id). With respect to the basis {e′1, e2, d, d
′, d′′, . . .} of Fnq the
maps b and b[y,a] act as the matrices E1,2(1) and E2,3(1) respectively, hence
[b, b[y,a]] = E1,3(1) is a transvection.
To prove the existence of y note that a does not stabilize any proper subspace
of V := 〈e3, . . . en〉 because the order of a is r
α. Hence when n ≥ 5 we may
choose three linearly independent vectors vectors t1, t2, t3 ∈ V such that t
a−1
1 =
t2, t
a−1
2 = t3. Define y ∈ SLn(q) such that e
y−1
i = ti, then we have that e
a−y
1 = e2
and ea
−y
2 = e3. Since a fixes e2 and sends e3 to some vector d ∈ V we have
proved the existence of y as claimed.
The case n = 2 is very easy because the only element of order p is a transvec-
tion, i.e., we can take w = xq
2−1.
When n = 3 and q 6= 2, 4 we can use the argument for n > 5 but with the
slightly modified choice of A and B; when q = 2 or q = 4 one can notice that
the square of a unipotent element is a transvection, therefore it suffices to take
w = xM/2 where M is the exponent of the group.
When n = 4 and q ≥ 4 we consider w2 = [x
B , (xB)[[y,x
A],xA¯]] – the same
argument shows that if w2 6= 1 then x
B is a transvection. Similarly one can
show the resulting word w is not trivial. For q = 3, again, one uses that the
cube of a unipotent element is a transvection, thus it suffices to take w = xM/3.
Finally when n = 4, q = 2 the square of a unipotent element is either trivial,
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a transvection or a product of two commuting transvections, so we can take
w = x2.3.5.7. In fact observing that SL4(2) ≃ Alt(8) and using Theorem 2
we can find a word w(x1, x2) whose image consists of the identity and double
transvections only.
Remark 4. For n 6= 3, 4 the word w constructed above also takes value the
identity and all transvections on GLn(q).
Remark 5. Similar construction should be possible for other classical groups,
but one needs to be more careful with the possible structures of the unipotent
elements.
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