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Variance-Reduced Decentralized Stochastic
Optimization with Gradient Tracking–
Part I: GT-SAGA
Ran Xin, Usman A. Khan, and Soummya Kar
Abstract
In this paper, we study decentralized empirical risk minimization problems, where the goal is to minimize a finite-
sum of smooth and strongly-convex functions available over a network of nodes. In this Part I, we propose GT-SAGA,
a decentralized stochastic first-order algorithm based on gradient tracking (GT) [1], [2] and a variance-reduction
technique called SAGA [3]. We develop the convergence analysis and the iteration complexity of this algorithm.
We further demonstrate various trade-offs and discuss scenarios in which GT-SAGA achieves superior performance
(in terms of the number of local gradient computations required) with respect to existing decentralized schemes.
In Part II [4] of this two-part paper, we develop and analyze GT-SVRG, a decentralized gradient tracking based
implementation of SVRG [5], another well-known variance-reduction technique.
I. INTRODUCTION
We consider n nodes connected over a communication graph such that each node i has access to a local cost
function fi : R
p → R. The goal of the network is to solve the following optimization problem:
P0 : min
x∈Rp
f(x) ,
1
n
n∑
i=1
fi(x).
Each node is only allowed to process its own local function and to exchange information with its neighboring
nodes. This formulation is well-known as decentralized optimization [6], [7] that has been studied extensively by
the control and signal processing communities over the past decade. Various decentralized approaches have been
proposed, for example, Decentralized Gradient Descent (DGD) [7]–[9], dual averaging [10], [11], and ADMM [12],
[13]. More recently, significant effort has been made to design first-order gradient methods that achieve exact linear
convergence for smooth and strongly-convex functions. Examples of such approaches include: primal methods, i.e.,
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2EXTRA [14], Exact Diffusion [15], and DLM [16], methods based on gradient-tracking [17]–[24] and AB/Push-
Pull [25]–[27]; and dual methods, i.e., [28]–[30], that achieve better iteration complexity at the expense of computing
the Fenchel dual gradient at each iteration.
In this paper, we focus on a refined formulation of decentralized optimization as follows:
P1 : min
x∈Rp
f(x) ,
1
n
n∑
i=1
fi(x), fi(x) ,
1
mi
mi∑
j=1
fi,j(x),
where we assume each local objective fi is the average of several constituent functions {fi,j}mij=1. This formulation
is motivated by large-scale data-science and machine learning, where large amount of training data is distributed
over networked nodes (machines) and the goal is to train a model x ∈ Rp utilizing all local data. In Problem
P1, each fi =
1
mi
∑mi
j=1 fi,j is the local empirical risk function associated with the mi training data samples at
node i. Towards Problem P1, various stochastic variants of DGD, EXTRA, Exact Diffusion and gradient tracking
methods have been recently studied [1], [2], [31]–[38]. These methods converge sub-linearly and outperform their
deterministic counterparts when local data batches are large.
Finite-sum optimization problems have garnered a strong activity in the centralized settings and various variance-
reduction techniques have been developed to accelerate the standard Stochastic Gradient Descent (SGD), for
example, SAG [39], SVRG [5], SAGA [3], Katyusha [40], SARAH [41], and several others. Such methods are shown
to achieve fast linear convergence to the minimizer for smooth and strongly-convex functions, while maintaining
comparable low per-iteration computation cost as SGD. It is therefore natural to introduce variance reduction to
decentralized scenarios in order to improve the convergence and complexity aspects. In this paper1, we borrow
promising techniques from both centralized and decentralized settings, i.e., SAGA [3] and stochastic gradient
tracking methods [1], [2], and propose GT-SAGA, a novel algorithm that achieves an accelerated linear convergence
for smooth and strongly-convex functions.
The convergence results of GT-SAGA are based on the following assumptions.
Assumption 1. Each local objective, fi,j, is µ-strongly-convex: ∀x,y ∈ Rp, we have, for some µ > 0,
fi,j(y) ≥ fi,j(x) +
〈∇fi,j(x),y − x〉+ µ
2
‖x− y‖2.
We note that under Assumption 1, the global objective function f has a unique minimizer, denoted as x∗.
Assumption 2. Each local objective, fi,j, is L-smooth: ∀x,y ∈ Rp, we have, for some L > 0,
‖∇fi,j(x)−∇fi,j(y)‖ ≤ L‖x− y‖.
Assumption 3. The weight matrix W associated with the graph, G, is primitive and doubly-stochastic.
1This is Part I of a two-part paper. In Part II [4], we develop and analyze GT-SVRG, a decentralized gradient tracking based implementation
of SVRG [5], another well-known variance-reduction technique.
3TABLE I
COMPARISON OF SEVERAL STATE-OF-THE-ART DECENTRALIZED OPTIMIZATION METHODS
Algorithm Convergence Rate
Gradient Tracking [19] O
(
m˜Q2
(1−σ)2
log 1
ǫ
)
Gradient Tracking with Nesterov acceleration (see Theorem 3 in [22]) O
(
m˜Q
5
7
σ1.5(1−σ)1.5
log 1
ǫ
)
DSA [42] O
(
max
{
m˜Q, Q
4
1−σ
, 1
(1−σ)2
}
log 1
ǫ
)
Edge-based DSA [46] linear (no explicit rate provided in terms of m˜, Q, σ)
Diffusion-AVRG [50] linear (no explicit rate provided in terms of m˜, Q, σ)
GT-SAGA (this work) O
(
max
{
m˜, Q
2
(1−σ)2
}
log 1
ǫ
)
We denote σ as the second largest singular value of W and define M , maximi, m , minimi and Q , L/µ,
the condition number of f . We show that GT-SAGA achieves ǫ-accuracy (in terms of distance to the minimizer) with
O
(
max
{
M,
M
m
Q2
(1− σ)2
}
log
1
ǫ
)
local component gradient computations. Existing variance-reduced decentralized optimization methods include
the following: DSA [42] that combines EXTRA [14] with SAGA [3]; Diffusion-AVRG that combines Exact
Diffusion [15] and AVRG [43]; DSBA [44] that adds proximal mapping [45] to each iteration of DSA; [46] that
applies edge-based method [47] to DSA; ADFS [48] that applies an accelerated randomized proximal coordinate
gradient method [49] to the dual formulation of Problem P1. We compare the convergence rate of GT-SAGA with
several state-of-the-art first-order primal methods that solve Problem P1 in Table 1, where, for the simplicity of
presentation, we assume that all nodes have the same number of local functions, i.e., M = m = m˜. It can be
observed that in large-scale scenarios where m˜ is very large, GT-SAGA improves upon the convergence rate of
these methods in terms of the joint dependence on Q and m˜. We acknowledge that DSBA [44] and ADFS [48]
achieve better iteration complexity than GT-SAGA, however, at the expense of computing the proximal mapping
of a component function at each iteration. Although the computation of this proximal mapping is efficient for
certain function classes, it can be very expensive for general functions. Finally, it is worth noting that all existing
variance-reduced decentralized stochastic methods [42], [44], [46], [48], [50] require symmetric weight matrices
and thus undirected networks. In contrast, GT-SAGA only requires doubly-stochastic weights and therefore can be
implemented over certain classes of directed graphs that admit doubly-stochastic weights [51]. This provides more
flexibility in topology design of the network.
In Part II [4] of this two-part paper, we develop and analyze GT-SVRG, a decentralized gradient tracking based
implementation of SVRG [5], another well-known variance-reduction technique. For a detailed comparison and
discussion related to these two methods, GT-SAGA and GT-SVRG, please see [4]. We now describe the rest of
this paper. In the following, Section II formally describes the GT-SAGA algorithm while Section III details the
convergence analysis of the proposed algorithm.
4II. GT-SAGA: ALGORITHM DESCRIPTION
Towards Problem P1, we now formally introduce GT-SAGA in Algorithm 1. As in stochastic gradient tracking
methods [1], [2], each node i iteratively updates two vector variables xki , the estimate of the minimizer x
∗, and yki ,
the local gradient tracker. We note that zki,j is an auxiliary variable maintained at each node i that denotes the most
recent point where the gradient of the component function fi,j was computed before time k and is not explicitly
used in the practical implementation. Intuitively, the local SAGA gradient gki is an unbiased estimator of the local
full gradient ∇fi(xki ) with decreasing variance as xki approaches to x∗. The average (over the nodes) of the local
gradient tracker yki deterministically preserves the average of all local SAGA gradients,
1
n
∑n
i=1 g
k
i , and therefore
asymptotically approach to the gradient of the global objective function. In the rest of the paper, we assume p = 1
for the sake of simplicity. It is straightforward to develop the general case of p > 1 with the help of the Kronecker
products; see e.g., the procedure in [25].
Algorithm 1 GT-SAGA at each node i
Require: Arbitrary starting point x0i ∈ Rp and step-size α > 0.
Local gradient table: {∇fi,j(z0i,j)}mij=1 with x0i = z0i,j = z1i,j , ∀j.
Gradient tracker: y0i = g
0
i =
1
mi
∑mi
j=1∇fi,j(z0i,j).
Doubly stochastic weights: W = {wir} ∈ Rn×n.
1: for k = 0, 1, 2, · · · do
2: xk+1i =
∑n
r=1wirx
k
r − αyki ⊲ Estimate update
3: Select sk+1i uniformly at random from {1, · · · ,mi}. ⊲ Sample from local data
4: gk+1i = ∇fi,sk+1i (x
k+1
i )−∇fi,sk+1i (z
k+1
i,sk+1i
) + 1
mi
∑mi
j=1∇fi,j(zk+1i,j ) ⊲ Local SAGA update
5: yk+1i =
∑n
r=1 wiry
k
r + g
k+1
i − gki ⊲ Gradient Tracker update
6: Replace ∇fi,sk+1i (z
k+1
i,sk+1i
) by ∇fi,sk+1i (x
k+1
i ) in the local gradient table ⊲ Update local gradient table
7: if j = sk+1i then z
k+2
i,j = x
k+1
i
8: else zk+2i,j = z
k+1
i,j
9: end if
10: end for
III. GT-SAGA: CONVERGENCE ANALYSIS
A. Preliminaries
The randomness of GT-SAGA lies in the set of independent random variables {ski }k≥1i∈V . We denote Fk as the σ-
algebra generated by {sti}t≤k−1i∈V . We note that {xti}t≤ki∈V , {zti,j}t≤ki∈V , {gti}t≤k−1i∈V and {yti}t≤k−1i∈V are fixed given Fk
5and E
[ · |Fk] denotes the conditional expectation over {ski }i∈V given Fk. We now write GT-SAGA in the following
compact matrix form for the sake of analysis:
xk+1 = Wxk − αyk, (1a)
yk+1 = Wyk + gk+1 − gk, (1b)
where we use the following notation:
xk ,
[
xk1
⊤
, · · · ,xkn
⊤]⊤
, yk ,
[
yk1
⊤
, · · · ,ykn
⊤]⊤
, gk ,
[
gk1
⊤
, · · · ,gkn
⊤]⊤
.
We also define the following quantities:
xk ,
1
n
1⊤nx
k, yk ,
1
n
1⊤ny
k, gk ,
1
n
1⊤n g
k, ∇f(xk) , [∇f1(xk1)⊤, . . . ,∇fn(xkn)⊤]⊤, h(xk) ,
1
n
1⊤n∇f(xk).
The Lemmas in this subsection are standard in the literature of stochastic gradient tracking methods and SAGA.
Their proofs can be found in, for example, [1]–[3], [19], [20].
Each local SAGA gradient gki is an unbiased estimator of the local full gradient ∇fi(xki ).
Lemma 1. E
[
gk|Fk] = ∇f(xk), ∀k ≥ 0.
The average of gradient trackers {yki } preserves the average of local SAGA gradients {gki }.
Lemma 2. yk = gk,∀k ≥ 0.
Based on Lemma 1 and 2, the following is straightforward.
Lemma 3. E
[
yk|Fk] = h(xk), ∀k ≥ 0.
The difference of h(xk) and ∇f(xk) is bounded by the consensus error
∥∥xk − 1nxk∥∥ as follows.
Lemma 4.
∥∥h(xk)−∇f(xk)∥∥ ≤ L√
n
∥∥xk − 1nxk∥∥, ∀k ≥ 0.
The weight matrix W is a contraction operator.
Lemma 5. ∀x ∈ Rn, ‖Wx−W∞x‖ ≤ σ ‖x−W∞x‖, where W∞ = 1n1n1⊤n .
Descending along the direction of full gradient leads to a contraction in the optimality gap [52].
Lemma 6. Let f be µ-strongly-convex and L-smooth. If 0 < α ≤ 1
L
, the following holds, for ∀x ∈ Rp,
‖x− α∇f(x)− x∗‖ ≤ (1− µα) ‖x− x∗‖
With the help of these Lemmas, we now proceed with the convergence analysis of GT-SAGA.
B. Auxiliary Results
Following [1], [2], we first derive a contraction + perturbation bound for the consensus error
∥∥xk − 1nxk∥∥2.
Lemma 7. ∀k ≥ 0, E
[∥∥xk+1 − 1nxk+1∥∥2 |Fk] ≤ 1+σ22 ∥∥xk − 1nxk∥∥2 + 2α21−σ2E [∥∥yk − 1nyk∥∥2 |Fk] .
6Proof. Following from (1a), we have∥∥∥xk+1 − 1nxk+1∥∥∥2 = ∥∥∥Wxk − αyk −W∞ (Wxk − αyk)∥∥∥2
=
∥∥∥Wxk −W∞xk∥∥∥2 + α2 ∥∥∥yk −W∞yk∥∥∥2 − 2α〈Wxk −W∞xk,yk −W∞yk〉
= σ2
∥∥∥xk −W∞xk∥∥∥2 + α2 ∥∥∥yk −W∞yk∥∥∥2 + 2σ ∥∥∥xk −W∞xk∥∥∥α ∥∥∥yk −W∞yk∥∥∥
≤ σ2
∥∥∥xk −W∞xk∥∥∥2 + α2 ∥∥∥yk −W∞yk∥∥∥2 + σ(1− σ2
2σ
∥∥∥xk −W∞xk∥∥∥2 + 2σ
1− σ2α
2
∥∥∥yk −W∞yk∥∥∥2) ,
=
1 + σ2
2
∥∥∥xk −W∞xk∥∥∥2 + α2(1 + 2σ2
1− σ2
)∥∥∥yk −W∞yk∥∥∥2
and the proof follows from 1 + σ2 < 2 and taking the conditional expectation given Fk.
The next Lemma derives a contraction + perturbation bound for the optimality gap of the variables zki,j .
Lemma 8. We define tki and t
k as follows:
tki ,
1
mi
mi∑
j=1
∥∥∥zki,j − x∗∥∥∥2 , tk , 1n
n∑
i=1
tki .
We define M , max{mi} and m , min{mi}. Then the following holds:
E
[
tk+1|Fk
]
≤
(
1− 1
M
)
tk +
2
mn
∥∥∥xk − 1nxk∥∥∥2 + 2
m
∥∥∥xk − x∗∥∥∥2 , ∀k ≥ 0.
Proof. We note that zk+1i,j = z
k
i,j with probability 1− 1mi and zk+1i,j = xki with probability 1mi , given Fk.
E
[
tk+1i |Fk
]
=
1
mi
mi∑
j=1
E
[∥∥∥zk+1i,j − x∗∥∥∥2 |Fk]
=
1
mi
mi∑
j=1
((
1− 1
mi
)∥∥∥zki,j − x∗∥∥∥2 + 1mi
∥∥∥xki − x∗∥∥∥2)
=
(
1− 1
mi
)
tki +
1
mi
∥∥∥xki − x∗∥∥∥2
≤
(
1− 1
M
)
tki +
1
m
∥∥∥xki − x∗∥∥∥2
≤
(
1− 1
M
)
tki +
2
m
∥∥∥xki − xk∥∥∥2 + 2m ∥∥∥xk − x∗∥∥∥2
Averaging the above over i finishes the proof.
The next Lemma provides a contraction + consensus perturbation + variance bound for
∥∥xk+1 − x∗∥∥2.
Lemma 9. Bound the optimality gap as follows.
E
[∥∥∥xk+1 − x∗∥∥∥2 |Fk]
=
∥∥∥xk − α∇f(xk)− x∗∥∥∥2 + 2α〈xk − α∇f(xk)− x∗,∇f(xk)− h(xk)〉+ α2 ∥∥∥∇f(xk)− h(xk)∥∥∥2 .
+
α2
n2
E
[∥∥∥gk −∇f(xk)∥∥∥2 ∣∣∣Fk] .
7Proof. Multiplying 1
n
1⊤n to bothsides of (1a), we have xk+1 = xk − αyk. We next expand
∥∥xk+1 − x∗∥∥2.∥∥∥xk+1 − x∗∥∥∥2 = ∥∥∥xk − αyk − x∗∥∥∥2
=
∥∥∥xk − α∇f(xk)− x∗ + α(∇f(xk)− yk)∥∥∥2
=
∥∥∥xk − α∇f(xk)− x∗∥∥∥2 + 2α〈xk − α∇f(xk)− x∗,∇f(xk)− yk〉+ α2 ∥∥∥∇f(xk)− yk∥∥∥2 .
Recall that E
[
yk|Fk
]
= h(xk) from Lemma 3. We take the expectation from bothsides given Fk to obtain:
E
[∥∥∥xk+1 − x∗∥∥∥2 |Fk] = ∥∥∥xk − α∇f(xk)− x∗∥∥∥2 + 2α〈xk − α∇f(xk)− x∗,∇f(xk)− h(xk)〉
+ α2E
[∥∥∥∇f(xk)− yk∥∥∥2 |Fk] . (2)
We split the last term above
∥∥∇f(xk)− yk∥∥2 as consensus error + variance as follows.
E
[∥∥∥∇f(xk)− yk∥∥∥2 |Fk]
=E
[∥∥∥∇f(xk)− h(xk) + h(xk)− yk∥∥∥2 |Fk]
=
∥∥∥∇f(xk)− h(xk)∥∥∥2︸ ︷︷ ︸
consensus error
+E
[∥∥∥h(xk)− yk∥∥∥2 ∣∣Fk]︸ ︷︷ ︸
variance
+2
〈
∇f(xk)− h(xk),E
[
h(xk)− yk∣∣Fk] 〉︸ ︷︷ ︸
=0
(3)
The variance term can be simplified as follows:
E
[∥∥∥h(xk)− yk∥∥∥2 ∣∣∣Fk]
= E
∥∥∥∥∥ 1n
n∑
i=1
(
∇fi(xki )− gki
)∥∥∥∥∥
2 ∣∣∣∣∣Fk
 = 1
n2
E
∥∥∥∥∥
n∑
i=1
(
∇fi(xki )− gki
)∥∥∥∥∥
2 ∣∣∣∣∣Fk

=
1
n2
E
 n∑
i=1
∥∥∥f ′i(xki )− gki ∥∥∥2 +∑
i 6=j
〈
f ′i(x
k
i )− gki , f ′j(xkj )− gkj
〉∣∣∣∣∣Fk

=
1
n2
n∑
i=1
E
[∥∥∥f ′i(xki )− gki ∥∥∥2 ∣∣∣Fk] = 1n2E
[∥∥∥gk −∇f(xk)∥∥∥2 ∣∣∣Fk] , (4)
where the second last equality is due to the fact that {gki } are independent with each other given Fk. Using (4)
and (3) in (2) finishes the proof.
Following a similar procedure in SAGA [3], we bound the variance E
[∥∥gki −∇fi(xki )∥∥2 ∣∣∣Fk] as follows.
Lemma 10. The following holds:
E
[∥∥∥gki −∇fi(xki )∥∥∥2 ∣∣∣Fk] ≤ (1 + β) 1mi
mi∑
j=1
∥∥∥∇fi,j(xki )−∇fi,j(x∗)∥∥∥2 − (1 + β) ∥∥∥∇fi(xki )−∇fi(x∗)∥∥∥2
+
(
1 + β−1
) 1
mi
mi∑
j=1
∥∥∥∇fi,j(zki,j)−∇fi,j(x∗)∥∥∥2 ∀k ≥ 0. (5)
8Proof. We define dki ,
1
mi
∑mi
j=1∇fi,j(zki,j). The key is to use the standard variance decomposition.
E
[∥∥∥gki −∇fi(xki )∥∥∥2 |Fk]
= E
[∥∥∥∇fi,ski (xki )−∇fi,ski (zki,ski ) + dki −∇fi(xki )∥∥∥2
∣∣∣∣∣Fk
]
= E
[∥∥∥∇fi,ski (xki )−∇fi(xki )− (∇fi,ski (zki,ski )− dki )∥∥∥2
∣∣∣∣∣Fk
]
= E
[∥∥∥∥∥
(
∇fi,ski (xki )−∇fi,ski (x∗)︸ ︷︷ ︸
Xki
−
(
∇fi(xki )−∇fi(x∗)
)
︸ ︷︷ ︸
EXki
)
−
(
∇fi,ski (zki,ski )−∇fi,ski (x
∗)︸ ︷︷ ︸
Y ki
−
(
dki −∇fi(x∗)
)
︸ ︷︷ ︸
EY ki
)∥∥∥∥∥
2∣∣∣∣∣Fk
]
We use the inequality ‖x + y‖2 ≤ (1 + β)‖x‖2 + (1 + β−1)‖y‖2,∀β > 0, and the standard variance decomposi-
tion E‖X − EX‖2 = E‖X‖2 − ‖EX‖2 to proceed.
E
[∥∥∥gki −∇fi(xki )∥∥∥2 |Fk]
≤ (1 + β)E
[∥∥∥fi,ski (xki )−∇fi,ski (x∗)− (∇fi(xki )−∇fi(x∗))∥∥∥2
∣∣∣∣∣Fk
]
+
(
1 + β−1
)
E
[∥∥∥∇fi,ski (zki,ski )−∇fi,ski (x∗)− (dki −∇fi(x∗))∥∥∥2
∣∣∣∣∣Fk
]
=(1 + β)
(
E
[∥∥∥∇fi,ski (xki )−∇fi,ski (x∗)∥∥∥2 ∣∣∣Fk]− ∥∥∥∇fi(xki )−∇fi(x∗)∥∥∥2)
+
(
1 + β−1
)(
E
[∥∥∥∇fi,ski (zki,ski )−∇fi,ski (x∗)∥∥∥2 ∣∣∣Fk
]
−
∥∥∥dki −∇fi(x∗)∥∥∥2)
≤ (1 + β) 1
mi
mi∑
j=1
∥∥∥∇fi,j(xki )−∇fi,j(x∗)∥∥∥2 − (1 + β) ∥∥∥∇fi(xki )−∇fi(x∗)∥∥∥2
+
(
1 + β−1
) 1
mi
mi∑
j=1
∥∥∥∇fi,j(zki,j)−∇fi,j(x∗)∥∥∥2 , (6)
where in the last inequality we dropped the non-positive term − ∥∥dki − f ′i(x∗)∥∥2.
Next we use the lemma above in a slightly conservative way (other ways of doing it are possible). We simply
set β = 1 and drop the negative term above.
E
[∥∥∥gki −∇fi(xki )∥∥∥2 ∣∣∣Fk] ≤ 2mi
mi∑
j=1
∥∥∥∇fi,j(xki )−∇fi,j(x∗)∥∥∥2 + 2mi
mi∑
j=1
∥∥∥∇fi,j(zki,j)−∇fi,j(x∗)∥∥∥2
, I1 + I2. (7)
9First we bound I1. We add and subtract ∇fi,j(xk):
I1 =
2
mi
mi∑
j=1
∥∥∥∇fi,j(xki )−∇fi,j(xk) +∇fi,j(xk)−∇fi,j(x∗)∥∥∥2
≤ 4
mi
mi∑
j=1
(
L2
∥∥∥xki − xk∥∥∥2 + L2 ∥∥∥xk − x∗∥∥∥2)
≤ 4L2
∥∥∥xki − xk∥∥∥2 + 4L2 ∥∥∥xk − x∗∥∥∥2 (8)
Next we bound I2 as follows.
I2 =
2
mi
mi∑
j=1
∥∥∥f ′i,j(zki,j)− f ′i,j(x∗)∥∥∥2 ≤ 2L2mi
mi∑
j=1
∥∥∥zki,j − x∗∥∥∥2 = 2L2tki . (9)
Using the bounds (8) and (9) in (7), we obtain an upper bound for the local variance:
E
[∥∥∥gki −∇fi(xki )∥∥∥2 ∣∣∣Fk] ≤ 4L2 ∥∥∥xki − xk∥∥∥2 + 4L2 ∥∥∥xk − x∗∥∥∥2 + 2L2tki .
Summing the above inequality over i, we obtain the following Lemma.
Lemma 11. The following holds:
E
[∥∥∥gk −∇f(xk)∥∥∥2 ∣∣∣Fk] ≤ 4L2 ∥∥∥xk − 1nxk∥∥∥2 + 4nL2 ∥∥∥xk − x∗∥∥∥2 + 4nL2tk, ∀k ≥ 0.
Now we further refine Lemma 9 with the help of Lemma 11.
Lemma 12. If 0 < α ≤ µ8L2 , the following holds:
E
[∥∥∥xk+1 − x∗∥∥∥2 |Fk] ≤ (1− µα
2
)∥∥∥xk − x∗∥∥∥2 + 3L2α
2µn
∥∥∥xk − 1nxk∥∥∥2 + 4L2α2
n
tk, ∀k ≥ 0.
Proof. Recall Lemma 9 and use standard contraction in gradient descent.
E
[∥∥∥xk+1 − x∗∥∥∥2 |Fk]
≤ (1− µα)2
∥∥∥xk − x∗∥∥∥2 + 2α (1− µα) ∥∥∥xk − x∗∥∥∥ ∥∥∥∇f(xk)− h(xk)∥∥∥+ α2 ∥∥∥∇f(xk)− h(xk)∥∥∥2
+
α2
n2
E
[∥∥∥gk −∇f(xk)∥∥∥2 ∣∣∣Fk]
≤ (1− µα)2
∥∥∥xk − x∗∥∥∥2 + α (1− µα)(µ ∥∥∥xk − x∗∥∥∥2 + 1
µ
∥∥∥∇f(xk)− h(xk)∥∥∥2)
+ α2
∥∥∥∇f(xk)− h(xk)∥∥∥2 + α2
n2
E
[∥∥∥gk −∇f(xk)∥∥∥2 ∣∣∣Fk]
= (1− µα)
∥∥∥xk − x∗∥∥∥2 + α
µ
∥∥∥∇f(xk)− h(xk)∥∥∥2 + α2
n2
E
[∥∥∥gk −∇f(xk)∥∥∥2 ∣∣∣Fk] .
Applying Lemma 4 and 11 to the inequality above, we have:
E
[∥∥∥xk+1 − x∗∥∥∥2 |Fk]
≤ (1− µα)
∥∥∥xk − x∗∥∥∥2 + αL2
µn
∥∥∥xk − 1nxk∥∥∥2 + α2
n2
(
4L2
∥∥∥xk − 1nxk∥∥∥2 + 4nL2 ∥∥∥xk − x∗∥∥∥2 + 4nL2tk)
=
(
1− µα+ 4L
2α2
n
)∥∥∥xk − x∗∥∥∥2 + αL2
n
(
1
µ
+
4α
n
)∥∥∥xk − 1nxk∥∥∥2 + 4L2α2
n
tk.
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If α ≤ nµ8L2 , 1− µα+ 2L
2α2
n
≤ 1− µα2 and αL
2
n
(
1
µ
+ 4α
n
)
≤ 3L2α2µn , which finishes the proof.
Next, we derive an upper bound for the gradient tracking error E
[∥∥yk+1 − 1nyk+1∥∥2 |Fk].
Lemma 13. If α ≤ µ2L2 , then the following holds:
E
[∥∥∥yk+1 −W∞yk+1∥∥∥2 ∣∣∣Fk]
≤ 104L
2
1− σ2
∥∥∥xk − 1nxk∥∥∥2 + 74nL2
1− σ2
∥∥∥xk − x∗∥∥∥2 + (1 + σ2
2
+
40L2α2
1− σ2
)
E
[∥∥∥yk − 1nyk∥∥∥2 ∣∣∣Fk]+ 60nL2
1− σ2 t
k,
Proof. Using the gradient tracking update, we have:∥∥∥yk+1 −W∞yk+1∥∥∥2
=
∥∥∥Wyk + gk+1 − gk −W∞ (Wyk + gk+1 − gk)∥∥∥2 = ∥∥∥Wyk −W∞yk + (In −W∞)(gk+1 − gk)∥∥∥2
≤ σ2
∥∥∥yk −W∞yk∥∥∥2 + ∥∥∥gk+1 − gk∥∥∥2 + 2〈Wyk −W∞yk, (In −W∞)(gk+1 − gk)〉.
We then take the conditional expectation given Fk to obtain:
E
[∥∥∥yk+1 − 1nyk+1∥∥∥2 ∣∣∣Fk] ≤ σ2E [∥∥∥yk −W∞yk∥∥∥2 ∣∣∣Fk]+ E [∥∥∥gk+1 − gk∥∥∥2 ∣∣∣Fk]
+ 2E
[〈
Wyk −W∞yk, (In −W∞)
(
gk+1 − gk
)〉∣∣∣Fk] (10)
Next we bound E
[∥∥gk+1 − gk∥∥2 ∣∣∣Fk].
E
[∥∥∥gk+1 − gk∥∥∥2 ∣∣∣Fk] = E [∥∥∥gk+1 − gk − (∇f(xk+1)−∇f(xk))+ (∇f(xk+1)−∇f(xk))∥∥∥2 ∣∣∣Fk]
= E
[∥∥∥gk+1 − gk − (∇f(xk+1)−∇f(xk))∥∥∥2 ∣∣∣Fk]+ E [∥∥∥∇f(xk+1)−∇f(xk)∥∥∥2 ∣∣∣Fk]
+ 2E
[〈
∇f(xk+1)−∇f(xk),gk+1 − gk −
(
∇f(xk+1)−∇f(xk)
)〉∣∣∣Fk]
, V1 + V2 + 2V3. (11)
Next, we bound V1, V2, V3 respectively, starting with V2.∥∥∥∇f(xk+1)−∇f(xk)∥∥∥2
≤ L2
∥∥∥xk+1 − xk∥∥∥2 = L2 ∥∥∥Wxk − αyk − xk∥∥∥2
= L2
∥∥∥(W − In)(xk −W∞xk)− αyk∥∥∥2 ≤ 8L2 ∥∥∥xk −W∞xk∥∥∥2 + 2α2L2 ∥∥∥yk∥∥∥2 . (12)
Next we derive a bound for
∥∥yk∥∥2.∥∥∥yk∥∥∥ = ∥∥∥yk −W∞yk +W∞gk −W∞∇f(xk) +W∞∇f(xk)−W∞∇f(1nx∗)∥∥∥
≤
∥∥∥yk −W∞yk∥∥∥+√n ∥∥∥gk − h(xk)∥∥∥+ L∥∥∥xk − 1nx∗∥∥∥
≤
∥∥∥yk −W∞yk∥∥∥+ L∥∥∥xk − 1nxk∥∥∥+√nL∥∥∥xk − x∗∥∥∥+√n ∥∥∥gk − h(xk)∥∥∥ .
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Squaring the last inequality above to obtain:∥∥∥yk∥∥∥2 ≤ 4∥∥∥yk −W∞yk∥∥∥2 + 4L2 ∥∥∥xk − 1nxk∥∥∥2 + 4nL2 ∥∥∥xk − x∗∥∥∥2 + 4n ∥∥∥h(xk)− gk∥∥∥2 (13)
Using (13) and Lemma 11 in (12) obtains an upper bound on V2 as follows:
V2 ≤
(
8L2 + 8L4α2
) ∥∥∥xk − 1nxk∥∥∥2 + 8nL4α2 ∥∥∥xk − x∗∥∥∥2 + 8L2α2E [∥∥∥yk − 1nyk∥∥∥2 ∣∣∣Fk]
+ 8nL2α2
1
n2
(
4L2
∥∥∥xk − 1nxk∥∥∥2 + 4nL2 ∥∥∥xk − x∗∥∥∥2 + 4nL2tk) (14)
If α ≤ 12L , then α2 ≤ 14L2 , we have the following:
V2 ≤ 10L2
∥∥∥xk − 1nxk∥∥∥2 + 2nL2 ∥∥∥xk − x∗∥∥∥2 + 8L2α2E [∥∥∥yk − 1nyk∥∥∥2 ∣∣∣Fk]
+
8L2
n
(∥∥∥xk − 1nxk∥∥∥2 + n ∥∥∥xk − x∗∥∥∥2 + ntk)
≤ 18L2
∥∥∥xk − 1nxk∥∥∥2 + 10nL2 ∥∥∥xk − x∗∥∥∥2 + 8L2α2E [∥∥∥yk − 1nyk∥∥∥2 ∣∣∣Fk]+ 8L2tk, (15)
Next, we derive an upper bound for V3.
V3 = E
[
E
[〈
∇f(xk+1)−∇f(xk),gk+1 − gk −
(
∇f(xk+1)−∇f(xk)
)〉∣∣∣Fk+1] ∣∣∣Fk]
= E
[〈
∇f(xk+1)−∇f(xk),∇f(xk)− gk
〉∣∣∣Fk] = E [〈∇f(xk+1),∇f(xk)− gk〉∣∣∣Fk]
=
n∑
i=1
E
[〈
∇fi(xk+1i ),∇fi(xk)− gki
〉∣∣∣Fk] . (16)
Note that
∇fi(xk+1i ) = ∇fi
 n∑
j=1
wijx
k
j − α
 n∑
j=1
wijy
k−1
j + g
k
i − gk−1i
 .
We define ∇̂ki as the following [1]:
∇̂ki , ∇fi
 n∑
j=1
wijx
k
j − α
 n∑
j=1
wijy
k−1
j +∇fi(xki )− gk−1i
 .
Therefore we have that ∥∥∥∇fi(xk+1i )− ∇̂ki ∥∥∥ ≤ Lα∥∥∥gki −∇fi(xki )∥∥∥ . (17)
Using (17) in (16), we have the following: if α ≤ 12L :
V3 =
n∑
i=1
E
[〈
∇fi(xk+1i )− ∇̂ki ,∇fi(xk)− gki
〉∣∣∣Fk]
≤ αL
n∑
i=1
E
[∥∥∥gki −∇fi(xki )∥∥∥2 ∣∣∣Fk]
≤ αL
(
4L2
∥∥∥xk − 1nxk∥∥∥2 + 4nL2 ∥∥∥xk − x∗∥∥∥2 + 4nL2tk)
≤ 2L2
∥∥∥xk − 1nxk∥∥∥2 + 2nL2 ∥∥∥xk − x∗∥∥∥2 + 2nL2tk, (18)
12
where in the second inequality we used Lemma 11. Finally we derive an upper bound for V1.
V1 = E
[∥∥∥gk+1 − gk − (∇f(xk+1)−∇f(xk))∥∥∥2 ∣∣∣Fk]
≤ 2E
[∥∥∥gk+1 −∇f(xk+1)∥∥∥2 ∣∣∣Fk]+ 2E [∥∥∥gk −∇f(xk)∥∥∥2 ∣∣∣Fk]
= 2E
[
E
[∥∥∥gk+1 −∇f(xk+1)∥∥∥2 ∣∣∣Fk+1] ∣∣∣Fk]+ 2E [∥∥∥gk −∇f(xk)∥∥∥2 ∣∣∣Fk] (19)
We first bound E
[
E
[∥∥gk+1 −∇f(xk+1)∥∥2 ∣∣∣Fk+1] ∣∣∣Fk]. Using (11), we have: if α ≤ µ2L2 ,
E
[
E
[∥∥∥gk+1 −∇f(xk+1)∥∥∥2 ∣∣∣Fk+1] ∣∣∣Fk]
≤ 4L2E
[∥∥∥xk+1 − 1nxk+1∥∥∥2 ∣∣∣Fk]+ 4nL2E [∥∥∥xk+1 − x∗∥∥∥2 ∣∣∣Fk]+ 4nL2E [tk+1∣∣∣Fk] . (20)
We then apply Lemma 28, 29 and 30 to the above inequality to obtain:
E
[
E
[∥∥∥gk+1 −∇f(xk+1)∥∥∥2 ∣∣∣Fk+1] ∣∣∣Fk]
≤ 4L2
(
1 + σ2
2
∥∥∥xk − 1nxk∥∥∥2 + 2α2
1− σ2E
[∥∥∥yk − 1nyk∥∥∥2 ∣∣∣Fk])
+ 4nL2
((
1− µα
2
)∥∥∥xk − x∗∥∥∥2 + 3L2α
2µn
∥∥∥xk − 1nxk∥∥∥2 + 4L2α2
n
tk
)
+ 4nL2
((
1− 1
M
)
tk +
2
mn
∥∥∥xk − 1nxk∥∥∥2 + 2
m
∥∥∥xk − x∗∥∥∥2)
≤ 15L2
∥∥∥xk − 1nxk∥∥∥2 + 12nL2 ∥∥∥xk − x∗∥∥∥2 + 8L2α2
1− σ2E
[∥∥∥yk − 1nyk∥∥∥2 ∣∣∣Fk]+ 8nL2tk. (21)
We use (19), (21) and Lemma 11 to obtain an upper bound for V1 as follows.
V1 ≤ 2
(
15L2
∥∥∥xk − 1nxk∥∥∥2 + 12nL2 ∥∥∥xk − x∗∥∥∥2 + 8L2α2
1− σ2
∥∥∥yk − 1nyk∥∥∥2 + 8nL2tk)
+ 2
(
4L2
∥∥∥xk − 1nxk∥∥∥2 + 4nL2 ∥∥∥xk − x∗∥∥∥2 + 4nL2tk)
= 38L2
∥∥∥xk − 1nxk∥∥∥2 + 32nL2 ∥∥∥xk − x∗∥∥∥2 + 16L2α2
1− σ2
∥∥∥yk − 1nyk∥∥∥2 + 24nL2tk (22)
We apply the upper bounds on V1, V2, V3 in (22), (15) and (18) to (10) to derive an upper bound for E
[∥∥gk+1 − gk∥∥2 ∣∣∣Fk].
E
[∥∥∥gk+1 − gk∥∥∥2 ∣∣∣Fk] ≤ V1 + V2 + 2V3
≤
(
38L2
∥∥∥xk − 1nxk∥∥∥2 + 32nL2 ∥∥∥xk − x∗∥∥∥2 + 16L2α2
1− σ2 E
[∥∥∥yk − 1nyk∥∥∥2 ∣∣∣Fk]+ 24nL2tk)
+
(
18L2
∥∥∥xk − 1nxk∥∥∥2 + 10nL2 ∥∥∥xk − x∗∥∥∥2 + 8L2α2E [∥∥∥yk − 1nyk∥∥∥2 ∣∣∣Fk]+ 8L2tk)
+ 2
(
2L2
∥∥∥xk − 1nxk∥∥∥2 + 2nL2 ∥∥∥xk − x∗∥∥∥2 + 2nL2tk)
= 60L2
∥∥∥xk − 1nxk∥∥∥2 + 46nL2 ∥∥∥xk − x∗∥∥∥2 + 24L2α2
1− σ2 E
[∥∥∥yk − 1nyk∥∥∥2 ∣∣∣Fk]+ 36nL2tk (23)
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Next, we derive an upper bound for 2E
[〈
Wyk −W∞yk, (In −W∞)
(
gk+1 − gk) 〉∣∣∣Fk]. We first note that:
E
[〈
Wyk −W∞yk, (In −W∞)
(
gk+1 − gk
)〉∣∣∣Fk] = E [〈Wyk −W∞yk,gk+1 − gk〉∣∣∣Fk] ,
since
〈
Wyk −W∞yk,W∞
(
gk+1 − gk) 〉 = 0. Using the tower property of the conditional expectation,
2E
[〈
Wyk −W∞yk,gk+1 − gk
〉∣∣∣Fk] = 2E [E [〈Wyk −W∞yk,gk+1 − gk〉∣∣∣Fk+1] ∣∣∣Fk]
= 2E
[〈
Wyk −W∞yk,∇f(xk+1)− gk
〉∣∣∣Fk]
= 2E
[〈
Wyk −W∞yk,∇f(xk+1)−∇f(xk)
〉∣∣∣Fk]+ 2E [〈Wyk −W∞yk,∇f(xk)− gk〉∣∣∣Fk]
, R1 +R2 (24)
Next, we bound R1 and R2 separately, starting with R1.
2
〈
Wyk −W∞yk,∇f(xk+1)−∇f(xk)
〉
≤ 1− σ
2
2
∥∥∥yk −W∞yk∥∥∥2 + 2σ2
1− σ2
∥∥∥∇f(xk+1)−∇f(xk)∥∥∥2 .
Taking the conditional expectation given Fk and Applying (15) to the above inequality, we have that:
R1 ≤ 1− σ
2
2
E
[∥∥∥yk − 1nyk∥∥∥2 ∣∣∣Fk]
+
2σ2
1− σ2
(
18L2
∥∥∥xk − 1nxk∥∥∥2 + 10nL2 ∥∥∥xk − x∗∥∥∥2 + 8L2α2E [∥∥∥yk − 1nyk∥∥∥2 ∣∣∣Fk]+ 8L2tk)
≤ 36L
2
1− σ2
∥∥∥xk − 1nxk∥∥∥2 + 20nL2
1− σ2
∥∥∥xk − x∗∥∥∥2 + 16L2
1− σ2 t
k
+
(
1− σ2
2
+
16L2α2
1− σ2
)
E
[∥∥∥yk − 1nyk∥∥∥2 ∣∣∣Fk] (25)
Next, we bound R2. We first note that:
R2 = 2E
[〈
Wyk,∇f(xk)− gk
〉∣∣∣Fk]− 2E [〈W∞yk,∇f(xk)− gk〉∣∣∣Fk] .
For the first term, using the yk-update of the algorithm, we have that
2E
[〈
Wyk,∇f(xk)− gk
〉∣∣∣Fk] = 2E [〈W 2yk−1 + gk − gk−1,∇f(xk)− gk〉∣∣∣Fk]
= 2E
[〈
gk,∇f(xk)− gk
〉∣∣∣Fk] = 2E [〈gk −∇f(xk),∇f(xk)− gk〉∣∣∣Fk] ≤ 0.
For the second term, since {gki } are independent given Fk, we have
− 2E
[〈
W∞yk,∇f(xk)− gk
〉∣∣∣Fk]
=− 2
n∑
i=1
E
[〈
gk,∇fi(xki )− gki
〉∣∣∣Fk] = − 2
n
n∑
i=1
E
[〈
gki ,∇fi(xki )− gki
〉∣∣∣Fk]
=
2
n
E
[∥∥∥gk −∇f(xk)∥∥∥2 ∣∣∣Fk] ≤ 8L2
n
∥∥∥xk − 1nxk∥∥∥2 + 8L2 ∥∥∥xk − x∗∥∥∥2 + 8L2tk, (26)
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where in the last inequality we used (11). Combining the upper bounds on R1 and R2 in (25) and (26), we have:
E
[〈
Wyk −W∞yk,gk+1 − gk
〉∣∣∣Fk]
≤ 44L
2
1− σ2
∥∥∥xk − 1nxk∥∥∥2 + 28nL2
1− σ2
∥∥∥xk − x∗∥∥∥2 + 24L2
1− σ2 t
k
+
(
1− σ2
2
+
16L2α2
1− σ2
)
E
[∥∥∥yk − 1nyk∥∥∥2 ∣∣∣Fk] . (27)
Finally we combine (10), (23) and (27) to obtain an upper bound for E
[∥∥yk+1 −W∞yk+1∥∥2 ∣∣∣Fk].
E
[∥∥∥yk+1 − 1nyk+1∥∥∥2 ∣∣∣Fk]
≤ σ2E
[∥∥∥yk −W∞yk∥∥∥2 ∣∣∣Fk]
+ 60L2
∥∥∥xk − 1nxk∥∥∥2 + 46nL2 ∥∥∥xk − x∗∥∥∥2 + 24L2α2
1− σ2
∥∥∥yk − 1nyk∥∥∥2 + 36nL2tk
+
44L2
1− σ2
∥∥∥xk − 1nxk∥∥∥2 + 28nL2
1− σ2
∥∥∥xk − x∗∥∥∥2 + (1− σ2
2
+
16L2α2
1− σ2
)
E
[∥∥∥yk − 1nyk∥∥∥2 ∣∣∣Fk]+ 24L2
1− σ2 t
k
≤ 104L
2
1− σ2
∥∥∥xk − 1nxk∥∥∥2 + 74nL2
1− σ2
∥∥∥xk − x∗∥∥∥2 + (1 + σ2
2
+
40L2α2
1− σ2
)
E
[∥∥∥yk − 1nyk∥∥∥2 ∣∣∣Fk]+ 60nL2
1− σ2 t
k,
which finishes the proof.
C. Main Results
With the help of previous Lemmas, we derive the range of the step-size α where GT-SAGA achieves linear
convergence. Recall Lemma 28-31 and take total expectation of these inequalities to obtain:
E
[∥∥∥xk+1 − 1nxk+1∥∥∥2] ≤ 1 + σ2
2
E
[∥∥∥xk − 1nxk∥∥∥2]+ 2α2
1− σ2E
[∥∥∥yk − 1nyk∥∥∥2 .] (28)
E
[
n
∥∥∥xk+1 − x∗∥∥∥2] ≤ 3L2α
2µ
E
[∥∥∥xk − 1nxk∥∥∥2]+ (1− µα
2
)
E
[
n
∥∥∥xk − x∗∥∥∥2]+ 4L2α2
n
E
[
ntk
]
. (29)
E
[
ntk+1
]
≤ 2
m
E
[∥∥∥xk − 1nxk∥∥∥2]+ 2
m
E
[
n
∥∥∥xk − x∗∥∥∥2]+ (1− 1
M
)
E
[
ntk
]
. (30)
E
[∥∥∥yk+1 − 1nyk+1∥∥∥2] ≤ 104L2
1− σ2E
[∥∥∥xk − 1nxk∥∥∥2]+ 74L2
1− σ2E
[
n
∥∥∥xk − x∗∥∥∥2]+ 60L2
1− σ2E
[
ntk
]
+
(
1 + σ2
2
+
40L2α2
1− σ2
)
E
[∥∥∥yk − 1nyk∥∥∥2] . (31)
Now, we write (28)-(31) in the form of a linear system as follows.
uk+1 ≤ Jαuk,
where uk ∈ R4 and Jα ∈ R4×4 are given below.
uk =

E
[∥∥xk − 1nxk∥∥2]
E
[
n
∥∥xk − x∗∥∥2]
E
[
ntk
]
E
[∥∥yk − 1yk∥∥2]
 , Jα =

1+σ2
2 0 0
2α2
1−σ2
3L2α
2µ 1− µα2 4L2α2 0
2
m
2
m
1− 1
M
0
104L2
1−σ2
74L2
1−σ2
60L2
1−σ2
1+σ2
2 +
40L2α2
1−σ2
 . (32)
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Next, we derive the range of α such that ρ (Jα) < 1. To do that, we present the following Lemma from [53]. For
the sake of completeness, we also give its proof here.
Lemma 14. Let A ∈ Rd×d be a non-negative matrix and x ∈ Rd be a positive vector. If Ax ≤ βx for β > 0,
then ρ(A) ≤ β. If Ax < γx for γ > 0, then ρ(A) < γ.
Proof. We use xi to denote the ith entry of x. If Ax ≤ βx, then
∑d
j=1 aijxi ≤ βxi, ∀i ∈ {1, · · · , d}. Define S ,
diag{x1, · · · , xd}. Then we have,
β ≥ max
i∈{1,··· ,d}
d∑
j=1
x−1i aijxj =
∣∣∣∣∣∣S−1AS ∣∣∣∣∣∣∞ ≥ ρ (S−1AS) = ρ (A) ,
where ||| · |||∞ denotes the matrix norm of maximum row sum. If Ax < γx, ∃γ′ > 0, such that γ′ < γ and Ax ≤ γ′x.
Therefore, ρ (A) ≤ γ′ < γ.
Theorem 1. If the step-size α satisfies 0 < α < m
M
(1−σ2)2
140QL , then GT-SAGA is linearly convergent. Moreover,
if α = m
M
(1−σ2)2
150QL , GT-SAGA achieves ǫ-accuracy in
O
(
max
{
M,
m
M
Q2
(1− σ)2
}
log
1
ǫ
)
iterations (local component gradient computations), where m and M are respectively the minimum and maximum
number of local functions at all nodes.
Proof. In the light of Lemma 14, we solve for the range of the step-size α and a positive vector ǫ = [ǫ1, ǫ2, ǫ3, ǫ4]
⊤
such that the following (entry-wise) inequality holds for some κ > 1.
Jαǫ ≤
(
1− 1
κ
)
ǫ.
We expand the above matrix-vector inequality as follows.
1 + σ2
2
ǫ1 +
2α2
1− σ2 ǫ4 ≤
(
1− 1
κ
)
ǫ1. (33)
3L2α
2µ
ǫ1 +
(
1− µα
2
)
ǫ2 + 4L
2α2ǫ3 ≤
(
1− 1
κ
)
ǫ2. (34)
2
m
ǫ1 +
2
m
ǫ2 +
(
1− 1
M
)
ǫ3 ≤
(
1− 1
κ
)
ǫ3. (35)
104L2
1− σ2 ǫ1 +
74L2
1− σ2 ǫ2 +
60L2
1− σ2 ǫ3 +
1 + σ2
2
ǫ4 +
40L2α2
1− σ2 ǫ4 ≤
(
1− 1
κ
)
ǫ4. (36)
Then we rewrite the above inequalities in the following form:
1
κ
≤ 1− σ
2
2
− 2α
2
1− σ2
ǫ4
ǫ1
(37)
1
κ
≤ µα
2
− 3L
2α
2µ
ǫ1
ǫ2
− 4L
2α2ǫ3
ǫ2
(38)
1
κ
≤ 1
M
− 2
m
ǫ1
ǫ3
− 2
m
ǫ2
ǫ3
(39)
1
κ
≤ 1− σ
2
2
− 104L
2
1− σ2
ǫ1
ǫ4
− 74L
2
1− σ2
ǫ2
ǫ4
− 60L
2
1− σ2
ǫ3
ǫ4
− 40L
2α2
1− σ2 (40)
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It is straightforward to see that the requirement that (37)-(40) hold for some κ > 1 is equivalent to the RHS
of (37)-(40) being positive. Next, we fix the positive vector ǫ that is independent of α and κ. The RHS of (38)
being positive is equivalent to the following:
4L2ǫ3α <
µ
2
ǫ2 − 3L
2
2µ
ǫ1. (41)
We set ǫ1 = 1 and ǫ2 = 4Q
2, where Q = L/µ. The RHS of (39) being positive is equivalent to the following:
ǫ3 >
2M
m
ǫ1 +
2M
m
ǫ2 =
2M
m
+
8MQ2
m
, (42)
where we used the previously fixed values of ǫ1 and ǫ2. We therefore set ǫ3 =
12MQ2
m
. Finally, we note that the
RHS of (40) being positive is equivalent to the following:
40L2α2
1− σ2 ǫ4 <
1− σ2
2
ǫ4 − 104L
2
1− σ2 ǫ1 −
74L2
1− σ2 ǫ2 −
60L2
1− σ2 ǫ3. (43)
For the RHS of (43) to be positive,
ǫ4 >
2L2
(1− σ2)2
(
104 + 296Q2 +
720MQ2
m
)
,
where we used the previously fixed values of ǫ1, ǫ2 and ǫ3. Since 104 + 296Q
2 + 720MQ
2
m
< 1120MQ
2
m
, we set ǫ4 =
2250
(1−σ2)2
ML2Q2
m
. So far, we have fixed the values of ǫ1, ǫ2, ǫ3 and ǫ4 as the following:
ǫ1 = 1, ǫ2 = 4Q
2, ǫ3 =
12MQ2
m
, ǫ4 =
2250
(1− σ2)2
ML2Q2
m
. (44)
Now, we find the range of α from (37), (41) and (43). For the RHS of (37) to be positive, we have that:
α <
√
(1− σ2)2
4
ǫ1
ǫ4
=
√
(1− σ2)2
4
(1− σ2)2
2250
m
ML2Q2
=
(
1− σ2)2
30
√
10
√
m√
MLQ
. (45)
From (41), we have that
α <
1
8µǫ3
=
1
8µ
m
12MQ2
=
m
96M
1
QL
(46)
Finally, from (43), we have that:
40L2α2
1− σ2 ǫ4 <
1− σ2
2
ǫ4 −
(
104L2
1− σ2 ǫ1 +
74L2
1− σ2 ǫ2 +
60L2
1− σ2 ǫ3
)
.
⇐= 40L
2α2
1− σ2 ǫ4 <
1− σ2
2
ǫ4 − 1120ML
2Q2
m(1− σ2)
⇐⇒ 40L
2
1− σ2α
2 <
1− σ2
2
− 1120ML
2Q2
m(1− σ2)
(
1− σ2)2
2250
m
ML2Q2
=
1− σ2
450
⇐⇒ α < 1− σ
2
60
√
5L
(47)
Therefore, from (45), (46) and (47), we have that if α satisfies:
α < α , min
{(
1− σ2)2
30
√
10
√
m√
MLQ
,
m
96M
1
QL
,
1− σ2
60
√
5L
}
,
⇐= α < m
M
(
1− σ2)2
140QL
,
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there exists a sufficiently large κα such that (37)-(40) hold with ǫ =
[
1, 4Q2, 12MQ
2
m
, 2250
(1−σ2)2
ML2Q2
m
]⊤
, i.e, the
algorithm is linearly convergent. Next, we derive an explicit convergence rate when we set α = m
M
(1−σ2)2
150QL , which
is slightly smaller than α. From (37), we have that:
1
κ
≤ 1− σ
2
2
− 2α
2
1− σ2
ǫ4
ǫ1
=
1− σ2
2
− 2
1− σ2
m2
M2
(
1− σ2)4
1502Q2L2
2250
(1− σ2)2
ML2Q2
m
=
1− σ2
2
− 1− σ
2
5
m
M
⇐= 1
κ
≤ 3
(
1− σ2)
10
. (48)
From (38), we have that:
1
κ
≤ µα
2
− 3L
2α
2µ
ǫ1
ǫ2
− 4L
2α2ǫ3
ǫ2
=
µ
2
m
M
(
1− σ2)2
150QL
− 3L
2
2µ
m
M
(
1− σ2)2
150QL
1
4Q2
− 4L
2
4Q2
12MQ2
m
m2
M2
(
1− σ2)4
1502Q2L2
=
m
M
(
1− σ2)2
300Q2
− m
M
(
1− σ2)2
400Q2
− m
M
12
(
1− σ2)4
1502Q2
⇐= 1
κ
≤ m
M
(
1− σ2)2
1200Q2
− m
M
(
1− σ2)2
1875
=
3
1000
m
M
(
1− σ2)2
Q2
(49)
From (39), we have that:
1
κ
≤ 1
M
− 2
m
ǫ1
ǫ3
− 2
m
ǫ2
ǫ3
=
1
M
− 2
m
m
12MQ2
− 2
m
4Q2m
12MQ2
=
1
M
− 1
6MQ2
− 2
3M
⇐= 1
κ
≤ 1
6M
(50)
Finally, from (40) we have that:
1
κ
≤ 1− σ
2
2
−
(
104L2
1− σ2 ǫ1 +
74L2
1− σ2 ǫ2 +
60L2
1− σ2 ǫ3
)
1
ǫ4
− 40L
2α2
1− σ2
⇐=1
κ
≤ 1− σ
2
2
− 1120MQ
2L2
m (1− σ2)
(
1− σ2)2
2250
m
ML2Q2
− 40L
2
1− σ2
m2
M2
(
1− σ2)4
1502Q2L2
⇐⇒ 1
κ
≤ 1− σ
2
2
− 1120
(
1− σ2)
2250
− 4
2250
m2
M2
(
1− σ2)3
Q2
⇐= 1
κ
≤ 1− σ
2
2250
(51)
Therefore, from (48)-(51), we have:
1
κ
≤ min
{
3
(
1− σ2)
10
,
3
1000
m
M
(
1− σ2)2
Q2
,
1
6M
,
1− σ2
2250
}
,
which completes the proof.
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