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ABSTRAK 
  
Pos Indonesia is a state-owned company 
engaged in freight forwarding services utilizing 
Twitter as a customer service. Here the admin will 
answer and resolve customer complaints that 
mention or direct message to the @PosIndonesia 
twitter account manually. One of the weaknesses of 
submitting complaints through Twitter is that tweets 
are in the form of unstructured digital text, making 
it difficult to channel to existing problem areas to be 
addressed immediately. Not to mention the number 
of complaints and similar complaints from several 
customers. Based on these problems, this study aims 
to classify the data of tweets into several categories 
of complaints, namely delays, system errors, sending 
failures, guarantee of goods, service personnel, and 
speed of response. The method used in this research 
is feature extraction using TF-IDF and 
classification using Support Vector Machine (SVM) 
by comparing linear, polynomial, and RBF kernels 
and finding the best parameters for each test using 
10-fold cross validation, then also the precision, 
recall, and f1-score will be sought using the 
confussion matrix. The results of the experiment 
show that the highest average accuracy value uses a 
linear kernel that is 81.26% followed by the RBF 
kernel 81.44% and the last polynomial 67.12%. 
While for precision, recall, and f1-score the highest 
value is using linear kernels which are 90%, 89%, 
and 89% respectively. So that it can be concluded 
that the complaints data on the tweets of the Pos 
Indonesia account can be classified properly using 
a linear kernel. 
 Keyword- text classification, twitter, tf-idf, 
Support Vector Machine, linear, non linear 
 
1. PENDAHULUAN 
PT Pos Indonesia merupakan salah satu BUMN 
yang bergerak dalam bidang jasa pengiriman barang 
dan memiliki banyak layanan mencakup nasional dan 
internasional, sehingga ini menyebabkan PT Pos 
Indonesia memiliki banyak pelanggan dan keluhan. 
Keluhan diakibatkan oleh adanya perbedaan antara 
harapan dan kemampuan sesungguhnya dari sebuah 
produk atau jasa yang diterima oleh konsumen dan 
akan menimbulkan negative effect yang diyakini 
dapat berpengaruh terhadap loyalitas konsumen. 
Keluhan merupakan word of mouth negative yaitu 
konsumen akan menceritakan pada orang sekitarnya 
sehingga orang lain cenderung untuk mempercayai 
karena sifat alami untuk menghindari resiko [1]. Oleh 
sebab itu, penanganan terhadap keluhan konsumen 
pun menjadi hal yang mutlak.  
Terdapat berbagai cara penanganan keluhan pada 
perusahaan di antaranya dengan menyediakan 
layanan pelanggan dengan beberapa pilihan saluran 
komunikasi. Salah satunya melalui akun resmi sosial 
media twitter dimana pelanggan dapat 
menyampaikan pertanyaan, keluhan, atau saran 
mengenai produk dan layanan yang diberikan oleh 
perusahaan [2].  PT Pos Indonesia juga menangani 
keluhan dari berbagai media salah satunya  twitter 
dengan akun resminya yaitu @PosIndonesia. Disini 
admin akan menjawab dan menyelesaikan keluhan 
pelanggan yang mention atau direct message ke akun 
twitter tersebut secara manual satu persatu.  
Salah satu kelemahan penyampaian keluhan 
melalui twitter adalah mentions berbentuk teks digital 
yang tidak terstruktur. Selain itu, tidak semua 
mentions yang diberikan adalah berupa keluhan. Hal 
tersebut tentu menyulitkan admin karena harus 
memilih terlebih dahulu mentions mana yang harus 
diselesaikan terlebih dahulu sesuai bidang 
permasalahan yang ada untuk segera ditangani, 
contohnya kesalahan pada sistem, bagian pengiriman, 
maupun bagian karyawan. Selain itu mention ini 
berjumlah banyak itu terbukti dari data yang 
didapatkan bahwa mention yang masuk kebanyakan 
berupa kalimat keluhan dari konsumen dan terdapat 
pula keluhan yang bermaksud sama dari beberapa 
konsumen.  
Dari permasalahan di tersebut dapat disimpulkan 
bahwa dibutuhkan sebuah sistem yang dapat 
memudahkan admin untuk mengelola keluhan 
pelanggan. Salah satu cara yang dapat digunakan 
adalah dengan metode analisis text mining. Analisis 
ini diperlukan dalam menangani masalah teks digital 
tidak terstruktur. Salah satu cara yang dapat 
digunakan adalah dengan metode klasifikasi yaitu 
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dengan mengelompokkan data tweet menjadi 
beberapa kategori keluhan yaitu ketepatan waktu 
pengiriman(terlambat), kesalahan sistem (sistem), 
gagal kirim (gagal), jaminan barang (jaminan), 
pelayanan petugas (pelayanan), dan kecepatan respon 
terhadap keluhan (respon). 
Kategorisasi teks memiliki berbagai cara 
pendekatan, penelitian ini menggunakan metode 
Support Vector Machine (SVM), karena berdasarkan 
penelitian yang dilakukan SVM adalah metode 
klasifikasi yang populer dan  sering digunakan serta 
memiliki akurasi yang baik dalam klasifikasi analisis 
teks [2]. Feature extraction disini menggunakan tf-
idf karena tf-idf terbukti menghasilkan akurasi yang 
baik untuk klasifikasi teks singkat seperti teks tweet 
[3]. Kernel yang akan dibandingkan adalah linear, 
RBF, dan polynomial. Penelitian tentang optimalisasi 
kernel dalam hal akurasi dan running time 
menghasilkan kernel linear dan RBF dengan dataset 
yang berbeda memberikan akurasi dan waktu running 
yang baik [4], sedangkan penelitian [5] didapatkan 
hasil bahwa kernel polynomial memiliki akurasi 
tertinggi pengujian menggunakan 10-fold cross 
validation. Kemudian dibandingkan dengan mencari 
parameter optimal dengan akurasi dan evaluasi 
terbaik.  
Penelitian terkait yaitu penelitian oleh Fatmawati 
yaitu menggunakan metode Support Vector Machine 
dalam mengklasifikasikan data keluhan yang diambil 
dari akun postingan facebook Integrated Academic 
Information System (iRaise) didapatkan hasil 
klasifikasi nilai akurasi tertinggi 95.67% dengan 
pengujian data tanpa feature selection [6]. Kemudian 
penelitian oleh Mujilahwati tentang penggunaan 
teknik preprocessing untuk data komentar twitter [7]. 
Kemudian penelitian oleh Pradhan et al mengenai 
perbandingan metode klasifikasi teks yaitu  Support 
Vector Machine (SVM), Naïve Bayes(NB), Decision 
Tree, K-nearest neighbor(kNN), dan Rocchio 
classifier. Proses evaluasi keempat dataset 
menghasilkan bahwa metode SVM linier 
memberikan akurasi tertinggi yaitu 86,7% dengan 
waktu running yang lebih cepat dibandingkan metode 
lainnya [8].  
 
2. TINJAUAN PUSTAKA 
2.1. Penanganan Keluhan (complaint Handling) 
 Menurut [9] pengertian keluhan secara 
sederhana bisa diartikan sebagai ungkapan 
ketidakpuasan atau kekecewaan. Organisasi bisa 
mengumpulkan keluhan pelanggan melalui sejumlah 
cara, di antaranya kotak saran, formulir keluhan 
pelanggan, saluran relepon khusus, website, kartu 
komentar, survei kepuasan pelanggan dan customer 
surveys.  
2.2. TF-IDF 
 Data yang telah melalui tahap preprocessing 
harus berbentuk numerik. Untuk mengubah data 
tersebut menjadi numerik yaitu menggunakan metode 
pembobotan TF-IDF. Metode Term Frequency Invers 
Document Frequency (TF-IDF) merupakan metode 
yang digunakan menentukan seberapa jauh 
keterhubungan kata (term) terhadap dokumen dengan 
memberikan bobot setiap kata [10]. Metode ini akan 
menghitung nilai Term Frequency (TF) dan Inverse 
Document Frequency (IDF) pada setiap token (kata). 
Metode ini akan menghitung bobot setiap token t di 
dokumen d dengan rumus: 
W dt = tf dt * IDF t 
( 1 ) 
 Keterangan :   d : dokumen ke-d 
             t : kata ke-t dari kata kunci 
            W : bobot dokumen ke-d terhadap kata                
ke-t 
               tf : banyaknya kata yang dicari pada 
sebuah dokumen 
IDF : Inversed Document Frequency 
 
Nilai IDF didapatkan dari 
IDF : log2 (D/df) 
( 2 ) 
Dimana, D : total dokumen 
 df : banyak dokumen yang mengandung 
kata yang dicari 
2.3. Text Pre Processing  
Merujuk pada penelitian [7], maka pada 
penelitian ini akan dilakukakan tahap text 
preprocessing yaitu : 
a. Case Folding, bertujuan membuat semua 
 text menjadi huruf kecil. 
b. Remove Punctuation, bertujuan menghapus 
semua karakter non alphabet 
c. Remove Username, bertujuan menghapus 
nama user  
d. Remove Hashtag, biasanya digunakan 
sebagai judul topik pembicaraan dan juga 
berfungsi sebagai pengelompokan terhadap 
percakapan yang berhubungan. Proses ini 
juga dapat dikategorikan antara penting dan 
tidak penting, dapat dilakukan ataupun tidak 
dilakukan. 
e. Clean Number, berfungsi untuk menghapus 
angka yang selalu ada di depan dan 
dibelakang kata dan juga angka yang tidak 
diperlukan dalam penelitian.  
f. Clean One Character, berfungsi menghapus 
jika terdapat hanya satu huruf saja, karena 
tidak mengandung arti.  
g. Removal URL, seringnya muncul sebuah url 
dari data twitter membuat data tidak efektif 
dan tidak memiliki arti.  
h. Remove Repetition, menghapus kata repetisi, 
contohnya seperti pagiiiii menjadi pagi.  
i. Remove RT, pada twitter untuk menunjuk 
atau mengajak teman berkomunikasi 
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langsung adalah dengan menambahkan 
simbol “@” sebelum username yang dituju.  
j. Convert Emoticon, simbol emoticon dalam 
twitter perlu diubah ke dalam bentuk string 
yang dapat diartikan. 
k. Tokenizing, tahap tokenizing/ parsing adalah 
tahap pemotongan string input berdasarkan 
tiap kata yang menyusunnya. 
l. Remove Stop Word, stop word diproses pada 
sebuah kalimat jika mengandung kata-kata 
yang sering keluar dan di anggap tidak 
penting seperti waktu dan kata penghubung.  
m. Stemming, tahap stemming adalah tahap 
mencari root kata dari tiap kata hasil 
filtering. 
2.4. Support Vector Machine 
Support Vector Machine (SVM) adalah suatu 
teknik untuk melakukan prediksi, baik dalam kasus 
klasifikasi maupun regresi. SVM memiliki prinsip 
dasar linier classifier yaitu kasus klasifikasi yang 
secara linier dapat dipisahkan, namun SVM telah 
dikembangkan agar dapat bekerja pada problem non-
linier dengan memasukkan konsep kernel pada ruang 
kerja berdimensi tinggi. Pada ruang berdimensi 
tinggi, akan dicari hyperplane yang dapat 
memaksimalkan jarak (margin) antara kelas data. 
Menurut Santosa dalam [11] hyperplane klasifikasi 
linier SVM dinotasikan : 
 
Gambar 1 Visualisasi SVM Linear 
[(𝑥𝑖, 𝑤) + 𝑏] ≥ 1 𝑢𝑛𝑡𝑢𝑘 𝑦𝑖 = +1 ( 3 ) 
[(𝑥𝑖,𝑤) + 𝑏] ≥ −1 𝑢𝑛𝑡𝑢𝑘 𝑦𝑖 = −1 
( 4 ) 
 
w adalah normal bidang dan b adalah posisi bidang 
alternatif terhadap pusat koordinat. Nilai margin 
(jarak) antara bidang pembatas (berdasarkan rumus 
jarak garis ke titik pusat) adalah. 
1−b−(−1−b)
‖𝑤‖
=
2
‖𝑤‖
. Nilai margin ini dimaksimalkan dengan tetap 
memenuhi persamaan (4). Dengan mengalikan b dan 
w dengan sebuah konstanta, akan dihasilkan nilai 
margin yang dikalikan dengan konstata yang sama.  
 
Oleh karena itu, konstrain pada persamaan (4) 
merupakan scaling constraint yang dapat dipenuhi 
dengan rescaling b dan w. Selain itu karena 
memaksimalkan 
1
‖𝑤‖
 sama dengan meminimumkan 
‖𝑤‖2 dan jika kedua bidang pembatas pada 
persamaan (4) direpresentasikan dalam 
pertidaksamaan (5), 
𝑦𝑖,(𝑥𝑖,𝑤 + 𝑏) ≥ 0  
( 5 ) 
maka pencarian bidang pemisah terbaik dengan nilai 
margin terbesar dapat dirumuskan menjadi masalah 
optimasi konstrain, yaitu: 
min 
1
2
‖𝑤‖2 , dengan 𝑦𝑖,(𝑥𝑖,𝑤 + 𝑏) ≥ 0 
( 6 ) 
      Pada kasus linier non-separable beberapa data 
mungkin tidak bisa terpisah secara sempurna oleh 
hyperplane maka formula SVM harus dimodifikasi. 
Oleh karena itu, kedua bidang pembatas (3) harus 
diubah sehingga lebih fleksibel dengan penambahan 
variabel 𝜉 𝑖 (𝜉 𝑖 ≥ 0,∀ 𝑖 :𝜉 𝑖 = 0 jika 𝑥 𝑖 diklasifikasikan 
dengan benar) menjadi 𝑥𝑖,𝑤 + 𝑏 ≥ 1 − 𝜉 𝑖 untuk kelas 
1 dan 𝑥𝑖,𝑤 + 𝑏 ≥ −1 + 𝜉 𝑖 untuk kelas 2. Pecarian 
bidang pemisah terbaik dengan penambahan variabel 
ξ i sering disebut dengan soft margin hyperplane. 
Dengan demikian formula pencarian bidang pemisah 
terbaik berubah menjadi: 
min 
1
2
‖𝑤‖2 + C(∑ ξ𝑖
𝑛
𝑖=1 ) 
dengan, 𝑦𝑖 (𝑥𝑖,𝑤 + 𝑏) ≥ 1 − ξ𝑖 
ξ𝑖 ≥ 0 
( 7 ) 
 Fungsi kernel yang digunakan untuk memetakan 
dimensi awal (dimensi yang lebih rendah) himpunan 
data ke dimensi baru (dimensi yang relatif lebih 
tinggi) dapat dilihat pada Gambar 2 [12]. Fungsi 
kernel yang umum digunakan dalam SVM dapat 
dilihat pada Tabel 1 [13] dan pengoptimalan setiap 
kernel dengan C, gamma, dan degree[14]. 
Tabel 1 Jenis Kernel dalam SVM 
Nama 
Kernel 
Fungsi Kernel 
𝐾(𝑥𝑖 𝑦𝑗) 
Parameter  
Linier 𝑥𝑖 . 𝑦𝑗 C 
Polynomial ((𝑥𝑖 . 𝑥𝑗) + 1)
𝑑
 
C , d, dan 
𝛾 
Gaussian 
Radial Basic 
Function 
(RBF) 
𝑒𝑥𝑝  (−
‖𝑥𝑖 − 𝑥𝑗‖
2𝜎2
2
) 
C dan 𝛾 
Dimana, 
γ = gamma, nilai gamma rendah yang berarti 'jauh' 
dan nilai-nilai tinggi yang berarti 'dekat'. 
𝐶 = nilai C yang besar berarti akan memberikan 
penalti yang lebih besar   terhadap error klasifikasi 
tersebut. 
d = degree, jika lebih tinggi menghasilkan batas 
keputusan yang lebih fleksibel. 
𝑥𝑖 𝑑𝑎𝑛 𝑦𝑖  adalah pasangan dua data training 
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Parameter merupakan konstanta. Fungsi kernel mana 
yang harus digunakan untuk subtitusi dot product di 
feature space sangat tergantung pada data karena 
fungsi kernel ini akan menentukan fitur baru di mana 
hyperplane akan dicari [11] 
 
Gambar 2 Visualisasi SVM Non Linear 
3. METODE 
 Tahapan metodologi penelitian yang dilakukan 
adalah disajikan pada Gaambar 3 yaitu tahap 
pengumpulan data, text-processing, pembobotan TF-
IDF, klasifikasi, dan evaluasi.  
Pengumpulan data
Text Preprocessing
Pembobotan TF-IDF
Klasifikasi dengan SVM
Evaluasi
 
Gambar 3 Alur Metodologi Penelitian 
3.1. Pengumpulan Data 
Pada penelitian ini pengumpulan data dilakukan 
dengan crawling tweet dari website twitter yang 
kemudian disimpan dalam bentuk file berformat .csv. 
seperti yang disajikan pada Gambar 4. Crawling  
dilakukan dengan kode python crawler menggunakan 
API twitter. Data yang diambil adalah text tweet 
pelanggan yang mention ke akun @PosIndonesia. 
Crawler ini mengambil data kotor dalam rentang 
waktu tahun 2018 yang selanjutnya akan dibersihkan 
dengan memilih data yang akan digunakan yaitu 
tweet berupa kalimat keluhan. Kemudian data 
dilabelkan secara manual sesuai kategori keluhan. 
Data yang sudah bersih disimpan dalam file berformat 
.csv yang selanjutnya akan diproses dengan text 
preprocessing. Proses pengumpulan dan 
pembersihan data disajikan pada Gambar 5.  
Website twitter
Python Crawler
request
Simpan
Pembersihan dan 
Pelabelan data Dataset.csvDataset.csv
 
Gambar 4 Proses Pengambilan Data Twitter 
3.2. Text Preprocessing 
 Proses text preprocessing  disajikan pada 
Gambar 5 yaitu pada penelitian ini seluruh data akan 
melalui tahap text preprocessing yaitu cleaning, case 
folding, tokenization, filtering, dan stemming.  
Dataset.csv
Cleaning  (Case Folding, Remove 
Punctuation, Remove Repetion, Remove 
Username, Remove Hashtag, Clean 
Number, Clean One Character, Removal 
URL, Remove RT, Convert Emoticon)
Tokenization
Remove Stopword
CleanDatasetStopword.csv
Stemming
CleanDatasetStopwordStemmer.csv
Start
End
 
Gambar 5 Proses Text Preprocessing 
K(xi,yi) 
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3.3. Pembobotan 
 Proses pembobotan menggunakan tf-idf dimana 
disajikan pada Gmbar 6 yaitu pada tahap ini 
dilakukan perhitungan bobot fitur pada data yang 
telah dihasilkan pada proses sebelumnya. 
  
Term Frecuency (TF)
IDF : log(D/df)
TF-IDF = TF(t,d) x IDF(t)
Hasil bobot TF-IDF
CleanDatasetStopwordStemmer.csv
Start
End
 
Gambar 6 Proses Pembobotan TF-IDF 
3.4. Klasifikasi 
 Proses klasifikasi disajikan dengan tahapan 
seperti ditunjukkan pada Gambar 7 yaitu data yang 
telah melalui tahap pembobotan, kemudian akan 
diklasifikasi. Proses klasifikasi akan dilakukan 
dengan menggunakan metode SVM linear dan Non 
linear. Proses klasifikasi menempuh dua tahap, yaitu 
training dan testing.  
 
Pembagian Data Latih dan Data Uji
Pembobotan TF-Idf
Klasifikasi menggunakan SVM (Linear dan Non 
Linear dengan Kernel RBF dan Polynomial)
Hasil Evaluasi
CleanDatasetStopwordStemmer.csv
Start
End
 
Gambar 7 Proses Klasifikasi 
3.5. Evaluasi 
 Proses Evaluasi pada penelitian ini menggunakan 
perhitungan akurasi, presisi, recall, dan f1-score dari 
hasil klasifikasi pada confusion matrix. 
4. HASIL DAN PEMBAHASAN 
4.1. Dataset 
Data telah dikelompokkan ke dalam enam 
kategori keluhan, yaitu: ketepatan waktu pengiriman 
(terlambat), kesalahan sistem (sistem), gagal kirim 
(gagal), jaminan barang (jaminan), pelayanan petugas 
(pelayanan), dan kecepatan respon terhadap keluhan 
(respon). Proses pelabelan data mengacu pada 
tinjauan pustaka, analisis data yang ada, pengetahuan 
penulis, dan pertimbangan berdasarkan hasil survei. 
Dataset yang digunakan berjumlah 2220 tweet 
dengan jumlah perkategori 370 data. Berikut hasil 
data keluhan yang telah diberi label seperti tabel 2. 
Tabel 2 Contoh Pelabelan Data 
id Kategori Tweet 
1 Terlambat #PosIndonesia kau sungguh sangat 
lemot sekali. Cuma dri surabaya 
paketan 5 hari gk sampai2 
385 Sistem Mau ngirim paket #BukuBergerak 
, tapi servernya lagi rusak? Kok 
agak-agak ya @PosIndonesia ?? 
872,gagal,Halo kak paket saya 
dengan resi 16282800862, kok 
gagal antar? Padahal alamatnya 
sudah jelas dan tidak 
membingungkan. @PosIndonesia 
pic.twitter.com/ZKYzYV1l4k 
1116 Jaminan @PosIndonesia @PosIndonesia 
Halo Pak Pos, mohon 
ditindaklanjuti Pak barang kiriman 
LN saya yang hilang di kantor pos 
Jakarta Barat. Saya ingin 
mengajukan klaim penggantian 
uang saja. Terima kasih 
1482 Pelayanan Cek barang yg dikirim pake 
@PosIndonesia dr tgl 23 Juni dgn 
pengiriman express 1 day 
Paketnya belom nyampe. Ditelp ke 
CS 161 @PosIndonesia jawabnya 
kasar banget  kl paketnya telat 
ditunggu aja .. kalo ga mau, pake 
kurir yg lain aja Ini CS BUMN 
@PosIndonesia ga ditraining ya 
1865 Respon @bravobeacukai @PosIndonesia 
mohon kelanjutannya bagaimana, 
jangan cuma ngetweet, dm saya 
oleh pos indonesia tidak dibalas, 
mention saya ke bravobeacukai 
tidak dibalas, ini sudah hari ke-11 
semenjak saya kirim email dan 
hari ke-5 semenjak dapat balasan 
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email. 
pic.twitter.com/gkuqghKcCZ 
 
4.2. Text Preprocessing  
Tahap pertama yaitu cleaning, pada proses ini 
akan dilakukan beberapa proses yaitu Case Folding, 
Remove Punctuation, Remove Username,  Remove 
Hashtag, Clean Number, Clean One Character, 
Removal URL, Remove Repetition, , Remove RT, dan 
Convert Emoticon. Contohnya yaitu sebagai berikut :  
a. Case folding 
Data 
awal 
@PosIndonesia HELLO … ATAUPUN 
EKSPEDISI SWASTA LAINNYA YG UD 
NYEDIAIN F 
Hasil @posindonesia hello … ataupun ekspedisi 
swasta lainnya yg ud nyediain f 
 
b. Removal url 
Data 
awal 
@PosIndonesia  …. (ini paket kilat khusus) 
pic.twitter.com/TpjV1Yom4U 
Hasil @.... (ini paket kilat khusus) 
 
c. Remove username 
Data 
awal 
Dear @PosIndonesia kenapa menu … gak 
pernah sukses menemukan yang dicari. :( 
Hasil dear kenapa …. gak pernah sukses menemukan 
yang dicari. :( 
 
d. Remove hashtag 
Data 
awal 
@PosIndonesia tolong …. sistemnya 
lambaaat... #poslentengagung 
Hasil tolong …. sistemnya lambaaat... 
poslentengagung 
 
e. Convert emoticon  
Data 
awal 
Dear @PosIndonesia kenapa …. gak pernah 
sukses menemukan yang dicari. :( 
Hasil dear …. menemukan yang dicari. sedih 
 
f. Remove rt 
Data 
awal 
Sabar yah … maaf ya RT  @vivi_esther : 
@PosIndonesia ,fyi sdh 3x paketku 
rusak,cincin besi patah, 
Hasil sabar yah …maaf ya, fyi sdh 3x paketku 
rusak,cincin besi patah, 
 
g. Remove punctuation 
Data 
awal 
@PosIndonesia tolong sistemnya dibuat lebih 
canggih, mau kirim paket nunggu 30mnt cm 
krn loading sistemnya lambaaat... 
#poslentengagung 
Hasil tolong sistemnya dibuat lebih canggih mau 
kirim paket nunggu 30mnt cm krn loading 
sistemnya lambaaat poslentengagung 
 
h. Clean repetion 
Data 
awal 
…. sampainya kapan yaaaah ? koo lama 
bgt ga sampai2 
Hasil …. sampainya kapan yah  koo lama bgt ga 
sampai 
 
i. Clean one character 
Data 
awal 
…. seminggu g … 
pic.twitter.com/TpjV1Yom4U 
Hasil …. seminggu … 
pic.twitter.com/TpjV1Yom4U 
 
j. Clean number 
Data 
awal 
Apa … 5x5x15cm, sehingga pelanggan 
di haruskan membeli amplop coklat 
seharga 2000 yang pada umumnya 
dihargai 1000. …. 
Hasil apa …. sehingga pelanggan di haruskan 
membeli amplop coklat seharga yang 
pada umumnya dihargai …. 
 
Tahap selanjutnya yaitu tokenization yang 
bertujuan untuk mengubah bentuk string menjadi 
token atau kata, tahap kedua dilakukan menggunakan 
fungsi words = tweet.split(). Kemudian stopword 
remove untuk menghilangkan kata tidak bermakna 
menggunakan algoritma stopwords dengan library  
stopword Indonesia yaitu dari Sastrawi. 
StopWordRemover. Hasil contoh proses stopword 
remove disajikan pada Tabel 3. 
 
Tabel 3 Hasil Proses Remove Stopword  
Id Kategori Tweet 
1  sistemnya dibuat lebih canggih 
mau kirim paket nunggu cm krn 
loading sistemnya lambat 
poslentengagung 
2 jaminan apa betul  bertanggung jawab 
atas kehilangan paket berukuran  
pelanggan  haruskan membeli 
amplop coklat seharga   
umumnya dihargai  alasan 
resinya    tempel firsttime 
pengalamanpertama 
posindonesia 
3 terlambat halo utk paket  eg62867645jp 
kapan  dikirim  dr tgl udh 
release by customs lho udh dr 
tgl sampe indo udah mau  
minggu lama banget kecewa 
4 terlambat hello kiriman  blm sampe pake 
kilat khusus lho   senin lamban  
servis kalian kalah jauh  ataupun 
ekspedisi swasta lainnya yg ud 
nyediain 
5 terlambat, min resi  sampainya kapan yah 
koo lama bgt ga  
 
Tahap selanjutnya yaitu Stemming  yaitu semua 
kata diproses untuk menghilangkan imbuhan pada 
kata tersebut, sehingga semua kata menjadi kata 
dasar, tahap keempat dilakukan menggunakan 
StemmerFactory Indonesia dari Sastrawi pada library 
python. Hasil proses stemming disajikan pada Tabel 
4. 
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Tabel 4 Hasil Proses Stemming 
Id Kategori Tweet 
1 sistem tolong sistem buat lebih 
canggih mau kirim paket 
nunggu cm krn loading sistem 
lambat poslentengagung 
2 jaminan apa betul tidak tanggung 
jawab atas hilang paket ukur 
sehingga langgan di harus beli 
amplop coklat harga yang 
pada umum harga dengan alas 
resi tidak bisa di tempel 
firsttime pengalamanpertama 
posindonesia 
3 terlambat halo utk paket ini 
eg6867645jp kapan akan 
kirim ya dr tgl udh release by 
customs lho udh dr tgl sampe 
indo udah mau dua minggu 
lama banget sedih 
4 terlambat hello kirim saya blm sampe 
pake kilat khusus lho itu dari 
senin lamban amat servis 
kalian kalah jauh dengan atau 
ekspedisi swasta lain yg ud 
nyediain 
5 terlambat min resi ini sampai kapan yah 
koo lama bgt ga sampai 
 
4.3. Pembobotan TF-IDF 
Perhitungan TF-IDF dicontohkan pada tabel 5 . 
 
Tabel 5 Contoh Data Tweet TF-IDF 
Tweet ke Text Tweet 
T1 resi posisi skrng dr tgl kok sampe 
skrng gk nyampe klo bingung 
alamat kan ngehubungin no hp 
yg tera paket klo terlalu telat 
sampai soal cuma dr tegal jogja 
masa minggu lebih gk sampe 
T2 parah banget udah nunggu bulan 
pas sampe barang malah rusak 
segel buka padahal barang 
dagang bulan paket rusak terus 
udah gilir komplain malah ga 
ganti rugi banyak 
T3 sy minta tgjwb pihak pos 
indonesia atas lambat kirim tdk 
ada informasi pihak pos selaku 
jual komplain minta utk kembali 
dana atas paket yg tdk pernah 
T4 kata pos express hari aman surat 
lecek kalo lipat jadi oke lah 
gapapa lecek pake banget udah 
mahal surat rusak kirim sesuai 
janji alamat kirim 
T5 pak kirim barang gak pernah 
telat lama gin lho pak kan rusak 
kredibilitas bakul kalo kirim gak 
lancar kira tipu paham gak sih 
 
Pada ke lima data tweet di atas, enam kata yang 
tercetak tebal menjadi sampel untuk perhitungan TF-
IDF, yaitu kata:  telat, sampe, lambat, rusak, kirim, 
dan komplain. Contoh hasil perhitungan TF-IDF 
berdasarkan data pada tebel 6. 
Tabel 6 Perhitungan TF-IDF pada 5 Text Tweet 
 
Implementasi proses TF-IDF pada penelitian ini 
yaitu dengan menggunakan library python 
TfidfVectorizer, awalnya yaitu menentukan 
vocabulary yaitu kamus yang mengubah setiap token 
(kata) pada dataset penelitian untuk menampilkan 
indeks dalam matriks, Contohnya disajikan pada 
Gambar 8. 
u'tipu': 3622, u'remeh': 2942, u'komplek': 1832, u'mkl
umin': 2280, u'never': 2396, u'mei': 2204, u'komplen': 
1834, u'bangkot': 236, u'china': 589, u'bintang': 395,  
Gambar 8 Contoh Vocabulary TF-IDF 
Selanjutnya dari kata- kata ini akan ditentukan 
nilai TF-Idf menggunakan library TfidfVectorizer, 
yaitu berfungsi mengubah teks menjadi fitur vektor 
yang dapat digunakan sebagai input SVM. Contoh 
output-nya yaitu ditunjukkan pada Gambar 9. 
 
Gambar 9 Implementasi output nilai TF-IDF 
 Gambar diatas menunjukkan nilai indeks tweet, 
indeks token, dan nilai tf-idf.  Contohnya pada (0, 
2468) 0.128729391085 ini berarti 0 merupakan 
indeks tweet, 2468 merupakan indeks token pada 
vocabulary, dan 0.128729391085 merupakan nilai tf-
idf karena setiap tweet merupakan sebuah vektor. 
Pada penelitian ini terdapat jumlah fitur 3921. 
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4.4. Klasifikasi dengan metode Support Vector 
Machine (SVM) 
 Implementasi klasifikasi pada penelitian ini 
menggunakan lib SVM yaitu linear, RBF, dan 
polynomial serta diujicobakan nilai parameter pada 
kernel yaitu gamma, c, dan degree untuk mencari 
akurasi yang terbaik. Pengujian dilakukan dengan 10 
fold cross-validation dimana proses pengujian 
dilakukan 10 kali dengan menghitung rata- rata 
akurasi ke-10 fold Sehingga data yang digunakan 
sebagai testing adalah 222 data dari 2220 data. 
Artinya 10% dari jumlah data adalah testing dan 90% 
data sebagai training dan akan diujikan sebanyak 10 
kali kemudian dicari rata- rata akurasinya. Akurasi 
masing-masing fold bisa dilihat pada tabel 7. 
Tabel 7 Akurasi fold pada 10-fold cross validation 
Fold-
ke 
Kernel 
Linear 
Kernel 
Polynomial 
Kernel RBF 
1 69,37 56,76 67,12 
2 77,93 65,31 77,03 
3 78,83 64,41 78,83 
4 83,78 67,12 83,78 
5 88,74 67,57 85,58 
6 81,98 67,75 88,29 
7 84,23 64,86 86,49 
8 80,63 68,92 84,68 
9 84,23 63,06 79,28 
10 83,78 75,67 83,33 
Rata-
rata 
81,26 67,12 81,44 
 Pada tabel 7 dapat diketahui bahwa akurasi 
terbaik yaitu pada kernel linear dan RBF yaitu 
81,26% dan 81,44%. Ini menggunakan parameter 
yang menghasilkan akurasi terbaik dan diujicobakan 
pada masing- masing  kernel, disini diujikan 
parameter gamma dan C dengan rentang nilai 
𝟏𝟎−𝟑 sampai dengan 𝟏𝟎𝟑 serta parameter degree 
untuk kernel polynomial. Hasil akurasi disajikan pada 
tabel 8. 
Tabel 8 Rata-rata Akurasi Parameter C 
Kernel 
Nilai Parameter C 
0,001 0,01 0,1 1 10 100 1000 
Linear 44,91 44,91 72,93 81,26 80.86 80,72 80,72 
Polyno
mial 
67,12 67,12 67,12 67,12 67,12 20,77 17,88 
RBF 37,52 37,52 40,22 80,04 81,44 81,44 81,44 
Parameter C bertugas mengkontrol tradeoff antara 
margin and classification error. Semakin besar nilai 
C, semakin besar penalty yang dikenakan untuk tiap 
klasifikasi dan semakin kecil jarak atau margin. 
Berdasarkan hasil analisis skenario yang telah 
dilakukan, dapat dilihat perbandingan nilai akurasi 
menggunakan nilai konstanta C sebagai 
pembandingnya. Pada pengujian ini parameter C 
mempengaruhi ketepatan klasifikasi data testing. 
Semakin besar nilai parameter C maka semakin 
menurun nilai akurasi yang dihasilkan. Hal ini bisa 
disebabkan karena trade off antara margin dan error 
semakin besar [15]. Nilai d(degree) merupakan 
variabel yang terdapat pada kernel polynomial. Nilai 
gamma menentukan seberapa jauh pengaruh dari satu 
data pelatihan, nilai gamma rendah berarti 'jauh' dan 
nilai tinggi berarti 'tutup'. Nilai gamma menentukan 
seberapa jauh pengaruh dari satu data pelatihan. Pada 
kernel polynomial menggunakan parameter C=1, 
d=5. Menggunakan d=5 karena nilai γ tidak begitu 
mempengaruhi akurasi dan akurasi tertinggi pada d=5 
yaitu 62,76. Pada kernel RBF menggunakan γ =1 
karena nilai akurasi tertinggi pada γ =1 yaitu 80,04. 
Hasil akurasi tertinggi masing masing kernel 
ditunjukkan pada Tabel 9. 
Tabel 9 Parameter Kernel  dengan Akurasi Terbaik 
Kernel Parameter Akurasi (%) 
Linear C = 1 81,26 
Polynomial C = 1, d = 5 67,12 
RBF γ =10, C =1 81,44 
 Dari Tabel 9 dapat diketahui bahwa tingkat 
akurasi tertinggi yaitu pada SVM kernel RBF yaitu 
81,44% diikuti linear yaitu 81,26% dengan parameter 
C = 1. Sesuai dengan hasil pernyataan bahwa kernel 
linear baik digunakan untuk klasifikasi text. Data ini 
kurang cocok diklasifikasikan dengan kernel 
polynomial karena biasanya kernel polynomial lebih 
sering digunakan pada masalah image processing 
[16]. 
4.5. Evaluasi 
Selanjutnya evaluasi menggunakan data 
keluhan Pos Indonesia dengan membandingkan nilai 
presisi, recall, confussion matrix, dan f1-score 
masing- masing kernel dengan 10% data testing dan 
90% training pada saat random state sama yaitu 10. 
Klasifkasi menggunakan SVM dimulai dengan 
menginputkan data set dengan format csv,  kemudian 
dilakukan perhitungan bobot setiap kata 
menggunakan TF-IDF, kemudian dilakukan evaluasi 
untuk menguji ketepatan klasifikasi data. Hasil 
precision, recall, dan f1-score masing masing kernel 
ditunjukkan pada gambar. Hasil precision, recall, dan 
f1-score masing masing kernel disajikan dalam grafik 
gambar 8. 
 
Gambar 8 Grafik Precision, Recall, dan F1-score 
 Dari pengujian yang telah dilakukan dapat 
diketahui bahwa data dapat diklasifikasikan dengan 
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baik, yaitu yang menggunakan kernel linear. Kernel 
linear menghasilkan akurasi, presisi, recall, dan f1-
score yang paling tinggi yangmana dapat 
mengklasifikasikan 198 tweet dari 222 data secara 
benar sesuai dengan kelas asli pada data training 
5. PENUTUP 
Berdasarkan hasil penelitian, yaitu setelah 
dilakukan proses klasifikasi pada data tweet Pos 
Indonesia  menggunakan metode Support Vector 
Machine (SVM) dengan kernel linear dan non-linear 
(polynomial dan RBF) dapat didapatkan hasil bahwa 
nilai rata-rata akurasi tertinggi pada kernel RBF dan 
linear menggunakan 10-fold cross validation yaitu 
81,44% dengan parameter gamma=10 dan c = 1, 
kemudian diikuti oleh kernel linear 81,26% dan 
terakhir polynomial. Sedangkan untuk precision, 
recall, dan f1-score nilai tertinggi yaitu menggunakan 
kernel linear yaitu 90%, 89%, dan 89% sedangkan 
yang paling rendah yaitu kernel polynomial. Sehingga 
dapat ditarik kesimpulan bahwa data keluhan pada 
tweet akun Pos Indonesia dapat diklasifikasikan 
dengan baik menggunakan kernel linear, hal ini 
mendukung penelitian [16] bahwa kernel linear 
merupakan kernel linear yang baik digunakan untuk 
klasifikasi text. 
Untuk penelitian selanjutnya dapat dilakukan 
dengan melakukan metode pengurangan fitur untuk 
membandingkan ketepatan klasifikasi dan waktu 
running serta membuat implementasi dalam bentuk 
program aplikasi yang secara otomatis 
mengklasifikasikan keluhan langsung dari twitter 
secara realtime dan memisahkan keluhan, bukan 
keluhan, serta beberapa kategori keluhan yang ada.  
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