Design of the intelligent making system (iMAS) poses a big technical challenge to recognize both printed and handwriting characters from the scanned images. In this paper, we propose an iMAS method based on the attention generative adversarial network (GAN), which innovatively applies the idea of removing raindrops through attention GAN to remove the printed text first, and then generates the image of handwriting text. The proposed method introduces a classical attention model in the visual field and generates the attention maps which focus only on the important areas through recurrent neural network (RNN), and adopts you only look once at object detection (YOLOv3) method to recognize the characters. Experimental results show that the structural similarity (SSIM) of the image generated by attention GAN is 0.89 and the accuracy of recognition is 91.34%. INDEX TERMS Attention model, generative adversarial network (GAN), recurrent neural network (RNN), object detection.
I. INTRODUCTION
With the increasing applications of artificial intelligence (AI) in various fields, intelligent making system (iMAS) is considered one of effective tools to reduce the workload of teachers and also it can ensure the accuracy of scoring of students' test papers. At present, the recognition of images in the field of computer vision usually uses optical character recognition (OCR), but the block identification accuracy of OCR is not high. If there are many independent text areas on the test paper, OCR cannot accurately detect the position and recognize words in the text. Hence it is impossible to judge the answer sheet correctly. There are many versions of the students' test papers and only one version of the correct answer. When scoring students' papers intelligently, we only need to pay attention to the comparison between students'
The associate editor coordinating the review of this manuscript and approving it for publication was Zhenyu Zhou . handwritten answers and correct printed answers. Before applying on you only look once (YOLO), in order to reduce the difficulty of character recognition, we need to remove the printed text from the images of students' papers, leaving only the handwriting text.
This paper considers deep learning-based you only look once at object detection (YOLOv3) method [1] to detect and identify the characters in images. Based on YOLO [2] , YOLOv3 adjusts the network structure and adopts the network structure of Darknet-53 with 53 convolution layers. It introduces the residual network to set shortcut connections, to utilize multi-scale features for object detection, and to replace softmax with logistic for object classification. Deep learning has achieved great achievement in various industries, for example intelligent wireless communications [3] - [5] , power amplifiers modeling [6] , safety monitoring [7] and intelligent making system [8] . Recent years, generative adversarial network (GAN), has made a great contribution in the field of deep learning. Goodfellw et al. [9] proposed GAN and then came the popular architecture, such as deep convolutional GAN [10] , stacked GAN [11] , cycle-consistent GAN [12] , Pix2pix [13] and conditional GAN [14] . GAN is an interesting way to teach computers how to deal with burdensome work. A good competitor can make you grow faster, and the philosophy behind GAN is learning from the competition. GAN contains two neural network models competing with each other. One of networks is called the generator, which can take noise as input and generate images samples. The other network, known as discriminator, receives generator data and real training data, and trains a classifier that can correctly distinguish true or false data. The generator learns to generate new samples that are closer to the real data, to fool the discriminator, and the discriminator needs to better distinguish between the generated data and the real data. Two networks are trained together, the discriminator will be unable to distinguish between the generated samples and the actual data after a large number of rounds of ''confrontation''. Metaphorically, the generator is like a manufacturer trying to make some highly counterfeits and the discriminator is like a policeman trying to detect these imitations.
When GAN is used to generate and distinguish fake images, we usually do not need to pay attention to all the information of the whole image, but always focus on a certain part of the image. So we introduce the attention model. In 2017, Google machine translation broke the world record. It is worth mentioning that this research did not use convolutional neural networks (CNN) or recurrent neural networks (RNN), relying entirely on the attention mechanism, and the experimental results surpassed all the current published machine translation models, including integrated models [9] . Attention mechanism has been applied to areas location in the picture to obtain the features of the area. Qian et al. [15] proposed the method of GAN which is combined with attention model to remove a large number of raindrops in the images. The attentive GAN generates an attention map corresponding a raindrop image that directs the generation network to focus on areas with raindrops. The attention map is the core of the network and generated by the residual network (ResNet) [16] with long short-term memory network (LSTM) [17] model and some other convolutional layers. The generator network generates the images removing raindrops, and the discriminator determines whether the image generated by the generated network is distorted or not.
In this paper, attention GAN is applied to remove the printed text in the image, which do not need to focus on the paper in the intelligent scoring system, and to leave only the handwritten answers. We use an unsupervised method to create the dataset of the images of test papers and the images removing the printed text. Attention GAN is trained to generate images of the leaving handwritten answers. These images are used to make the dataset for character recognition. The YOLOv3 network recognizes the handwriting characters and the coordinates of the areas in which the answers are filled are output. YOLOv3 is also used for the recognition of the answer template. According to the above coordinates output from the handwritten images, the corresponding position in the answer template is detected and then recognized. Compared with the recognition results of the handwriting characters, the wrong answers are marked with the red bounding box and the correct answers are generated on the right automatically. The result image of our method is provided in Fig. 1 .
The rest of the paper is organized as follows. Section II describes two datasets, one for removing printed text and one for character recognition. In Section III the details of our method are introduced. The last Section shows the experimental results.
II. OUR DATASETS
The development of deep learning is inseparable from the development of datasets. In order to better score the paper, we establish an unsupervised dataset for removing the printed text and leaving only the handwriting. In the text recognition part, we create a dataset for handwriting and printed text recognition.
A. ATTENTION GAN DATASET
Similar to current deep learning methods, our method requires a relatively large amount of data including groundtruths for training. Since there are no available unsupervised datasets removing the printed text, we create the dataset for the proposed system. Compared to the supervised method, we only need a set of image pairs, which do not need to be labeled. Each set of images contains exactly the same background scene, one is the original image containing both printed and handwriting text, and the other contains only handwritten removing printed text. Our proposed unsupervised method saves a lot of manpower compared to a supervised approach. In addition, real samples such as students' exercise books are obtained from the local primary schools. We manually remove the printed text on the exercise books and generate images corresponding to the real samples that only contained handwritten text. There are 600 pairs of such images. Some samples of our dataset are shown in Fig. 2 . 
B. YOLOv3 DATASET
For the images generated by attention GAN which only contain handwritten text, we need to recognize the handwriting characters.
We adopt the end-to-end YOLOv3 algorithm with fast recognition speed and high accuracy. The annotation tool is utilized to label the bounding box for each handwritten character in the images, and the name of label is the handwritten number contained in the bounding box. After labeling each image, the corresponding XML file will be generated and then they are converted into TXT file applicable to YOLOv3 model by running the script file. The XML file stores the pixel value annotation and the TXT file stores the scale label. There are five values per line in each TXT file and the number of rows is equal to the number of bounding boxes labeled. The first of these five values represents the category name of the bounding box, represented by a 1 . The second and third one represent the abscissa and ordinate of the standardized center point, which are denoted by a 2 and a 3 , respectively. The fourth and the last one are represented by a 4 and a 5 , which refer to the width and height of the target bounding box after standardization. Each numerical formula can be illustrated as 
Suppose the lower left corner coordinates of the bounding box are (x, y), and the upper right coordinates are (x 2 , y 2 ). The width and height are w and h respectively. In addition to the handwritten dataset, we need to make standard answer templates which is printed text and use the OCR text interface to recognize the characters for testing. We find several interesting phenomena. First of all, the recognition accuracy of different fonts varies greatly, e.g., the number of Song type is more difficult to recognize than that of boldface. In 0 to 9, the number '1' which is relatively simple to write is actually the most difficult to identify, followed by '3'. Bold fonts are easier to recognize than un-bold ones. Moreover, due to the unstable network speed, the recognition speed is not stable. So we give up using the OCR interface. We also make the 0-9 dataset of the printed character as described above, and use the YOLOv3 network to identify the printed text, which achieves higher precision and faster recognition speed. Finally, we train the printed and handwriting text together, and the experimental results also confirmed that it is better to separate the two for higher precision.
III. OUR PROPOSED METHOD
In this section, an attention GAN-based method is proposed for iMAS. The flow chart of our model is introduced in Fig. 3 . Firstly, the attention GAN network is used to distinguish the printed and handwritten text, so that only the handwritten answers of students are included in the images. The YOLOv3 network is used to recognize the handwriting and the printed text of standard answer, and the recognition results are compared. If they are not equal, they could be marked with red bounding boxes and the correct answer was marked.
A. ATTENTION GAN
The overall architecture of the attention GAN network is provided in Fig. 4 . The idea of adversarial learning is adopted. There are two main parts in this network: The generation network G and the discrimination network D. In the training process, the goal of generation network G is to generate a real image containing only the handwriting text to deceive the discriminant network D, that is, G (p) should be as close as possible to h so that it cannot be discriminated by D. The target of D is to try to distinguish the image generated by G from the real picture as much as possible. The result of the confrontation between D and G is that G is able to generate a real sample h obeying the P handed (h) distribution. The generative adversarial is described as
where p is a real image obeying P printed+handed (p) of the distribution which contains both handwriting and printed text, and h is the image obeying the P handed (h) distribution which contains only handwriting text.
1) GENERATIVE NETWORK
As is shown in Fig. 3 , the generative network consists of two sub-networks: One is an attentive-recurrent network and the other is a contextual auto-encoder. The most important thing in the generator is the attention map. The attention model in deep learning actually simulates the attention mechanism of the human brain. For example, when we look at a picture, we can see the whole picture, but the focus of the eye is only a small piece, which means that the human brain's attention to the whole picture is not balanced, and there is a certain weight distinction. In this paper, the attention recurrent network makes generative network pay attention to the areas that need attention. These areas are mainly the structures of printed area and its surrounding, so as to better generate the images with handwriting without printed text.
Visual attention is very important for generating images removing printed text because it requires the network to know where to remove and where to preserve. Here we use a recurrent network to generate our attention map, consisting of a deep residual network, LSTM model and several standard convolutional layers. The LSTM unit state is divided into two vectors: h t and c t . It can be simply thought that h t is a shortterm memory state and c t is a long-term memory state. Its core idea is that it can learn what to store, forget and read from a long-term state. The long-term state c t−1 propagates from left to right in the network, discarding some memories when passing through the Forget gate, and then adding the memories which choose some memory from the Input gate. The long-term state passes the output gate to get the shortterm memory h t through the tanh activation function, and it is also the unit output result y t at this moment, as shown in Fig. 5 . Each value can be calculated as
The current input vector x t and the short-term state of the previous moment h t−1 are passed as input to the four fully connected layers. The general task of g t is to parse the current input x t and the short-term state h t−1 of the previous moment. The LSTM cell stores part of g t in a long-time state. The other three fully connected layers are called gate controllers, which adopt logistic as activation function. The forget gate is controlled by f t to determine which long-term memories need to be erased. The input gate is controlled by i t , and its role is to process which parts of g t should be added to the long-term state. The output gate is controlled by o t , and the output h t and y t at this moment are controlled by the output gate, which read the memories from the long-term state.
2) DISCRIMINATIVE NETWORK
In order to distinguish real pictures from the images generated by the generative network, the discriminator introduces the attention mechanism in the discriminative network, just like generative network, so that it only focuses on important areas. The right part of Fig. 4 is the structure of the discriminant network in this paper, which consists of seven 3 × 3 convolution layers, a fully connected layer and a sigmoid function. Features are extracted from a certain layer of the discriminant network, and then input into the convolutional neural network to generate an attention mask. Multiplying them by the features of the discriminator, the discriminator can focus on the important areas according to the attention map and the full connection layer is used to discriminate whether the image is real or fake. The image generated by the attention GAN through generative learning is shown in Fig. 6(b) .
B. OBJECT RECOGNITION
In this paper, deep learning based YOLOv3 algorithm is used to recognize the images containing only handwritten text generated by Attention GAN.
Compared to YOLOv2, the greatest improvement of YOLOv3 includes two points: using the residual model and adopting the Feature Pyramid Networks (FPN) architecture. The feature extractor of YOLOv3 is a residual model. The whole network is mainly composed of a series of 1 × 1 and 3 × 3 convolutional layers, followed by a BN layer and a LeakyReLU layer. From the network structure containing 53 convolution layers, compared to the Darknet-19 network, it uses the residual unit, so it can be built more deeply. Another point is the use of the FPN architecture to achieve multi-scale detection. YOLOv3 uses a three-scale feature map:(13 × 13) , (26 × 26) , (52 × 52), assuming the input is (416 × 416). YOLOv3 network structure is provided in Fig. 7 .
In the training process, binary cross entropy loss is used to predict categories. YOLOv3 uses mean square and error as the loss function, which are composed of three parts: coordinate error, IOU error and classification error. The loss function for YOLOv3 is described as
Here,x,ŷ,ŵ,ĥ,Ĉ andp are the predicted values and the characters no hat are the training mark values.I obj i
indicates that the object falls into the j th box of the grid i.
If there is no target in a cell, the classification error is not back-propagated. The simple addition also considers the contribution rate of each loss. YOLOv3 sets the weight λ coord of coordErr to be 5. When calculating the iouErr, the contribution value to network loss is different for the grid containing object and the grid without object. If the same weight is adopted, the confidence value of the grid without object is approximately 0, which amplifies the influence of the confidence error of the grid containing the object in calculating the gradient of the network parameter. To solve this problem, YOLOv3 sets the value of λ noobj to 0.5 to correct for iouErr. For equal error values, the influence of large object errors should be less than that of small object errors on detection. This is because the same positional deviation accounts for a large proportion of large objects smaller than the equivalent deviation of small objects. YOLOv3 improved this problem by taking the square root of information items of the object size, namely w and h.
C. ANSWER MATCHING
In this paper, after recognizing the handwritten answers, we need to compare them with the standard answer. So we need to make the template for the standard answer, which is presented in printed form.
The recognition of handwriting text by YOLOv3 can output the coordinates of them, that is, the areas where the answers are filled. We only need to pay attention to the standard answers in the corresponding areas of the template, and compare them with handwritten answers. Red bounding boxes are used to prompt errors and correct answers are marked on the right. The output picture is shown in Fig. 6 (e) . For the recognition of the printed text of the answer area in Fig. 6(d) , a natural choice is to call the OCR interface. After testing, we found that the recognition speed of the OCR is affected by the speed of the network. When the network speed is slow, the recognition speed is slow. When using it a certain number of times, you will need to pay for it. Secondly, we found that the accuracy of recognition is greatly affected by the different fonts, different thickness and so on. Therefore, we use YOLOv3 to train the printed character datasets of different fonts or different thicknesses. The experimental results show that the recognition accuracy is high and the speed is fast.
IV. EXPERIMENTAL RESULTS
This paper proposes an Attention GAN-based method for intelligent making papers. In section II, we describe our datasets, one for removing printed text and one for recognizing characters in the paper. In section III, we introduce our method to apply the model of Attention Gan and YOLOv3 in scoring papers. This section shows the quality of images generated by Attention Gan and the recognition accuracy of YOLOv3.
A. ATTENTION GAN EVALUATION
We use attention GAN to generate an image removing the printed and leaving the handwriting text, as shown in Fig. 8 . The original image on the left and the generated image on the right. When measuring the similarity between the generated picture and the real picture, we refer to the idea of [18] to introduce the Structural Similarity (SSIM) of the two images as part of the loss function. Since the value range of SSIM is [0, 1], and the larger the value, the more similar the two images. Our method SSIM value is 0.89.
Another fully referenced quality evaluation index of image is the peak signal to noise ratio (PSNR), which is the most common and widely used objective evaluation index of images, directional of arrive estimation [19] - [23] and wireless communications [6] , [24] - [29] . It is based on the error between corresponding pixel points, that is, the quality evaluation of image based on error sensitivity. The formula of PSNR is described as
where difference between the current image X and generated image Y is measured by mean square error (MSE). H and W are the height and width of the image respectively. n is the number of bits per pixel, which is generally 8, that is, the number of gray level of pixel is 256. The larger the PSNR value, the smaller the distortion. In this experiment, PSNR of attention GAN is 22.3.
B. RECOGNITION ACCURACY
A natural choice for character recognition is to call the existing OCR interface. The recognition speed of OCR interface is influenced by network speed. When the network speed is slow, the recognition speed will slow down. On the other hand, the difference in font and thickness of characters will have a certain impact on the accuracy of recognition. For example, the recognition rate of boldface is higher than that of Song type, and the bold font is easier to be recognized than un-bold one. In order to improve the speed and recognition accuracy of the method, we collect a large number of datasets of handwritten and printed characters, and adopts YOLOv3 algorithm based on deep learning to recognize them. The experimental results indicate that YOLOv3 network can accurately recognize the printed and handwriting characters after training. The recognition accuracy of characters is shown in Table 1 .
V. CONCLUSION
In this paper, we have proposed an iMAS based on attention GAN to score papers. The idea of attention GAN removing raindrops applied innovatively to the removal of printed areas in the images, and the attention map generated by recurrent network, and then YOLOv3 algorithm is used to recognize the characters on the generated image and answer template. The recognition results of two images are compared to determine whether the answers of student are correct or not. Experimental results indicate that attention GAN based method is the best choice for removing the printed text and leaving handwriting text in the images. The SSIM of this method can be reach 0.89 and the recognition accuracy is 91.34%. This method can save teachers a lot of time and provide some inspiration for the work of intelligent scoring system. 
