In this paper it is assumed that the point (or block) Jacobi manix. B associated with the matrix A is weakly 2-cyclic consistently ordered with complex, in general, eigenvalue spectrum, a(B), lying in the interior of the infinite unit strip. It is then our objecl ive to apply and ex.tend the Young-Eidson algorithm in order to determine the real optimum relaxation factor in the following two cases: i) In the case of the Successive Overrelaxation (SOR) matrix associated with A when a(B) lies in a "bow-tie" region and ti) In the case of the Symmetric SOR (SSOR) matrix associated with A. It is noted that as a by-product of (ti) above both the relaxation factor for the SSOR matrix corresponding to a "bow-tie" spectrum a(8) and the optimum pairs of the relaxation factors for the Unsymmetric SOR (USSOR) matrix associated with A are also obtained.
Introduction and Preliminaries
In 1970 an algorithm for the determination of the real optimum relaxation factor for the Successive Overrelaxation (SOR) matrix associated with a weakly 2-cyclic consistently ordered Jacobi matrix B (see e.g. [12] , [15] , [4] or [9] ) whose eigenvalue spec-muD, <>(B), was complex, was developed and proposed by Young and Eidson [16] (see also [15] ). To the best of our knowledge, so far, the powerfulness and the simplicity of the Young-Eidson algorithm has been explored by few researchers (see e.g. [2] , [3] , [11, etc.) . So, problems. which could have been solved by the aforementioned algorithm in a much simpler, clearer and more efficient way, have been attacked with more complicated methods while others have simply remained unsolved. Here we mention i) the problem of the optimmn SOR parameter when <>(B) lies in a "bow-tie" region obtaIned by Chin and Manteuffel [5] (see also [7] ) and ii) the "unsolved" problem of the optimmn relaxation factor for the Symmetric SOR (SSOR) method.
It is the purpose of this paper to strictly follow the reasoning behind the Young-Eidson algorithm and "extend" it in order to give the solutions to both aforementioned problems (i) and eii). These problems are solved under the assumption made in the beginning that is the Jacobi matrix B is weakly 2-cyclic consistently ordered and that <>(B) ( 1.1) They are presented in Sections 3 and 4 respectively. As a by-product of our analysis the optimmn relaxation factor for the SSOR matrix for a "bow-tie" <>(B) and the optimum paIrs for the relaxation factors of the Unsymmetric SOR (USSOR) method are also obtained in Section 4. Meanwhile in Section 2 we give a synopsis of the background material on which the Young-Eidson algorithm is based, so that the interested reader can follow its extensions in the later sections with not much difficulty.
Presentation of Background Material

Assume that
is a 2-cyclic consistently ordered matrix with nonsingular corresponding diagonal (or block diagonal) part D and strictly lower and upper triangular parts L and U. Denote by B := D-'(L + U) (2.2) and £00 := (D -roL)-1 [(Iro)D + roUj , (2.3) where roe (0,2) is the relaxation factor, the Jacobi and the SOR matrices associated with A. Let H be the smallest convex polygon symmetric about the axes such that cr(B)cH and let Pj(rJ.j,r>j), j = l(l)s, be its vertices in the first quadrant, in increasing order of magnitude of their abscissas. Obviously our basic assumption a(B)cS implies HeS.
Let now E p denote an ellipse passing through the point p. in the first quadrant of S, symmetric about the axes and contained in S. Let also intE p and intE p denote the interior and the closure of the interior of E p . Then an analysis based on the Young's famous relationship [14] (2.4) (2.5) which connects the two sets of eigenvalues~Ecr(B) and :l.ecr(£oo), shows that (see [15, pp. 191-200] ): If a and b are the "real" and the "imaginary" semiaxes of an E p passing through the vertex: P of H and is such that a(B) (and H) cintE p then the parameter 0) and the spectral radius of£m, p(£Ql)' are given by the expressions in (0, I), where it is noted that (2.6) is equivalent to a cubic equation (see e.g. [3] ), due to Young [14] and
Out of the infinitely many ellipses E p which satisfy HdntE pJ ,j = 1(1)s, there exists a
a special case of Kredell's result [10] , are easily recovered.
For s = 2 let E p1P2 be the ellipse symmetric about the axes which passes through both vertices PI and P 2. Its semiaxes a 1,2 and b 1,2 are given by
The optimum ellipse E for H (and a(B) is obtained after an analysis based on the pre-A vious arguments takes place (see [15] ). IT E pi is the optimum ellipse corresponding to A A A Pj and aj. bj its semiaxes U = 1,2) then E can be detennined by the following simple algorithm given in pseudo-code:
Alg.1: Determine E p1P :2(al,2);
A Determine Ep,(a,);
.
end of Alg. 1;
The Young-Eidson algorithm is an ingenious systematic extension of Aig. 1 to s ;, 3 (see [16] and [15] ). It is taken into consideration that two distinct ellipses symmetric about the axes can not have more than one common point in the first quadrant. 
A
Thus by virtue of the analysis presented so far the optimum ellipse E is the one out of
Optimum Relaxation Factor for a Bow-Tie Region
In a recent paper Chin and Manteuffel [5J detennined, after a rather complicated analysis, the optimum SOR factor in case cr(B) lies in a bow-tie region ReS (see Figures 1, 2 and 3) . A solution to the same problem was provided by Eiennann et al [7] by applying asymptotically optimal hybrid Semi-Iterative methods. Here we present a much simpler solution based on the strict reasoning of the Young-Eidson algorithm.~P Figure 3 For the algorithm to be applied it is assumed that the convex polygon H. defined in the previous section, has innumerably many vertices V in the first quadrant, that is all the points of the arc PcoP 1. with abscissas a. strictly decreasing from a.... to al' The coordinates (a,!3) of each vertex V satisfy the equation
First it is noticed that the optimum ellipse E for the aforementioned infinite set of vertices V cll£...lh,0t be an ellipse paAsing through two vertices V 2 and V 1 since then the arc V 2V 1 ctintE. Consequently, E must be an optimum ellipsX passing thr~ugh Rue vertex only. Apparently this leaves us with three possibilities: E is either of E p _. E p1 • passing through the end point-vertices P 00 or PI, or the osculating lAllipse which is tangent to the arc P coP 1. at a point V of it and is, at the same time, the E\I' 
Therefore if a, ,; fl., the optimum ellipse for H is E•. Using (3.5) in (3.3) and also in one of (3.4) and then the resulting expressions in (2.5) the values of~, (J, and p(£&), in terms of c, are obtained. It is checked that either of (3.4) coincides with (3.34) in [5] and that (2.6) yields (3.35b) in [5] , where in the latter the sign in the constant term shouic}, be minus instead of plus. If, on the other hand, &< a, the optimum ellipse for H is E P1 and all the optimum parameters associated with it are obtained from (2.6), (2.7) and (2.5), with (a,B) = (a"B,) 
In the case of Figures 2 and 3, E p is excluded since it is the line segment
+ (p -c)(y -c) = C 1\2 1\ 1\2 2 a =pc , b =P c ICP -c) , 1\ = [-.'L ]"2 [-.'L -1 ]"2 PI p3c3 p3 C 3 [ 3 ] 112 [ 3 1\ =_ S~-c) + S~-c)
Optimum Relaxation
Factor for the SSOR Matrix.
Development of the Basic Theory
As is known [15] ,
is the SSOR matrix associated with A in (2.1), where Ole (0,2) is the relaxation factor. due to D'SyIva and Miles [6] and Lynn [11] (see also [13] ). However, as was proved where primes have been dropped to simplify the notation, which is nothing but (2.4), it is concluded that the problem of the detennination of the optimum co is exactly the same as the one solved in Section 2 with the only exception being that the new ro is now restricted to values in (0,1]. This, in turn, implies that for the convex polygon H, defined there, with one vertex P(a,~) in the first quadrant out of all the ellipses E p • such that HdntE p , only those with a'" b, equivaleut to OlE (0,1], have to be considered. Consequently, having in mind the analysis in Section 2 and especially how p varies with the semiaxis a varying in [a, 1] in order to deteIJPine the optimum SSOR factoA: we work as follows: "Determine}Pe optimum ellipse E p as in"Section 2. i) If a' " b then find f), from (2.5) il) If a> b then f), = 1 and the circle C p centered at the origin and passing through P gives the optimum "ellipse" for the SSOR problem. In case f), < 1 two values f)" and f)", the zeros of 0l(2 -Ol) = ()" are the optimum values for the original Ol in the SSOR matrix (4.1). In case f), = 1, f)" =(),2 =1."
The above "algorithm" can be directly appiled to the cases of i) alB) real with p(B) < I and ill-alB) pure imaginary to yield well known results. In case (i) it is
(see e.g. [8] ).
In Ahe way the Young-Eidson algorithm was developed to determine the optimum ellipse E, based on the analysis of the special cases when the convex polygon H had one or two vertices in the first quadrant, in a quite analogous wayan extension of the algorithm in question can be developed to cope with the SSOR case. In the sequel we give first the algorithm in case H has two vertices in the first quadrant and then the algorithm in the general case. The basic assumptions and the various notations are the ones used so far except that the pair (v, S) is used to denote the semiaxes of an ellipse passing through two points in the first quadrant. eDdif; end of Alg. 3;
Applications
The analysis and the optimum algorithms presented in the previous subsections will be applied i) to the SSOR matrix corresponding to the "bow-tie" spectrum B of Section 2 and ii) to the Unsymmetric (US) SOR matrix associated with a special type block 2-cyclic consistently ordered matrix A in (2.1).
A i) The observation made in Section 2, that is the optimum ellipse E for the SOR malrix can not be an ellipse passing through two vertices of the "convex polygon~' still holds for the SSOR Amatrix. In the case of Fipre I we notice that E has fL =P(B) =2c > 0 =b_. This simply implies that OJ =Al and the ,liroblem is sRlved. j{1 the case oj Figures 2 and 3 we have for E either E, (Ii < c <~A or E p (Ii_ < c <~_). In view of (2.7) it is implied that either fl < b or 
