Abstract-This paper presents a tutorial overview of neural networks as signal processing tools for image compression. They are well suited to the problem of image compression due to their massively parallel and distributed architecture. Their characteristics are analogous to some of the features of our own visual system, which allow us to process visual information with much ease. For example, multilayer perceptrons can be used as nonlinear predictors in differential pulse-code modulation (DPCM). Such predictors have been shown to increase the predictive gain relative to a linear predictor. Another active area of research is in the application of Hebbian learning to the extraction of principal components, which are the basis vectors for the optimal linear Karhunen-Loève transform (KLT). These learning algorithms are iterative, have some computational advantages over standard eigendecomposition techniques, and can be made to adapt to changes in the input signal. Yet another model, the self-organizing feature map (SOFM), has been used with a great deal of success in the design of codebooks for vector quantization (VQ). The resulting codebooks are less sensitive to initial conditions than the standard LBG algorithm, and the topological ordering of the entries can be exploited to further increase coding efficiency and reduce computational complexity.
I. INTRODUCTION
"A picture is worth a thousand words." This axiom expresses the essential difference between our ability to perceive linguistic information and visual information. For the same message, a visual representation tends to be perceived as being more efficient than the spoken or written word. This is hardly surprising when viewed from an evolutionary perspective. Language is but an instantaneous development in the course of evolutionary history and is manifested in only a single species. In contrast, vision, in one form or another, has existed for hundreds of millions of years and is shared by a countless number of organisms. But why should there be such a difference between the two representations in such an advanced being as ourselves?
The processing of language is inherently serial. Words and their meanings are recorded or perceived one at a time in a causal manner. Visual information, on the other hand, is processed by massively parallel interconnected networks of processing units. In the mammalian visual system, this parallelism is evident from the retina right through to the Manuscript received March 8, 1994 ; revised September 29, 1994 . This work was supported in part by the Natural Sciences and Engineering Research Council of Canada through a Postgraduate Scholarship.
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higher-order structures in the visual cortex and beyond. The efficiency of such parallel architectures over serial processing is reflected by the efficiency with which we process images over language. For artificial information processing systems, there are also the two approaches. The most common of these is the serial computer. Its serial nature has made it well suited for the implementation of mathematical formulas and algorithms which tend to be expressed in a linguistic form. Recently, there has been an increased interest in the investigation of parallel information processing systems [1] , [2] , [3] , [4] , [5] . These socalled "artificial neural networks," or simply "neural networks" are networks of simple computational units operating in a parallel and highly interconnected fashion.
The analogy between artificial and natural parallel processing systems is not without some validity. In many instances, the characteristics of natural networks have been the inspiration for artificial networks. As well, the performance of some natural systems have been successfully modelled by artificial systems. There are many tasks which the brain performs very well, but which have eluded efficient implementation in a serial architecture. It would seem logical that to emulate such tasks at which the brain is very efficient in an artificial system, the architectural characteristics of the artificial system should reflect the corresponding natural system. For image processing applications, this suggests that the most efficient computational model would be a parallel, highly interconnected neural network.
Recently there has been a tremendous growth of interest in the field of neural networks. Yet the wide range of applications and architectures which fall under this category make a specific definition of the term "neural network" difficult. A neural network can be defined as a "massively parallel distributed processor that has a natural propensity for storing experiential knowledge and making it available for use" [5] . Generally, neural networks refer to a computational paradigm in which a large number of simple computational units, interconnected to form a network, perform complex computational tasks. There is an analogy between such a computational model and the functioning of complex neurobiological systems. Higher-order neurobiological systems, of which the human brain is the ultimate example, perform extremely complex tasks using a highly connected network of neurons in which each neuron performs a relatively simple information processing task.
This model contrasts sharply with the classical serial computational model found in most general-purpose computers in use today. In the serial model, a highly complex processor performs computations in a rigidly serial manner. The way in which the two models are programmed is also fundamentally different. In the classical model, explicit program steps or states are provided to the processor which must account for all possible input states. In contrast, neural networks are trained using examples of data which the networks will encounter. During training, the network forms an internal representation of the state space so that novel data presented later will be satisfactorily processed by the network.
In many applications, the neural network model may have a number of advantages over the serial model. Because of its parallel architecture, neural networks may break down some of the computational bottlenecks which limit the performance of serial machines. Since neural networks are trained using example data, they can be made to adapt to changes in the input data by allowing the training to continue during the processing of new data. Another advantage of training is that since data are presented individually, no overhead is required to store the entire training set. This is particularly important when processing very large data sets, of which images are an example. The high degree of connectivity can allow neural networks to self-organize, which is an advantage when the structure of the data is not known beforehand. Finally, since there is an analogy between neural networks and neurobiological systems, existing biological networks could be used as models for designing artificial neural networks; it is hoped that some of the performance characteristics of the biological network will be inherited by the artificial network.
The sections of the paper are organized as follows. Section II briefly reviews three of the major approaches to image compression: predictive coding, transform coding, and vector quantization. Section III discusses image compression techniques which use neural networks as nonlinear predictors. Transform coding methods using neural networks are presented in Section IV. These methods include linear principal components analysis (PCA) using Hebbian learning, autoassociative coding, and adaptive coding. Section V discusses the application of the self-organizing feature map (SOFM) and its variations to vector quantization. Some of the issues relating to a comprehensive evaluation of the image compression techniques presented herein are discussed in Section VI. Finally, Section VII summarizes the important aspects of the methods presented and concludes the paper.
II. IMAGE COMPRESSION
The study of image compression methods has been an active area of research since the inception of digital image processing. Since images can be regarded as two-dimensional signals with the independent variables being the coordinates of a two-dimensional space, many digital compression techniques for one-dimensional signals can be extended to images with relative ease. As a result, a number of approaches to the problem are well established [6] , [7] , [8] , [9] , [10] , [11] , [12] , [13] , [14] . Most current approaches fall into one of three major categories: predictive coding, transform coding, or vector quantization. Alternatively, a combination of these techniques may be applied in a hybrid approach.
A. Predictive Coding
Typically, images exhibit a high degree of correlation among neighboring samples. A high degree of correlation implies a high degree of redundancy in the raw data. Therefore, if the redundancy is removed by decorrelating the data, a more efficient and hence compressed coding of the signal is possible. This can be accomplished through the use of predictive coding or differential pulse-code modulation (DPCM). Figure 1 shows a block diagram for such a system. The predictor uses past samples x(n − 1), x(n − 2), . . . , x(n − p), or in the case of images, neighboring pixels, to calculate an estimate,x(n), of the current sample. It is the difference between the true value and the estimate, namely e(n) = x(n) −x(n), which is used for storage or transmission. As the accuracy of the predictor increases, the variance of the difference decreases resulting in a higher predictive gain and therefore a higher compression ratio.
The problem, of course, is how to design the predictor. One approach is to use a statistical model of the data to derive a function which relates the value of the neighboring pixels to that of the current one in an optimal manner. An autoregressive model (AR) is one such model which has been successfully applied to images. For a pth order causal AR process, the nth value x(n) is related to the previous p values in the following manner:
where {w j } is a set of AR coefficients, and { n } is a set of zero-mean independent and identically distributed (i.i.d.) random variables. In this case, the predicted value is a linear sum of the neighboring samples (pixels) as shown bŷ
Equation 2 is the basis of linear predictive coding (LPC). To minimize the mean squared error E[(x − x) 2 ], the following relationship must be satisfied
where
is ijth element of the autocovariance matrix and,
is the jth element of the cross-covariance vector d. Knowing R and d, the unknown coefficient vector w can be computed, and the AR model (i.e. predictor) is thereby determined.
B. Transform Coding
Another approach to image compression is the use of transformations that operate on an image to produce a set of coefficients. A subset of these coefficients is chosen and quantized for transmission across a channel or for storage. The goal of this technique is to choose a transformation for which such a subset of coefficients is adequate to reconstruct an image with a minimum of discernible distortion.
A simple, yet powerful, class of transform coding techniques is linear block transform coding. An image is subdivided into non-overlapping blocks of n × n pixels which can be considered as N -dimensional vectors x with N = n × n. A linear transformation, which can be written as an M × Ndimensional matrix W with M ≤ N , is performed on each block with the M rows of W, w i being the basis vectors of the transformation. The resulting M -dimensional coefficient vector y is calculated as
If the basis vectors w i are orthonormal, that is
then the inverse transformation is given by the transpose of the forward transformation matrix resulting in the reconstructed vectorx = W T y
The optimal linear transformation with respect to minimizing the mean squared error (MSE) is the Karhunen-Loève transformation (KLT). The transformation matrix W consists of M rows of the eigenvectors corresponding to the M largest eigenvalues of the sample autocovariance matrix
The KLT also produces uncorrelated coefficients and therefore results in the most efficient coding of the data since the redundancy due to the high degree of correlation between neighboring pixels is removed. The KLT is related to principal components analysis (PCA), since the basis vectors are also the M principal components of the data. Because the KLT is an orthonormal transformation, its inverse is simply its transpose. A number of practical difficulties exist when trying to implement the above approach. The calculation of the estimate of the covariance of an image may be unwieldy and may require a large amount of memory. In addition, the solution of the eigenvectors and eigenvalues is computationally intensive. Finally, the calculation of the forward and inverse transforms is of order O(M N ) for each image block. Due to these difficulties, fixed-basis transforms such as the discrete cosine transform (DCT) [15] , which can be computed in order O(N log N ), are typically used when implementing block transform schemes. The Joint Photographics Expert Group (JPEG) have adopted the linear block transform coding approach for its standard using the DCT as the transformation [16] .
C. Vector Quantization
The process of quantization maps a signal x(n) into a series of K discrete messages. For the kth message, there exists a pair of thresholds t k and t k+1 , and an output value q k such that t k < q k ≤ t k+1 . For a given set of quantization values, the optimal thresholds are equidistant from the values. The concept of quantizing data can be extended from scalar or one-dimensional data to vector data of arbitrary dimension. Instead of output levels, vector quantization (VQ) employs a set of representation vectors (for the one-dimensional case) or matrices (for the two-dimensional case) [17] , [18] , [19] , [20] , [12] . The set is referred to as the "codebook" and the entries as "codewords". The thresholds are replaced by decision surfaces defined by a distance metric. Typically, Euclidean distance from the codeword is used. The advantage of vector quantization over scalar quantization is that the high degree of correlation between neighboring pixels can be exploited. Even for a memoryless system, the coding of vectors instead of scalars can theoretically improve performance.
In the coding phase, the image is subdivided into blocks, typically of a fixed size of n × n pixels. For each block, the nearest codebook entry under the distance metric is found and the ordinal number of the entry is transmitted. On reconstruction, the same codebook is used and a simple look-up operation is performed to produce the reconstructed image. The standard approach to calculate the codebook is by way of the Linde, Buzo and Gray (LBG) algorithm [17] . Initially, K codebook entries are set to random values. On each iteration, each block in the input space is classified, based on its nearest codeword. Each codeword is then replaced by the mean of its resulting class. The iterations continue until a minimum acceptable error is achieved. This algorithm minimizes the mean squared error over the training set.
While the LBG algorithm converges to a local minimum, it is not guaranteed to reach the global minimum. In addition, the algorithm is very sensitive to the initial codebook. Furthermore, the algorithm is slow since it requires an exhaustive search through the entire codebook on each iteration.
With this brief review of conventional image compression techniques at hand, we are ready to consider the role of neural networks as an image compression tool.
III. PREDICTIVE CODING USING NEURAL NETWORKS
As indicated above, optimal predictors based on a linear weighted sum of the neighboring pixels are relatively easy to design using the statistics of the image. However, if a nonlinear model is more appropriate, the use of a linear predictor will clearly result in a suboptimal solution. Unfortunately, the design of nonlinear predictors is generally not as mathematically tractable as that of linear predictors. Neural networks may provide some useful approaches to the optimal design of nonlinear predictors.
A. Multilayer Perceptrons
When designing a nonlinear predictor, the goal is to find the optimal parameter set W o for a given nonlinear function of the previous p inputs, as shown bŷ
such that the mean squared value of the prediction error, E (x − x) 2 is minimized. One such class of nonlinear functions are computed using multilayer perceptrons as shown in Fig. 2 . The basic computational unit, often referred to as a "neuron," consists of a set of "synaptic" weights, one for every input, plus a bias weight, a summer, and a nonlinear function referred to as the activation function as shown in Fig. 3 . Each unit computes the weighted sum of the inputs plus the bias weight and passes this sum through the activation function to calculate the output value as
where x i is the ith input value for the neuron and w ji is the corresponding synaptic weight. The activation function f (•) maps the potentially infinite range of the weighted sum to a limited, finite range. A common activation function is a sigmoid defined by the logistic function
as shown in Fig. 4 . In a multilayer configuration, the outputs of the units in one layer form the inputs to the next layer. The inputs to the first layer are considered as the network inputs, and outputs of the last layer are the network outputs.
The weights of the network are usually computed by training the network using the backpropagation algorithm. The backpropagation algorithm is a a supervised learning algorithm which performs a gradient descent on a squared error energy surface to arrive at a minimum. The key to the use of this method on a multilayer perceptron is the calculation of error values for the hidden units by propagating the error backwards through the network. The local gradient for the jth unit, δ j , in the output layer is calculated as (assuming a logistic function for the sigmoid nonlinearity)
where y j is the output of unit j and d j is the desired response for the unit. For a hidden layer, the local gradient for neuron j is calculated as
where the summation k is taken over all the neurons in the next layer to which the neuron j serves as input. Once the local gradients are calculated, each weight w ji is then modified according to the delta rule where η is a learning-rate parameter and t is time. Frequently, a modification of (13) is used that incorporates a momentum term that helps accelerate the learning process [1] , [5] 
where α is a momentum term lying in the range 0 < α < 1.
A multilayer perceptron can be used as a nonlinear predictor. The input consists of the previous p data values and the single output is the predicted value. Between the input and output layers are a number of hidden layers of varying size. Figure 5 shows such a configuration.
Because of the nonlinear nature of the network, the variance of the prediction error of a neural network can be less than that of a linear predictor, which results in an increased predictive gain for a DPCM system. Dianat et al. [21] used a network with a 3-unit input layer, one hidden layer of 30 units, and one output unit. The input consist of the 3 immediate causal neighbors. Their experiments showed a 4.1 dB improvement in signal-to-noise ratio (SNR) over the optimal linear predictive coding system using the same input configuration. In addition, they demonstrated an improvement in error entropy from 4.7 bits per pixel (bpp) to 3.9 bpp.
B. Higher-Order Predictors
Another approach is to take advantage of the gradient descent properties of the backpropagation algorithm for the calculation of the optimal predictor for a specific nonlinear model. Manikopoulos [22] , [23] has used a nonlinear predictor based on the discrete-time Volterra expansion of a generalized nonlinear predictor model. The justification for using a nonlinear approach is that linear AR image models do not adequately account for sharply defined structures such as edges in images. Therefore, higher-order terms are required for a generalized
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where { n } is a sequence of zero-mean i.i.d. random variables. A single layer neural network was used for the nonlinear predictor. The inputs consist of the previous p samples plus all the higher-order cross terms. Figure 6 shows the configuration of a 4th order (p = 4) system. Improvements in SNR over the optimal linear predictor of 4.17 dB and 3.74 dB were realized for two test images with a 4 neighbor 1-D predictor. For a 2-D predictor using 9 neighbors, a SNR of 29.5 dB at 0.51 bpp was achieved.
A network similar to that shown in Fig. 6 was proposed in 1989 by Pao [24] who introduced a functional-link network that allows a multilayer perceptron to be replaced by a singlelayer network employing higher-order terms. The learning rate of a single layer higher-order network was shown to be substantially faster than that of an equivalent multilayer perceptron.
C. Cascaded Recurrent Networks
The use of neural network predictors may also be extended to both nonlinear and nonstationary signal models through the use of pipelined recurrent neural networks (PRNN) [5] , [25] . The network consists of a number of modules, each of which is a recurrent neural network with N − 1 feedback inputs. Figure 7 shows the architecture of the system. Each module receives as input p delayed version of the input signal and the N − 1 feedback inputs. The output of each module serves as input to the next. In this manner, the network effects a nested nonlinear function of the inputs. The final network output is a linear weighted sum of the module outputs. The weights of each module W i are trained via a gradient descent algorithm and the weights for the linear sum are computed via the standard least-mean-squares (LMS) algorithm [26] . In experiments using speech signals, Haykin and Li [25] found that the PRNN based predictor can improve the prediction gain by 3 dB over a linear FIR filter. The use of PRNN for image compression is yet to be explored.
IV. TRANSFORM CODING USING NEURAL NETWORKS

A. Linear PCA
One solution to the problems associated with the calculation of the basis vectors through eigendecomposition of the covariance estimate is the use of iterative techniques based on neural network models. These approaches require less storage overhead and can be more computationally efficient. As well, they are able to adapt over long-term variations in the image statistics.
In 1949, Donald Hebb proposed a mechanism whereby the synaptic strengths between connecting neurons can be modified to effect learning in a neuro-biological network [27] . Hebb's postulate of learning states that the ability of one neuron to cause the firing of another neuron increases when that neuron consistently takes part in firing the other. In other words, when an input and output neuron tend to fire at the same time, the connection between the two is reinforced.
For artificial neural networks, the neural interactions can be modelled as a simplified linear computational unit as shown in Fig. 8 . The output of the neuron, y, is the sum of the inputs {x 1 , x 2 , . . . , x N } weighted by the synaptic weights {w 1 , w 2 , . . . , w n }, or in vector notation,
Taking the input and output values to represent "firing rates," the application of Hebb's postulate of learning to this model would mean that a weight w i would be increased when both values of x i and y are correlated. Extending this principle to include simultaneous negative values (analogous to inhibitory interactions in biological networks), the weights w would be modified according to the correlation between the input vector x and the output y.
A simple Hebbian rule updates the weights in proportion to the product of the input and output values as
where α is a learning-rate parameter. However, such a rule is unstable since the weights tend to grow without bound. Stability can be imposed by normalizing the weights at each step as
where • denotes the Euclidean norm. This rule has been shown to converge to the largest principal component of the input x [28] , [29] , [30] , [31] . Oja linearized (18) using a series expansion to form
Equation (19) has also been shown to converge to the largest principal component [5] .
B. Generalized Hebbian Algorithm
Oja's rule has formed the foundation for extending Hebbian learning to simultaneously find the first M principal components. Figure 9 shows the architecture of such a system. Each output y i corresponds to the output of the ith principal component neuron. In vector notation, it can be written as
with y ∈ R M , W ∈ R M ×N , and M ≤ N . Sanger's generalized hebbian algorithm (GHA) [32] , [33] , [34] extends Oja's model to compute the leading M principal components using the fact that the computation of any principal component is identical to that of the first with the data being modified by removing the previous principal components through Gram-Schmidt orthogonalization. In other words, the mth principal component is the first principal component of w m where
Delay Delay and W m−1 is an (m−1)×N matrix whose m−1 rows are the previous m − 1 principal components. The orthogonalization is incorporated into the learning rule to form
where LT[·] is the lower triangular operator, i.e. it sets all elements above the diagonal to zero. Under the conditions that lim t→∞ α(t) = 0 and t<∞ t=0 α(t) = ∞, W converges to a matrix whose rows are the M principal components [32] .
For performance evaluation, Sanger implemented the algorithm using 8×8 input blocks and an output dimensionality of 8. The network was trained on a 512 × 512 image using nonoverlapping blocks with the image being scanned twice. The learning parameter α was fixed in the range [0.1, 0.01]. The coefficients were non-uniformly quantized with the number of bits varying with the sample variance of each coefficient. At a compression of 0.36 bpp, a normalized MSE of 0.043 resulted. When the same matrix W was used to code a second independent image, a compression of 0.55 bpp resulted in a normalized MSE of 0.023. Sanger also applied this algorithm to a texture segmentation problem and has used it to model receptive fields.
C. Adaptive Principal Component Extraction
Sanger's method uses only feedforward connections for calculating the M principal components. An alternative approach proposed by Földiák [35] is to use "anti-Hebbian" feedback connections to decorrelate the components. The justification of this approach was based on earlier work by Barlow and Földiák [36] on the visual cortex. Building on this approach and the work of Oja [28] , Kung and Diamantaras [37] , [38] , [39] have developed a sequential solution, called adaptive principal component extraction (APEX), in which the output of the mth principal component y m can be calculated based on the previous m − 1 components through
and
where y is the vector of the first m − 1 components, W is the weight matrix for the first m − 1 components, w is the weight vector for the mth component and c corresponds to an anti-Hebbian removal of the first m − 1 components from the mth component. Figure 10 shows the architecture of the network. The learning rule is stated as
Kung and Diamantaras have shown that the weights w converge to the m-th principal component, given that the first m − 1 components have already been calculated. As the network converges, the anti-Hebbian weights c(t) converge to zeroes. The optimal learning parameters α and β are calculated as
where n is the number of input patterns. This choice of learning-parameters allows the network to adapt to slowly varying changes in the signal statistics. Further, the additional calculation of a further principal component requires only a linear order, O(n), of multiplications per iteration. For testing, the algorithm was applied to a set of M = 20 data points of dimension 5. An average squared distance between the principal components extracted from the covariance matrix and those computed using the algorithm was found to be 0.34 × 10 −3 for 194 iterations. Chen and Liu [40] have extended the concept of using feedback connections to extract M principal components simultaneously from the training data, as opposed to the sequential computation of the APEX algorithm. The forward calculation of their network is identical to (24) . In addition, the training rule for the orthogonal weights c is the same as (26) . The learning rule for the principal component vectors {w 1 , w 2 , . . . , w M } is modified to become
The matrices A i and B i perform the orthogonalization during training. Chen and Liu have shown that the weight vectors {w 1 , w 2 , . . . , w M } converge to the M principal components while the anti-Hebbian weights c i converge to the zero vector.
D. Robust Principal Components Estimation
Xu and Yuille [41] have addressed the problem of robustness in the estimation of the principal components. To account for outliers in the training set they first introduce a binary field which includes data from within the distribution and excludes outliers. As such a function is non-differentiable, they propose a weighting function based on a Gibbs distribution to account for the degree of deviation from the distribution a data sample may have. By establishing an energy function to be minimized, J(x, W), the gradient descent learning rule becomes
where D β,η (x, W) is a weighting function defined as
which effectively reduces the influence of data points from outside the distribution i.e. those having a large energy function value J(x, W). The parameter β is a deterministic annealing parameter which starts as a small value and then increases to infinity. The parameter η determines the region considered as being outside the distribution. As for the choice of the energy function J(x, W), a number of Hebbian rules can be expressed in terms of the gradient of some energy functions.
E. Discussion of PCA Algorithms
There are a number of advantages which these learning rules have in calculating the M principal components from a data set over standard eigendecomposition techniques. If M N , the iterative techniques can be more computationally efficient [42] . As well, because of their iterative nature, they can be allowed to adapt to slowly varying changes in the input stream. A third advantage is that no extra overhead is required to store the data or its higher-order statistics. Finally, if an extra basis were to be required, its computation would be more efficiently performed using the iterative learning rules.
These PCA algorithms using neural networks may be categorized into two classes: re-estimation algorithms which use only feedforward connections, and decorrelating algorithms which have both feedforward and feedback connections [43] . The GHA is an example of the former. The learning rule (22) may be restated as
wherex(t) is the re-estimator defined bŷ
The successive outputs of the network are forced to learn different principal components by subtracting estimates of the earlier components from the input before the data are involved in the learning process. In contrast, the APEX algorithm is a decorrelating algorithm. The anti-Hebbian connections decorrelate the successive outputs, resulting in the computation of different principal components. Recently, there has been some interest in extending the above approaches to a new class of nonlinear PCA networks in which a sigmoidal activation function is added to the model of a neuron. With such a model, it is possible to extract higherorder statistics from the data; however, the resulting basis vectors lose their orthogonality with respect to each other. While nonlinear PCA has been successfully applied to the separation of sinusoidal signals, we feel that due to the loss of orthogonality, their usefulness in image compression may be limited. Fig. 11 . Autoassociative backpropagation network.
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F. Autoassociative Transform Coding
Cottrell and Munro [44] and Cottrell, Munro, and Zipser [45] have used an extensional programming approach to image compression. They view the problem of image compression as an encoder problem in which a network is forced to perform an identity mapping through a "narrow" channel. For example, the input and output layers may consist of 8 × 8 units while the hidden layer in the middle has 16 units. In such a scheme, each layer is fully connected. Training consists of presenting a number of randomly selected subimages to the network. Each subimage is presented simultaneously to both the input and output layers and the weights between the layers are adjusted according to the backpropagation algorithm. The configuration of the network is shown in Fig. 11 .
In experiments with real images, Cottrell and Munro achieved compression ratios of 1:8 with acceptable subjective levels of distortion. Linear networks were also shown to produce comparable results to nonlinear networks. In another experiment, each hidden unit was connected to only a 4 × 4 region in the top and bottom layers. This reduction to only 11% of the original connectivity resulted in only a 30% increase in the mean squared error.
The analysis of the resulting network illustrates some very interesting properties. The effect of the network is to produce a set of basis images, one for each hidden unit. It can be shown that these images tend to span the first M principal components of the image, where M is the number of hidden units. When the network is linear, the basis images exactly span the principal components. However, unlike the variances of the principal components coefficients which vary from component to component, the variances of the value of each hidden unit tends to be the same. Furthermore, the error contribution of each appears to be uniformly distributed. In principal component analysis, the error contribution decreases with the size of the eigenvalue.
Cottrell and Metcalfe [46] and Golomb et al. [47] have used the above architecture to successfully compress and restore images of faces. In addition, the values of the hidden units have also been used as input to another network which successfully identified such facial properties as gender and emotional state.
Sicuranza et al. [48] also developed a similar network for image compression.
Anthony et al. [49] have used this approach on pulmonary scintigrams containing pulmonary emboli. They compared the total squared error for training and testing on different classes of images. They found that the neural network approach resulted in less squared error compared with conventional PCA when the images used for testing were from the same class of images as those used for training.
Kono et al. [50] developed a modification to this model. They allow a variation in the nonlinearity of limiting function for each neuron. The nonlinearity parameter can be adjusted during training using the backpropagation algorithm simultaneously with the connecting weights. On test images, the performance of this approach was superior to that of DCTbased compression and that of a neural network without the variable nonlinearity parameter. In the latter case, a 2 dB improvement in SNR was realized.
Another variation proposed by Namphod et al. [51] involves five layers and two sets of training. Initially, the outer two layers are trained with the inner three layers modeled as one layer. Then the inner three are trained while the weights of the outer layers are held constant. Recently, DeMers and Cottrell [52] have proposed a similar structure.
Russo and Real [53] have proposed a learning rule for a linear version of Cottrell's network based on squared error gradient descent. They show that the network converges to a subspace spanned by the M principal components of the training data.
G. Adaptive Transform Coding
As discussed above, the optimal linear block transform for coding images is well known to be the Karhunen-Loève transformation (KLT) which uses the principal components as the bases of the transform. However, the assumption of stationarity in the optimality condition is far from valid for images. The fallacy of this assumption is the reason why the KLT performs poorly at high compression ratios in the vicinity of edges since the image statistics around edges tend to be quite different from the global statistics. Methods such as the KLT, which are globally optimal, are in effect locally suboptimal. Therefore, if processes were made to adapt to local variations in an image, their performance would improve.
An adaptive network which combines Hebbian learning and competitive learning in a topologically ordered map has been proposed, which adapts to mixed data from a number of distributions in a self-organized fashion [54] , [55] . Figure  12 shows the modular architecture for the coding stage of the system. The system consists of a number of independent modules whose outputs are mediated by the subspace classifier. Each module consists of M basis images of dimension n × n which defines a single linear transformation. The inner product of each basis image with the input image block results in M coefficients per module, represented as an M -dimensional vector y i . Each module corresponds to one class of input data. The choice of class and therefore the coefficient vector to be transmitted along with its class index is determined by the subspace classifier. The selection is based on the class whose projected vector norm x i is maximum. The projected vector x i is calculated by taking the inverse transformation of the coefficient vector. The image is decoded using the same set of transformations. The class index is used to choose the class for the inverse transformation and the resulting reconstructed image blockx is calculated.
It was found that for the same coding rate, the use of the network decreases the MSE by 40-50% over the KLT. Alternatively, for fixed distortion, the compression ratio can almost be doubled [55] . In addition, the network can be used as a segmentor which has the property of illumination invariance, and produces class representations that are analogous to the arrangements of the directionally sensitive columns in the visual cortex [55] , [56] .
V. VECTOR QUANTIZATION USING NEURAL NETWORKS A. Self-Organizing Feature Map Algorithm
Kohonen's self-organizing feature map (SOFM) [57] has formed a basis for a great deal of research into applying network models to the problem of codebook design in vector quantization. Kohonen introduced the concept of classes ordered in a "topological map" of features. In many clustering algorithms such as K-means each input vector x is classified and only the "winning" class is modified during each iteration [58] . In the SOFM algorithm, the vector x is used to update not only the winning class, but also its neighboring classes according to the following rule:
For each vector x in the training set: 1) Classify x according to
2) Update the features w j according to
where w is the feature vector, α is a learning parameter in the range 0 < α < 1, and N (C i , t) is the set of classes which are in the neighborhood of the winning class C i at time t. The class features w i converge to the class means. The neighborhood of a class is defined according to some distance measure on a topological ordering of the classes. For example, if the classes were ordered on a two-dimensional square grid, the neighborhood of a class could be defined as the set of classes whose Euclidean distances from the class are less than some specified threshold. Initially, the neighborhood may be quite large during training, e.g. half the number of classes or more. As the training progresses, the size of the neighborhood shrinks until, eventually, it only includes the one class. During training, the learning parameter α also shrinks down to a small value (e.g. 0.01) for the fine tuning (convergence) phase of the algorithm.
B. Properties of the SOFM Algorithm
The SOFM algorithm has a number of important properties which make it suitable for use as a codebook generator for vector quantization [5] :.
1) The set of feature vectors are a good approximation to the original input space. 2) The feature vectors are topologically ordered in the feature map such that the correlation between the feature vectors increases as the distance between them decreases.
3) The density of the feature map corresponds to the density of the input distribution so that regions with a higher probability density have better resolution than areas with a lower density.
C. Comparison of the SOFM and LBG Algorithms
The LBG algorithm for codebook design and the SOFM algorithm are closely related [59] . In fact, the LBG algorithm is the batch equivalent of the SOFM algorithm for a neighborhood size of one, N (C i ) = {C i }. The LBG algorithm minimizes the mean squared error (MSE) distortion within a class
by setting the vector w i to the mean of the class. The means are calculated in batch mode, i.e. after n training samples. To update the vector w i after every training sample, a gradient descent approach based on minimizing (37) can be employed. The updating rule becomes
which is equivalent to (36) for N (C i ) = {C i }. Therefore, both compute the class means, resulting in a minimum MSE codebook.
A number of researchers [60] , [61] , [62] , [63] have successfully used the SOFM algorithm to generate VQ codebooks and have demonstrated a number of advantages of using the SOFM algorithm over the classical LBG algorithm. The advantages include less sensitivity to initialization of the codebook, better rate distortion performance, and faster convergence. It has also been shown [64] , [65] that the codewords, or weights, converge to the mean of the classes. The resulting codewords are optimal in the sense that the average distortion is minimized.
D. Address Predictive Vector Quantization
Another advantage of using the SOFM algorithm for codebook design has been demonstrated for a variation on VQ called Address Predictive Vector Quantization (APVQ) [66] . This technique uses an ordered codebook in which adjacent entries are in some sense correlated. The correlation between adjacent codewords and the correlation between neighboring blocks in an image can be exploited to construct a DPCM encoder in which the input signal is the codeword address. This technique can improve the coding gain and allow for lossy address encoding. When the SOFM algorithm was used to compute a codebook in conjunction with APVQ, 37% fewer bits were required to code an image compared to standard VQ [66] .
Classifier y k ,k Fig. 12 . Modular system architecture of OIAL. Input are blocks of n × n pixels. The K transformations W i consist of M basis images of size n × n and output an M -dimensional vector y i . The coefficient vector to be sent is chosen by the subspace classifier based on the maximum norm of the projected vector x i .
E. Finite State Vector Quantization
The SOFM has also been successfully used in a finite state vector quantization (FSVQ) scheme [67] . In FSVQ, the codeword index i n is chosen from a state codebook of the current state S n . The current state is a function of the previous state S n−1 and the previous index i n−1 . If the state transition function is a good predictor of the next input, then each state codebook can be much smaller than that required for a memoryless quantizer. Instead of a separate codebook for each state, Liu and Yun [67] use subsets of a single super-codebook as the state codebooks. The supercodebook is computed using the SOFM algorithm and the state codebooks are neighborhoods within the topological map. The current state codebook is simply the neighborhood around the codewords of the previous input blocks adjacent to the current input block in the image. They found that for a given bit rate, using the FSVQ with the SOFM resulted in an increase in SNR of up to 4.2 dB over a memoryless VQ; alternatively, for the same distortion, the bit rate was reduced by more than a half.
F. Learning Vector Quantization
The SOFM algorithm computes a set of vectors {w 1 , w 2 , . . . , w K } which are used as the codewords for vector quantization. Learning Vector Quantization is a supervised learning algorithm which can be used to modify the codebook if a set of labelled training data is available [57] . For an input vector x, let the nearest codeword index be i and let j be the class label for the input vector. The codeword w i is modified as follows:
• If the label agrees with the codeword assignment, i.e. i = j, then
• If the label does not agree with the codeword assignment, i.e. i = j, then
where α is a learning-rate parameter in the range 0 < α < 1. Typically, the learning-rate parameter is initialized to, say, 0.1 and then decreases monotonically with each iteration. After a suitable number of iterations, the codebook typically converges and the training is terminated.
G. Hierarchical Vector Quantization
One drawback of conventional VQ coding is the computational load needed during the encoding stage as an exhaustive search is required through the entire codebook for each input vector. An alternative approach is to cascade a number of encoders in a hierarchical manner that trades off accuracy for speed of encoding [65] , [68] . Figure 13 illustrates this approach. For a bit rate of 2 bits per sample, or equivalently 8 bits per input vector, each stage requires only 2 4 = 16 codewords for a total search space of 32 codewords. For a conventional encoder with the same bit rate, 2 8 = 256 codewords are required. In addition, when translational invariance is assumed, only one codebook per stage needs to be computed. In computer experiments with one-dimensional signals, Luttrell [68] found that such a hierarchical encoder incurred only a 0.05 dB increase in distortion compared to an equivalent single stage encoder.
Another approach to reduce the search time is to exploit the organization of the codewords in the topologically ordered Fig. 13 . Two-stage hierarchical vector quantizer using two-input vector quantizers.
codebook. During the initial period of training in the SOFM algorithm, each input vector modifies a large number of codewords due to the initial large neighborhood function. As training progresses, the number decreases. Some researchers have proposed a training algorithm in which the neighborhood may remain constant but the size of the network grows [69] , [70] . In this approach, the size of the network doubles after a number of iterations which grows the network in a hierarchical fashion. The new codewords are inserted between the existing ones and initialized to the mean of their neighbors. This has the effect of drastically reducing the computational requirements during training while still producing a topologically ordered codebook. Luttrell [69] has successfully used this technique to generate VQ codebooks for SAR images.
The resulting codebook can be viewed as a hierarchy of networks [71] , [70] with each level half the size of the previous level as illustrated in Fig. 14 . The bottom layer contains all the codewords in the network, while each successive layer contains a subset of the codewords of the previous layer. For an input vector, the search begins with the top layer and the winning codeword is found. The neighbors of the winning codeword in the next layer are searched and this process is repeated until the winning codeword in the bottom layer, i.e. the entire codebook, is found. The complexity of the search is logarithmic and is therefore much more efficient than a full search. On experiments with images, Truong [70] found that while this technique dramatically reduced the training and encoding time relative to a full search, the increase in distortion was minor, at most a 0.5 dB decrease in SNR.
Lee and Peterson [64] have developed an approach which dynamically changes the structure and neighborhood relationships between the weights by allowing creation of new weights, merging and deletion of existing weights, and merging of axes in the topological map.
H. Frequency Sensitive Competitive Learning
One of the problems with the LBG algorithm is that the frequency of use of the entries in the codebook can be quite uneven with some codewords being underutilized. In frequency sensitive competitive learning (FSCL), [72] , [73] , [74] , the distance to the codewords during training is weighted by an increasing function of the number of wins for each entry during training. In this manner, entries which have had many wins, i.e. which are over-utilized, are less likely to be chosen for modification during training. For a Euclidean distance measure, the modified distance measure can be stated as
where u i is the count of how many times entry i has won and F(•) is an increasing function of the win count referred to as the "fairness function". Ahalt et al. and Krishnamurthy et al. [72] , [74] have applied the FSCL algorithm to the design of VQ codebooks for images. Two fairness functions were employed, one equal to the win count
and the other which decreases to 1 as the training proceeds
where t is the training iteration and T is chosen such that F(u) = u e −1 half way through the training. They found that the fairness function has a significant effect on the performance of the resulting codebook. The use of (42) resulted in an increase in MSE relative to the LBG codebook, while (43) resulted in MSE approximately the same as for the LBG codebook.
VI. EVALUATION ISSUES
While the scope of this paper has been to review the current research into applying neural network techniques to the task of image compression and summarize the various approaches, we have included, where possible, the claims as to the performance of the various techniques by their respective authors. However, there is still a need for an objective, unified evaluation of these new approaches. A common set of training images and common testing images from outside the training set would allow the performance of the different algorithms to be compared with each other. In addition, the performance of the state-of-the-art in the "classical" approaches such as linear predictive coding, JPEG using the DCT, and vector quantization on the same test images would provide a set of benchmarks for comparison.
Such an evaluation must address the four issues of training, distortion, bit rate, and complexity.
A. Training
Because these techniques require training to calculate the parameters of the encoder, care must be taken in selecting the common set of training images. They must be representative of the class of images for which the network is to be used. For example, if natural images are to be processed, the training set should include a variety of naturally occurring scenes. On the other hand, if artificial images such as synthetic aperture radar (SAR) or magnetic resonance imaging (MRI) are used, then the training set must be representative of that class of images.
The images used for evaluation should also be representative of the class of images used in training but they should not be from the training set. The use of images from outside of the training set allows the generalization properties of the networks to be evaluated. For many classical techniques, an image model is assumed. For example, linear predictive coding assumes a pth order AR process. For images for which the assumed model is valid and whose statistics are similar, the encoder performs well. When these assumptions are not valid, the performance is degraded. Similarly for neural networks, if a test image has similar attributes to those of the training set, the encoder should perform well and the network is said to generalize well. The degree to which the attributes of an image may deviate from those in the training set before there is a significant degradation in performance provides a measure of the generalization ability of the network.
B. Distortion
With lossy compression, the reconstructed image differs from the original. This difference may result in some visible distortion which may be measured in a number of ways. a) Mean Squared Error (MSE):: A common measure of distortion is the mean squared error (MSE). Its wide-spread use is due mainly to its ease of calculation. Generally, an image with a high MSE has more visible distortion than that with a low MSE. In addition, the minimization of the MSE as an optimality criterion has formed the basis for the development of a large number of successful image compression algorithms.
b) Mean Opinion Score:: However, as many researchers have rightly pointed out, despite its popularity as a distortion measure, MSE can be a poor indicator of the subjective quality of reconstruction [14] , [11] . As a result, perceptually based criteria may be more appropriate. One example is the mean opinion score [11] . A number of subjects view an image and rate its quality on a five point scale of "bad," "poor," "fair," "good," or "excellent." The mean opinion score is simply the average rating assigned by all the subjects.
c) Weighted Mean Squared Error (WMSE)::
An alternative to the MSE is the weighted mean squared error (WMSE). In this method, the error is weighted by a subjective function which measures the local visibility of distortion. The weighting function can be derived through subjective experiments or models of the human visual system (HVS). The visibility of error can depend on the modulation transfer function (MTF), (the spatial frequency response) of the HVS, the local contrast, and the local texture content [14] .
d) End-use Measures:: If the end-use of a class of images is well defined, then the performance under the enduse can be measured. For example, if feature detection is performed on a remote sensing image, then receiver operating characteristics (ROC) curves can be employed [75] . ROC curves plot the relationship between the probability of detection (P d ) and the probability of false alarm (P f a ). As the distortion of the compression system increases, P d will decrease for a given P f a . For medical imaging, the effect of the distortion on the accuracy of diagnosis can be similarly measured [76] .
C. Bit Rate
Bit rate can be measured as the average number of bits per pixel for the encoded image. Both the bit rate and the distortion measure must be quoted together for any meaningful comparison of performance.
e) Entropy and Perceptual Entropy:: Shannon [77] introduced the concept of entropy as a measure of the average information content of a source. For lossless coding, the lower bound for the minimum number of bits required is given by the entropy of the image. Recently, Jayant introduced the concept of perceptual entropy defined as the "fundamental limit to which we can compress the signal with zero (perceived) distortion" [14] . If some distortion is permissible, then the bit rate can be less than the entropy bound. In this case, the rate-distortion relationship must be derived. While this relationship can be analytically derived for the mean squared error distortion measure, for the reasons stated above, the resulting relationship may not give an accurate indication of the performance of an image compression algorithm. For perceptually based distortion measures, the relationship between bit rate and distortion is not so mathematically well defined, and therefore would have to be found experimentally. f) Overhead:: Since a number of neural network approaches to compression are adaptive in nature, the bit rate measure must include any overhead associated with the adaptation mechanism. For example, if a new set of network weights were required at the decoder during processing, the number of bits in the message notifying the decoder of the change as well as the bits required for the transmission of the new weights, if required, must be accounted for in the average bit rate. In the adaptive transform coding scheme of Section IV.IV-G, the number of bits for the coding of the class index associated with each image block is accounted for in the final bit rate measure.
D. Complexity
The complexity of a compression system is the computational effort required for encoding and decoding images. A typical measure of complexity is the number of floating-point operations (flops) per pixel required to encode and decode an image. Associated with complexity is speed. Speed is a function of both complexity and implementation and may be substantially improved through the use of an efficient implementation of an image compression algorithm with a given computational complexity. For example, if a neural network were to be implemented in a parallel architecture, significant improvements in speed over a serial implementation would be realized due to the inherently parallel design of the neural network.
g) Encoding and Decoding:: In point-to-point transmission, an image is encoded once, transmitted, and then decoded once. In such an environment, the complexities of both the encoder and the decoder are equally important. However, this environment does not apply to many current uses of digital imaging. In a broadcast environment or a database retrieval environment, an image is encoded once and decoded many times. For these environments, it is the complexity of the decoder that is of greater importance.
h) Training:: For neural network approaches, the complexity of the training algorithm must also be examined. The convergence properties are important as they affect the training complexity. They include the conditions for convergence, convergence rate, and the number of iterations required for typical training data. As well, the sensitivity of the network to initial conditions must be examined.
VII. SUMMARY AND DISCUSSION
Investigations into the application of neural networks to the problem of image compression have produced some promising results. By their very nature, neural networks are well suited to the task of processing image data. The characteristics of artificial neural networks which include a massively parallel structure, a high degree of interconnection, the propensity for storing experiential knowledge, and the ability to self-organize, parallel many of the characteristics of our own visual system. In contrast, standard approaches to the processing of image data have been based on a serial paradigm of information processing which is more suited to sequential information such as language. As a result, neural network approaches to image compression have been shown to perform as well as or better than standard approaches.
The nonlinear nature of neural networks can be exploited to design nonlinear predictors for predictive coding. Multilayer perceptrons trained via the backpropagation algorithm have been shown to increase predictive gain relative to linear predictors. Other networks based on higher-order statistical models and recurrent models have similarly shown improvements over linear predictors.
Hebbian learning has formed the basis for a number of iterative methods of extracting the principal components of image data for use as the basis images in block transform coding. Both the GHA and the APEX algorithms have been shown to converge to the M principal components. These algorithms and their variants have a number of advantages over standard eigendecomposition of the sample autocovariance matrix. When only the first few principal components are required, significant computational savings can be realized. Their iterative nature can allow the basis images to adapt on a block-per-block scale or over long-term variations. As well, memory requirements are reduced as there is no need to store the entire data set or its higher-order statistics. Autoassociative networks have also been successfully used to compress image data using a nonlinear transformation.
The SOFM algorithm has been applied in a number of ways in the area of VQ. Its ability to form ordered topological feature maps in a self-organizing fashion has given it a number of advantages over the standard LBG algorithm for the generation of VQ codebooks. It has been found to be less sensitive to initial conditions, have fast convergence properties and have the ability to produce a lower mean distortion codebook. As well, hierarchical VQ and predictive VQ approaches have made use of the ordered nature of the codebook to reduce both search complexity and distortion.
With the wide variety of approaches to applying neural network methods to the problem of image compression, there is a compelling need for a comprehensive evaluation of the new techniques. Such an evaluation would require a common set of training images and a common set of test images from outside the training set. The performance of the neural network approaches should be compared to that of similar "classical" techniques. The comparisons could be based on measures of distortion including MSE and perceptual distortion measures, bit rate, and the complexity of encoding, decoding and training.
Despite some unanswered questions, many neural network approaches to image compression show much promise. However, the full potential of these approaches will not be realized until they are implemented in their true parallel form. Most of the implementations used in the above research have been based on simulations on serial computers. With the development of VLSI implementations for many neural network architectures, the speed for both training and coding will dramatically increase. Furthermore, the cost savings for VLSI implementation will be appreciable. When such hardware is readily available, then the day in which artificial systems can represent and communicate image data in less than "a thousand words" with the same ease as ourselves will be that much closer to reality.
