Rigorous assessment of uncertainty is crucial to the utility of DNS results. Uncertainties in the computed statistics arise from two sources: finite statistical sampling and the discretization of the Navier-Stokes equations. Due to the presence of nontrivial sampling error, standard techniques for estimating discretization error (such as Richardson extrapolation) fail or are unreliable. This work provides a systematic and unified approach for estimating these errors. First, a sampling error estimator that accounts for correlation in the input data is developed. Then, this sampling error estimate is used as part of a Bayesian extension of Richardson extrapolation in order to characterize the discretization error. These methods are tested using the Lorenz equations and are shown to perform well. These techniques are then used to investigate the sampling and discretization errors in the DNS of a wall-bounded turbulent flow at
ulations. These nominal meshes were then coarsened to generate a sequence of grid resolutions appropriate for the Bayesian Richardson extrapolation method. In addition, the small box case is computationally inexpensive enough to allow simulation on a finer mesh, enabling the results of the extrapolation to be validated in a weak sense. For both cases, it is found that while the sampling uncertainty is large enough to make the order of accuracy difficult to determine, the estimated discretization errors are quite small. This indicates that the commonly used heuristics provide adequate resolution for this class of problems. However, it is also found that, for some quantities, the discretization error is not small relative to sampling error, indicating that the conventional wisdom that sampling error dominates discretization error for this class of simulations needs to be reevaluated. as well as to calibrate and validate engineering turbulence models 13, 21, 39, 42, 51 . DNS data are thus commonly used like experimental data. Therefore, as with experimental data, to have confidence in the interpretation of a DNS or in the meaning of any comparison with DNS data, one must understand the uncertainty in that data. However, it is not common in the DNS literature to report these uncertainties because uncertainties in the data are generally not systematically evaluated. Instead, it is common for expert practitioners to determine grid spacing requirements, required simulation time, etc. based on a combination of knowledge gained from previous experience and observations of simulation outputs. The goal of this work is to improve upon this practice by providing a systematic method for estimating uncertainty in the statistics computed from DNS data.
Uncertainty estimation for DNS is an example of solution verification for the DNS statistical quantities. The goal of solution verification is to ensure that numerical solutions of a mathematical model are sufficiently accurate approximations to the exact solution of the model 1, 40 . Solution verification techniques for computational fluid dynamics (CFD) have been the topic of a large body of research 38, 45, 47 . The simplest techniques in this domain are based on Richardson extrapolation for estimating discretization error given a sequence of simulations on successively finer meshes. However, these developments have had little impact on the practice of DNS due to the fact that the outputs are generally statistical quantities that are contaminated not only by discretization error but also by sampling error.
Since the goal of DNS is to resolve all relevant physical scales, it is generally expected that errors due to finite sampling are significant relative to discretization errors. Thus, simple methods for estimating discretization error that are common for other CFD calculations, like Richardson extrapolation, are not directly applicable to DNS results, because the estimated discretization error is greatly affected by sampling error. The result is that, while systematic mesh resolution studies have been performed 19 , it is not common to actually estimate discretization error.
To address this issue, it is of primary importance to estimate sampling errors. Of course, if the data used to compute the statistics were samples from independent, identically distributed random variables, the central limit theorem allows easy estimation of the sampling error. However, the samples used to generate DNS statistics are drawn from a time history and/or spatial field and are generally not independent. To reduce the correlation, the samples used to compute statistics are sometimes taken "far" apart in time and then treated as independent 19 . While this procedure has intuitive appeal, it can lead to underestimated uncertainty if the snapshots are not sufficiently separated. Alternatively, if the snapshots are taken too far apart, it leads to fewer samples and overestimates of sampling error.
Instead of restricting the samples in this way, it is preferable to use all the available data and account for correlations. One approach to accounting for the correlations in DNS statistics, which was proposed by Hoyas and Jiménez
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, uses a sequence of "coarse grainings" of the data. However, our experience has been that it is difficult to automate this procedure because the presence of noise often requires both user intervention and interpretation.
A more promising approach based on direct estimation of the correlations in the data has been used to estimate sampling errors in many fields, including the weather and climate communities 50, 53 . In this approach, the autocorrelation of the data, which is not known a priori, must be estimated from the data, which presents its own challenges. Here, we follow the work of Broersen 9, 10 and fit autoregressive models from which the autocorrelation function is then computed.
Given an estimate of the sampling error, discretization errors are estimated using data from simulations with different resolution levels. As noted earlier, because sampling uncertainty is generally expected to be of the same magnitude as the discretization error, at least for grid spacing and time steps used for production DNS, standard Richardson extrapolation generally fails to correctly estimate the discretization error. Here, a Bayesian extension of the standard Richardson extrapolation that accounts for both statistical uncertainty and prior information (e.g., the expected asymptotic order of accuracy) is formulated. This Bayesian statistical formulation effectively regularizes the Richardson extrapolation problem to decrease the sensitivity of the estimated discretization error to finite sampling effects.
The performance of these estimators is tested using the Lorenz equations. They are then applied to the problem of assessing uncertainties in statistics from the DNS of incompressible, turbulent channel flow at Re τ ≈ 180. The resulting discretization error estimates are assessed using a small domain case where it is feasible to run a simulation with twice the 4 resolution of the nominal simulation, which is designed according to typical DNS heuristics.
For many quantities, including the mean velocity, Reynolds shear stress, and skin friction coefficient, the discretization error model is validated, meaning that its predictions agree with the observations at higher resolution. For these quantities, the model is then used to predict the discretization error present in a large domain simulation with resolution again set by the usual heuristics. The results demonstrate that, for these quantities, the discretization errors are small, generally much less than one percent. Thus, the usual mesh heuristics appear to be adequate. It should be pointed out however that the estimated discretization error is often similar to or larger than the estimated sampling error. This result violates the conventional wisdom that sampling error dominates, indicating that it is important to systematically estimate discretization error effects as well.
Unfortunately, for other quantities, including the streamwise velocity variance and the vorticity variances, our simple discretization error model is invalidated by the high resolution small domain simulation results. While the observed changes between the nominal and high resolution simulation are small, and so there is no indication that the nominal resolution is inadequate, this invalidation precludes the use of the model to predict the discretization error with any confidence. Thus, no discretization error estimates are presented for these quantities.
The remainder of the paper is organized as follows. The full error estimation methodology is presented in §II, including the sampling error estimation ( §II A), the Bayesian Richardson extrapolation procedure ( §II B), and the illustrative Lorenz example ( §II C). Results for DNS of Re τ = 180 channel flow are given in §III, and §IV provides conclusions.
II. METHODOLOGY
This work addresses two major sources of uncertainty in statistics computed from DNS: finite sampling error and discretization error. The sampling error estimator is described briefly in §II A. This estimate is then used in a Bayesian extension of Richardson extrapolation to determine probabilistic estimates of the discretization error and the exact value of the statistic of interest, as described in §II B. To assess the characteristics of these procedures in a simple setting where different regimes can easily be explored, both estimators are used to evaluate simulations of the Lorenz equations in §II C.
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A. Sampling Error
This section outlines a method for estimating the variance of a sample average computed from correlated data. To fix notation, let X denote a scalar flow quantity (e.g., a velocity component). Assume that the DNS produces a sample from a statistically stationary sequence of random variables {X i } for i = 0, 1, . . .. Of course, the simulation can only run for finite time, so only the first N components of this sequence are known. The average of the N available samples,
is then an approximation of the true mean
is the expected value. Then, the sampling error e N is simply the difference between the sample average and the true mean:
Extensions of the central limit theorem (CLT) valid for sequences in which independence
is approached for large separations, as is expected for turbulence time series, imply that for large N, e N converges to a normal distribution with zero mean (see Appendix A). The variance of e N is thus all that is required to completely characterize the sampling error. The estimator for the variance used here is motivated by this same generalization of the CLT, as described in Appendix A.
Following Trenberth
50
, the sampling error is estimated as
and T 0 is the decorrelation separation distance. Specifically,
whereρ is an estimate of the unknown true autocorrelation function ρ. The possibly unexpected 1 − k/N factor is a common artifact 49, 53 of choosing a biased estimator, which is used 6 here because it possesses more desirable properties than the "unbiased" version in this context 41, 50 . The expression (1) for Var e n is the same as the estimate that would be obtained if N eff = N/T 0 independent samples were used, making N eff a measure of the effective size of a sample.
The fundamental challenge in estimating the variance of the sample average is the approximation of the autocorrelation ρ. While ρ can be approximated directly from the definition, such a naive approximation tends to be noisy, which can lead to bad estimates of T 0
41
. to the observed sequence X i . An AR process of order p takes the following form:
where ǫ n ∼ N (m, s 2 ) indicates that ǫ n is a Gaussian random variable with mean m and variance s
2
. The process parameters a 1 , . . . , a p and noise variance σ 2 ǫ completely define the process, and thus, given these parameters, the exact autocorrelation function of the AR process may be computed. This autocorrelation function is then used asρ to compute T 0 according to (3) .
Thus, estimating the autocorrelation reduces to estimating the parameters of an AR model. However, because the "true" process order is unknown, a hierarchy of models with increasing order p are simultaneously estimated 9, 10 . From these candidates, the best model is chosen using an information-theoretic, finite sampling model selection criterion Fitting such models to observed data has been studied extensively 3, 4, [9] [10] [11] 23 , and there are a number of available algorithms. Here, classical Burg recursion 3 is used to compute the parameters because it is less susceptible to round-off error accumulation than the more efficient recursive denominator variant 4, 23 . An open source, header-only C++ reference implementation is available at http://rhysu.github.com/ar/. Convenient wrappers for GNU Octave 
B. Discretization Error
In addition to the sampling error, discretization error contributes to the error in statistics computed from DNS. As part of a typical calculation, statistics computed from multiple levels of mesh resolution are available because course meshes are often used to speed convergence to a statistically stationary state. In principle, this information can be used to estimate discretization error. However, the standard procedure, Richardson extrapolation, does not account for sampling error, which can lead to misleading results. This procedure and issues introduced by sampling error are described in §II B 1. An extension of this method that accounts for the sampling error through a Bayesian calibration procedure is described in §II B 2.
Assessing Order of Accuracy without Sampling Error
Given simulations using at least three distinct resolutions, the convergence rate of a discrete approximation to an unknown continuum value may be assessed 45, 47 , assuming that all three resolutions are in the asymptotic convergence range. Let q denote the exact value of some output quantity and q h denote the discrete approximation of q at resolution level h.
Assuming that
gives rise to the classical Richardson extrapolation procedure. The input data are a sequence of outputs q h 0 , q h 1 , and q h 2 resulting from computations for successively finer discrete approximations h 0 , h 1 , and h 2 . Given this data and neglecting O(h p+1 ) contributions, one can estimate the leading error order p by solving
for p, where r 1 = h 1 /h 0 and r 2 = h 2 /h 1 .
Unfortunately, when the computed discrete approximation is a statistical quantity that 8 is contaminated by sampling error, this procedure can give misleading results. For instance, when the sampling error is large, the computed order p may be very far from the true p that would be obtained if sampling error were eliminated, making it appear that the discretization error is either much larger or much smaller than the true error. If the sampling error is large enough, it can make the implied p negative, making it appear that the solution is diverging.
Or, (6) may have no solution at all, making it impossible to assess p or the discretization error. Thus, this procedure is insufficient when significant sampling error is expected.
Accounting for Sampling Error
To account for sampling error, a probabilistic model of the true mean that includes both the discretization error described in §II B 1 and the sampling error estimate described in §II A is needed. Using this model, the parameters of the discretization error model (e.g., the constants C 0 and p) are then estimated using Bayesian inference. This formulation is advantageous relative to a deterministic procedure (e.g., least-squares or maximum likelihood estimation) in the current context because it naturally assesses the uncertainty in the discretization error estimate, eliminating the flaw in the standard procedure described in §II B 1. Since the Bayesian approach to inverse problems is described in more detail by many authors 12, 14, 16, 30, 33 , additional background information is omitted here.
To develop a probabilistic model for the true mean E[q], let e h,N denote the sampling error for the sample average computed from N correlated samples at resolution h. That is,
where E[q h ] is the true mean at resolution h and q h N is the sample average computed from
Using the sampling error estimator from §II A for e h,N and the form of ǫ h from (5), one has a complete probabilistic model of the true mean E[q]. Specifically,
where e h,N ∼ N (0,σ 2 h,N ) andσ h,N is the estimate from (2) computed at resolution h. Note that, while E[q] is a deterministic quantity, our knowledge of E[q] is incomplete. Since Bayesian probability is a representation of incomplete knowledge, it is appropriate that E[q]
is represented by a probabilistic model. Neglecting the O(h p+1 ) terms gives
This model forms the basis of the Bayesian inverse problem formulated later in this section, and we use it exclusively in this work. However, with appropriate modifications of the likelihood function defined below, any discretization error model may be used here in place
where π(a|b) denotes the probability density function (PDF) for a conditioned on b. The right hand side of (9) is composed of two factors: the prior PDF and the likelihood function.
The prior PDF π(q, C 0 , p) encodes any available information about the parametersq, C 0 , and p that is independent of the observationsq i . For instance, one may have strong prior information regarding p because the formal order of accuracy of the numerical scheme is known. The likelihood function assesses the consistency of the model with particular values of the parametersq, C 0 , and p and the computed valuesq 1 , . . . ,q M . It is derived from the probabilistic model (7) . Assuming that sampling errors for different resolutions h i are independent,
Then, from (8), it is clear that
where φ is the standard normal density φ(
Note that, for M = 3, as σ i → 0 the likelihood PDF approaches the δ distribution cen-tered at the observed values, and thus, this Bayesian procedure reduces to the deterministic Richardson extrapolation approach described in §II B 1.
To complete the specification of the Bayesian inverse problem, one must set priors onq, C 0 , and p. For simplicity, we takeq, C 0 , and p to be independent in the prior. Further, we
ä , whereq M is the result at the finest resolution, for some moderate
In principle, C 0 may take any real value, but it is algorithmically convenient to limit the probable range of C 0 by choosing C ∼ N (0, σ 2 C ) for some large σ C from which
Because p ≥ 1 is expected for most convergent numerical schemes but detecting pathologicallyslow convergence when p > 0 is desirable, we select a prior distribution that goes to zero at p = 0, is maximum near the expected convergence order (if known), and has a broad range of plausible p. The Gamma distribution with α > 1 meets these requirements for suitable values of the parameters α and β, so the prior on p is given by
Substituting these priors into (9) gives
where the dependence on prior parameters σ q , σ C , α, and β has been noted. 
C. Illustrative Example: The Lorenz Equations
To illustrate the application of the sampling and discretization error estimation techniques discussed here, they are applied to estimates of the means computed from solutions of the Lorenz equations. The Lorenz equations are a system of three ordinary differential equations:
Depending on the values of the parameters σ, β, and ρ, the system exhibits chaotic behavior.
The methods described in §II A and §II B are therefore applicable to estimating errors in statistical quantities, such as the mean of z, computed from discrete approximations. In the results presented here, the parameters are set to their typical values: σ = 10, β = 8 3 , ρ = 28.
Further, (14) are discretized using fourth-order Runge-Kutta time discretization (RK4).
Sampling Error Estimator Performance
First, we examine the performance of the sampling error estimator. Estimates of the standard deviation σ z of z T , the average of z over a time period T , were determined using the techniques in §II A for several averaging periods T . To assess the reliability of these estimates, they were repeated for each of a set of 10,085 different Lorenz simulations, which were started with randomly selected initial conditions so that the variability in these estimates could be assessed. In each simulation, z h T was computed by sampling the solution every ∆t s = 0.075 time units, which was every third RK4 time step (∆t = 0.025).
The decorrelation separation distance T 0 computed as in §II A varied somewhat but was approximately 7.76 time units (103.5 samples), making the effective sample size N eff ≈ .128 T . The distributions of σ z obtained from the ensembles of Lorenz simulations are shown in Fig. 1 for four different averaging periods T . An estimate of the "true" value of σ z is also shown in the figure. It is determined directly from the sample variance of the ensemble of estimates z h T :
where
and z h T,i denotes the sample average of z for the ith simulation. In all cases, the estimated true value is well within the support of the distribution of σ z , indicating that the estimate is consistent with the true value. Additional details for comparison are provided in Table I . The table shows that the error estimate σ z is quite consistent with the standard deviation of the sample average, indicating that it is a good estimator. For instance, the difference between σ true and the sample average of σ z is never more than 1.2% of σ true . Further, even for the maximum and minimum σ z the errors are generally around 10% or less, and the maximum error is 17.5% of σ true . Finally, note that the results show the correct σ z ∝ 1/ √ T scaling, as expected.
All of the results shown in Figure 1 and Table I were computed using a very high sampling frequency (sample every third time step). However, it is common in DNS to sample much less frequently. To examine the impact of coarse sampling and as well as the behavior as ∆t s → ∆t, the sampling step was varied while the RK4 time step remained constant at ∆t = 0.001. Results of this study are shown in Figure 2 .
When the sampling period is large, the samples are less correlated. However, information is still discarded by neglecting even highly correlated samples, leading to larger uncertainty in the sample average of z. Beginning with large ∆t s , as ∆t s is decreased, the estimated σ z and σ true both decrease. However, for σ z , this trend reverses for small enough ∆t s .
While σ true appears to converge, the estimated σ z begins to grow when ∆t s become smaller than about 0.20. When ∆t s is less than about 0.01, the algorithm used to compute the σ z breaks down due to the effects of round-off error. We hypothesize that the increase in 
Bayesian Richardson Extrapolation Results
Here we explore the performance of the Bayesian Richardson extrapolation procedure described in ( §II B) in three regimes: small sampling error, medium sampling error, and large sampling error relative to the discretization error. In DNS, it is expected that sampling errors will generally be larger than or comparable to the discretization error. The small sampling error regime is also considered here for completeness.
The data input to the Bayesian Richardson extrapolation algorithm is listed in Table II, where ∆t is the time step used, T is the total simulation time,q is the observed sample average, and σ z is the estimated standard deviation of the sample average. In all cases, the sampling period was ∆t s = 0.15.
Marginal prior and posterior PDFs for both the order of accuracy p and the true value of 23.5486 0.000884 the mean of z (denoted q) were obtained using the Bayesian Richard extrapolation procedure and are shown in Figure 3 . In addition, the plots for q also show the PDF for the sample average of z with the finest time step (i.e., a Gaussian with mean equal to the observed sample average and standard deviation of σ z ).
When the averaging time duration is sufficiently small so that the sampling error is large, as shown in Figure 3a , the sampling error effectively masks the discretization error. In this case, the data contain little information about the true discretization error. Thus, the marginal posterior PDF for p is essentially the same as the prior PDF. However, because the prior PDF for q is so broad, the prior for p constrains the results. That is, because we indicate a priori that the scheme is convergent, the data are inconsistent with values of q in the tails of the prior. For this reason, the posterior for q is somewhat more peaked than the prior even though the marginal posterior for p is the same as the prior. Figure 3b shows the "medium" sampling uncertainty level. For this case, the sampling uncertainty dominates discretization error at the smallest ∆t, but discretization error dominates at the largest ∆t. Some information regarding the order of accuracy can be learned from the data in this case, leading to a posterior PDF for p that is significantly different from the prior, unlike the large sampling uncertainty case. Note that the peak of the marginal posterior for p is nearly the formal order of accuracy (p = 4), but that there is significant uncertainty associated with this estimate. Since the discretization error can be estimated with more confidence and the sampling error is smaller, the posterior PDF for q is much narrower than in the large sampling uncertainty case. Further, it is slightly shifted from the fine resolution result. This shift is a correction for discretization error at the fine resolution.
The final case is the small sampling uncertainty case shown in 3c. In this case, the sampling error is many times smaller than the discretization error, and the Bayesian pro- Table III . analyzed , where U b is the bulk velocity, ν is the kinematic viscosity and δ is the channel half-height. For this case, the friction Reynolds number is Re τ = u τ δ/ν ≈ 180, where u τ is the friction velocity, and it has been previously simulated by many authors 28, 34 . In the following, quantities are normalized by U b and δ, unless otherwise indicated. As is customary, a superscript + will indicated normalization in wall units; that is, normalization by u τ and ν.
This relatively low Reynolds number case has been chosen to enable testing of the methods developed here because it is computationally tractable to simulate for times longer than usual, using higher resolution than usual. This allows the model predictions to be tested 
where N b is the number of breakpoints and α is a stretching parameter, which is set to 0.985 for this study. The Greville abscissae, also called the Marsden-Schoenberg points, implied by these breakpoints 6, 32 are used as the collocation points, of which there are
where p bs is the B-spline order (7 in the simulations reported here). To develop Richardson extrapolation estimates, a nominal mesh resolution was defined, along with two uniform Table IV 
B. Small Domain Results
The Bayesian Richardson extrapolation procedure has been applied to a variety of statistical quantities of particular interest in the channel flow. For brevity, we show full results, 20 including details of the joint posterior PDF for the true value q , the discretization error constant C, and the order of accuracy p, for only two scalars: the centerline mean velocity and the skin friction coefficient. A summary of results for single-point statistics including the mean velocity, the Reynolds stresses, and the vorticity correlations at multiple points across the channel is also given. In all cases, the inverse problem is formulated using data from the coarsest, coarse, and nominal mesh resolutions. Data from the finest mesh is reserved to provide a validation test of the procedure.
Centerline Mean Velocity
The results of Bayesian Richardson extrapolation applied to the centerline mean velocity small. For instance, the difference between the 5th and 95th percentiles is less than 0.08% of the mean value.
Given the samples from the posterior PDF represented in Figure 4 , one can use the calibrated model to make predictions of the value of the average centerline velocity that should be observed for any value of the resolution parameter h, by evaluating
Here e h,N is the sampling uncertainty for the simulation from which the observed average velocity is obtained. Thus the distribution for q h N obtained from (17) of the model with the actual observation can be assessed by simply examining whether the observed value is a plausible draw from the prediction distribution generated according to (17) . If the observed value is highly unlikely according to the prediction, the model is declared invalid.
Results of this validation check for the centerline velocity are shown in Figure 5 . Clearly, the observed value is not near the tail of the prediction distribution, indicating that there is no reason to believe the model is invalid.
Finally, Figure 6 shows the estimated discretization error on the nominal mesh, normalized by the observed mean value. Note that the discretization error is very small. Essentially all of the probability is assigned to values of less than 0.1%, and half is assigned to values less than 0.008%. For comparison, the standard deviation of the sampling error was estimated as 0.011% for this mesh. Thus, even after more than 2000 flow-throughs, sampling uncertainty is still significant for this quantity.
Note that the discretization error distribution in Figure 6 has an odd shape, with high Figure 4 . Specifically, the value of C is bounded away from zero. Since
, C is the only parameter that can change the sign of ǫ h . Thus, since it is bounded away from zero, the the model is completely sure of the sign of the discretization error.
Also, this result for C is entirely consistent with monotonic data with sampling uncertainty that is small relative to the changes observed between different resolution simulations. In this case, one should be able to determine the sign of the discretization error with very high confidence.
This explains why the discretization error tends to have all its probability on one side of zero, but we also observe that the probability density is highest near zero. This feature results from the fact that p is not well-informed. In particular, large values of p, which lead to small ǫ h are not ruled out by the data. Since increasingly larger values of p lead to increasingly smaller values of ǫ, the probability clusters near zero.
Skin Friction
Results for the skin friction coefficient are analyzed here in a series of figures analogous to those shown for the centerline mean velocity. To begin, Figure 7 shows the joint posterior PDF for the parameters of the discretization error model. While the order of accuracy appears somewhat better informed than for the centerline velocity, there is still significant uncertainty, with the 5th and 95th percentiles at 3.06 and 5.28, respectively. However, the marginal posterior for the true value of C f is again quite narrow, with the difference between the 5th and 95th percentiles being only 0.54% of the mean value. Finally, the estimated discretization error on the nominal mesh is shown in Figure 9 . As with the centerline velocity, the discretization error is quite small. The mean discretization error is only 0.3% of the mean value. Unlike the centerline velocity, the discretization error is large relative to the estimated sampling error standard deviation, which is less than 0.05%.
Summary of Results for Single-Point Statistics
Uncertainties in a number of single-point statistics that are generally of interest in DNS are presented here, including the mean velocity, Reynolds stresses, and vorticity variances, as functions of the wall-normal location. As shown for the skin friction and centerline velocity, the first step after performing the Bayesian update to calibrate the discretization error model is to assess the predictions of the model relative to the finest mesh results.
Here, this assessment is performed by evaluating the cumulative distribution function (CDF) corresponding to the prediction for the finest mesh value, as given by (17)), at the observed result for the finest mesh. This value is important because, if it is close to zero or close to one, then the observed value corresponds to a draw from one of the tails of the prediction 
b on the coarsest, coarse and nominal meshes was 0.010343, 0.010042, and 0.00997, respectively. However, the value observed on the finest mesh was 0.010010, an increase in magnitude compared to the nominal mesh. This non-monotonic behavior cannot be captured by the simple model used here. Further, even if a model capable of producing non-monotonic convergence were used, it would be unlikely to produce an accurate prediction given that the calibration data (i.e., the three coarser mesh results) are monotonic. The vorticity variance data also show non-monotonic behavior with increasing resolution.
Regardless, it is clear that the simple model used here is insufficient for some quantities.
Given that the complete discretization is a mix of spectral, high-order B-spline, and 2nd and 3rd order time marching schemes, it is not necessarily surprising that the convergence behavior is complex, and it is clear that none of the results are consistent with the final asymptotic behavior of the scheme, which must be 2nd order due to the temporal discretization of the viscous terms. More importantly, the invalidity of the model does not imply that the errors are large. For example, the change between the nominal and finest mesh results
is less than 0.5%. However, for quantities where the model is invalid, we clearly cannot use it to make reliable statements about the discretization error. For the mean velocity and viscous shear stress, both the estimated discretization error and sampling errors are less than 1% in magnitude everywhere across the channel. In fact, for most points, the median error in the mean velocity is less than one quarter of a percent, with nearly all the 90% confidence intervals at less than one half of a percent.
Very near the wall, the discretization errors are estimated to be larger than the sampling error. For y + 15, the median of the discretization error lies within the 90% credibility interval for the sampling error, but generally there is some probability that the discretization error is larger. On the whole, it appears that neither error is dominant.
Qualitatively similar conclusions can be drawn for
, and w ′ w ′ , but the errors are somewhat larger. The median discretization error is less than 2% everywhere and is largest near the wall. Near the wall, the discretization error is larger than sampling error.
Near the center of the channel, the situation is reversed. 
C. Large Domain Results
Turbulent channel flow simulations at Re τ ≈ 180 have been performed many times.
Currently, one of the most useful simulations is that of Hoyas & Jiménez Unlike the smaller box case, only three meshes were used, so it is not possible to test the validity of the calibrated discretization error model against a higher resolution result.
However, since the the Reynolds number and mesh resolution are the same or similar to the small domain case, we expect that the model is valid for the same quantities. Further, consistent with typical DNS practice, statistics were gathered over only a modest simulation time (10s of flow-throughs), although each flow-through with the large box represents significantly more data than the small box case. Full details of the simulation are given in Table IV .
Centerline Mean Velocity and Skin Friction
As certain that the discretization error is less than 0.1%, and the mean is only 0.011%. The 50th percentile lies at approximately 0.021%, which is very close to the estimated standard deviation of the sampling error.
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The estimated discretization error in the skin friction on the nominal mesh is shown in Figure 14 . As in the small box case, the discretization error is small, with a mean of It is therefore plausible that the discrepancy between the values of the centerline velocity in these simulations is a combined result of discretization error and sampling error. Indeed, the observed difference of 0.00036 is in the range of plausible discretization errors e h , as shown in Figure 13 . Similarly, our value of the skin friction coefficient from the nomi- ). In absolute terms, this is a very small difference, but it is significantly larger than the estimated sampling error. Recalling the aforementioned differences between the present wall-normal numerics and those of Hoyas & Jiménez, it is plausible that the discrepancy is due to discretization error. Indeed, the ≈ 0.4% discrepancy is plausible as a value of the discretization error as shown in Figure 14 .
Summary of Results for Single-Point Statistics
This section shows the estimated discretization and sampling errors for the mean velocity as y → 0, meaning that this error is still very small. Finally, in general, the discretization errors observed are largest near the wall. In this region, they tend to be larger than the sampling error. In the center of the channel, the sampling error is generally larger.
In addition to providing an assessment of the discretization error on the nominal mesh, the Bayesian procedure provides an estimate of the true value in the limit of infinite resolution (h → 0). This estimate is provided by the posterior distribution for q that is obtained from the Bayesian update that is performed to calibrate the discretization error model. These posterior estimates for the true profiles are plotted in Figure 17 for the quantities for which the discretization error model was found valid for the small domain results.
All quantities are plotted using wall normalization, but, to avoid introducing additional uncertainty due to the fact that u τ is an uncertain quantity, the nominal value for u τ is used. The resulting intervals are small. For mean velocity and viscous shear stress, the uncertainty is small enough that the 90% credibility interval appears as just a thick line. In the Reynolds stress and wall-normal and spanwise variances, the effect of the uncertainty is more visible, particularly near the peak values, but still quite small. 
IV. CONCLUSIONS
DNS data is crucial to advancing understanding of turbulent flow physics and to calibration of engineering models of turbulent flow. Given these uses, it is important to fully understand and characterize the errors and uncertainties in computed statistical outputs.
However, because of complications due to sampling error, systematic studies of discretization error are not standard for DNS. In this work, two enabling utilities have been developed and applied: a sampling error estimator that accounts for correlation in the data used to compute statistics and a Bayesian extension of Richardson extrapolation that can be used to estimate discretization error in the presence of uncertainty due to finite sampling. These tools enable systematic estimation of both sampling and discretization errors in statistical quantities computed from simulations of chaotic systems.
The results for the Lorenz equations demonstrate that these tools perform well in a simple, well-understood setting. However, the results for DNS of Re τ = 180 channel flow indicate that their usage in a complex setting is more difficult. One obvious complication is that discretization errors resulting from practical simulations may not be in the asymptotic regime. The simple discretization error representation used here was found to be adequate for many important quantities, including mean velocity and Reynolds shear stress. Further, the estimated errors in these quantities are small, indicating that the usual heuristics used to design meshes for DNS of wall-bounded turbulence are reasonable. Thus, we conclude that simulations of channel flow based on these resolution heuristics with similar sampling time, such as those reported by Jiménez and co-authors 17, 18, 26, 29 , can be expected to have errors of the same magnitude as those reported here.
However, for other quantities, most notably the streamwise velocity variance, the discretization error model is invalidated by comparison against higher resolution simulations than those used to calibrate the model. Due to this failure, we are unable to quantify the discretization error in these quantities with confidence. None-the-less, the errors appear to be small because the observed change from the nominal to finest resolution results is quite small.
It may be possible to solve this problem by posing a more complex discretization error model, which could be based on retaining additional terms in a Taylor series expansion of the discretization error. Future work should focus on investigating such models as well as To avoid the complications of correlated samples, many authors downsample instantaneous measurements until the retained samples are arguably uncorrelated and then use an estimate based on the classical CLT. However, optimally downsampling autocorrelated samples requires coarsening the data "just enough" to decorrelate the signal but not "too much" to avoid discarding useful data .
