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Abstract Affinity is the generic measure of the deviation of a state from 12 
stable equilibrium. Affinity, as introduced by de Donder, is a thermodynamic 13 
state property defined in terms of p, T and system composition during the 14 
course of a chemical change.  When incorporating reaction kinetic 15 
constraints to minimization of Gibbs energy of a multiphase system, affinity 16 
can be followed in terms of the extents of the constrained reactions. This 17 
property then becomes calculated in terms of the constraint potentials 18 
received as additional Lagrange multipliers in the minimization routine. 19 
Thus, received affinities are consistent with the respective values calculated 20 
from the chemical potentials of the reactants and products of the constrained 21 
reactions and their limiting behaviour corresponds to that defined for both 22 
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 2 
stationary and stable equilibrium states. The intermediate affinities can be 1 
used in the respective reaction rate calculations, or as input parameters, to 2 
define the local chemical equilibrium set by known reaction kinetic 3 
constraints. Thus, they become a useful concept in modelling reactive 4 
processes. 5 
 6 
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 3 
Introduction 1 
Local and partial chemical equilibria, including paraequilibria systems and 2 
reactive non-equilibrium systems constrained by extent of reaction can be 3 
calculated within the Gibbs energy minimizing programs. The Constrained 4 
Gibbs Free Energy (CFE) method makes use of complementary conservation 5 
conditions for selected immaterial properties in addition to the conservation 6 
of molar amounts of the physical system components [1–5]. The CFE 7 
method can be used to introduce slow reaction kinetics to multicomponent 8 
and multiphase Gibbsian calculations, thus providing a series of timely 9 
intermediate states which are constrained by the extent of these reactions [6, 10 
7]. In this respect, the CFE is somewhat parallel with the Rate Controlled 11 
Chemical Equilibrium (RCCE) technique applied to multicomponent 12 
combustion systems in homogeneous gas phase [8, 9], which has been 13 
increasingly used recently to reduce extensive mechanistic calculations of 14 
turbulent flames [10–12]. The solution of the calculation then is a 15 
differential-algebraic procedure, which combines the necessary constraint 16 
(either static or dynamic) with the linearized min(G) problem. The chemical 17 
potentials of the system components are solved Lagrange multipliers. As the 18 
complementary constraints are introduced via immaterial system 19 
components, the solution of the constrained systems will include additional 20 
Lagrange multipliers, each of those representing another physically 21 
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 4 
meaningful potential for the said system. Additional Lagrange multipliers 1 
are typically adjacent to physical functions which may be deciphered as 2 
thermodynamic work when CFE methodology is applied. In non-equilibrium 3 
conditions, when additional constraints are applied for extents of a reaction, 4 
the Gibbsian solution of the constrained multi-component system will 5 
provide the non-zero affinity as a combination of the additional Lagrange 6 
multipliers and the stoichiometric relations used for the (reaction) constraints 7 
[5].  8 
The concept of affinity as a thermodynamic state property 𝐴 ≡9 
𝐴(𝑝, 𝑇, 𝑛1, 𝑛2, … , 𝑛𝑁) was introduced by de Donder [13].  Following the 10 
original definition, affinity can be regarded as a generic measure (or ‘driving 11 
force’) of the deviation of an arbitrary thermochemical state from 12 
equilibrium [14]. However, most frequently thermodynamic affinity is 13 
linked with the time-dependent extent of chemical reactions [=(t)]. The 14 
well-known properties defined by de Donder are zero affinity and d/dt =0 15 
at equilibrium and 𝐴 ≠ 0 and d/dt =0 for metastable states. In irreversible 16 
thermodynamics, affinity has been widely applied as a useful concept which 17 
can be coupled with generalized forces when studying linear phenomena (for 18 
example  Haase [15] Kondepudi and Prigogine [16] and Kjelstrup et al.[17]). 19 
While non-equilibrium affinities of elementary reactions can be directly 20 
utilized in reaction rate terms, they also have been extensively used in 21 
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developing rate models in non-linear irreversible thermodynamics [18, 19]. 1 
Following such principles, e.g. Vuddagiri & al [20]  used dynamic modelling 2 
of reaction pathways on Gibbs energy surfaces (for reactor optimization) and 3 
Lems et al. [21] pursued finding optimum conditions for chemical energy 4 
conversion with coupled affinities. In biochemistry, affinities are used in 5 
developing models for metabolic networks by using non-equilibrium models 6 
[22, 23]. Further, in the field of non-equilibrium thermodynamics Niven [24] 7 
introduces an alternative formulation of the maximum entropy principle 8 
which leads to a free-energy-like potential to be minimized in steady state 9 
conditions. The affinity appears as one of the thermodynamic forces in the 10 
local potential function, which reduces to Gibbs free energy in the 11 
equilibrium system. Ross et al. [25] specify the affinity-dependent potential 12 
with reference values either at stationary or stable equilibrium states.  13 
Instead, in research connected directly with multi-component multiphase 14 
computational thermodynamics, the concept of affinity is but sparsely used. 15 
Smith and Missen [26]  in their seminal book on this topic lay the 16 
fundamental equations in both constituent and component formalisms and, 17 
as referred above, Hillert [14] presents a more universal affinity concept to 18 
represent the driving force of thermochemical transformations. Pope (see 19 
Ren et al. [11]) and his co-workers have introduced the ‘constraint 20 
potentials’ while using the rate-controlled chemical equilibrium (RCCE) 21 
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method when modelling combustion and turbulent flames as related with the 1 
affinity of the non-equilibrium reactions. While one of the authors [27] 2 
developed the novel Ratemix method, it was proclaimed that the affinity of 3 
each intermediate state can be received from the constrained Gibbsian 4 
calculations. In the later development of the Constrained Gibbs free energy 5 
minimization method (CFE), it has become possible to make use of the 6 
affinity-related reaction rates directly in time-dependent simulations of 7 
multi-component and multi-phase chemical change, either by using the 8 
incremental affinities as part of the reaction rate data within the sequential 9 
calculation [28] or by applying them as input parameters to define the 10 
composition of the respective super-equilibrium [29] and local chemical 11 
equilibrium [30].  12 
In the following, an extension of the theory presented by Smith and 13 
Missen for global equilibrium states to constrained non-equilibrium systems 14 
is pursued.  Further, it is shown that the affinity received as the combination 15 
of the additional Lagrange multipliers (the constraint potentials) is consistent 16 
with the conventional thermodynamic affinity definition. 17 
 18 
Results and Discussion 19 
 20 
Multicomponent equilibrium systems in terms of component potentials 21 
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 7 
As the system will consist of N constituents and NC system components, the 1 
condition for minimizing the Gibbs energy is 2 
 
min𝐺(𝒏)      𝑠. 𝑡.     ∑ 𝑐𝑗𝑘𝑛𝑘 = 𝑏𝑗         𝑗 = 1,2,… , 𝑁𝐶
𝑁
𝑘=1
 (1) 
where j indicates the components of the system and, respectively, k 3 
constituents (species). cjk refers to the stoichiometric coefficient between 4 
component j and constituent k. nk is the molar amount of constituent k while 5 
bj is the molar amount component j. The Lagrange function, L, for the 6 
minimization problem is 7 
 
𝐿 = 𝐺 − ∑𝜋𝑗 [∑𝑐𝑗𝑘𝑛𝑘 − 𝑏𝑗
𝑁
𝑘=1
]
𝑁𝐶
𝑗=1
 (2) 
where 𝛑 is a vector of NC unknown Lagrange multipliers (𝛑𝐓 =8 
 𝜋1, 𝜋𝟐, … , 𝜋𝑁𝐶) and the given conditions provide the set of (N+NC) 9 
equations for the same number of unknowns  ( 𝑛1, 𝑛𝟐, … , 𝑛𝑁; 𝜋1, 𝜋𝟐, … , 𝜋𝑁𝐶) 10 
to be solved, as follows  11 
 
(
𝜕𝐿
𝜕𝑛𝑘
)
𝜋,𝑛𝑖≠𝑘
= 𝜇𝑘 −∑𝑐𝑗𝑘
𝑁𝐶
𝑗=1
𝜋𝑗 = 0           (𝑛𝑘 ≥ 0) (3) 
 
(
𝜕𝐿
𝜕𝜋𝑗
)
𝒏,𝜋𝑖≠𝑗
= 𝑏𝑗 −∑𝑐𝑗𝑘
𝑁
𝑘=1
𝑛𝑘 = 0           (𝑛𝑘 ≥ 0) (4) 
These equalities provide the necessary conditions for chemical equilibrium 12 
in the multicomponent system. As 𝑐𝑗𝑘 are dimensionless factors representing 13 
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the stoichiometric relations defining the constituents of the system in terms 1 
of their components it is obvious from (3) that the Lagrange multipliers (𝜋𝑗) 2 
become solved as the chemical potentials of the system components. This 3 
feature is of advantage when additional constraints connected with the 4 
advancements of selected reactions are applied, as discussed later. In the 5 
following, the component formalism is applied for the affinity state function 6 
in both equilibrium and kinetically constrained non-equilibrium 7 
multicomponent systems. 8 
  9 
Introduction of advancement constraints to the stoichiometric component 10 
formalism 11 
The extents of reactions are used as additional constraining conditions 12 
analogous to those defined for the basic mass balance of equation (4). For a 13 
single chemical reaction written in the form 14 
 𝑤𝐴𝐴 + 𝑤𝐵𝐵 ⇔ 𝑤𝐶𝐶 + 𝑤𝐷𝐷 (a.1) 
the extent of reaction is defined as 15 
 
𝑑𝜉 = −
𝑑𝑛𝐴
𝑤𝐴
= −
𝑑𝑛𝐵
𝑤𝐵
=
𝑑𝑛𝐶
𝑤𝐶
=
𝑑𝑛𝐷
𝑤𝐷
≡
𝑑𝑛𝑘
𝜐𝑘
 (5) 
where stoichiometric coefficient 𝜐𝑖 equals 𝑤𝑖 for products and  −𝑤𝑖 for 16 
reactants. In a system with multiple possible reactions, it is in general 17 
impossible to define the change in extent of any individual reaction of the 18 
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form (a.1) based on the change of system composition, if not also the other 1 
linearly independent reactions forming a basis spanning the reaction space 2 
are first defined. When they are, one can solve for 𝐝𝛏 the equation 3 
 𝐝𝐧 = 𝛖𝐝𝛏 (6) 
where 𝐝𝐧 is the vector of changes of molar amounts of the 𝑁 constituents in 4 
the system, 𝐝𝛏 a vector of changes in extents of the 𝑅 specified reactions, 5 
and 𝛖 is a 𝑁 × 𝑅 matrix of stoichiometric coefficients of the reaction vectors 6 
spanning the reaction space. 7 
The relation between the reaction matrix (𝜐) and stoichiometry of the 8 
multicomponent system is given with the matrix equation  9 
 𝐂𝐯 = 𝟎 (7) 
where 𝐂 is a NC×N matrix of stoichiometric coefficients between the N 10 
constituents and NC components (NC=rank(𝐯)), forming a link between the 11 
system stoichiometry and the reactions allowed by it [26, 31]. 12 
While the connection between the stoichiometric conservation and reaction 13 
matrixes in the equilibrium system was presented by Eq. (7), any kinetic 14 
constraints set for the possible reactions that cause the system to develop 15 
towards some other state than full equilibrium will lead to a new matrix 16 
equation 17 
 𝐂′𝛖′ = 𝟎 (8) 
MCCM_Template_Vers 4   May 2014    
 10 
where 𝛖′ is a 𝑁 × 𝑅′ matrix (𝑅′ < 𝑅) made of the reduced reaction set and 1 
𝐂′ is the corresponding 𝑁𝐶′ × 𝑁 matrix (𝑁𝐶′ = 𝑁𝐶 + 𝑅 − 𝑅′ ≡ 𝑁𝐶 + 𝐶, 2 
where 𝐶 is the number of added constraints) of stoichiometric coefficients 3 
for the new augmented matrix of stoichiometric coefficients. Each reduction 4 
on the number of linearly independent reactions allowed to freely equilibrate 5 
corresponds to an additional stoichiometric constraint, or a row in the 𝐂 6 
matrix, that is linearly independent of the previously defined reaction kinetic 7 
constraints or other component balances. In a multispecies constrained 8 
equilibrium system, the independent net reactions that lead to changes in 9 
system composition are practically defined by using the following relation 10 
(9) 11 
 𝑑𝜉𝑟 ≡ ∑𝑐𝑁𝐶+𝑟,𝑘𝑑𝑛𝑘
𝑘
= 𝑑𝑏𝑁𝐶+𝑟 (9) 
where 𝑐𝑁𝐶+𝑟,𝑘   is the matrix element in the extended matrix 𝐂
′, where the 12 
𝑁𝐶 + 𝑟th row defines the constraint related to the reaction constraint and 13 
𝑑𝑏𝑁𝐶+𝑟 is the incremental change in the amount of the corresponding 14 
element in the augmented component vector. The matrix form corresponding 15 
to equation (9) is 16 
 𝐝𝛏 = 𝐂″𝐝𝐧 = 𝐝𝐛″ (10) 
where 𝐂″ is the 𝐶 × 𝑁 submatrix forming the lower part of 𝐂′. Intuitively, 17 
that the extent of a reaction is defined following equations (9) or (10) on the 18 
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basis of a constraining components rather than individual species is most 1 
easily understood in a system which has extensive partial equilibria both with 2 
species in the reactant and product side of the reaction. A typical example is 3 
the change in oxidation state of sulphur species in aqueous solution. A 4 
constraining component is then applied for each sulphur valence state not in 5 
equilibrium with each other and the changes in oxidation reaction extent is 6 
readily expressed by the change in the amount of these components.      7 
If the number of these defined reaction constraints equals 𝑅, so that no 8 
unconstrained linearly independent reactions remain (𝑅′ = 0), 𝐂″ in 9 
equation (10) can be replaced with 𝐂′, and 𝐝𝛏  with 𝐝𝛏′, where the first 𝑁 −10 
𝑅 components of the 𝐝𝛏′ vector equal zero, and the last 𝑅 components are 11 
the same as in 𝐝𝛏.  12 
 𝐝𝛏′ = 𝐂′𝐝𝐧 (11) 
Matrix 𝐂′ has linearly independent rows and thus it is invertible. The matrix 13 
(𝐂′)−𝟏 contains coefficients for reaction like transformations for the species. 14 
In each transformation, the amount of one of the components is increased by 15 
one, while the amounts of other components are kept constant. In matrix 16 
form this can be stated as 17 
 (𝐂′)−𝟏𝐂′ = 𝐈 (12) 
Multiplying equation (11) by (𝐂′)−𝟏 one obtains 18 
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 (𝐂′)−𝟏𝐝𝛏′ = 𝐝𝐧 (13) 
The first 𝑁𝐶 transformations are connected with the normal component 1 
balances and the respective changes of the advancement vector 𝐝𝛏′ are zero. 2 
The remaining reactions are the ones constrained by equation (10). The 3 
elements of the last 𝑅 columns of matrix (𝐂′)−𝟏 equal matrix 𝛖 and the last 4 
𝑅 values respectively vector 𝐝𝛏 in equation (10), and thus the definition in 5 
equation (10) is formally equivalent with the one in equation (6). 6 
The significance of the matrix transformation is that the constraints due to 7 
extents of reactions introduced as new components in matrix 𝐂′ can directly 8 
be applied as additional conditions in free energy minimization calculations. 9 
As an example, for a system with the following species H2, CH4, C2H4, C2H6, 10 
C3H8 , 𝑁 = 5 and 𝑁𝐶 = 2, so that it is possible to define a maximum of three 11 
independent constrained reactions using the formalism of equation (9), 12 
corresponding, for example, to the following 𝐂′ matrix, where the first two 13 
rows refer to the elements 𝐶 and 𝐻 and the last three to the added constraints. 14 
The constraints set here are of arbitrary nature for the schematic example, 15 
though the first (𝑐(1)) and last one (𝑐(3)) obviously are linked to the 16 
amounts of species C3H8 and C2H6, respectively. For the regular mass 17 
balances to remain valid, the new components 𝑐(1) – 𝑐(3) should be defined 18 
to have zero mass. 19 
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𝐶′ =
𝐻2 𝐶𝐻4 𝐶2𝐻4 𝐶2𝐻6 𝐶3𝐻8
[
 
 
 
 
0 1 2 2 3
2 4 4 6 8
0 0 0 0 1
1 0 −1 0 0
0 0 0 1 0]
 
 
 
 
𝐶
𝐻
𝑐(1)
𝑐(2)
𝑐(3)
 (14) 
By inspection or by linear algebra one can derive 1 
 
(𝐶′)−1 =
[
 
 
 
 
2 −0.5 −2 2 −1
−3 1 1 −2 0
2 −0.5 −2 1 −1
0 0 0 0 1
0 0 1 0 0 ]
 
 
 
 
𝐻2
𝐶𝐻4
𝐶2𝐻4
𝐶2𝐻6
𝐶3𝐻8
 (15) 
where the last three columns give in the traditional reaction equation format 2 
the following three rate-constrained reactions compatible with both 3 
equations (6) and (10). Advancement of each of the reactions (b.1)–(b.3) 4 
correspond to addition of one mole of constraining components 𝑐(1)– 𝑐(3), 5 
respectively. 6 
 2𝐻2 + 2𝐶2𝐻4 ⇔ 𝐶3𝐻8 + 𝐶𝐻4 
2𝐶𝐻4 ⇔ 𝐶2𝐻4 + 2𝐻2 
𝐶2𝐻4 +𝐻2 ⇔ 𝐶2𝐻6 
(b.1) 
(b.2) 
(b.3) 
However, the three reaction constraints, 𝑐(1)– 𝑐(3)  given as rows in matrix 7 
(14) are also unambiguously defined individually, while the reaction 8 
equation format (b.1–b3) is properly defined only for a full set of 9 
independent equilibrium or non-equilibrium reactions. 10 
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Applying reaction advancements into a constrained system based on 1 
mechanistic reaction kinetics 2 
When a rate for a reaction of the form (a.1) is applied for the constrained 3 
system based on an assumed or known reaction mechanism, the changes in 4 
the amounts of constraining components depend on the relative 5 
stoichiometries of the applied reaction (a.1) and constraint (9). The reaction 6 
of the generic stoichiometry (a.1) is here considered as an actual process 7 
whereby the species in the system are transformed to other species with a 8 
finite rate, even if this transformation violates one or more of the added 9 
reaction constraints (reactions that do not violate any of the constraints 10 
would always remain in equilibrium). The change in amounts of the 11 
constraining components are calculated based on equation 12 
 𝑑𝑏𝑁𝐶+𝑟 = ∑𝑐𝑁𝐶+𝑟,𝑘𝑑𝑛𝑘
𝑘
= ∑𝑐𝑁𝐶+𝑟,𝑘𝜐𝑘,𝑖
𝑘
𝑑𝜉𝑖 (16) 
For the most practical application of this relation, a new column to the 𝐂′can 13 
be defined as a new virtual feed phase for the system. The definition of the 14 
virtual feed phase is done in such way that addition of one mole of the virtual 15 
phase corresponds to a one molar unit positive change in reaction 𝑖 16 
advancement. If the reaction (depending on conditions) can proceed in either 17 
the forward or reverse direction, to avoid negative feed amounts, two virtual 18 
phases can be applied, with the second having stoichiometric coefficients 19 
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with opposite signs. During calculation it is possible to include and exclude 1 
these virtual phases if needed. By defining the virtual phases to have zero 2 
standard chemical potential at all temperatures (enthalpy, entropy and heat 3 
capacity are zero), they can be added without affecting the energy balance 4 
of the system [1, 5, 28]. 5 
 
𝐂′ =
   𝑁 𝑠𝑝𝑒𝑐𝑖𝑒𝑠  +            𝐾 𝑚𝑒𝑐ℎ𝑎𝑛𝑖𝑠𝑡𝑖𝑐 𝑟𝑒𝑎𝑐𝑡𝑖𝑜𝑛𝑠 ⋅ 2
[
 
 
 
 
 
 
 
 
𝑐1,1 ⋯ 𝑐1,𝑁 0 ⋯ 0
⋮ ⋱ ⋮ ⋮ ⋱ ⋮
𝑐𝑁𝐶,1 ⋯ 𝑐𝑁𝐶,𝑁 0 ⋯ 0
𝑐𝑁𝐶+1,1 ⋯ 𝑐𝑁𝐶+1,𝑁 ∑𝑐𝑁𝐶+1,𝑘𝜐𝑘,1
𝑘
⋯ −∑𝑐𝑁𝐶+1,𝑘𝜐𝑘,𝐾
𝑘
⋮ ⋱ ⋮ ⋮ ⋱ ⋮
𝑐𝑁𝐶+𝐶,1 ⋯ 𝑐𝑁𝐶+𝐶,𝑁 ∑𝑐𝑁𝐶+𝐶,𝑘𝜐𝑘,1
𝑘
⋯ −∑𝑐𝑁𝐶+𝐶,𝑘𝜐𝑘,𝐾
𝑘 ]
 
 
 
 
 
 
 
 𝑁𝐶
𝑐𝑜𝑚𝑝𝑜𝑛𝑒𝑛𝑡𝑠
+
𝐶
𝑟𝑒𝑎𝑐𝑡𝑖𝑜𝑛
𝑐𝑜𝑛𝑠𝑡𝑟𝑎𝑖𝑛𝑡𝑠
 
 (17) 
As an example, adding virtual phases for the rate of the reaction  6 
 𝐶2𝐻4 + 𝐶𝐻4 ⇔ 𝐶3𝐻8 (c.1) 
in to the system defined by the matrix (14) would result in a new matrix  7 
 
𝐶′ =
𝐻2 𝐶𝐻4 𝐶2𝐻4 𝐶2𝐻6 𝐶3𝐻8 𝑟
+  𝑟−
[
 
 
 
 
0 1    2   2   3 0 0
2 4   4   6   8 0 0
0 0   0   0   1 1 −1
1 0 −1   0   0 1 −1
0 0    0   1   0 0 0]
 
 
 
 
𝐶
𝐻
𝑐(1)
𝑐(2)
𝑐(3)
 (18) 
where the last two columns, labelled 𝑟+ and 𝑟−, are for the virtual phases for 8 
the forward and reverse reactions following (c.1). Formally, the reaction 9 
(c.1) as a part of the Constrained Free Energy model is now 10 
 𝐶2𝐻4 + 𝐶𝐻4 + 𝑟
+ ⇔ 𝐶3𝐻8 (c.1) 
or on a component basis  11 
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 (2𝐶 + 4𝐻 − 𝑐(2)) + (𝐶 + 4𝐻) + (𝑐(1) + 𝑐(2)) ⇔  3𝐶 + 8𝐻 + 𝑐(1) (c.1) 
   
Reaction affinity in the component formalism 1 
The thermodynamic affinity of a chemical reaction of the form (a.1) is 2 
defined as 3 
 
𝔸𝑟  ≡  −∑𝜐𝑘,𝑟
𝑘𝑟
𝜇𝑘 (19) 
Thus, for a spontaneous non-equilibrium reaction  𝔸𝑟 > 0 , while for a 4 
reaction in equilibrium 𝔸𝑟 = 0. Applying Eqs. (3) and (19), affinity is 5 
obtained based on chemical potentials of components   6 
 
𝔸𝑟 = −∑𝜐𝑘,𝑟
𝑁
𝑘=1
𝜇𝑘 = − ∑𝜐𝑘,𝑟
𝑁
𝑘=1
∑𝑐𝑗,𝑘
𝑁𝐶′
𝑗=1
𝜋𝑗      (20) 
This can be rearranged to (Smith and Missen [26],  p. 48): 7 
 
𝔸𝑟 = − ∑∑𝜐𝑘,𝑟𝑐𝑗,𝑘
𝑁𝐶′
𝑗=1
𝜋𝑗
𝑁
𝑘=1
=  − ∑𝜋𝑗
𝑁𝐶′
𝑗=1
∑𝜐𝑘,𝑟𝑐𝑗,𝑘
𝑁
𝑘=1
 
=  − ∑(
𝜕𝐺
𝜕𝑏𝑗
)
𝑏𝑖≠𝑗
𝑁𝐶′
𝑗=1
∑𝜐𝑘,𝑟𝑐𝑗,𝑘
𝑁
𝑘=1
   
(21) 
as  𝜋𝑗 = 
𝜕𝐺
𝜕𝑏𝑗
 .   For the stoichiometric equilibrium system 8 
 
∑𝜐𝑘,𝑟𝑐𝑗,𝑘
𝑁
𝑘=1
 = 0;     𝑟 = 1,2, … , 𝑅   (22) 
and thus, affinity, as derived from the multicomponent Gibbsian approach, 9 
is then zero and Eq. (21) is in agreement with the conventional definition. 10 
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However, with the constraining components included (NC< j  NC+C), this 1 
condition is not valid and a non-zero value for the affinity is received. 2 
The affinity of a single constrained reaction 𝑗, as defined by Eq. (9) in 3 
a non-equilibrium system, is directly related to the chemical potential of the 4 
corresponding component.  5 
 
𝔸r = −(
𝜕𝐺
𝜕𝜉𝑟
)
𝑇,𝑃,𝑏𝑖𝜉𝑟′≠𝑟
= −(
𝜕𝐺
𝜕𝑏𝑟+𝑁𝐶
)
𝑇,𝑃,𝑏𝑖𝜉𝑟′≠𝑟
= −𝜋𝑟+𝑁𝐶 (23) 
where 𝑏𝑖 is used for the amount of any of the components 𝑏1…𝑏𝑁𝐶 in the 6 
system. For a general reaction of some other stoichiometry, the affinity is 7 
obtained as a linear combination of the constraint components (note that 8 
𝑁𝐶′  = 𝑁𝐶 + 𝐶) 9 
 
𝔸𝑟 = −∑𝜐𝑘,𝑟𝜇𝑘
𝑘
= − ∑ 𝜋𝑗𝜐𝑗,,𝑟
𝑁𝐶+𝐶
𝑗=𝑁𝐶+1
 (24) 
where the condition (22) was again used. 𝜈𝑘,𝑟 is the stoichiometric 10 
coefficient between the reaction 𝑟 and constituent (species) 𝑘, so that the 11 
affinity of a reaction not in the original constrained basis set (10) is obtained 12 
as a linear combination of affinities of the base set reactions. Obviously, the 13 
two expressions for the affinity from (21) and (24) remain equivalent.  The 14 
affinity from Eq. (24) also equals the chemical potential of the virtual species 15 
as defined in matrix (17). 16 
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The right-hand side of Eq. (24) epitomizes the division of the 1 
calculated affinity to the contributions of the physical and virtual 2 
components in the non-equilibrium condition. The equilibrium stipulation 3 
(zero affinity) for these constraints will yet follow from the inequality 4 
conditions of the Lagrange method used in the Gibbs energy minimization 5 
procedure. The inequality (Kuhn-Tucker) conditions (written for pure 6 
substances k) in the Lagrange method are as follows 7 
 
𝜇𝑘
∗ −∑𝑐𝑗𝑘
𝑁𝐶′
𝑗=1
𝜋𝑗 = 0           (𝑛𝑘 > 0) (25) 
 
𝜇𝑘
∗ −∑𝑐𝑗𝑘
𝑁𝐶′
𝑗=1
𝜋𝑗 > 0           (𝑛𝑘 = 0) (26) 
where the asterisk denotes a pure (invariant) substance as a system 8 
constituent (phase). When the combination of virtual constituents and virtual 9 
components are being used to constrain the extent of the reaction in the 10 
minimization procedure, the above conditions are written for the virtual 11 
phases adjacent to reactants and products in each constrained reaction (r). 12 
Then, as the standard chemical potential is by definition zero for the virtual 13 
phases (𝜇𝑘
∗ ≡ 0), it follows from (26) that ∑ 𝑐𝑗𝑘𝜋𝑗 ≠ 0
𝑁𝐶′
𝑗=1  for non-14 
equilibrium situations (no virtual phase present in the system, nk = 0). 15 
Respectively, from (26) ∑ 𝑐𝑗𝑘𝜋𝑗 ≡ 0
𝑁𝐶′
𝑗=1  when equilibrium has been reached 16 
MCCM_Template_Vers 4   May 2014    
 19 
and the calculation finds the virtual phase appearing as stabile in the Gibbs 1 
energy minimum system. 2 
As setting the chemical potential of such a phase by adjusting its feed 3 
amount is also a well-established feature in free energy minimizers  [5, 32, 4 
33], the affinity of the corresponding reaction can further be adjusted to a 5 
desired value for a kinetically constrained reaction. As a specific case, setting 6 
a zero value for a chemical potential of the virtual phase in such target 7 
calculation corresponds to (partial) equilibrium in respect to that reaction. 8 
With (25) the Eq. (26) remains formally analogous with Eqs. (19) and 9 
(22). The non-equilibrium affinity is then obtained in terms of the 10 
stoichiometric content of the virtual system components in the constrained 11 
reaction. When equilibrium is reached as the limiting case, the condition (24) 12 
brings 𝔸 r to zero. Thus, while applying the matrix extension to calculate 13 
kinetically constrained reaction multicomponent systems, the procedure 14 
remains consistent with the conventional definitions of the affinity. 15 
Example cases 16 
Systems with one constrained reaction 17 
As first examples, two simple systems with one constrained reaction are 18 
considered. The first one, homogeneous gas-phase oxidation of sulphur 19 
dioxide (SO2) to sulphur trioxide (SO3), is well-known for its industrial 20 
significance. The reaction is typically performed by mixing sulphur dioxide 21 
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with air at a pressure slightly higher than atmospheric, and is passed through 1 
a catalyst converter, containing a number of layers of catalyst. For our 2 
purposes the reaction is yet assumed to obey a simple rate law as given in 3 
Table 1. The system also consists merely of the three gaseous constituents 4 
O2, SO2 and SO3. The respective matrix description is given in Eq. (27) with 5 
constraint matrix elements set for the oxidation product SO3. 6 
 
𝐶′ = 
𝑂2 𝑆𝑂2 𝑆𝑂3  𝑟
+  𝑟−
[
 0      1      1 0   0
 2      2      3 0   0
 0      0      1 1 −1
]
𝑆
 𝑂 
𝑐
 (27) 
 The second simple example is the oxidation of gaseous titanium(IV)chloride 7 
(TiCl4) to solid titanium dioxide (TiO2). In this system, a number of side 8 
reactions including the dissociation of chlorine and formation of titanium 9 
oxychlorides may take place (e.g. Koukkari and Niemelä [34], West et 10 
al.[35]). The extensively simplified stoichiometry matrix is given in Eq. (28), 11 
with constraint elements set on reactant TiCl4.  12 
 
𝐶′ =
 𝑂2  𝑇𝑖𝐶𝑙4  𝑇𝑖𝐶𝑙3  𝑇𝑖𝑂𝐶𝑙2  𝐶 𝑙2   𝐶𝑙  𝐶𝑙𝑂 𝑇𝑖𝑂2 𝑟
+   𝑟+
[
2    0    0  1   0   0  1  2  0    0
0    4    3     2     2   1  1  0  0    0
0    1    1  1   0   0  0  1  0    0
0 −1    0  0   0   0  0  0  1 −1
 ]
𝑂
𝐶𝑙
𝑇𝑖
𝑐
 (28) 
With the constraint set for only one reactant in the system, a number of side 13 
reactions will be allowed toward reaching mutual equilibrium. Such 14 
reactions include, e.g. 15 
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 𝑇𝑖𝐶𝑙4 +𝑀 ↔  𝑇𝑖𝐶𝑙3  + 𝐶𝑙 + 𝑀 
𝐶𝑙2  ↔ 2𝐶𝑙 
𝐶𝑙2 + 𝑂2  ↔ 2𝐶𝑙𝑂 
𝑇𝑖𝐶𝑙3 + 𝑂2    ↔ 𝑇𝑖𝑂𝐶𝑙2 + 𝐶𝑙𝑂 
(d.1) 
(d.2) 
(d.3) 
(d.4) 
In (d.1) M denotes any gaseous molecule. With additional TiCln radicals and 1 
various Ti-oxychloride species the list can be continued to several dozens of 2 
reactions [34, 35]1. Considering the arduous compilation of the mechanism 3 
with a great number of reactions with rather inaccurate rate data, it has been 4 
proposed to use local chemical equilibrium (LCE) assumption [6, 27].  Here 5 
the global reaction rate measured for the decay of TiCl4 reactant in the 6 
oxidation system is applied for describing the great number of (elementary) 7 
side reactions when constructing a model for the TiCl4 burner [6, 27].  Due 8 
to the considerable enthalpy effects of, e.g. Cl2 dissociation, the validity of 9 
the LCE assumption also could be ascertained with measured temperature 10 
and heat transfer data, but from a pilot reactor also from the actual industrial 11 
production lines [34, 36].  12 
The rate data for the SO2 and TiCl4 oxidation reactions is presented in 13 
Table 1. The extent of SO2 oxidation was calculated for the isothermal 14 
homogenous system. The affinity received as the potential of the immaterial 15 
                                           
1 For example, West et al. list 51 reactions including (i) thermal decomposition, which initiates the radical 
reaction chain; (ii) radical abstraction of Cl and disproportionation; (iii) oxidation; and (iv) dimerization 
forming a Ti2OxCly species. 
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component has been compared with the molar Gibbs energy change of the 1 
reaction (rG). The system initial conditions are 0.01 mol SO3, 20 mol SO2, 2 
24 mol O2. The reaction is assumed isothermal at 400 °C and 101 kPa (Fig. 3 
1). The respective isothermal TiCl4 oxidation system (Fig. 2) consists of 1.0 4 
mol TiCl4 and 1.1 mol O2 at 1360 °C.  The non-isothermal system (Fig. 3) is 5 
calculated for an atmospheric plug flow reactor with feed rates O2 4.0 mol s
-6 
1 (1600 °C) and TiCl4 3.54 mol s-1 (600 °C). The reaction is assumed to 7 
proceed after ideal mixing of the reactants in a plug flow reactor, with the 8 
overall reaction rate received from the Arrhenius equation as presented in 9 
Table 1.  As for the heat transfer model and calculated temperature profiles 10 
of the plug flow reactor, the reader is referred to earlier work (see e.g. 11 
Koukkari et al. [36]). The affinities of both reactions were determined from 12 
the constraint potentials (received as the Lagrange multipliers of the 13 
respective constraining components in the matrixes (27) and (28) compared 14 
with the respective ∆𝑟𝐺 values calculated from the molar Gibbs energies of 15 
the reactants and products (as defined in the reaction equations of Table 1).   16 
MCCM_Template_Vers 4   May 2014    
 23 
 1 
Fig. 1 The constraint potential affinities and ∆𝑟𝐺 values for the SO2 2 
oxidation system. 3 
 4 
Fig. 2 The constraint potential affinities and ∆𝑟𝐺 values for the isothermal 5 
TiCl4 oxidation system. 6 
 7 
 8 
Fig. 3 The constraint potential affinities and ∆𝑟𝐺 values for the non-9 
isothermal TiCl4 oxidation system. 10 
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 1 
Table 1. The rate data for the SO2 and TiCl4 oxidation reactions. 2 
Reaction ∆𝐻𝑜 
kJ ∙ mol−1 
∆𝐺𝑜 
kJ ∙ mol−1 
Rate equation 𝐸𝑎 
kJ ∙ mol−1 
𝐴 
s−1 
𝐴, 
(dm3 ∙ mol−1)½s−1 
𝑆𝑂2 + 0.5𝑂2
→ 𝑆𝑂3 
-98.9 -35.5 𝑑[𝑆𝑂3]
𝑑𝑡
= 𝑘[𝑂2][𝑆𝑂2] 
31.0 12.07  
𝑇𝑖𝐶𝑙4 + 𝑂2
→ 𝑇𝑖𝑂2 + 2𝐶𝑙2 
-175.4 
(1000 °C) 
-104.1 
(1000 °C) 
𝑑[𝑇𝑖𝐶𝐿4]
𝑑𝑡
= −(𝑘 + 𝑘′√[𝑂2]) [𝑇𝑖𝐶𝑙4] 
85.0 8.26E4 1.4E5 
 3 
The constraint potential affinities and ∆𝑟𝐺 values are depicted in Figures 1–4 
3. The full symmetry is obvious following Eq. (23). The reaction extents are 5 
plotted on a normalized basis on the x-axis 0 ≤ 𝜉/𝜉𝑚𝑎𝑥 ≤ 1 on the x-axis, 6 
where the limiting values correspond to those of fully unreacted system and 7 
to a system that has proceeded to stoichiometric completion. 8 
Homogeneous stationary state system with two constrained reactions 9 
In this example, a homogeneous gas phase system is again considered. The 10 
transient formation of nitric oxide emission in combustion flames have been 11 
extensively studied both experimentally and with modelling techniques 12 
including mechanistic kinetics [37] CFE [29] and RCCE [9]. In what 13 
follows, a reaction-constrained free-energy model is presented for carbon 14 
monoxide combustion in dry air. In addition, for the necessary reaction rate 15 
constraints a steady state assumption for oxygen radicals has been included.  16 
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For this simple case without hydrogen, the system and the matrix for 1 
stoichiometric  coefficients 𝐂𝐓 can be presented as 2 
 
𝐂𝐓 =
𝐶 𝑁 𝑂
[
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 1 0 0
2 0 0
1 1 0
1 0 1
1 0 2
0 1 0
0 2 0
0 2 1
0 2 0
1 1 1
0 1 1
0 1 2
0 1 3
0 0 1
0 0 2]
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
𝐶
𝐶2𝑁2
𝐶𝑁
𝐶𝑂
𝐶𝑂2
𝑁
𝑁2
𝑁2𝑂
𝑁𝐶𝑁
𝑁𝐶𝑂
𝑁𝑂
𝑁𝑂2
𝑁𝑂3
𝑂
𝑂2
 (29) 
Thermal NO emissions in high-temperature post-flame conditions can be 3 
described with the Zeldovich mechanism [38] described by Eqs. e.1 and 3.2. 4 
However, during the oxidation of hydrocarbons the radical over-shoot 5 
rapidly increases the NO emissions, which cannot be modelled with the 6 
Zeldovich mechanism alone. Thus, this simplified model is extended with 7 
the description of carbon monoxide oxidation and oxygen radical build-up 8 
(Eqs. e.3 and e.4). 9 
𝑁2 + 𝑂 → 𝑁 +𝑁𝑂 (e.1) 
𝑁 + 𝑂2 → 𝑁𝑂 + 𝑂 (e.2) 
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𝐶𝑂 + 𝑂2 → 𝐶𝑂2 + 𝑂 (e.3) 
𝐶𝑂 + 𝑂 +𝑀 → 𝐶𝑂2 +𝑀 (e.4) 
For the model, it was assumed that the constrained net reactions applied to 1 
the amounts of species NO, CO, O, so that these species are not allowed to 2 
freely equilibrate with any other species in the system. The stoichiometric 3 
matrix with these constraints added, 𝐂′𝐓, is 4 
 
𝐂′𝐓 =
𝐶     𝑁       𝑂   𝑐(𝑁𝑂) 𝑐(𝐶𝑂) 𝑐(𝑂)
[
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 1     0      0          0       0        0
2     0      0          0      0        0
1     1      0         0        0         0
1     0      1          0      1        0
1     0      2          0      0        0
0     1      0          0      0        0
0     2      0          0      0        0
0     2      1          0      0        0
0     2      0           0      0        0
1     1      1          0     0        0
0     1      1          1      0        0
0     1      2          0      0        0
0     1      3          0      0        0
0     0      1          0      0        1
0     0      2          0      0        0]
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
𝐶
𝐶2𝑁2
𝐶𝑁
𝐶𝑂
𝐶𝑂2
𝑁
𝑁2
𝑁2𝑂
𝑁𝐶𝑁
𝑁𝐶𝑂
𝑁𝑂
𝑁𝑂2
𝑁𝑂3
𝑂
𝑂2
 (30) 
When NO emission is considered, the reaction (e.1) is immediately followed 5 
by reaction (e.2) and the rate of formation of NO is given in Eq. (31). The 6 
oxidation of CO is described as the sum of reactions (e.3) and (e.4) and rate 7 
Eq. (32) is applied. For clarity, the respective rate constants are indexed as 8 
k1, k3 and k4, respectively.  9 
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 𝑟𝑁𝑂 = 2𝑘1[𝑁2][𝑂] (31) 
 𝑟𝐶𝑂 = −𝑘3[𝐶𝑂][𝑂2] − 𝑘4[𝐶𝑂][𝑂][𝑀] (32) 
The changes in reaction advancements are calculated stepwise for time step 1 
𝑡𝑖 → 𝑡𝑖+1 2 
 
 𝜉𝑗 =  𝑏𝑀+𝑗 = ∫ 𝑟𝑗𝑑𝑡
𝑡𝑖+1
𝑡𝑖
≈ 𝑟𝑗(𝑡𝑖)(𝑡𝑖+1 − 𝑡𝑖) (33) 
The effect of the reverse reaction rates can be estimated by the method 3 
described by Koukkari, et al. [28],  where it is assumed that the effect is 4 
similar to one with an elementary reaction. 5 
  
dξj
dt
= rj = kj (1-e
-
Aj
RT) + Πreactants(ak)
|vk| 
= kj (1-
Qj
Kj
)Πreactants(ak)
|vk|   
(34) 
so that 6 
 
𝑟𝑗 = 𝑟𝑗
0  (1 −
𝑄𝑗
𝐾𝑗
) = 𝑟𝑗
0 (1 − 𝑒−
𝔸𝑗
𝑅𝑇)  (35) 
where 𝐾𝑗 is the equilibrium constant and 𝑄𝑗 the reaction quotient for reaction 7 
𝑗  and  𝔸𝑗 its affinity and 𝑟𝑗
0, the rate of reaction far from equilibrium is taken 8 
as given by, e.g. Eqs. (31) and (32). As a numerical simplification, when the 9 
difference of rates of reactions (e.3) and (e.4) is estimated to be less than 10 
10% of the rate of reaction (e.3), the O radical concentration is estimated by 11 
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the steady-state approximation (Eq. (36), using the respective indices for  𝐾𝑗 1 
and 𝑄𝑗). 2 
 
[𝑂] = 𝑘3𝑘4
−1 (1 −
𝑄3
𝐾3
) (1 −
𝑄4
𝐾4
)
−1
[𝑂2][𝑀]
−1 (36) 
The O radical concentration following the steady state approximation (36) 3 
can be either set explicitly 4 
 
𝑏𝑂∗(𝑡𝑖+1) = 𝑘3𝑘4
−1 (1 −
𝑄3
𝐾3
) (1 −
𝑄4
𝐾4
)
−1
([𝑂2][𝑀]
−1)|
𝑡𝑖
 𝑉 (37) 
or implicitly by setting a corresponding deviation for the oxygen dissociation 5 
equilibrium. With 𝐾𝑂 and 𝑄𝑂 defined as the equilibrium constant and 6 
reaction quotient for the dissociation reaction and  𝔸O as the corresponding 7 
affinity.  8 
 1
2
𝑂2 ↔ 𝑂 (e.5) 
the deviation of oxygen dissociation from equilibrium can be expressed by 9 
 𝑄0
𝐾𝑂
= 𝑒−(
𝔸O
𝑅𝑇) = 𝑒
πO∗
𝑅𝑇 =
[𝑂]
[𝑂2]
 
√𝑥(𝑂2)
𝐾𝑜
=
1
[𝑀]
𝑘3
𝑘4
(1 −
𝑄3
𝐾3
)
(1 −
𝑄4
𝐾4
)
√𝑥(𝑂2)
𝐾𝑜
 
(38) 
Concentrations and mole fractions at the current time step tx are utilized 10 
together with reaction and equilibrium constants for calculating the chemical 11 
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potential or affinity at tx+1. A stoichiometric matrix with virtual phases used 1 
for adjusting reaction advancement, corresponding to the sum of reactions 2 
(e.1) and (e.2) (formation of 𝑁𝑂), reaction (e.3) and reaction (e.4) is   3 
 
𝐂′𝐓 =
𝐶   𝑁      𝑂 𝑐(𝑁𝑂) 𝑐(𝐶𝑂) 𝑐(𝑂)
[
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 1     0      0          0       0        0
2     2      0          0      0        0
1     1      0          0        0         0
1     0      1          0      1        0
1     0      2          0      0        0
0     1      0          0      0        0
0     2      0          0      0        0
0     2      1          0      0        0
1     2      0           0      0        0
1     1      1          0      0        0
0     1      1          1      0        0
0     1      2          0      0        0
0     1      3          0      0        0
0     0      1          0      0        1
0     0      2          0      0        0
0     0      0          2      0        0
0     0      0      −2      0        0
0     0      0         0   −1        1
0     0      0        0       1     −1
0     0      0        0   −1     −1
0     0      0       0      1        1]
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 𝐶
𝐶2𝑁2
𝐶𝑁
𝐶𝑂
𝐶𝑂2
𝑁
𝑁2
𝑁2𝑂
𝑁𝐶𝑁
𝑁𝐶𝑂
𝑁𝑂
𝑁𝑂2
𝑁𝑂3
𝑂
𝑂2
𝑟1+2
+
𝑟1+2
−
𝑟3
+
𝑟3
−
𝑟4
+
𝑟4
−
 (39) 
In Fig. 4 the calculation result with CFE is compared with the respective 4 
DKM (Zeldovich) approach. Fig. 5 shows the 𝔸𝑟-evolution for reactions 5 
(e.1), (e.3) and (e.4) (𝔸1, 𝔸3 and 𝔸4, respectively) during the course of the 6 
reaction time. Within the given time span, reaction (e.4) is approaching 7 
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equilibrium, while the affinity for reaction (e.1) indicates the stationary 1 
condition for oxygen radicals. 2 
 3 
Fig. 4 Comparison of the CFE and DKM calculation results for the NO 4 
formation model. 5 
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  1 
Fig. 5 Evolution of reaction affinities during the NO formation model. 2 
 3 
A multiphase aqueous system with two constrained reactions 4 
As an example of a slightly more complex system, a model for CaCO3 5 
precipitation from aqueous lime milk solution was constructed. The 6 
experimental system consists of a tubular reactor, to which CO2-gas is first 7 
injected at ca 3 bar of pressure, followed by the feed of lime milk as aqueous 8 
Ca(OH)2 slurry. With a close to stoichiometric feed of CO2 and Ca(OH)2 the 9 
reaction is instantaneous producing precipitated calcium carbonate and its 10 
progress can be followed in the reactor, e.g. by direct pH-measurement. 11 
Assuming ideal mixing and plug flow, a 1-dimensional model for the system 12 
was constructed and validated against the measured pH-values, which will 13 
vary from the original near neutral to pH  12 at maximum and finally close 14 
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to neutral again when all the reactants have been consumed [28]. The slow 1 
reactions were assumed to be the absorption of the CO2 from the gas to the 2 
aqueous phase and, respectively, the formation of precipitated CaCO3 in the 3 
dynamic multiphase model.  The multicomponent system with constraints is 4 
then as described in the CT matrix below: 5 
 
𝐂′𝐓 =
      𝑁  𝑂     𝐶 𝐻 𝐶𝑎 𝐸𝐴 𝑐(𝐶𝑂2) 𝑐(𝐶𝑎𝐶𝑂3)
[
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
2  0 0 0 0 0     0             0
0 2 0 0 0 0     0             0
0 2 1 0 0 0    1             0
0 1 0 2 0 0    0             0
0 1 0 2 0 0    0             0
0 0 0 1 0 −1    0             0
0 1 0 1 0 1    0             0
0 2 1 0 0 0    0             0
0 3 1 1 0 1    0             0
0 3 1 0 0 2    0             0
0 0 0 0 1 −2    0             0
0 3 1 0 1 0    0             0
0 2 0 2 1 0    0             1
0 3 1 0 1 0    1              0
0 0 0 0 0 0    1              0
0 0 0 0 0 0 −1              0
0 0 0 0 0 0    0              1
0 0 0 0 0 0    0           −1]
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
𝑁2(𝑔)
𝑂2(𝑔)
𝐶𝑂2(𝑔)
𝐻2𝑂(𝑔)
𝐻2𝑂
𝐻+
𝑂𝐻−
𝐶𝑂2
𝐻𝐶𝑂3
−
𝐶𝑂3
2−
𝐶𝑎2+
𝐶𝑎𝐶𝑂3
°
𝐶𝑎(𝑂𝐻)2
𝐶𝑎𝐶𝑂3
𝑟2
+
𝑟2
−
𝑟4
+
𝑟4
−
 (40) 
Here, the constraints have been set for the CO2 in the gas phase and for the 6 
CaCO3 precipitate. Both constituents have been shown also as aqueous 7 
neutrals. Using conventional notation, the reaction sequence is as follows: 8 
 𝐶𝑎(𝑂𝐻)2(𝑠) ↔ 𝐶𝑎
2+(𝑎𝑞) + 2𝑂𝐻−(𝑎𝑞) (f.1) 
 𝐶𝑂2(𝑔) → 𝐶𝑂2(𝑎𝑞) (f.2) 
MCCM_Template_Vers 4   May 2014    
 33 
 𝐶𝑂2(𝑎𝑞) + 2𝑂𝐻
−(𝑎𝑞) ↔ 𝐶𝑂3
2−(𝑎𝑞) + 𝐻2𝑂 (f.3) 
 𝐶𝑎2+(𝑎𝑞) + 𝐶𝑂3
2−(𝑎𝑞) ↔ 𝐶𝑎𝐶𝑂3(𝑠) (f.4) 
When reactions (f.2) and (f.4) are assumed to be the rate-determining steps 1 
(re-indexed 2 and 4 in the equations below), it is necessary to define their 2 
rate equations which then are applicable in the multiphase model:  3 
 
𝑟2 = 𝑘2𝑎(𝐶𝑂2(𝑔)) [1 −
𝑄2
𝐾2
] (41) 
 
𝑟4 = 𝑘4𝑎(𝐶𝑎
2+)𝑎(𝐶𝑂3
2−) [1 −
𝑄4
𝐾4
] (42) 
with the two adjustable rate parameters k2 and k4, while all other terms on 4 
the right-hand side can again be received from the thermodynamic model. 5 
The activities of CO2(g), Ca
2+ and CO3
2-, as well as the respective reaction 6 
quotients (𝑄2 and 𝑄4), are calculated for each sequential step and thus the 7 
discretized model can be based on their subsequent values and the 8 
equilibrium constants 𝐾2 and 𝐾4. All other reactions between the 9 
constituents defined in matrix (40) are assumed to be in mutual equilibrium 10 
in the multiphase model. These fast reactions then necessarily include the 11 
reactions between various solute species, which represent the key factors in 12 
the pH change to be observed [28, 39]. Typical input data for the system is 13 
given in Table 2. The rate constants have been transformed dimensionless 14 
by using the residence time of the plug flow reactor. The reaction rate 15 
constants were fitted to measured pH data (Fig. 6).  16 
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 1 
Fig. 6 Modelled and measured pH in the PCC reactor together with the 2 
modelled CaCO3 conversion rate as a function of reduced residence time. 3 
 4 
Table 2. Typical input data for the lime milk carbonization system. 5 
Ca(OH)2 CO2 H2O P T k2 k4 
g/s g/s l/s bar °C   
6.32 3.88 2.04 3.3 50.6 5.7E3 3.5E-3 
 6 
 While the affinities of the equilibrium reactions by definition appear as zero 7 
throughout, it is possible to follow again the affinities to the constrained 8 
reactions in the multiphase model (Fig. 7). When the affinity of CO2 9 
dissolution is plotted as a function of affinity of CaCO3 precipitation the 10 
various reaction stages can are illustrated visually (Fig. 8). The reaction can 11 
be seen to proceed in the affinity space along a path, that for the most part is 12 
controlled by relatively simple relationships. Shortly after the injection of 13 
both CO2(g) and Ca(OH)2 slurry, first CaCO3 is formed and both Ca(OH)2 14 
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and CaCO3 coexist. Applying the equilibrium assumptions included in the 1 
matrix (40), that all the aqueous species are in equilibrium with each other 2 
and the dissolution of Ca(OH)2 can be assumed to be in equilibrium as well, 3 
the affinity for the precipitation reaction can be expressed as  4 
 𝔸2 = 𝜇𝐶𝑂2(𝑔) − 𝜇𝐶𝑂2(𝑎𝑞) 
= 𝜇𝐶𝑂2(𝑔) + 𝜇𝐶𝑎(𝑂𝐻)2 − 𝜇𝐶𝑎𝐶𝑂3 − 𝜇𝐻2𝑂 − 𝔸4 
(43) 
When both Ca(OH)2 and CaCO3 coexist with a gas phase of CO2 with a fixed 5 
pressure, while the aqueous phase is dilute enough that water can be 6 
considered to have an activity equalling unity, Eq. (43) can be expressed as 7 
 𝔸2 =  𝐺
0(𝐶𝑎𝐶𝑂3(𝑠) + 𝐻2𝑂 → 𝐶𝑎(𝑂𝐻)2(𝑠) + 𝐶𝑂2(𝑔)) 
+𝑅𝑇𝑙𝑛
𝑃𝐶𝑂2
𝑃0
− 𝔸4 
(44) 
where  𝐺0 is the standard Gibbs energy change for the indicated reaction 8 
and 𝑃0 the standard state pressure, so that 𝔸2 is a linear function of 𝔸4. All 9 
the other values in Eq. (44) are constants specified by the thermodynamic 10 
data of the system and the applied CO2 pressure. When an excess amount of 11 
CO2 is used, the state of the reactive system will follow the line given by Eq. 12 
(44) until all the solid Ca(OH)2 is consumed. System development after that 13 
point will depend on the reaction kinetic parameters applied. As an initial 14 
asymptotic behaviour after full dissolution of Ca(OH)2, there will be an 15 
approximate quasi-steady state relative to aqueous carbonate species in the 16 
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system when both the rates (41) and (42) are considerably faster than the net 1 
change in aqueous carbonate amount, so that (while both reactions are far 2 
from equilibrium) 3 
 𝑘2𝑎(𝐶𝑂2(𝑔)) ≈ 𝑘4𝑎(𝐶𝑎
2+)𝑎(𝐶𝑂3
2−) (45) 
As the aqueous solution coexists with CO2 gas phase and CaCO3 solid, Eq. 4 
(45) can also be written as (𝐾4 is the equilibrium constant for dissolution of 5 
CaCO3)  6 
 
𝑘2𝑎(𝐶𝑂2(𝑔)) ≈ 𝑘4𝐾4 exp (
𝔸4
𝑅𝑇
) (46) 
so that the affinity of CaCO3 precipitation is determined by the 7 
thermodynamic and kinetic parameters and the CO2 pressure in the system, 8 
not the aqueous composition of the system. This is shown by the vertical 9 
dotted line in Fig. 8. After all CO2 gas has been dissolved, the system state 10 
in Fig. 8 moves to the positive x-axis, with a relatively slow CaCO3 11 
precipitation rate. As the inversion point A (where Ca(OH)2 has been fully 12 
dissolved) in Fig. 8 and the initial carbonate steady state (vertical line) do 13 
not depend on the solution composition, the system had a general tendency 14 
after the relatively short reaction time to remain oversaturated in respect to 15 
CaCO3 causing scaling after the desired reaction zone. This could be 16 
alleviated with the help of the chemical model with a secondary input 17 
adjusting the system pH. Due to the reaction pathway as described in Fig 8, 18 
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the secondary chemical input had to take place after full CO2 dissolution to 1 
be effective. 2 
 3 
Fig. 7 Reaction affinities as a function of residence time in the PCC reactor. 4 
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 1 
Fig 8. Reaction path in terms of affinities in in the PCC process. 2 
 3 
Discussion 4 
The presented methodology allows for systematic and rigorous simulation 5 
of various partial equilibria, including those constrained by reaction kinetics, 6 
while the assumption of local chemical equilibrium (LCE) is valid for the 7 
fast, non-constrained reactions. As indicated by the examples above, the 8 
procedure, however, includes a rich chemistry of intermediate species and 9 
allows for evaluation of their partial pressures and activities during the 10 
course of the chemical change. Then the time-dependent chemical potentials 11 
also become defined and affinity of any desired non-equilibrium reaction can 12 
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be deduced. Then, it is straightforward to apply the affinity-based reaction 1 
rate formalism in the sequential multicomponent calculation. However, it 2 
must be emphasized that the rate parameters are not derived from the 3 
calculation, but must be given as a program input as gathered, e.g. from 4 
experimental data.     5 
The method also provides treatment of, e.g. non-isothermal systems 6 
in process modelling as the free energy data will be used as temperature 7 
dependent. For chemical reactor engineering, the non-isothermal CFE 8 
simulation inherently allows for the effect of the changing temperature on 9 
incremental reaction rates. In such calculations, heat exchange between the 10 
system (often called the control volume of simulation) and its surroundings 11 
is also straightforward to include by using an appropriate heat transfer model 12 
or locally measured heat flux rates (e.g. Meyer et al. [40]). In flow systems, 13 
the chemical reaction rates must be connected with both mass and heat fluxes 14 
(and possible stress factors) and, as a result, the chemical change becomes 15 
simulated as a thermodynamic ‘natural process’, and the result of the 16 
calculation can be verified to follow the basic laws of thermodynamics.  17 
The affinity received from the constraint potentials can also be 18 
interpreted as the driving force while the system is approaching either the 19 
equilibrium state or a stable stationary state [25], the latter being a flow 20 
system condition where the extensive thermodynamic properties in each 21 
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locally positioned element are constant in time and also the intensive 1 
quantities at this fixed position remain unchanged over time. However,  CFE 2 
does not incorporate any specific reference for the stationary state, which is 3 
merely defined by the (by experiment) decided rate and flux constraints 4 
(Koukkari, 1995; Koukkari and Niemelä, 1997, see also Haase [19]), while 5 
the affinities for a non-equilibrium stationary state are determined by the 6 
constraint potentials.    7 
As a calculation method, and as presented in the above examples, both 8 
CFE, and with it closely related RCCE, can be used as well for transient 9 
systems with, e.g. timely changing intensive properties (temperature, 10 
pressure, pH or the like). In such conditions the unconstrained ‘rest of the 11 
system’ must be assumed to consist of fast (reaction) processes and it will be 12 
even more important than in stationary state calculations to validate the 13 
dynamic model by independent measurement.     14 
Conclusion 15 
The constrained free energy method provides a systematic technique to 16 
include reaction rates in combination with Gibbs free energy minimization 17 
for complex chemical systems. The technique of setting reaction extents as 18 
constraints into the multiphase Gibbsian system can be affiliated with the 19 
conventional mechanistic approach, where a given subset of the 20 
stoichiometric reaction equations is chosen as rate determining steps while 21 
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others are assumed to be fast equilibrium reactions. The non-equilibrium 1 
affinities (𝔸𝑟) for individual reactions can then be calculated from the 2 
chemical potentials of the constituents (mechanistic and CFE models) or 3 
from the constraint potentials (CFE). 4 
While using CFE, the constraint potentials approach zero when the 5 
chemical change proceeds toward equilibrium. With constrained reaction 6 
rates combined with constrained fluxes (heat and mass transfer) the CFE 7 
technique gives the properties of a stationary state. This means the open or 8 
continuous system has reached its minimum free energy subject to the said 9 
constraints and its thermodynamic extensive properties are constant in time 10 
in the positioned element where the local thermodynamic intensive 11 
properties also remain unchanged over time. The stationary state calculation 12 
is then well defined with its non-zero affinity value, provided that the 13 
constraints are adequately set and based on observed kinetic data. Transient 14 
systems may also be calculated with the rate-constrained minimum energy 15 
approach, yet the validation of the assumptions used with independent 16 
experimental data is then even more significant. The particular advantage of 17 
the thermochemical method is, however, that it inherently provides a great 18 
amount of thermodynamic data.  With all extensive and intensive properties 19 
of the system under consideration available, there often is a model-20 
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independent measurable property, which can be used to validate the 1 
calculations. 2 
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Figure Captions 16 
Fig. 1 The constraint potential affinities and ∆𝑟𝐺 values for the SO2 17 
oxidation system 18 
Fig. 2 The constraint potential affinities and ∆𝑟𝐺  values for the isothermal 19 
TiCl4 oxidation system. 20 
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Fig. 3 The constraint potential affinities and ∆𝑟𝐺 values for the non-1 
isothermal TiCl4 oxidation system. 2 
Fig. 4 Comparison of the CFE and DKM calculation results for the NO 3 
formation model. 4 
Fig. 5 Evolution of reaction affinities during the NO formation model. 5 
Fig. 6 Modelled and measured pH in the PCC reactor together with modelled 6 
CaCO3 conversion rate as function of reduced residence time. 7 
Fig. 7 Reaction affinities as a function of residence time in the PCC reactor.  8 
Fig. 8 Reaction path in terms of affinities in in the PCC process. 9 
  10 
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  1 
Table 1 The rate data for the SO2 and TiCl4 oxidation reactions. 2 
Reaction ∆𝐻𝑜 
kJ ∙ mol−1 
∆𝐺𝑜 
kJ ∙ mol−1 
Rate equation 𝐸𝑎 
kJ ∙ mol−1 
𝐴 
s−1 
𝐴, 
(dm3 ∙ mol−1)½s−1 
𝑆𝑂2 + 0.5𝑂2
→ 𝑆𝑂3 
-98.9 -35.5 𝑑[𝑆𝑂3]
𝑑𝑡
= 𝑘[𝑂2][𝑆𝑂2] 
31.0 12.07  
𝑇𝑖𝐶𝑙4 + 𝑂2
→ 𝑇𝑖𝑂2 + 2𝐶𝑙2 
-175.4 
(1000 °C) 
-104.1 
(1000 °C) 
𝑑[𝑇𝑖𝐶𝐿4]
𝑑𝑡
= −(𝑘 + 𝑘′√[𝑂2]) [𝑇𝑖𝐶𝑙4] 
85.0 8.26E4 1.4E5 
 3 
Table 2 Typical input data for the lime milk carbonization system. 4 
Ca(OH)2 CO2 H2O P T k2 k4 
g/s g/s l/s bar °C   
6.32 3.88 2.04 3.3 50.6 5.7E3 3.5E-3 
 5 
 6 
 7 
 8 
 9 
MCCM_Template_Vers 4   May 2014    
 48 
Figure 1  1 
 2 
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Figure 4 1 
 2 
Figure 5 3 
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