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VARIATIONS IN A1 ON A THEME OF MOHAN KUMAR
MATTHIAS WENDT
Abstract. For every prime p, Mohan Kumar constructed examples of stably
free modules of rank p on suitable p + 1-dimensional smooth affine varieties.
This note discusses how to detect the corresponding unimodular rows by an
explicit motivic cohomology group. Using the recent developments in the A1-
obstruction classification of vector bundles, this provides an alternative proof
of non-triviality of Mohan Kumar’s stably free modules. The reinterpretation
of Mohan Kumar’s examples also allows to produce interesting examples of
stably trivial torsors for other algebraic groups.
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1. Introduction
The starting point of this note is the following theorem of Mohan Kumar [MK85]
which provides important examples of stably free modules of high rank:
Theorem 1.1 (Mohan Kumar). Let k be an algebraically closed field. For every
prime p, there exists a (p+ 1)-dimensional smooth affine variety X = SpecA over
k(T ) and a nontrivial stably free A-module of rank p, given by a unimodular row of
length p+ 1.
The main goal of the present note is to reinterpret the geometric constructions
underlying the results in [MK85]; here is a short outline of the basic ideas: The
unimodular row defining the stably free module can be viewed as a morphism
X → Ap+1 \ {0}. In the setting of A1-homotopy theory, we have a composition of
maps
[X,Ap+1 \ {0}]A1 → H
p
Nis(X,K
MW
p+1 )→ H
p
Nis(X,K
M
p+1/p!).
Some information on the relevant homotopy sheaves is provided in Section 2. For
now, we note that the first non-trivial A1-homotopy sheaf of Ap+1\{0} is piA
1
p (A
p+1\
{0}) ∼= KMWp+1 , and the first map in the above composition is induced from the
corresponding morphism Ap+1 \ {0} → K(KMWp+1 , p) which is the first nontrivial
stage of the Postnikov tower for Ap+1 \ {0}. The second map is induced from the
composition KMWp+1 → K
M
p+1 → K
M
p+1/p! of the quotient by η and the quotient by p!.
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Now the variety X constructed by Mohan Kumar arises from a Zariski covering of
another variety X ′, and the image of the unimodular row in HpNis(X,K
M
p+1/p!) can
be checked to be non-trivial because it has non-trivial image under the connecting
map HpNis(X,K
M
p+1/p!) → CH
p+1(X ′)/p! of the Mayer–Vietoris sequence. By the
recent computations due to Asok and Fasel in [AF14b], we know that there is a
natural map
HpNis(X,K
M
p+1/p!)→ H
p
Nis(X,pi
A
1
p (B SLp)),
and some exact sequence chasing plus the above information can be used to show
that the lifting class of the compositionX → Ap+1\{0} → BSLp yields a non-trivial
class in HpNis(X,pi
A
1
p (B SLp)). This analysis provides an alternative A
1-homotopical
proof of the non-triviality of the stably free modules constructed by Mohan Kumar,
cf. Theorem 4.6 and the discussion in Section 3.4.
The relevance of this reformulation comes from the recent approach to torsor clas-
sification via A1-homotopy theory: the representability results [AHWI, AHWII] to-
gether with obstruction-theoretic methods [Mor12, AF14a] relate the classification
of G-torsors over smooth affine varieties to Nisnevich cohomology with coefficients
in A1-homotopy sheaves of the classifying space of G. The above reinterpretation
explains exactly how Mohan Kumar’s stably free modules fit into the A1-topological
approach to vector bundle classification. Moreover, there are several other classi-
fying spaces of algebraic groups where quotients of Milnor K-theory appear in A1-
homotopy sheaves. The above A1-topological construction of stably free modules
can then be adapted to provide stably trivial torsors for other algebraic groups.
For example, a second class of examples of stably trivial torsors, for the symplectic
groups, follows from the vector bundle case by some further exact sequence chasing,
cf. Theorem 6.1:
Theorem 1.2. Let k be an algebraically closed field of characteristic 6= 2. For every
odd prime p, there exists a p+1-dimensional smooth affine variety over k(T ) and a
stably trivial non-trivial Spp−1-torsor over it. Clearing denominators, there exists
a p + 2-dimensional smooth affine variety over k with a stably trivial non-trivial
Spp−1-torsor over it.
Taking the underlying projective module and adding a trivial line recovers the
stably free modules of Theorem 1.1, i.e., Mohan Kumar’s stably free modules have
(stably trivial) symplectic lifts.
Finally, the original motivation for looking at Mohan Kumar’s example through
the eyes of A1-homotopy theory comes from the case p = 3. There is also a Milnor
K-cohomology group relevant for the classification of octonion algebras with hyper-
bolic norm form. Applying the Zorn construction to the examples of Mohan Kumar
provides examples of such algebras over schemes of minimum possible dimension,
cf. the discussion in Section 6 and [AHW17].
1.1. Acknowledgements. This note was written during a pleasant stay at Institut
Mittag-Leffler, in the program “Algebro-geometric and homotopical methods”, and
I thank the institute for its hospitality. I would like to thank Chuck Weibel for
comments on an earlier version, Jean Fasel for pointing out some mistakes in the
arguments for triviality of connecting morphisms and Aravind Asok for very helpful
suggestions related to obstruction theory issues. Comments of two anonymous
referees helped to improve the presentation; I am particularly grateful for comments
requesting to include full details for the computation of the cohomology operations
in Section 4.1 which I hope led to clarification of the proof and exhibited a minor
2-torsion mistake in the previous version.
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2. Recollection on A1-homotopy and representability
In this section, we give a short recollection on the relevant input we use from
A1-homotopy theory.
We assume the reader is familiar with the basic definitions of A1-homotopy the-
ory, cf. [Mor12]. Short introductions to those aspects relevant for the obstruction-
theoretic torsor classification can be found in papers of Asok and Fasel, cf. e.g.
[AF14a, AF15]. The notation in the paper generally follows the one from [AF14a].
We generally assume that we are working over base fields of characteristic 6= 2.
When considering A1-homotopy sheaves, only the simplicial grading will appear,
i.e., for a pointed A1-connected space (X , x), we will denote by piA
1
n X the Nis-
nevich sheafification of the presheaf U 7→ [Sns ∧U+, (X , x)].
2.1. Representability theorem and obstruction theory. Now we recall the
representability theorem for torsors and introduce some notation for Postnikov
towers which are used for the obstruction-theoretic approach to torsor classification
in A1-homotopy.
The following representability theorem, significantly generalizing an earlier result
of Morel in [Mor12], cf. also [Sch17, Theorem 6.22], has been proved in [AHWI,
AHWII].
Theorem 2.1. Let k be an infinite field, and let X = SpecA be a smooth affine
k-scheme. Let G be a reductive group such that each absolutely almost simple com-
ponent of G is isotropic. Then there is a bijection
H1Nis(X ;G)
∼= [X,BNisG]A1
between the pointed set of isomorphism classes of rationally trivial G-torsors over
X and the pointed set of A1-homotopy classes of maps X → BNisG.
Here, BNisG refers to the classifying space of rationally trivial G-torsors for an
algebraic group G which can be constructed by the usual simplicial bar construc-
tion. Classical results on the Grothendieck–Serre conjecture state that for isotropic
reductive groups G rationally trivial torsors are automatically Zariski-locally triv-
ial. In the case when the group G is special, i.e., when all torsors are Zariski-locally
trivial, the index Nis will be omitted and the classifying space will simply be de-
noted by BG. The groups that will be discussed will be G = SLn (for most part of
the paper) as well as the symplectic groups G = Sp2n, the spin groups Spin(n) and
exceptional group G2 (in Section 6).
The representability theorem translates questions about G-torsor classification
into questions about A1-homotopy classes of maps into the classifying space. In par-
ticular, we can prove that a torsor is non-trivial by exhibiting some A1-topological
invariant showing that its classifying map is not null-homotopic. On the other hand,
we can deduce the existence of torsors over smooth affine schemes with suitable
properties by producing maps X → BNisG, e.g. by obstruction-theoretic methods.
While the study of A1-homotopy classes maps into classifying spaces may not
seem an easier subject than the torsor classification, the other relevant tool actually
allowing to prove some meaningful statements (by analyzing maps into the clas-
sifying space) is obstruction theory. The basic statements concerning obstruction
theory as applied to torsor classification can be found in various sources, such as
[Mor12] or [AF14a, AF15]. We only give a short list of the relevant statements
which are enough for our purposes.
The point of obstruction theory is to use the Postnikov tower to analyze pointed
maps [X,Y ]A1,•. Note that the representability theorem above related the isomor-
phism classes of G-torsors to unpointed (or free) maps [X,BNisG]A1 . For the groups
we consider in this paper, the classifying spaces BNisG are A
1-simply connected,
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hence the natural map from pointed to unpointed homotopy classes of maps is a
bijection and the obstruction theory can be directly used to analyze [X,BNisG]A1 .
Let (Y , y) be a pointed, A1-simply connected space. Then there is a sequence of
pointed A1-simply connected spaces, the Postnikov sections (τ≤iY , y), with mor-
phisms pi : Y → τ≤iY and morphisms fi : τ≤i+1Y → τ≤iY such that
(1) piA
1
j (τ≤iY ) = 0 for j > i,
(2) the morphism pi induces an isomorphism on A
1-homotopy sheaves in de-
grees ≤ i,
(3) the morphism fi is an A
1-fibration, and the A1-homotopy fiber of fi is an
Eilenberg–Mac Lane space of the form K(piA
1
i+1(Y ), i+ 1),
(4) the induced morphism Y → τ≤i holimi Y is an A
1-weak equivalence.
Moreover, fi is a principal A
1-fibration, i.e., there is a morphism, unique up to
A1-homotopy,
ki+1 : τ≤iY → K(pi
A
1
i+1(Y ), i+ 2)
called the i+ 1-th k-invariant and an A1-fiber sequence
τ≤i+1Y → τ≤iY
ki+1
−−−→ K(piA
1
i+1(Y ), i+ 2).
From these statements, one gets the following consequence: for a smooth k-
scheme X and a pointed, A1-simply connected space Y , a given pointed map
g(i) : X+ → τ≤iY lifts to a map g
(i+1) : X+ → τ≤i+1Y if and only if the following
composite is null-homotopic:
X+
g(i)
−−→ τ≤iY → K(pi
A
1
i+1(Y ), i+ 2),
or equivalently, if the corresponding obstruction class vanishes in the cohomology
group Hi+2Nis (X ;pi
A
1
i+1(Y )). If this happens, then the possible lifts are parametrized
by the quotient of the following set of homotopy classes of maps
[X+,K(pi
A
1
i+1(Y ), i + 1)]A1
∼= Hi+1Nis (X ;pi
A
1
i+1(Y ))
modulo the standard action of [X+,Ωτ≤iY ]A1 . This quotient (or sometimes the
cohomology group Hi+1Nis (X ;pi
A
1
i+1(Y ))) will usually be called the lifting set. Again,
as noted above, since Y is A1-simply connected, there is no difference between
considering pointed maps X+ → τ≤iY or unpointed maps X → τ≤iY .
We want to state clearly what this means for the torsor classification over smooth
schemes. If we have a torsor, then the map into the classifying space BNisG asso-
ciated by the representability theorem 2.1 is completely described by a sequence
of classes in the lifting sets Hi+1Nis (X ;pi
A
1
i+1(BNisG)), well-defined up to the respec-
tive action of [X+,Ωτ≤iBNisG]A1 . Only indices 0 ≤ i + 1 ≤ n can appear for
schemes of dimension n since the Nisnevich cohomological dimension equals the
Krull dimension. Conversely, to construct a torsor, one needs a sequence of lift-
ing classes as above, such that the associated obstruction classes in the groups
Hi+2Nis (X ;pi
A
1
i+1(BNisG)) vanish. Put bluntly, A
1-obstruction theory translates ques-
tions aboutA1-homotopy classes of maps (from smooth schemes) into cohomological
terms.
2.2. Cohomology of strictly A1-invariant sheaves. We now provide a short
recollection on strictly A1-invariant sheaves and their Nisnevich cohomology. All of
the material here can be found in [Mor12]. Recall that a sheaf A of abelian groups
on Sm /k is called strictly A1-invariant if for each smooth k-scheme X the map
pr∗1 : H
i
Nis(X,A)→ H
i
Nis(X × A
1,A) is an isomorphism.
As a matter of notation, strictly A1-invariant sheaves will usually be denoted by
bold letters, following notational conventions from [AF14a]. Most of the sheaves
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we will consider in this paper will be K-theory sheaves of various sorts where the
superscript will usually indicate which type of K-theory is referred to: KQi is (the
Nisnevich sheafification of) Quillen’s algebraic K-theory, KMi denotes Milnor K-
theory. Morel’s Milnor–Witt K-theory sheaves will be denoted by KMWi , the def-
inition can be found in [Mor12, Section 2]. As a special case, KMW0 is the sheaf
of Grothendieck–Witt rings, which is also denoted by GW. For the discussion in
Section 5, we’ll also need the sheaves In which are the Nisnevich sheafifications of
the presheaves of n-th powers of the fundamental ideal in the Witt ring.
If k is a perfect field, K/k is any extension and X is an A1-simply-connected
simplicial presheaf over Sm /K, then its A1-homotopy sheaves piA
1
n (X ) are strictly
A1-invariant sheaves of groups. In the special case where K = k is an infinite
perfect field, this is one of the main results of Morel’s theory in [Mor12]. A version
of Gabber’s presentation lemma over finite fields was established in [HK17], and this
allows to drop the requirement of infinity for the base field k. The general case which
allows base change along an extension K/k to a possibly non-perfect field follows
from [Hoy15, Lemma A.2, A.4]. This implies, in particular, that the A1-homotopy
sheaves of B SLn over rational function fields k(T ) of positive characteristic are
strictly A1-invariant because BSLn is defined over the (perfect) prime field.
If A is a strictly A1-invariant sheaf of abelian groups on Sm /k, then for any
smooth k-scheme U the unit 1 ∈ Gm defines a morphism 1× id : U → Gm×U , and
the contraction of A is defined to be the sheaf
A−1(U) = ker
(
A(Gm × U)
(1×id)∗
−−−−−→ A(U)
)
.
This construction can be iterated to yield A−n for n ∈ N; it is an exact functor on
the category of strictly A1-invariant sheaves on Sm /k, cf. [Mor12, Lemmas 2.32
and 7.33].
If A is a strictly A1-invariant sheaf of abelian groups, there is a natural Gm-
action on the contractions of A, defined as follows. For a unit u ∈ OX(X)
×,
pullback along the morphism Gm × X → Gm ×X given by multiplication with u
induces an action of OX(X)
× on A(Gm×X). By means of the short exact sequence
0→ A(X)
pr∗1−−→ A(Gm ×X)→ A−1(X)→ 0,
this induces a Gm-action on A−1(X), noting that the map pr
∗
1 is Gm-equivariant
if we equip A(X) with the trivial action. This action of the unit group extends to
an action of the Grothendieck–Witt ring along the morphism
Gm → K
MW
0 : u 7→ 〈u〉 = η[u] + 1
by [Mor12, Lemma 3.49]; it can be defined on higher contractions A−n, n ≥ 2, and
is then independent of the choice of which factor of Gnm is acting, cf. the discussion
after Lemma 3.49 in [Mor12].
The unit action above can be used to twist the contractions A−n, n ≥ 1, of a
strictly A1-invariant sheaf of abelian groups, cf. [Mor12, p. 118]. For a field E and
an E-vector space V of dimension 1, we denote by V × the set V \ {0} equipped
with the induced scalar multiplication of E×, and define for n ≥ 1
A−n(E;V ) := A−n(E)⊗Z[E×] Z[V
×].
This is mostly used in the case whereX is an essentially smooth k-scheme, E = κ(x)
is the residue field of a point x ∈ X(n) of codimension n and ΛXx := ∧
n
κ(x)(mx/m
2
x)
∨
the stalk of the conormal sheaf of x in X .
Next, residue morphisms for a strictly A1-invariant sheafA are defined as follows,
cf. [Mor12, Corollary 2.35, Lemma 5.10]. For a field F with discrete valuation v
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and residue field E, we have ΛOvE = mv/m
2
v. Then we choose a uniformizer π for v.
This choice determines a Nisnevich distinguished square
SpecF //

SpecOv

Gm,E
// A1E
by means of which we can identify A−1(E) ∼= A(F )/A(Ov). For a choice of uni-
formizer π, the residue map
∂FE : A(F )→ A−1(E; Λ
Ov
E ) = A−1(E)⊗Z[E×] Z[(Λ
Ov
E )
×]
now maps an element s ∈ A(F ) to res(s) ⊗ π where res(s) is the image of s under
the composition A(F ) → A(F )/A(Ov) → A−1(E) of the natural projection with
the above isomorphism (which depended on the choice of uniformizer). It turns out,
cf. [Mor12, Lemma 5.10], that this definition of residue morphism is independent
of the choice of uniformizer.
If A is a strictly A1-invariant sheaf on Sm /k and X is an essentially smooth
k-scheme, then there are Gersten-type complexes C•(X ;A) (called Rost–Schmid
complexes in [Mor12] and [AF14a]) which provide flasque resolutions of A for the
Zariski and Nisnevich topology, cf. [Mor12, Corollary 5.43]. These complexes have
the form
· · · →
⊕
y∈X(i)
A−i(κ(y); Λ
X
y )
⊕
∂yz−−−→
⊕
z∈X(i+1)
A−i−1(κ(z); Λ
X
z )→ · · ·
The boundary map ∂yz is only nontrivial if z ∈ y; in this case, it is described as
follows, cf. [Mor12, Section 5.1]: replace X by the localization at z, and let Y˜ → Y
be the normalization of the curve Y = y →֒ X . For every point z˜i on Y˜ lying
over z ∈ Y , we have a residue morphism A−i(κ(y)) →
⊕
z˜i
A−i−1(κ(z˜i); Λ
Y˜
z˜i
) as
discussed above. We can twist these by the relative canonical bundle ωY˜ /X to
obtain the twisted residue morphisms
A−i(κ(y); Λ
X
y )→ A−i−1(κ(z˜i);ωz˜i/X)
noting that ΛY˜z˜i ⊗ ωY˜ /X = ωz˜i/X . The boundary map ∂
y
z : A−i(κ(y); Λ
X
y ) →
A−i−1(κ(z); Λ
X
z ) is then obtained as the composition of the above twisted residue
morphisms with the absolute transfer A−i−1(κ(z˜i);ωz˜i/X) → A−i−1(κ(z); Λ
X
z ).
The absolute transfer maps (and the relevant geometric and cohomological trans-
fers) are discussed in Sections 4 and 5.1 of [Mor12]; we don’t recall all the details
here since for our computations, the absolute transfers will play no role.1 If A is
already a contraction of some other strictly A1-invariant sheaf and X is a smooth
scheme with a line bundle L , then the above complexes can be further twisted by
the line bundle, but we won’t need this for our computations.
One of the noteworthy consequences of the existence of the above complexes
computing Nisnevich cohomology is that Zariski and Nisnevich cohomology agree
for all the sheaves we will consider in this paper. This fact might be used tacitly in
some argument. There may also be occasionally missing indices, but all cohomology
groups considered in this paper are Nisnevich cohomology groups.
1For most of the computations, the boundary maps in the above complex will not matter;
several vanishing results will only be proved by making statements about the structure of the
reduction of certain strictly A1-invariant sheaves. However, there is one cohomology operation
which we have to discuss in detail, and this requires a detailed tracing through the construction
of the boundary map for the Gersten-type complexes.
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2.3. Mayer–Vietoris sequences. Finally, we need to discuss Mayer–Vietoris se-
quences for the Nisnevich cohomology of strictly A1-invariant sheaves which will be
needed for some computations in the paper. Let X = U ∪ V be a Zariski covering
of smooth schemes over a perfect field k, and let A be a strictly A1-invariant Nis-
nevich sheaf of abelian groups on Sm /k. In this situation, it follows formally that
there is an associated long exact Mayer–Vietoris sequence in Nisnevich cohomology
→ HiNis(X,A)→ H
i
Nis(U,A)⊕H
i
Nis(V,A)→ H
i
Nis(U ∩ V,A)
∂
−→ Hi+1Nis (X,A)→
This sequence is functorial in A.
One can also use the Gersten complexes to provide a specific model of the bound-
ary map in the Mayer–Vietoris sequence as follows. There is an exact sequence
0→ C•(X,A)→ C•(U,A)⊕ C•(V,A)→ C•(U ∩ V,A)→ 0
of Gersten complexes associated to a Zariski covering X = U ∪ V which gives rise
to the long exact Mayer–Vietoris sequence. The boundary morphism can now be
described as follows. A cycle representative of a class in HiNis(U ∩ V,A) is given
by a finite sum, indexed over codimension i points x of U ∩ V , of elements of
A−i(k(x)). This formal sum can be viewed as a formal sum in C
•(U ;A) (which
is the summand of the middle complex where the restriction map is id, not − id).
This may no longer be a cycle, but we can apply the boundary map of the Gersten
complex (which is given in terms of residue maps) to this lifted chain. The result
will have trivial image in C•(U ∩ V ;A) and therefore the resulting formal sum can
be viewed as an element of C•(X ;A). This will be a cycle representing the image
of the boundary map HiNis(U ∩ V,A)→ H
i+1
Nis (X,A).
2.4. Quadrics, unimodular rows and cohomology. We denote by Qd the d-
dimensional smooth affine split quadric, cf. [ADF15] for the defining equations over
Z.
For the odd-dimensional quadrics Q2n−1, defined by the equation
∑n
i=1XiYi = 1,
it is classical that the projection onto theXi-coordinates provides an A
1-equivalence
Q2n−1 → A
n \ {0}. Moreover, the odd-dimensional quadric Q2n−1 is A
1-local in
the sense that the set [X,Q2n−1]A1 of A
1-homotopy classes of maps into Q2n−1 can
be identified as the quotient of the set of scheme morphisms X → Q2n−1 modulo
naive A1-homotopies X × A1 → Q2n−1, for every smooth affine scheme X ; this is
explained e.g. in [AF14b, §4].
For a commutative unital k-algebra R, a tuple (a1, . . . , an) of elements of R is
called unimodular row if there exists a tuple (b1, . . . , bn) of elements of R such
that
∑
aibi = 1. The scheme A
n \ {0} classifies unimodular rows in the sense
that for X = SpecR a smooth affine k-scheme the set [SpecR,An \ {0}]A1 is in
natural bijection with the orbit set of the natural action of the elementary group
En(R) on the set Umn(R) of unimodular rows over R. For the odd-dimensional
quadric Q2n−1, the scheme morphisms X → Q2n−1 are in bijection with pairs of
a unimodular row (a1, . . . , an) and a choice of tuple (b1, . . . , bn) with
∑
aibi = 1.
Any unimodular row X → An \ {0} can be lifted to a morphism X → Q2n−1 and
any two such lifts are equivalent up to A1-homotopy. For a further discussion of
these issues, cf. again [AF14b, §4].
The relation between unimodular rows and An \ {0} resp. Q2n−1 is relevant
because of the following. A unimodular row (a1, . . . , an) of length n over the ring
R gives rise to a stably free projective module of rank n− 1, given as kernel of the
map Rn → R : (b1, . . . , bn) 7→
∑
aibi defined by the unimodular row. On the level
of A1-homotopy theory, this is reflected by the A1-fiber sequence
A
n \ {0} → BSLn−1 → BSLn .
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Composing the morphism X → An \{0} corresponding to the unimodular row with
the map An\{0} → BSLn−1 yields a rank n−1 vector bundle which becomes trivial
after adding a trivial line bundle. This is what is relevant for the cohomological
analysis of Mohan Kumar’s stable free vector bundles: we will establish the non-
triviality of the vector bundles by showing that the associated morphism X → An \
{0} → BSLn−1 is not null-homotopic. The obstruction-theoretic analysis reduces
this to show that some cohomology classes of X with coefficients in piA
1
i (B SLn−1)
are non-trivial.
Since we will also need to compute the Nisnevich cohomology of the quadrics
Qd with coefficients in strictly A
1-invariant sheaves, we shortly recall the relevant
formulas, cf. [ADF15]:
H˜
i
(Q2d,A)
∼=
{
A−d(k) i = d
0 else
, H˜
i
(Q2d−1,A)
∼=
{
A−d(k) i = d− 1
0 else
Here k is the base field and A−d denotes the d-fold contraction.
3. Cohomological analysis of Mohan Kumar’s construction
In this section, we recall the geometric constructions of [MK85] and explain
how they give rise to varieties with interesting cohomology classes. In fact, we
will explain how Mohan Kumar’s construction provides varieties Y ∩ Z where the
following composition is a surjection
[Y ∩ Z,Ap+1 \ {0}]A1 → H
p(Y ∩ Z,KMWp+1 )→ H
p(Y ∩ Z,KMp+1/p)→ Z/pZ.
3.1. Geometric setup. Fix a prime p and a field k. The first geometric construc-
tion produces a smooth affine variety with non-trivial torsion in the top Chow group.
For this, let f(T ) be a polynomial of degree p over k such that f(0) = a ∈ k×.
Then there are recursively defined polynomials
F1(X0, X1) = X
p
1f
(
X0
X1
)
, and
Fi+1(X0, . . . , Xi+1) = F1
(
Fi(X0, . . . , Xi), a
pi−1
p−1 Xp
i
i+1
)
.
If f(T p
m−1
) is irreducible then, according to [MK85, Claim 1], Fn is irreducible for
n ≤ m. In this case, [MK85, Claim 2] states that X = Pn \ V(Fn) is a smooth
affine variety over k with CHn(X) ∼= Z/pZ, generated by the class of a k-rational
point of X .
The second part of the geometric construction produces a Zariski covering of X
by two affine subvarieties with trivial top Chow groups. The first subvariety is
Y = (Pn \V(Fn−1)) ∩X,
where we view Fn−1 in the obvious way as a polynomial in the variablesX0, . . . , Xn.
SinceX\Y contains the k-rational point x = [0 : 0 : · · · : 0 : 1], we have CHn(Y ) = 0
by the localization sequence for Chow groups. The second subvariety is
Z = (Pn \V(G)) ∩X
with the polynomial
G(X0, . . . , Xn) = Fn−1(X0, . . . , Xn−1)− a
pn−1−1
p−1 Xp
n−1
n .
Here the variety V(G) contains the k-rational point y = [0 : 0 : · · · : 0 : 1 : 1], and
again the localization sequence for Chow groups implies CHn(Z) = 0. We have a
Zariski covering X = Y ∪ Z because Fn ∈ 〈Fn−1, G〉.
Finally, the relevant variety is now the intersection Y ∩ Z.
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3.2. Non-trivial cohomology classes. We first note that the variety Y ∩Z con-
structed by Mohan Kumar supports a non-trivial cohomology class with coefficients
in Milnor–Witt K-theory. This non-trivial class exists because the class in CHn(X)
locally trivializes in the covering X = Y ∪ Z.
Proposition 3.1. Let k be a field of 2-cohomological dimension ≤ 1. Let p be a
prime and assume that there exists a degree p polynomial f(T ) over k such that
f(T p
p
) is irreducible. Consider the situation X = Y ∪Z outlined above. Then there
is a surjection
HpNis(Y ∩ Z,K
MW
p+1 )։ CH
p+1(X) ∼= Z/pZ.
Proof. Use the Mayer–Vietoris sequence for the cohomology of KMp+1 associated to
the Zariski covering X = Y ∪ Z, whose relevant portion is the following
HpNis(Y ∩ Z,K
M
p+1)→ CH
p+1(X)→ CHp+1(Y )⊕ CHp+1(Z).
By construction the last group of the sequence is trivial, showing that the boundary
map in the Mayer–Vietoris sequence is a surjection. Now we consider the exact
sequence of strictly A1-invariant sheaves 0 → Ip+2 → KMWp+1 → K
M
p+1 → 0. The
induced morphism HpNis(Y ∩ Z,K
MW
p+1 )→ H
p
Nis(Y ∩ Z,K
M
p+1) is surjective if we can
show Hp+1Nis (Y ∩Z, I
p+2) = 0. But that follows from [AF14a, Proposition 5.2] because
by assumption the 2-cohomological dimension of the base field k is ≤ 1. 
Corollary 3.2. Let k be a field of 2-cohomological dimension ≤ 1. Let p be a prime
and assume that there exists a degree p polynomial f(T ) over k such that f(T p
p
)
is irreducible. Consider the situation X = Y ∪ Z outlined above. Then there is a
surjection
[Y ∩ Z,Q2p+1]A1 → H
p
Nis(Y ∩ Z,K
MW
p+1 )→ CH
p+1(X) ∼= Z/pZ.
Proof. By Proposition 3.1 it suffices to show that the first map is a surjection. This
follows from [AF16, Proposition 1.1.10 (1)] since Q2p+1 is (p−1)-A
1-connected and
Y ∩ Z has Krull dimension p+ 1. 
Remark 3.3. It would be very interesting to have more generally a construction
of smooth affine varieties with non-trivial classes in HnNis(X,K
M
n+r/m) for r ≥ 2.
Possibly this could be done by setting up a Mayer–Vietoris spectral sequence for
coverings X = U1∪· · ·∪Ur+1 in Milnor K-cohomology and then use that to produce
such varieties as intersections U1 ∩ · · · ∩ Ur+1. The next interesting case would be
r = 2. For this, one would want a variety X with a covering X = U1 ∪ U2 ∪ U3,
a non-trivial class in CHn+2(X)/m whose restriction to Ui vanishes and such that
the induced classes in Hn+1Nis (Ui ∩ Uj ,K
M
n+2/m) are also trivial at E∞ (either by
not being a cycle in E1 or by lifting to Ui and thus be killed by the d
1-differential).
The Mayer–Vietoris spectral sequence would then produce a non-trivial class in
HnNis(U1 ∩U2 ∩U3,K
M
n+2/m). However, at this point I don’t know how to guarantee
the latter condition on the vanishing of Hn+1Nis (K
M
n+2/m). As pointed out by one of
the referees, the base field would have to be of higher cohomological dimension, such
as a function field in r variables, to have a chance for the resulting cohomology
classes to be nontrivial.
3.3. Explicit description of a class. We now want to write out an explicit de-
scription of a Milnor K-cohomology class whose boundary can be detected on the
Chow group. Note that the smooth affine variety X is defined as the complement
of a hypersurface such that each point on the hypersurface has degree divisible by p
(which is exactly the reason for the p-torsion in CHp+1(X)). Now the complements
of Y and Z in X are given by hypersurfaces which contain rational points (which is
the reason why the top Chow groups of Y and Z are trivial). Note however that the
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hypersurface complements of Y and Z only intersect in the complement of X , so
they don’t have rational points in common. On Y ∩Z there are hence two reasons
for triviality of CHp+1(Y ∩ Z), namely a rational point in the complement of Y or
a rational point in the complement of Z. The lift in the Mayer–Vietoris sequence is
then given by a “homotopy between these two trivializations”: take a line in Pp+1
connecting a rational point in X \ Y and a rational point in X \ Z. On this line
there is a rational function having divisor exactly the difference of these rational
points. The class of this rational function in the p-residues of the function field of
the line is a cycle on Y ∩Z, hence represents a class in HpNis(Y ∩Z,K
M
p+1/p). Note
that this is exactly the geometric situation in [MK85, Claim 3], and we will see in
3.4 that this is the lifting class of Mohan Kumar’s stably free module.
Now we want to show that the class we described in HpNis(Y ∩Z,K
M
p+1/p) is actu-
ally non-trivial. This non-triviality is detected using the Mayer–Vietoris sequence
associated to the covering X = Y ∪ Z, cf. 2.3. More specifically, we want to show
that the above cycle has non-trivial image under the boundary map
HpNis(Y ∩ Z,K
M
p+1/p)→ CH
p+1(X)/p.
To compute the image of the class, recall the description of the boundary map
from 2.3. The cycle description of the class above was that we take the rational
function with divisor [y]− [x] as an element in the mod p residues of the function
field of the line connecting the points x and y. To compute the boundary in the
Mayer–Vietoris sequence, we first take the Gersten chain on Y given by the very
same rational function on the very same line. Now we apply the boundary map
in the Gersten complex, which in our situation is given by mapping the rational
function on the line l ∩ Y to its divisor. The rational function on the line l has
a zero at y ∈ Y and a pole at x ∈ X , hence its divisor on the line l is [y] − [x].
However, since x 6∈ Y , the divisor of the function in the Gersten complex for Y
is [y]. The final step in the computation of the boundary for the Mayer–Vietoris
sequence is to view [y] as a 0-cycle on the whole variety X . Since y is a k-rational
point, the class [y] is a generator of CHp+1(X).
We have shown the following:
Proposition 3.4. Denote by σ ∈ HpNis(Y ∩ Z,K
M
p+1/p) the class of a rational
function with divisor [y] − [x] supported on the line connecting x and y. Then the
image of σ under the boundary map
HpNis(Y ∩ Z,K
M
p+1/p)→ CH
p+1(X)/p
is a generator of CHp+1(X)/p ∼= Z/pZ.
Remark 3.5. Another approach to the construction of a non-trivial class in the
group Hp−1Nis (W,K
M
p+1/p) could now be to use the construction above. If we can
provide a covering Y ∩ Z = W1 ∪W2 on which the Milnor K-cohomology class in
HpNis(Y ∩Z,K
M
p+1/p) is trivialized, then the Mayer–Vietoris sequence would produce
such a class. The Milnor K-cohomology class can be represented by a line in Pn
connecting the points x and y. Actually, using Milnor K2-classes associated to the
coordinate axes in P2, any line in Pp+1 connecting rational points on X \ Y and
X \ Z will represent the same cohomology class. If we now can find two such lines
L1, L2 contained in hypersurfaces S1, S2 which only meet outside Y ∩ Z, then the
Mayer–Vietoris sequence associated to the covering Y ∩Z = (Y ∩Z\S1)∪(Y ∩Z\S2)
would produce the required class. Unfortunately, I don’t know how to construct the
appropriate hypersurfaces.
3.4. Comparison with Mohan Kumar’s construction. Now we want to com-
pare this to the original construction of stably free modules in [MK85]. In fact,
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we will show that the unimodular row defining Mohan Kumar’s stably free module
maps exactly to a cohomology class as described above.
Recall from [MK85] that the stably free module P is given by a unimodular row
as follows. The point y is a complete intersection in Y , i.e., its maximal ideal is of
the form my = 〈b1, . . . , bn〉 for a regular sequence of functions b1, . . . , bn ∈ OY (Y ).
Because y 6∈ Z, we can now consider (b1, . . . , bn) as a unimodular row on Y ∩ Z.
The stably free module P over Y ∩ Z is now the one defined as the kernel of this
unimodular row, cf. p.1441 of [MK85]. Note that, compared to the situation in
3.3, the regular sequence (b2, . . . , bn) defines the intersection of the line connecting
x and y with Y in Y , cf. [MK85, proof of Claim 3], and b1 can be taken to be a
function having a simple zero at y and a simple pole at x.
It remains to recall the description of the map [Y ∩ Z,Ap+1 \ {0}]A1 → H
p(Y ∩
Z,KMWp+1 ) sending a map Y ∩Z → A
p+1 \{0} corresponding to a unimodular row of
length p+ 1 to its associated lifting class. Recall that for each unimodular row of
length p+1 over the ring R there is a morphism u : SpecR→ Q2p+1 ≃A1 A
p+1\{0},
well-defined up to A1-homotopy. The first lifting class associated to the morphism
Y ∩ Z → Q2p+1 is given by the composition
Y ∩ Z → Q2p+1 → τ≤pQ2p+1
∼= K(KMWp+1 , p).
This composition corresponds to a cohomology class in HpNis(Y ∩Z,K
MW
p+1 ) which can
be evaluated using the techniques discussed in the proof of [Fas11a, Theorem 4.1]:
without loss of generality, we can assume that the unimodular row (b1, . . . , bp+1)
is such that the sequence (b2, . . . , bp+1) is regular; the first lifting class of the uni-
modular row in HpNis(Y ∩ Z,K
MW
p+1 ) is then given by the cycle (b1, 〈−1, b1〉) on the
subscheme defined by (b2, . . . , bp+1). Reduction of coefficients to K
M
p+1/p! means
that the class is given by the unit b1 on the closed integral subscheme defined by
(b2, . . . , bp+1).
We formulate the combination of the above statements which is implicitly con-
tained in [Fas11a, Theorem 4.1]:
Proposition 3.6. Let k be an infinite field, and let X = SpecR be a smooth
affine scheme over k. Let (b1, . . . , bp+1) be a unimodular row over R such that the
sequence (b2, . . . , bp+1) is regular and denote by P the associated stably free module
of rank p. The first lifting class associated to P in HpNis(X,K
M
p+1/p!) is given by the
cycle whose underlying codimension p scheme is R/(b2, . . . , bp+1) and the associated
rational function on it is b1.
Applying this statement to the specific case of Mohan Kumar’s stably free mod-
ules, the lifting class is given by a rational function with divisor [y]− [x] viewed as
p-residue in the function field of the line connecting x and y, cf. [MK85, Claim 3].
Note that this is exactly the class discussed in 3.3. In particular, Proposition 3.4 now
implies that the lifting class of Mohan Kumar’s stably free module is a non-trivial
class in HpNis(Y ∩ Z,K
M
p+1/p!), mapping to a generator of CH
p+1(X)/p! ∼= Z/pZ
under the boundary map of the Mayer–Vietoris sequence.
It should be mentioned that actually writing down an explicit unimodular row
for Mohan Kumar’s construction is a difficult task. The existence of the unimodu-
lar row only requires knowing that y is a complete intersection point, while writing
down an explicit unimodular row requires finding an explicit regular sequence gen-
erating the ideal defining the point y.
4. Stably free modules: Mohan Kumar’s examples at odd primes
In the previous section, we discussed a cohomological reinterpretation of Mohan
Kumar’s constructions from [MK85]. This provided, in particular, a smooth affine
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variety Y ∩Z with a morphism Y ∩Z → Ap+1 \ {0} which is detected in Milnor K-
cohomology. This morphism can be composed with the natural map Ap+1 \ {0} →
BSLp which is the inclusion of the A
1-homotopy fiber of the stabilization map
BSLp → BSLp+1. This produces a rank p vector bundle which becomes trivial
after adding a free rank one summand; it is an A1-topological reformulation of the
fact that the kernel of a unimodular row of length p+ 1 is a projective module of
rank p which becomes trivial after adding a free rank one module. The morphism
Ap+1 \{0} → BSLp induces a morphism H
p(Y ∩Z,KMWp+1 )→ H
p(Y ∩Z,piA
1
p BSLp).
The main point of the present section will now be to show that the composition
[Y ∩ Z,Ap+1 \ {0}]A1 → H
p(Y ∩ Z,KMWp+1 )→ H
p(Y ∩ Z,piA
1
p BSLp)
sends the unimodular row given by Mohan Kumar to a non-zero element, thus
providing an A1-topological proof that the stably free module is non-trivial. For
this, we will need to recall some information on the A1-homotopy sheaf piA
1
p (B SLp).
For the present section, p will be an odd prime, the case p = 2 will be discussed
in the next section. This case distinction is due to a structural difference of the
relevant A1-homotopy sheaves; Mohan Kumar’s constructions in [MK85] work for
even and odd primes.
4.1. A1-homotopy groups and a cohomology operation. The first thing to
note is that B SLn is simply connected for all n. The stabilization results imply
that
pi
A
1
i (B SLn)
∼= K
Q
i
for i < n. The corresponding lifting classes are related to the Chern classes, but
the non-uniqueness of lifting classes implies that making this relationship precise is
a rather subtle business.
The first unstable A1-homotopy group of BSLn has been computed in [AF14b,
Theorem 3.14]; for odd n, it is given by an exact sequence
0→ Sn+1 → pi
A
1
n (B SLn)→ K
Q
n → 0.
This exact sequence arises from the long exact homotopy sequence for the stabiliza-
tion fiber sequence An+1\{0} → BSLn → BSLn+1; consequently, the sheaf Sn+1 is
the cokernel of the boundary map piA
1
n+1(B SLn+1)→ pi
A
1
n (A
n+1 \ {0}) ∼= KMWn+1. By
[AF14b, Corollary 3.11], the canonical epimorphism KMWn+1 → Sn+1 factors through
a canonical epimorphism KMn+1/n! → Sn+1 which becomes an isomorphism after
n− 1-fold contraction.
The main point of the present section is the analysis of a cohomology opera-
tion associated to the A1-homotopy sheaf piA
1
n (B SLn). The short exact sequence
of strictly A1-invariant sheaves above induces a long exact sequence in Nisnevich
cohomology whose boundary map has the form
CHn(X) ∼= Hn(X,KQn )→ H
n+1(X,Sn+1) ∼= CH
n+1(X)/n!
For later arguments, we want to show that this boundary map is almost trivial.
Proposition 4.1. Let k be a field, let X be a smooth k-variety and let n be an
odd integer. Then the composition of the boundary map CHn(X)→ CHn+1(X)/n!
induced from the exact sequence
0→ Sn+1 → pi
A
1
n (B SLn)→ K
Q
n → 0
with the natural reduction map CHn+1(X)/n!→ CHn+1(X)/n is trivial.
The proof requires tracing through the definition of the boundary map to-
gether with some knowledge of the extension class of the exact sequence describing
pi
A
1
n (B SLn) and the unit action on contractions of this sheaf. That is, we need to
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prove a few lemmas before we can get to the proof of Proposition 4.1. We first
discuss the explicit realization of
(
pi
A
1
n BSLn
)
−n
in terms of vector bundles.
Lemma 4.2. Let F be a field. There is a natural identification
Hn(Q2n,F ,pi
A
1
n (B SLn))
∼=
(
pi
A
1
n (B SLn)
)
−n
(F ) ∼= [Q2n,F ,BSLn]A1 ,
and the right-hand side can be further identified with the set of isomorphism classes
of vector bundles of rank n over Q2n,F . Moreover, the n-fold contraction(
pi
A
1
n (B SLn)
)
−n
→ Z
of the projection map in the above exact sequence maps a rank n vector bundle on
Q2n,F to its class in K˜0(Q2n)
∼= Z.
Proof. Concerning the natural identifications in the first statement, the first iso-
morphism follows from the computation of cohomology of quadrics in Section 2.4
and the second isomorphism follows from obstruction theory, cf. Section 2.1. The
identification with vector bundles is the representability theorem 2.1. The final
statement concerning the projection follows since the projection piA
1
n BSLn → K
Q
n
is induced from the stabilization morphism BSLn → BSL∞. See also the discussion
of stable vector bundles on Q2n in [ADF15]. 
Remark 4.3. Note that this identification is natural in the underlying field: for
a field extension E/F the restriction map on the sections of piA
1
n (BSLn)−n cor-
responds to pullback of vector bundles along the base-change morphism Q2n,E →
Q2n,F . In particular, if we choose a preimage of 1 ∈ Z in pi
A
1
n (B SLn)−n(k) over
the base field k, then the pullback of the corresponding vector bundle to an extension
field F/k will map to 1 under
(
pi
A
1
n (B SLn)
)
−n
(F )→ Z. Explicitly, a vector bundle
V → Q2n,F mapping to a generator can be described in terms of Suslin matrices,
cf. [ADF15]; this is one particular choice of lift of 1 which can be defined over the
base field k.
Lemma 4.4. Let F be a field with discrete valuation v and residue field E. For an
element V ∈
(
pi
A
1
n (BSLn)
)
−n
(F ) and a unit u ∈ F×, the element
∂FE (〈u〉V)− ∂
F
E (V) ∈ Z/n!Z
is 2-torsion.
Proof. For the action of the unit group F× on
(
pi
A
1
n (B SLn)
)
−n
(F ), we have 〈u〉V =
V + η[u]V . Since the residue map ∂FE is additive, we have ∂
F
E (〈u〉V) = ∂
F
E (V) +
∂FE (η[u]V) and it suffices to show that ∂
F
E (η[u]V) = η∂
F
E ([u]V) is 2-torsion. To show
that the map
η :
(
pi
A
1
n (B SLn)
)
−n
(F )→
(
pi
A
1
n (B SLn)
)
−n−1
(F ) ∼= Z/n!Z
lands in the 2-torsion, we note that KMn+1 is orientable, and so η acts as 0 on
KM1 /n!. In particular, the map η above factors through the stabilization projection(
pi
A
1
n (B SLn)
)
−n
(F ) → Z and it suffices to show that η : KQ0 (F )
∼= Z → Z/n!Z ∼=
KM0 (F )/n! is 2-torsion. To check this, we consider the following explicit model of
η. We view
(
pi
A
1
n BSLn
)
−i
(F ) for i = n and n + 1 as A1-homotopy classes of
maps Q2n → BSLn and Q2n+1 → BSLn, respectively, and then multiplication
by η is explicitly given by composing a morphism Q2n,F → BSLn with the Hopf
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map η : Q2n+1,F → Q2n,F . The claim that η :
(
pi
A
1
n (B SLn)
)
−n
(F ) → Z/n!Z is
2-torsion can then be checked in topological or e´tale realization over algebraically
closed fields – it’s the classical statement that the Hopf map η ∈ πn+1(S
n) is 2-
torsion. 
Lemma 4.5. Let F be a field with discrete valuation v. Under the residue map(
pi
A
1
n BSLn
)
−n
(F )→ Z/n!Z
the vector bundle V → Q2n,F from Remark 4.3 maps to 0.
Proof. If v is the discrete valuation on F with residue field E, the residue is a map(
pi
A
1
n (B SLn)
)
−n
(F )→
(
pi
A
1
n (B SLn)
)
−n−1
(E; ΛOvE ).
Note that since
(
pi
A
1
n (BSLn)
)
−n−1
(E) ∼= Z/n!Z, we can omit the orientation data
in the target, making the above residue map independent of a choice of uniformizer
of v. To actually describe the residue map, recall that the source has been inter-
preted in Lemma 4.2 above as rank n vector bundles on Q2n,F . The target can
similarly be interpreted as rank n vector bundles on Q2n+1,E , cf. [AF14b]. We
need to explain how to “compute” this residue. Recall that by the definition of
contraction we have for any field E(
pi
A
1
n (B SLn)
)
−n−1
(E) = ker
((
pi
A
1
n (B SLn)
)
−n
(Gm,E)→
(
pi
A
1
n (B SLn)
)
−n
(E)
)
where the map is induced by the unit section. Suppose we have a rank n vector
bundle over Q2n,E ×Gm,E which is trivial over the fiber Q2n,E ×{1}. The vector
bundle is necessarily trivial over {x}×Gm,E for any choice of base point x ∈ Q2n,E ,
hence it is trivial over Q2n,E ∨Gm,E and therefore descends to a rank n vector
bundle over Q2n,E ∧Gm ≃ Q2n+1,E . Therefore, the residue of a vector bundle over
Q2n,E ×Gm,E is computed by first using the group structure to add a vector bundle
of the form p∗E for p : Q2n,E ×Gm,E → Q2n,E to make the vector bundle trivial
over Q2n,E ×{1}, and then the residue is the induced vector bundle over Q2n+1,E
as above. The same works if we have a field F with discrete valuation v and residue
field E: Nisnevich-locally, we can replace OF,v \ SpecE by Gm,E and do the same
construction.2
From the above description of the residue, we now deduce the claim. Let F
be a field with discrete valuation v, valuation ring Ov and residue field E, and
σ ∈
(
pi
A
1
n (B SLn)
)
−n
(F ) be a class, represented by a rank n vector bundle over
Q2n×kF . If the bundle extends (as a rank n vector bundle) to Q2n×kOv then
its residue is trivial since in this case it is (locally in the Nisnevich topology on
SpecOv) extended from a constant vector bundle on Q2n,E ×Gm,E . This is exactly
the case for the vector bundle from Remark 4.3. 
Proof of Proposition 4.1: We make use of the fact that the natural map
KMn+1/n!→ Sn is an isomorphism after (n−2)-fold delooping, tacitly behaving like
the first term in the exact sequence of sheaves is KMn+1/n!.
We first recall the definition of the boundary map in the long exact cohomology
sequence: the short exact sequence of sheaves induces a short exact sequence of
2This is the place where the residue would depend on the choice of uniformizer which influences
the choice of identification with Gm; but in our special situation the target has trivial unit action
and so the residue is in fact independent of such choice.
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Gersten complexes whose relevant part (the two final degrees n and n + 1) is the
following⊕
y∈X(n) K
M
1 (κ(y))/n!


//

⊕
y∈X(n)
(
pi
A
1
n (B SLn)
)
−n
(κ(y); ΛXy ) // //
∂

⊕
y∈X(n) Z
⊕
z∈X(n+1) Z/n!Z ∼=
//
⊕
z∈X(n+1) Z/n!Z
// 0
The class in CHn(X) ∼= Hn(X,KQn ) is represented by an element in the right-
most term
⊕
y∈X(n) Z; in our specific case where X has dimension n + 1, it is a
Z-linear combination of curves in X . We lift this cycle to the upper middle term,
apply the boundary map ∂, and the result is a representative for the cohomology
class in CHn+1(X)/n! ∼= Hn+1(X,Sn+1). Note that the sheaves K
M
n+1 and K
Q
n are
orientable3, hence we can drop the orientation information ΛXy in the outer terms
of the first line; but we need to include orientation information ΛXy in the middle
term since the sheaf piA
1
n (B SLn) is not orientable.
To discuss the lift of a class in CHn(X) to an element of the middle term⊕
y∈X(n)
(
pi
A
1
n (B SLn)
)
−n
(κ(y))⊗Z[κ(y)×] Z[(Λ
X
y )
×],
we employ Lemma 4.2. The lemma provides us with a vector bundle V → Q2n,k
(over the base field k) whose pullback to any extension field F/k stabilizes to a
generator of K˜0(Q2n,F ). For a Z-linear combination
∑
imi[Ci] of curves Ci →֒ X ,
we can then provide an explicit lift by∑
i
mi[Vi/Ci]⊗ σi,
where [Vi/Ci] is the class in
(
pi
A
1
n BSLn
)
−n
(κ(Ci)) of the pullback of the above
vector bundle V → Q2n,k to Q2n×Ci, and σi ∈ Λ
X
κ(Ci)
is a non-zero element. Note
that σi ∈ Λ
X
κ(Ci)
can be considered as a rational section of the relative normal bun-
dle ωC˜i/X of the composition C˜i → Ci →֒ X of the normalization of the curve Ci
followed by the embedding of Ci into X (using that the normalization is an isomor-
phism away from the ramification points, hence we have a natural identification of
the relative normal bundles there).
In the next step of the construction of the connecting homomorphism CHn(X)→
CHn+1(X)/n! for the exact sequence of sheaves, we have to compute the image of
the above lift under the differential ∂ in the Gersten complex for piA
1
n BSLn. For
this, recall from Section 2.2 the definition of the differential
∂κ(C) :
(
pi
A
1
n BSLn
)
−n
(κ(C))⊗Z[κ(C)×] Z[(Λ
X
C )
×]→
⊕
z∈X(n+1),z∈C
Z/n!Z,
where we have already specialized to the relevant situation where X is n + 1-
dimensional and C →֒ X is a curve in X , and the orientation data is omitted in
the target groups. For computing the differential ∂
κ(C)
z we have to consider the
normalization C˜ → C of the curve, compute the residue map
∂
κ(C)
z˜i
:
(
pi
A
1
n BSLn
)
−n
(κ(C))⊗Z[κ(C)×] Z[(Λ
X
C )
×]→ Z/n!Z
3Orientable here means that the action of the units on the contractions is trivial. This im-
plies in particular that the KMW
0
-module structure extending the unit action factors through the
dimension homomorphism GW(F ) → Z.
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for all the points z˜i on C˜ lying over z and then compose that with the absolute
transfer map
⊕
z˜i/z
Z/n!Z→ Z/n!Z. Since KMn+1 is orientable (or differently, since
the unit action on Z/n!Z is trivial), the absolute transfer map reduces to the transfer
map induced from Milnor K-theory, hence it takes an element
⊕
imi ∈
⊕
z˜i
Z/n!Z
to
∑
i[κ(z˜i) : κ(z)]mi ∈ Z/n!Z.
Now for the computation of the residue of the above lift. As a first step,
Lemma 4.5 describes the computation of the residue of the lifted vector bundle
before twisting. Then the actual residue map
∂
κ(C)
z˜i
:
(
pi
A
1
n BSLn
)
−n
(κ(C))⊗Z[κ(C)×] Z[(Λ
X
κ(C))
×]→ Z/n!Z
is obtained by twisting the residue map described in Lemma 4.5 by the relative
normal bundle ωC˜/X . More concretely, let V⊗σ ∈
(
pi
A
1
n BSLn
)
−n
(κ(C); ΛXκ(C)) be
given by a vector bundle V → Q2n,κ(C) and a rational section of ωC˜/X . We choose
a uniformizer π for the local ring of z˜i on C˜. There exists an integer n ∈ Z such
that the section π−nσ is invertible at z˜i, and
〈πn〉V ⊗ π−nσ = V ⊗ σ ∈
(
pi
A
1
n BSLn
)
−n
(κ(C)) ⊗Z[κ(C)×] Z[(Λ
X
κ(C))
×].
Here 〈πn〉V is the result of the action of the unit group κ(C)× on the element
V ∈ (piA
1
n BSLn)−n(κ(C)). Then ∂
κ(C)
z˜i
(V ⊗ σ) is given by the residue of 〈πn〉V for
this choice of uniformizer. By Lemma 4.5 the untwisted residue of V is 0, and by
Lemma 4.4, the residue of ∂
κ(C)
z˜i
(V ⊗ σ) is 2-torsion. Finally, the absolute transfer
is the sum of multiples of such 2-torsion elements, hence 2-torsion. This implies
the claim. 
4.2. Construction of stably free modules. We now describe how to construct
the stably free modules. The standard stabilization morphism
SLn → SLn+1 : M 7→
(
M 0
0 1
)
induces a morphism BSLn → BSLn+1 which maps an oriented projectiveR-module
P of rank n to P ⊕R with the induced orientation coming from
∧n+1
(P ⊕R) ∼=∧n(P) ⊗ R. There is an A1-fiber sequence Q2n+1 → BSLn → BSLn+1, and the
above exact sequence arises from the associated long exact sequence of A1-homotopy
sheaves. In particular, the induced morphism piA
1
n (Q2n+1) → pi
A
1
n (B SLn) factors
as
KMWn+1
∼= piA
1
n (Q2n+1)։ K
M
n+1 ։ Sn+1 →֒ pi
A
1
n (B SLn).
To construct a projective module of rank n which becomes trivial upon addi-
tion of a free rank one summand, we can proceed as follows. Suppose we have a
morphism α : X → Q2n+1 corresponding to a unimodular row of length n, we can
consider the composition X
α
−→ Q2n+1 → BSLn. If we can show that the image of
α under the composition
[X,Q2n+1]A1 → H
n(X,KMWn+1)→ H
n(X,piA
1
n (BSLn))
is non-trivial, we will obtain a non-trivial stably free module, as required. This
procedure was suggested by Aravind Asok to replace an earlier argument which
didn’t properly address the non-uniqueness of lifting classes.
The non-triviality of the image of α in HnNis(X,pi
A
1
n (B SLn)) can now be discussed
by means of the above exact sequence describing piA
1
n (B SLn). It induces a long
exact sequence of Nisnevich cohomology groups whose relevant portion is
Hn−1Nis (X,K
Q
n )→ H
n
Nis(X,K
M
n+1/n!)→ H
n
Nis(X,pi
A
1
n (B SLn))→ H
n
Nis(X,K
Q
n )
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By construction, the image of α lands in the image of Hn(X,KMn+1/n!). To get non-
triviality of the image of α in HnNis(X,pi
A
1
n (B SLn)), the key point is the injectivity
up to 2-torsion of the morphism Hn(X,KMn+1/n!) → H
n(X,piA
1
n (B SLn)) induced
from the above exact sequence defining piA
1
n (B SLn). The injectivity up to 2-torsion
of the morphism Hn(X,KMn+1/n!) → H
n(X,piA
1
n (B SLn)) is a nontrivial statement
which will follow from the discussion of the cohomology operation in Proposition 4.1.
This is the content of the following theorem:
Theorem 4.6. Let F be an algebraically closed field and set k = F (T ). Let X be
an n+ 1-dimensional smooth variety over k with a covering X = Y ∪ Z such that
Y ∩ Z is affine. Assume there is a class c ∈ CHn+1(X)/n! which restricts trivially
to both Y and Z and whose reduction in CHn+1(X)/n is non-trivial. Then there
exists a non-trivial stably free module over Y ∩Z whose lifting class maps to c under
the boundary map in the Mayer–Vietoris sequence.
Proof. By Proposition 3.1 resp. its corollary, the geometric assumptions imply that
there is a surjection
[Y ∩ Z,Q2n+1]A1 → H
n
Nis(Y ∩ Z,K
MW
n+1)։ CH
n+1(X)/n!
We call α any map Y ∩ Z → Q2n+1 lifting the class c. This map will necessarily
induce a non-trivial element in HnNis(Y ∩Z,K
M
n+1/n!). The canonical epimorphism
KMn+1/n! → Sn+1 induces isomorphisms after n− 1-fold contraction. This implies
that it induces an isomorphism
HnNis(Y ∩ Z,K
M
n+1/n!)
∼= HnNis(Y ∩ Z,Sn+1).
We need to prove that the class has non–trivial image under the morphism
HnNis(Y ∩ Z,K
M
n+1/n!)→ H
n
Nis(Y ∩ Z,pi
A
1
n (B SLn))
To do this, consider the ladder of Mayer–Vietoris sequences (associated to the
coveringX = Y ∪Z) for cohomology with coefficients inKQp andK
M
p+1/p!, connected
by the boundary map arising from the exact sequence
0→ Sn+1 → pi
A
1
n (B SLn)→ K
Q
n → 0.
This ladder contains the following square which is commutative up to sign
Hn−1Nis (Y ∩ Z,K
Q
n ) //
∂

CHn(X)
∂

HnNis(Y ∩ Z,K
M
n+1/n!) // CH
n+1(X)/n!
where the horizontal maps are the boundary maps in the respective Mayer–Vietoris
sequences, and the vertical maps are the boundary maps for the above exact se-
quence of sheaves. Assuming that the image of α in HnNis(Y ∩ Z,K
M
n+1/n!) is in
the image of ∂, then its associated class in CHn+1(X)/n! is also in the image
of ∂. But by Proposition 4.1, we know that the composition of the boundary
map CHn(X)→ CHn+1(X)/n! with the reduction CHn+1(X)/n! → CHn+1(X)/n
is trivial. On the other hand, the class c in CHn+1(X)/n! has nontrivial image
in CHn+1(X)/n and hence cannot lie in the image of ∂. We have thus proved
that the image of α in HnNis(Y ∩ Z,Sn+1) obtained from lifting a non-trivial class
c ∈ CHn+1(X)/n! has non-trivial image under the map
HnNis(Y ∩ Z,Sn+1)→ H
n
Nis(Y ∩ Z,pi
A
1
n (BSLn))
As mentioned in Section 3.4, the element in [Y ∩ Z,Q2n+1]A1 corresponds (by
results discussed in [AF14b, §4]) to an algebraic map Y ∩ Z → Q2n+1 such that
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the composition Y ∩Z → Q2n+1 → A
n+1 \ {0} is a unimodular row of length n+1
over the coordinate ring of Y ∩ Z. Since the image of the class α in HnNis(Y ∩
Z,piA
1
n (B SLn)) is non-trivial, this unimodular row gives rise to a non-trivial stably
free module as claimed. 
Remark 4.7. The above theorem now explains Mohan Kumar’s examples of stably
free modules. Over a base field K, take X ⊂ Pn+1 to be the complement of a
hypersurface such that CHn+1(X)/n! is nontrivial. Now take any two hypersurfaces
F1, F2 ∈ P
n which intersect only outside X and which each have a K-rational
point. Then Y = X \ F1 and Z = X \ F2 provides a covering X = Y ∪ Z where
CHn+1(Y ) = CHn+1(Z) = 0, as required in Theorem 4.6. The fact that such a
situation can be arranged over K = k(T ) with k algebraically closed and with n = p
a prime is proved in [MK85], cf. the discussion in Section 3. Clearing denominators
this shows the existence of rank p stably free modules over varieties of dimension
p+ 2 over algebraically closed fields.
Remark 4.8. The same argument actually provides several non-isomorphic exam-
ples of stably free modules. In the situation of Mohan Kumar’s examples, X ⊆ Pp+1
has CHp+1(X) ∼= Z/pZ. There are thus p − 1 different non-zero elements in
CHp+1(X). We can choose preimages for each of those elements under the sur-
jective composition
[Y ∩ Z,Q2p+1]A1 → H
n(Y ∩ Z,KMp+1/p!)։ CH
p+1(X)/p.
The arguments in Theorem 4.6 then provide p − 1 stably free modules. By con-
struction these stably free modules will have distinct images under the morphism
[Y ∩ Z,Q2p+1]A1 → H
n(Y ∩ Z,KMp+1/p!). Applying the arguments of Theorem 4.6
to the (nonzero) differences of these classes shows that their images under the ho-
momorphism
Hp(Y ∩ Z,KMp+1/p!)→ H
n(Y ∩ Z,piA
1
p (B SLp))
are still distinct. This implies that the p−1 stably free modules as above are pairwise
non-isomorphic.
5. Stably free modules: Mohan Kumar’s examples at the prime 2
Now we discuss Mohan Kumar’s stably free modules of rank 2. While the con-
structions in [MK85] work for odd and even primes, the A1-topological reinterpre-
tation here is slightly different for the prime 2, due to a difference in the structure of
the relevant A1-homotopy sheaf. The goal is to get examples of a smooth variety of
dimension 3 supporting a rank 2 stably free module detected by H2Nis(X,pi
A
1
2 BSL2).
Note that the stabilization morphism
KMW2
∼= piA
1
2 BSL2 → pi
A
1
2 BSL3
∼= KM2
induced from the stabilization morphism BSL2 → BSL3 is the natural projection,
cf. [Mor12, Remark 7.21]. Note also that the lifting class for a projective module
P naturally lives in H2Nis(X,pi
A
1
2 BSL2(detP))
∼= C˜H
2
(X, detP). Since we are
looking for stably free modules, we are really interested in Chow–Witt groups with
the trivial duality. Summing up, the stably free modules of rank 2 should be
detected by a non-trivial class in
ker
(
C˜H
2
(X) ∼= H2Nis(X,K
MW
2 )→ H
2
Nis(X,K
M
2 )
∼= CH2(X)
)
.
From the discussion in Section 3, we obtain a smooth affine variety Y ∩Z together
with a morphism α : Y ∩Z → Q5 which is detected on H
2(Y ∩Z,KMW3 ). We want
to show that the composition Y ∩ Z → Q5 → BSL2 of α with the inclusion of the
homotopy fiber of the stabilization morphism is not null-A1-homotopic.
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Lemma 5.1. Let k be an algebraically closed field of characteristic 6= 2 and let
X be the open subvariety of P3 over k(T ) given by Mohan Kumar’s construction,
cf. Section 3. There is a non-trivial class in H3Nis(X, I
3), detected by CH3(X)/2.
Proof. By the results of Mohan Kumar, CH3(X)/2 ∼= H3Nis(X,K
M
3 /2)
∼= Z/2Z is
non-trivial. The exact sequence
0→ I4 → I3 → KM3 /2→ 0
arising from Voevodsky’s solution of the Milnor conjecture induces a sequence
H3Nis(X, I
3)→ H3Nis(X,K
M
3 /2)→ H
4
Nis(X, I
4).
The last group vanishes since the Nisnevich cohomological dimension of X is 3.
Therefore, we get a surjection H3Nis(X, I
3)→ Z/2Z. 
Now we can consider the Mayer–Vietoris sequence again to lift this non-trivial
element to another I3-cohomology group. Since X is an open subvariety of P3
with closed hypersurface complement S = P3 \X (with reduced induced subscheme
structure), we have a localization sequence
H3(P3, I3)→ H3(X, I3)→ H3(S, I2) = 0.
The triviality of the last group follows from dimension reasons. By the computations
in [Fas13], we have H3(P3, I3) ∼= W(k(T )). In particular, we can choose a nontrivial
class in H3Nis(X, I
3) to be represented by an element of W(k) of odd rank, supported
on a rational point. Because the hypersurface complements of Y and Z contain
rational points, this choice of class in I3-cohomology of X will trivialize in the
covering. This implies the following statement:
Proposition 5.2. Let k be an algebraically closed field of characteristic 6= 2. In
the situation p = 2 of Mohan Kumar’s example, the boundary map of the Mayer–
Vietoris sequence associated to the covering X = Y ∪ Z provides a surjection
H2Nis(Y ∩ Z, I
3)։ H3Nis(X, I
3)։ CH3(X)/2 ∼= Z/2Z.
This produces a class in H2Nis(Y ∩ Z, I
3) which is detected by the non-trivial
I3-cohomology of X . Now consider the exact sequence
0→ I3 → KMW2 → K
M
2 → 0.
We want to show that the class produced above has non-trivial image under
H2Nis(Y ∩ Z, I
3)→ H2Nis(Y ∩ Z,K
MW
2 )
∼= C˜H
2
(Y ∩ Z).
This would produce a non-trivial element in the kernel of the natural projection
map C˜H
2
(Y ∩Z)→ CH2(Y ∩ Z). As before, we use the Mayer–Vietoris sequences
for the covering X = Y ∪ Z. We use the two sequences for coefficients with KM2
and I3, connected by the boundary map associated to the above exact sequence.
This ladder of Mayer–Vietoris sequences contains the square which is commutative
up to sign:
H1Nis(Y ∩ Z,K
M
2 ) //

H2Nis(X,K
M
2 )

H2Nis(Y ∩ Z, I
3) // H3Nis(X, I
3).
The horizontal arrows are the boundary maps for the Mayer–Vietoris sequences,
the vertical maps are the boundary maps for the exact sequence of sheaves. To
check that the left-hand vertical map doesn’t hit the element from Proposition 5.2
it suffices to show that the right-hand vertical map doesn’t hit the non-trivial 2-
torsion from Lemma 5.1. So we need to compute the right-hand boundary map,
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which can be viewed as an integral Bockstein operation. By [Fas13, Proposition
11.6], we know that the Bockstein map β : CH2(P3)→ H3Nis(P
3, I3) is trivial. Since
the Bockstein map is compatible with the maps in localization sequences, we get a
commutative square
CH2(P3) //
β

CH2(X)
β

H3(P3, I3) // H3(X, I3)
where the horizontal arrows are the restriction to open subschemes in the local-
ization sequence. Note that Zariski and Nisnevich cohomology coincide. By the
localization sequence, the restriction CH2(P3)→ CH2(X) is in fact surjective. This
implies, in particular, that the right-hand vertical map β is the zero map, be-
cause the left-hand vertical map is trivial, as claimed. The previous square from
the ladder of Mayer-Vietoris sequences now implies that the element produced in
Proposition 5.2 induces a non-trivial class in
ker
(
C˜H
2
(Y ∩ Z)→ CH2(Y ∩ Z)
)
.
We can take any such non-trivial element as a class in H2Nis(Y ∩ Z,K
MW
2 ) and
lift it along the surjection [Y ∩ Z,Q5]A1 ։ H
2
Nis(Y ∩ Z,K
MW
2 ). This corresponds
to a unimodular row of length 3 which gives rise to a stably free module of rank 2.
By construction, its image in H2Nis(Y ∩ Z,pi
A
1
2 BSL2) is non-trivial. Applying the
representability theorem 2.1, we have then proved the following:
Theorem 5.3. Let k be an algebraically closed field of characteristic 6= 2. There
exists a 3-dimensional smooth affine scheme Y ∩ Z over k(T ) and a non-trivial
stably trivial rank 2 vector bundle on Y ∩ Z. Clearing denominators, there exists
a 4-dimensional smooth affine scheme over k with a non-trivial stably free rank 2
bundle over it.
Remark 5.4. Over other fields k it could be possible to get other types of exam-
ples. Since the hypersurface complement of X has no rational points, the map
H3Nis,P3\X(P
3, I3)→ H3Nis(P
3, I3) should map a class (given by elements of W(k(x))
supported on points x on W ) to the sum of transfers of the classes from W(k(x))
supported on a rational point. In particular, the ideal generated by transfers of
classes from points on W should be strictly smaller than the fundamental ideal
whenever there are non-trivial quaternion algebras over k. Classes not in the im-
age of transfer should then yield non-trivial classes in H3Nis(X, I
3) not detected on
CH3(X)/2. Applying the previous argument would produce stably free modules of a
more arithmetic nature on X. This could be quite similar to the examples discussed
in [BFS14, Section 3].
6. Stably trivial torsors for other groups
In this section, we discuss analogous results for torsors under other groups. In
slight variation of the notion of stably trivial torsors we can consider, for an embed-
ding H → G of algebraic groups, H-torsors which become trivial after extending
the structure group to G. We discuss such phenomena in the other classical series
Bn, Cn and Dn, and for the homomorphism G2 → Spin(7).
6.1. Symplectic groups. We first discuss how the construction of Mohan Kumar
also gives rise to stably free torsors for the symplectic groups. By [AF15, Section
VARIATIONS IN A1 ON A THEME OF MOHAN KUMAR 21
4.2], there is a cartesian square of algebraic groups
Sp2n //

Sp2n+2

SL2n+1 // SL2n+2 .
This implies the existence of a commutative diagram of A1-fiber sequences
A2n+2 \ {0} //
∼=

BSp2n //

BSp2n+2

A2n+2 \ {0} // BSL2n+1 // BSL2n+2 .
Recall that Section 3 provided a smooth affine variety Y ∩ Z with a morphism
Y ∩ Z → Q2p+1 which is detected in Milnor K-cohomology. For p odd, setting
2n = p− 1, we can now compose the morphism Y ∩Z → Q2p+1 → A
p+1 \ {0} with
the natural map Ap+1 \ {0} → BSpp−1 which is the inclusion of the A
1-homotopy
fiber of the stabilization map BSpp−1 → BSpp+1 in the above diagram.
By construction, this produces a symplectic vector bundle which is trivial after
adding a symplectic line, by the top horizontal fiber sequence. The middle vertical
map takes an Spp−1-torsor to the direct sum of its underlying vector bundle with
a trivial line bundle. The commutativity of the left square in the above diagram of
fiber sequences thus implies that Mohan Kumar’s stably trivial module splits off a
trivial line bundle and the remaining vector bundle of rank p− 1 has a symplectic
structure. Nontriviality of Mohan Kumar’s stably trivial modules then implies that
the corresponding stably trivial torsors for the symplectic groups are nontrivial.
In fact, from the commutative diagram of fiber sequences, we get a commutative
diagram
[Y ∩ Z,Q2p+1]A1 // H
p(Y ∩ Z,KMWp+1 ) //
))❙
❙
❙
❙
❙
❙
❙
❙
❙
❙
❙
❙
❙
❙
Hp(Y ∩ Z,piA
1
p BSpp−1)

Hp(Y ∩ Z,piA
1
p BSLp)
from which we see that the stably trivial symplectic modules are in fact detected
by nontrivial classes in Hp(Y ∩ Z,piA
1
p BSpp−1).
Theorem 6.1. Let k be an algebraically closed field of characteristic 6= 2. For every
odd prime p, there exists a p+1-dimensional smooth affine variety over k(T ) and a
non-trivial stably trivial Spp−1-torsor over it. Clearing denominators, there exists
a p + 2-dimensional smooth affine variety over k and a stably trivial non-trivial
Spp−1-torsor over it.
Corollary 6.2. Let k be an algebraically closed field of characteristic 6= 2 and let
p be an odd prime. The stably free modules of rank p of Mohan Kumar split off
a trivial line, and the resulting stably free module of rank p − 1 has a symplectic
structure.
As pointed out by one of the referees, for a unimodular row a := (a1, . . . , ap+1)
we have another unimodular row (−a2, a1,−a4, a3, . . . ,−ap+1, ap) which is in the
kernel of the surjection defined by a. This implies that the vector bundle defined
by the unimodular row a splits off a trivial line bundle such that the remaining
vector bundle has a symplectic structure, cf. [Fas11b, §3].
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6.2. Orthogonal groups. Via the sporadic isomorphisms, the stably trivial sym-
plectic bundles provide stably trivial torsors for low-rank spin groups.
The first type of examples arises from the rank 3 stably free modules of Mohan
Kumar. As discussed above, these modules split as direct sum of a trivial line
bundle and a nontrivial oriented rank 2 bundle. Via the low-dimensional sporadic
isomorphism SL2 ∼= Spin(3), the rank 2 vector bundles correspond to Spin(3)-
torsors. These torsors are stably trivial in the sense that they become trivial after
stabilization to Spin(5). In fact, the spin torsors induce non-split quadratic forms
which become split after adding a hyperbolic plane. A detailed discussion of these
examples and the relevant A1-homotopy computations can be found in [Wen18], cf.
in particular Example 5.18.
In a similar way, the low-dimensional sporadic isomorphism SL2× SL2 ∼= Spin(4),
the above rank 2 stably trivial vector bundles also give rise to Spin(4)-torsors which
become trivial after stabilization to Spin(5).
Finally, there is a third type of stably trivial spin torsors. On the one hand,
KMW2 appears in the A
1-fundamental groups of Spin(n) for 3 ≤ n ≤ 5, and on the
other hand, the A1-fundamental group of Spin(n) is KM2 for n ≥ 6. Consequently,
the rank 2 vector bundles detected by elements in ker
(
C˜H
2
(X)→ CH2(X)
)
(as
discussed in Section 5) can be used to construct stably trivial spin torsors. A
detailed discussion of these examples can be found in [Wen18], cf. in particular
Example 5.11.
6.3. Exceptional group G2. The stably free vector bundles of Mohan Kumar can
also be used to provide examples of G2-torsors which become trivial after extending
the structure group along the homomorphism G2 → Spin(7).
The norm form of the split octonion algebra gives rise to a homomorphism G2 →
Spin(7), and the quotient can be identified as Spin(7)/G2 ∼= Q7. Consequently,
there is an A1-fiber sequence
Q7 → BNisG2 → BNis Spin(7).
Mohan Kumar’s construction provides a morphism Y ∩ Z → Q7, and the compo-
sition with the map Q7 → BNisG2 classifies a G2-torsor whose associated Spin(7)-
torsor is trivial.
A more explicit description of the torsor can be given as follows. The Zorn vector
matrices provide a construction of G2-torsors from oriented rank 3 vector bundles.
If k is an algebraically closed field, Mohan Kumar’s construction provides oriented
rank 3 vector bundles over a 4-dimensional smooth affine variety over k(T ), or by
clearing denominators over a 5-dimensional smooth affine variety over k. Applying
the Zorn vector matrix construction to these vector bundles provides G2-torsors
over the varieties constructed by Mohan Kumar.
As discussed in [AHW17], H3Nis(X,pi
A
1
3 BNisG2)
∼= H3Nis(X,K
M
4 /3). Since Mohan
Kumar’s vector bundles are detected by non-trivial classes in the latter cohomology
group, the G2-torsor described above is in fact non-trivial. This provides examples
of octonion algebras with trivial norm form over smooth affine varieties of smallest
possible dimension. Full details for the proofs of the above assertions can be found
in [AHW17, Section 4.3].
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