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Abstract
This paper deals with representations of Lie algebras of reductive groups in prime character-
istic. Several results previously known only for restricted representations (on graded structures,
ltrations, translation functors) are extended to representations with a non-zero p-character. In
a special case in type B2 all simple modules with a certain p-character are described explicitly.
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0. Introduction
0.1. This paper deals with the representation theory of restricted Lie algebras over
elds of prime characteristic; we look in particular at Lie algebras of reductive algebraic
groups. There are two recent surveys on this topic, see [15,20]. The last section of [20]
contains some previously unpublished results, sometimes without proofs or only with
sketches of proofs. The present paper contains full proofs of those claims from [20]
as well as several results found since the completion of [20].
0.2. Let g be a nite-dimensional restricted Lie algebra over an algebraically closed
eld K of prime characteristic p. For each linear form  on g let U(g) be the quotient
of the enveloping algebra U (g) by the ideal generated by all xp−x[p]−(x)p with x 2 g.
To a large extent the representation theory of g is the \union" of the representation
theories of the single U(g).
One of the crucial features in Section 11 of [20] was the use of a grading on
certain U(g) and the study of graded modules over that algebra. Here we prove in
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Section 1 basic properties of graded modules in such a situation. The results are usually
generalisations of well-known results in the \non-graded" situation. In some instances
they are also well known in the graded situation in case =0. It still seems reasonable
to collect the results with full proofs in the general case.
0.3. The remaining sections here deal with the case where g is the Lie algebra of a
reductive algebraic group over K . Here we study only  that are \nilpotent" and have
\standard Levi form" (see 2:2). The concentration on these  is motivated by the fact
that on the one side one can reduce to nilpotent , and that on the other side one
has detailed results only for those nilpotent  that have standard Levi form (or are
conjugate to such  under the automorphism group of g).
We begin in Section 2 by setting up the necessary notation. Here we also use results
from Section 1 to prove claims from [20] on duals of \baby Verma modules" and on
the structure of projective indecomposable modules.
0.4. In Sections 3 and 4 we show that our present situation shares many features
with more ‘classical’ representation theories, e.g., with the Bernstein{Gel’fand{Gel’fand
category O of a semisimple complex Lie algebra or with the representations of reductive
algebraic groups in prime characteristic.
We rst construct in Section 3 a useful ltration of each baby Verma module and
prove a \sum formula" for these ltrations; this generalises results proved for  = 0
in [1]. The sum formula is used in Section 4 to prove a \strong linkage principle" for
baby Verma modules. Furthermore, we apply it to show that certain simple modules
occur as composition factors in certain baby Verma modules (4:6). This in turn leads
to results on \translation functors" (4:9{4:12).
0.5. The results in the rst four sections (together with a few minor explicit cal-
culations) allow the computation of character and dimension formulae for simple
U(g)-modules in a series of cases (listed in 5:1). How this is done is described
in Section 5 in detail in one case for g of type B2. We give here in particular a new
proof for most of the results in [19], a proof that avoids the brute force calculations
of the earlier paper.
The results in these cases conrm Lusztig’s hope that the multiplicities in the com-
position series of baby Verma modules are given by the values at 1 of polynomials
introduced by him in [22].
1.
1.1. Let K be a eld of prime characteristic p. If g is a Lie algebra over K , then we
denote by U (g) the universal enveloping algebra of g and by Z(g) the centre of U (g).
We assume throughout that all Lie algebras are nite dimensional over K .
Let g be a restricted Lie algebra over K ; we denote by x 7! x[p] the pth power
map of g. For each  2 g set U(g) equal to the quotient of U (g) by the ideal I
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generated by all xp−x[p]−(x)p1 with x 2 g. Each U(g) is called a reduced universal
enveloping algebras of g. If x1; x2; : : : ; xn is a basis of g, then all products
xa(1)1 x
a(2)
2 : : : x
a(n)
n with 0  a(i)<p for all i
are a basis of U(g). Each U(g) has dimension equal to pdim g.
1.2. Let Y be a free Abelian group of nite rank. We shall study Y -graded vector
spaces M =
L
2Y M over K . A subgroup N of M is called homogeneous, if it is the
(direct) sum of all N \M; it is then naturally graded. For any Y -graded vector space
M as above and any  2 Y we dene M hi as M with the grading shifted by , i.e.,
with
(M hi) =M− for all  2 Y: (1)
Let g be a nite-dimensional restricted Lie algebra over K . We assume throughout
Section 1 that g is Y -graded as a restricted Lie algebra. So we have a direct sum
decomposition g =
L
2Y g with [g; g] g+ and (g)[p] gp for all ;  2 Y .
The condition on the commutators implies that the grading of g extends naturally to a
grading of the universal enveloping algebra U (g) as an associative algebra.
Fix a linear form  2 g with
(g) = 0 for all  6= 0: (2)
Then each xp − x[p] − (x)p1 with x 2 S2Y g is a homogeneous element in U (g).
Since these elements generate the ideal I from 1:1, that ideal is homogeneous and we
have a natural grading on U(g) = U (g)=I.
1.3. We shall use the abbreviation U = U(g). Many results to come will generalise
from U to all nite-dimensional Y -graded algebras over K .
Denote by C the category of nite-dimensional U -modules and by Cgr the category
of nite-dimensional Y -graded U -modules; writeF : Cgr ! C for the forgetful functor.
If M is in Cgr, then each M hi with  2 Y is again in Cgr and satises F(M hi) =
F(M).
If M , N are Y -graded U -modules, then we denote by HomU (M;N ) the group of all
U -linear maps from M to N , and by HomU;Y (M;N ) the group of all ’ 2 HomU (M;N )
that preserve the grading. Set for all  2 Y
HomU (M;N ) = f’ 2 HomU (M;N ) j’MN+ for all g:
Then HomU;Y (M;N ) = HomU (M;N )0 and, more generally,
HomU (M;N ) =HomU;Y (M hi; N ) = HomU;Y (M;N h−i): (1)
If M is in Cgr, then
HomU (M;N ) =
M
2Y
HomU (M;N ); (2)
we get thus a Y -grading on the vector space HomU (M;N ), We have then for all  2 Y
HomU (M h−i; N ) = HomU (M;N )hi=HomU (M;N hi): (3)
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1.4. It is clear that all modules in Cgr have nite length. If M in Cgr is indecomposable,
then EndU;Y (M) is a local ring. Each module in Cgr is a direct sum of indecomposables,
and this decomposition has the \usual" uniqueness properties, i.e., the Krull{Remak{
Schmidt theorem holds in Cgr.
A crucial result by Gordon and Green [12, Theorem 3:2] says:
Proposition. If M in Cgr is indecomposable; then M is also indecomposable in C.
In [12] the authors actually consider only Y = Z, but their proof works also in the
more general case.
We call a U -module gradable if there exists on M a Y -grading that turns M into a
graded U -module. [In other words, M in C is gradable if and only if there exists N
in Cgr with M ’F(N ).]
As observed in [12, Theorem 3:3], the proposition implies:
Theorem 1. Each direct summand of a nite-dimensional gradable U-module is grad-
able.
Indeed, if M is a graded U -module and if M =
L
i Mi is a decomposition into
indecomposable in Cgr, then all F(Mi) are (by the proposition) indecomposable in C.
By the Krull{Remak{Schmidt theorem, any direct summand of F(M) is isomorphic
to the direct sum of certain F(Mi), hence gradable.
Applying Theorem 1 to U as a module over itself under left multiplication, we get
(cf. [12, Corollary 3:4]):
Corollary 1. Every projective indecomposable U-module is gradable.
Every simple U -module is a direct summand of U=radU . This quotient is grad-
able since radU is a homogeneous subspace of U . (This is for Y = Z a theorem of
Bergman that can be found in [27, Theorem 2:5:40]. For arbitrary Y and innite K one
can quote E.10 in [1]; for nite K it follows then from rad(U ⊗ K 0) = (radU ) ⊗ K 0
for all algebraic eld extensions K 0K , cf. [27, Theorem 2:5:36].) We get now (cf.
[12, Proposition 3:5]):
Corollary 2. Every simple U-module is gradable.
The question arises now, how many (up to isomorphism) modules in Cgr are mapped
under F to a given gradable module in C. If M is one of them, they any M hi is
another one. The following result [12, Theorem 4:1] says that this is the only possibility
for indecomposable modules:
Theorem 2. If M1 and M2 are indecomposable modules in Cgr with F(M1) ’F(M2);
then there exists a unique  2 Y with M2 ’ M1hi.
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As before, the proof in [12] assumes Y =Z but extends to the general situation. For
simple and projective indecomposable modules one can give more direct arguments for
the claim in Theorem 2, cf. 1:5 and 1:6.
Remark. The results from [12] quoted above hold for every (graded) nite-dimensional
algebra U . For U =U(g) these results, in particular Corollaries 1 and 2, can often be
seen more directly, cf. the special case treated in [16] and the general case (for Y =Z)
in [29; 24, Theorem 1:2:5].
1.5. Let me add a few additional consequences of the theorems in 1:4.
Lemma 1. Each simple module in Cgr is simple as a U-module.
Proof. Let M be a simple module in Cgr. There exists a simple U -module E such that
HomU (E;M) 6= 0. Since E is gradable (Corollary 2 in 1:4) we may assume that E is
a graded U -module. We have therefore a grading of HomU (E;M). Choose a non-zero
weight vector in this space, say ’ of weight . Then ’(E) is a graded U -submodule
of M isomorphic to Ehi. Since M is a simple module in Cgr, we get M =’(E), and
M is simple as a U -module. This proves the lemma.
Note that this proof shows also that Theorem 2 in 1:4 holds for simple modules.
Lemma 2. Any M in Cgr is semisimple in Cgr if and only if M is a semisimple in C.
Proof. If M is semisimple as a Y -graded U -module, then Lemma 1 shows that M is
also semisimple as a U -module.
Suppose on the other hand that M is a semisimple U -module. Consider a sim-
ple U -module E; we can assume that E is in Cgr. We have then a Y -grading on
HomU (E;M); choose a basis ’1; ’2; : : : ; ’r consisting of homogeneous elements, say
’i of degree i. Then ’i(E) is a simple Y -graded U -submodule in M isomorphic to
Ehii. The sum of the ’i(E) is the E-isotypic component of M as a U -module. There
exists a subset I of f1; 2; : : : ; rg such that this isotypic component is the direct sum of
the ’i(E) with i 2 I . (If K is algebraically closed, then I = f1; 2; : : : ; rg.) Therefore,
this component is semisimple as a Y -graded U -module. The same follows now for M ,
since it is the direct sum of its isotypic components.
Remark. Using Lemma 2 one shows easily for all M in Cgr that
socU;Y M = socU M and radU;Y M = radU M; (1)
where socU;Y M and radU;Y M denote socle and radical taken in Cgr.
1.6. Let E be a simple graded U -module, let PE be a module in Cgr such that F(PE)
is the projective cover of E as an C-module. (Such a module exists by Corollary 1 in
1:4.) Since PE=rad PE is graded and is isomorphic to E as a U -module, there exists a
unique  2 Y with PE=rad PE ’ Ehi in Cgr. Replacing PE by PEh−i we may assume
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that PE=rad PE ’ E in Cgr. Now PE is projective in Cgr [by 1:3(1); (2)]; it follows that
PE is the projective cover of E in Cgr.
Note that this argument yields a more direct proof of Theorem 2 in 1.4 in the
case of projective indecomposable modules: Let P1 and P2 be modules in Cgr with
F(P1) ’F(P2) ’ P for some projective indecomposable U -module P. There exists a
simple graded U -module E such that P is the projective cover of F(E). The argument
above shows that there are 1 and 2 in Y such that Pi is the projective cover of Ehii
in Cgr (for i = 1; 2). Then both P1h−1i and P2h−2i are projective covers of E in
Cgr, hence isomorphic. This implies P2 ’ P1h2 − 1i.
1.7. The algebra U is a Frobenius algebra. (This was proved for  = 0 by Berk-
son in [2]. Her proof was extended to the general case in [10, Proposition 1:2] and
[30, Chapter 5, Corollary 4:3].) This means that U admits a non-degenerate bilinear
form ( ; ) such that
(ab; c) = (a; bc) for all a; b; c;2 U: (1)
Let me sketch the construction of this form: The universal enveloping algebra U (g)
has a natural (increasing) ltration U 0(g)=K U 1(g)=K+gU 2(g)    such that
in general Ur(g) is the span of all products y1y2 : : : ys with y1; y2; : : : ; ys 2 g and s  r.
If x1; x2; : : : ; xn is a basis of g, then all products x
a(1)
1 x
a(2)
2 : : : x
a(n)
n with all a(i)  0 andP
i a(i)  r are a basis of Ur(g).
Denote the image of Ur(g) in U(g) by Ur (g). Then the U
r
 (g) are a ltration of
U(g) such that the products x
a(1)
1 x
a(2)
2 : : : x
a(n)
n with all 0  a(i)<p and
P
i a(i)  r
are a basis of Ur (g). It follows that U
s
(g) = U(g) for s= (p− 1)n= (p− 1) dim g,
while Us−1 (g) has codimension 1 in U(g). We get therefore a linear form f 6= 0 on
U(g) such that f has kernel equal to Us−1 (g). This form is unique up to a non-zero
scalar multiple.
We dene now a bilinear form on U(g) by (a; b) = f(ab) for all a and b. It is
clear that this form satises (1). (It takes somewhat longer to show that the form is
non-degenerate.)
Now return to our grading: set
g;Y =
X
2Y
dim(g) 2 Y: (2)
Lemma. We have (U; U) = 0 whenever ;  2 Y with +  6= (p− 1)g;Y .
Proof. Choose a basis x1; x2; : : : ; xn of g such that xi 2 gi for some i 2 Y (for all i).
The linear form f from above is then zero on all basis elements xa(1)1 x
a(2)
2 : : : x
a(n)
n with
all 0  a(i)<p except for the one element where a(i) = p − 1 for all i. It follows
that f(U) = 0 for all  6=
P
i (p− 1)i = (p− 1)g;Y , hence the claim.
1.8. Since the form in 1.7(1) is non-degenerate, we can nd for each a 2 U an element
g(a) 2 U with
(a; b) = (b; g(a)) for all b 2 U: (1)
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The map g : U ! U is an automorphism of the K-algebra U , called the Nakayama
automorphism of U . Lemma 1:7 implies easily that g(U) = U for all  2 Y ; so g
is an automorphism of U as a graded K-algebra.
Clearly g is determined by the g(x) with x 2 g, since g generates U(g) as an
algebra. A result of Schue [28, Lemma 3] for =0 that carries over to arbitrary  (as
observed in [10], 1.2) says that
g(x) = x − tr(ad(x))1 for all x 2 g (2)
(where tr means trace).
1.9. Since U is a Frobenius algebra, general results on such algebras say that a module
in C is projective if and only if it is injective, cf. [23, Theorem 8:11]. Using 1.3(1),
(2) it follows that a module Q in Cgr is projective if and only if it is injective (if and
only if F(Q) is injective if and only if F(Q) is projective).
The general theory of Frobenius algebras says that the projective cover PE of a
simple U -module E has a simple socle and that PE is the injective hull of this socle.
If E is a simple module in Cgr and if PE is its projective cover in Cgr, then 1.4{1.6
show that the socle of PE is a simple module in Cgr and the PE is the injective hull
of that socle in Cgr.
In order to describe that socle explicitly we use the following notation: If M is a
U -module and  is an automorphism of U , then M () denotes \M twisted by "; so
this is the U -module that is equal to M as a vector space and where each a 2 U acts
on M () as (a) acts on M . If M is in Cgr and if  preserves the grading on U , then
we regard M () as a module in Cgr giving it the same grading as M .
Proposition. If E is a simple module in Cgr ; then we have in Cgr an isomorphism
socPE ’ E(g)h(p− 1)g;Y i: (1)
Proof. Let U =
Lr
i=1 Pi be a decomposition in C
gr of U into indecomposables. By
the proposition in 1.4 each F(Pi) is indecomposable. Therefore each indecompos-
able projective U -module (for example F(PE)) is isomorphic to some F(Pi). If, say,
F(PE) ’ F(P1), then there exists  2 Y with P1 ’ PEhi. Then P1 is the projective
cover in Cgr of Ehi. If we can prove the claim for Ehi, then we get it also for E.
So we can and shall assume that PE ’ P1 in Cgr.
Write 1 =
Pr
i=1 ei with each ei 2 Pi. Then the ei are orthogonal idempotents in U ;
we have Pi=Uei for all i. Since the Pi are in Cgr, all ei are homogeneous of degree 0.
Let x 2 socP1 with x 6= 0. There exists a 2 U with (a; x) 6= 0. Replacing x by ax we
get x 2 socP1 with (1; x) 6= 0. Since soc (P1) is homogeneous, we can replace x by a
suitable homogeneous component and assume that x is homogeneous. Now Lemma 1:7
implies that x is homogeneous of degree (p− 1)g;Y .
We have xe1 = x since x 2 P1 = Ue1, hence
0 6= (1; x) = (1; xe1) = (x; e1) = (−1g (e1); x) = (1; −1g (e1)x):
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It follows that 0 6= −1g (e1)x, hence for the twisted action
e1  x 6= 0 in P1(−1g ): (2)
If M is in Cgr then the usual isomorphism HomU (Ue1 ; M)
! e1M with ’ 7! ’(e1)
induces for each  2 Y an isomorphism
HomU;Y (P1; M h−i) = HomU (P1; M) ! e1M:
We get thus from (2)
HomU;Y (P1; socP1(−1g )h−(p− 1)g;Y i) 6= 0:
Since socP1 is simple we get
P1=rad P1 ’ socP1(−1g )h−(p− 1)g;Y i;
hence the claim.
Remark. (1) In the non-graded case this formula goes back to [25, Theorem 4].
(2) The twist with g in the proposition can be described dierently. Write
g : g ! K ; x 7! tr(ad(x)): (3)
This linear map vanishes on [g; g], hence denes a structure as a g-module on K . So
deos −g. We get thus actually structures as U0(g)-modules, since ad(x)p = ad(x[p]),
hence tr(ad(x))p = tr(ad(x[p])).
The tensor product of a U(g)-module with a U0(g)-module is again a U(g)-module.
If M is a U(g)-module then we write in short M ⊗ (−g) for M ⊗K with K regarded
as a g-module via −g.
We can obviously identify M ⊗ (−g) as a vector space with M mapping any v⊗ a
to av (for all a 2 K and v 2 M). Under this identication, the action of any x 2 g
on M ⊗ (−g) corresponds to the action of x − g(x)1 on M , hence by 1.8(2) to the
action of g(x) on M . In other words, we have
M (g) ’ M ⊗ (−g): (4)
So we can rewrite (1) as
socPE ’ E ⊗ (−g)h(p− 1)g;Y i: (5)
Here the grading on E ⊗ (−g) is just the grading on E.
1.10. Let s  g be a restricted Lie subalgebra of g that is homogeneous for the
Y -grading on g. Set U 0 = U(s ) where we write  short for js . Then U 0 is a homo-
geneous subalgebra of U = U(g).
If y1; y2; : : : ; ys is a K-basis for a vector space complement of s in g, then the
ps monomials yb(1)1 y
b(2)
2 : : : y
b(s)
s with 0 b(i)<p for all i are a basis of U(g) as a
module over U(s ) (both under left and right multiplication). We can choose the yi
as homogeneous elements. It follows that U as a graded U 0-module is isomorphic to
a direct sum of suitable U 0hji.
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If V is a U 0-module, then we get an induced U -module
ind V = U ⊗U 0 V (1)
and a coinduced U -module
cnd V =HomU 0(U; V ): (2)
In (2) we regard U as a U 0-module under left multiplication; the Hom space is then
a U -module via (af)(a0) = f(a0a) for all a; a0 2 U .
If V is a Y -graded U 0-module, then ind V and cnd V are in a natural way Y -graded
U -modules: In the second case one takes the grading on a Hom space as in 1.3(2), in
the rst case any a⊗ v with a 2 U and v 2 V is homogeneous of degree  + , cf.
[1, E.2].
Obviously both constructions commute with shifts in the gradings: we have
ind(V hi) = (ind V )hi (3)
and
cnd(V hi) = (cnd V )hi (4)
for all Y -graded U 0-modules V and all  2 Y .
1.11. Clearly ind and cnd are functors. The freeness of U over U 0 implies that these
functors are exact. We have for all U -modules M and all U 0-modules V functorial
isomorphisms
HomU (ind V;M)
!HomU 0(V;M) (1)
and
HomU (M; cnd(V ))
!HomU 0(M;V ): (2)
So ind (resp. cnd) is left (resp. right) adjoint to the forgetful functor from U -modules
to U 0-modules.
The map in (1) takes any ’ : ind V ! M to the map v 7! ’(1 ⊗ v). In (2) each
U -linear ’ : M ! cnd(V ) goes to the U 0-linear map ’ : M ! V with ’(m)=’(m)(1).
The inverse map takes  : M ! V to ~ : M ! cnd(V ) with ~ (m)(a) =  (am) for
all a 2 U .
If V is a Y -graded U 0-module and M a Y -graded U -module (both of nite dimen-
sion) then the maps in (1) and (2) are isomorphisms of Y -graded vector spaces. (This
follows easily from the explicit descriptions.) In particular, they induce isomorphisms
of their degree 0 parts:
HomU;Y (ind V;M)
!HomU 0 ;Y (V;M) (3)
and
HomU;Y (M; cnd(V ))
!HomU 0 ;Y (M;V ): (4)
1.12. For each  2 g the tensor product of a U(g)-module M with a U0(g)-module
M 0 is a U+0(g)-module. If also 0 satises 0(g) = 0 for all  2 Y with  6= 0, then
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also U0(g) and U+0(g) have natural gradings by Y . If then M and M 0 above are
Y -graded modules (over U(g) and U0(g) respectively) then M ⊗ M 0 is a Y -graded
module over U+0(g) with the grading given by M ⊗M 0(M ⊗M 0)+.
Similar remarks apply to s instead of g. Given a U(s )-module V and a U0(g)-
module M , we have the following version of the \tensor identity": There is an iso-
morphism of U+0(g)-modules
ind+0(V ⊗M) ! ind(V )⊗M (1)
or, more explicitly, U+0(g)⊗U+0 (s ) (V ⊗M)
!(U(g)⊗U(s ) V )⊗M .
Let me describe the maps in (1). The comultiplication  on U (g) [with (x) = x⊗
1+1⊗ x for all x 2 g] induces a homomorphism 0 : U+0(g)! U(g)⊗U0(g). The
map in (1) takes any a⊗(v⊗m) with a 2 U+0(g), v 2 V , m 2 M to
P
i(ai⊗v)⊗(a0im)
where 0(a) =
P
i ai ⊗ a0i .
Now  induces also a homomorphism 00 : U(g) ! U+0(g) ⊗ U−0(g), and the
antipode S of U (g) [with S(x) = −x for all x 2 g] induces an antiisomorphism S 0 :
U−0(g)
!U0(g). The inverse map in (1) takes now any (b⊗ v)⊗m with b 2 U(g),
v 2 V , m 2 M to Pj bj ⊗ (v⊗ S 0(b0j)m) where 00(b) =Pj bj ⊗ b0j.
It is elementary to check that both maps are well dened, inverse to each other, and
g-module homomorphisms.
If V is a Y -graded U(s )-module and M a Y -graded U0(g)-module, then the map in
(1) is an isomorphism of Y -graded U+0(g)-modules. (The point is that 0 preserves
the grading.)
1.13. If M is a U(g)-module, then M is a U−(g)-module. Also U−(g) has a
natural Y -grading because also (−)(g) = 0 for all  6= 0. The antiisomorphism
U−(g)
!U(g) induced by the antipode of U (g) preserves the grading. If M is in
Cgr, then M gets a natural structure as a Y -graded U−(g)-module with (M)=ff2
M jf(M) = 0 for all  6= − g. So (M) is identied with (M−). (The same re-
marks apply to s instead of g.)
We have for each U(s )-module V a (functorial) isomorphism
ind(V )
! cnd−(V ) (1)
of U−(g)-modules. It takes any f2 ind(V ) to ’f : U−(g)! V  with ’f(a)(v) =
f(S 0(a) ⊗ v) where S 0 denotes the antiisomorphism U−(g) !U(g) induced by the
antipode of U (g).
If V is Y -graded and nite dimensional, then (1) is easily checked to be an isomor-
phism of Y -graded U−(g)-modules.
1.14. Another relation between cnd and ind requires a bit more work. Recall the
abbreviations U=U(g) and U 0=U(s ). We begin with an isomorphism of U 0-modules
ind(V ) = U ⊗U 0 V !HomU 0(HomU 0(UU 0 ; U 0U 0); V ): (1)
Here UU 0 and U 0U 0 means that we consider U and U
0 as right U 0-modules under
right multiplication and take HomU 0(UU 0 ; U 0U 0) with respect to this structure. Then
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HomU 0(UU 0 ; U 0U 0) is a (U
0; U )-bimodule via (bfa)(a0) = bf(aa0). The outer Hom
space in (1) is then constructed using this left U 0-module structure, while the right
U -module structure on HomU 0(UU 0 ; U 0U 0) yields a left U -module structure on the outer
Hom space. The map in (1) takes any a⊗v 2 ind(V ) to the map HomU 0(UU 0 ; U 0U 0)!
V with  7!  (a)v. This map is (e.g., by [4, Chapter II, Section 4, No. 3, (15)]) an
isomorphism of Z-modules (since U is free of nite rank over U 0) and it is easy to
see that it is U -linear.
If V is a Y -graded U 0-module, then the map in (1) is an isomorphism of Y -graded
U -modules.
Recall that U and U 0 are Frobenius algebras. Denote by ( ; )U and ( ; )U 0 non-
degenerate bilinear forms as in 1:7(1), on U and U 0 respectively, constructed as
described in 1:7. There is for each  2 HomU 0(UU 0 ; U 0U 0) a unique a 2 U with
(a; a )U = ( (a); 1)U 0 for all a 2 U . The map  7! a turns out to be a bijection
HomU 0(UU 0 ; U 0U 0)! U: (2)
The inverse map takes any a0 2 U to the unique  0 :U ! U 0 with ( 0(a); b)U 0 =
(ab; a0)U for all a 2 U and b 2 U 0.
The map in (2) is not compatible with the gradings (in general); we claim that it
becomes an isomorphism if we shift the grading on U . More precisely, we want to
show that (2) is an isomorphism of Y -graded vector spaces
HomU 0(UU 0 ; U 0U 0)
!U h(p− 1)(s ;Y − g;Y )i: (3)
Indeed, suppose that  2 HomU 0(UU 0 ; U 0U 0) is homogeneous of degree . We have to
show that a is homogeneous of degree − (p−1)(s ;Y −g;Y ). By the nondegeneracy
of ( ; )U and by Lemma 1:7 this is equivalent to (U; a )U=0 for all  6= (p−1)s ;Y−.
Now, if a 2 U then  (a) 2 U 0+ by the denition of . So Lemma 1:7 (applied to
s instead of g) yields ( (a); 1)U 0 = 0 for +  6= (p− 1)s ;Y , hence (a; a )U = 0 for
 6= (p− 1)s ;Y −  as claimed.
One checks easily for all a 2 U; b 2 U 0 and  2 HomU 0(UU 0 ; U 0U 0) that
ab a = s (b)a g(a):
This means: If we take the (U 0; U )-bimodule structure on HomU 0(UU 0 ; U 0U 0) used in
(1) and transport it via (2) to U , then we get not the usual bimodule structure, but
instead b  a0  a = s (b)a0g(a). This implies that a U 0-module homomorphism from
HomU 0(UU 0 ; U 0U 0) to V corresponds not to a U
0-module homomorphism from U to
V , but to one from U to V twisted by −1s . Furthermore, the U -module structure
on HomU 0(HomU 0(UU 0 ; U 0U 0); V ) corresponds not to the usual U -module structure on
HomU 0(U; V (−1s )); but to this one twisted by g. So (2) induces an isomorphism of
U -modules
HomU 0(HomU 0(UU 0 ; U 0U 0); V )
!HomU 0(U; V (−1s )) (g): (4)
Using 1.8(2) and 1.9(4) we rewrite this as
HomU 0(HomU 0(UU 0 ; U 0U 0); V )
!HomU 0(U; V ⊗ s )⊗ (−g): (5)
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Combining (5) with (1) we get an isomorphism
ind(V )
! cnd(V ⊗ s )⊗ (−g): (6)
If V is in the graded category, then (6) is [by (3) and 1.3(3)] an isomorphism
ind(V )
! cnd(V ⊗ s )⊗ (−g)h(p− 1)(g;Y − s ;Y )i: (7)
Remark. (1) As pointed out in [9, 1.2], the isomorphism in (6) follows easily from [26,
(18)]. The argument sketched above is basically identical with that used in [17, I.8.17],
where the analogous result is proved for all nite group schemes [which contains the
case  = 0 in (6) as a special case]. In that setting the result appears rst in [32].
(2) There is a more general version of (6) that works also for non-restricted Lie
algebras in characteristic p, cf. [7, Section 5]; [8, Theorem 1:4].
1.15. We can rewrite 1.14(7) as
ind(V )⊗ gh(p− 1)(g;Y − s ;Y )i ! cnd(V ⊗ s ):
We have ind(V )⊗g ’ ind(V⊗g) by the tensor identity 1.12(1). Inserting V⊗(−s )
for V , we get an isomorphism
cnd(V ) ’ ind(V ⊗ (g − s ))h(p− 1)(s ;Y − g;Y )i: (1)
Applying (1) to − and V  we get by 1.13(1) an isomorphism
ind(V )
! ind−(V  ⊗ (g − s ))h(p− 1)(s ;Y − g;Y )i: (2)
Replacing V by V  in 1.13(1) we get an isomorphism cnd(V ) ’ ind−(V ), hence
using (1) an isomorphism
cnd(V )
! cnd−(V  ⊗ (s − g))h(p− 1)(g;Y − s ;Y )i: (3)
1.16. Choose a total ordering on Y that makes Y into an ordered group. Set u =L
>0 g and u
0 =
L
<0 g; these are unipotent restricted Lie subalgebras of g with
g= u0  g0  u. Set p = g0  u and p0 = g0  u0; these are restricted Lie subalgebras
of g such that u is an ideal in p and u0 is one in p0.
We can extend any g0-module M to a p-module letting the ideal u act trivially;
similarly M can be extended to a p0-module such that u0 acts trivially. Our assumption
on  from 1.2 implies that (u) = (u0) = 0. This shows: If M is a U(g0)-module,
then the extended M is a U(p)-module resp. a U(p0)-module.
If M is a simple U(g0)-module, then the extended M is obviously a simple module
over U(p) resp. over U(p0). We get thus all simple U(p)-modules and all simple
U(p0)-modules: Since u is unipotent and since (u)=0, the only simple U(u)-module
is the trivial one, cf. [20, 3.2]. Therefore any non-zero U(p)-module E satises Eu 6=
0. Since u is an ideal in p, the subspace Eu of E is a p-submodule. If E is a simple
U(p)-module, then we get now E=Eu. So E is a (necessarily: simple) U(g0)-module
extended trivially to u. (The same argument applies to p0 instead of p:)
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The subspaces p and p0 of g are homogeneous. So the algebras U(p) and U(p0)
have a natural grading by Y . When we extend a U(g0)-module to a U(p)-module or
a U(p0)-module, then we can (and shall) regard M as a graded module with M0 =M
and M = 0 for all  6= 0. The simple graded U(p)-modules are then the M hi with
 2 Y and M a simple U(g0)-module extended as above. (Similarly for p0 instead of
p.)
For each U(g0)-module M set
Z(M) = U(g)⊗U(p) M and Z0(M) = U(g)⊗U(p0) M; (1)
where M is extended to p or p0 as described above. Since we can regard M as a
graded module over U(p) and U(p0) (concentrated in degree 0), the induced modules
Z(M) and Z0(M) have natural Y -gradings as described in 1.10. More explicitly, we
can identify Z(M)0 with M as a U(g0)-module and Z(M) 6= 0 implies   0:
Clearly, Z and Z0 are (exact) functors from the category of all U(g0)-modules to
that of all U(g)-modules. They have right adjoint functors: If V is a U(g)-module,
then V u is a g0-submodule of V since g0 normalises u. We have then for each
U(g0)-module M a functorial isomorphism
Homg0 (M;V
u) !Homg(Z(M); V ); (2)
it is the composition of the obvious identity Homg0 (M;V
u) = Homp(M;V ) with an
isomorphism as in 1.11(1). One checks similarly that V 7! V u0 is right adjoint to Z0.
If V is a graded U(g)-module, then V u is a homogeneous subspace of V , and
Homg0 (M;V
u) has a natural grading (for dim(M)<1) such that (2) is an isomor-
phism of graded vector spaces.
Let M be a simple U(g0)-module. The radical of Z(M) is homogeneous (cf.
1.5(1)), so the factor module L(M)=Z(M)=radZ(M) has a natural grading. If N 
Z(M) is a proper graded submodule, then N0 =0. (Otherwise N0 is a nonzero g0-sub-
module of Z(M)0’M , hence equal to M ; since Z(M) is generated as a U(g)-module
by 1⊗M =Z(M)0, this leads to a contradiction.) It follows that the sum of all proper
graded submodules of Z(M) is a proper graded submodule. Therefore L(M) is simple
as a graded U(g)-module, hence (by Lemma 1 in 1.5) simple as a U(g)-module.
We continue to assume that M is a simple g0-module. It is clear by construction
that u annihilates Z(M)0, hence L(M)0. This gives one inclusion in the following
equation:
L(M)u = L(M)0 ’ M: (3)
In order to get equality, note rst that L(M)u is a homogeneous subspace of the graded
g-module L(M), since u is homogeneous in g: So, if L(M)u is larger than L(M)0, then
there exists < 0 with L(M)u 6= 0. The g-submodule generated by L(M)u is equal to
U(u0)U(g0)L(M)u, hence contained in
L
0 L(M)0 . In particular, this is a proper
non-zero submodule, contradicting the simplicity of L(M). So (3) follows.
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Theorem. (a) The map M 7! L(M) induces a bijection from the set of isomor-
phism classes of simple U(g0)-modules to the set of isomorphism classes of simple
U(g)-modules.
(b) The map (M; ) 7! L(M)hi induces a bijection from the set of pairs of an
isomorphism class of simple U(g0)-modules and an element in Y to the set of iso-
morphism classes of simple graded U(g)-modules.
Proof. The discussion above shows that we get maps as described. In (a) the injectivity
of the map follows from L(M)u ’ M . In (b) we rst recover  as the largest  with
(L(M)hi) 6= 0 and get then M as (L(M)hi).
It remains to prove the surjectivity. Let L be a simple U(g)-module. We have Lu 6=
0; cf. the argument above for p instead of g. We can choose a simple U(g0)-module
M with Homg0 (M; L
u) 6= 0. We get then by (2) that Homg(Z(M); L) 6= 0. So we
get a non-zero homomorphism Z(M) ! L. Since L is simple, this homomorphism is
surjective. Since Z(M)=radZ(M) is simple, we get L ’Z(M)=rad Z(M) = L(M).
In the graded case we can reduce the prove of the surjectivity to the non-graded
case using Lemma 1 in 1.5 (We can also imitate the proof above.)
Remark. Part (a) of the theorem is a generalisation of the classication of the irre-
ducible representations of Lie algebras of semisimple algebraic groups by Curtis in
[6, Chapter I]. Part (b) follows in that case easily from the fact (also proved in [6])
that these modules lift to the (simply connected) algebraic group, cf. [16].
The generalisation to the general case appears rst in [29]; see also [24, Chapter I,
Section 1] or [13, Section 3].
1.17. Let E1; E2; : : : ; Er be a system of representatives for the isomorphism classes of
simple U(g0)-modules. Theorem 1:16 says that the L(Ei) are a system of representa-
tives for the isomorphism classes of simple U(g)-modules, and that the L(Ei)hi with
 2 Y are a system of representatives for the isomorphism classes of simple graded
U(g)-modules.
Denote by Pi the projective cover of Ei as a U(g0)-module. We can apply 1.16(1)
to the Pi and get (graded) U(g)-modules Z(Pi) and Z0(Pi). When we consider Z(Pi)
as a U(p0)-module, then we get an isomorphism
Z(Pi) ’ U(p0)⊗U(g0) Pi: (1)
(The universal property of the right-hand side yields a natural map from that induced
module to Z(Pi). Using g=p0+p and p0\p=g0 one checks that this map is bijective.)
The isomorphism in (1) implies that Z(Pi) is projective when considered as a
U(p0)-module. We have more precisely:
Lemma. Any Z(Pi) is the projective cover of Ei in the category of all U(p0)-modules
and in the category of all graded U(p0)-modules.
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Proof. Recall that the simple U(p0)-modules are the Ej extended trivially to u0. We
have for all i and j by the universal property of the induced module
Homp0(Z(Pi); Ej) ’ Homg0 (Pi; Ej) ’

0 if i 6= j;
Endg0 (Ei) if i = j:
(2)
This yields immediately the rst claim.
In order to get the graded version, one checks easily that the isomorphisms in (1)
and (2) preserve the gradings where the last terms in (2) are concentrated in degree
0.
Remark. The same arguments show that we have an isomorphism of graded U(p)-
modules
Z0(Pi) ’ U(p)⊗U(g0) Pi; (3)
and that Z0(Pi) is the projective cover of Ei in the category of all (graded) U(p)-
modules.
1.18. Note that everything done so far can be applied to − instead of , since
also − vanished on all g with  6= 0. We shall use the notations Z(N ) and
Z0(N ) also for U−(g0)-modules N . In particular, if M is a U(g0)-module, then
M is a U−(g)-module; we can then construct Z(M) and Z0(M) which are
graded U−(g)-modules; nally, their duals Z(M) and Z0(M) are then graded
U(g)-modules, cf. 1.13.
Lemma. For all i and all U(g0)-modules M the U0(g)-module Z(Pi) ⊗Z0(M) is
projective.
Proof. The tensor identity 1.12(1) shows that
Z(Pi)⊗Z0(M) ’ U0(g)⊗U0(p0) (Z(Pi)⊗M): (1)
We have seen in 1:17 that Z(Pi) is a projective U(p0)-module. Therefore its ten-
sor product with M is a projective U0(p0)-module. Since induction takes projective
modules to projective modules, the claim follows.
1.19. Lemma. We have for all l  0 and all i; j
ExtlU(g)(Z(Pi);Z
0(Ej )
) ’

Endg0 (Ei) if l= 0 and j = i;
0; otherwise:
Proof. Lemma 1:18 yields the claim for l>0. For l= 0 let us use the abbreviation
V =Homg(Z(Pi);Z0(Ej )
) ’ Homg(Z(Pi)⊗Z0(Ej ); K):
We plug in 1.18(1), use 1.11(1), and get
V ’ Homp0(Z(Pi)⊗ Ej ; K) ’ Homp0(Z(Pi); Ej):
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Since Z(Pi) is the projective cover of Ei in the category of graded U(p0)-modules,
the last Hom space is non-zero if and only if Ei is isomorphic to Ej. In that case
the Hom space is (as a graded vector space) isomorphic to Endg0 (Ei) concentrated in
degree 0. The claim follows.
Remark. We have by 1.15(2) an isomorphism
Z0(Ei )
 ’Z0(Ei ⊗ g=p0)h−(p− 1)g=p0 ;Y i (1)
using the abbrevations g=p0 = (g)jp0 − p0 2 (p0) and g=p0 ;Y = g;Y − p0 ;Y 2 Y:
1.20. A Hom space in the category of graded U(g)-modules is the 0-graded part of
the corresponding Hom space in the category of all U(g)-modules (1:3). This means
in our case for all  and  that
HomU(g);Y (Z(Pi)hi;Z0(Ej )hi) = Homg(Z(Pi);Z0(Ej ))h − i0:
Lemma 1:19 shows that this space is 0 unless j = i and  = ; if so, then the Hom
space in the graded category is isomorphic to Endg0 (Ei).
We say that a graded U(g)-module M has a ZP-ltration if there exists a chain of
(homogeneous) submodules 0 = M0M1M2   Mn = M such that each factor
Ms=Ms−1 is isomorphic to some Z(Pis)hsi.
Lemma 1:19 and the discussion above imply: If M has a ZP-ltration as above, then
the number of s with Ms=Ms−1 isomorphic to Z(Pi)hi is equal to
dimHomg;Y (M;Z0(Ei )
hi)=dim Endg0 (Ei): (1)
1.21. Proposition. A graded U(g)-module M has a ZP-ltration if and only if M is
projective as a U(p0)-module.
Proof. One direction is easy: Since the Z(Pi)hi are projective U(p0)-modules, any
M with a ZP-ltration is a (nite) extension of projective U(p0)-modules, hence itself
projective.
In order to prove the other direction, assume that M is projective as a U(p0)-module.
We want to use induction on dimM ; we can assume that M 6= 0.
We can nd  2 Y such that M 6= 0 and such that  is maximal with this property.
Considered as a U(g0)-module, M is a direct summand of M , hence projective. (Any
projective U(p0)-module restricts to a projective U(g0)-module, since U(p0) does.)
We can decompose M=M1M2 as a U(g0)-module with M1 indecomposable. Then
M1 is isomorphic to some Pi.
The maximality of  implies that uM = 0. Therefore M1 is actually a U(p)-
submodule of M . Since M1M, we get more precisely that M1 is a graded U(p)-
submodule isomorphic to Pihi. The universal property of an induced module yields
now a homomorphism of graded U(g)-modules
’ :Z(Pi)hi ! M with M1’(Z(Pi)hi): (1)
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On the other hand, the maximality of  implies also that M 0 =M2 
L
6= M is a
graded U(p0)-submodule of M with M=M 0 ’ Pihi. We get thus a homomorphism of
graded U(p0)-modules
 : M ! Pihi with  (M1) = Pihi: (2)
There is a surjective homomorphism of graded U(p0)-modules
 1 :Z(Pi)hi ’ U(p0)⊗U(g0) Pihi ! Pihi (3)
that maps 1⊗ Pihi bijectively to Pihi and that maps u0Z(Pi)hi to 0.
Since M is a graded projective U(p0)-module, the homomorphism  factors over
 1: There exists a homomorphism of graded U(p0)-modules
 2 : M !Z(Pi)hi with  =  1   2: (4)
The composition  2 ’ :Z(Pi)hi !Z(Pi)hi is a homomorphism of graded U(p0)-
modules with  1( 2’(Z(Pi)hi))=Pihi. Therefore  2’(Z(Pi)hi) is not contained
in the radical of Z(Pi)hi. This implies that  2  ’ is surjective, hence bijective. We
see in particular, that ’ is injective. So ’(Z(Pi)hi) is a graded U(g)-submodule of
M isomorphic to Z(Pi)hi:
We now want to apply induction to M=’(Z(Pi)hi). We just have to know that this
factor module is projective as a graded U(p0)-module. This follows from the fact that
M = ’(Z(Pi)hi) ker( 2) as a graded U(p0)-module.
Remark. This is basically the proof (taken from [5]) of Proposition II:11:2 in [17].
The necessary modications can be found in the proofs of Theorem 1:3:5 in [24] or
of Theorem 4:4 in [13]. (In these papers K is algebraically closed and Y =Z; in [24]
one also assumes that =0. But the generalisation to arbitrary Y is immediate and the
other assumptions are irrelevant at this point.)
1.22. We shall write [M :L] for the multiplicity of a simple module L as a composition
factor of a module M .
Theorem. Let L be a simple graded U(g)-module; let Q be the projective cover of
L. Then Q has a ZP-ltration. For each  2 Y and each i with 1  i  r there are
[Z0(Ei )
hi : L]  dim Endg(L)=dim Endg0 (Ei) (1)
factors isomorphic to Z(Pi)hi in the ZP-ltration.
Proof. Considered as a U(g)-module Q is isomorphic to a direct summand of U(g)
itself. Since U(g) is a free module over U(p0) it follows that Q is a projective
U(p0)-module, hence that it has a ZP-ltration by Proposition 1:21.
The number of factors in this ZP-ltration isomorphic to Z(Pi)hi is by 1.20(1)
equal to
dimHomg;Y (Q;Z0(Ei )
hi)=dim Endg0 (Ei):
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Here the numerator is additive on a composition series of Z0(Ei ⊗ g=p0)h − (p −
1)g=p0 ;Y i) since Q is projective. Since Q is the projective cover of L, any composition
factor isomorphic to L will contribute dim Endg(L), while all other factors contribute
0. The claim follows.
Remarks. (1) If K is a splitting eld of U(g0) (e.g., if K is algebraically closed),
then by denition Endg0 (Ei) ’ K for all i. We get then also Endg(L) ’ K for all
simple U(g)-module L: We have L ’ L(Ej) for some j and assume that L(Ej) has
its usual grading. Any element in Endg(L) stabilises L(Ej)0 ’ Ej and induces there an
element of Endg0 (Ej) ’ K . This implies that indeed Endg(L) ’ K .
It follows that we can in this case simplify (1) and get just [Z0(Ei )
hi :L].
(2) The construction of ltrations such as in the theorem has developed over the
years in papers such as [14,3,16,5,24,13]. The treatment here is closest to that in
[24]. The only dierences are that here arbitrary K are allowed (which just makes the
formulae uglier) and that not only  = 0 and Y = Z are considered (which does not
change the arguments).
1.23. It is sometimes more convenient to consider a more general situation, Suppose
that Y 0 is a commutative group containing Y as a subgroup. We can then regard
our gradings of g and of U(g) as gradings by Y 0 and consider the category C
gr
Y 0 of
nite-dimensional Y 0-graded U(g)-modules. Since Y 0 is not necessarily nitely gener-
ated or torsion free, we cannot directly apply the results quoted in 1.4 to CgrY 0 . However,
there is a way around:
Set Z = Y 0=Y ; for each z 2 Z set Cgrz equal to the full subcategory of all M in CgrY 0
with M = 0 for all  62 z. Given M in CgrY 0 set Mz equal to the direct sum of all M
with  2 z. Then Mz is a g-submodule of M (since g = 0 for  62 Y ). By denition
Mz belongs to Cgrz . Clearly M is the direct sum of all Mz with z 2 Z ; almost all Mz
are equal to 0. If M belongs to Cgrz and M 0 to C
gr
z0 with z
0 6= z, then the Hom space
in CgrY 0 from M to M
0 is 0.
This shows that CgrY 0 is the direct sum of all C
gr
z with z 2 Z . We have in particular:
the simple modules in CgrY 0 are the simple modules in all C
gr
z . The projective cover in
C
gr
Y 0 of a module M in C
gr
z is the projective cover of M in C
gr
z .
If z 2 Y 0 is a representative for z 2 Z = Y 0=Y , then M 7! M hzi is an equivalence
of categories from our old category Cgr of Y -graded U(g)-modules to the category
C
gr
z . (An inverse is given by M 7! M h−zi.) Using this equivalence we can translate
all our results rst to each Cgrz and then to C
gr
Y 0 .
2.
2.1. Assume now that K is algebraically closed (and still of characteristic p> 0). Let
G be a connected, reductive algebraic group over K and set g = Lie(G). This is a
restricted Lie algebra as the Lie algebra of an algebraic group.
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Let T be a maximal torus in G and set h = Lie(T ). Let X = X (T ) the (additive)
group of all characters of T and let RX be the root system of G. For each  2 R let
g denote the corresponding root subspace of g. We choose a system R+ of positive
roots. Set n+ equal to the sum of all g with > 0 and n− equal to the sum of all
g with < 0. We have then the triangular decomposition g= n+  h n− of g. Set
b + = h  n+. All of these Lie subalgebras (h; n+; n−; b +) of g are Lie algebras of
closed subgroups of G and hence restricted subalgebras of g.
For each  2 R let _ denote the corresponding coroot. Denote then by s;n (for all
n 2 Z) the (ane) reection given by s;n()=− (h; _i−n) for all  2 X . Write
W for the Weyl group (generated by all s = s;0), and write Wp for the ane Weyl
group generated by all s;mp with m 2 Z and  2 R. Then Wp contains all translations
by p with  2 R, and Wp is generated by W and these translations.
Each  2 X denes by taking the derivative a linear form d on h. The map  7! d
yields an embedding of X=pX into h. If 1; 2; : : : ; s is a basis of X over Z, then the
di are a basis of h over K . There exists for each  2 R an element h 2 h such that
d(h) is the reduction modulo p of h; _i for each  2 X . We choose for each root
 a basis vector x for g such that always [x; x−] = h.
2.2. Under mild restrictions on p, a theorem of Veisfeiler and Kats (in [31]) reduces
the study of the representations of all U(g) with  2 g to that for \nilpotent"  and
hence to the case where (b +)=0. (See [20, 7.4] for more details.) Among all  with
this property, we shall study one particular class:
Following [11], we say that  has standard Levi form if and only if (b +)=0 and
there exists a subset I of the set of all simple roots such that
(g−)
 6= 0 if  2 I;
=0 if  2 R+nI:
Fix now  2 g of standard Levi form and let I be as in the denition above.
Since I is a part of a basis of the free Abelian group ZR, the quotient ZR=ZI is a
free Abelian group (of nite rank). We have a grading of g by ZR=ZI such that the
homogeneous component of degree + ZI is the sum of all T -weight spaces g with
 2 +ZI . This is a grading of g as a restricted Lie algebra; it satises the condition
1.2(1) for our xed . We get therefore an induced grading on U(g) and can apply
the results from Section 1.
2.3. We are going to study certain X=ZI -graded U(g)-modules. Since ZR=ZI is a sub-
group of X=ZI , the results from Section 1 apply also to (nite-dimensional) X=ZI -graded
U(g)-modules, cf. 1.23.
However, we do not want to look at all X=ZI -graded U(g)-modules, but at a certain
subcategory that we now will denote by C. It is dened as follows (see also [20, 11.5]):
Each U(g)-module is a direct sum of weight spaces for h; since (h)= 0, all weights
belong to X=pX  h. If V is an X=ZI -graded U(g)-module, then each graded piece
V+ZI with  2 X is an h-submodule, hence decomposes into weight spaces for h.
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Now a nite-dimensional Z=ZI -graded U(g)-module V belongs to C if and only if all
weights of h on V+ZI have the form d with  2 + ZI + pX (for all ).
As pointed out in [20, 11.5] the category of all nite-dimensional X=ZI -graded
U(g)-modules is the direct sum of C and other subcategories. These other summands
arise from C by applying functors of the form M 7! M hi with  2 X . (Such a ‘shift
of grading’ functor preserves C only if  2 ZI + pX ).
One can approach the category C somewhat dierently as follows: Set T equal to
the intersection of all ker()T with  2 I . Then T is a diagonalisable algebraic
group with character group X=ZI . (In case p is a ‘bad’ prime for G, we have to
regard here T as a scheme.) Then an X=ZI -grading on a vector space is \the same"
as a representation of T on that space. An X=ZI -graded U(g)-module is \the same"
as a module both for U(g) and T where the action are compatible in the sense that
t  x  t−1  v=Ad(t)(x)  v for all x 2 g, t 2 T, and v in the module. Any X=ZI -graded
U(g)-module has then two actions of Lie(T): one we get by restricting the action of
g, another one we get by dierentiating the action of T. The extra condition in the
denition of C says then that these two actions of Lie(T) coincide.
2.4. For each  2 X we have a one dimensional b +-module K where n+ acts as
0 and h acts via the derivative of . Since (b +) = 0 that is a U(b +)-module. We
regard K as an X=ZI -graded U(b +)-module concentrated in degree +ZI . Then the
induced module
Z() = ind K = U(g)⊗U(b +) K (1)
belongs to C. (In [20, 11.6] this module is denoted by Z^(). That was done in order
to have dierent notations for objects with and without a grading. Here we consider
only graded objects and drop the ‘hats’ | also for other modules.)
We have clearly
Z()hpi= Z(+ p) (2)
for all ;  2 X .
Note that also − has standard Levi form with the same I as . The dual of a
module in C (given a grading as in 1.13) is in the analogous category constructed
with −. We get from 1.15 for all  2 X that [as claimed in [20, 11.14(1)]
Z() ’ Z−(−+ (p− 1)2) (3)
where 2 is the sum of the positive roots. (A look at the denition in 1.7(2) shows
that g;Y = 0 while b + ;Y is 2, or rather the coset of 2 modulo ZI . On the other
hand, g is 0 while b + vanishes on n+ and restricts to d(2) on h.)
2.5. Let  2 X . We know by 1.5(1) that the radical of Z() is the same whether
taken in C or in the category of U(g)-modules. Since  has standard Levi form, the
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factor module
L() = Z()=rad Z() (1)
is simple (in C as well as a U(g)-module), cf. [20, 10.2].
Each simple module in C is a homomorphic image of some Z(), hence isomorphic
to some L(). (We have (n+)= 0. This implies M n
+ 6= 0 for each nonzero M in C.
Now M n
+
is homogeneous for the grading, so we can nd  2 X with M n++ZI 6= 0.
Since n+ is normalised by h, each M n
+
+ZI is an h-submodule and thus spanned by
weight vectors for h. By the denition of C these weights have the form d with
+ZI = +ZI . We get thus for some  2 X a U(b +)-submodule of M isomorphic
to K and contained in M+ZI . Now 1.11(1) yields a non-zero homomorphism in C
from Z() to M .)
Dene an order relation on X=ZI such that  + ZI   + ZI if and only if there
exist non-negative integers m with
−  + ZI =
X

m + ZI;
where we sum over all simple roots  62 I .
We have for all  that Z()+ZI 6= 0 implies +ZI  +ZI . Since L()+ZI 6= 0
[it contains the non-zero image of the generator 1⊗ 1 of Z()] we get
[Z() : L()] 6= 0)  + ZI  + ZI: (2)
2.6. It is possible, under some mild restriction on p, to decide when two simple
modules L() and L() are isomorphic. The result goes back to [11] in the non-graded
category (quoted in [20, 10.8]). One gets in C (cf. [20, 11.9]):
Proposition. Suppose that the derived group of G is simply connected, that g is
isomorphic to g as a G-module and that p is good for RI . Then
L() ’ L(), Z() ’ Z(),  2 WI;p   (1)
for all ;  2 X .
Here we have to explain the notation WI;p: We set WI equal to the subgroup of
W generated by the s with  2 I ; this is also the Weyl group of the root system
RI = R \ ZI and contains all s with  2 RI . Furthermore, WI;p is the corresponding
ane Weyl group generated by WI and all translations by p with  2 RI (equivalently:
by all s;mp with  2 RI and m 2 Z).
Finally, we use in (1) the ‘dot action’ where w  = w(+ )− .
For a discussion of the meaning of the assumptions on g and p in the proposition,
one may look at [20, 6:4].
2.7. For each  2 X let Q() denote the projective cover of L() in C.
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Lemma. Each Q() is also the projective cover of L() as a U(g)-module. It is
also the injective hull of L() in C.
Proof. The rst claim follows from the results quoted in 1.4. Since g and g;Y both
are 0, Proposition 1:9 implies the second claim.
2.8. Assume that the derived group of G is simply connected, that g is isomorphic to
g as a G-module and that p is good for RI .
We can apply Theorem 1:22 in our present situation. Recall that we chose in 1.16
a total ordering of Y . Here Y =ZR=ZI and we choose the total ordering such that for
each simple root  62 I the coset +ZI is positive. (Note that this total ordering is a
renement of the ordering  from 2.5.)
The subalgebra u (resp. u0) as in 1.16 is now the direct sum of all root subspaces
g (resp. g−) with  2 R+ n RI while g0 is the Levi factor gI = h 
L
2RI g. The
Lie subalgebra p and p0 are certain parabolic subalgebras in g.
Under our assumption each
Z;I () = U(gI )⊗U(gI\b +) K (1)
is a simple U(gI )-module. Each simple U(gI )-module is isomorphic to some Z;I ().
We have Z;I () ’ Z;I () if and only if  2 WI  + pX .
The subspace K(1⊗ 1) of Z() is a U(gI \ b +)-submodule isomorphic to K. The
universal property of the induced module yields now a homomorphism Z;I ()! Z()
of U(gI )-modules. A look at the PBW bases shows that this is an isomorphism
Z;I ()
!Z()+ZI : (2)
Composing this map with the surjection Z() ! L() we get a surjective homo-
morphism Z; I () ! L()+ZI of U(gI )-modules. This map is non-zero since 1 ⊗ 1
has a non-zero image in L(). The simplicity of Z;I () implies that this map is an
isomorphism:
Z;I ()
!L()+ZI : (3)
A comparison of (2) and (3) shows that the surjection Z()! L() is bijective on the
homogeneous part of degree +ZI . So the radical of Z() satises (rad Z())+ZI =
0. Therefore L() is not a composition factor of rad Z() and hence occurs with
multiplicity 1 in Z():
[Z() :L()] = 1: (4)
Furthermore, we can sharpen 2.5(2) as follows: If L() is a composition factor of
Z() not isomorphic to L(), then  + ZI <+ ZI .
2.9. Keep the assumptions from 2.8. Let Q;I () denote the projective cover of Z;I ()
as a U(gI )-module. Then all composition factors of Q;I () are isomorphic to Z;I ();
the length of Q;I () is equal to the cardinality of the orbit WI ( + pX ) in X=pX .
(These results go back to [10; 11] cf. [20; 10:5; 10:8; 10:10].)
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Set
QI() = U(g)⊗U(p) Q;I (): (1)
We give this module a grading such that 1⊗Q;I () is homogeneous of degree +ZI .
(Then 1 ⊗ Q;I () is the homogeneous component of QI() of that degree.) In the
notation from 1.16 we have
QI() =Z(Q;I ())h+ ZIi:
Using transitivity of induction one checks that in C
Z() =Z(Z;I ())h+ ZIi:
It follows that QI() has a ltration in C of length jWI ( + pX )j with all factors
isomorphic to Z().
One gets now from Theorem 1:22:
Proposition. Each Q() has a ltration in C with factors of the form QI() with
 2 X . The numbers of factors isomorphic to a given QI() in such a ltration is
equal to [Z() : L()].
For the last part (the claim involving the multiplicities) one has use the calculations
in [20, 11.17].
2.10. For any w 2 W let wn+ (resp. wn−) be the direct sum of all gw with > 0
(resp. < 0). Set wb + = h  wn+. Then wn+ is the image of n+ under the adjoint
action of a representative of w 2 W =NG(T )=T in NG(T ); similarly for wn− and wb +.
We have (wb +) = 0 if and only if w 2 WI where
WI = fw 2 W jw−1()> 0 for all  2 Ig: (1)
If w 2 WI then each  2 X denes a one dimensional graded U(wb +)-module K.
Then induced module
Zw () = U(g)⊗U(wb +) K (2)
belongs then to C. (In [20, 11.12] this module is denoted by Z^
w
 ():)
Let w0 be the unique element in W with w0(R+) = −R+, let wI be the unique
element in WI with wI (R+ \ RI ) =−(R+ \ RI ). Then the product wIw0 belongs to WI
and satises (wIw0)−1< 0 for all  2 R+nRI . (This element is denoted by wI in [20,
11:13].)
Set w =  − (p − 1)( − w) for all  2 X and w 2 WI . The Zw (w) can be
used to prove a ‘strong linkage principle’ for the composition factors of the Z(), see
[20, 11.11{11.13]. We return to that point in 4.5. First we want to introduce certain
ltrations of the Z() generalising those in [1] for  = 0. This requires as in [1] a
development of the representation theory over suitable rings.
156 J.C. Jantzen / Journal of Pure and Applied Algebra 152 (2000) 133{185
3.
Keep the assumptions and notations from Section 2. In particular  2 g has standard
Levi form with I=f> 0 j (g−) 6= 0g. We assume from 3.9 on that the derived group
of G is simply connected.
3.1. Let U denote the quotient of U (g) by the ideal generated by all xp −(x)p with
 2 R. A look at the PBW basis shows that multiplication induces an isomorphism of
vector spaces
U(n−)⊗ U (h)⊗ U(n+) !U: (1)
We shall write U 0 for the image of U (h) in U ; this image is isomorphic to U (h).
We have a ZR=ZI -grading on U such that each g with  2 R[f0g is contained in
the homogeneous part of degree +ZI . (We have such a grading rst on U (g); then
we use that the generators of the ideal dening U are homogeneous.) We denote the
homogeneous parts of U by U with  2 ZR=ZI .
3.2. Let A be a (commutative) K-algebra (with 1) and let  : U 0 ! A be a homo-
morphism of K-algebras (with (1) = 1). We now dene a category CA generalizing
the construction from [1, 2.3]. The objects are U ⊗ A-modules M together with an
X=ZI -grading M =
L
2X=ZI M of M satisfying certain conditions: First of all M
should be a graded U ⊗ A-module (for the obvious grading of this tensor product);
this amounts to
A MM (1)
and
U MM+ (2)
for all  2 X=ZI and  2 ZR=ZI . Then M is supposed to be nitely generated over
A; this means that each M is nitely generated over A and that the set of all  with
M 6= 0 is nite. A nal condition involves the action of U 0: We know by (2) that each
M is a U 0-submodule of M . We require that the action of h on M is diagonalisable,
i.e., that we have a weight space decomposition (denoted by superscripts)
M =
L

(M); (3)
where  runs over the K-linear maps h ! A. Suppose that =+ZI for some  2 X .
Then we want more precisely that only  of the form = + d(+ 0) with 0 2 ZI
occur:
(M+ZI ) 6= 0) = + d( + 0) for some 0 2 ZI: (4)
Note: If I = ;, then ZI =0. In this case (3) and (4) say that any h 2 h acts on any
M with  2 X as multiplication by (h) + (d)(h). This shows that we get in this
case precisely the category CA from [1, 2.3=4].
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In case A= K and (h) = 0, then our new CK is the C from 2.3.
3.3. The triangular decomposition from 3.1(1) can be generalised as follows: For any
w 2 W the subalgebra of U generated by wn+ identies with U(wn+); similarly
for wn−. The PBW basis shows that multiplication induces an isomorphism of vector
spaces
U(wn−)⊗ U 0 ⊗ U(wn+) !U: (1)
Note that the image of U (wb +) in U is equal to U 0U(wn+).
Consider A and  as in 3.2 and let w 2 WI (cf. 2.10). For each  2 X let A denote
the (wb +) ⊗ A module A where each h 2 h acts as multiplication by (h) + (d)(h)
and where wn+ acts as 0. Then our assumptions imply that the action of U (wb +) on
A factors through U 0U(wn+). We get now an induced module
ZwA () = U ⊗U 0U(wn+) A: (2)
This is a U⊗A-module (with A acting on A). The triangular decomposition (1) shows
that we can identify as A-modules
U(wn−)⊗K A !ZwA (): (3)
We get an X=ZI -grading on ZwA () such that for all  2 X
ZwA ()+ZI = U(wn
−)(−)+ZI ⊗ A: (4)
One checks (more or less as in [1, 2:10]) that ZwA () is an object in CA.
In case I = ; one gets thus the ZwA () from [1, 4:3]. In case A = K and (h) = 0,
then ZwA () is equal to the Z
w
 () from 2.10(2).
3.4. Keep the assumptions on A and . Let w 2 WI and let  be a simple root with
w> 0 and ws 2 WI . We have (ws)−1w=−< 0; so ws 2 WI implies w 62 ZI
and (x−w) = 0.
Lemma. Let  2 X . There exist homomorphisms in CA
’ : ZwA ()! ZwsA (− (p− 1)w) (1)
and
’0 : ZwsA (− (p− 1)w)! ZwA () (2)
given by ’(1⊗ 1) = xp−1w ⊗ 1 and ’0(1⊗ 1) = xp−1−w ⊗ 1.
Proof. We use the universal property 1.11(1) of induced modules. In order to get ’
we have to show that there exists a homomorphism A ! ZwsA ( − (p − 1)w) of
graded U 0U(wn+)-modules with 1 7! xp−1w ⊗1; similarly for ’0. It is easy to see that
the action of U 0 and the grading are \correct". Thus the main point to be checked
is that xw(x
p−1
w ⊗ 1) = 0 in ZwsA ( − (p − 1)w) and that xws(xp−1−w ⊗ 1) = 0 in
ZwA () for all  2 R+. For  =  this follows from xpw = 0 = xp−w in U , i.e., from
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(xw)=(x−w)=0. For the remaining roots note that the direct sum u of all g with
> 0,  6=  is an ideal in n+ and in sn+. Therefore wu= wsu is an ideal in wn+
and in wsn+. We get therefore for all > 0,  6=  that [xw; xp−1w ] 2 U(wn+)wu
and [xws; x
p−1
−w] 2 U(wsn+)wu. Therefore these commutators annihilate 1 ⊗ 1 in
ZwsA ( − (p − 1)w) and ZwA () respectively. And that is basically what we had to
check.
Remark. In case I = ; we get just the maps from [1, 5.6(1)]. In case A = K and
(h) = 0 we get the homomorphisms described in [20, 11.12].
3.5. Keep the assumptions from 3.4. For 0  i  p− 1 set
vi =
xi−w
i!
⊗ 1 2 ZwA () and v0i =
xiw
i!
⊗ 1 2 ZwsA (− (p− 1)w): (1)
Simple calculations show now for all i> 0 that
xwvi = ((hw) + (hw)− i + 1)vi−1 (2)
and
x−wv0i =−((hw) + (hw) + i + 1)v0i−1: (3)
We can rewrite the denition of ’ and ’0 as ’(v0) = (p− 1)!v0p−1 and ’0(v00) = (p−
1)!vp−1. Using (2) and (3) one gets then inductively for all i
’(vi) = (−1)i (p− 1)!i!
iY
j=1
((hw) + (hw)− j + 1)v0p−1−i (4)
and
’0(v0i) =
(p− 1)!
i!
iY
j=1
((hw) + (hw) + j + 1)vp−1−i : (5)
(In case I = ; these are formulae from [1, 5.5=6].)
Set u0 equal to direct sum of all g− with > 0,  6= . This is a restricted Lie
subalgebra of g with n−=u0Kx− and su0=u0. It follows that wn−=wu0Kx−w
and wsn− = wu0  Kxw.
Now 3.3(3) implies: If B is a basis of U(wu0), then all uvi with u 2 B and
0  i  p− 1 are a basis of ZwA () and all uv0i (with u and i as before) are a basis of
ZwsA (− (p− 1)w):
Lemma. Suppose that A=K and (h) = 0. Let d be the integer with 0<d  p and
h; w_i+ 1  d (modp):
(a) If d= p, then ’ and ’0 are isomorphisms.
(b) If d<p, then
ker(’) = im(’0) ’ coker(’) and ker(’0) = im(’) ’ coker(’0);
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furthermore, we have an exact sequence
   ! Zw (− (p+ d)w)! Zw (− pw)! Zw (− dw)! ker(’)! 0
in C.
Proof. We have by (4) for all basis elements uvi as above ’(uvi) = aiuv0p−1−i where
ai = (−1)i (p− 1)!i!
iY
j=1
(d− j):
(Note that (hw) + 1 is the reduction modulo p of d.) Therefore ker(’) is spanned
(over K) by all uvi with ai = 0; furthermore, we have ai = 0 if and only if i  d. It
follows that
ker(’) =
L
u2B
p−1L
i=d
Kuvi and im(’) =
L
u2B
p−1L
i=p−d
Kuv0i : (6)
We see in particular that ’ is an isomorphism in case d= p.
We have similarly ’0(uv0i) = a
0
iuvp−1−i (for all u and i) where
a0i =
(p− 1)!
i!
iY
j=1
(d+ j):
For d = p we see that a0i 6= 0 for all i; it follows that also ’0 is an isomorphism in
this case proving (a).
Suppose now that d<p. Then we see that a0i = 0 (in K) if and only if i + d  p.
A comparison with (6) yields then quickly that ker(’) = im(’0) and ker(’0) = im(’).
It follows that
coker(’0) = Zw ()=im(’
0) = Zw ()=ker(’) ’ im(’)
and similarly that coker(’) ’ im(’0):
Finally, (6) shows (for d<p) that ker(’) is generated over U(wn−) by vd. One
checks more or less as in 3.4 that Kvd is a U 0U(wn+)-submodule of Zw () con-
tained in Zw ()−dw+ZI and isomorphic to K−dw. Therefore we get a homomorphism
 :Zw (− dw)! Zw () with  (1⊗ 1) = vd. Then the image of  is just the kernel
of ’. One checks (using similar calculations) that ker( ) is generated by xp−d−w ⊗1 and
can then repeat the construction. (Compare also the proof of Lemma 5:9 in [1].)
Remarks. This proves some of the claims in [20, 11.12]. It follows (as started there)
that Zw () and Z
ws
 ( − (p− 1)w) dene the same class in the Grothendieck group
of C.
3.6. Suppose that f : A ! A0 is a homomorphism of K-algebras (commutative, with
1) and that  : U 0 ! A is as before. Then also 0 = f   is a homomorphism
of K-algebras (from U 0 to A0). We have then a natural extension of scalars functor
M 7! M⊗AA0 from CA (constructed using ) to CA0 (constructed using 0), cf. [1, 3.1].
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It is more or less obvious that we can identify each ZwA ()⊗A A0 with ZwA0() and that
then homomorphisms as in 3.4(1),(2) are mapped to the corresponding homomorphisms
over A0.
Suppose now that A is a discrete valuation ring. Let t be a generator for the maximal
ideal of A and assume that A=tA identies naturally with K , i.e., that A=AtK1. (For
example, A could be the localisation of the polynomial ring K[t] at the maximal ideal
generated by t.) Suppose that (h)At. Then extension of scalars from A to A=tA ’ K
takes any ZwA () to Z
w
 ().
Lemma. Let w and  as in 3:4. Suppose that (hw) = ct for some c 2 K , c 6= 0.
Then we have a commutative diagram
ZwA ()
’! ZwsA (− (p− 1)w) ! coker(’) ! 0
# # #
Zw ()
’! ZwsA (− (p− 1)w) ! coker( ’) ! 0
where the rst two vertical maps arise from base change. The third vertical map in
this diagram is bijective.
Proof. The existence of the diagram is clear since we can identify any Zw () with
ZwA ()⊗A (A=tA), hence with ZwA ()=tZwA (). The point is to show that the induced map
between the cokernels is bijective.
We consider u0 as in 3.5 and pick a basis B of U(wu0). Let d be the integer with
0<d  p and h; w_i+ 1  d (modp). Using these notations 3:5(4) says
’(uvi) = (−1)i (p− 1)!i!
0@ iY
j=1
(ct + d− j)
1A uv0p−1−i (1)
for all u 2 B and all i, 0  i  p− 1.
A factor ct + d− j is a unit in A if d− j 6 0 (modp); otherwise it is a unit times
t. Since 0<d  p and 1  j  i  p− 1 we have d− j  0 (modp) if and only if
d= j. A factor with j = d occurs in (1) if and only if i  d. We get thus
’(Auvi) =

Auv0p−1−i if 0  i<d;
(At)uv0p−1−i if d  i  p− 1:
(2)
Therefore coker(’) is the direct sum of all (A=tA)uv0j with u 2 B and 0  j<p− d.
A comparison with 3.5 shows that this cokernel is mapped bijectively to the cokernel
of ’. (Note that the ’ here is the ’ from Lemma 3:5.)
Remarks. (1) The proof shows also that ’ is an isomorphism in case d = p. For
arbitrary d the map ’ is still injective [under our assumption of (hw)] and yields an
isomorphism if we extend scalars to the eld of fractions of A.
(2) We can read o from (2) for all m> 0 that
’−1(tmZwsA (− (p− 1)w)) tm−1ZwA (): (3)
If d= p we have actually ’−1(tmZwsA (− (p− 1)w)) = tmZwA ().
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3.7. Let again A be a discrete valuation ring with maximal ideal At such that A=tA ’ K .
Suppose that  :U 0 ! A satises (h)At. We can then regard each object in CK=C
as an object in CA via the surjection from A onto K . In this way we identity C with
the full subcategory of all M in CA with tM = 0.
For example, we can regard the modules in the second row of the commutative dia-
gram from Lemma 3:6 as modules in CA. Then all maps in the diagram are morphisms
in CA. We have in particular coker(’)
! coker( ’) in CA.
Under our embedding of C into CA all simple objects in C become simple objects
in CA. Actually, we get thus all simple objects in CA: If M in CA is simple, then tM
is a subobject of M . We cannot have M = tM by the Nakayama lemma since M 6= 0
and M is nitely generated over A. So tM = 0 and M comes from C.
Let trsn(CA) denote the full subcategory of all M in CA that are torsion modules
over A. Since M is nitely generated over A this means that there exists an integer
m> 0 with tmM=0. Then the tiM with 0 im are a chain of subobjects in M . Each
factor tiM=ti+1M is annihilated by t, hence comes from C. Therefore each tiM=ti+1M
has nite length; this implies that also M has nite length.
Conversely, if an object M in CA has nite length, then t annihilates each factor
in a composition series of M . Therefore, some power tm annihilates all of M and M
has to be in trsn(CA). So trsn(CA) can also be described as the full subcategory of all
objects of nite length in CA.
Let K(trsn(CA)) denote the Grothendieck group of trsn(CA). The Jordan{Holder the-
orem implies that K(trsn(CA)) is the free Abelian group generated by the isomorphism
classes of simple modules. It follows that the embedding of C into CA induces an
isomorphism from the Grothendieck group K(C) of C to K(trsn(CA)).
We write [M ] for the class of a module M in one of these Grothendieck groups. If
M in CA with tmM = 0, then
[M ] =
mX
i=1
[ti−1M=tiM ]: (1)
3.8. Keep the assumptions on A. Let Q(A) denote the eld of fractions of A. Consider
a morphism ’ :M ! M 0 in CA where M and M 0 are torsion free over A and where
’⊗ idQ(A) is an isomorphism M ⊗A Q(A) !M 0 ⊗A Q(A). Since they are torsion free,
we can regard M and M 0 as submodules of M ⊗A Q(A) and M 0 ⊗A Q(A) respectively.
The bijectivity of ’⊗ idQ(A) implies that ’ is injective and that coker(’) =M 0=’(M)
is in trsn(CA). Set now
(’) = [coker(’)] 2 K(trsn(CA)): (1)
(One could as in [17, II.8.11] avoid the assumption of torsion freeness, but there seems
to be no point in doing this now.)
If also  :M 0 ! M 00 is a homomorphism in CA satisfying the assumptions from
above, then the injectivity of  shows that we have a short exact sequence
0! coker(’)! coker(  ’)! coker( )! 0;
162 J.C. Jantzen / Journal of Pure and Applied Algebra 152 (2000) 133{185
hence that
(  ’) = (’) + ( ): (2)
For ’ as above set
Mi = fm 2 M j’(m) 2 tiM 0g
for all integers i  0. So the Mi are a descending ltration of M . Set M =M=tM and
let M
i
denote the image of Mi in M . So M = M
0
and all M
i
are in C. The M
i
are a
descending ltration of M . The term M
1
is the kernel of the obvious homomorphism
’ : M ! M 0 =M 0=tM 0 with ’(m+ tM) = ’(m) + tM 0.
Lemma. There exists an integer r  0 with Mi = 0 for all i> r. We haveX
i>0
[ M
i
] = (’) (3)
in K(trsn(CA)).
Proof. We have for each i> 0 a homomorphism ’[i] :Mi ! ti−1 coker(’) given by
’[i](m) = (t−1’(m)) + ’(M). (Recall that M 0 is torsion free, so that the element
t−1’(m) 2 ti−1M 0 is uniquely determined.) I claim that ’[i] induces a short exact
sequence
0! Mi ! ti−1 coker(’)! ti coker(’)! 0 (4)
where the map ti−1 coker(’)! ti coker(’) is multiplication by t.
It is clear that this last map is surjective. An element x 2 Mi is in the kernel of
’[i] if and only if t−1’(x) 2 ’(M), i.e., if and only if there exists y 2 M with
t−1’(x)=’(y). This condition is equivalent to ’(x− ty)=0, hence (by the injectivity
of ’) to x = ty. So ’[i] has kernel Mi \ tM and induces an injective homomorphism
from M
i ’ Mi=Mi \ tM) to ti−1 coker(’). This yields the rst map in (4).
It remains to be shown that the image of Mi in ti−1 coker(’) is the kernel of
multiplication by t. Well, if x 2 Mi, then t’[i](x) = ’(x) + ’(M) is 0 in ti coker(’).
Conversely, if z 2 M 0 is an element such that ti−1(z + ’(M)) is in the kernel of that
map, then there exists x 2 M with tiz=’(x). We get then x 2 Mi and ti−1z+’(M)=
’[i](x) is in the image of Mi.
Since coker(’) is in trsn(CA), we can nd an integer r  0 with trcoker(’) = 0.
Then (4) shows that M
i
= 0 for all i> r. Furthermore (4) implies for all i> 0 that
[ M
i
] = [ti−1 coker(’)]− [ti coker(’)]:
Summing over all i yields (3).
3.9. Assume from now on that the derived group of G is simply connected. This
implies that the h with  simple are linearly independent, hence (using the action of
W ) that h 6= 0 for all roots .
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Lemma. Let K[t] be the polynomial ring over K in one variable t. There exists a
homomorphism  :U 0 ! K[t] of K-algebras and c 2 K , c 6= 0 such that (h)= ct
for all  2 R.
Proof. See [1, Lemma 6:5a]. [Alternatively: Since K is innite, since h 6= 0 for all
 2 R, and since R is nite, we can nd a linear form f : h ! K with f(h) 6= 0 for
all  2 R. Then dene  from U 0 = U (h) to K[t] by h 7! f(h)t for all h 2 h.]
3.10. Let K[t] be as in Lemma 3:9 and set A equal to the localization of K[t] at the
maximal ideal generated by t. Choose a homomorphism  as in Lemma 3:9 and regard
 as a homomorphism U 0 ! A.
Let  2 X . Recall the elements w0 and wI from 2.10. Choose a reduced decom-
position wIw0 = s1s2    sm with si = si ; i simple. For all i with 1  i  m + 1 set
i = s1s2    si−1 and i = ii (for i  m). So we have 1 = 1 and m+1 = wIw0. The
roots 1; 2; : : : ; m are distinct; they are exactly the positive roots made negative by
(wIw0)−1 = w0wI ; they are exactly the roots in R+ n RI .
More generally, the positive roots made negative by −1i are exactly 1; 2; : : : ; i−1.
This shows that −1i (I)R+; so we can construct modules of the form ZiA (). Set
i =  − (p − 1)( − i). We want to apply 3.4{3.6 for each i  m to w = i and
= i, with  replaced by i. We have
i+1= isi= i(− i) = i− i;
hence i+1 = i − (p− 1)ii. So we get from 3.4(1) a homomorphism
’i : Z
i
A (i)! Zi+1A (i+1): (1)
A repeated application of Remark 3:5 shows that all Zi (i) dene the same class in
the Grothendieck group of C as Z1 (1) = Z().
The composition ’= ’m      ’2  ’1 is a homomorphism
’ :ZA()! Zm+1A (m+1) = ZwIw0A (− (p− 1)(− wIw0)):
Formula 3.6(2) shows that each ’i (and hence also ’) becomes an isomorphism if we
tensor with the fraction eld of A. We can therefore apply the construction of 3.8 to
M = ZA() and M 0 = ZwIw0A (− (p− 1)(p− wIw0)) and get ltrations of M = ZA()
and of M=Z(). Then terms of the ltrations are again denoted by ZA()i and Z()i.
For each  2 R+ n RI let n be the integer with 0<n  p and h + ; _i 
n (modp).
Proposition. (a) We have
X
i>0
[Z()i] =
X
2R+nRI
0@X
i0
[Z(− (ip+ n))]−
X
i>0
[Z(− ip)]
1A : (2)
(b) We have Z()i 6= 0 if and only if i  N (I; ) where N (I; ) is the number of
 2 R+,  62 ZI with n <p.
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(c) If p is good for RI and if g ’ g as G-modules; then Z()=Z()1 is isomorphic
to L().
Remark. The formula in (a) is to be interpreted as follows: For each simple module
L in C there are only nitely many pairs (; i) with [Z( − (ip + n)) :L] 6= 0 or
[Z(− ip) : L] 6= 0. (If L=L() then necessarily +ZI  − ip+ZI  +ZI .
There are only nitely many classes +ZI in X=ZI with +ZI  +ZI  +ZI ,
and we have  62 ZI .) Then (a) says that Pi>0 [Zw ()i : L] is equal to the sum of
all non-zero terms in
X

0@X
i0
[Z(− (ip+ n)) :L]−
X
i>0
[Z(− ip) :L]
1A :
It follows then also that this sum is non-zero only for nitely many L.
Proof. (a) Lemma 3:8 and 3:8(2) imply thatX
i>0
[Z()i] =
mX
j=1
[coker(’j)]: (3)
Furthermore Lemma 3:6 yields for all j that [coker(’j)] = [coker( ’j)] where ’j is
the homomorphism Zj (j) ! Zj+1 (j+1) we get by extension of scalars from A to
A=tA ’ K .
If we take w= j and = j and replace  by j in Lemma 3:5, then ’j is just the
homomorphism ’ studied in that lemma. Let nj denote the integer with 0<nj  p
and hj; _j i+1  nj (modp). Then the d from Lemma 3:5 is equal to nj and the long
exact sequence in Lemma 3:5(b) yields for nj <p that
[coker(’j)] =
X
i0
[Zj (j − (ip+ nj)j)]−
X
i>0
[Zj (j − ipj)]:
This holds also for nj=p where both sides are 0. (For the left-hand side that is Lemma
3:5(a).)
We noted above that [Zj (j)] = [Z()] for all j (by a repeated application of
Remark 3:5). Replacing  by − (ip+nj)j or by − ipj we get also that [Zj (j−
(ip + nj)j)] = [Z( − (ip + nj)j)] and [Zj (j − ipj)] = [Z( − ipj)]. Inserting
this into the previous formula, we get
[coker(’j)] =
X
i0
[Z(− (ip+ nj)j)]−
X
i>0
[Z(− ipj)]:
Plug this into (3). Since the j are precisely the positive roots not in RI (without
repetition) get thus a sum over R+ nRI . In order to check that we get (2) we just have
to check that nj = nj for all j. Since both numbers are between 1 and p it suces
that they are congruent modulo p. We have
nj  hj; _j i+ 1 = h− (p− 1)(− j); _j i+ 1  h+ − j; _j i+ 1:
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On the other hand, nj is (by denition) congruent to h+; _j i. So the claim follows
from
hj; _j i= h; −1j _j i= h; _j i= 1
where we use for the last step that j is simple.
(b) We have by Remark 2 in 3:6 for all i that
’−1i (t
rZi+1A (i+1))
 tr−1ZiA (i) if ni <p;
= trZiA (i) if ni = p;
for all r > 0. This implies for all r  N (I; ) that
’−1(trZwIw0A (− (p− 1)(− wIw0))) tr−N (I;)ZA():
We get in particular that ZA()N (I;)+1 tZA(), hence that
Z()N (I;)+1 = 0: (4)
Consider now
v= xp−1−m x
p−1
−m−1 : : : x
p−1
−2 x
p−1
−1 ⊗ 1 2 ZA():
We get from 3:6(2) for each i a unit ai in A such that
’i(x
p−1
−i ⊗ 1) =

tai ⊗ 1 if ni <p;
ai ⊗ 1 if ni=p:
This implies that there exists a unit a in A with
’(v) = tN (I;)a⊗ 1:
This implies that v 2 ZA()N (I;). Since the image of v in Z() is non-zero, we get
also that Z()N (I;) 6= 0, hence the claim under (b).
(c) The remark just before Lemma 3:8 shows that Z()1 is the kernel of a certain
non-zero homomorphism ’ : Z() ! ZwIw0 (0) where 0 =  − (p − 1)( − wIw0).
Therefore the claim follows from:
3.11. Lemma. Suppose that p is good for RI and that g ’ g as G-modules. Let
 2 X . Then there exist non-zero homomorphism from Z() to ZwIw0 (0) with 0 =
− (p− 1)(− wIw0); the image of each such map is isomorphic to L().
Proof. The existence of non-zero homomorphisms is clear by the construction in 3:10.
Let M be the image of such a map. By 2:5(1) the head of M is simple and isomor-
phic to L(). On the other hand, the socle of ZwIw0 (
0) is isomorphic to L() (see
[20, 11:13]). So M has both socle and head isomorphic to L(). Since [Z() :
L()] = 1 by 2:8(4), we get M ’ L() as claimed.
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4.
We follow the assumptions and notations from Sections 2 and 3, in particular the
assumption from 3:9 on the derived group of G. We assume from 4:5 onwards that p
is good for RI and that g ’ g as g-modules.
4.1. Recall the ane Weyl group Wp and its subgroup WI;p [(2:1) and (2:6)]. We
consider these groups acting (via the dot action) on the Euclidean space XR=X ⊗Z R.
We will discuss some aspects of these actions; more details can be found in [17,
II.6:1{6:11].
A fundamental domain for the action of Wp on XR is the ‘rst dominant alcove’
C0 = f 2 XR j 0  h+ ; _i  p for all  2 R+g: (1)
The conjugates of C0 under Wp will be called alcoves; their set will be denoted by
A= fw  C0 jw 2 Wpg: (2)
A fundamental domain for the action of WI;p on XR is
CI = f 2 XR j 0  h+ ; _i  p for all  2 R+ \ ZIg: (3)
This set is a union of alcoves; we denote by
AI = fC 2 A jC CIg (4)
the set of alcoves contained in CI . There exists for each C 2 A a unique w 2 WI;p
with w  C 2 AI . (When comparing with [17, II:6], note that there alcoves are open,
while we take them here as closed.)
4.2. The reections s;mp 2 Wp with  2 R and m 2 Z are used to dene order relations
on X and on A; they will be denoted by ".
If  2 R+, m 2 Z, and  2 X , then we say that s;mp   "  if and only if
h + ; _i  mp. In general " is dened as the transitive closure of this relation. It
is clear that  "  implies    and  2 Wp   (cf. [17, II:6:4]).
Similarly, if  2 R+, m 2 Z, and C 2 A, then we say that s;mp  C " C if and only
if h + ; _i  mp for all  2 C. In general " is dened as the transitive closure of
this relation. If  2 C and w 2 Wp, then w  C " C implies w   " . The converse
holds if  is contained in the interior of C (i.e., if  2 C and h+ ; _i 62 Zp for all
 2 R) (cf. [17, II:6:5]).
Given an alcove C and a positive root  there is a unique integer e = e(C) with
ep  h+ ; _i  (e + 1)p for all  2 C:
Set
d(C) =
X
>0
e(C): (1)
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If s 2 Wp is a reection, then we have for all C 2 A
s  C " C , d(s  C)<d(C); (2)
cf. [17, Lemma II.6.6]. This shows for all C; C0 2 A that C " C0 implies d(C)  d(C0).
We get furthermore: If C " C0 and d(C) = d(C0), then C = C0.
4.3. The following result is contained in [22, 2:9]:
Lemma 1. Let C 2 AI and let s 2 Wp be a reection with s  C " C. Let w 2 WI;p
with ws  C 2 AI . Then ws  C " C.
Given  2 X \CI there exists C 2 AI with  2 C. Applying Lemma 1 to C we get:
Lemma 2. Let  2 X \CI and let s 2 Wp be a reection with s   " . Let w 2 WI;p
with ws   2 CI . Then ws   " .
(Observe: If  2 C and s   "  but C " s  C, then s  = .)
4.4. Let again  2 X \ CI . Consider a root  2 R+ n RI . Write h + ; _i= mp + n
with m; n 2 Z and 0<n  p. Set for all i  0
2i = − ip; 2i+1 = − (ip+ n): (1)
Then the summand corresponding to  on the right-hand side of the sum formula
3:10(2) is equal toX
i0
[Z(2i+1)]−
X
i>0
[Z(2i)]: (2)
If n= p, then this sum is equal to 0; so let us suppose from now on that n<p.
For each j  0 let 0j be the unique weight in CI \WI;p  j. We can then (by 2:6)
rewrite (2) asX
i0
[Z(02i+1)]−
X
i>0
[Z(02i)]: (3)
We have by construction 1 = s;mp  . Therefore Lemma 2 in 4:3 implies that
01 " = 00: (4)
Note that also
01 + ZI <+ ZI: (5)
Otherwise 01   implies 01 + ZI = + ZI ; then 1 2 WI;p  01 would yield
1 + ZI = − n + ZI = 01 + ZI = + ZI;
hence n 2 ZI contradicting our choice of .
We want to generalise (4) and show:
Claim. We have 0i " 0i−1 for all i> 0.
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Remark. This will of course imply that we have an innite chain
   " 04 " 03 " 02 " 01 " 00 = : (6)
Proof. We use induction on i considering all possible  and . The case i=1 is dealt
with in (4). Suppose now that i> 1.
There exist w 2 WI and  2 ZI with 01 = w  1 + p, hence with 01 = w( + −
n)− +p. Set =w 2 R+ nRI . We want to construct the analogues of the j and
the 0j working with 
0
1 and  instead of with  and . In order to simplify notation
write  = 01. We have
h + ; _i= hw(+ − n); w_i+ ph; _i= (m− 1 + h; _i)p+ (p− n):
So the analogues of the j are
2l =  − lp; 2l+1 =  − (lp+ p− n):
Denote by 0j the unique element in CI \WI;p  j. So we have by induction
0i−1 " 0i−2: (7)
We have for all l  0
2l =w(+ − n) + p− − lp= w(+ − (n+ lp))− + p
=w  2l+1 + p 2 WI;p  2l+1
and hence 02l = 
0
2l+1. One shows similarly that 
0
2l+1 = 
0
2l. So we get for all j>0
that 0j = 
0
j−1. Therefore (7) implies the claim.
4.5. We assume from now on that p is good for RI and that g ’ g as G-modules.
Proposition. Let ;  2 X \ CI . If [Z() : L()] 6= 0; then  " .
Proof. We use induction on (− ) + ZI , cf. 2:5(2).
If  =  then the claim is trivial. So suppose that  6= . Then L() is by 3:10(c)
a composition factor of Z()1 using the notation from 3:10. Now 3:10(2) implies
that there exists  2 R+ n RI with n <p such that L() is a composition factor of
Z(− (ip+ n)) for some i  0. In the notation of 4:4 this means that
0 6= [Z(2i+1) : L()] = [Z(02i+1) : L()]:
We get from 4:4(6) and 4:4(5) that
02i+1 "  and 02i+1 + ZI <+ ZI:
Now we can apply induction and get  " 02i+1, hence the claim.
Remark. Note that the proposition implies that the [Z()] with  2 X \CI are linearly
independent in the Grothendieck group of C. (One can deduce this also from the last
statement in 2:8.)
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4.6. Proposition.. Let s 2 Wp be a reection. Suppose that C is an alcove with
C; s  C 2 AI and d(s  C) = d(C)− 1. Let  2 X be a weight in the interior of C.
Then [Z() : L(s  )] = 1.
Proof. We want to show (in the notation from 3:10) that
P
i>0 [Z()
i : L(s  )]=1.
Then the claim follows from 3:10(c).
Let us observe rst: If 0 2 X with s   " 0 " , then 0=  or 0= s  . Well, let
C0 be the alcove containing 0. Then we get s  C " C0 " C since  is in the interior
of C. Now d(s  C)=d(C)−1 implies C0=C or C0= s  C [cf. 4:2(2)], hence 0=
or 0 = s  .
There exist  2 R+ and m 2 Z with s= s;mp. We have  62 RI since C, s  C CI .
We have m= e(C) since otherwise s   " − p "  and s   6= − p 6= .
If we use the notation from 3:10(2), then we have s   =  − n. The summand
for =  and i=0 in 3:10(2) contributes therefore 1 to
P
i>0 [Z()
i : L(s  )]. The
claim will follow that all other summands contribute 0.
Suppose that we have for some  2 R+ n RI a summand in 3:10(2) that involves
L(s  ) with non-zero multiplicity. If we write the corresponding sum as in 4:4(3)
this means that [Z(0j) : L(s  )] 6= 0 for some j> 0. This implies by 4:5 and 4:4
that s   " 0j " . Since 0j 6=  by 4:4(5), we get 0j = s  . Using 4:4(6) and 4:4(5)
again we see that j = 1. In order to get our claim we have to show that  = .
There is w 2 WI and  2 ZR with 01 = ws   + p. Since  has trivial stabiliser
in Wp, we see that s is the composition of ws with the translation by p. Projecting
Wp to W we get ws = s. If  6= , then there exists x 2 XR with s(x) = x −  and
s(x) = x. Now ws = s implies x− =w(x) 2 x+RI , hence  2 RI , a contradiction.
We get  = , hence the claim.
4.7. Combining the results from 2.9 with Proposition 4:5, we get for all ;  2 X
[Q() :L()] 6= 0)  2 Wp  : (1)
We get thus a ‘linkage principle’:
Ext C (L(); L()) 6= 0)  2 Wp  : (2)
This implies: If M is an indecomposable module in C, then all composition factors
have their ‘highest weight’ in a xed (dot) orbit of Wp.
For each  let C denote the full subcategory of C containing all M in C where
all composition factors of M have the form L() with  2 Wp  . For all M and 
denote by pr(M) the largest submodule of M contained in C. Since C0 is a system
of representatives for the orbits of Wp on XR, we have
C =
M
2X\C0
C (3)
and M =
L
2X\C0 pr(M) for all M .
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Given ;  2 X \ C0 we dene a translation functor
T :C ! C; T  (M) = pr(E ⊗M); (4)
where E (depending on  and ) is the simple G-module with highest weight in
W (− ). Note that this denition makes sense: The G-module E is, when considered
as a g-module with the derived action, a U0(g)-module. So its tensor product with the
U(g)-module M is again a U(g)-module. Furthermore, E has an obvious grading by
X=ZI such that E+ZI is the direct sum of all weight spaces of T in E corresponding
to weights in  + ZI . Then E ⊗ M has a natural grading and one checks easily that
E ⊗M is in C.
It is clear that T is an exact functor. The functors T

 and T

 are adjoint to each
other: the usual isomorphism Homg(E⊗M;N ) !Homg(M;E⊗N ) is compatible with
the gradings and induces an isomorphism
HomC(T

 (M); N )
!HomC(M; T (N )) (5)
for all M in C and N in C. It follows that T

 takes projective objects to projective
objects.
For each G-module E and each 0 2 X the tensor product E⊗Z(0) has a ltration
with factors Z(0 + ) with  running over the weights of E taken with their multi-
plicities. [This follows from the tensor identity 1.12(1).] Now standard arguments (as
in [17, II.7.13]) show:
Lemma. Let ;  2 X \ C0 and w 2 Wp. Then T Z(w  ) has a ltration with
factors Z(ww1  ) with w1 2 Wp, w1   = . There is one factor for each weight
of the form ww1  .
Note that in this ltration distinct factors may be isomorphic: This happens when
distinct weights of the form ww1   are conjugate under WI;p.
There are similar results for modules of the form T Z
w
 (
0).
4.8. If ;  2 X \ C0 have the same stabiliser in Wp, then T is an equivalence of
categories between C and C; it takes each Z(w  ) to Z(w  ) and each L(w  )
to L(w  ), see [20, 11.21]. We next turn to the simplest case where the stabilisers
dier.
4.9. Let ;  2 X \ C0 such that the stabiliser in Wp of  is trivial while that of 
has the form f1; sg for one reection s 2 Wp. [A weight  with this property exists
if and only if p is greater than or equal to the Coxeter numbers of the irreducible
components of R, see [17, II.6.2(10)]. If so, then there exists  as above for each s
that is the reection with respect to a wall of C0, see [17, II.6.3(1)].]
In this case Lemma 4:7 yields
T Z(w  ) ’ Z(w  ) for all w 2 Wp: (1)
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When describing T L(w  ) we restrict to w with w   2 CI ; this is no loss by 2.6.
We follow more or less the analogous result for G-modules, see [17, II.7.14/15]:
Proposition. Let ;  be as above; let w 2 Wp with w   2 CI .
(a) If w  <ws   or if ws   62 CI ; then T L(w  ) ’ L(w  ).
(b) If ws  <w   and ws   2 CI ; then T L(w  ) = 0.
Proof. We know by 3.11 that L(w  ) is the image of a homomorphism from
Z(w  ) to ZwIw0 () with =w  −(p−1)(−wIw0). The exactness of T together
with (1) and the analogous to (1) for ZwIw0 implies that T

 L(w  ) is the image of
a homomorphism from Z(w  ) to ZwIw0 (0) with 0 = w   − (p − 1)(− wIw0).
Again 3.11 shows that T L(w  ) is either isomorphic to L(w  ) or is equal to 0.
The exactness of T together with (1) shows also that there exists a composition
factor L of Z(w  ) with T (L) ’ L(w  ). Furthermore [Z(w  ) :L(w  )]=1
implies that L is unique and that [Z(w  ) :L] = 1. There exists w0 2 Wp with L ’
L(w0  ) and w0   2 CI . The rst part of the proof yields w0   = w  . The
assumption on the stabilizer of  implies w0 2 fw; wsg.
In case ws   62 CI , then we get w0 = w. If ws   2 CI and w  <ws  ; then
L(ws  ) is not a composition factor of Z(w  ) (by the last remark in 2.8); again
we get w0 = w. This proves (a).
Suppose now that ws  <w   and ws   2 CI . We get then from above that
T L(ws  ) ’ L(w  ). Proposition 4:6 implies that [Z(w  ) :L(ws  )] = 1.
The uniqueness of L above shows that T L(w  ) cannot be isomorphic to L(w  ).
Therefore the rst part of the proof yields T L(w  ) = 0, hence (b).
4.10. Corollary. Let  2 X \C0 with trivial stabiliser in Wp. Let w 2 Wp with w   2
CI . If s 2 Wp is a reection with respect to a wall of C0 such that w  <ws   or
ws   62 CI ; then
[Z(w0  ) : L(w  )] = Z(w0s  ) : L(w  )] (1)
for all w0 2 Wp.
Proof. Choose a weight  2 X \C0 with stabiliser in Wp equal to f1; sg in Wp. (This
is possible whenever  exists, see 4.9.) The exactness of T and Proposition 4:9 for
each M in C
[M : L(w  )] = [T (M) : L(w  )]: (2)
Now (1) follows since T Z(w
0  ) ’ Z(w0  ) ’ T Z(w0s  ) by 4.9(1).
4.11. The results from 4.9 can be generalised to the case where  2 X \C0 has trivial
stabiliser in Wp and where  2 X \ C0 is arbitrary. That requires some (elementary)
properties of alcove geometry that I shall state without proof.
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Let F be a facet (see [17, II.6.2]) with respect to Wp such that F CI . There exist
(see [17, II.6.11]) alcoves C+(F) and C−(F) such that
fC 2 A jF Cg= fC 2 A jC−(F) " C " C+(F)g: (1)
Set C+(F; I) and C−(F; I) equal to the unique alcove in AI with C+(F; I)2WI;p 
C+(F) and C−(F; I) 2 WI;p  C−(F). One can generalise (1) and show
fC 2 AI jF Cg= fC 2 AI jC−(F; I) " C " C+(F; I)g: (2)
Denote by w−F the element in Wp with
C−(F; I) = w−F  C0:
Using the sum formula 3.10(2) one checks for all w 2 Wp with w  C0 2 AI and
F w  C0 that
[Z(w  ) : L(w−F  )] 6= 0: (3)
Suppose now that  2 X \ C0 with w−F   2 F . Then the same arguments as in 4.9
show for all w 2 Wp with w  C0 2 AI and F w  C0
T L(w  ) ’

L(w−F  ) if w = w−F ;
0 otherwise:
(4)
Finally, the same arguments as in [17, II.7.16], yield
TQ(w
−
F  ) ’ Q(w−F  ): (5)
4.12. We shall now look at 4.11(5) in a special case where we do not use the other
results in 4.11 that were stated without proof.
Let  2 X \ C0 be a \special point", i.e., a weight with  +  2 pX . Then also
each w   with w 2 Wp is a special point. If we evaluate the sum formula 3.10(2)
for w   (instead of ) then all n in 3.10(2) are equal to p; this means that the sum
is 0, hence that
Z(w  ) = L(w  ) for all w 2 Wp: (1)
This is a special case of much more general result: For each  2 g with (b +) = 0
and each  2 X the induced U(g)-module U(g) ⊗U(b +) Kp− is simple, see [21,
Pred. 3] or [11, Theorem 4.2].
Return to our set-up. The results quoted in 2.9 show that Q;I (w  ) = Z;I (w  )
for all w 2 Wp, hence that QI(w  ) ’ Z(w  ). So (1) and Proposition 2:9 yield
Q(w  ) ’ Z(w  ) for all w 2 Wp: (2)
Again this holds more generally, see [11, Theorem 4:1].
Let  2 X \C0 have trivial stabiliser in Wp. The translated module TQ(w  ) has
by (2) and Lemma 4.7 a ltration with factors Z(ww1  ) with w1 running over the
stabiliser of  in Wp. We can write these factors also as Z(w2w  ) with w2 running
over the stabiliser of w   in Wp.
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For each  2 W the dierence w  −  (w  ) is in pZR. (If w  =p−; then
w   −   (w  ) = p( − ).) Therefore the translation with w   −   (w  )
is in Wp. Denote by ^ the composition of rst  and then this translation; then ^
is an element in Wp with ^  (w  ) = w  . One checks easily that  7! ^ is an
isomorphism from W onto the stabiliser of w   in Wp. So the factors in the ltration
of TQ(w  ) can be written as Z(^w  ) with  2 W . We have in particular
dim TQ(w  ) = jW j  pdim n
+
: (3)
(Note that dim Z() = pdim n
+
for all .)
Since TQ(w  ) is projective in C it is a direct sum of indecomposable projective
objects in that category, i.e., of suitable Q(w0  ). Now I claim that
dimQ(w0  )  jW j  pdim n+ for all w0 2 Wp: (4)
Combining (3) and (4) we get then that TQ(w  ) is indecomposable, hence iso-
morphic to some Q(w0  ):
In order to prove (4) we use [20, Lemma 10:9]. This is possible since Q(w0  ) is
also the projective cover of L(w0  ) considered just as a U(g)-module (without the
grading). A comparison of (4) and the quoted lemma shows that we have to prove that
jW j is less then or equal to the sum of the multiplicities of L(w0  ) as g-composition
factors in all Z() with  running over a system of representatives for X=pX .
All Z(  ) with  2 W have the same composition factors when just considered
as U(g)-modules. If w0   = 0   + p with 0 2 W and  2 ZR then L(w0  )
is isomorphic to L(0  ) as a g-module. It is therefore a g-composition factor of
Z(0  ), hence of all Z(  ) with  2 W . Therefore the claim will follow when
we know that the    belong to distinct cosets modulo pX . It suces to check
that      (modpX ) implies  = 1. Well, if  2 X with    =  + p, then
p 2 pX \ ZR, hence p 2 pZR, see [20, 11.2(1)]. So the map x 7! (x)− p is in
Wp and xes . By our assumption on  this map is in the identity; so we get  = 1
and the claim. (This result, too, generalises since Lemma 10:9 in [20] also generalises.)
We have for each  2 W a unique element w 2 WI;p with w^w   2 CI . Let
1; 2; : : : ; r be the distinct elements of the form w^w  , i.e.,
f1; 2; : : : ; rg= CI \WI;pW^w  : (5)
Given ; 0 2 W we have w^w   = w0 b0w   if and only if w^ = w0 b0 if and
only if b0(^)−1= [0−1 2 WI;p. One checks easily that ^ 2 WI;p if and only if  2 WI .
We see thus that w^w  =w0 b0w   if and only if 0−1 2 WI . Therefore each i
can be written in exactly WI ways in the form w^w  . It follows that r = (W :WI )
and that
[TQ(w  )] =
X
2W
[Z(w^w  ] = jWI j
rX
i=1
[Z(i)]: (6)
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We know on the other hand that TQ(w  ) is indecomposable, hence isomorphic to
some Q(0) with 0 2 Wp   \ CI . Furthermore 2.9 and 4.5 imply
[Q(0)] = jWI j
X
02Wp  \CI
[Z(0) :L(0)][Z(0)]: (7)
(For each 0 2 Wp   the   0 with  2 WI represent jWI j distinct residue classes
modulo pX , see the proof of (4).)
The linear independence of the Z(0)] shows that 0 has to be one of the i from
(5). A comparison of (6) and (7) yields now:
Lemma. There exists a unique i with i " j for all j. We have TQ(w  ) ’ Q(i)
and
[Z(0) : L(i)] =

1 if 0 2 f1; 2; : : : ; rg;
0 otherwise
for all 0 2 Wp   \ CI .
Remark. Suppose that w   2 CI . Then one can check that
f1; 2; : : : ; rg= CI \ W^w  : (8)
If we denote by Cj the alcove with j 2 Cj, then
fC1; C2; : : : ; Crg= fC 2 AI jw   2 Cg: (9)
5.
Keep the assumptions and notations from Sections 2{4, in particular the one in 4:5
that p is good for RI and that g ’ g as G-modules.
5.1. Let  be a weight in X \ C0 with trivial stabiliser in Wp. For each alcove C let
C be the unique element in C \ Wp  . Given A; B 2 AI the non-negative integer
[Z(A) :L(B)] depends only on A and B, not on the specic choice of ; this follows
from 4:8.
Lusztig associates in [22, 11:2=3] to all A; B 2 AI a polynomial A;B 2 Z[v−1]
where v is an indeterminate. (The K in [22] has to be taken as our I and one chooses
 there equal to our CI .) Then Lusztig’s Hope (see [22, 13:17; 20; 11:24]) says that
one expects
[Z(A) :L(B)] =A;B(1) (1)
where  is the involution given by (C) + =−wI (C + ). By now I have been able
to check that this hope is correct in the following cases:
g An Bn B2 An+1 G2 Dn
I An−1 Bn−1 A1 A1  An−1 ~A1 Dn−1
(2)
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Here g is assumed to be simple of the given type and I is a set of simple roots such
that RI has the given type. In the cases of two root lengths I of type A1 (resp. ~A1)
means that I consists of a long (resp. short) simple root. For n=2 the Bn−1 under Bn
has to be interpreted as ~A1.
Let me add that for I = ; the hope above is equivalent to Lusztig’s conjecture for
simple G-modules that is known to be true for all p larger than an unknown bound
(depending on the type of R), see [1]. At the other extreme, the case where I contains
all simple roots is trivial: Here all Z() are simple (under our assumption on p and
g); on the other side we have AI = fC0g and the only polynomial of the form A;B
is equal to 1.
The fact that (1) holds in the rst two cases (resp. in the third case) of (2) follows
from the results in [18] (resp. [19]). The proofs in the other cases have not yet been
written for publication. I shall discuss an example in the next subsections in order to
give an idea of the methods involved.
Before doing this let me add another aspect of (1). One may ask whether not just
the value at 1 of the polynomial A;B has an interpretation in representation theory,
but also the single coecients. Examples as well as analogies with other situations
suggest that the coecient of v−i might be equal to the multiplicity of L(B) as a
composition factor of radi Z(A)=rad
i+1 Z(A). Or it might be equal to the multiplicity
of L(B) as a composition factor of Z(A)i=Z(A)i+1. Or both equalities might hold
(for all B and i) which would imply that Z(A)j = rad
j Z(A) (for all j).
In [18,19] the radical series of all Z(0) were computed (in the cases considered
there); the results support the rst suggestion. In all cases from (2) one can evaluate
the sum formula 3:10(2) and compute
P
i>0 [Z(A)
i :L(B)] explicitly; the results are
compatible with the second suggestion.
5.2. In the following subsection we suppose that R is of type B2. We denote the simple
roots by 1; 2 such that 1 is long. Write elements in X in the form (a; b)=a$1+b$2
where $1; $2 are the fundamental weights.
Suppose that I = f1g. So we are in the case considered in [19] for p 6= 2. Let us
assume now that p> 3 so that we can nd a weight  2 X \C0 with trivial stabiliser
in Wp. Write + = (r; s); we have then 0<r; s, 2r + s<p. We then have
Wp   \ CI = f(i)j j 0  j  3; i 2 Zg (1)
where
(0)0 + = (r; s) = + ; 
(1)
0 + = (r; 2p− (2r + s));
(0)1 + = (p− (r + s); s); (1)1 + = (r + s; 2p− (2r + s));
(0)2 + = (p− (r + s); 2r + s); (1)2 + = (r + s; 2p− s);
(0)3 + = (p− r; 2r + s); (1)3 + = (p− r; 2p− s):
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and where for all i; j and all m 2 Z
(i+2m)j = 
(i)
j + (0; 2mp): (2)
The notation has been chosen such that (i)0 +p; 
(i)
1 +p; 
(i)
2 +p; 
(i)
3 +p are (for each
i) the weights in Wp(+p) that have the form (a; b) with ip  b< (i+1)p; further-
more, we have (i)0 " (i)1 " (i)2 " (i)3 . (The notation here diers from that in [19].)
We choose for each reection  with respect to a wall of C0 a weight () 2 X \C0
with stabiliser f1; g in Wp. (The possibilities for  are s1 ; s2 , and s1+2+p.) We set
=T() T() . This is an exact functor from C to itself, called \translation through
a wall of type ". Lemma 4:7 implies
[Z(w  )] = [Z(w  )] + [Z(w  )] (3)
for all w 2 Wp.
5.3. Let us check next what the sum formula 3:10(2) says explicitly in our situation.
Take (e.g.) some (m)0 instead of  there with m even. One has n = s for  = 2 (in
the notation from 3:10) and computes that
Z(
(m)
0 − (ip+ n)) ’ Z((m−i−1)2 );
Z(
(m)
0 − ip) ’
(
Z(
(m−i−1)
3 ) for i odd;
Z(
(m−i)
0 ) for i even:
One has n = 2r + s for  = 1 + 2 and gets
Z(
(m)
0 − (ip+ n)) ’ Z((m−i−1)1 );
Z(
(m)
0 − ip) ’
(
Z(
(m−i−1)
3 ) for i odd;
Z(
(m−i)
0 ) for i even:
Finally, n = r + s for  = 1 + 22 and one gets
Z(
(m)
0 − (ip+ n)) ’ Z((m−2i−1)0 ); Z((m)0 − ip) ’ Z((m−2i)0 ):
We thus getX
i>0
[Z(
(m)
0 )
i] =
X
i>0
[Z(
(m−i)
2 )] +
X
i>0
[Z(
(m−i)
1 )] +
X
i0
[Z(
(m−2i−1)
0 )]
− 2
X
i>0
[Z(
(m−2i)
3 )]− 3
X
i>0
[Z(
(m−2i)
0 )]:
Comparing with the same sum for (m−2)0 instead of 
(m)
0 shows thatX
i>0
[Z(
(m)
0 )
i] = [Z(
(m−1)
2 )] + [Z(
(m−1)
1 )] + [Z(
(m−1)
0 )]
− 2[Z((m−2)3 )] + [Z((m−2)2 )] + [Z((m−2)1 )]
− 3[Z((m−2)0 )] +
X
i>0
[Z(
(m−2)
0 )
i]:
J.C. Jantzen / Journal of Pure and Applied Algebra 152 (2000) 133{185 177
Similarly, one shows thatX
i>0
[Z(
(m)
1 )
i] = [Z(
(m)
0 )] + [Z(
(m−1)
3 )]− 2[Z((m−1)1 )]
+ [Z(
(m−1)
0 )] + [Z(
(m−2)
3 )] + [Z(
(m−2)
2 )]
− 3[Z((m−2)1 )] +
X
i>0
[Z(
(m−2)
1 )
i];
X
i>0
[Z(
(m)
2 )
i] = [Z(
(m)
1 )] + [Z(
(m)
0 )] + [Z(
(m−1)
3 )]
− 2[Z((m−1)2 )] + [Z((m−1)0 )] + [Z((m−2)3 )]
− 3[Z((m−2)2 )] +
X
i>0
[Z(
(m−2)
2 )
i];
X
i>0
[Z(
(m)
3 )
i] = [Z(
(m)
2 )] + [Z(
(m)
1 )]− 2[Z((m)0 )]
+ [Z(
(m−1)
3 )] + [Z(
(m−1)
2 )] + [Z(
(m−1)
1 )]
− 3[Z((m−2)3 )] +
X
i>0
[Z(
(m−2)
3 )
i]:
5.4. The special points in C0 are − and − + p$2. Their Wp-conjugates in CI are
all weights of the form (−1; mp − 1) and (p − 1; mp − 1) with m 2 Z. If we apply
4:12 with w   = (−1; (m + 1)p − 1) then the set of i as in 4:12(5) is equal to
f(m)0 ; (m)1 ; (m)2 ; (m+1)0 g. The smallest weight among these four is (m)0 . We get therefore
from 4:12 that
[Q(
(m)
0 )] = 2([Z(
(m)
0 )] + [Z(
(m)
1 )] + [Z(
(m)
2 )] + [Z(
(m+1)
0 )]): (1)
We get furthermore
[Z(0) :L(
(m)
0 )] =
(
1 if 0 2 f(m)0 ; (m)1 ; (m)2 ; (m+1)0 g;
0 otherwise
(2)
for all 0 2 X \ CI .
If we work instead with w   = (p− 1; (m+ 1)p− 1) then we get similarly
[Q(
(m)
3 )] = 2([Z(
(m)
3 )] + [Z(
(m+1)
1 )] + [Z(
(m+1)
2 )] + [Z(
(m+1)
3 )]) (3)
and
[Z(0) :L(
(m)
3 )] =
(
1 if 0 2 f(m)3 ; (m+1)1 ; (m+1)2 ; (m+1)3 g;
0 otherwise
(4)
for all 0 2 X \ CI .
5.5. We next determine all [Z(0) :L(
(m)
2 )]. To start with, 2:8(4) implies that
[Z(
(m)
2 ) :L(
(m)
2 )] = 1. Using 4:10(1) we get [Z(
0) :L(
(m)
2 )] = 1 for all
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0 2 f(m)3 ; (m+1)0 ; (m+1)1 g. Evaluating one of the sum formulae from 5:3 yields nowX
i>0
[Z(
(m+1)
2 )
i : L(
(m)
2 )] = 1:
This implies that [Z(
(m+1)
2 ) : L(
(m)
2 )] = 1. Using 4:10(1) again we get [Z(
0) :
L(
(m)
2 )] = 1 for 
0 2 f(m+1)3 ; (m+2)0 ; (m+2)1 g. So we have altogether
[Z(0) : L(
(m)
2 )] = 1
for all 0 2 f(m)2 ; (m)3 ; (m+1)0 ; (m+1)1 ; (m+1)2 ; (m+1)3 ; (m+2)0 ; (m+2)1 g: (1)
We claim that
[Z(0) :L(
(m)
2 )] = 0 for all other 
0 2 X \ CI : (2)
This can be checked using the sum formulae: By 4:10(1) it suces to show thatX
i>0
[Z(
(m+j)
2 ) : L(
(m)
2 )] = 0 for all j  2:
This is done by induction on j using the formulae from 5:3.
There is another approach that I want to describe now. Each projective module Q in
C is isomorphic to a direct sum
La
i=1 Q(i)
m(i) with distinct i 2 Wp  \CI and with
uniquely determined integers m(i)> 0. By 2:9 each [Q(i)] is equal to jWI j[Z(i)]
plus a linear combination with non-negative integer coecients of the jWI j[Z(0)] with
i " 0, 0 6= i. It follows that we can write [Q]= jWI j
Pb
j=1 n(j)[Z(j)] with distinct
j 2 Wp   \ CI and with uniquely determined integers n(j)> 0. Furthermore, the
minimal elements (with respect to ") in f1; 2; : : : ; ag are also the minimal elements
in f1; 2; : : : ; bg. If i = j is one of these minimal elements, then n(i) = m(j).
We want to apply these general considerations to Q =Q(
(m+1)
0 ) where  = s2
for m odd, and  = s1+2 ;p for m even. One checks using 5:4(1) that
[Q] = 2([Z(
(m)
2 )] + [Z(
(m)
3 )] + [Z(
(m+1)
0 )] + [Z(
(m+1)
1 )]
+ [Z(
(m+1)
2 )] + [Z(
(m+1)
3 )] + [Z(
(m+2)
0 )] + [Z(
(m+2)
1 )]): (3)
The weight (m)2 is minimal among the 
( j)
i occurring on the right-hand side in (3).
Therefore Q has a direct summand isomorphic to Q(
(m)
2 ). If 
0 2 X \ CI with
[Z(0) :L(
(m)
2 )] 6= 0, then [Z(0)] has to occur in [Q((m)2 )], hence in [Q]. Now a
comparison of (1) and (3) implies (2). We now also see that [Q] = [Q(
(m)
2 )], hence
that
Q(
(m)
2 ) ’ Q: (4)
5.6. We nally want to determine all [Z(0) :L(
(m)
1 )]. We have by 2:8(1) and 4:10(1)
(or 4:6)
[Z(0) :L(
(m)
1 )] = 1 for 
0 = (m)1 and for 
0 = (m)2 : (1)
In order to compute the next two multiplicities we have to use explicit calculations:
I claim that
[Z(
(m)
3 ) : L(
(m)
1 )] = 1 (2)
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and
[Z(
(m+1)
0 ) : L(
(m)
1 )] = 1: (3)
I shall look only at the case m = 0; the general case follows using the formulae
Z(0 +p$2) ’ Z(0)hp$2 +pZIi and L(0 +p$2) ’ L(0)hp$2 +pZIi valid for
all 0 2 X .
In order to attack (2) consider  with +=(0; 1). We have then  2 X \CI with
stabiliser f1; s1g in Wp. We get from 4:9(1) and 4:9(a) that
T Z(
(0)
3 ) ’ Z(1) and T
0
 L(
(0)
1 ) ’ L(2)
where
1 + = (p; 1) and 2 + = (p− 1; 1):
Now 4:10(2) implies that (2) is equivalent to
[Z(1) :L(2)] = 1: (4)
Consider also 0 with 0+ = (0; p− 1). We have 0 2 X \CI with stabiliser f1; s1g
in Wp. We get from 4:9(1) and 4:9(a) that
T
0
 Z(
(1)
0 ) ’ Z(3) and T
0
 L(
(0)
1 ) ’ L(4)
where
3 + = (0; p+ 1) and 4 + = (1; p− 1):
Now 4:10(2) implies that (3) is equivalent to
[Z(3) : L(4)] = 1: (5)
Recall that we have chosen for each  2 R a basis vector x of g such that
[x; x−] = h for all . (For example, they could be the reductions modulo p of the
root vectors in a Chevalley basis of so5(C).) We have then [x2 ; x−(1+2)]=cx−1 with
some c 2 K ; since p 6= 2 we have c 6= 0. (If the x come from a Chevalley basis,
then c =2.)
Consider rst (5). We have 4 =3−2. Let v0 =1⊗1 be the standard generator of
X(3). One checks easily that xx−2v0 = 0 for all  2 R+: The case  6= 2 is trivial;
for = 2 we have
x2x−2v0 = h2v0 = h3; _2 iv0 = 0:
Therefore we get a homomorphism Z(4)! Z(3) that takes the standard generator
of Z(4) to x−2v0. It follows that [Z(3) :L(4)]  1.
The homogeneous part Z(3)4+ZI is spanned by all x
i
−1x−2v0 and all x
i
−1x−(1+2)v0
with 0 i<p. Let V be the weight space for h of weight d4 inside this homogeneous
part. Then V has basis x−2v0; x
p−1
−1 x−(1+2)v0. If L(4) occurs as a composition factor
with multiplicity  2 in Z(3), hence in rad Z(3), then rad Z(3) has to intersect
V in a subspace of dimension 2. This will then imply that V  rad Z(3). Therefore
(5) will follow, when we show that xp−1−1 x−(1+2)v0 62 rad Z(3).
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Well, since x−1 and x2 commute, we have
x2x
p−1
−1 x−(1+2)v0 = x
p−1
−1 x2x−(1+2)v0 = cx
p−1
−1 x−1v0 = cx
p
−1v0:
Since x[p]−1 = 0, this means that
x2x
p−1
−1 x−(1+2)v0 = c(x−1 )
pv0:
Now 1 2 I implies (x−1 ) 6= 0, hence
v0 2 U(g)xp−1−1 x−(1+2)v0:
We have v0 62 rad Z(3), hence xp−1−1 x−(1+2)v0 62 rad Z(3) as claimed.
We next turn to (4). Let v0 now denote the standard generator of Z(1). One
checks as before that there exists a homomorphism Z(1 − 2) ! Z(1) taking the
standard generator of the rst module to x−2v0. We have 2 = s1 ;p  (1− 2), hence
L(2) ’ L(1−2). This shows that L(2) is a composition factor of Z(1). Using
the same arguments as in the previous case, one checks that the multiplicity as a
composition factor cannot be larger than 1.
5.7. Consider Q =Q(
(m)
2 ) where  = s1 . We get using 5.5(3),(4)
[Q] = 2([Z(
(m)
1 )] + [Z(
(m)
2 )] + 2[Z(
(m)
3 )] + 2[Z(
(m+1)
0 )]
+2[Z(
(m+1)
1 )] + 2[Z(
(m+1)
2 )] + 2[Z(
(m+1)
3 )]
+2[Z(
(m+2)
0 )] + [Z(
(m+2)
1 )] + [Z(
(m+2)
2 )]): (1)
Now (m)1 is minimal among the 
( j)
i occurring on the right-hand side in (1). Therefore
Q has a direct summand isomorphic to Q(
(m)
1 ). Suppose that Q ’ Q((m)1 )  Q0.
Then (1) and 5.6(1){(3) show that [Q1] has minimal terms 2[Z(
(m)
3 )]+2[Z(
(m+1)
0 )].
Therefore the arguments in 5.5 show that Q1 has a decomposition Q1 ’ Q((m)3 ) 
Q(
(m+1)
0 ) Q2.
We have now [Q(
(m)
1 )]+ [Q2]= [Q]− [Q((m)3 )]− [Q((m+1)0 )]; hence by (1) and
5.4(1),(3),
[Q(
(m)
1 )] + [Q2] = 2([Z(
(m)
1 )] + [Z(
(m)
2 )] + Z(
(m)
3 )]
+ [Z(
(m+1)
0 )] + [Z(
(m+1)
3 )] + [Z(
(m+2)
0 )]
+ [Z(
(m+2)
1 )] + [Z(
(m+2)
2 )]): (2)
It follows that [Z(0) : L(
(m)
1 )]  1 for all 0; furthermore 0 2 X \ CI and [Z(0) :
L(
(m)
1 )] 6= 0 implies 0 2 f(m)1 ; (m)2 ; (m)3 ; (m+1)0 ; (m+1)3 ; (m+2)0 ; (m+2)1 ; (m+2)2 g. Using
the sum formulae from 5.3 one checks now inductively for all these 0 that the multi-
plicity is non-zero. This shows
[Z(0) : L(
(m)
1 )] = 1
for all 0 2 f(m)1 ; (m)2 ; (m)3 ; (m+1)0 ; (m+1)3 ; (m+2)0 ; (m+2)1 ; (m+2)2 g (3)
and:
[Z(0) : L(
(m)
1 )] = 0 for all other 
0 2 X \ CI : (4)
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5.8. Return to the general situation. We have for all ; 0 2 X \ CI integers a0  0,
almost all equal to 0 (and in most cases not known) with
[Z()] = [L()] +
X
0";0 6=
a0 [L(0)]: (1)
This system of equations can be inverted; we get integers b0 with
[L()] = [Z()] +
X
0";0 6=
b0 [Z(0)]: (2)
Given , there will usually be innitely many 0 with b0 6= 0, and there will be both
positive and negative numbers among them. (The only exceptions occur when Z()
is simple.) The innite sums in (2) have to be interpreted in the same way as those
in 3.10(2).
If 5.1(1) holds, then we have (in the notation used there)
[L(A)] =
X
B2AI
0A;B(1)[Z(B)]; (3)
where 0A;B denotes one of the \inverse" polynomials from [22, 12.2].
Formulas like (1){(3) can be interpreted as equations for \formal characters": Let
Z[X=ZI ] denote the group ring of the Abelian group X=ZI ; it has a basis as a Z-module
that we denote by (e() j  2 X=ZI). The formal character of a module V in C is then
dened as
ch(V ) =
X
2X=ZI
dim(V)e() 2 Z[X=ZI ]: (4)
For example, a look at the PBW type basis of U(n−) shows for all  2 X
ch Z() = pjR
+\RI j:
Y
2R+nRI
1− e(−p+ ZI)
1− e(−+ ZI) e( + ZI): (5)
We have
ch(V hpi) = ch(V ) e(p + ZI) (6)
for all  2 X and all V .
It is clear that ch is additive on short exact sequences. Therefore it induces a group
homomorphism from the Grothendieck group of C to Z[X=ZI ] mapping each [V ] to
ch(V ). So (2) yields
ch L() =
X
0"
b0ch Z(0) (7)
where b=1. For each 2X=ZI there are only nitely many 2X \CI with Z() 6= 0.
Therefore (7) can (in principle) be used to compute ch L() and then dim L().
However, in all cases from 5.1(2) there is another approach to these characters and
dimensions that works more quickly. I shall describe it in the next subsection explicity
in the B2 case from above.
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5.9. Return to the assumptions and notations from 5.2{5.7. Using the description of
all [Z(
(i)
j ) : L(
(m)
l )] one checks that
[Z(
(m)
0 )]− [Z((m−1)2 )]− [Z((m−2)1 )] + [Z((m−3)3 )]
=[L(
(m)
0 )]− [L((m−2)3 )]− [L((m−2)0 )] + [L((m−4)3 )]: (1)
We have (see the rst equation in 5.3) isomorphisms (for all i)
L(
(m−2i)
3 ) ’ L((m)0 − (2i − 1)p2); L((m−2i)0 ) ’ L((m)0 − 2ip2); (2)
hence,
ch L(
(m−2i)
3 ) = z
(2i−1)pch L(
(m)
0 ); ch L(
(m−2i)
0 ) = z
2ipch L(
(m)
0 ); (3)
where we use the abbreviation
z = e(−2 + ZI): (4)
Therefore the right-hand side in (1) has character
(1− zp − z2p + z3p) ch L((m)0 ) = (1− zp)(1− z2p) ch L((m)0 ): (5)
On the other hand, 5.8(5) shows that ch Z(0)=e(0−+ZI) ch Z() for all ; 0 2 X .
If m is even, then we have
(m)0 − (m−1)2 = (r; s)− (r + s;−s) = (−s; 2s) = s2;
hence
ch Z(
(m−1)
2 ) = z
sch Z(
(m)
0 ):
One checks similarly that (for m even)
ch Z(
(m−2)
1 ) = z
p+2r+sch Z(
(m)
0 ); ch Z(
(m−3)
3 ) = z
p+2r+2sch Z(
(m)
0 ):
So the left-hand side in (1) has character (1− zs)(1− zp+2r+s) ch Z((m)0 ) and we get
from (1) and (5)
(1− zs)(1− zp+2r+s) ch Z((m)0 ) = (1− zp)(1− z2p) ch L((m)0 ): (6)
In our situation, the general formula 5.8(5) boils down to
ch Z() = p
(1− zp)2(1− z2p)
(1− z)2(1− z2) e( + ZI): (7)
If we plug this into (6) for =(m)0 , then we get on both sides a factor (1−zp)(1−z2p).
We claim that we can cancel this factor and thus get (for m even)
ch L(
(m)
0 ) = p
(1− zs)(1− zp+2r+s)(1− zp)
(1− z)2(1− z2) e(
(m)
0 + ZI): (8)
The cancellation is possible because (1−zp)(1−z2p) belongs to the subring Z[ZR=ZI ]
of Z[X=ZI ]. Since ZR=ZI is a free abelian group of nite rank, the ring Z[ZR=ZI ]
is a localisation of a polynomial ring over Z, hence an integral domain. Furthermore,
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Z[X=ZI ] is a free module over Z[ZR=ZI ]: If 1; 2; : : : ; r are representatives for the
cosets in (X=ZI)=(ZR=ZI), then the e(i) are a module basis.
A calculation of the relevant (m)0 − (i)j yields for m odd:
ch L(
(m)
0 ) = p
(1− z2p−s)(1− zp−(2r+s))(1− zp)
(1− z)2(1− z2) e(
(m)
0 + ZI): (9)
One has similarly to (1) that
[Z(
(m)
1 )]− [Z((m)0 )]− [Z((m−1)3 )] + [Z((m−1)2 )]
=[L(
(m)
1 )]− [L((m−1)1 )]− [L((m−2)1 )] + [L((m−3)1 )] (10)
and
[Z(
(m)
2 )]− [Z((m)1 )] = [L((m)2 )]− [L((m−2)2 )]: (11)
Arguing as above one gets (for all m) that
ch L(
(m)
1 ) = p
(1− zs)(1− zp−(2r+s))(1− zp)
(1− z)2(1− z2) e(
(m)
1 + ZI); (12)
ch L(
(m)
2 ) = p
(1− z2r)(1− zp)2
(1− z)2(1− z2) e(
(m)
2 + ZI): (13)
A similar approach yields also all ch L(
(m)
3 ); however it is easier now to appeal to
the rst isomorphism in (2).
Note that (8), (9), (12), (13) lead to the following formulae for the dimensions of
the L(
(i)
j ):
s(p+ 2r + s)p2
2
;
(2p− s)(p− (2r + s))p2
2
;
s(p− (2r + s))p2
2
; rp3 (14)
rst computed in [19].
5.10. Return to the general case with the notation from 5.1. If Conjecture 13.11.b in
[22] holds, then there is always a non-zero elements  2 Z[ZR=ZI ] such that each
  ch L(A) is a nite linear combination of some ch Z(B). Furthermore,  is a
product of factors of the form 1− e(−p+ ZI) with  2 R, cf. [22, Lemma 8:11].
If that conjecture holds, then is should be possible to compute all ch L(A) proceed-
ing as in 5.8. Of course, one would have to have a more precise formula for  as well
as a formula how to express   ch L(A) as a linear combination of the ch Z(B).
Let me look in this connection at the case I = ;, i.e., at  = 0. One checks easily
for all  2 X thatX
w2W
det(w) ch Z0(w  ) =
Y
2R+
(1− e(−p))  c() (1)
where
c() =
P
w2W det(w)e(w( + )− )P
w2W det(w)e(w()− )
(2)
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is the Weyl character formula applied to . In this case  =
Q
2R+ (1 − e(−p)).
Formula (1) could indicate that we get (for general I) simple expressions not for 
times the character of a simple module, but for  times an intermediate module (such
as a Weyl module in case I = ;).
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