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Abstract
Perfect secret sharing scheme is a method of distribute a secret informa-
tion s among participants such that only predefined coalitions, called qual-
ified subsets of the participants can recover the secret, whereas any other
coalitions, the unqualified subsets cannot determine anything about the se-
cret. The most important property is the efficiency of the system, which is
measured by the information ratio. It can be shown that for graphs the infor-
mation ratio is at most (δ+1)/2 where δ is the maximal degree of the graph.
Blundo et al. constructed a family of δ-regular graphs with information ratio
(δ + 1)/2 on at least c · 6δ vertices. We improve this result by constructing a
significantly smaller graph family on c · 2δ vertices achieving the same upper
bound both in the worst and the average case.
Keywords: secret sharing, information ratio, entropy method, decomposi-
tion construction
1. Introduction
Secret sharing schemes were first introduced by Shamir [15] and Blakley [1] as
a method of distribute a secret information s among participants such that only
predefined coalitions, called qualified subsets of the participants can recover the
secret. If the unqualified subsets have no information about s, then we call it a
perfect secret sharing. The set of the qualified subsets is called access structure. If
all minimal elements of the access structure have exactly two elements, then the
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access structure can be represented with a graph: let the participants denote the
vertices, and two vertices are supposed to be connected by an edge if the respective
participants are qualified together.
One of the most frequently examined problem on secret sharing is the efficiency
of a particular system. This can be characterized by the amount of information a
given participant must remember correlate to the size of the secret. This amount
is called the information ratio of the share of this participant. From the whole sys-
tem point of view, it is possible to investigate two, slightly different quantities: the
worst case information ratio is the information that the most heavily loaded partic-
ipant must remember; or the average case, which is the average of the information
ratios of the participants. Determining the information ratio is a challenging but
interesting problem for both cases even for small access structures.
The exact value of the worst-case information ratio was determined for most
of the graphs with at most six vertices [14],[4],[10],[17], [11] for trees [9], for d-
dimensional cubes [7], for graphs with large girth [8]. On the other hand, there are
some sporadic results on the average case as well, see [3], [4], [12], [13]. In general
however, there is a large gap between the best known upper and lower bound. One
notable universal upper bound was proved by Stinson in [16]. He showed that if the
maximal degree of a graph is δ, then the information ratios are at most (δ + 1)/2.
Blundo et al. in [2] showed that this bound is sharp for an infinite graph class with
maximal degree δ.
The graph class constructed by Blundo et al. with maximal degree δ has 2npδ−3
vertices, where n, p ≥ 6. We give a significant improvement of that result by
presenting graph classes with much less vertices, i.e. 2δ for the worst case, and
3 · 2δ−1 for the average case.
2. Preliminaries
Let P be a finite set of participants. The access structure A on P is a subset of 2P
which is monotone increasing in the sense, that if A ∈ A and A ⊆ B, then B ∈ A.
Definition 2.1. A perfect secret sharing scheme S realizing A is a collection of
random variables ξi for every i ∈ P and ξs with a joint distribution such that
(i) if A ∈ A, then {ξi : i ∈ A} determines ξs;
(ii) if A /∈ A, then {ξi : i ∈ A} is independent of ξs.
Note that as a consequence of the monotonicity, the minimal elements of A
determine A. In this paper we consider only graph-based secret sharing schemes,
where all the minimal elements of the access structure have two elements, hence
from now on we will use a graph G = (V,E) instead of an A.
The size of a discrete random variable ξ is measured by it’s Shannon-entropy,
defined asH(ξ) = −
∑
j pj log(pj), where ξ has possible values xj with probabilities
pj = P (ξ = xj). The information ratio of a participant v in V is H(ξv)/H(ξs).
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Definition 2.2. Let G = (V,E) be a graph. Then the information ratio of G is
• σ(G) = inf
S
max
v∈V
H(ξv)/H(ξs) in the worst case;
• σ(G) = inf
S
∑
v∈V
H(ξv)
H(ξs)|V |
in the average case
where every infimum is taken over all perfect secret sharing schemes S realizing G.
Every construction yields an upper bound for the information ratio, one notable
example is the decomposition theorem of Stinson [16] yielding an upper bound
derived from any covering of the graph. Let us mention, that this fundamental
result has more general possible interpretations though, here we present a simple
consequence of covering with stars only:
Theorem 2.3 (Stinson-bound). Let G be a graph with maximal degree δ. Then
σ(G) ≤ (δ + 1)/2 (2.1)
σ(G) ≤ (δ + 1)/2 (2.2)
Note that in the average case this bound can be sharp only for regular graphs.
Let S be a perfect secret sharing scheme based on graph G = (V,E) with shares
ξv for v ∈ V and secret ξs, and define the values
f(A) =
H(ξv : v ∈ A)
H(ξs)
for each A ⊆ V . Using the standard properties of the entropy function and the
definition of the perfect secret sharing we get the following, so called Shannon-
inequalities:
(a) f(∅) = 0, and in general f(A) ≥ 0 (positivity);
(b) if A ⊆ B ⊆ V then f(A) ≤ f(B) (monotonicity);
(c) f(A) + f(B) ≥ f(A ∩B) + f(A ∪B) (submodularity).
(d) if A ⊆ B, A is an independent set and B is not, then f(A)+1 ≤ f(B) (strong
monotonicity);
(e) if neither A nor B is independent but A ∩ B is so, then f(A) + f(B) ≥
1 + f(A ∩B) + f(A ∪B) (strong submodularity).
Let f be any function satisfying these five type of inequalities. Then maxv∈V f(v)
is a lower bound for the information ratio in the worst case, and
∑
v∈V
f(v)
|V | is a lower
bound for the information ratio in the average case. This is the so-called entropy
method. In some cases we shall use the rearrangement of the inequalities.
For simplicity we usually write AB instead of A∪B for subsets of vertices, and
a instead of {a} for vertices.
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3. Results
As we noted above, the information ratio of any graph is at most (d+1)/2, where d
is the maximal degree of the graph as a simple consequence of Stinson’s decompo-
sition theorem [16]. Within this section we construct infinite classes of graphs with
this best achievable information ratio both in the worst and the average case. Ad-
ditionally, these graphs are significantly smaller than the recently known examples
satisfying this property.
3.1. Construction for the worst case
Let C∗d be a graph with 2
d+1 vertices, built from a d-dimensional cube, 2d indepen-
dent vertices and a 1-factor between the vertices of the cube and the independent
vertex set.
Let f be any function satisfying the Shannon-inequalities for C∗d , and A,B,X ⊂
V such that A ⊂ X . We shall use the following notation.
Definition 3.1.
[[X,B,A]] =
∑
b∈B
f(bX)−
∑
a∈A
f(X − a) (3.1)
Split the vertices of C∗d into two equal independent sets the chessboard like
fashion: C∗d = Xd ∪ Yd, |Xd| = |Yd| = 2
d, Xd ∩ Yd = ∅, and Xd and Yd are
independent. Let Cd be the d-dimensional subcube of C
∗
d and Ad = Cd ∩Xd and
Bd = Cd ∩ Yd. Clearly Ad and Bd are equal, independent and disjoint sets and
Ad ∪Bd = Cd.
Lemma 3.2. ∑
v∈Cd
f(v) ≥ [[Xd, Bd, Ad]] + d · 2
d−1 (3.2)
Proof. First we check for d = 1. C∗d is a path of length 3, with vertices x, b, a, y
respectively. The inequality in 3.2 becomes
f(a) + f(b) ≥ [[ax, b, a]] + 1 = f(abx)− f(x) + 1.
Using the strong submodularity
f(ab) + f(ax) ≥ f(a) + f(abx) + 1
and the submodularities
f(a) + f(b) ≥ f(ab)
f(a) + f(x) ≥ f(ax),
we get:
f(abx)− f(x) ≤ f(ab) + f(ax)− f(a)− 1− f(x) ≤ f(a) + f(b)− 1,
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which is the statement of the lemma.
Now suppose that 3.2 holds for the d dimensional case. C∗d+1 consist of two
disjoint copy of C∗d and the vertices of the d-dimensional cubes are connected with
a perfect matching M . Split this two copies of C∗d the chess-board like fashion to
Xd ∪ Yd, and X ′d ∪ Y
′
d respectively such that edges of M are between Xd and Y
′
d ,
and X ′d and Yd. Ad, Bd, A
′
d, B
′
d, Ad+1, and Bd+1 are define as above. Clearly
Ad ∪ A′d = Ad+1, Bd ∪ B
′
d = Bd+1, Xd ∪X
′
d = Xd+1 and Yd ∪ Y
′
d = Yd+1, and M
is between Ad+1 and Bd+1.
b
a
a’
Let b ∈ Bd arbitrary, and its pair in M is a′ ∈ A′d. By submodularity
f(bXd)− f(Xd) ≥ f(bXdX
′
d − a
′)− f(XdX
′
d − a
′) (3.3)
Let a ∈ Ad be arbitrary neighbor of b. Then bX ′d and abX
′
d − a
′ are both
qualified, but their intersection, bX ′d − a
′ is independent, hence by the strong sub-
modularity.
f(bX ′d)− f(bX
′
d − a
′) ≥ f(abX ′d)− f(abX
′
d − a
′) + 1 (3.4)
Using the submodularity, we can write two additional inequalities:
f(Xd)− f(X
′
d − a
′) ≥ f(bX ′d)− f(bX
′
d − a
′) (3.5)
f(abX ′d)− f(abX
′
d − a
′) ≥ f(bXdX
′
d)− f(bXdX
′
d − a
′) (3.6)
Adding the inequalities 3.3, 3.4, 3.5, 3.6, we get
f(bXd)− f(Xd) + f(X
′
d)− f(X
′
d − a
′) ≥ f(bXdX
′
d)− f(XdX
′
d − a
′) + 1 (3.7)
Similarly if we choose arbitrary b′ ∈ B′d and a ∈ Ad is the pair of b
′ in M , then
f(b′X ′d)− f(X
′
d) + f(Xd)− f(Xd − a) ≥ f(b
′XdX
′
d)− f(XdX
′
d − a) + 1 (3.8)
All edges between Bd and A
′
d, and B
′
d and Ad yield an inequality as 3.7 and 3.8
respectively. Adding up all these 2d inequalities, on the left hand side all f(Xd)
and f(X ′d) cancel out the remaining is
∑
b∈Bd
f(bXd)−
∑
a′∈A′
d
f(X ′d − a
′)+
∑
b′∈B′
d
f(b′X ′d)−
∑
a∈Ad
f(Xd − a) ≥
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∑b∈Bd
f(bXdX
′
d)−
∑
a′∈A′
d
f(XdX
′
d − a
′)+
∑
b′∈B′
d
f(b′XdX
′
d)−
∑
a∈Ad
f(XdX
′
d − a) + 2
d.
Using the facts that Xd ∪ X ′d = Xd+1, Ad ∪ A
′
d = Ad+1, and Bd ∪ B
′
d = Bd+1
this can be written as
[[Xd, Bd, Ad]] + [[X
′
d, B
′
d, A
′
d]] ≥ [[Xd+1, Bd+1, Ad+1]] + 2
d. (3.9)
Applying the inductive hypothesis we get
[[Xd, Bd, Ad]] + [[X
′
d, B
′
d, A
′
d]] ≤∑
v∈Cd
f(v)− d · 2d−1 +
∑
v∈C′
d
f(v)− d · 2d−1 =
∑
v∈Cd+1
f(v)− d · 2d
This inequality and 3.9 together yield the statement of the lemma.
Lemma 3.3.
[[Xd, Bd.Ad]] ≥ 2
d (3.10)
Proof. Cd is a regular bipartite graph with parts Ad and Bd hence there is a perfect
matching between Ad and Bd. Let (a, b) be a pair in the perfect matching, a ∈ Ad,
b ∈ Bd, and let y be the leaf neighbor of a. Xd and Xd − a are independent, but
bXd and yXd are not, thus by the strong monotonicity and the submodularity:
f(bXd)− f(Xd) ≥ 1
f(yXd)− f(yXd − a) ≥ 1
f(yXd − a) + f(Xd)− f(Xd − a)− f(yXd) ≥ 0
The sum of this three inequality gives
f(bXd)− f(Xd − a) ≥ 2 (3.11)
Adding up 3.11 for all the 2d−1 edges in the perfect matching between Ad and
Bd gives the statement of the lemma
Lemma 3.4. ∑
v∈Cd
f(v) ≥ (d+ 2)2d−1
Proof. This is just an easy corollary of lemma 3.2 and lemma 3.3.
Theorem 3.5. The information ratio of C∗δ−1 in the worst case is
σ(C∗δ−1) =
δ + 1
2
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Proof. The maximal degree of C∗δ−1 is δ, hence we get σ(C
∗
δ−1) ≤
δ+1
2 from the
Stinson-bound 2.3.
On the other hand, Cδ−1 has 2
δ−1 vertices, hence by Lemma 3.4 for at least
one vertex
f(v) ≥
(δ + 1)2δ−2
2δ−1
=
δ + 1
2
holds, which completes the proof.
3.2. Construction for the average case
We construct the graph class∆d as follows. Let C
(0)
d , C
(1)
d and C
(2)
d be three disjoint
d-dimensional cubes. The vertices of each cube can divide into two independent
sets of vertices the chessboard-like fashion, C
(i)
d = A
(i)
d ∪B
(i)
d . Now we get Dd by
adding arbitrary 1-factors between A
(i)
d and B
(i+1)
d for i = 1, 2, 3. The family ∆d
consists of all graphs Dd constructed by this method, see the following example of
a D3 ∈ ∆3 :
Theorem 3.6. The average information ratio of every graph Dδ−1 ∈ ∆δ−1 is
σ(Dδ−1) =
δ + 1
2
Proof. All vertices of any graphs Dδ−1 have a degree of δ, hence by Stinson-bound
2.3 the information ratio is at most (δ + 1)/2.
Restrict an arbitrary fixed graph Dδ−1 ∈ ∆δ−1 to H = C
(1)
δ−1 ∪ B
(2)
δ−1 ∪ A
(3)
δ−1.
It is easy to see, that H is isomorphic to C∗δ−1. C
(1)
δ−1 is a d − 1 dimensional
cube, and B
(2)
δ−1 ∪ A
(3)
δ−1 is an independent set. Furthermore there is a perfect
matching between A
(1)
δ−1and B
(2)
δ−1, and between B
(1)
δ−1 and A
(3)
δ−1, hence there is a
perfect matching between C
(1)
δ−1 and B
(2)
δ−1∪A
(3)
δ−1. This shows that H is an induced
subgraph of Dδ−1 isomorphic to C
∗
δ−1 hence we can apply lemma 3.4 for H .
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∑v∈C
(1)
δ−1
f(v) ≥ (δ + 1)2δ−2 (3.12)
Similarly, if we consider C
(2)
δ−1 ∪B
(3)
δ−1 ∪A
(1)
δ−1 and C
(3)
δ−1 ∪B
(1)
δ−1 ∪A
(2)
δ−1 we obtain
∑
v∈C
(2)
δ−1
f(v) ≥ (δ + 1)2δ−2 (3.13)
∑
v∈C
(3)
δ−1
f(v) ≥ (δ + 1)2δ−2 (3.14)
Combining 3.12, 3.13, 3.14, we get
∑
v∈Dδ−1
f(v) ≥ 3(δ + 1)2δ−2. (3.15)
Dδ−1 has 3 · 2δ−1 vertices, hence the information ratio in the average case is at
least (δ + 1)/2, which completes the proof.
4. Conclusion
In this paper we present new families of graphs of maximal degree δ achieving the
best possible information ratio value given by the Stinson bound (δ + 1)/2. These
graphs are asymptotically the smallest ones recently: the first graph class achieves
the bound in the worst case on 2δ vertices and the other graph class constructed
for the average case has 3/2 ·2δ vertices in contrast to the best known constructions
on c · 6δ vertices.
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