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Über einen Satz von Alexits und Sharma 
K Á R O L Y TANDORI 
1. Es sei (X, st, n) ein Maßraum mit /¿(Y)< Für ein System <p = 
von Funktionen in L(X) betrachten wir die Lebesgueschen Funktionen 
L„((p; x) = f \z <Pk(x) <Pk(0 dfi(t) (x£X; n = 1,2,...). 
Es sei weiterhin eine monoton nichtabnehmende Folge von positiven 
Zahlen; im folgenden werden wir auch °° voraussetzen. 
G. ALEXITS und A. SHARMA [1] haben im Fall 
(1) Ln(cp; *) = 0(A„) (.xiX; n = 1, 2, ...) 





dfi(x) = 0( 1) (n = l,2,...), /1 Zakh(Pk(x) 
X U=1 
für jede Folge { b j r mit 2 dann konvergiert die Reihe 
k = l 
(3) 2ak<Pk(x) 
k=1 
in X fast überall. 
Eingegangen am 10. April 1979. 
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Man kann zeigen (s. z. B. [2]), daß im Falle (1) die Bedingung (2) allein für die 
Konvergenz fast überall der Reihe (3) nicht hinreichend ist. Es ist natürlich zu befra-
gen, welche Bedingung für a im Falle (1) die Konvergenz fast überall der Reihe 
(3) sichert. In dieser Note werden wir auf diese Frage eine genaue Antwort geben. 
2. Ohne Beschränkung der Allgemeinheit können wir A ^ l voraussetzen. Für 
Jede positive ganze Zahl / bezeichne Z(/) die Menge der positiven ganzen Zahlen k, 
mit 2'<Ak^2'+1 . Es seien /!<...</;<... diejenigen Indizes, für die 
ist; die Elemente von Z(/) seien in der natürlichen Anordnung v(i') + l, ..., v(/+l). 
Für eine Folge a setzen wir 
V(i+1) 
A f = 2 aUk (¿ = 1,2,...). 
fc = v(i) +1 
Satz I. Ist (1) erfüllt, und gilt für die Folge a 
¡=i 
so konvergiert die Reihe (3) fast überall in X. 
Beweis. Wir wenden die Methode von Alexits und Sharma an. Die n-te Par-
tialsumme der Reihe (3) bezeichnen wir mit s„(x). Für eine positive ganze Zahl i 
setzen wir 
Et = {xdX: v(omaxj+i)(sn(x)-sHi)(x))}, 
Er = {xiX: y(0 max.+i) (-(s„(x)-sv(i) (*)))}; 
n(x) bezeichne die kleinste positive ganze Zahl ( v ( i ) <n ( i ) g v ( i + l ) ) , für die 
S„(x)*-Sv(0(*) = V(i) +1 ) ( s » W - s w i ) W ) ( * € # ) 
ist. Dann gibt mit dem Rademacherschen System {/*(/)}" 
akYTkrk(t)] { f ) dt v(0-=nsv(,+l) J U = v(0+1 = f x p ) 
(xZEf). 
Durch Anwendung der Bunjakowski—Schwarzschen Ungleichung und des Fubini-
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sehen Satzes ergibt sich: 
(5) / ( i B m | x . + i ) ( S , ( * ) - S , M ( * ) ) ^ ( » ) = 
- / ( ( o ) / ( f / \\k=y(.i)+1 > /+ Vp=v(0+1 \XP > > 
, , , { / / / ( f i « & W ) ( f J i M f l Ö L l ^ + w * } " ' . 
1<T I* P̂ = v(0 + 1 ^ M9=v( i)+1 ^ ; J 
f I min(n(x), n(y)) „ fiA l1/a 
^ M f f l 2 r dn(x)dß(y)\ S 
V + I P = V ( . ) + 1 ¿ p J 
Auf Grund der Voraussetzung (1) gibt es eine positive Konstante K, für die L„ (q>;x)S 
sKXn(xdX\ n = 1,2,...) erfüllt ist. Durch eine Abelsche Umformung bekom-
men wir 
n(y) m,(x\a>,(v\ "OO-i ( 1 1 ^ * 1 "00 
2 <P*W<pkW = 2 i_L__LJ 2 cps(x)cps(y)+-±- Z <Ps(x)<Ps(y), 
= v(i)+l '-k. t = v(i) + l K'-k /-fc + l's=v(i) + l An(v) s=v(i)+l fc = v(i)+l ¿-k. t = v(i) + l -̂k + s=v(i) + l "W »=v(0+l 
woraus folgt 
• I n(y) ( , n (LA 
dn(x) S 
£ |* = v(i)+l K 
n(y)-l/l 1 \ /•! * 
^ 2 \T-t— / ^ <Ps(*)<Ps(y) 
fc=v(0+l VA '-k + 1 / X U=v(0+1 
dfi(x) + 
+ y— /1 2 <Ps(x)<PM d/i(x)S Än(y) x |s=v(0+l 
n(y)-l ( 1 1 \ 1 
ss 2 h — l — ( £ * ( < ? ; y)+LHi)((f>> 30)+-;—(AiwOp; y)+LHi)(q>; y)) k=v(i)+l ^-k /-k + An(y) 
— +1}/Av(i)+1 ^ 
für jedes xGA', auf Grund der Definition der Folge {v (/')}". Daraus und aus (5) 
erhalten wir 
(6) / v ( i ) max.+ i ) (sB (x)-sv (0 (x)) 
E, 
12 
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Durch Anwendung dieser Ungleichung auf das System {—<p*(x)}~ ergibt sich 
/voÄ+i) (-(SnM-V,(*))) dn(x) ^ ]fl%Kß{X)Ai. 
Er 
Daraus und aus (6) folgt 
(7 ) / ö , ( * № ( * ) — fil6Kn{X)At ( I = 1, 2, ...)• 
x 
Endlich aus (4) bekommen wir, daß 
¡=1 
in X fast überall besteht. Da auf Grund der Definition von <5,(x) die Unglei-
chung |5v( i+1)(x)-5v(0(x)|s5i(x) (x£X; / = 1,2, ...) gilt, ergibt sich, daß 
2 kv(,+i)(*)-Sv(o(*)l <o° 
i = 1 
in X fast überall besteht und so lim jvrn (x) fast überall in X existiert. Im Falle 
v(/')~s/i;Sv(/+l) gilt weiterhin | s„ (x) - sv ( i ) (x) | ̂  <5,(x) - 0 ( / — i n X fast überall, 
und so konvergiert die Reihe (3) in X fast überall. 
3. Wir zeigen, daß die Bedingung (4) genau ist. 
Satz II. Gilt 
(8) j U - = ~ , 
i = l 
so gibt es ein System $={3> fc(x)}~ von reellen Funktionen in L(0,1) derart, daß 
1 CO 
Ln(<P; x)= J 2 Mx)*M dt ̂  16A„ (x€(0,1); n = 1,2,...) 
o k=1 
besteht und die Reihe 
(9) 2aMx) 
i=i 
in (0, 1) überall divergiert. 
Beweis. Für jede positive ganze Zahl /' seien Is(i) ( j=v (/ ) + l, ..., v(/'+l)) 
disjunkte Intervalle mit 
v ( i + l ) v ( i + l ) u Is(i) = (0,1),mes Is(i) = a*/ 2 und 1,(0 = 0, wenn as = 0. 
S = v(0+1 * = v(i)+l 
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Für einen Index s mit v ( i ' ) < iSv (/+ l ) und as7±0 setzen wir 
\AJas, x£ls(i), 
[0, sonst; 
im Falle as=0 sei <Ps(x)=0. 
Sei /0 eine positive ganze Zahl und sei (0, 1). Dann gibt es für jede positive; 
ganze Zahl / ( lS/S/0 ) einen Index s(x; i) (v(i)<s(x; /)^v(z '+l ) ) mit x6/ä(jc; i )(i% 
Man hat dann 
v ( ' o+ l ) >'» 
2 ak$k(x) = 2 as<x;i)$s{x-,i)(x). 
k=l i=1 
Daraus, auf Grund der Definition der Funktionen <Pk (x), folgt 
(10) 1 = 2 A, (*€(0,1); i0 = 1, 2, ...)• 
k=1 ¡=1 
Aus (8) ergibt sich, daß die Reihe (9) in (0,1) überall divergiert. 
Es sei i eine positive ganze Zahl, v (7+ l ) und x€(0,1). Dann gibt 
es einen Index i) (v (/ )< i (x ; i ' ) Sv ( ! + l ) ) mit x£lsix;i)(i), und so gilt 
i / 2 - V W ) * = v(0 + l 
A-
d t ^ J ^ . ( » ¡ oW^x i oWI dt = - j - 5 - mes Is (x ; i ) ( i ). 
Daraus folgt, auf Grund der Definition von Ai und v(i), 
dt^ 2A„ (x£(0,1; v(i ) < n v(i +1) ; ¿ = 1,2,...). ( 1 1 ) / 1 2 *k(x)*k(t) 
0 l t = v ( i ) + l 
Es sei n eine beliebige positive ganze Zahl. Dann gibt es einen Index i0 mit v(;0)-
<ti^v(/0+1), und gilt 
Ln(<P;x)S 2 f 
v(i+1) 
2 #k(x)<i>k(t) 
fc=v(i) + l 
dt+f 2 4>k(x)<Pk(t) 
* = v(l0) + l 
dts 
2(AV(2)+... +A v ( i 0 + 1 )+l n ) =s 4(22+... + 2'°+1) == 16 • 2'» ^ 16Av(i0)+1 16A„ 
für jedes x€(0, 1). 
Damit haben wir Satz II bewiesen. 
4. Für eine positive Konstante K bezeichne ß(A, K) die Klasse der Systeme 
(P= { (Pk(x) )r v o n reellen Funktionen in L(0,1) für die 
i 
L„(<p; x)= f 2 <Pk(x)q>k(t) dt^Kln ( *e (0 , l ) ; n = l ,2,.. . ) 
gilt, und sei Q(/.) die Klasse der Systeme (p mit 
£„(<?; x) = 0(}.n) (x€(0, 1); n = 1, 2, ...). 
12* 
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M(X) bezeichne die Klasse der Folgen a, für die die Reihe (3) bei jedem System 
<jt>£ß(A) in (0,1) fast überall konvergiert. Endlich wird für eine Folge a 
i 
fla; A|| = sup f sup\sn(x)\dx. 
<?€ß(;.;l)o » 
gesetzt. In [3] haben wir bewiesen: 
o£M(A) gilt dann und nur dann, wenn ||a; A|| < <=°. 
Nach den vorigen Resultaten kann man ||a; A|| auswerten. 
Satz III. Für jede Folge a gilt 
C 1 2 A i S \ \ a ; M \ s C 2 Z A i 
/=i ¡=i 
mit positiven Konstanten C l 5 C2. 
Beweis. Da 
sup|s„0)| == ¿<5;(x) 
" ¡=i 
ist, erhalten wir 
i 
f snp\sn(x)\dxS / 2 1 6 Z A 
auf Grund von (7) für jedes System <p£i2(Ä; 1); woraus die zweite Ungleichung 
mit C 2=/2 16 folgt. 
Weiterhin sei (pk(x)=<Pk(x)/4 (k = 1,2, ...) mit den in §3 definierten Funk-
tionen <Pk (x). Dann gilt (pdü(X; 1) nach dem Satz II. Weiterhin bekommen wir 
aus (10) 
1 1 ~ 
/ sup \s„(x)\dxs — ^Ai, 
also besteht die erste Ungleichung mit C1=l/4. 
5. Bemerkungen. 1) G. ALEXITS und A. SHARMA [1] haben Systeme 
v o n Funktionen in L{X) betrachtet, für die 
Ln(<p; x) = 0(1) (x£X;n = 1,2,...) 
gilt, und haben Folgendes bewiesen: Ist die Summe 
(12) 2 a l 
k = 1 
endlich, so konvergier die Reihe (3) in X fast überall. 
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Weiterhin haben wir in [4] Folgendes bewiesen: Ist die Summe (12) unend-
lich, so gibt es ein orthonormiertes System 4> = {<Pft(x)}~ im Grundintervall (0,1) mit 
*) = 0( 1) (*e(0,1); n = 1, 2, ...) 
derart, daß die Reihe (9) in (0, 1) fast überall divergiert. 
Diese Sätze sind in den Sätzen I—II enthalten. Im Falle A t=4 (k=1, 2,...) 
ist nämlich die Konvergenz der Reihe (4) mit der Konvergenz der Reihe (12) äqui-
valent. 
2) Im Falle /1*-*«= ( & — k a n n in Satz II das System im allgemeinen nicht 
normiert gewählt werden. Ist nämlich 2 K l < 0 °> und gilt 
k = l 
f$Kx)dfi(x)= 1 (k = 1, 2, ...), 
x 
so konvergiert die Reihe (9) in X fast überall. 
3) Es gilt auch der folgende Satz. 
Satz IV. Es sei (p— ein System von Funktionen in L(X) mit L„(<p; x)S 
sKA„(x£X; n = 1,2,...). Dann gilt 
(13) f\(pk (x)\dß (x)s2yKKX)Än (»1 = 1,2,...). 
x 
Beweis. Für eine positive ganze Zahl n seien 
E+ = {x£X: q>n(x) > 0 } , E~ = {x£X: <pn(x) < 0} . 
Da 
gilt, hat man 
<Pn(x) = / r„(0 f 2 <?*(*)) dt 
f <pn(x)dp(x) = / rn(t) [ ¡ [ Z » • * ( ' )% ( * ) ) ^ ( x ) l dt S 
E* 0 E+ K=1 
= { f I I ( ^ ^ w ) {b-q(t)<pq{y))d^x) dn(y)dt} 
® En En 
^ { / ( / | 1 <Pk(x)My)\dKx)} dß(y)}llZ S { / L n ( < p ; y)dn(y)} 
1/2 
^ YKIL{X)X„. 
Durch Anwendung dieser Ungleichung auf das System {—<pt(x)}~ ergibt sich 
f(-<pn(x))dKx)sYKti(x)Xn. 
Diese zwei Ungleichungen ergeben die Behauptung (13). 
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