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Cílem této práce bylo analyzovat funkčnost routování sítě Miwi Pro. Pro potřeby analýzy
jsem navrhl způsob získávání statistických dat z jednotlivých prvků sítě a urychlený mecha-
nismus obnovení routovacích pravidel při přemístění zařízení v rámci sítě. Sběr statistických
dat vyžadoval návrh a implementaci protokolu pro výměnu informací mezi koordinátory v
rámci sítě. Pro obnovu routovacích pravidel po přemístění zařízení jsem navrhl algoritmus,
který obnoví pravidla pro každý prvek v síti a tím povolí testování jednotlivých prvků sítě
mimo jejich koncové stanovisko.
Abstract
The main goal of this thesis was to analyze routing functionality of MiWi Pro network.
I needed to find a way to get statistical data from network items for purpose of analysis
and develop faster mechanism to reload routing rules after replacing part of the network.
Gathering of statistical data required design and implementation of protocol needed to
exchange information between coordinators inside the network. I developed an algorithm
which reloads routing rules after replacing part of network and allows to test individual
network items outside of their final location in the network.
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K internetu sa pripája stále viac a viac zariadení z nášho každodenného života. Tieto, ale aj
iné objekty internetu nazývame novým pojmom Internet of Things. Nájdeme množstvo mo-
derných zariadení, ktoré sa pripájajú na internet a tým sa snažia skvalitniť alebo zjednodušiť
náš život. Napríklad rôzne zariadenia, ktoré sledujú našu váhu, tep, spálenú energiu počas
dňa. Inteligentné domácnosti, kde sú jednotlivé systémy ako kúrenie, osvetlenie, klimatizácia
atď. pripojené na Internet, už čoskoro budú našou každodennou súčasťou. Stále viac nových
administratívnych centier, ale aj bytových či rodinných domov je osádzaných centrálnou au-
tomatizačnou jednotkou a prídavnými senzormi. Tento systém poskytuje mnohé možnosti
automatizácie ako napríklad automatické zavlažovanie podľa vlhkosti pôdy, rozsvietenie
svetiel a pustenie hudby pri neoprávnenom otvorení okna, vypnutie všetkých svetiel pri
odchode z domácnosti, automatické natáčanie žalúzii podľa úrovne slnečného žiarenia atď.
Inteligentná domácnosť poskytuje mnohé možnosti jej ovládania od nástenných spínačov,
cez tablety, mobilné zariadenia prípadne i vzdialene pomocou Internetu.
Prepojenie senzorov v inteligentnej domácnosti možno rozdeliť na dva základné typy a to
drôtové a bezdrôtové. Drôtové majú nespornú výhodu v tom že, môžu byť permanentne
napájané a nemožno ich zarušiť. Avšak ich veľkou nevýhodou je náročná inštalácia. Pri bez-
drôtových prvkoch je dôležité zamerať sa na minimalizáciu spotreby, dostatočný vysielací
dosah a vysporiadať sa s rušením. V práci sa bližšie venujem koncovým bezdrôtovým prv-
kom a ich prepojeniu. Skúmam ako funguje routovanie správ medzi prvkami, ako sa bude
sieť chovať ak nečakanie premiestnime niektorý uzol. Pre účely diagnostiky siete vytvorím
nástrojov, ktorý zobrazí aktuálne routovacie informácie z jednotlivých prvkov v sieti. Vďaka
nemu je možné lepšie pochopiť ako celá sieť funguje, v akom stave sa nachádza a taktiež
diagnostikovať prípadnú poruchu. Tieto informácie je možné taktiež využiť napríklad na
grafickú vizualizáciu siete, zobrazenie ktoré prvky sú v dosahu aktuálneho prvku.
V nasledujúcej kapitole č.2 sú predstavené komerčné riešenia dostupné na trhu a ich
výhody či nevýhody. Ďalej, v sekcii č. 2.2, je popísaný systém, ktorý sa snaží vyriešiť
mnoho problémov komerčných riešení a je vyvíjaný v spolupráci s FIT VUT. Následne
bude predstavená technológia MiWi od spoločnosti Microchip, ktorá je využitá v navrho-
vanom riešení. Kapitola č.4 sa venuje analýze problému, získavaniu ladiacich dát a taktiež
fungovaniu systému pri presune prvkov. V záverečnej kapitole č.6 sú zhrnuté dosiahnuté





Aktuálne je na našom trhu niekoľko rôznych riešení pre inteligentnú domácnosť. V nasle-
dujúcej časti bližšie popíšem situáciu na trhu a niektoré riešenia. Systémy pre inteligentnú
domácnosť môžeme rozdeliť podľa spôsobu pripojenia koncových prvkov na drôtové a bez-
drôtové.
Bezdrôtové pripojenie má výhody:
• Jednoduchá inštalácia, bez potreby inštalovať novú kabeláž.
• Možnosť ľahkého premiestnenia na inú pozíciu.
Naopak drôtové pripojenie má nasledujúce výhody:
• Odolnosť voči zarušeniu.
• Možnosť napájania po kábloch (a tým odpadá nutnosť meniť batérie).
2.1.1 Loxone
Firma Loxone ponúka riešenie pre inteligentné domácnosti. Majú komplexné riešenie pre
osvetlenie, tienenie, vykurovanie, hudbu, zabezpečenie, saunu, centrálne funkcie. Srdcom
riešenia je miniserver, ktorý poskytuje LAN rozhranie. Cez toto rozhranie komunikuje
s cloudom, ale aj s mobilnými zariadeniami. Je založený na vlastnom operačnom systéme
Loxone OS, ktorý dokáže komunikovať v reálnom čase cez webové rozhranie, PC program
alebo mobilné aplikácie. Operačný systém je postavený na báze unixu. Miniserver sa inšta-
luje na DIN lištu. Ma 8 digitálnych vstupov pre 24 V jednosmerného prúdu, 4 analógové
10bitové vstupy, 8 digitálnych výstupov pre 250 V striedavého prúdu 5A, 4 analógové vý-
stupy v rozsahu 0 - 10 V jednosmerného prúdu s rozlíšením 12 bitov. Tiež obsahuje slot na
micro-sd a je kompatibilný s EIB/KNX rozhraním. Napájanie je pomocou 24 V jednosmer-
ného prúdu ktoré dodáva adaptéru.[7]
Miniserver je možné rozširovať o ďalšie vstupy alebo výstupy pomocou tzv. Extension.
K jednému serveru je možné pripojiť až 30 Loxone Extensions. Všetky Extensions sa inšta-
lujú na DIN lištu. Extension sa pripája cez vlastnú zbernicu Loxone BUS po dvojlinke.
Existuje Extension, ktorý rozširuje digitálne aj analógové vstupy s výstupmi až do 5 A.
Relay Extension ktorý pridáva 14x 16 A digitálny výstup. Dimmer Extension ktorý po-
skytuje 4 stmievacie kanály pre osvetlenie, 1-Wire Extension pre 20 senzorov s parazitným
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napájaním, alebo 32 senzorov s oddelením napájaním. DMX Extension pre digitálne ovlá-
danie osvetlenia, Modbus Extension pre snímače plynu, elektickej energie, RS232 a RS485
Extension, EnOcean Extension pre správu 128 prvkov. Párovanie slúži na prvotné pripo-
jenie koncového prvku k miniserveru. Prebieha cez PC program kde sa zvolí režim učenia,
následne sa zmení stav prvku (zapnutie vypínača, otvorenie okna, tlačidlo na aktore . . .).
Prvok sa objaví v zozname, pomenuje sa a potvrdí sa pridanie. Senzory komunikujú v EU
na 868 MHz pomocou technológie EnOcean1. EnOcean je technológia bezdrôtového pre-
nosu zameraná na nízku spotrebu energie. Štandardne využíva pri bezdrôtovej komunikácii
šifrovanie pomocou AES128. [3]
Obrázek 2.1: Schéma sýstému Loxone.[7]
Koncové bezdrôtové prvky, ktoré Loxone ponúka sú prevažne výrobky firmy PEHA,
ktoré podporujú EnOcean komunikáciu. Sú väčšinou napájané pomocou AAA batérii, zau-
jímavé je maximálne využitie solárnej energie na minimalizovanie intervalu výmeny batérii.
Napríklad okenný snímač je bezbatériový a napájaný len pomocou solárnej energie. Pohy-
bový senzor obsahuje okrem solárneho článku aj 2x AAA batériu, ktorá sa použije ak je
úroveň svetla menšia ako 50 luxov, pri úrovni osvetlenia 50-200 luxov je napájaný solárnou
energiou. Výrobca udáva výdrž batérie na 8 až 10 rokov. [10]
Pre konfiguráciu sa používa software Luxone config, ktorý načítava, edituje a následne
ukladá konfiguráciu do Miniservera. Podporuje tiež simuláciu konfigurácie. Konfiguruje sa
pomocou tzv. drag & drop funkčných blokov.
2.1.2 mFi
Systém, ktorý ponúka drôtové pripojenie senzorov je napríklad mFi od Ubiquiti Networks2.




Wi-Fi alebo ethernet do IP siete. Prvok s názvom mPower slúží na ovládanie zásuviek.
Pripája sa pomocou Wi-Fi. Môže fungovať aj bez mPortu. Ovládanie je možne cez cloud
alebo lokálne. Na ovládanie slúži mFi software, ktorý podporuje vytvorenie pôdorysu ob-
jektu a následnú vizualizáciu senzorov a objektu. Zobrazovanie dát z histórie, zobrazovanie
udalostí a tiež vytváranie pravidiel.[11]
Obrázek 2.2: Schéma sýstému mFi.[11]
2.1.3 HomeMatic
Systém nemeckej firmy Eq-33, ktorý je nástupca systému FS-20. Na českom trhu ich výrobky
predáva napr. Conrad Electronic 4, na slovenskom ponúka komplexnú inštaláciu Taphome 5.
V ich sortimente nájdeme produkty na ovládanie osvetlenia, kúrenia, zámkov, silových častí
ale i napr. senzory počasia. Komunikácia prebieha bezdrôtovo na frekvencií 868 MHz na
proprietárnom protokole BidCoS.[5] V rádio časti sú použité prevažne čipy TI CC1100, ako
MCU v bezdrôtových prvkoch slúži väčšinou mikroprocesor spoločnosti Atmel. Nevýhodou
tohto systému je, že používa AES šifrovanie iba na zámkoch. Vďaka tomu bol publikovaný
funkčný útok na termostatickú hlavicu a svetelný spínač za použitia Raspberry PI s RF
modulom.[6]
2.2 Vyvýjaný systém
Cieľom nášho experimentálneho systému je robiť výskum na modernom systéme, ktorý by
bol pre užívateľa jednoduchý, modulárny a pohodlný. Systém vyvíjaný na FIT VUT sa





Obrázek 2.3: Schéma sýstému.
2.2.1 Bezdrôtové koncové prvky
Tieto prvky môžu byť senzory, ktoré snímajú hodnotu alebo aktuátory, ktoré môžu nastavo-
vať hodnotu. Prvky komunikujú bezdrôtovo na frekvencii 868 MHz. Protokol pre komuniká-
ciu je MiWi Pro, ktorý podporuje až 8000 uzlov v sieti a 64 koordinátorov. Komunikácia je
šifrovaná pomocou AES128. Každý prvok treba v sieti zaregistrovať. Registrácia pozostáva
zo súbežného stlačenia tlačidiel na adaptéri a prvku. Každý prvok v sieti je jednoznačne
identifikovateľný. Prvky sú skonštruované na minimálnu spotrebu, a preto väčšinu času
budú uspané a len v zvolenom intervale sa budú dotazovať adaptéra pre nové informácie,
alebo budú informácie naopak vo zvolenom intervale zasielať. Okrem koncových prvkov sa
môžu vyskytovať v sieti koordinátori, tí slúžia na predĺženie vysielacieho dosahu od adap-
téra. Dôležitým faktorom pri koncových prvkoch je ich spotreba elektrickej energie. V sleep
móde bol odber na vývojovej doske MiWi Demo Kit 15 uA, pri prebudení približne 13 mA.
Bol vytvorený návrh DPS pre prvú vývojovú verziu senzora a adaptéra. V tejto práci sa
podrobnejšie venujem práve tejto časti.
2.2.2 Koncové užívateľské stanice
Koncové užívateľské stanice slúžia na ovládanie inteligentnej domácnosti užívateľom. Sú to
napríklad tablet, mobilný telefón, počítač, smart TV. Tieto zariadenia sa pripájajú buď na
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server alebo priamo na adaptér. Aktuálne prebieha vývoj aplikácie na platformu Android.
Podporovaná je verzia androidu 2.3 a vyššie. Využíva sa vlastný aplikačný protokol v XML.
Obsahuje cache v ktorej sú uložené data od senzorov kvôli oﬄine prístupu. Taktiež sú
dostupné widgety na plochu.
Obrázek 2.4: Ukážka android aplikácie.
2.2.3 Adaptér
Adaptér komunikuje s koncovými prvkami a každý prvok vie jednoznačne adresovať. Musí
byť stále k dispozícii, aby mohol komunikovať s prvkami, ktoré sa budú prebúdzať zo
spánku. Adaptér je tiež neustále pripojený k internetu pomocou ethernetu aleboWi-Fi. Jeho
úlohou je posielať dáta z koncových prvkov na server alebo naopak prijímať dáta zo servera
a preposielať ich koncovým prvkom. Adaptér by okrem preposielania dát mal držať časť
funkcionality u seba pre prípad výpadku Internetu. Napájanie adaptéru je riešené pomocou
sieťového adaptéru. Adaptér je vyvíjaný na platforme Olimex OLinuXino A10-OLinuXino-
LIMEs 6 pripojený MiWi demo kitom cez SPI, ktorý slúži ako radio. Obsahuje procesor A10
Cortex-A8 1GHz, LAN adaptér a 160 vstupno-výstupných pinov. Pre zostavenie systému bol
vybratý OpenEmbedded, ktorý je menej náročnejší a neobsahuje toľko nepotrebných balíkov
ako dodávaný Debian. Pre ovládanie rádia sa aktuálne využíva script napísaný v jazyku
Python. Olimex je prepojený pomocou SPI s mikrokontroleromMicrochip a ten je prepojený
taktiež cez SPI s radio modulom (obrázok 2.5). Okrém tohto je možné komunikovať s MCU
pomocou konzole pripojenej cez UART. [2]
6https://www.olimex.com/Products/OLinuXino/A10/A10-OLinuXino-LIME/open-source-hardware
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Obrázek 2.5: Schéma prepojenia adaptéru, MCU a radia.
2.2.4 Server
Server komunikuje s dvomi typmi klientov a to adaptérom a koncovou ovládacou stanicou.
Zbiera dáta od adaptérov, uchováva dáta, obsahuje logiku inteligentnej domácnosti. Server
môže dáta od adaptérov dopĺňať o ďalšie dáta z internetu napr. počasie. V budúcnosti môže
nad dátami prevádzať náročnejšie operácie. Napríklad naučiť sa ako užívatelia upravujú tep-
lotu a následne ju nastavovať automaticky podľa ich návykov. V adaptéri môže byť server už
predkonfigurovaný čo značne zjednoduší konfiguráciu pre užívateľa. Komunikácia s adapté-
rom aj s koncovou ovládacou stanicou je zabezpečená. Server musí byť dostatočné výkonný
preto je implementovaný v C/C++ ako konkuretný server. Pre komunikáciu sa používa
formát dát XML. Server tvoria dve nezávislé aplikácie, jedna zbiera dáta a komunikuje
s adaptérmi a druhá slúži na komunikáciu s ovládacími stanicami ako napríklad Android.
Aplikácia na komunikáciu s adaptérmi je zložená z dvoch aplikácii Server-reciever a Server-
sender. Server-sender čaká na udalosť vyvolanú databázovým trigrom, ktorý je generovaný
po zmene stavu adaptéra a odosiela tieto zmeny spať na adaptér. Server-reciever je pustený
na porte 9090 a spracováva príchodzie správy od adaptéru. Aplikácie sú konkurentné, každá
odpoveď alebo požiadavka je spracovaná v novom procese ktorý je po obslúžení ukončený.
Obe aplikácie pracujú s dátami, ktoré sú uložené v spoločnej databáze PostgreSQL. Táto
databáza dokáže pomocou špeciálnych SQL generovať priamo XML. Na testovanie servera
bola vytvorená aplikácia v Jave, ktorá dokáže simulovať adaptéry, senzory a aktory. Vďaka
nej je možné otestovať ako sa bude správať server pod záťažou. Taktiež je možné parame-
trizovať jednotlivé nastavenia a následne ich uložiť, aby bolo možné tento tesť aplikovať





Vývoj bezdrôtových koncových prvkov prebiehal na vývojom kite Microchip MiWi Demo
Kit - 868 MHz MRF89XA, ktorý podporuje komunikáciu na protokoloch MiWi, MiWi P2P
a MiWI Pro. Na napájanie sa používajú dve AAA batérie. Kit má vývody JP1 a JP2 na
meranie aktuálneho prúdu.
Obrázek 3.1: Vývojový kit.[8]
Na kite sa nachádza 44 pinový 8 bitový mikrokontrolér PIC18F46J50 s 64 kB pamäťou
na program (na obrázku 3.1 označený číslom 1), 3800 Bajtov RAM. Ďalej obsahuje USB2
rozhranie. Komunikačnú časť tvorí modul MRF89XAM8A (na obrázku 3.1 označený číslom
2), ktorý obsahuje 868 MHz rádio, integrovanú anténu a napäťový regulátor. Obsahuje SPI
rozhranie a pin na prerušenia. Okrem tohto komunikačného modulu MiWi Demo Kit tiež
podporuje moduly MRF24J40MA a MRF89XAM9A. O reguláciu napätia sa stará napäťový
regulátor MCP1640 (na obrázku 3.1 označený číslom 3), ktorý má výstup +3.3V. MAC ad-
resa je uložená v EEPROM Microchip 25LC256 256K s SPI zbernicou (na obrázku 3.1
označený číslom 8). Túto pamäť budem ďalej v texte spomínať ako NVM (Non-volatile me-
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mory). Ďalšia pamäť je 1 Mb Sériová flash komunikujúca cez SPI, ktorá slúži na uchovanie
informácii o sieti (na obrázku 3.1 označený číslom 9). Na vývojovej doske sa ešte nachádza
LCD display s ovládateľným podsvietením, ktorý zobrazí 2x16 znakov a na komunikáciu
používa rozhranie SPI. Teplotný senzor MCP9700A (na obrázku 3.1 označený číslom 7)
ktorý je nízko napäťový lineárny termistor. Pre minimalizáciu spotreby energie je napájaný
pomocou I/O pinu z MCU. Ďalej obsahuje 2 tlačidlá, 3 LED diódy a 32 KHz kryštál.[8]
Po zapnutí demo kitu sa spustí demo program. V prvom kroku je možné zvoliť požado-
vaný kanál a potvrdíme. V ďalšom kroku je na výber z dvoch možnosti. Prvá je vytvorenie
novej siete a druhá pripojenie k existujúcej sieti. Pri vytváraní novej siete sa na displeji
zobrazí PANID (viď kapitola 3.2.3), kanál a adresa zariadenia. Pri pripájaní sa najskôr
vyhľadajú siete. Najskôr sa vyberá PANID siete ak je v sieti viac uzlov s rovnakým PANID
nasleduje ešte druhý krok na výber Short Address (viď kapitola 3.2.3) a zariadenie sa pripojí
do siete. Po pripojení aspoň jedného zariadenia do siete sa na oboch zariadeniach zobrazí
menu na výber jednej z troch demo aplikácii: Range Demo, Temp Demo, Node Info.[8]
Range Demo slúži na demonštrovanie dosahu radia MRF89XA. Na druhé zariadenie sa
odosiela v pravidelných intervaloch paket, z ktorého sa vyčíta hodnota signálu RSSI (viď
kapitola 4) a zobrazí sa na displeji. Takže sa na displeji zobrazí slovné vyjadrenie signálu.
Temp Demo využíva teplotný senzor MCP9700A. Na každom zariadení sa zobrazí lo-
kálna teplota a zároveň príjma údaje od ostatných zariadení v sieti. Taktiež im odosielajú
lokálnu teplotu. Takže na každom zariadení rotujú hodnoty teplôt z každého uzla.
Po spustení Node Info sa zobrazí na LCD displeji PANID, číslo kanála a adresa zaria-
denia.
3.2 MiWi DE
Na obrázku č.3.2 je uvedený diagram architektúry MiWi DE. Skladá sa z niekoľkých vrs-
tiev. Prvá je fyzická a v nej sa nachádzajú jednotlivé rádiové moduly. Ďalšia je samotný
bezdrôtový protokol, ktorý môže byť MiWi P2P, MiWi alebo MiWi Pro. Tieto vrstvy spája
MiMAC, ktorá pracuje na úrovni rámcov. Nad bezdrôtovým protokolom je samotná apli-
kácia. Ďalej rozpíšem jednotlivé vrstvy podrobnejšie.
3.2.1 Fyzická vrstva
Fyzická vrstva sa skladá zo samotných vysielacích modulov. Môžeme ich rozdeliť podľa
frekvencií na ktorej pracujú:
• 2,4 GHz povolené pásmo takmer vo všetkých štátoch. Dostupné moduly: MRF24J40MA,
MRF24J40MB. Všetky s prenosovou rýchlosťou 250 kbps. Líšia sa hlavne v citlivosti
a spotrebe energie.
• 915 MHz povolené pásmo v Amerike. Dostupné moduly: MRF24J40MA, MRF24J40MB.
Všetky s prenosovou rýchlosťou 250 kbps. Líšia sa hlavne v citlivosti a spotrebe ener-
gie. Dostupný modul: MRF89XAM9A. Prenosová rýchlosť je 40 kbps.
• 868 MHz povolené pásmo v Európe. Dostupný modul: MRF89XAM8A. Prenosová
rýchlosť je 40 kbps. Tento modul je ďalej využívaný na projekte.
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Obrázek 3.2: Diagram architektury MiWi DE. [9]
3.2.2 MiMAC
Vrstva poskytuje základné adresovanie, prijímanie a posielanie rámcov. Spracováva raw
data z fyzickej vrstvy a slúži ako Data Link Layer. MiMAC sa skladá z troch častí:
1. MiMAC Frame Format definuje formát rámca, ktorý sa prenáša vzduchom. V po-
rovnaní s štandardom IEEE 802.15.4 poskytuje MiMAC rovnakú funkčnosť s väčšou
efektivitou. Napr. v IEEE 802.15.4 má MAC hlavička štandardne 9 bajtov v MiMAC
unicast môže mať 2 bajty.
2. MiMAC Security Module zabezpečuje pakety. Štandardne je použitý algoritmus
XTEA s blokmi o veľkosti 64 bitov a 128 bitovým kľúčom. Kvôli reguláciám exportu
pre symetrické kryptovacie algoritmy s kľúčom väčším ako 64 bitov od americkej vlády
je ako predvolený použitý slabší algoritmus XTEA-64, ktorý má bloky o veľkosti 32
bitov a 64 bitový kľuč.[12]
3. MiMAC Universal Programming Interface rozhranie pre prácu MiMAC a na-
sledovnej vrstvy.
MiWi DE podporuje 3 protokoly:
• MiWi P2P je najjednoduchší protokol.[13] Podporuje hviezdicovú topológiu alebo
priamu komunikáciu, nevyužíva žiadne routovanie a preto sa týmto protokolom ne-
budeme ďalej zaoberať.
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Obrázek 3.3: Znázornenie MiWi P2P.[14]
• MiWi protokol je navrhnutý pre menšie siete. [4] Topológia siete sa skladá z hlavného
PAN koordinátora, ďalších koordinátorov a koncových prvkov, ktoré sú pripojené ku
koordinátorom. Sieť môže obsahovať maximálne 8 koordinátorov čo môže byť pre naše
účely limitujúce. Ku každému koordinátou môže byť pripojených 127 zariadení. Ďalšie
obmedzenie je, že paket môže putovať cez maximálne 4 prvky prípadne 2 prvky ak sa
jedná o PAN koordinátora. Kvôli týmto obmedzeniam sa nebudeme protokolom ďalej
zaoberať.
Obrázek 3.4: Znázornenie MiWi.[14]
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• MiWi Pro topológia je rovnaká ako pri protokole Miwi tj. PAN koordinátor, ko-
ordinátori a koncové uzly. Je však možno pripojiť až 64 koordinátorov, paket môže
putovať cez 65 zariadení po sieti. [14]
Obrázek 3.5: Znázornenie MiWi Pro[14]
3.2.3 Adresy v MiWi Pro
1. Extended Organizaionally Unique Identifier (EUI): Je 8 bajtové číslo, ktoré je
unikátne pre každé zariadenie. Prvé 3 bajty prideľuje IEEE, zvyšných 5 je na aplikačné
použitie. Tato adresa je uložená v EEPROM pamäti. [14]
2. PAN Identifier (PANID): 16 bitová adresa, ktorá definuje sieť. Definuje ju PAN
koordinátor a zdieľajú ju všetky pripojené zariadenia v sieti. [14]
3. Short Address: 2 bajtová adresa, ktorá jednoznačne identifikuje zariadenie v sieti,
využíva sa pre adresovanie v sieti. Adresu prideľuje zariadeniu jeho nadradený ro-
dičovský koordinátor. PAN koordinátor ma vždy adresu 0x0000h. Spodných 6 bitov
identifikuje koncové zariadenie. Siedmy bit sa nazýva RxOnWhenIdle. Ak zariadenie
príma pakety ma hodnotu 0, keď má hodnotu 1 rádio je v režime spánku. Vtedy
pakety pre toto zariadenie bufferuje koordinátor, ktorý sa ich bude snažiť doručiť
pri prebudení zariadenia. Bity 8 až 13 identifikujú koordinátora a bity 13 a 14 sú
rezervované. [14]
3.2.4 Routovanie v MiWi Pro
MiWi Pro umožňuje routovať pakety pomocou dvoch spôsobov:
• Tree Routing toto routovanie využíva hierarchické prepojenie prvkov v sieti. Každý
prvok musí poznať topológiu siete. To je zaistené pomocou toho že Short Address
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prideľuje iba PAN koordinátor, ktorý udržuje aktuálnu topológiu siete a posiela ju
všetkým koordinátorom v sieti. Tieto údaje o topológii sú uložené v poli kde index
tvorí adresa koordinátora (8 až 13 bit Short Address) a hodnota na indexe je adresa
rodiča.[14]
• Mesh Routing tento spôsob je preferovaný spôsob routovania. Snaží sa nájsť naj-
kratšiu cestu od adresáta k prijímateľovi. Ak napríklad nastane po ceste na jednom
uzle porucha, je algoritmus schopný nájsť inú cestu ak existuje. Každý uzol musí
mať tabuľku svojich susedov a tabuľku susedových susedov. Tato tabuľka je uložená
ako 64 bitové číslo. Kde hodnota 1, znamená to, že koordinátor s adresou zhodnou
s poradovým číslom bytu je priamo viditeľný. Napríklad ak štvrtý bit má hodnotu 1,
znamená to, že je priamo viditeľný koordinátor s adresou 0x0400. Následne každému
z nich pošle svoju vlastnú tabuľku susedov, čo zaistí že každý bude mať aj tabuľku
susedových susedov. Vďaka tomuto vidí algoritmus dva uzly dopredu.[14]
Výsledné routovanie MiWi Pro je spojením týchto dvoch routovaní. Najskôr hľadá prí-
jemcu v tabuľke susedov, potom v tabuľke susedových susedov. Ak je hľadanie neúspešné,
vyráta počet uzlov, cez ktoré by putoval paket pomocou Tree routingu a následne postupnou
iteráciou vypočítava počet uzlov pre Mesh routing. Ak je cesta cez Mesh routingu dlhšia
ako cez Tree routingu použije sa Tree routing, inak sa použije Mesh routing. Pre lepšiu
názornosť je kompletný postup routovania na nasledujúcom diagrame.




V tejto časti som sa vykonal rozbor možností získavania dát z uzlov. Okrem týchto údajov
sú dôležité údaje, ktoré sa využívajú pri routovaní v MiWi Pro. Taktiež pojednávam o tom
ako sa tieto premenné udržujú aktuálne. Následne ich podrobnejšie rozoberiem.
Každý uzol obsahuje niekoľko základných premenných ktoré je dôležité poznať. Sú to
údaje ako aktuálny kanál, mód pripojenia, Short Address, PANID, adresa rodiča. Dôležité
sú tiež údaje o sile prijímaného signálu RSSI (Received signal strength indication) a kvalite
signálu LQI a to v oboch smeroch komunikácie. LQI je skratka pre Link Quality Indication
ktorá sa vypočítava zo sily signálu RSSI a chýb v počte prijatých paketov. Má rozsah od
0x00, ktorá udáva najmenšiu detekovateľnú kvalitu do 0xFF ktorá udáva najväčšiu kvalitu.
Hodnoty medzi maximom a minimom by mali byť rovnomerne rozložené. Všetky tieto údaje
sú dostupné z koordinátora aj z koncového prvku.[1]
4.1 Family Tree
Premenná FamilyTree udržuje informácie potrebné pre Tree Routing. Je deklarovaná v sú-
bore MiWiPRO.c ako pole bajtov o veľkosti počtu koordinátorov. V MiWiPRO je zabu-
dovaný mechanizmus distribúcie a aktualizácie Family Tree po sieti. Tento mechanizmus
tvoria dva typy správ Family Tree Report a Family Tree Request.
Správa Family Tree Report slúži na aktualizáciu Family Tree. Prvý bajt ma hodnotu
konštanty MIWI PRO STACK REPORT TYPE a udáva že ide o správu protokolu MiWi Pro.
Druhý bajt v správe má hodnotu konštanty FAMILY TREE REPORT a signalizuje že ide o Fa-
mily Tree Report. Túto správu zasiela PAN koordinátor všesmerovo (tzv. multicast) pre
všetkých koordinátorov, keď sa do siete pripojí nový koordinátor. Taktiež sa používa na
zaistenie priebežnej aktualizácie Family Tree. Po tom ako koordinátor obdrží túto správu
aktualizuje Family Tree pole a uloží ho do NVM.[14]
Typ Reportu Report ID Report dáta
Velkosť [bajt] 1 1 Počet koordinátorov.
Hodnota 0x00 0xA3 Family Tree dáta
Tabulka 4.1: Tabuľka formátu správy FAMILY TREE REPORT.
Správa Family Tree Request slúži ako žiadosť pre zaslanie aktuálneho Family Tree. Prvý
bajt je rovnaký ako pri správe FAMILY TREE REPORT. Druhý bajt má konštantu
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FAMILY TREE REQUEST. Vo väčšine prípadov dochádza k aktualizácii Family Tree pri pripo-
jení nového koordinátora. Avšak v pár prípadoch sa tak nestane. Ak sa koordinátor pripája
opätovne k tomu istému rodičovi tak rodič nenotifikuje PAN koordinátora, ale priradí pri-
pájanému koordinátorovi starú Short Address. V tomto prípade nedôjde k všesmerovému
odoslaniu Family Tree od PAN koordinátora. Pripájaný koordinátor pošle Family Tree
Request svojmu rodičovi. Ak rodičovský koordinátor nemá aktuálne informácie zašle PAN
koordinátorovi Family Tree Request. Keď má aktuálne informácie zašle mu svoj Family
Tree.[14]
Typ Reportu Report ID
Velkosť [bajt] 1 1
Hodnota 0x00 0xA2
Tabulka 4.2: Tabulka formátu správy FAMILY TREE REQUEST.
Pri pripojení nového koordinátora zasiela PAN koordinaátor Family Tree opakovane.
Počet opakovaní sa určuje konštantou FAMILY TREE BROADCAST v ConfigMiWiPRO.h. Pred-
volene je nastavená na hodnotu 3. Aké pauzy budú medzi jednotlivými zasielaniami určuje
konštanta COMM INTERVAL, ktorá je defaultne nastavená na hodnotu 1 sekunda. Po tom ako
PAN koordinátor obdrží správu COORDINATOR REPORT o pripojení nového koordinátora do
premennej MiWiPROStatus.bits.COMM FAMILY TREE priradí hodnotu
z FAMILY TREE BROADCAST a uloží si aktuálny čas. Pri prijatí každého paketu porovná ak-
tuálny čas s uloženým a ak je rozdiel väčší ako COMM INTERVAL dekrementuje premennú
MiWiPROStatus.bits.COMM FAMILY TREE a odošle všesmerovo všetkým koordinátorom správu
Family Tree Request a opäť si uloží aktuálny čas.
Obrázek 4.1: Časový priebeh aktualizáacie Family Tree pri pripojení nového koordinátora.
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4.2 Routing Table a Neighbor Table
Premenná RoutingTable môže ponúknuť ďalšie cenné informácie pre ladenie siete. Je defino-
vaná v súbore MiWiPRO.c ako pole bajtov o veľkosti NUM COORDINATOR/8. V tejto tabuľke
sú uložené informácie o tom ktorí koordinátori sú v dosahu rádia tj. priamo viditeľný. Hod-
noty sú uložené v tvare little endian kde poradie bitu určuje adresu koordinátora. Hodnota
1 je nastavená ak je daný koordinátor v dosahu 0 ak je mimo dosahu.
RoutingTable[0]
Bajt 7 6 5 4 3 2 1 0
Hodnota 0 1 0 0 1 0 0 1
Adresa 0x07 0x06 0x05 0x04 0x03 0x02 0x01 0x00
Obrázek 4.2: Zobrazenie RoutingTable pre koordinátora 0x01.
S touto hodnotou súvisí aj Neighbor Table, v ktorej je uchovaná Routing Table od
koordinátorov v dosahu radia. Je definovaná ako dvojrozmerné pole. Prvý rozmer re-
prezentuje komu daná Routing Table patrí, tj. index tvorí horný bajt zo Short Address
(o veľkosti NUM COORDINATOR). Druhý rozmer je analogický s Routing Table (o veľkosti
NUM COORDINATOR/8).
Aktualizácia týchto premenných je zabezpečená pomocou správy ROUTING TABLE REPORT.
Prvý bajt tvorí rovnako ako v predchádzajúcom prípade konštanta
MIWI PRO STACK REPORT TYPE. Nasleduje konštanta ROUTING TABLE REPORT s hodnotou 0xA4.
Ďalší bajt je vyhradený pre najvyšší bajt Short Address odosielateľa. Na štvrtom bajte je
posielaná opäť Short Address tzv. iniciátora. Nasleduje samotná Routing Table.[14]
Koordinátor odošle túto správu všesmerovo pre koordinátorov. Aby sa zabezpečilo, že
túto správu dostanú len jeho susedia a nebude sa šíriť po celej sieti nastaví sa počet skokov
správy v MiWi PRO hlavičke na 1. Keď koordinátor obdrží túto správu najskôr aktuali-
zuje príslušnú časť Neighbor Table. Ak neeviduje v Routing Table odosielateľa tejto správy
ako svojho suseda updatuje aj príslušný bit Routing Table. Ak sa zmenila Short Address
v Connection Table aktualizuje ju, prípadne ak nemá v Connection Table vytvorený zá-
znam o prvku, ktorý odoslal správu tak ho vytvorí. Taktiež do poľa RoutingUpdateCoun-
ter na index prislúchajúci Short Address uloží konštantu ROUTING UPDATE EXPIRATION.
Tá slúží na invalidáciu Routing Table a podrobnejšie jej význam vysvetlím nižšie. Ná-
sledne vytvorí paket so svojou RoutingTable a odošle ju rovnako všesmerovo pre koordi-
nátorov s počtom hopov 1. Nepoužije sa však štandardná funkcia na odosielanie správ
MiApp UnicastAddress, ale naplní sa štruktúra RandomSendInfo a správa sa odošle cez
funkciu vo vyššej vrstve MiMAC SendPacket. Je to kvôli tomu, aby nenastali kolízie, keby
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svoju odpoveď pošle naraz viac koordinátorov. Preto sa odpoveď odošle až po uplynutí
náhodne vygenerovaného intervalu v rozsahu 0 - 256 milisekúnd. Tento interval sa na-
stavuje v konštante RANDOM DELAY RANGE a predvolená hodnota je 200 ms. Aby sa pre-
dišlo zacýklenému posielaniu týchto správ po sieti koordinátor, ktorý ako prvý odosiela
ROUTING TABLE REPORT nastaví ako iniciátora seba. Koordinátor ktorý posiela odpoveď od-
povedá len v prípade že sa adresy odosielateľa a iniciátora zhodujú. Pri odpovedi sa adresa
iniciátora zachováva, mení sa ale adresa odosielateľa.
Aktualizáciu Routing Table povoluje konštanta ENABLE ROUTING UPDATE v ConfigMiWi-
PRO.h. Tá zabezpečí aktualizáciu a invalidáciu Routing Table. Dĺžku periódy určuje konštanta
ROUTING UPDATE INTERVAL ktorá je predvolene nastavená na jednu hodinu. Po tomto čase
sa naplánuje odoslanie správy ROUTING TABLE REPORT susedom. A zároveň sa dekrementujú
všetky hodnoty v poli RoutingUpdateCounter. Ak je hodnota po dekrementácií rovná nule
zmaže sa záznam o tomto koordinátorovi z Neighbor Table a taktiež v Routing Table sa
označí ako neviditeľný. Táto funkcionalita zabezpečuje invalidáciu neplatných a starých rou-
tovacích záznamov. Konštanta ROUTING UPDATE EXPIRATION teda určuje po koľkých uply-
nutiach ROUTING UPDATE INTERVAL sa má príslušný záznam zmazať.
Routing Table sa tiež aktualizuje po pripojení nového koordinátora do siete obdob-
ným spôsobom ako pri Family Tree. Pri správe MAC COMMAND ASSOCIATION RESPONSE alebo
ak počet porúch smerovaní presiahne hodnotu MAX ROUTING FAILURE sa nastaví premenná
MiWiPROStatus.bits.COMM ROUTING TABLE na hodnotu ROUTING TABLE BROADCAST. Ná-
sledná obnova funguje analogicky ako pri Family Tree tj po prijatí správy a uplynutí
intervalu COMM INTERVAL a hodnote MiWiPROStatus.bits.COMM ROUTING TABLE väčšej ako
0 sa odošle správa ROUTING TABLE REPORT a dekrementuje
MiWiPROStatus.bits.COMM ROUTING TABLE.
4.3 Router Failures
Router Failures je pole o veľkosti počtu koordinátorov. Toto pole uchováva informácie o tom,
koľko krát sa nepodarila nájsť cesta k danému uzlu prípadne keď sa nepodarilo doručiť paket
pre daný uzol. Index do poľa tvorí vrchný bajt Short Address. Keď hodnota v nejakom
indexe prekročí hodnotu MAX ROUTING FAILURE, ktorá udáva maximálny prípustný počet
chýb invaliduje sa pre tento uzol Routing Table aj Neighbor Table.
4.4 Connection Table
Táto premenná je pole štruktúr typu CONNECTION ENTRY o veľkosti CONNECTION SIZE. V tomto
poli je záznam o všetkých uzloch, ktoré sú s aktuálným uzlom spojené. CONNECTION ENTRY
je zložená z nasledujúcich hodnôt. PANID typu WORD VAL , AltAddress rovnakého typu
(ktorá je vlastne Short Address), pole bajtov Address[MY ADDRESS LENGTH] kde je uložená
permanentná EUI adresa zariadenia a premenná status, ktorá je štruktúra s menom
CONNECTION STATUS. V nej sa nachádza bajt Val, kde každý bit predstavuje určitú sta-
vovú informáciu o danom uzle. Prvý bit isValid určuje či je tento záznam v tabuľke platný.
Druhý je filler, ktorý pravdepodobne nemá žiadny význam. Tretí isFamily určuje, či je uzol
členom Family Tree či už ako uzol alebo list. Štvrtý bit FinishJoin je nastavený na hodnotu
1 po ukončení pripájania. Piaty bit shortAddressValid určuje validitu Short Address. Šiesty
bit longAddressValid určuje či ma zariadenie validnú Long Address. Siedmy bit directCon-
nection určuje či je zariadenie priamo viditeľné bez routovania. Posledný RXOnWhenIdle
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vyjadruje či je zariadenie uspané.
Obrázek 4.3: Znázornenie štruktúry CONNECTION ENTRY.
4.5 Obnova routovacích informácii po premiestnení
V ostrej prevádzke senzorov môže nastať, že užívateľ spáruje koordinátor na inom než na
akom bude trvalo umiestnený. Keďže po spárovaní prebehne výmena Routing Table a Fa-
mily Tree, pri presunutí koordinátora na pôvodné umiestnenie budú tieto údaje neplatné
a koordinátor nebude istný čas funkčný. Routing Table by sa v predvolenom nastavení
obnovil do hodiny, tento interval je však zbytočne dlhý. Skrátenie intervalu by síce zna-
menalo čiastočné riešenie ale je zbytočné posielať Routing Table napr. každých 5 minút,
keď väčšinu času budú prvky umiestnené staticky a nebudú sa presúvať. Taktiež by to zby-
točne zarušovalo pásmo a konzumalo elektrickú energiu. Predpokladá sa že koordinátori
síce budú permanentne pripojení k zdroju, ale aj napriek tomu je snaha minimalizovať spo-
trebu. Ďalší problém je že susedný koordinátori, ktorý sú v dosahu koordinátora informácie
z Routing Table a Neighbor Table vymažú v predvolenom nastavení za približne 3 hodiny.
Jedno z riešení by bolo pri umiestnení senzoru na finálne stanovisko obnoviť tabuľky manu-
álne. Napr. zaslať informáciu o invalidovaní jeho adresy u starých koordinátorov následne
poslať svoju Routing Table, taktiež vynútiť od PAN koordinátora aktualizáciu Family Tree.
Ako jednoduchšie a robustnejšie riešenie mi prišlo zostaviť celú sieť nanovo. PAN koordiná-
tor pošle správu všetkým koordinátorom a tí sa následne pripoja nanovo. To zaistí obnovu
Family Tree. Taktiež ak sa niektorý koordinátor pripojí k inému rodičovi ako bol pripojený
prebehne výmena Routing Table s jeho susedmi. Aby sa zabránilo tomu, že sa všetci koor-
dinátori začnú pripájať naraz bude mať každý vyhradený časový slot na pripojenie, ktorý
sa bude odvíjať od jeho Short Address. Toto obnovenie je tiež možno použiť aj pri iných




V nasledujúcej kapitole popíšem ako som implementoval jednotlivé ladiace správy. V sekcii
č. 5.1 popíšem odosielanie žiadostí o dáta a ich následné odoslanie a vypísanie. V dalšej sekcí
č. 5.2 vysvetlím implementáciu aktualizácie routovacích údajov pri presune koordinátora na
jeho trvalé stanovisko. V poslednej kapitole č. ?? popíšem priebeh testovania. Testovanie
prostredie tvoril adaptér s pripojeným PAN koordinátorom pomocou SPI (obrázok 2.5). S
adaptérom prebiehala komunikácia pomocou SSH terminálu. V prvej fáze, ktorá neobsaho-
vala adaptér bol k PAN koordinátoru pripojený UART prevodník. K programovaniu MCU
a ladeniu programu na vývojovom kite slúžil programátor MPLAB ICD 3. 1
Najskôr popíšem spoločný úvod a ako prebieha inicializácia a detekcia novej správy. Vo
funkcii main je potrebné na začiatku volať sériu inicializačných funkcii. Ako prvá sa volá
BoardInit, ktorá inicializuje potrebne hardwarové nastavenia ako napr. SPI na komuniká-
ciu s radio modulom. V prípadne adaptéra alebo aktora nasleduje funkcia Read MAC Address,
ktorá načíta MAC adresu z EEPROM a uloží ju do premennej myLongAddress. Pri PAN
koordinátore funkcia SpiIfaceInit() pre inicializáciu SPI spojenia s adaptérom. Funk-
ciu MiApp ProtocolInit(BOOL bNetworkFreezer) inicializuje MiWi PRO protokol, NVM
pamäť a nastaví všetky dôležité premenné na východziu hodnotu.
Ďalej je hlavný nekonečný cyklus. Na jeho začiatku je podmienka, ktorá kontroluje
(pomocou funkcie MiApp MessageAvailable()), či je prijatá správa. V tejto podmienke
prebieha spracovanie prijatých správ. V prípade PAN koordinátora nasleduje obdobná pod-
mienka pre SPI SpiDataReady() kde sa spracovávajú prijaté dáta od SPI.
5.1 Ladiace informácie
Zasielanie ladiacich informácii prebieha tak, že PAN koordinátor pošle žiadosť na uzol od
ktorého chce dáta spolu s typom dát, ktoré požaduje. Inšpiroval som sa prenášaním infor-
mácii v MiWi PRO protokole a pre každú debug správu som vytvoril dve konštanty, ktoré
identifikujú typ správy. Jedna s prefixom DEBUG REQUEST a následne meno ladiacej
informácie. Túto správu posiela PAN koordinátor na príslušný uzol od ktorého chce PAN
koordinátor informácie. Druhá s prefixom DEBUG RESPONSE a menom premennej. Tá
identifikuje odpoveď od uzlu. Tieto konštanty sa vždy umiestnia na začiatok paketu. A sú
definované v súbore Protocol.h. Mám 6 typov správ DEBUG REQUEST TREE pre informácie
o Family Tree, DEBUG REQUEST ROUTING pre Routing Table, DEBUG REQUEST CONNECTION pre
Connection Table, DEBUG REQUEST ADDRESSES pre adresy,súhrnné informácie a úroveň sig-
1www.microchip.com/icd3
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nálu, DEBUG REQUEST NEIGHBOR pre Neighbor Table a DEBUG REQUEST FAILURE pre Router
Failures. Odosielanie a vypisovanie správ som spracoval 2x. Prvý krát keď bolo zadávanie
a výpis riešené na PAN koordinátore cez UART konzolu, druhý krát sa správy preposlali
do adaptéra, kde prebiehalo spracovanie v jazyku Python.
5.1.1 Odosielanie žiadosti pre ladiace informácie
Odosielanie prebieha z PAN koordinátora. Najskôr je potrebné zistiť o ktoré informá-
cie máme záujem. K PAN koordinátoru je pripojený UART modul cez ktorý sa dá ko-
munikovať s PAN koordinátorom cez konzolu. Tú požívam na zadanie uzla od ktorého
chceme informácie aj typ informácii. Pre prehľadnosť som výber rozdelil do dvoch kro-
kov ktoré sú implementované pomocou konečného automatu. V hlavnom cykle je načíta-
nie znaku z konzole. Toto načítavanie je neblokujúce. Následne overujem stlačenie čísla
6, ktoré slúži na výpis informácii. Vypíšem do terminálu Connection Table s poradovým
číslom, zároveň nastavím premennú v ktorej udržujem stav konečného automatu z hodnoty
0 na 1. Po vybraní uzlu vypíšem zoznam typov ladiacich informácii. Po vybratí prísluš-
nej informácie odošlem príslušnú DEBUG REQUEST správu na vybraný uzol pomocou funkcie
MiApp UnicastConnection(node, FALSE) a premennú konečného automatu nastavím na
hodnotu 0.
V jazyku Python je implementácia obdobná. Po stlačení znaku
”
d“ sa vypíše Connection
Table následne sa čaká na vybratie uzlu a zadanie typu správy. Pri oboch vstupoch sa pre-
vádza kontrola či boli zadané čísla. Keďže príkaz raw input čaká na zadanie znaku nebolo
treba použiť premennú v ktorej by sa udržiaval. Odoslanie požiadavky na dáta je realizo-
vané pomocou funkcie spi.SpiSendData, ktorá ma jeden vstupný parameter typu list. Na
prvej pozícii je identifikácia typu správy na úrovni SPI TO SENSOR MSG ktorá označuje že sa
jedná o správu pre senzor. Na ďalšej pozícii je dĺžka dát na odoslanie a nasledujú samotné
dáta. V dátovej časti je na začiatku adresa pre koho je správa určená. Adresa je index do
Connection Table a nasleduje typ správy čo je konštanta s prefixom DEBUG REQUEST .
Bajt SPI správa popis
0 TO SENSOR MSG hlavičká SPI správy
1 len(data) dĺžka prenášaných dát vrátanie adresy
2 0x01 Adresa koncového prvku.
3 DEBUG REQUEST ROUTING hlavička ladiacej správy
Tabulka 5.1: Ukážka SPI paketu s správou DEBUG REQUEST ROUTING.
5.1.2 Odosielanie ladiacich informácii
Odosielanie ladiacich informácii prebieha v koordinátorovi a v koncovom prvku. Keďže kon-
cový prvok nepracuje s routovacími informáciami odosiela len správy typu
DEBUG RESPONSE ADDRESSES a DEBUG RESPONSE CONNECTION. Po príchode správy v hlavnom
cykle kontrolujem jej prvý bajt. Ak je prvý bajt v rozsahu mnou definovaných ladiacich
konštánt zavolám funkcii HandleMessageDebug(BYTE code). V tejto funkcií je podmienka
kde podľa jednotlivých konštánt vytvorím príslušný typ správy a odošlem ju. V prípade
odosielania premenných, ktoré sú definované ako pole je to cyklus cez dané pole kde sa
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postupne pomocou MiApp WriteData pridávajú jednotlivé položky poľa do správy na odo-
slanie. V prípade správy ADDRESSES nie je použitý cyklus, ale je zostavená z premen-
ných currentChannel kde je aktuálny kanál, ConnMode typ pripojenia, myShortAddress,
myPANID, myParent. Posledné dva bajty sú vyhradené na informácie o kvalite signálu. Bolo
potrebné zistiť kvalitu signálu v oboch smeroch, tj. od PAN koordinátora smerom ku kon-
covému prvku a spať. V MiWi PRO idú vyčítať údaje LQI a RSSI pri prijatej správe.
Vyčítam ich z REQUEST správy a pridám na koniec. Pri odoslaní údajov získam v PAN
koordinátore informácie o kvalite v druhom smere.
Niektoré premenné ako napríklad Connection Table alebo Neighbor Table sú pre poslanie
v jednej správe príliš veľké. Najskôr som premenné rozdelil, Connection Table na polovicu
a každú polovicu poslal zvlášť v pakete. Neighbor Table som rozdelil podobne. Toto riešenie
síce fungovalo, ale ukázalo sa ako málo robustné. Vo finálnom prototype je možné že sa zmení
konštanta TX BUFFER SIZE, ktorá určuje veľkosť buffra pre odchádzajúce dáta. Ak sa pre-
kročí veľkosť buffera správa sa neodošle. Taktiež je možné v reálnom nasadení predpokladať
zmenu konštanty CONNECTION SIZE, ktorá ovplnivní Connection Table a NUM COORDINATOR,
ktorá výrazne ovplnivní pole Neighbor Table. Preto som riešenie upravil, najskôr si vy-
rátam koľko bajtov môžem odoslať v jednom pakete odčítaním veľkosti MiWi Pro hlavičky
TX BUFFER SIZE - MIWI PRO HEADER LEN. Následne vyrátam koľko záznamov z Connection
Table sa mi zmestí do jednej správy (premenná connCountPerPacket). Podľa toho následne
odosielam Connection Table v jednom cykle. Pri splnení podmienky
if( (j+1) % connCountPerPacket == 0 || (j+1) == CONNECTION_SIZE )
tj. keď je do paketu pridaný príslušný počet záznamov (premenná connCountPerPacket)
alebo pri poslednom prichode cyklu prevádzam odosielanie dat. Premnná j vyjadruje aktu-
álny index do Connection Table. V následnej iterácii je treba zavolať funkciu MiApp FlushTx,
ktorá sa volá vždy pred plnením dát na odoslanie a tiež nastaviť v prvom bajte hlavičku
správy. Obdobné riešenie som použil pri Neighbor Table. V premennej k si udržujem koľko
bajtov celkovo bolo pridaných do zásobníka na odoslanie. Následne, pri naplnení zásobníka
na odoslanie (naplnenie je keď premenná k má násobok hodnoty bytePerPacket ktorá vy-
jadruje koľko bajtov dát na aplikačnej úrovni je možné odoslať) alebo pri poslednej iteráci
cyklu odosielam dáta po splnení podmienky
if((k%bytePerPacket == 0 && k != 0) ||
( (j+1) == NUM_COORDINATOR && (i+1) == NUM_COORDINATOR/8 ))
Premenná j je iterátor nad prvým rozmerom v NeighborRoutingTable a i nad druhým.
V nasledujúcej iterácii je potrebné taktiež ako pri Connection Table previesť inicializáciu
zásobníka a pridanie typu. Avšak za typom nepridávam indikáciu posledného paketu ale
sekvenčné číslo správy, ktoré postupne inkrementujem, význam bude opäť popísaný pri
vypisovaní. Okrem dát z Connection Table som za prvý bajt pridal informáciu, ktorá iden-
tifikuje či ide o posledný paket. Bližší význam vysvetlím pri vypisovaní ladiacich informácii.
Správa Addresses má pevnú dĺžku 10 bajtov. Preto som použil kontrolu veľkosti
TX BUFFER SIZE pri linkovaní.
#if (TX_BUFFER_SIZE - MIWI_PRO_HEADER_LEN < 10)
#error TX BUFFER SIZE too small for DEBUG_RESPONSE_ADDRESSES.
#endif
Obdobná kontrola je použitá aj pri ostatných správach, ktoré sú posielané v jednom pakete.
23
Odpoveď s informáciami odosielam vždy na adresu prvku, ktorý poslal žiadosť pomocou
funkcie BOOL MiApp UnicastAddress(BYTE *DestAddress, BOOL PermanentAddr, BOOL
SecEn)
5.1.3 Prijímanie a výpis ladiacich dát
Prijímanie dát prebiehalo najskôr na PAN koordinátore, výpis bol realizovaný pomocou
UART do konzoly (obrázok 2.5). Po prijatí nového paketu je séria podmienok, ktoré kon-
trolujú či sa jedná o DEBUG RESPONSE správu. Následne vypíšem na terminál o aký
typ informácie sa jedná. Pri premenných Routing Table a Router Failures je výpis dát
realizovaný vypísaním jednotlivých bajtov v binárnej reprezentácii.
U Neighbor Tree a Family Tree sú pridané k výpisu príslušné indexy poľa, aby bolo
zrejmé o aké údaje sa jedná. Connection Table je vypísaná ako tabuľka pomocou tabuláto-
rov. Správa Addresses je vypísaná štýlom
”
Popis: hodnota“ napr. PRINT("RSSI req.:\tt%d
n", rxMessage.Payload[9]). V tejto časti implementácie neboli ladiace správy rozdeľo-
vané do viac paketov.
V prípade druhej implementácie sa po prijatí správy na PAN koordinátore vytvorí štruk-
túra packet kde okrem dát je adresa odosielateľa, RSSI, LQI a dĺžka dát. Tieto dáta sú odo-
slané pomocou funkcie SpiSend do adaptéru kde prebehne výpis. Prvý argument označuje
typ SPI správy, aby adaptér vedel identifikovať o akú správu sa jedná. Pre ladiace správy
som definoval konštantu NTW INFO PRINT. V časti ktorá je v jazyku Python je opäť cyklus,
v ktorom sa prijímajú správy a rozlišujú podľa typu. Po detekováni správy NTW INFO PRINT
ju predávam metóde printDebugData z triedy PrintDebug, ktorú som vytvoril pre výpis
ladiacich informácii.
Na začiatku si uložím prvé 4 položky s adresou, LQI a RSSI do privátnych premenných
v objekte. Následne podľa typu debug správy zavolám metódu na jej výpis. Pre výpis
Connection Table som použil už hotovú funkciu, ktorá povodne slúžila na výpis tabuľky
z NVM. Keďže Connection Table je rozdelená do viac paketov dáta si ukladám do premennej
a až keď detekujem posledný paket predám všetky dáta funkcii na vypísanie. Funkcia na
výpis Neighbor Table má okrem prvého parametru na dáta druhý parameter, ktorý určuje
či sa má vypísať hlavička. Tá sa vypisuje len keď je sekvenčné číslo správy nula. Aby boli
správne vypísané indexy pre pole aj pri nasledujúcich správach ukladám ich do atribútu
self. neighborSeq v triede PrintDebug, pri nasledujúcej správe pokračujem v tomto
indexe. Pri poslednej správe ho nastavím na hodnotu nula. Addresses vypisujem obdobne
ako v predchádzajúcej implementácii. Takžiež ako Routing Table a Routing Failure, ktoré
sú vypisované v tvare
”
NazovPremennej[index]=hodnota“. Hodnota je podľa typu vypísaná
buď v desiatkovej sústave pri Routing Failure, v hexadecimálnom formáte pri Family Tree
a v binárnej forme pri Routing Table.
Family Tree okrem tohto výpisu vypisujem formou stromu kde každá úroveň stromu je
odsadená o tabulátor od predchádzajúcej úrovne. Pre tento výpis sa volá funkcia
createTreeFromList. V nej hneď na začiatku prevedie list zo vstupu na list v ktorom sú
explicitne definované indexy pomocou zanorených typov touple. Tj. zo vstupu [0,1,1,2] vy-
robí výstup [(0,0),(1,1)(1,2)(2,3)], kde v zanorenom prvku je prvé číslo hodnota z listu tj.
adresa rodiča a druhé index tj. adresa prvku. Toto doplnenie je urobené kvôli tomu, aby
sa mohli rodičia zoradiť od najmenšieho a následne sa ľahšie vytváral strom. Jeden prvok
stromu je reprezentovaný objektom Node. Ten má dva atribúty value kde je uchovávaná
adresa aktuálneho prvku a children kde sú jeho dalšie dcérske objekty Node. Konštruktor
objektu Node má dva parametre, value a children ,ktoré nastavujú príslušné atribúty. Pre
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vkladanie uzlov do stromu používam funkciu insertNode ktorá má dva parametre, parent
reprezentuje hodnotu uzla do ktorého sa má vložiť nový uzol a value čo je hodnota nového
uzlu. Funkcia najskôr nájde daný uzol pomocou metódy findNode. Tá ma jeden parame-
ter value podľa ktorého vyhľadáva objekt. FindNode sa volá rekurzívne na potomkoch až
pokiaľ nenájde zadanú hodnotu. Následne vracia nájdený uzol. V prípade nenájdenia uzlu
vracia False. Prehľadávanie stromu je typu pre-order. Po nájdení uzla do jeho atribútu
children pridám novo vytvorený objekt Node. Pre výpis som definoval metódu str ,
ktorú jazyk Python používa pri konverzii objektu na string. Má parameter level s predvo-
lenou hodnotou 0, ktorý udáva stupeň zanorenia do stromu. Poďla úrovne zanorenia sa vloží
do stringu príslušný počet tabulátorov, hodnota objektu a symbol nového riadku. Následne
sa funkcia volá rekurzívne pre všetkých potomkov s narastajúcou úrovňou zanorenia o 1.
Zostavenie stromu prebieha tak, že sa cyklí nad zoradeným listom hodnôt a postupne sa
volá metóda insertNode. Následne sa strom vypíše na výstup.
5.2 Obnova routovacích informácii pri presune koordinátora
Obnova routovacích informácií po presune koordinátora je implementovaná ako knižnica
AutoRecover.c v ktorej sú funkcie sendRecoverMessage(), processRecoverMsg() a
reconnect(INPUT BYTE scanDuration). Funkcia sendRecoverMessage() je volaná v PAN
koordinátorovi a zasiela všetkým koordinátorom správu AUTORECOVER. U koordinátorov je
po prijatí tejto správy zavolaná funkcia processRecoverMsg(). V tejto funkcií je čakanie
aby sa predišlo kolízii pri súčasnej komunikácii viacerých koordinátorov. Je tiež potrebné
aby mal koordinátor dostatok času na skenovanie okolitých sietí. Čas potrebný na skenova-
nie siete je definovaný v poli AR ScanTime, čas z poľa určuje premenná scanDuration, tá
bola vo v demo programe nastavená na hodnotu 10 a určuje maximálny čas na skenovanie
jedného kanála. Môže byť v rozsahu 5 až 14. Reálny čas je vyrátaný podľa špecifikácie
IEEE 802.15.4 podľa následného vzorca 960 ∗ (2ScanDuration + 1) ∗ 10(−6) sekúnd. Hodnota
10 bola ponechaná. K tejto hodnote bola prirátaná ešte jedna sekunda s preventívnych
dôvodov, keby náhodou nedostali všetci koordinátori správu v rovnaký čas. Táto doba je
násobená horným bajtom Short Address. Tým sa zaistí, že sa koordinátori budú pripájať
postupne podľa svojej adresy. Výsledná podmienka, ktorá ukončuje aktívny cyklus čakania
je nasledujúca
if((MiWi_TickGetDiff(tick2,tick1) > ( (( (DWORD)(AR_ScanTime[scanDuration]))
+ ONE_SECOND) * myShortAddress.v[1])))
Po uplynutí tohto času je volaná funkcia reconnect s parametrom scanDuration. V nej
sa prevedie inicializácia MiWi a začnú sa vyhľadávať siete, výsledky sú dostupné v globál-
nom poli ActiveScanResults. Pred hľadaním si uložím PANID pôvodnej siete, aby som sa
následne pripájal iba do nej. Ak je nájdených viac sietí s rovnakým PANID snažím sa pri-
pájať postupne k sieťam s najlepším signálom. Avšak implementovať sortovanie poľa je v 8
bitovom mikrokontroléri pomerne náročné na čas a pamäť. Taktiež na základe otestovania
predpokladám že v drvivej väčšine prebehne pripojenie na prvý pokus. Preto som definoval
konštantu ATTEMPT TO RECONNECT, ktorá udáva počet pokusov o pripojenie a predvolene
je nastavená na hodnotu 3. Tiež som si vytvoril pole indexMaxRssi o tejto veľkosti. Vý-
sledky skenovania prechádzam iba raz a hľadám najlepšiu hodnotu RSSI. Keď ju nájdem
uložím jej index do indexMaxRssi na pozíciu 0. Ak má hodnota lepšie RSSI ako tá, ktorá
je uložená na indexMaxRssi[0] starú hodnotu uložím na vyšší index a novú opäť na nultý.
Takto získam jedným priechodom cyklom sieť s najlepším RSSI. Taktiež získam ďalšie siete
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podľa kvality RSSI na pripojenie ak by sa nepodarilo spojiť s prvou sieťou. Nevýhoda tohto
riešenia je, že položky okrem toho na indexe 0 nemusia byť kompletne zoradené podľa RSSI.
Napríklad ak by bolo RSSI nasledujúce 6, 4, 5, 7, 2 výsledné poradie pre pripájanie bude 7,
6. Hodnota 4 ani 5 sa nedostanú na poslednú pozíciu, keďže už bola nájdená silnejšia sieť.
Keďže pripájanie podľa skúšania prebehne na prvý pokus, nemalo by to vadiť. Následne
sa pokúšam postupne prípájať k sieťam na indexe podľa indexMaxRssi. V prípade, že sa
nepodarí pripojiť k žiadnej sieti alebo nie je nájdená žiadna sieť je detekovaný chybový
stav pomocou LED diódy. Celý tento proces môže byť vyvolaný napríklad užívateľom pri
stlačení tlačidla na adaptéri, prípadne z ostatných klientskych častí ako je napr. Android
aplikácia alebo webové rozhranie.
5.3 Integrácia
Integrácia odosielania požiadaviek na ladiace správy a ich následné odoslanie spočíva v
pridaní a v zavolaní funkcie handleDebug() pri prijatí novej správy. Na PAN koordinátorovi
sa zavolá funkcia isDebugMessage, ktorá zistí či ide o DEBUG RESPONSE, následné sa do SPI
správy pridá hlavička NTW INFO PRINT. V adaptéri sa po tejto detekcii predajú dáta metóde
printDebugData z triedy printDebug , ktorá zabezpečí výpis.
Obnova koordinátorov po premiestnení je realizovaná formou knižnice, ktorá má dve
funkcie. Funkcia sendRecoverMessage sa volá z PAN koordinátora a odošle správu na
opätovné pripojenie. Druhá processRecoverMsg sa integruje na koordinátoroch rovnako
ako funkcia handleDebug().
5.4 Testovanie
Testovanie ladiacich správ spočivalo vo vytvorení skušobnej MiWi siete. Táto sieť pozostá-
vala z adaptéra na ktorom bol pripojený PAN koordinátor a dvoch koordinátorov (fotografia
v prílohe B.1).
Obrázek 5.1: Schéma znázornujúca testovanie.
Po prihlasení na adaptér cez SSH bol spustený script sensor.py, ktorý sa stará o komu-
nikáciu s PAN koordinátorom a taktiež nahradzuje NVM pamäť. Potom boli pripojené oba
koordinátory do siete. Následne som postupne vypisoval všetky ladiace správy od prvého
aj druhého koordinátora a overoval či sú vypisované požadované údaje. Niekedy sa stalo
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že niektoré bajty neboli v poriadku. Prípadne sa javili posunuté. Toto správanie prisudzu-
jem použitej EEPROM pamäti typu FLASH na koordinátoroch, kde sa zapisujú údaje po
celých blokoch. Previedol som overenie premennej na koordinátorovi pomocou debugovacej
jednotky. Hodnota na koordinátore sa zhodovala s hodnotou vypísanou v adaptéry. Preto
som poruchu údajov pri prenose vylúčil. Niektoré ladiace výpisy prikladám nižšie.
Obrázek 5.2: Výpis súhrnných informáci od koordinátora.
Obrázek 5.3: Vľavo Routing Table od koordinátora s adresou 0x01, vpravo od koordinátora
0x02.




V tejto práci bol popísaný systém inteligentnej domácnosti vyvíjaný na FIT VUT, ana-
lyzovaný protokol MiWi Pro, hlavne jeho routovanie. Bol navrhnutý a implementovaný
spôsob získavania informáci od koncového prvku, ľahko rozšíriteľný o nové informácie. Ti-
eto informácie sú prínosné pri integrácie senzorickej časti do ostatných súčastí inteligentnej
domácnosti a celkového odlaďovania bezdrôtovej siete. Pokračovať možno pridaním ďalších
informácii ktoré sa časom objavia ako potrebné. Tiež je možné napríklad pridať real-time
skenovanie okolitých prvkov s následným zasielaním na server. Tieto údaje by sa následne
mohli zobraziť na ovládacom zariadení a slúžili by na nájdenie vhodnej pozície pre trvalé
umiestnenie PAN koordinátora / koordinátora tak aby mal v dosahu tie uzly ktoré bude
potreba.
Taktiež bol riešený problém funkčnosti koordinátora keď párovanie prebehne mimo jeho
trvalé umiestnenie. Tento problém bol riešený pomocou znovu pripojenia všetkých koordi-
nátorov do siete. Toto rieši problém keď užívateľ spáruje koordinátora typicky pri počítací,
prípadne na inom mieste kde koordinátor nebude umiestnený. Do koordinátora sa nahrajú
routovacie údaje v čase párovania a ich následne obnovenie by inak prebehlo až v rádovo o
niekoľko hodín. Tu je možne rozšíriť funkčnosť o automatické znovu-pripojenie do siete ak
ju užívateľ nespusti manuálne. Sledoval by sa čas od sparovania a taktiež pohyb pomocou
akcelerometra ktorý bude pridaný na prototyp. Keď sa po určitom čase od sparovania s
koordinátorom prestane manipulovať je možne spustiť znovu pripojenie.
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• adapter-Python - zdrojove kody k adaptéru, súbor printDebug.py slúži na výpis ladi-
acich informácii, v sensors.py je odosielanie dotazu na informáciu
• autoRecover - projekt s knižnicou AutoRecover, súbory AutoRecover.c a AutoReco-
ver.h
• iot - projekty pre jednolivé prvky MiWi siete. Odosielanie je realizované v lib /iot/-
Protocol.c funkcia HandleMessageDebug
– PAN-coordinator - projekt pre Pan koordinátora
– Coordinator - projekt pre koordinátora




Obrázek B.1: Ukážka testovania.
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