In this paper, we propose a model for the Environment Sound Classification Task (ESC) that consists of multiple feature channels given as input to a Deep Convolutional Neural Network (CNN) with Attention mechanism. The novelty of the paper lies in using multiple feature channels consisting of Mel-Frequency Cepstral Coefficients (MFCC), Gammatone Frequency Cepstral Coefficients (GFCC), the Constant Q-transform (CQT) and Chromagram. Such multiple features have never been used before for signal or audio processing. And, we employ a deeper CNN (DCNN) compared to previous models, consisting of spatially separable convolutions working on time and feature domain separately along with an attention modules that perform channel and spatial attention together. We use some data augmentation techniques to further boost performance. Our model is able to achieve state-of-the-art performance on all three benchmark environment sound classification datasets, i.e. the UrbanSound8K (98.77%), ESC-10 (96.75%) and ESC-50 (93.50%). To the best of our knowledge, this is the first time that a single environment sound classification model is able to achieve state-of-the-art results on all three datasets. For ESC-10 and ESC-50 datasets, the accuracy achieved by the proposed model is beyond human accuracy of 95.7% and 81.3% respectively.
I. INTRODUCTION
T HERE are many important applications related to speech and audio processing. One of the most important application is the Environment Sound Classification (ESC) that deals with distinguishing between sounds from the real environment. It is a complex task that involves classifying a sound event into an appropriate class such as siren, dog barking, airplane, people talking etc. This task is quite different compared to Automatic Speech Recognition (ASR) [1] , since environment sound features differ drastically from speech sounds. In ASR, speech is converted to text. However, in ESC, there is no such thing as speech, just sounds. So, ESC models are quite different compared to ASR models. ASR models typically consist of hybrid Deep Neural Network-Hidden Markov Model (DNN-HMM) [2] or more recently, end-to-end Recurrent Neural Networks (RNNs) encoderdecoder structure [3] , sometimes with attention mechanism [4] , [5] and coupled with Convolutional Neural Networks (CNNs) for feature extraction [6] . On the other hand, there are enormous number of possibilities to build ESC models using different audio feature extraction techniques and machine learning or non-machine learning based classification models. The most successful ESC models consist of one or more standard audio feature extraction techniques and deep neural networks. In this paper, we explore the idea of employing multiple feature extraction techniques like the Mel-frequency Cepstral Coefficients (MFCC) [7] , Gammatone Frequency Cepstral Coefficients (GFCC) [8] , Constant Q-Transform (CQT) [9] , Chromagram [10] and stack them to create a multiple channel input to our classifier. After feature extraction, the next stage is classification. Many machine learning algorithms have been used to classify sound, music or audio events such as the Decision Tree classifier [11] , Random Forest [12] , Support Vector Machine [13] - [15] , Extreme Learning Machine [16] , [17] etc. However, in the ESC task, Deep CNNs have been able to outperform all other classification techniques, as evident from the previous stateof-the-art models. They have been used by many researchers to achieve high classification performance [18] - [26] . In this paper, we also employ a Deep CNN for classification. However, we split between time and frequency domain feature processing by using separable convolutions [27] with different kernel sizes. Also, we use max pooling across only one of the domains at a time, until after the last set of convolutional layers to combine time and frequency domain features. This enables processing time and frequency domain features separately and then combining them at a later stage. We also employ 1 × 1 convolutions to increase the number of learnable parameters (as an additional layer/set of weights). Along with the model, we also design a novel attention module that enables both spatial and channel attention. In order to achieve both spatial and channel attention with the same module, we need an attention weight matrix with dimensions equal to the DCNN block output. So that, each output feature map in each channel has it's own attention weights. We use the depthwise separable convolution [28] to output an n × m × c attention weight matrix. This enables spatial and channel attention to be achieved with a very small increase in number of parameters and computational operations. Using these techniques allows our model to achieve stateof-the-art performance on all three benchmark datasets for environment sound classification task, namely, ESC-10, ESC-50 [29] and UrbanSound8K [30] . The rest of the paper has been organized in the following manner: Section 2 briefly enlists previous research done on the ESC task using Deep CNNs and other previous state-of-the-art methods. Section 3 details our proposed ESC model consisting of multiple feature channels, the Deep CNN classifier and the Attention module. Section 4 explains our experimental setup and implementation details and also displays our final results on the datasets. Finally, section 5 concludes our work.
II. RELATED WORK
There have been several innovative and high performance approaches proposed for the task of environmental sound classification (ESC). Here, we focus on deep learning based and state-of-the-art methods on the ESC-10, ESC-50 and UrbanSound8K benchmark datasets. There have been many different deep learning and neural network based techniques used for the ESC task. One of the most popular methods that are at the core of the highest performing models for not only ESC but also for ASR are the Convolutional Neural Networks (CNNs) [31] . In [23] , a deep CNN was shown to give competitive results for the ESC tasks by thorough and exhaustive experimentation on the three benchmark datasets. In [32] , phase encoded filterbank energies (PEFBEs) was proposed as a novel feature extraction technique. It was shown that it outperformed vanilla filterbank energies (FBEs). Finally, a score-level fusion of FBEs and PEFBEs with a CNN classifier achieved best performance. So, it was shown experimentally that PEFBEs posses complementary features to FBEs. Another novel aggregation of feature extraction techniques was proposed in [33] . It was shown that aggregating multiple features with complementary behaviour along with a CNN outperformed models that consisted of Gaussian Mixture Model (GMM) classifier. The Teager Energy Operator (TEO) was used to modify the Gammatone cepstral coefficients to produce TEO-GTSC. TEO is able to track the energy changes in an audio signal very accurately. The best results were produced when Gammatone cepstral coefficients were combined TEO-GTSC with score-level fusion. A multi-temporal resolution CNN was proposed in [34] . Here, multiple CNNs with different filter sizes and stride lengths work on a raw audio signal on different temporal resolutions, in parallel. This hierarchy of features is combined by direct connections between convolutional layers which has better information flow (somewhat similar to DenseNets [35] ). An end-to-end approach based on feature extraction and classification of raw audio signals by CNNs was proposed in [18] . The model, called EnvNet, was able to achieve competitive performance on all three benchmark datasets. In the second version of the EnvNet, called EnvNetv2 [22] , the authors employed a mechanism called Between Class (BC) learning. In BC learning, two audio signals from different classes are mixed with each other with a random ratio. The CNN model is then fed the mixed sound as input and trained to output this mixing ratio. BC learning was also shown to boost the performance of other ESC models as well. Another approach based on 1D-CNNs working on raw audio signals is proposed in [21] . A 1D-CNN is used to classify environmental sounds on variable length raw audio waveforms. They show that no feature extraction is needed since the first layer of the 1D-CNN can be initialized as a Gammatone filter bank. Initializing the convolution kernels of the first layer by 64 band pass gammatone filters, the raw input signal is decomposed into 64 frequency bands. This approach that works on raw audio signals achieves 89% accuracy on the UrbanSound8K dataset. In [25] , a pure convolutional approach to ESC was proposed. The model proposed in [25] consisted of a very deep fully convolutional neural network with a maximum of 34 layers. The network was carefully designed with batch normalization layers and residual learning. Their 18 layer model gave the best performance which matched the performance of models that used log-mel features. A very innovative and effective unsupervised approach of learning a filterbank from raw audio signals was proposed in [36] . Convolutional Restricted Boltzmann Machine (Con-vRBM), which is an unsupervised generative model, was trained to raw audio waveforms. The authors show that the sub-band filters in the mid-frequency range resemble Fourier basis while in the low-frequency range resemble gammatone basis. A CNN is used as a classifier along with ConvRBM filterbank and score-level fusion with Mel filterbank energies. Their model achieves 86.5% on the ESC-50 dataset which was the state-of-the-art which we beat in this paper. Another innovative approach of using visual knowledge transfer learning for sound recognition was proposed in [37] . The model, called SoundNet, leveraged the large collection of unlabelled videos (with audio) to transfer discriminative visual information to boost environment sound classification. The visual information of the unlabelled videos was given as input to visual recognition networks and the raw audio waveforms from those videos were fed to the SoundNet. The model was trained to minimize the Kullback-Leibler divergence between the outputs of the SoundNet and the visual recognition network to transfer the visual information to the SoundNet. Finally, ignoring the output layer of the SoundNet, the model is used as feature extraction to train an SVM classifier. In [20] , the scarcity of data for training a Deep CNN was addressed by data augmentation techniques for audio signals. Data augmentation methods such as time stretching, pitch shifting, dynamic range compression and adding noise were used and thoroughly analysed with experiments on the Ur-banSound8K dataset. It was also shown that results can be further improved by class-conditional data augmentation. We use some of the augmentation techniques proposed in [20] . A novel data augmentation technique for audio was proposed in [19] . The method called Mixup is used to generate new training data for the CNN model. It consists of mixing two audio signals and their labels, in a linear interpolation manner, where the mixing is controlled by a factor λ. Time Stretch and Pitch Shift are also used for augmentation. Log-mel spectrograms and gammatone spectrograms are used as audio features as input to the Deep CNN model. In this way, their model achieves 83.7% accuracy on the UrbanSound8K dataset and competitive performance on the ESC-10 and ESC-50 datasets. Some well known State-of-the-art Deep CNNs such as AlexNet [38] and GoogleNet [39] were used for ESC in [40] . Features such as MFCC, Spectrogram and CRP of audio signals were extracted and treated as image representations which were then fed to the Deep CNNs. Both AlexNet and GoogleNet were able to obtain decent classification accuracies on benchmark ESC datasets. A complex two stream structure deep CNN model was proposed in [26] . It consists of two CNN streams which are combined with decision-level fusion at the end. One is the LMCNet which works on the log-mel spectrogram, chroma, spectral contrast and tonnetz features of audio signals and the other is the MCNet which takes MFCC, chroma, spectral contrast and tonnetz features as inputs. The decisions of the two CNNs are fused using the Dempster-Shafer evidence theory to get the final TSDCNN-DS model. It achieves 97.2% accuracy on the UrbanSound8K dataset, which was the stateof-the-art on that dataset, which we beat in this paper. There have also been a few contributions towards the ESC task that consisted of attention based systems. In [41] , a combination of two attention mechanisms, channel and temporal, was proposed. The temporal attention consists of 1 × 1 convolution for feature aggregation followed by a small CNN to produce temporal attention weights. On the other hand, channel attention consists of a bank of fully connected layers to produce the channel attention map. Using two separate attention models makes the system very complex and increases the number of parameters by a lot. We perform spatial and channel attention with just one depthwise convolutional layer (a 1 × 1 conv. is also added to adjust the number of channels). A multi-stream network with temporal attention for the ESC task was proposed in [42] . The model consists of three streams with each stream receiving one of the three stacked inputs: raw waveform, STFT (Short-time Fourier Transform) and delta STFT. A temporal attention model received the inputs directly and propagated it's output to the main models intermediate layers. Here, again, the model is too complex and also, the attention block doesn't receive any intermediate feedback from the main model. These exemplary research works mentioned above provide us with many insights by achieving high performance on difficult datasets. But, they also suffer from issues regarding feature extraction, computational complexity and CNN model architecture. In this paper, we try to address these issues and in doing so, achieve state-of-the-art performance. In the next section, we explain our model in detail.
III. PROPOSED ENVIRONMENT SOUND CLASSIFICATION
MODEL We propose a novel ESC model that consists of multiple feature channels extracted from the audio signal and a new DCNN architecture consisting of separable convolutions, that works on time and frequency domain separately and a depthwise convolution based attention mechanism.
Usually, one or two feature extraction techniques along with some statistical information is used as the feature set. However, just a couple of feature extraction methods aren't able to obtain a majority of distinguishable features for all categories of environment sounds. We address this issue by employing multiple feature extraction techniques and stacking their outputs like channels in an image to make them suitable for DCNN. The feature extraction stage consists of four channels of features, which are: Mel-Frequency Cepstral Coefficients (MFCC), Gammatone Frequency Cepstral Coefficients (GFCC), Constant Q-transform (CQT) and Chromagram. For the classification stage, we propose a CNN architecture that works better for audio data, as shown in Fig. 2 . We use spatially separable convolutions to process time and frequency domain features separately and aggregate them at the end. Also, the downsampling value is different for time and frequency domains in the maxpooling layers. Along side the main DCNN model, we add spatial and channel attention using the depthwise convolution. The attention module is attached to every block of the main model. It takes the output of the previous layer as it's input and returns an attention weight matrix, which is then applied to the output of the current main block. In the subsequent sub-sections, we explain the feature extraction and classification stages of our model.
A. Multiple Feature Channels
Some papers have advocated the use of aggregation of more than one set of features using different signal feature extraction methods to achieve higher performance [19] , [23] , [26] , [43] - [45] in both ASR and ESC tasks. But, most of these works employ just one or two sets of features with a combination of statistical measures. In this paper, instead of just using one or two feature extractors and feeding a one or two channel input to the CNN classifier, we employ four major audio feature extraction techniques to create a four channel input for the Deep CNN. Incorporating different signal processing techniques that extract different types of information provides the CNN with more distinguishable characteristics and complementary feature representations to accurately classify audio signals. Some previous research works [46] , [47] , have used multiple features extracted from signals. In [46] , multiple features are used with multiple classifiers to compare and analyse their results. But, all features are not used together in a single model. Whereas in [47] , multiple features have been used that consist of MFCC, some statistical measurements, logarithmic energy features and voice features. We process audio signals to extract features using the following methods: 1) MFCC: The Mel-Frequency Cepstral Coefficients (MFCC) has been one of the standard signal/audio feature extraction technique [7] and has been successfully used to benchmark applications like speaker recognition [48] , music information retrieval [49] , speech recognition [50] . The development of MFCC was propelled by human auditory perception. MFCCs produce a compact representation of an audio signal. It differs from other cepstral features in the frequency bands which are on the mel-scale. The detailed five step procedure to extract MFCCs can be found in [51] .
2) GFCC:
The Gammatone Frequency Cepstral Coefficients (GFCC) has also been a popular choice of feature extraction for audio/signal processing [8] . The gammatone filter is a linear filter that is outlined by an impulse response which is a product of a gamma distribution and sinusoidal tone. Hence, the name gammatone. It is especially advantageous to use GFCC with MFCC as they complement each other, due to the capability of GFCC being able to proficiently characterize transient sounds classes such as footsteps and gun-shots [43] . Detailed analysis of the benefits of combining MFCC and GFCC can be found in [44] .
3) CQT: The Constant Q-transform is a time-frequency analysis technique that is particularly suitable for music audio signals [9] , [52] , [53] . It is essentially a Gabor wavelet transform, so unlike STFT, it has higher frequency resolution for lower frequencies and higher time resolution for higher frequencies. Due to this, it was shown in [54] that CQT outperformed standard MFCC feature extraction for ESC using CNNs. The results shown in [55] , illustrated CQT's ability to capture low-to-mid level frequencies better than MFCC for audio scene classification, which is essentially the same task as ESC.
4) Chromagram:
Another feature extraction technique that is popular with music information retrieval and processing is the Chromagram [10] . Chroma based features are especially useful for pitch analysis of audio signals. They can be used to distinguish among audio signals by assigning them pitch class profiles. This makes chromagrams particularly proficient in audio structure analysis [56] . We use the STFT (Short-time Fourier Transform) spectrogram to compute chroma features. The implementation has been derived from [57] .
The MFCC, GFCC, CQT and Chroma features, with equal dimensions, are stacked together to create a four channel input for the Deep CNN. Each feature plays it's part in the classification task. MFCC acts as the backbone by providing rich features, GFCC adds transient sound features, CQT contributes with better low-to-mid frequency range features and finally Chromagram provides pitch category analysis and signal structure information. Figure 1 shows a graphical representation of the features extracted from an audio signal (Figure 1(a) ). All features are normalized between 0 and 1 using min-max normalization. From the figure, we can see the contrast in the values of each feature. Each spike in the amplitude of the audio signal shown in Fig.  1 (a) suggests that audio information is available in that region. Different feature extraction methods interpret this information in different ways. The methods mentioned above represent this information in contrasting ways with each of them giving distinct information. For example, the spike on the 4th second is represented differently in each feature. Some features, like the MFCC and GFCC, represent that spike with high values (as evident from the colour bar next to the graphs), whereas CQT and Chromagram represent it with low values (dark regions). The representation of MFCC is completely different as it provides some positive value in every region, with enough discrimination capabilities. On the other hand, the other features act as complementary features that eke out some additional distinguishable features. There might be more feature channels that can be added to further increase the discrimination strength of the input, but that can also increase the pre-processing overhead, number of kernels required to process the multi-channel input and computational complexity of the whole model. Hence, we restrict the number of channels to 4. We use the Convolutional Neural Network [31] as the audio signal classifier for the ESC task. The architecture of our Deep CNN for environmental sound classification proposed in this paper is shown in Fig. 2 . The main block, shown in Table  1 , consists of five repetitions of Conv2D-Conv2D-Conv2D-MaxPool-BatchNorm with different number of kernels and 
Dense --# Classes kernel sizes. Almost all convolutional layers are made up of spatially separable convolutions [27] . However, unlike spatially separable convolutions where an 1×m kernel is followed by an m × 1 kernel, we use two consecutive 1 × m kernels followed by two n × 1 kernels, where n = m. All strides are equal to 1. This is because we separate using the convolution operation on the time and frequency domain. The output O i of a convolution operation is given by:
where, W is the kernel, b is the bias, φ is the activation function and X i is the input. In the case of the ESC task, the input are the features extracted from the audio signals. Each feature set is of the shape (t, f, c), where t is the compressed time domain (compressed due to window size and hop length) and c is the number of channels. Each window of time yields f number of features (f = 128 in our model). So, we treat the time domain and the feature domain separately. The kernels with the form 1 × m work on the feature domain and the ones with n × 1 work on the time domain.
Using the 1 × m type of convolution operation enables the network to process each set of features from a time window separately. And, the n × 1 type of convolution allows the aggregation of a feature along the time domain. Now, c corresponds to the number of feature extraction methods we adopt (in our model, c = 4). So, each kernel works on each channel, which means that all different types of features extracted from the signal feature extraction techniques is aggregated by every kernel. Each kernel can extract different information from an aggregated combination of different feature sets. Another major advantage of using this type of convolution is the reduction in number of parameters. This is the primary advantage of separable convolutions when they were used in [27] and have probably been used earlier as well. For a kernel of size 1 × m, one dimension of the kernel is 1, it has the same number of parameters as a 1D convolution of kernel size m. But, it has the operational advantage of 2D convolution, as it works on two spatial dimensions. Also, this type of convolution operates in accordance with the way data is represented. In case of standard square kernels like n × n, which are used for computer vision tasks, the dimensions of the kernel are in accordance to the image's spatial structure. The 2D structure of an image represents pixels, i.e. both dimensions of an image represent the same homogeneous information. Whereas, in case of audio features, one dimension gives a compact representation of frequency features of a time window and the other dimension represents the flow of time (or sliding time window). So, in order to process information accordingly and respect the information from different dimensions of the input, we use 1 × m and n × 1 separable convolutions. Fig. 3 shows a small example of the difference between 1 An animated gif image is also added in the supplementary material for better visual explanation.
The y-axis is the time domain (time windows) and the x-axis contains the features extracted in a time window. The red rectangle represents a 1 × m kernel working in the feature domain, the blue rectangle represents a n × 1 kernel working in the time domain and the yellow rectangle represents a n × m standard kernel. The green arrows give the direction of the kernel's movement. The separable convolutions work on either the time or the feature domain. For example, the red kernel processes all features in time window t j , by performing a convolution operation (elementwise multiplication and addition) between the kernel weights and features extracted from time window t j . After moving over all features f 1 to f n on the time window t j , the kernel moves to time window t j+1 and performs the same operation by moving over all features in time window t j+1 . Similarly, the blue kernel processes the flow of feature f i by convolving it's kernel weights with the feature f i for each time window by moving over all time windows t 1 to t n . It continues to do the same for the next feature f i+1 . Since both the dimensions convey different information, the data usage efficiency if greater. However, in case of the yellow kernel, if it's a 3 × 3 kernel, it processes three features f i−1 , f i and f i+1 in three time windows t j−1 , t j and t j+1 . In this case, there is no consistency in gain of information. It reduces data usage efficiency and increases redundancy since both dimensions have different types of information. The square convolutions work best for images because they have the same information (pixel information) in both dimensions. However, the standard convolution has the advantage of extracting valuable time-feature relationship information which the time and feature separable convolutions ignore. So, we include standard (rectangular) convolutions in the last block (Block 5 in Table 1 ) to extract this relevant information and also combine the separate time and feature domain information. The pooling operations are also separate across the time and feature domain, in the same manner as the convolution operations. Note that, the time domain and feature domain kernel sizes are different. This is because t > f . These factors make the idea of combining multiple feature extraction methods to create a multi channel input more appealing for a convolutional neural network. Another advantage of using spatially separable convolutions is that they result in a reduction of parameters. In a standard n × n kernel, there are n 2 parameters. However, if it is spatially separated into 1 × n and n × 1 kernels, then the number of parameters becomes 2n. In our case, the 5 × 3 kernel has 15 parameters, whereas, the time and feature separated kernels, 5 × 1 and 1 × 3, have 8 parameters. The final batches of convolution and pooling operations combine the time and feature domain by using n × m kernels. These layers learn additional information across both the time and feature domains and assemble the information for the fully connected layers at the end to get the final solution. Along with separable convolutions, we also add 1 × 1 convolutions [58] . They act as channel-wise pooling, i.e. they pool across the time and feature domains. Using 1 × 1 convolutions is like having a fully connected layer which adds learnable parameters and depth to the network and increases the learning capabilities of a model at low computational cost [59] . We also add batch normalization layers [60] after every batch of convolutional layers. We use the Leaky ReLU [61] activation function, in equation 2, after every convolution and fully connected layer (except the last/output layer). We use the softmax function at the final layer to output class probabilities.
C. Deep Convolutional Neural Network: Attention Block
Attention based models have mostly been used in ASR [4] , [5] and Neural Machine Translation [62] . In these models, Recurrent Neural Network based models have been used for attention, which require the previous encodings, current state (and sometimes previous attention vectors), since in these tasks location information is also necessary. However, for the task of ESC, the whole audio clip (short), is assigned to a category, which means that we require content information rather than location information. The content information here is both available in spatial as well as channel directions. Extracting and making use of both spatial and channel information is tricky. In [41] , this was achieved by using two separate attention modules: one for spatial (temporal) and another for channel attention. However, this made the model very complex. In this paper, we achieve spatial and channel wise attention using a single attention module and dramatically reduce the number of parameters required for attention by using depthwise convolutions. The attention block, shown in Fig. 2 , runs in parallel with a main block. It takes the output feature map of the previous layer as it's input. The output of the attention block is element-wise multiplied with the output of the main block. In order for do this, the output dimensions of the attention block and main block must be equal n × m × c. The size of the max pooling operation in the beginning and the kernel size of the depthwise convolution ensure that the output of the attention block is the same as the output of the main block. The pooling size in the attention block is the same as the pooling size in the corresponding parallel main block. In standard convolution, each kernel of size n × m is applied to each channel and if there are c kernels, then this leads to n × m × c 2 operations. On the other hand, in the depthwise convolution, one kernel is applied to only one channel, which leads to n × m × c operations, i.e. a reduction of 1/c. Note that, c increases exponentially (2 i , where i is the number of layers) every layer. The depthwise convolution is followed by a 1 × 1 point-wise convolution to make the number of channels equal to c. So, we get the same output size of n × m × c, as the main block. But, before the element-wise multiplication of the attention matrix with the main block output, we add a batch normalization layer to normalize the attention weights. Normalization is important for smoothing. The batch-norm layer is followed by a ReLU activation, that makes the attention weight matrix sparse which makes the element-wise multiplication computationally efficient.
Equations 3 and 4 make up the attention module, where f is the depthwise separable convolution comprising of depthwise and point-wise convolution and φ is the ReLU activation function. This single attention module performs both spatial and channel attention. Channel-wise attention requires an attention weight for each output channel of the main block and spatial attention requires an attention weight for each spatial location in the output feature map. Our attention module produces c weights, which enables channel attention, and each weight in c is a matrix of n × m, which enables spatial attention. And, using a single depthwise separable convolution layer we are able to achieve this with considerably less number of parameters and operations.
The kernel size of the depthwise convolution corresponding to the different kernel sizes of the parallel main block is given by equation 5, where k a is the kernel size for the depthwise convolution in the attention block and k m is the kernel size of the spatially separable/aggregating convolutions in the main block. An advantage of using attention as a separate module that runs in parallel with every main block and connected before and after each main block, with less number of parameters and layers, is that it allows smooth propagation of the gradient like skip or residual connections [63] - [65] . The results in the next section show that, all these aspects of our model and each feature in the multi channel input contributes towards improving the performance of the system. We exhaustively test our model on the three benchmark ESC datasets: ESC-10, ESC-50 and UrbanSound8K. We achieve state-of-the-art results on all three datasets.
IV. EXPERIMENTS AND RESULTS
We report state-of-the-art results on ESC benchmark datasets, i.e. UrbanSound8K, ESC-10 and ESC-50, using the proposed model. We train and test our model on each of the three benchmark datasets according to the specified folds of training by using k-fold cross validation and averaging the classification accuracy across the folds. For ESC-10 and ESC-50, we use k = 5 and for UrbanSound8K, we use k = 10. We use Tensorflow [68] and Keras [69] to implement our CNN classifier and Librosa [70] , Essentia [71] and the Matlab Signal Processing Toolbox [72] for audio processing and feature extraction. In terms of hardware, we use the NVIDIA DGX-2 consisting of 16 NVIDIA Tesla V 100 GPUs with 32 Gigabytes of VRAM each and a system memory of 1.5 Terabytes. For every feature extraction technique, we extract 128 features for each window of length 1024 (3.2 ms) with a hop length of 512 (1.6 ms). We set the sampling rate for all datasets to 32kHz. We normalize all feature vectors to the range between 0 and 1 using min-max normalization. Our DCNN model is trained to minimize the categorical cross-entropy loss using the Adam optimizer [66] with Nestorov momentum [67] with default parameters. In order to avoid overfitting, we use Dropout with ratio 0.25 after the dense layer. To further improve the generalization performance of our model, L 2 regularization was used on the weights of the dense layer with regularization parameter λ = 0.1. We run our model for 500 epochs per fold. We set the initial learning rate of training to 0.01 and decrease it by a factor of 10 every 100 epochs. As shown in [19] , [20] , data augmentation plays a very important role in improving performance, especially when the model is large and data is scarce. Here, we use time stretch, pitch shift and add random gaussian noise as in [20] . These data augmentation techniques improve the accuracy of the model even further. We use a mini-batch size of 200. Table 2 displays the results of previous state-of-the-art ESC models that tested their methods on one or more of the three benchmark datasets. All of these models have been briefly described in Section 2. The last row of the table shows the results of our proposed model on the three datasets. For the UrbanSound8K dataset, the previous state-of-the-art accuracy was 97.2%, while we achieve 98.77% with our attention based DCNN. However, the previous state-of-the-art accuracies on the ESC-10 and ESC-50 datasets were 92.2% and 86.5% respectively. Whereas, our proposed model gains considerably higher accuracies of 96.75% and 93.50% on the ESC-10 and ESC-50 datasets respectively. This could be partly because some state-of-the-art models on the UrbanSound8K dataset, such as [21] , [26] , weren't tested on the ESC-10 and ESC-50 datasets. But, it's mostly because ESC-10/ESC-50 datasets have different dynamics compared to the UrbanSound8K dataset. This is evidenced from the fact that almost all models shown in Table 2 get varying accuracies for ESC-10/ESC-50 and UrbanSound8K datasets. Since ESC-10 and ESC-50 come from exactly the same distribution, the difference in the reported accuracies on them are quite predictable. However, the UrbanSound8K comes from a different distribution and more importantly it is an imbalanced dataset, unlike ESC-10/ESC-50. Also, the Urban-Sound8K dataset has varying sampling rate and audio length. We are pointing out these differences to show that despite these dissimilarities, our model is able to achieve very good performance on all three datasets. From Table 2 , we can also see that our proposed model is able to surpass human performance on the ESC-10 and ESC-50 datasets. Now, we show experimental analysis and results of our model on the ESC-10/ESC-50 and UrbanSound8K datasets separately. We show the performance of our model with different feature sets and the benefit of using data augmentation. We also test different architectures of our model. We compare our proposed separable convolutions with standard convolutions. We name our architecture as ADCNN-5, where 5 is the number of sequences of main and attention blocks. The architecture DCNN-5 is without attention. We keep the one fully connected layer and output softmax layer for all architectures. 
A. Datasets
We test our model on the well-known benchmark datasets for the task of Environment Sound Classification, namely, ESC-10, ESC-50 and UrbanSound8K.
1) ESC-10/ESC-50: The ESC-50 dataset is one of the most widely used environmental sound classification benchmark datasets [29] . It consists of 2000 audio files of 5 seconds length each, sampled at 16kHz and 44.1kHz. We use the set of audio files sampled at 44.1kHz and downsample them to 32kHz. The recordings in the ESC-50 dataset are categorized into 50 balanced and disjoint classes. The sounds can be divided into 5 major groups: animals, natural soundscapes and water sounds, human non-speech sounds, interior/domestic sounds, and exterior/urban sounds. The dataset has been pre-arranged into 5 folds for unbiased comparable results. We use these predetermined folds with 5-fold cross validation and report the average accuracy of our model across the 5 predefined folds, as mentioned in [29] . The ESC-10 is a subset of the ESC-50 dataset that consists of 10 balanced and disjoint classes (dog bark, rain, sea waves, baby cry, clock tick, person sneeze, helicopter, chainsaw, rooster, fire crackling) of 400 audio files. It uses the same implementation of pre-arranged 5 folds, which we follow for testing our model. We train our model for 500 epochs per fold and test the model on the remaining fold. We calculate the average of this test accuracy for all folds.
2) UrbanSound8K: The UrbanSound8K is a bigger dataset compared to ESC-10/ESC-50, with a collection of 8732 short (less than 4 seconds) audio clips of various environment sound sources [30] . It has also been widely used by researchers as a benchmarking dataset for their ESC models. Unlike ESC-50, the UrbanSound8K has varying sample rates for audio files. We sample the audio files at 32kHz. The dataset consists of audio signals categorised into 10 disjoint imbalanced classes: air conditioner, car horn, playing children, dog bark, drilling, engine idling, gun shot, jackhammer, siren, street music. So, even though UrbanSound8K has less categories than ESC-50, it has the class imbalance problem which makes generalization difficult. The dataset has been pre-arranged into 10 folds for unbiased comparable results. We use these pre-determined folds with 10-fold cross validation and report the average accuracy of our model across the 10 predefined folds, as mentioned in [30] . We train our model for 500 epochs per fold and test the model on the remaining fold. We calculate the average of this test accuracy for all folds.
B. Results
Each of these datasets possesses different characteristics that makes classification difficult. The ESC-50 is a difficult dataset to classify due to it's small size and large number of classes. We exhaustively test our model on this dataset and experimentally show the importance of having multi-channel feature input, attention, data augmentation, model size and separable convolutions. The UrbanSound8K dataset, like the ESC-50 dataset, presents many challenges like imbalance class distribution and varying sampling rates. In Table 3 , we show the effects of different feature sets and data augmentation on the model's performance on the ESC-50 and UrbanSound8K datasets. The accuracy of the model is at it's best with the full feature set, attention and data augmentation. Adding more features might have increased performance even further, but it would have increased the computational cost as well. As mentioned above, we use time stretch, pitch shift and add random gaussian noise to the audio signals as in [20] . Augmentation plays an important role in elevating the performance of our system as shown in Table 3 . Table 3 also shows the impact of using different combinations of MFCC, GFCC, CQT and Chroma features to create the feature set input for the ADCNN-5 model. With a single feature set, MFCC gives the best performance, closely followed by CQT. Same is the case with two and three feature combinations. Combining features with MFCC gives the highest performance boost, followed by CQT feature combinations. The Chromagram features act as add-on features that give a small rise in model accuracy. These findings are consistent among both the ESC-50 and UrbanSound8K datasets with difference being the amount of increase/decrease in accuracy, since the datasets are of different sizes. Data augmentation also has consistent and uniform performance effects on all the different feature sets.
Using separable convolutions (spatial or depthwise), has We also experiment with the depth of our model by varying the number of blocks from 3 to 7. We only add or remove blocks like block 1 to 4. A single aggregating block (block 5) at the end is common for all architectures. To increase the depth beyond 5 blocks, we remove the pooling layers. For ADCNN-6 and ADCNN-7, we remove the pooling layers of the first and second blocks. From Table 5 , we can see that the ADCNN-5 architecture performs the best. We suspect that the performance drops when the depth goes beyond 5 blocks due to overfitting since the number of trainable parameters increase with depth. For the shallower models, there aren't enough parameters to learn the patterns of the input data.
We also test our model with fewer number of features extracted by the audio feature extraction methods. Table 6 shows the results when the number of features are reduced. The model accuracy monotonically increases with the increase in the number of features. We stop at 128 features, which produces the best results, because more features add more complexity to the model. Also, increase in the number of features will result in much higher execution time for the feature extraction phase. The same tests were conducted on the ESC-10 dataset. The results were consistent with the findings shown above. ESC-10 is a subset of the ESC-50 dataset. We also report state-of-theart performance on the ESC-10 dataset with 96.75% accuracy. We have exhaustively tested our model with different variations and experimentally showing the reason behind choosing the specific components of our model. We show the importance of data augmentation in further increasing accuracy by a margin of ∼ +2% to 3%, which is in line with the findings of [20] , and using separable convolutions that separate the processing of time and feature domain information. We also show the importance of the multi-channel feature input and the increase in performance that one can achieve from carefully selecting multiple complementary feature extraction techniques. Our attention mechanism also boosts performance with a very small increase in the number of parameters, courtesy of the depthwise separable convolution. We explore the size of our DCNN model and choose the ADCNN-5 based on it's performance. Our system of multiple feature channel input and separable convolutions Attention based Deep CNN, with data augmentation achieves state-of-the-art performance on all three environmental sound classification benchmark datasets.
V. CONCLUSION
We propose a novel approach for environmental sound classification that consists of multiple feature channels and attention based deep convolutional neural network with domain wise convolutions. We combine feature extraction methods like the MFCC, GFCC, CQT and Chromagram to create a multi channel input for the CNN classifier. Each of these feature sets provide some specific and discriminatory information that increases classification accuracy. As the results suggest, each feature set contributes in boosting performance of the model.
The model consists of two block: Main block and Attention block. We employ a Deep CNN consisting of separable convolutions, pooling, 1 × 1 convolution and batch normalization layers along with Leaky ReLU activation, dropout and L 2 regularization in the main block. The convolution and pooling layers, in the main block, work on the time and feature domains separately. Along side the main block, we also use an attention mechanism that consists of depthwise separable convolution which produces an attention matrix for each channel of the corresponding parallel main block. Both channel and spatial attention are achieved using a small increase in number of parameters and operations. We test our model on the three benchmark datasets: ESC-10, ESC-50 and UrbanSound8K. We use simple data augmentation techniques like time stretch, pitch shift and add some random gaussian noise to further improve performance. Our model achieves 96.75%, 93.50% and 98.77% accuracy on ESC-10, ESC-50 and UrbanSound8K respectively, which is state-of-the-art performance on all three datasets. To the best of our knowledge, this is the first time when a model has achieved state-of-the-art performance on all three benchmark datasets. Although, further performance boost may be achieved by hyperparameter and architecture fine tuning. But, we leave that for future work.
