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協調フィルタリングである SVD（Singure Value Decomposition）[34]やPMF（Probabilistic Matrix
Factorization）[36]との比較を行う．ユーザに推薦された上位 k件のアイテムについて，適合率 [26]
や再現率 [2]，nDCG（normalized Discounted Cumulative Gain）[17]を比較した結果，評価件数が
少ないユーザが多数存在するようなデータセットにおいて従来手法と同等の推薦精度が得られたこ











































V，ユーザ xi ∈ U がアイテム yj ∈ V に付与した評価値を si,j とすると，GroupLensのアルゴリズ
ムでは次のようなステップでアイテムの推薦を行う．
• 推薦対象のユーザ xiと，他のユーザ xt ∈ U \ {xi}がともに評価を付与したアイテムの集合 Vi,t


















• ユーザ xiが未評価のアイテム yj に関して，yj を評価済みのユーザ集合 Uj を用いて，xiによ
る yj の予測評価値 ŝi,j の計算を行う．（式 (2.3)）

























































































る．代表的な評価指標には，MAE（Mean Absolute Error）と RMSE（Root Mean Square Error）
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(ŝi,j − si,j)2 (2.7)
予測誤差以外の評価指標として，推薦リストにおける上位 k件のランキングをユーザに提示する
方法がある．ランキングに向けた推薦精度を測る指標として，Precision at k（P@k）[26]，Recall at













再現率 [2]は，ユーザが興味を持つアイテムの集合 Ra のうち，推薦結果に含まれたアイテムの割








DCGをユーザが得られる最大のDCGの値とすると，nDCGは計算された DCGの値が ideal DCG
に近いほど 1に近づく．上位 k件の推薦結果に対するDCG@kは式 (2.10)，nDCG@kは式 (2.11)で
表される．Gi（i = 1, 2, · · · , k）は推薦リスト第 i位に位置するアイテムの利得を表し，データセッ
トの評価値またはバイナリの評価値を利用する．
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解法（Matrix Factorization）を提案している [21]．Netfrix Prizeとは，映画の DVDレンタル会社
である Netflix10が，自社の推薦システムの精度を 10％向上させるアルゴリズムに，100万ドルの懸
賞金をかけたコンテストであり，上述の行列分解法が推薦精度を 10.5%向上させ賞金を獲得した．
行列分解の概略を図 2.2に示す．N 人のユーザとM 個のアイテムからなる評価値行列 Sを，N や
M より小さい整数 kに対して，N × kで表されるユーザ行列 U とM × kで表されるアイテム行列
V に分解する．ユーザ xi のアイテム yj に対する予測評価値 ŝi,j は，ユーザの潜在因子ベクトル ui














(si,j − uTi vj)2 (2.14)
U，V を求めるために利用される最適化手法として，確率的勾配降下法（Stocastic Gradient Descent）







Sarwarらは，特異値分解（Singular Value Decomposition; SVD）を利用した手法を提案し，少な
い評価情報において予測精度が，2.1.1項で説明した近傍ベース協調フィルタリングよりも向上する
ことを示している [34]．SVDでは，評価値行列 S は，ユーザ行列 U・特異値行列 Σ・アイテム行列
V の 3つの行列の積により計算される．ここで，Σは k × kの対角行列で，対角成分は特異値と呼
ばれる．













Salakhutdinovらは，確率的なアプローチにより行列分解を扱う PMF（Probabilistic Matrix Fac-
torization）を提案している [36]．PMFでは，ユーザによるアイテムへの評価値と予測評価値との残
差 si,j − uTi vj が正規分布に従うと仮定し，ユーザとアイテムの潜在因子行列 U，V から，評価値行
列 S の生起確率を式 (2.16)のように定義する．






N(si,j |uTi vj , σ2)
]Ii,j
(2.16)













に関する重みと潜在因子ベクトルを表す．kをベクトル qi の次元数としたとき，< qi,qj >は，二
つの潜在因子ベクトルの内積を表し，式 (2.18)により計算される．これにより，二つの特徴量がど
の程度関連しているかが表現される．












qi,f · qj,f (2.18)










交互最小二乗法 [43]を中心に説明した後，提案手法で用いる BPR [29]について説明する．





(si,j − uivTj )2 (2.19)































= ui + η
∑
si,j∈Strain
vj · (si,j − uivTj ) (2.22)





= vj + η
∑
si,j∈Strain




その勾配を計算して更新を行う [21]．式 (2.24)，(2.25)を，ユーザ行列 U，アイテム行列 V の値が
収束するまで繰り返すことで，式 (2.19)を最小化する．
ui ← ui + η vj · (si,j − uivTj ) (2.24)
vj ← vj + η ui · (si,j − uivTj ) (2.25)
交互最小二乗法 [43]では，行列の観点で二乗誤差を扱う．ユーザ行列 U，アイテム行列 V の積に
よって得られる予測評価値行列と評価値行列 S の二乗誤差は式 (2.26)で表される．
E(U, V ) = (S − UV T )2 (2.26)
二乗誤差を最小化するために，式 (2.26)において，U，V どちらか一方を定数と見立て，E(U, V ) = 0
を解く．求められた U，V を新しい値として更新していくことにより，U，V が収束することが知ら
れている [43]．具体的な学習ステップを以下に示す．
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Step. 1 ユーザ・アイテム行列 U，V を初期化する．
Step. 2 U を定数として，式 (2.26)を V に対して解き，V を求められた値に更新する．
Step. 3 V を定数として，式 (2.26)を U に対して解き，U を求められた値に更新する．







Φの事後確率 p(Φ| >i)を，ベイズの定理により式 (2.27)で表す．
p(Φ| >i) ∝ p(>i |Φ)p(Φ) (2.27)


















する総合評価の評価極性と，アイテムの属性 ak に対する評価極性が一致する回数を Oi,k，一致しな
















P (X)を事象X の生起確率とすると，リフト値は式 (2.30)で定義される．
lift(X ⇒ Y ) = P (X ∩ Y )




た総合評価の評価極性と属性の評価極性をそれぞれXと Y に対応させる．ユーザのアイテム yj に対
する総合評価の評価極性が pt ∈ {pos, neg}となる事象をXtj，属性 ak の評価極性が pa ∈ {pos, neg}
となる事象をXaj,k とする．yj の ak に対するリフト値 liftj,k は，式 (2.31)で表される．









致率を扱う．yj に対する総合評価と ak に対する属性評価において，好評で一致した回数，不評で一
致した回数を Posj,k，Negj,k，yj における好評の数，不評の数をM，N とすると，yj の ak に対す

























合，ui,k をユーザ xiの属性 ak に関する評価一致率，ūiを xiの全ての属性に対する評価一致率の平












xi が未評価のアイテム yj に対して，yj を評価済みのユーザ集合を Uj とすると，xi に対する yj













リングに適用したアプローチを提案している [39]．L = {a1, a2, · · · , a4×|A|}をリフト値に対する属
性集合，lj,k を yj の ak に対するリフト値，l̄j を yj に対する全リフト値の平均とする．ここで，4種



































N 人からなるユーザ集合を U，L個からなる属性の集合を Aとし，ユーザ xi ∈ U の属性 aj ∈ A




u1,1 u1,2 . . . u1,L





uN,1 uN,2 . . . uN,L
 (3.1)
M 個のアイテムの集合を V，アイテム yi ∈ V の属性 aj に対する好評/不評一致率をそれぞれ vi,j，





v1,1 v1,2 . . . v1,L v1,L+1 . . . v1,2L

















測スコアの行列を計算する．予測スコアを表す行列 S は式 (3.3)により表せる．


































L× 2L行列のMR は wk,l を成分として，式 (3.4)で表される．
MR =

w1,1 w1,2 . . . w1,L w1,L+1 . . . w1,2L














表 3.1: αと β の組み合わせと詳細
R α β 組み合わせの詳細
MRD1 1 1 好評一致率・不評一致率を同等に考慮
MRD2 2 1 好評一致率を重視
MRD3 1 2 不評一致率を重視
MRD4 1 0 好評一致率のみを利用
MRD5 0 1 不評一致率のみを利用
MRD =





. . . . . .
...
. . .
. . . 0
...
. . .
. . . 0
0 . . . 0 α 0 . . . 0 −β
 (3.5)
本論文で用いる αと βの組み合わせ方について，表 3.1に示す．α，βは値が大きくなるほど好評/
不評一致率が強く影響を及ぼし，0に近づくにつれてその影響が無くなる．従って，α = βとして好
評・不評一致率を同等に考慮する場合，α = 2β（β = 2α）として好評・不評一致率の片方を倍程度


































2 + λ||MR||2 (3.7)
式 (3.7)で表される二乗誤差を最小化するために，確率的勾配降下法を利用してMR の更新を行






























ui,kvj,l(si,j − ŝi,j) + 2λwk,l (3.8)
従って，確率的勾配降下法による wk,l の更新は式 (3.9)で表される．
wk,l ← wk,l + η {ui,kvj,l(si,j − ŝi,j)− λwk,l} (3.9)









Algorithm 1 確率的勾配降下法によるMR の更新
1: t⇐ 1
2: while MR が未収束かつ tが規定回数を超えていない do
3: ランダムに si,j ∈ Strain をシャッフル
4: for si,j ∈ Strain do
5: for k = 1 to L do
6: for l = 1 to 2L do
7: wk,l ⇐ wk,l + η {ui,kvj,l(si,j − ŝi,j)− λwk,l}
8: end for
9: end for




14: t⇐ t+ 1
15: η ⇐ 0.1√
t
16: end while












BPRで用いるデータセットDsについて述べる．任意のユーザ xi ∈ U に対する，興味ありのアイ
テム yp ∈ V +i と興味無しのアイテム yn ∈ V \V
+
i のペアをDs として定義する（式 (3.10)）．










p(MR| >i) ∝ p(>i |MR)p(MR) (3.11)
p(>i |MR)に関して，全てのユーザとアイテムのペア (xi, yp, yn) ∈ U × V × V に対して，結合さ








·(1− p(yp >i yn|MR))δ((xi,yp,yn)/∈Ds) (3.12)
ここで，δは式 (3.13)で表されるニ値の関数である．
δ(a) =
1 (a is true)0 (otherwise) (3.13)







p(yp >i yn|MR) (3.14)
23
アイテム yp がアイテム yn よりランキングが上位の関係にあることを表現するために，p(yp >i
yn|MR)をシグモイド関数 σを用いて式 (3.15)で定義する．ここで，ŝi,p,nは，ユーザ xiによるアイ
テム ypの予測スコア ŝi,pとアイテム ynの予測スコア ŝi,nの差を表し，シグモイド関数 σは式 (3.16)
で定義される．





事前分布 p(MR)は平均 0，分散 σ2MRI（Iは単位行列）の正規分布に従うものと仮定する．式 (3.11)
の右辺に関する対数尤度を BPR-Optとして式 (3.17)で定義する．λは p(MR)の対数をとったとき
に現れる定数をまとめたもので，3.3節における正則化ハイパーパラメータと同等の役割を果たす．


































MR の事後確率 p(MR| >i)を最大化するために，BPR-Optを wk,l に関して偏微分し，BPR-Opt



















ŝi,p,n − λwk,l (3.18)












wk,l ← wk,l + η
{ −e−ŝi,p,n
1 + e−ŝi,p,n
· ui,k(vp,l − vn,l)− λwk,l
}
(3.20)
式 (3.20)をMRが収束するまで繰り返す．3.3節と同様に，学習率は η = 0.1√t とした．具体的なア
ルゴリズムを Algorithm 2に示す．
Algorithm 2 BPRによるMR の更新
1: t⇐ 1
2: while MR が未収束かつ tが規定回数を超えていない do
3: ランダムに (xi, yp, yn) ∈ Ds をシャッフル
4: for (xi, yp, yn) ∈ D do
5: for k = 1 to L do
6: for l = 1 to 2L do












14: t⇐ t+ 1




























アクセス, 料理・味, サービス, 雰囲気,
（FT） コストパフォーマンス, 観光客向け度, バリアフリー
livedoor グルメ
1-5 1 食事, サービス, 雰囲気, コストパフォーマンス
（LG）
YM，RT，HBのデータセットは，付与した評価件数が極端に少ないユーザやアイテムが極端に多





データセット（ml-20m）は，ユーザ数 138,493，アイテム数 27,278，総評価数 20,000,263で，密度













データセット ユーザ数 アイテム数 総評価数 密度
YM 18,507 6,746 523,730 0.00420
RT 24,704 7,297 324,308 0.00180
HB 31,976 8,101 72,386 0.00028
FT 17,940 12,178 94,062 0.00043








データセット ～10 11～20 21～40 41～80 81～160 161～
YM
9,995 3,481 2,585 1,647 899 500
（50.8%） （18.8%） （14.0%） （8.9%） （4.9%） （2.7%）
RT
14,292 5,519 3,526 1,195 167 5






16,395 881 384 170 70 40






データセット ～10 11～20 21～40 41～80 81～160 161～
YM
3,818 289 406 622 605 1,006
（56.6%） （4.3%） （6.0%） （9.2%） （9.0%） （14.9%）
RT
3,505 827 902 854 660 549
（48.0%） （11.3%） （12.4%） （11.7%） （9.0%） （7.5%）
HB
6,208 927 557 307 100 2
（76.6%） （11.4%） （6.9%） （3.8%） （1.2%） （0.0%）
FT
10,050 1,228 605 227 61 7
（82.5%） （10.1%） （5.0%） （1.9%） （0.5%） （0.1%）
LG
1,542 399 213 110 65 81





る，SVD [34]，NMF [23]，PMF [36]を採用する．システムの実装には Pythonのライブラリである
SciPy12とNimfa [45]を利用した．評価指標は，2.1.3節で説明した，P@k [26]，R@k [2]，nDCG@k
[17]を用いた．







モデルの評価とパラメータチューニングでは交差検証の一つである Double Cross Validation [13]




おける分割数 gとパラメータチューニングにおける分割数 hを共に 3としている．
ハイパーパラメータは，行列の次元数あるいは正則化パラメータの 2種類であり，グリッドサーチ
を用いてチューニングする．行列の次元は比較手法，正則化パラメータは提案手法で扱う．行列の次











(a) D\Di を h個に分割し，h個に分割されたデータセットをそれぞれ Fj とする．
(b) Fj をバリデーションデータ，F\Fj をトレーニングデータとする．
(c) トレーニングデータ F\Fj を利用して，モデルの構築を行う．
(d) バリデーションデータ Fj を用いて，P@k，R@k，nDCG@kを計算する．
















































手法 P@3 R@3 nDCG@3 P@5 R@5 nDCG@5
SVD 0.617 0.449 0.831 0.613 0.505 0.826
PMF 0.586 0.445 0.813 0.589 0.510 0.804
NMF 0.620 0.451 0.832 0.612 0.512 0.826
MCFPVSGD 0.578 0.431 0.806 0.579 0.495 0.801
MCFPVBPR 0.578 0.431 0.806 0.579 0.495 0.801
MCFPVMRD1 0.578 0.431 0.806 0.579 0.495 0.801
MCFPVMRD2 0.578 0.431 0.806 0.579 0.495 0.801
MCFPVMRD3 0.579 0.431 0.807 0.580 0.496 0.801
MCFPVMRD4 0.578 0.431 0.806 0.579 0.495 0.801
MCFPVMRD5 0.580 0.432 0.807 0.581 0.496 0.802
表 4.11: RTにおける推薦精度
手法 P@3 R@3 nDCG@3 P@5 R@5 nDCG@5
SVD 0.845 0.576 0.917 0.841 0.642 0.914
PMF 0.839 0.573 0.913 0.834 0.642 0.909
NMF 0.847 0.576 0.918 0.842 0.647 0.914
MCFPVSGD 0.829 0.566 0.908 0.826 0.635 0.905
MCFPVBPR 0.829 0.566 0.908 0.825 0.635 0.905
MCFPVMRD1 0.829 0.566 0.908 0.826 0.635 0.905
MCFPVMRD2 0.829 0.566 0.908 0.825 0.634 0.905
MCFPVMRD3 0.829 0.566 0.908 0.826 0.635 0.905
MCFPVMRD4 0.828 0.566 0.908 0.826 0.635 0.905
MCFPVMRD5 0.829 0.566 0.909 0.826 0.635 0.905
32
表 4.12: HBにおける推薦精度
手法 P@3 R@3 nDCG@3 P@5 R@5 nDCG@5
SVD 0.892 0.869 0.957 0.883 0.920 0.949
PMF 0.890 0.867 0.956 0.882 0.920 0.947
NMF 0.892 0.868 0.958 0.883 0.920 0.950
MCFPVSGD 0.894 0.869 0.957 0.888 0.918 0.949
MCFPVBPR 0.893 0.870 0.958 0.893 0.919 0.950
MCFPVMRD1 0.894 0.869 0.958 0.890 0.916 0.950
MCFPVMRD2 0.894 0.867 0.958 0.889 0.921 0.951
MCFPVMRD3 0.893 0.871 0.958 0.890 0.923 0.952
MCFPVMRD4 0.893 0.869 0.958 0.889 0.926 0.951
MCFPVMRD5 0.894 0.869 0.959 0.884 0.921 0.951
表 4.13: FTにおける推薦精度
手法 P@3 R@3 nDCG@3 P@5 R@5 nDCG@5
SVD 0.697 0.626 0.929 0.675 0.641 0.918
PMF 0.690 0.625 0.928 0.674 0.643 0.917
NMF 0.691 0.619 0.926 0.669 0.632 0.915
MCFPVSGD 0.662 0.603 0.914 0.638 0.614 0.900
MCFPVBPR 0.662 0.603 0.914 0.638 0.612 0.900
MCFPVMRD1 0.664 0.603 0.914 0.638 0.615 0.900
MCFPVMRD2 0.665 0.604 0.915 0.640 0.616 0.901
MCFPVMRD3 0.663 0.602 0.914 0.638 0.614 0.900
MCFPVMRD4 0.666 0.606 0.915 0.641 0.616 0.901
MCFPVMRD5 0.663 0.603 0.913 0.639 0.614 0.900
表 4.14: LGにおける推薦精度
手法 P@3 R@3 nDCG@3 P@5 R@5 nDCG@5
SVD 0.696 0.796 0.962 0.712 0.831 0.931
PMF 0.637 0.765 0.948 0.672 0.812 0.936
NMF 0.678 0.777 0.950 0.700 0.814 0.931
MCFPVSGD 0.672 0.772 0.946 0.692 0.808 0.924
MCFPVBPR 0.671 0.773 0.946 0.694 0.813 0.924
MCFPVMRD1 0.671 0.772 0.945 0.691 0.810 0.924
MCFPVMRD2 0.672 0.772 0.945 0.690 0.808 0.924
MCFPVMRD3 0.671 0.771 0.945 0.691 0.809 0.924
MCFPVMRD4 0.672 0.772 0.945 0.692 0.810 0.925
MCFPVMRD5 0.671 0.771 0.945 0.690 0.808 0.924
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かる．特に，図 4.17-(d)や 4.21-(a)，(d)などを見ると，YMや FTのデータセットでは，どの評価
件数のユーザに対しても提案手法が SVD，NMF，PMFに比べて劣っていることがわかる．










実験の Double Cross Validationにおけるチューニング結果の一回を取り上げると，NMFの次元数
は 40でチューニングされている．この場合，NMFではユーザ行列に 18,507×40，アイテム行列に
6,746×40の学習パラメータが存在する．それに対して，提案手法は関係行列中の |属性数 | × 2|属










(a) YM (b) RT
(c) HB (d) FT
(e) LG
図 4.16: 評価件数ごとの P@3
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(a) YM (b) RT
(c) HB (d) FT
(e) LG
図 4.17: 評価件数ごとの P@5
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(a) YM (b) RT
(c) HB (d) FT
(e) LG
図 4.18: 評価件数ごとの R@3
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(a) YM (b) RT
(c) HB (d) FT
(e) LG
図 4.19: 評価件数ごとの R@5
38
(a) YM (b) RT
(c) HB (d) FT
(e) LG
図 4.20: 評価件数ごとの nDCG@3
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(a) YM (b) RT
(c) HB (d) FT
(e) LG






表 4.9～4.13 に Diversity@3 と Diversity@5 の計算結果を示す．表 4.9，4.13 より，MCFPVSGD
が上位 3，5 件のどちらの場合でも一番多くの種類のアイテムを推薦できている．表 4.10 では，
MCFPVMRD4 が上位3，5件で多彩なアイテムを推薦できている．表4.11より，上位3件でMCFPVBPR，















































































(a) YM (b) RT
(c) HB (d) FT
(e) LG
図 4.16: 評価件数ごとの Diversity@3
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(a) YM (b) RT
(c) HB (d) FT
(e) LG












物語 配役 脚本 映像 音楽 物語 配役 脚本 映像 音楽
物語 0.437 0.712 0.598 0.596 0.408 0.286 0.169 0.443 0.178 0.411
配役 0.199 0.323 0.352 0.307 0.195 0.060 0.126 0.261 0.031 0.161
脚本 0.326 0.496 0.471 0.389 0.256 0.408 0.261 0.525 0.354 0.524
映像 0.054 0.161 0.176 -0.009 -0.144 0.183 0.148 0.348 0.278 0.426
音楽 0.273 0.407 0.331 0.258 0.136 0.220 0.177 0.358 0.170 0.386











物語 配役 脚本 映像 音楽 物語 配役 脚本 映像 音楽
物語 0.576 0.866 0.076 0.348 0.795 0.182 0.872 0.875 0.403 0.203
配役 0.730 0.731 0.878 0.549 0.283 0.306 0.084 0.229 0.243 0.712
脚本 0.734 0.417 0.078 0.070 0.264 0.880 0.632 0.183 0.695 0.713
映像 0.348 0.136 0.932 0.054 0.059 0.622 0.411 0.069 0.928 0.059
音楽 0.361 0.139 0.886 0.117 0.608 0.323 0.868 0.930 0.905 0.262
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サービス 立地 部屋 施設 風呂 食事 サービス 立地 部屋 施設 風呂 食事
サービス 0.756 0.369 0.557 0.102 0.812 0.567 -0.160 -0.236 0.317 0.360 0.312 -0.011
立地 0.403 -0.031 0.558 0.290 0.580 0.186 0.214 -0.027 0.678 0.564 0.668 0.303
部屋 0.169 -0.260 0.180 -0.046 0.333 -0.028 0.134 0.043 0.443 0.455 0.582 0.330
施設 0.342 -0.064 0.438 0.264 0.538 0.086 0.150 0.174 0.720 0.540 0.710 0.517
風呂 0.513 0.094 0.326 0.157 0.566 0.197 0.040 -0.208 0.518 0.474 0.554 0.270
食事 0.118 -0.370 0.163 -0.053 0.304 -0.061 -0.065 -0.195 0.353 0.304 0.439 0.137







サービス 立地 部屋 施設 風呂 食事 サービス 立地 部屋 施設 風呂 食事
サービス 0.963 0.168 0.958 0.760 0.256 0.757 0.457 0.717 0.781 0.906 0.210 0.684
立地 0.725 0.918 0.390 0.777 0.269 0.604 0.564 0.100 0.895 0.921 0.014 0.074
部屋 0.226 0.590 0.239 0.139 0.560 0.582 0.409 0.234 0.999 0.566 0.592 0.591
施設 0.690 0.989 0.047 0.240 0.840 0.256 0.415 0.140 0.940 0.240 0.402 0.672
風呂 0.450 0.012 0.839 0.515 0.349 0.526 0.424 0.327 0.770 0.284 0.586 0.266
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[17] K. Järvelin, and J. Kekäläinen, IR evaluation methods for retrieving highly relevant docu-
ments. Proceedings of the 23rd Annual International ACM SIGIR Conference on Research,
and Development in Information Retrieval, pp. 41-48, 2000.
[18] C. Jayawardhena, Personal values’ influence on e-shopping attitude, and behaviour. Internet
Research, Vol. 14, No. 2, pp. 127-138, 2004.
[19] A. Karatzoglou, X. Amatriain, L. Baltrunas, and N. Oliver, Multiverse recommendation: n-
dimensional tensor factorization for context-aware collaborative filtering. Proceedings of the
4th ACM Conference on Recommender Systems, pp. 79-86, 2010.
[20] L. Konstas, S. Vassilios, and M. J. Joemon, On social networks, and collaborative recommen-
dation. Proceedings of the 32nd Annual International ACM SIGIR Conference on Research,
and Development in Information Retrieval, pp. 195-202, 2009.
[21] Y. Koren, R. Bell, and C. Volinsky, Matrix factorization techniques for recommender system.
Computer, Vol. 42, No. 8, pp. 30-37, 2009.
[22] D. D. Lee, and H. S. Seung, Learning the parts of objects by non-negative matrix factorization.
Nature, No. 401, pp. 788-791, 1999.
[23] D. D. Lee, and H. S. Seung, Algorithms for non-negative matrix factorization. Advances in
Neural Information Processing Systems 14, pp. 556-562, 2001
[24] S. Lee, J. Yang, and S. Y. Park, Discovery of hidden similarity on collaborative filtering
to overcome sparsity problem. Proceedings of the 7th International Conference on Discovery
Science, pp. 396-402, 2004.
[25] G. Linden, B. Smith, and J. York, Amazon.com recommendations item-to item collaborative
filtering. IEEE Internet Computing, Vol. 7, No. 1, pp. 76-80, 2003.
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