We developed Relational Data Mining approach which allows to overcome essential limitations of the Data Mining and Knowledge Discovery techniques. In the paper the approach was implemented to adapt the original 'Discovery' system to the computational biology needs. The objects under consideration, eukaryotic transcription regulatory regions, are characterized by the great variety of context physicochemical and conformational DNA features. The currently available tools aimed at the regulatory regions analysis are sensitive to specific DNA features; therefore they produce poor results on complex heterogeneous data. Development of a method integrating the results of different recognition programs is a challenging task. We have developed the 'ExpertDiscovery' system, which discovers the hierarchically complicating set of complex signals based on different elementary signals. It provides a powerful tool to construct a model of regulatory region generalizing the results of different programs. Besides, the system is an independent tool for analysis. In the paper we demonstrate that 'ExpertDiscovery' outperforms the position weight matrix in the case when the elementary signals introduced to the system are nucleotides at specific positions. The system is able to discover biologically significant, simple to complex models of potential transcription factor binding sites for regulatory regions of interferon-inducible genes.
Introduction
The 'ExpertDiscovery' system [36] discovers complex signals, recursively defined in the first order logic based on elementary signals revealed by other programs. The main advantage of the 'ExpertDiscovery' system is that it provides a powerful tool to construct models of regulatory regions integrating different DNA characteristics. Generally, the program appears to be an adaptation of the Relational Data Mining approach and the original system 'Discovery' [14] to knowledge acquisition tasks on DNA sequences.
Eukaryotic transcription regulatory sequences constitute a small fraction of the roughly 95% of the mammalian genome that does not encode proteins, but they determine the level, location and chronology of gene expression [8] . Regulatory regions are characterized by complex modular hierarchical structure and as the first level of organization possess transcription factor (TF) binding sites (TFBSs). A pair of neighboring TFBSs organizes the so called composite element and in that case their joint action appears to be synergetic or antagonistic, different from if they act independently [11] . The up next level of organization consists of composite elements, promoters, silencers and enhancers. The block-like organization of 5'-regulatory regions means the existence of alternative promoters generally located at a considerable distance from each other. The blockhierarchical structure of regulatory regions provides flexible regulation on the level of transcription by switching separate elements.
Thus, each level of organization sets its own task to investigators. The first of them is TFBSs prediction, methodologically difficult by itself due to the high variety of DNA binding proteins and the tissue-and stage-specific mechanisms of regulations. The up next task is the discovery of TFBSs pattern, in other words, the task of a localization of a promoter belonging to a certain functional class according to its transcription regulation specificity [26] . The highest hierarchical level corresponds to the system of integral regulation of transcription defined by the superposition of different DNA codes [31] .
The tasks of regulatory region analysis are complicated and challenging the Knowledge Discovery in Databases and Data Mining (KDD&DM) approaches. KDD&DM algorithms applicable to bioinformatics tasks are: decision trees, neural network, Hidden Markov Models (HMM), genetic algorithms, etc. [30] . The traditional approach to predicting TFBSs is the position weight matrix (PWM), indeed a very powerful tool, but still possessing obvious drawbacks and limitations [29] . Despite the evident importance of noncoding sequences in gene regulation, our ability to describe and properly localize them is extremely limited. These known approaches turn out to be rather restricted, confronting the lack of sufficient training data and degenerate nature of biological objects under analysis.
To overcome the above drawbacks, we propose that the Relational Data Mining approach be applied and the 'Discovery' system be adapted to the tasks of regulatory region analysis. For this purpose, we developed the special 'ExpertDiscovery' system. From the biological viewpoint, it allows to integrate the great variety of context, physicochemical and conformational DNA characteristics, which could be cached by different bioinformatics tools, and thus to overcome in part the shortage of training data. The Relational Data Mining approach allows extending the class of hypotheses to be tested.
The rest of the paper is organized as follows: Section 2 covers the state of the art of the complicated problem under consideration. Section 3 describes the 'Discovery' system based on the Relational Data Mining approach. Section 4 introduces the 'ExpertDiscovery' system adapted for bioinformatics tasks. Section 5 presents the experimental results, obvious examples of the 'ExpertDiscovery' application to real biological data. We cite two cases, in the first one the elementary signals to build the complex are nucleotides at certain positions, and in the other, they are potential TFBSs.
State of art.
Analysis of gene transcription regulatory regions is of great importance for understanding molecular mechanisms of transcription. The complex and challenging task assumes the number of subgoals to be determined and different biological contexts to be considered.
First of all, it is the task of TFBSs prediction, methodologically difficult by itself due to the high variety of DNA binding proteins and the tissue-and stage-specific mechanisms of regulations resulting in the degenerate nature of TFBSs. These sequences vary in length, position, redundancy, orientation in the DNA chain, and bases. As a direct consequence, the problem of the large number of false-positives necessarily takes place manifesting itself in the poor predictive performance of the corresponding software.
The traditional approach to prediction of TFBSs is the position weight matrix, indeed a very powerful tool, but still possessing the obvious drawbacks and limitations. [29] . PWM and consensus-based methods involve explicit assumption concerning the independent contribution of each nucleotide position to the binding affinity, producing the cumulative effect to the binding strength. In PWM, elements simply correspond to the probabilities of observing each nucleotide at each position. Numerous works [4, 20, 3, 32] indicate that the nucleotides of TFBSs cannot be treated independently. This assumption is invalid and contradicts the processes underlying the biological model. Predictions can be further strengthened by taking into account the sequence context in which a predicted site is found.
TFBSs clusters controlling eukaryotic gene expression form cis-regulatory modules. The transcription rate of a gene is guided by the artful interplay between DNA-binding TFs. The complexity of regulation is determined by the variety of possible states of regulatory regions when one or other subset of elements is switched on (a particular TF binds to the corresponding site) and by the diversity of combinations of interacting TFs [5] . The diversity of cis-regulatory regions is again the main challenge to recognition software.
Cis-regulatory module discovery methods include statistical approaches, in particular using dynamic programming to find the most significant clusters of putative binding sites of user-defined TFs [10] , HMMs [27, 2, 39, 7] , HMMs involving Bayesian statistics for estimation of some parameters [37] .
The principal concern is identification of targets for two TFs binding in coordination, a so called composite element, as the simplest model of cooperative binding. A pair of neighboring TFBSs forms a composite element and in that case their joint action appears to be synergetic or antagonistic, different from the situation when they act independently [11] . FastM is the method developed to search for task-specific models of transcription regulatory units, masks of binding sites in conserved order, separated by spacer [12] . The program allowed defining the model of the experimentally verified NFκB/IRF1 regulatory module and correctly predicting it in the positive set of HLA-A, HLA-B, β-2-microglobulin and β-IFN gene promoter sequences.
Methods to discover cis-regulatory modules possess considerable drawbacks arising from the incomplete set of known TFs critical for biological system function; rather limited training data on known binding sites; and small number of special cases of literaturederived regulatory modules for predominant tissues, insufficient to grasp a more general pattern.
While control of transcription rates is implemented at the levels of the initiation of transcription by RNA polymerase II, activation or repression of transcription by TFs binding to regulatory elements, three-dimensional structure of chromatin, the highest hierarchical level corresponds to the system of integral regulation of transcription defined by the superposition of different DNA codes [31] . This suggests that it is important to consider a sufficient body of information to recognize the regulatory regions as the transcriptional machinery does, taking into account the variety of context, conformational and physicochemical DNA features [25] .
An example of such approach to regulatory region identification, namely, promoters discovery, integrating different DNA encodings is the program PromoterExplorer [38] . As input it takes a high-dimensional vector of various DNA features as the local distribution of pentamers, positional CpG island features and the digitized DNA sequence.
Relational Data Mining approach and 'Discovery' system
Molecular data are so complicated that it is insufficient now to apply or develop a particular method for verification of a particular kind of hypotheses. If we do not "guess" the kind of a hypothesis corresponding to the regularity hidden in the data, we will fail to obtain the result. The achievement of a biological result demands tools for analysis of a task when the regularity is not known a priori but should be detected. We have to perform flexible study of regularities hidden in data, and this study should constantly outstep the limitations imposed by both the data and the class of hypotheses checked. Therefore, in spite of the advantages of KDD&DM methods, their potential in data analysis is limited, and they do not allow arbitrary alteration of the data under study or classes of hypotheses verified.
Any KDD&DM method explicitly or implicitly assumes:
(1) some quantities for input data; (2) language (ontology) of a particular KDD&DM method to manipulate and interpret data and results; (3) class of hypotheses to be tested on data (knowledge space of the KDD&DM approach) in terms of that language; (4) the ontology of the particular KDD&DM method should be interpretable in the ontology of the subject domain. The knowledge extracted by a KDD&DM method is the set of confirmed hypotheses that are interpretable in the ontology of the KDD&DM method and in the ontology of the subject domain. Thus, the main characteristics of a particular KDD&DM method are: the ontology of the method and its knowledge space.
To overcome the limitations of KDD&DM methods determined by their ontology and knowledge space we developed a Relational Data Mining approach [14] based on knowledge extraction from data using various classes of hypotheses in the first-order logic. For that purpose a special data mining method 'Discovery' was developed. This approach overcomes limitations of particular KDD&DM methods in the following ways: a) extends the data type notion, using the first-order logic and the measurement theory for representation of various data types in the many-sorted empirical systems; b) uses any background knowledge presented in the first-order logic; c) extracts various hypotheses classes, formulated in the first-order logic. The 'Discovery' system allows study of a priori unknown regularities of genetic sequence structures. The advantages of the 'Discovery' system [14] over other DM&KDD methods are:
• It can process data of any type measured with reference to any scales, in particular: relations: preference, partial order, grids, etc.; scales: names, order, loglinear, etc.; structures: trees, networks, graphs, etc.; combinations of all these values, which are of particular importance for heterogeneous databases.
• To retrieve this information, it applies the results of the measurement theory, which shows how all information stored in measured values can be presented by a set of interpreted relations and operations and, • It can use any background knowledge represented in the first-order logic;
• It can detect and verify any kind of hypothesis formulated in the first-order logic;
• It detects hypotheses in the form of 'law-like' rules that meet all major requirements imposed on natural laws: maximum falsifiability, simplicity, and least numbers of parameters.
• The exhaustive search of specified hypotheses may be immense. For efficient search, the 'Discovery' system uses directed hypothesis search. This search is based on the following theoretical results defining systems of hypothesis ordering: a) arrangement by the strength of scales used in the rules. The weaker is the scale, the simpler is the rule. Rules for more complicated scales are refinements (by the information they contain) of simpler rules; b) arrangement of rules by logical strength. The search should start from logically strongest rules; c) it can be proven that not all rules should be sought but only 'law-like' ones [34] . d) search of rules, taking into account conditions a-c, is performed by a special semantic probabilistic inference, using only 'law-like' rules.
• The resulting knowledge base can be applied to prediction by using the aforementioned semantic probabilistic inference. It has been proven [35] that predictions by a semantic probabilistic inference yields the highest estimate of the conditional probability of the prediction and avoid the problem of statistical ambiguity. As for bioinformatics problems, the 'Discovery' system should be adjusted with regard to the specific features of input data and hypotheses. For this purpose, we did the following:
(1) developed input formats and the system of visualization of symbol sequences with indication of signals revealed by other methods; (2) in order to investigate structural regularities of regulatory gene regions: developed a system for on-line specification of biologically important relations and operations on a symbol genetic sequences including signals revealed by other methods. The 'ExpertDiscovery' system, described below, allows specifying various intervals, distances between signals, and signal repeats. (3) developed a system for on-line specification of a biologically important class of hypotheses for subsequent check on data; (4) adapted the method of hypothesis discovery developed for the 'Discovery' system to this type of problems; As a result an 'ExpertDiscovery' system was developed that is described in the next section.
'ExpertDiscovery' system
The interactive system 'ExpertDiscovery' allows the expert-biologist to investigate the regularities of the molecular-genetics structure by discovering the knowledge in the form of the complex signals. The complex signals are built from the elementary signals generally obtained by other methods. As the elementary signals the system takes:
(1) nucleotides, the context signals, any words in the 15 IUPAC code; (1) putative functional sites, discovered by the well established approaches, such as PWM, HMM, BLAST [21] and others; (2) degenerate oligonucleotide motifs [33] ; (3) sites with conservative conformational or physical-chemical features (such as double-helix angle twist, DNA melting temperature) [24] ; (4) secondary structure element (Z-DNA, RNA hairpin); (5) low complexity region (polytracks) [23] (6) the nucleosome formation sites [17] The complex signal is defined hierarchically and by the induction:
-the elementary signal (e.g. nucleotide, oligonucleotide, see above) is the complex signal; -the "repetition" N times (
) of the complex signal is the complex signal. The distance between the neighbor complex signals varies in the user specified range; -"orientation" (forward, reverse) of the complex signal is the complex signal; -location of the complex signal (relative to the transcription start) restricted to the certain "interval", defined by user, is the complex signal; -a pair of ordered complex signals located on some "distance" from each other is the complex signal. Distance varies in the user specified range; -the logic "conjunction" of the complex signals is the complex signal. Generally, you are free to organize the most suitable to the data domain list of predicates (such as "repetition", "orientation" and so on) that would participate in the complex signal notion. The main advantage of 'ExpertDiscovery' system is that it provides a powerful tool to formulate the verifiable hypothesis, to choose the language of hidden regularities.
In 'ExpertDiscovery' system the 'law-like' rules appear to be the complex signals characterized by the set of parameters: conditional probability value, significance level (according to Fisher criterion applied to contingency tables), positive/negative coverage (the number of sequences that satisfy the complex signal).
According to the 'Discovery' methodology 'ExpertDiscovery' step by step complicates the current complex signals and finds all chains of nested signals. The complication is realized by the semantic probabilistic inference in such a way when the elementary signals in the complex signal (Fig. 1) are replaced by the predicates "repetition", "orientation", "interval", "distance" from the user-specified list of predicates. The current signal becomes complicated, if the new complicated signal possesses the higher conditional probability value and the lower significance level.
Essentially the complex signal can be expressed by the hierarchical tree ( Fig. 1) . figure) . Let us follow the left branch of the tree. The nucleotide G is located between the nucleotides A and T, distances between the nucleotides A and G, G and T vary in the user-specified borders. This complex signal is repeated along the DNA length.
The principal merit of 'ExpertDiscovery' system distinguishing it from other systems [38, 9] is the ability of hierarchical analysis of the regulatory regions by means of the hierarchically complicating complex signals. Analyzing the nucleotide context of regulatory regions sequences as the prior information the system takes the markup of specific nucleotides and their positions, thus each complex signal defines the specific nucleotide pattern. The totality of discovered complex signals allows recognizing the short DNA stretches (such as TFBSs with flanks). At the up next level of hierarchy taking as the prior knowledge the conformational or physical-chemical DNA features, overrepresented degenerate oligonucleotide motifs, three-dimensional structure of chromatin and all the signals obtained on the previous level, 'ExpertDiscovery' reveals the complex signals that correspond to the system of integral regulation of transcription defined by the superposition of different DNA codes [31] .
These properties of 'ExpertDiscovery' system provide the powerful tool to solve the complicated task -constructing the model of regulatory region generalizing the results of different programs. Fig. 2 presents the screen shot of the system interface; at the right there is the schematic sketch of the nucleotide sequences under analysis, namely the promoter regions of the endocrine system genes and after the blank the randomly generated sequences, constituting the promoter background. At the left there are the complex signals discovered by the 'ExpertDiscovery' system and parameters of some selected signal. Here as the elementary signals we used the degenerate oligonucleotide motifs discovered by ARGO system in the 15 IUPAC code [33] . The selected complex signal denotes the group of three ordered motifs located at the distance, varying from 20 to 30 nucleotides. The location of the complex signal on the promoter regions is reflected by the dark rectangles.
The system is realized in the interactive mode with the feedback possibility, being in the dialogue with the system one can visualize the complex signal, i.e. to look through the hierarchical tree of the complex signal (Fig. 1,2) and to observe how the complex signal is projected to the data. The system allows editing the complex signals, to manipulate the predicate's degrees of freedom (for example, the number of 'repetitions", and the range of "interval"). 
Experiments.

Biological data analysis in the case when the elementary signals are nucleotides.
In the case when the elementary signals are nucleotides the system can discover regularities in the nucleotide context.
We analyzed the DNA targets of three protein families: steroidogenic factor-1 (SF1), sterol regulatory element binding protein (SREBP), and early growth response factor 1 (EGR1). The training data sets (sequences of TFBSs with flanks) were retrieved from the TRRD database [13] .
We performed the accuracy comparison of the system and the PWM according to the bootstrap procedure [6] . Totally, the data sets contained 53 sequences (SF1 BSs), 38 (SREBP), 22 (EGR1). First of all, we tried the PWM on different sequences lengths as it was described in [16] to reach the highest PWM recognition accuracy. When the optimal sequence lengths for PWM were found to be 13 nucleotides (SF1 BSs), 18 (SREBP) and 10 (EGR1), we prepared positive training sets containing sequences of BSs of the same length. The negative training set consisted of randomly generated sequences with the same frequencies as in the positive set.
The positive training sets were randomly sampled 7 times into the new subsets, each containing 90% of the whole data sets. The PWM and 'ExpertDiscovery' methods trained on the basis of these subsets were applied to the rest of sequences (control subsets, 10% of the whole data set). For each of the control TFBSs we estimated the false positive (FP) rate relying on the sets of randomly generated sequences of sufficient size (each set of 1 000 000 sequences). Further we ranged the joint set of the control TFBSs according to the corresponding FP rates. Table 1 presents the FP rates with the false negative (FN) rate being equalled to 50%. Table 1 . Recognition accuracy of the 'ExpertDiscovery' system and PWM for TFBSs SF1, SREBP, and EGR1 estimated for the control sequences. False positive rates at the stringent threshold are defined by the false negative rate equal to 50%. The comparison shows that the 'ExpertDiscovery' system can discover regularities governing the nucleotide sequence content, it favorably competes with the optimized PWM in the TFBSs prediction task and even outperforms it (Table 1) .
PWM and consensus-based methods involve an explicit assumption concerning the independent contribution of each nucleotide position to the binding affinity, producing the cumulative effect to the binding strength. A number of works [4, 20, 3, 32] indicate that nucleotides of TFBSs cannot be treated independently. This assumption is invalid and contradicts the processes underlying the biological model. Unlike PWM and consensus methods, the 'ExpertDiscovery' system reveals the mutual interdependences between the nucleotides rather distant from each other in the general case. Complex signals discovered by the system cover the groups of sequences intelligent from the biological viewpoint.
For details of 'ExpertDiscovery' application to the TFBSs analysis task let us consider the set of SF1 binding sites. The nucleotide content is depicted by the matrix of absolute nucleotide frequences ( Table 2 ). The most conserved nucleotide positions adjust the consensus sequence of sites (capitalized, table 2), invariant core sequence. Analysis of the complex signals generated by 'ExpertDiscovery' brings to light valuable knowledge, which the system adds in comparison with that extracted from PWM. Table 2 . Matrix of the absolute nucleotide frequencies of the SF1 binding sites. The last row contains the most frequent nucleotide in the position and consensus sequence (capital). 1  2  3  4  5  6  7  8  9  10  11  12  13  A  7  8  3  47  51  0  0  3  3  36  9  15  17  T  10  25  1  0  0  0  0  34  10  2  10  13  9  G  27  5  6  6  1  53  53  1  2  7  18  14  21  C  9  15  43  0  1  0  0  15  38  8  16  11  6  g  t  C  A  A  G  G  t  c  a  g  a  g The complex signal automatically generated by 'ExpertDiscovery' and corresponding to the consensus sequence of SF1 binding sites is given on the Fig. 3 . The hierarchical tree defines the five adjacent nucleotides, overrepresented in the data set. This regularity is fulfilled for 39 objects (74%) of the positive training set and 45 (0,3%) of the negative one (see Fig. 4, complex signal parameters) .
According to the 'ExpertDiscovery' methodology the system complicates the current signal if the new complicated one possesses a higher conditional probability value and a lower significance level (section 4). Fig. 5 presents the complex signal that complicates the consensus complex signal (Fig. 3) . The signal defines the two nucleotide positions flanking the consensus sequence probably informative for DNA binding mechanism.
The signal corresponding to the reinforced consensus turns to be one of the most significant complex signals, whose conditional probability value equals 93%. This regularity is fulfilled for 14 objects from 53 SF1 TFBSs, and just for the one object from the negative set (Fig. 6 ). Fig. 2 . Here "Probability" is the conditional probability, "Pos./Neg. coverage" is the number of sequences that satisfy the complex signal, "Fisher" is the significance level (according to the exact Fisher criterion). G A C A A G G G C G C A G  G A C A A G G T C A G A A  G G C A A G G C C A C T A  G A C A A G G T C A G Fig. 4 . Here "Probability" is the conditional probability, "Pos./Neg. coverage" is the number of sequences that satisfy the complex signal, "Fisher" is the significance level (according to the exact Fisher criterion).
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The decided superiority of the 'ExpertDiscovery' over PWM can become apparent only in the case of sufficient training data containing the most representative set of TFBSs.
Biological data analysis in the case when the elementary signals are potential transcription factor binding sites.
In the case when the elementary signals are results obtained from different programs, for instance, potential TFBSs located by the optimized PWM, the system discovers regularities over them.
Regulatory regions of genes were extracted from the TRRD database [13] and divided into several groups according to biological features (interferon-inducible, expressed in macrophages, cell cycle genes). The positive set comprised 101 regulatory regions of interferon-inducible genes, the aligned examples being 700 bp long (from -500 bp to +200 bp relative to transcription start site). The negative training set was generated relying on biological data (regulatory regions of genes from contrasting functional groups or of all available genes from human chromosome 1), or it consisted of randomly generated sequences with the same nucleotide frequencies as in the positive set.
At the initial step of our research we trained the optimized PWM on the data sets for more then 30 different TFs presumably sufficient for function of interferon-inducible genes. The thresholds for site types predefined for further analysis are listed in the table. The corresponding TP and FP rates were estimated according to the standard jackknife [6] procedure (see above) in such manner when during iterations exactly one positive object was left for control, thus the number of bootstrap iterations was equal to the number of sites in the TFBSs sample. The TP rates are presented in the table with the FP rate of the order of 1.E-4). The site types vary in their correlations of TP and FP rates, the best with regard to recognition accuracy appear to be the binding sites of the IRF and ISGF3 TFs, the worst is that of Sp1. We decided on using not the most stringent but concordant thresholds, as the methodology of the 'ExpertDiscovery' system allows to implement additional control and to eliminate noisy data.
The library of optimized PWMs was used to map the locations of binding sites in the sequences of positive/negative training sets in both DNA strands. If more than one match to the matrix had been found, the selection would have been possible based on prior knowledge about biological model of binding. For example, in the case of the selfcomplementary binding sites (NFkB, STAT1 [1, 28] ), when they were recognized in both strands, we preferred one with the highest score.
Analysis of the putative site distribution over the training data revealed the set of transcription factors verified in literature, which were critical for interferon-inducible genes function. The relative frequency of their binding site locations in the positive set was significantly different from those calculated for the negative training set. The set of 8 important TFs is presented in Table 3 .
The putative binding sites were introduced to 'ExpertDiscovery' as the input markup of elementary signals for further analysis. Complex signals automatically generated by the system can be interpreted as the hierarchically nested models of signals from simple to complex. The simplest model consists of two sites located at the predefined distance from each other. If the distance ranges from 10 to 40 nucleotides, the adjacent sites constitute a composite element or, in general case, a statistically and biologically significant pair of binding sites (Table 4 , first three rows). 'ExpertDiscovery' selects the most reliable simple models and hierarchically complicates them if the new complicated model possesses the higher conditional probability value and the lower significance level according to Fisher criteria (Table 4 , last three rows). Our research concludes that not only combinations of two and three ordered binding sites are statistically significant, but the pattern of four or even more binding sites is reliable, probably corresponding to the cis-regulatory module that regulates expression in a combinatorial manner.
In total, the system discovered more then 200 regularities. The number of regularities depends on the user-specified parameters of search: level of conditional probability (greater than 50%) and confidence level for Fisher criterion (less than 0.05). Table 4 . Hierarchically complicated complex signals corresponding to the cis-regulatory modules of interferon-induced genes, revealed by the 'ExpertDiscovery' system.
Simple to complex models of TFBSs Biological relevance synergism, increase of induction [15] induction prolongation [18] stabilization of the DNA/protein complex, strengthening of the stimulative effect [19] cumulative effect [22] cumulative effect cumulative effect
