The synchronization problem of some general complex dynamical networks with time-varying delays is investigated. Both time-varying delays in the network couplings and time-varying delays in the dynamical nodes are considered. The novel delay-dependent criteria in terms of linear matrix inequalities (LMI) are derived based on free-weighting matrices technique and appropriate Lyapunov functional proposed recently. Numerical examples are given to illustrate the effectiveness and advantage of the proposed synchronization criteria.
chronization stability of some general complex dynamical network models with time-varying coupling delays and time-varying delayed nodes, respectively.
The phenomena of time delays are common in various systems. Due to the finite speeds of transmission and spreading as well as traffic congestion, a signal or influence traveling through a network often is associated with time delays. Real-world complex networks, particularly in biological and physical networks, are time-varying networks. The stability criteria for system with time delays can be classified into two categories, namely, delay-independent and delay-dependent. Since delay-independent criteria tend to be conservative, especially when the delay is small, considerable attention has been paid to the delay-dependent type. For system with time-varying delay, fixed model transformations are the main method to deal with delay-dependent stability problems [17] , in which some inequalities such as Park and Moon et al.'s inequalities [18, 19] , were used to estimate the upper bound of cross product terms. Recently, in order to reduce the conservatism, a free-weighting matrix method was proposed to estimate the upper bound of the derivative of Lyapunov functional [20] [21] [22] [23] [24] . Therefore, in this Letter, we attempt to introduce some more general time-varying dynamical network models, and based on the free-weighting matrix method, derive synchronization conditions for delay-dependent stabilities in terms of linear matrix inequality (LMIs). Numerical examples are given to demonstrate the effectiveness and the advantage of the proposed method.
The rest of this Letter is organized as follows. A complex dynamical network model with coupling time-varying delays and its synchronization theorem are presented in Section 2. Section 3 introduces a complex dynamical network model with time-varying delayed nodes and derives its synchronization theorems. Section 4 uses two numerical examples for illustration. Conclusions are finally given in Section 5.
Complex dynamical network with coupling delay
Consider the following continuous-time complex dynamical network with time-varying coupling delays:
where N is the number of coupled nodes; each node is a n-dimensional dynamical system with node dynamicsẋ = f (x, t); f :
T ∈ R n are the state variables of node i; the constant c > 0 is the coupling strength; A = (a ij ) n×n ∈ R n×n is the constant inner-coupling matrix of the nodes; G = (g ij ) N×N is the outer-coupling matrix of the network, in which g ij is defined as follows: if there is a connection between node i and node j ( j = i), then g ij = g ji = 1; otherwise, g ij = g ji = 0 ( j = i), and the diagonal elements of matrix G are defined by
Suppose that the network (1) is connected in the sense that there are no isolated clusters, that is, G is an irreducible matrix.
The time delay, τ (t) , is a time-varying differentiable function that satisfies (4) where h > 0 and μ are constants. The initial condition, φ(t), is a continuous and differentiable vector-valued function of t ∈ [−h, 0].
The network (1) is synchronized if
where the synchronization manifold s(t) ∈ R n is a solution of the local dynamics of an isolate node of the network, satisfyingṡ(t) = f (s(t)).
s(t) may be a limit cycle, or a chaotic orbit in the phase space. Apparently, the stability of the synchronized state (5) of network (1) is determined by the dynamics of the isolate node, the coupling strength c, the inner-coupling matrix A, the outer-coupling matrix G, and the time delay τ (t) . According to the result established in [9] , we have the following lemma. 
where Consider a Lyapunov functional candidate to be
where
> 0, i = 1, 2 are to be determined. Then, we have the following theorem. (3) and (4). Given scalars h > 0 and μ, the asymptotically synchronization in (5) is achieved if there exist matrices
Theorem 1. Consider the coupling delayed dynamical network in (1) with a time-varying delay τ (t) satisfy
and * denotes the symmetric terms in a symmetric matrix.
Proof. Calculating the derivative of V k (t) along the solution of system (6) yieldṡ
, then the last three parts are all less than 0.
< 0, which is equivalent to (8) by Schur complements,V k < −ε w(t) 2 for a sufficiently small ε > 0 such that the subsystem in (1) are asymptotically stable. 2
Complex dynamical network with delayed nodes
In this section, we will study the synchronization of dynamical nodes delayed complex network. Unless otherwise defined, we endorse the same notations used in the above section.
Consider a general complex network consisting of N delayed dynamical nodes. Each node of the network is an n-dimensional dynamical system with time-varying delay, which is described by
where f : R n → R n is continuous differentiable function, the time-varying delay τ (t) is in the dynamical nodes, which is satisfies (3) and (4). It is assumed that network (8) is connected in the sense that there are no isolate clusters, that is, G is an irreducible matrix. The dynamical nodes delayed network (8) is said to be achieve asymptotic synchronization if
where s(t) ∈ R n is a solution of an isolate node of the network, satisfyingṡ(t) = f (s(t), s(t − τ (t))). 
where R(t) := δ s(t) ( f (s(t), s(t − τ (t))) is the Jacobian of f (s(t), s(t − τ (t))) at s(t), and S(t) := δ s(t−τ (t)) ( f (s(t), s(t − τ (t))) is the Jacobian of f (s(t), s(t − τ (t))) at s(t − τ (t)).
Then the synchronization states (9) are asymptotically stable.
Proof. Define the error vectors as
We have the error systeṁ
Since f is continuous differentiable, it is easy to know that the origin of the nonlinear system (12) is an asymptotically stable equilibrium point if it is an asymptotically stable equilibrium point of the following liner time-varying system:
t) = R(t)e i (t) + S(t)e i t − τ (t) + c N j=1 G ij Ae j (t) = R(t)e i (t) + S(t)e i t − τ (t) + c A e 1 (t), . . . , e N (t) (G i1 , . . . , G iN )
T .
Letting e(t) = (e 1 (t), . . . , e N (t)) ∈ R n×N , we havė e(t) = R(t)e(t) + S(t)e t − τ (t) + c Ae(t)G
There exists an nonsingular matrix,
. . , λ N ). Using the nonsingular transform e(t)Φ = v(t) = (v i (t), . . . , v N (t)) ∈ R n×N , from (14), we have the following matrix equation: v(t) = R(t)v(t) + S(t)v t − τ (t) + c Av(t)Λ.
(15) Namely,
Thus, we have transformed the stability problem of the synchronized states (9) to the stability problem of the N pieces of n-dimensional linear time-varying delayed differential equations (16) . Note that λ 1 = 0 corresponding to the synchronization of the system states (9), where s(t) is an orbitally stable solution of the isolate node. If the following N − 1 pieces of n-dimensional linear time-varying delayed differential equationṡ
are asymptotically stable, then e(t) will tend to the zero, which implies that the synchronized states (9) are asymptotically stable. 2
Our new delay-dependent condition for ensuring the stability of the synchronized states of the dynamical nodes delayed network in (8) is presented in the following theorem. (3) and (4) . Given scalar h > 0 and μ, the asymptotically synchronization in (9) is achieved if there exists matrices
Theorem 3. Consider the dynamical nodes delayed network (8), the time-varying delay τ (t) satisfies
where Table 1 Upper bounds of h for different c and μ (Example 1).
Coupling 
Proof. the proof flows a similar line to that of Theorem 1. 2
Numerical example
In this section, we use three examples (for respectively dynamical networks with coupling time-varying delays and dynamical nodes time-varying delays) to illustrate the results derived in this work. The above synchronization conditions can be applied to networks with different topologies and different sizes. We first consider a lower-dimensional network model. Example 1. Consider a network model with 5 nodes, where each node is a three-dimensional stable linear system described by
which is asymptotically stable at s(t) = 0, with Jacobian given by J = diag{−1, −2, −3}. Assume that the inner-coupling matrix is A = diag{1, 1, 1}, and the outer-coupling matrix is given by the following irreducible symmetric matrix satisfying condition ( Table 1 .
These results are obtained by using MATLAB LMI toolbox. For example, for the coupling strength c = 0.6, it is found that the maximum delay bound for the synchronized states to be asymptotically stable is h = 0.638 for μ = 0, constant delay. The result is same as that obtained by Theorem 1 in [10] , much larger than that obtained in [9] . However, theorem obtained in these references only discussed constant delay; Theorem 1 in this Letter has time-varying delay. 
. We see that the synchronization errors converge to zero under the above conditions. Example 2. Next, we consider a network model with 5 nodes, where each node is the following dynamical delayed system:
which is asymptotically stable at s(t) = 0, with Jacobian given by R = diag{−2, 0.9, −0.1} and S = {−1, 0, 0; 1, −1, 0; 0, 0, −1}. Assume that the network coupling is same as that in Example 1. The upper bounds on the time delay obtained from Theorem 3 are listed in Table 2 . As a example, the synchronization errors between the states node i and node i + 1 for random initial conditions with c = 0.5, μ = 0.5 and h = 1.186 are shown in Fig. 2 , where e ij (t)
Clearly, all the synchronization errors are converging to zero.
Example 3. Finally, we consider a scale-free network with 50 dynamical nodes. We here take the parameters N = 50, m = 4 and m 0 = 3, and then the coupling matrix G of the network can be randomly generated by the BA scale-free model [25] . In the simulation, each node is the following dynamical delayed system:
For the coupling strength c = 0.3 and μ = 0, 0.5 and any μ, it is easy to obtain that the upper bounds on the time delay are h = 1.17, 1.12 and 1.12 according to Theorem 3, respectively. Fig. 3 is the simulation results of the synchronization errors between the states node i and node i + 1 with c = 0.3, μ = 0.5 and h = 1.12, which shows that the synchronization can be achieved for the scale-free network.
Conclusion
We have introduced some general complex dynamical network models with time-varying delays in this Letter. Both time-varying delays in network couplings and time-varying delays in dynamical nodes have been considered. And further investigated their synchronization criteria respectively. New delay-dependent synchronization criteria in terms of LMIs have been derived based on free-weighting matrices technique and appropriate Lyapunov functional. These synchronization conditions are applicable to networks with different topologies and different sizes. Numerical examples have been presented to illustrate the effectiveness and advantage of the proposed synchronization criteria.
