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Resumen
Se introducen los ultra-modelos como un paradigma para la simpliﬁcacio´n substancial del disen˜o de leyes de control por
realimentacio´n de salida, basadas en observadores, para el seguimiento de trayectorias en una amplia clase de sistemas planos
inciertos. Un ultramodelo simplemente agrega, en la forma de una perturbacio´n desconocida variante en el tiempo, los efectos
combinados de todas las no-linealidades dependientes del estado (endo´genas) ası´ como tambie´n todas aquellas perturbaciones
externas (exo´genas) presentes en el modelo de entrada-salida plana del sistema. Como resultado, el disen˜o de un controlador basado
en el ultramodelo global solo requiere del conocimiento de 1) los o´rdenes de Kronecker del sistema y 2) la matriz de funciones de
ganancias de la entrada. Se propone un esquema de control basado en un observador extendido de alta ganancia para el Control
por Rechazo Activo de Perturbaciones en sistemas no lineales diferencialmente planos. Se incluye un ejemplo ilustrativo, con
simulaciones realı´sticas consistente en el control de un motor sı´ncrono de imanes permanentes. Copyright c© 2015 CEA. Publicado
por Elsevier Espan˜a, S.L. Todos los derechos reservados.
Palabras Clave: Control Robusto, Observadores de Alta Ganancia, Rechazo Activo de Perturbaciones, Motor Sı´ncrono de Imanes
Permanentes.
1. Introduction
El Control por Rechazo Activo de Perturbaciones (ADRC
por las siglas en ingle´s de Active Disturbance Rejection Con-
trol) constituye una metodologı´a madura en el control de siste-
mas inciertos tanto lineales como no lineales. La idea principal
consiste en la estimacio´n precisa de la parte desconocida de la
dina´mica del sistema a ser controlado y proceder a cancelar sus
efectos mediante la complementacio´n de la ley de control con
un esfuerzo de cancelacio´n. Esta idea fundamental se atribuye
al ingeniero france´s Victor Poncelet, quien ya la utilizaba acti-
vamente a principios del siglo XIX (ver Tian y Gao (2009)). La
idea de Poncelet fue formalizada, una centuria despue´s, bajo el
nombre de Principio de Invarianza por G. V. Shipanov, Schipa-
nov (1939). El trabajo de Shipanov se torno´, aparentemente, en
denominador comu´n en los estudios de Ingenierı´a del Control
Automa´tico en la desaparecida Unio´n Sovie´tica, de acuerdo a la
revisio´n bibliogra´ﬁca hecha por Poznyak et al. (1996). J. Han,
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quien fuera educado en la antigua Unio´n Sovie´tica y fuese ex-
puesto a las te´cnicas de Shipanov, utilizo´ el me´todo activamente
en una serie de trabajos acade´micos e industriales, introducien-
do un nu´mero de generalizaciones, extensiones y contribucio-
nes originales Han (2009). De forma independiente, C.D. John-
son, propuso la idea de estimar el efecto agregado de una en-
trada de perturbacio´n desconocida como si fuese representable
por una variable de estado auxiliar Johnson (1971). Las mu´lti-
ples contribuciones de Z. Gao y sus colaboradores representan
el tema de un artı´culo de revisio´n bibliogra´ﬁca en Zheng y Gao
(2010). Sira-Ramı´rez y sus colaboradores han contribuido enfa-
tizando el uso de observadores extendidos. En esos trabajos se
ha propuesto la estimacio´n total, si bien aproximada, de las per-
turbaciones y su combinacio´n a controladores no lineales por
cancelacio´n para problemas de seguimiento de trayectorias en
sistemas diferencialmente planos Sira-Ramı´rez et al. (2010a).
La idea central en estos desarrollos del ADRC es la de tratar de
manera conjunta los efectos de las incertidumbres dependientes
no linealmente del estado y los de las entradas de perturbacio´n
exo´genas como una funcio´n agregada, global, puramente de-
pendiente del tiempo sin una estructura particular. Esta es, en
forma precisa, una variante del concepto local, conocido como
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ultramodelo local, explotado en Fliess y Join (2013) en su pro-
puesta reciente llamada control libre de modelo. En el corazo´n
del me´todo de control libre de modelo se encuentra el uso de
modelos locales (de primero o segundo orden) en un esfuerzo
por trivializar los problemas de control complejos. El uso de
los ultramodelos locales, sin embargo, paga el precio de imple-
mentar un proceso de actualizacio´n caracterizado por identiﬁ-
caciones algebraicas en lı´nea de coeﬁcientes constantes prove-
nientes de la aproximacio´n polino´mica local de los efectos de
las perturbaciones. En este artı´culo se presenta la formalizacio´n
de ultramodelos globales desde la perspectiva de sistemas equi-
valentes en trayectoria, un concepto introducido en Coleman
(1966). El ultramodelo permite visualizar un sistema no lineal
como un sistema lineal perturbado por una funcio´n variante en
el tiempo desprovista de una estructura de estado. Aunque esta
funcio´n de perturbacio´n es totalmente desconocida, y por ello
se requiere una estimacio´n en lı´nea de la misma, demostramos
formalmente su existencia. La demostracio´n de esta existencia
es fundamental en la justiﬁcacio´n formal del me´todo ADRC,
algo, hasta ahora, no establecido. Procedemos a ubicar los ul-
tramodelos en el contexto del me´todo de ADRC basado en ob-
servadores, para problemas de seguimiento de trayectorias en
sistemas diferencialmente planos, con salidas planas disponi-
bles. El me´todo propuesto es enteramente lineal y desprovisto
de actualizaciones sobre el ultramodelo. El efecto de las pertur-
baciones (endo´genas y exo´genas) se modela como un polino-
mio en el tiempo (polinomio de Taylor) empotrado en el modelo
interno de un observador de alta ganancia. Esto permite evitarle
al disen˜ador la necesidad de usar un observador basado en la
estructura no lineal del sistema (frecuentemente inexistente) y
proponer, en su lugar, un observador meramente lineal, mo´dulo
una inyeccio´n no lineal de las entradas a trave´s de sus factores
de ganancia. La estimacio´n arbitrariamente cercana de la pertur-
bacio´n agregada, o incertidumbre aditiva total de la planta, per-
mite entonces su cancelacio´n aproximada mediante la accio´n de
control apropiada. Este artı´culo esta´ organizado de la siguiente
manera: La Seccio´n 2 introduce los resultados generales acerca
de los ultramodelos. La Seccio´n 3 relaciona los ultramodelos
a los problemas subyacentes de estimacio´n y control lineales,
que ellos intrı´nsecamente inducen en el caso general del control
de sistemas no lineales diferencialmente planos, aditivamente
perturbados. La Seccio´n 4 presenta un ejemplo de aplicacio´n
ilustrativo que involucra a un motor sı´ncrono de ima´nes per-
manentes. La u´ltima seccio´n esta´ dedicada a las conclusiones y
sugerencias para trabajos futuros. El Ape´ndice contiene una de-
mostracio´n rigurosa del resultado principal utilizando la Teorı´a
de las Perturbaciones Singulares.
2. Generalidades sobre los ultramodelos globales
Comenzamos el tratamiento de los ultramodelos globales
en te´rminos de una particularizacio´n de un concepto bien co-
nocido: el de sistemas equivalentes en trayectoria, desarrollado
en Coleman (1966). La existencia de un ultramodelo permite
visualizar un sistema no lineal como un sistema lineal pertur-
bado por una funcio´n del tiempo sin estructura de estado. La
estimacio´n aproximada, en lı´nea, de esta funcio´n mediante un
observador lineal extendido de alta ganancia permite trivializar
el problema de disen˜o del controlador y evadir el disen˜o de un
observador no lineal para las variables de estado.
Deﬁnicio´n 1. Dos sistemas,
y˙ = f (t, y), y(t0) = y0, y ∈ Rn, z˙ = g(t, z), z(t0) = z0, z ∈ Rn
se dicen ser equivalentes en trayectoria siempre que y(t) = z(t)
para todo t ≥ 0 (i.e., en particular y0 = z0). Se dicen ser
asinto´ticamente equivalentes en trayectoria si para y0  z0,
e = y(t) − z(t) → 0. Se dicen ser asinto´ticamente, exponencial-
mente, equivalentes en trayectoria, si el error de convergencia
a cero, e = y(t) − z(t), es exponencialmente decreciente.
Los sistemas equivalentes en trayectoria no tienen porque´ ser
parecidos en su forma, ni siquiera tienen porque´ ser de la misma
naturaleza, como lo ilustra el ejemplo siguiente:
Ejemplo 2. El sistema lineal, y˙ = A(t)y, y(t0) = y0, y ∈ Rn,
es equivalente en trayectoria al sistema de integracio´n pura,
z˙ = A(t)ΦA(t, t0)y0, z(t0) = y0, z ∈ Rn,
donde ΦA(t, t0) es la matriz fundamental asociada a A(t), na-
turalmente, y˙ = A(t)y, y(t0) = y0 y z˙ = A(t)y(t), z(t0) = y0 son
equivalentes en trayectoria.
Se presentan a continuacio´n algunos resultados formales que
relacionan los ultramodelos y sus ecuaciones diferenciales co-
mo sistemas equivalentes en trayectoria. Para empezar, se hace
la hipo´tesis de una relacio´n causal entre la ecuacio´n diferencial
no lineal y su utramodelo. Esta causalidad resultara´ ser no cru-
cial y podremos descartarla. Al hacerlo, se establece la validez
de los ultramodelos como sistemas equivalentes en trayectoria
a las ecuaciones diferenciales que los generan. Esta es la base
fundamental del ADRC que permite reemplazar - en un sistema
dina´mico no lineal, escalar, de alto orden- los te´rminos aditi-
vos dependientes del estado y aquellos dependientes de sen˜ales
exo´genas por una u´nica funcio´n de perturbacio´n no estructura-
da dependiente solamente del tiempo. En referencia a la Figura
z(t0) = y0
y(t0) = y0
y˙ = Ay + φ(t, y(t))
z˙ = Az + φ(t, y(t)
Θ(t, t0, y0) = y(t)
Figura 1: Sistemas equivalentes en trayectoria
1, considere el siguiente sistema de ecuaciones diferenciales no
lineales variantes en el tiempo,
y˙ = Ay + φ(t, y), y(t0) = y0, y ∈ Rn (1)
donde A es una matriz Hurwitz de n × n y φ(t, y) es un vector
de no linealidades que incluye, posiblemente, sen˜ales exo´ge-
nas. Designamos mediante y(t) = Θ(t, t0, y0), la trayectoria so-
lucio´n de la ecuacio´n diferencial no lineal (1). Sea z un vector
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n-dimensional y conside´rese el siguiente sistema lineal provisto
de una inyeccio´n exo´gena variante en el tiempo,
z˙ = Az + φ(t,Θ(t, t0, y0)) = Az + φ(t, y(t))
z(t0) = y0 + b (2)
Proposicio´n 3. Para b  0, los sistemas (1) y (2) son asinto´ti-
camente, exponencialmente, equivalentes en trayectoria. Si b =
0, los sistemas son equivalentes en trayectoria.
Demostracio´n En efecto, sea e = y(t) − z(t), tenemos
e˙ = Ae + φ(t, y(t)) − φ(t,Θ(t, t0, y0)) = Ae,
con e(t0) = b. El resultado es inmediato. 
Enfatizamos que, en la demostracio´n anterior, hemos utili-
zado los dos hechos siguientes: a) el vector variante en el tiem-
po y(t) = Θ(t, t0, y0), satisface trivialmente la identidad (ve´ase
Pontryagin (1962), Cap. 1, p. 19):
Θ˙(t, t0, y0) = AΘ(t, t0, y0) + φ(t,Θ(t, t0, y0)),
Θ(t0, t0, y0) = y0,
i.e.,
y˙(t) = Ay(t) + φ(t, y(t)), y(t0) = y0, (3)
b) La ecuacio´n diferencial para z incluye una copia del te´rmino
φ(t, y) particularizado para la solucio´n y = y(t) = Θ(t, t0, y0) de
la ecuacio´n diferencial no lineal. Como tal, para cada condicio´n
inicial ﬁja y0, en un instante t0, el te´rmino φ(t,Θ(t, t0, y0)) cons-
tituye una funcio´n del tiempo expresada como
ξ(t) = φ(t,Θ(t, t0, y0)) = φ(t, y(t)).
Ejemplo 4. Conside´rese el siguiente sistema no lineal variante
en el tiempo,
x˙1 = x2 + φ1(t, x1, x2)
x˙2 = −8x1 − 16x2 + φ2(t, x1, x2)
con: x1(0) = 1, x2(0) = −1
φ1(t, x1, x2) = sin(0.1t) cos(t)e−x
2
1 cos(0.1x2)
φ2(t, x1, x2) = cos(0.1t) sin(t)e−x
2
2 sin(0.1x1)
y el sistema equivalente en trayectoria,
z˙1 = z2 + φ1(t, x1(t), x2(t))
z˙2 = −8z1 − 16z2 + φ2(t, x1(t), x2(t))
con z1(0) = 0, z2(0) = 0, La Figura 2 muestra la evolucio´n de
las variables de estado x1, x2 del sistema no lineal y la evo-
lucio´n convergente de las variables de estado z1, z2 del siste-
ma lineal, junto a los errores de seguimiento correspondientes,
e1 = x1 − z1 y e2 = x2 − z2.
Teorema 5. El sistema no lineal (1) es equivalente en trayec-
toria al sistema lineal forzado, z˙ = Az + ξ(t), z(t0) = y0, si y
solamente si,
ξ(t) = φ(t, y(t)) ∀ t ≥ 0






































Figura 2: Evolucio´n de los estados de sistemas asinto´ticamente, exponencial-
mente, equivalentes en trayectoria.
Demostracio´n. Supo´ngase que los dos sistemas son equivalen-
tes en trayectoria, entonces, e(t) = y(t) − z es ide´nticamente
cero para todo t. Ma´s au´n, e˙ tambie´n es ide´nticamente cero. Por
tanto,
e˙ = Ae +
[
φ(t, y(t)) − ξ(t)] = φ(t, y(t)) − ξ(t) = 0
lo cual implica que φ(t, y(t)) = ξ(t) para todo t. Conside´re-
se ahora los sistemas: y˙ = Ay + φ(t, y), y(0) = y0, y z˙ =
Az + φ(t, y(t)), z(t0) = y0. El error e = y(t) − z(t) evoluciona
gobernado por:
e˙ = Ae, e(t0) = 0
por lo tanto, e(t), es identicamente cero para todo t y, entonces,
ambos sistemas son equivalentes en trayectoria.  La con-
secuencia de estos hechos sencillos es que podemos considerar
al sistema no lineal (1) como un sistema lineal que incluye un
te´rmino de inyeccio´n variante en el tiempo, ξ(t) = φ(t, y(t)),
z˙ = Az + ξ(t), z(t0) = y0. (4)
Estos dos sistemas, (1) y (4), son ide´nticos en el sentido preciso
de que sus trayectorias son las mismas sobre cualquier intervalo
de tiempo. En consecuencia, la distincio´n entre z e y se torna
irrelevante. Cualquier consideracio´n pertinente sobre el sistema
(1) puede ser examinada sobre el sistema lineal equivalente en
trayectoria (4), visto ahora, sin ambigu¨edad alguna como,
y˙ = Ay + ξ(t), y(0) = y0 (5)
el cual se encuentra desprovisto de la estructura no lineal de-
pendiente del estado. Nos referimos al sistema lineal perturba-
do (5) como al ultramodelo global del sistema no lineal (1). En
la pra´ctica, las no linealidades variantes en el tiempo, agregadas
en ξ(t), constituyen un te´rmino desconocido, actuando entonces
como una perturbacion propiamente dicha en el sistema.
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Nota 1. El e´nfasis fundamental del desarrollo anterior estri-
ba en que dado un sistema lineal cualquiera, perturbado por
una funcio´n no lineal del estado y del tiempo (perturbacio´n
endo´gena y exo´gena), existe un modelo lineal perturbado por
una funcio´n solamente del tiempo, que tiene exactamente la
misma trayectoria de solucio´n que el sistema no lineal cuan-
do ambos evolucionan a partir de la misma condicio´n inicial.
Naturalmente, tal funcio´n del tiempo es desconocida a priori.
Esta visualizacio´n del sistema permite, sin embargo, proponer
un observador simulta´neo de estados y perturbacio´n basado,
fundamentalmente, en el conocimiento de la parte lineal y la
incorporacio´n de un modelo gene´rico de aproximacio´n polino-
mial para el modelado aproximado de la perturbacio´n equiva-
lente variante en el tiempo.
2.1. Cancelacio´n exo´gena de no linealidades
Sea A ∈ Rn×n una matriz Hurwitz. Considere los sistemas:
y˙ = Ay, y(t0) = y0,
z˙ = Az + φ(t, z) − ζ(t), z(t0) = y0
con (ve´ase la Figura 3)
z(t0) = y0
y(0) = y0
y˙ = Ay φ(t, y(t))
z˙ = Az + φ(t, z(t)) − ζ(t)
y(t) ζ(t)
Figura 3: Cancelacio´n exo´gena de no linealidades dependientes del estado.
ζ(t) = φ(t, y(t)) = φ(t,ΦA(t, t0)y0)
Los dos sistemas anteriores son equivalentes en trayectoria. De-
mostracio´n Para todo t, el error e = y − z(t) evoluciona de
acuerdo a
e˙ = Ae + φ(t, y(t)) − φ(t, z(t)) = Ae + φ(t, z(t) + e) − φ(t, z(t))
con e(t0) = 0. Se sigue que e˙(t0) = 0, implicando que e¨(t0) = 0
al igual que todas sus derivadas son cero en t = t0. Por lo tanto,
e(t) ≡ 0 ∀t ≥ t0. 
Ejemplo 6. Considere el siguiente sistema lineal
x˙1 = x2
x˙2 = −8x1 − 16x2
con: x1(0) = 1, x2(0) = −1 y el sistema no lineal,
z˙1 = z2 + φ1(t, z1, z2) − uφ1(t, x1(t), x2(t))
z˙2 = −8z1 − 16z2 + φ2(t, z1, z2) − uφ2(t, x1(t), x2(t))
con z1(0) = 1, z2(0) = −1 y u ∈ {0, 1}, y sean
φ1(t, z1, z2) = sin(0.1t) cos(t)e−z
2
1 cos(0.1z2)
φ2(t, z1, z2) = cos(0.1t) sin(t)e−z
2
2 sin(0.1z1)
Los dos sistemas son equivalentes en trayectoria siempre que
u = 1 para todo t. 
La Figura 4 ilustra que cuando la cancelacio´n exo´gena en lı´nea
no esta´ activada (y u = 0 para todo t), las trayectorias solu-
cio´n de las variables de estado de los dos sistemas son substan-
cialmente diferentes; pero que ellas coinciden completamente
cuando la cancelacio´n exo´gena se activa (y u adopta el valor

































Figura 4: Cancelacio´n exo´gena de no linealidades dependientes del estado.
Este resultado implica que el efecto de las no linealidades adi-
tivas, dependientes del estado, pueden ser erradicadas en forma
exacta del comportamiento del sistema mediante la inyeccio´n
precisa de una sen˜al vectorial variante en el tiempo generada
exo´genamente. Un observador asinto´tico basado en el ultramo-
delo de un sistema ejerce un efecto similar sobre un sistema
en lazo cerrado que incluye un esfuerzo de cancelacio´n de las
no linealidades mediante un te´rmino estimado de la perturba-
cio´n. Dado que, en la pra´ctica, el modelo de la perturbacio´n
desconocida no puede ser exacto y que se utiliza una aproxi-
macio´n polinomial en el tiempo, la cancelacio´n sera´ necesaria-
mente imperfecta, pero de ı´ndole tan cercana a la realidad como
se requiera.
2.2. El caso de los sistemas no lineales controlados en repre-
sentacio´n de entrada-salida
Estamos particularmente interesados en aquellos casos don-
de las no linealidades aditivas (φ(t, y)) son inciertas debido a a)
la falta de conocimiento de ciertos para´metros, b) a la presen-
cia de no linealidades no modeladas dependientes del estado
o´ c) la combinacio´n de estos dos casos previos con la presencia
de sen˜ales variantes en el tiempo, inciertas, exo´genas. De los
resultados anteriores, consideramos a todos esos te´rminos co-
mo un te´rmino de perturbacio´n agregado, no estructurado, ξ(t).
Cuando el te´rmino de perturbacio´n ξ(t) no puede reconstruir-
se en forma exacta, en lı´nea, y solo se dispone de un conoci-
miento aproximado de su comportamiento (digamos mediante
el uso de un observador asinto´tico), entonces, todavı´a se pue-
de lograr una cancelacio´n aproximada. En sistemas controlados
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diferencialmente planos, los efectos de esta cancelacio´n aproxi-
mada pueden ser adicionalmente contrarrestados mediante con-
trol realimentado de ganancia moderadamente alta para lograr
seguimientos de trayectorias arbitrariamente cercanos. El pro-
blema subyacente, sin embargo, es claramente un problema li-
neal. Considere el sistema no lineal, escalar, diferencialmente
plano,
y(n) = ψ(t, y)u + φ(t, y, y˙, ..., y(n−1)) (6)
sujeto al siguiente conjunto de condiciones iniciales
Y0 = {y(t0), y˙(t0), ..., y(n−1)(t0). En esta representacio´n entrada-
salida del sistema plano, la salida plana es, evidentemente, la
funcio´n y. La ventaja de esta representacio´n estriba en que el
sistema (6) satisface automa´ticamente la conocida condicio´n de
acoplamiento cuando se reescribe en forma cano´nica de varia-
bles de fase. Nos referimos a la funcio´n ψ(t, y) como la ga-
nancia de entrada del sistema. El te´rmino φ(t, y, y˙, ..., y(n−1))
sera´ identiﬁcado como la funcio´n de deriva.
Proposicio´n 7. Para una funcio´n de entrada suave conocida,
u(t), sea y(t) = Θ(t, t0,Y0, u(t)) la trayectoria solucio´n del sis-
tema (6) a partir de las condiciones iniciales Y0. El sistema
siguiente,
z(n) = ψ(t, z)u + φ(t, y(t), y˙(t), ..., y(n−1)(t)) (7)
es equivalente en trayectoria al sistema (6) siempre y cuando
la condicio´n inicial de z y la de sus derivadas temporales, Z0 =
{z(t0), ..., z(n−1)(t0)}, coinciden con Y0, i.e., z( j)(t0) = y( j)(t0), j =
0, 1, ..., n − 1.
Demostracio´n La demostracio´n esta´ basada en el hecho de que
la sen˜al, e = y(t) − z(t), satisface:
e(n) =
[
ψ(t, y(t)) − ψ(t, z(t))] u(t)
con e( j)(t0) = 0, para todo j = 0, 1, ..., n − 1. Claramente,
e(n)(t0) = 0. No es difı´cil establecer que e(n+k)(t0) = 0 para
todos los enteros k. Ası´, e(t) ≡ 0 para todo t ≥ t0 y los sistemas
son equivalentes en trayectoria para la funcio´n de control dada
u(t).  Al igual que antes, designamos mediante la funcio´n
ξ(t), a la funcio´n aditiva de deriva φ(t, y(t), y˙(t), ..., y(n−1)(t)), sin
consideracio´n de su estructura interna particular. Nos referimos
al sistema equivalente en trayectoria,
y(n) = ψ(t, y)u + ξ(t) (8)
como al ultramodelo global asociado al sistema (6).
3. Rechazo activo de perturbaciones para una clase de sis-
temas planos
3.1. Formulacio´n del problema e hipo´tesis
Se desea controlar la salida plana y del sistema,
y(n) = ψ(t, y)u + φ(t, y, y˙, ..., y(n−1)) (9)
para lograr el seguimiento de una trayectoria suave de referen-
cia y∗(t), irrespectivamente de la naturaleza desconocida pero
uniformemente acotada de la funcio´n de deriva φ(t, y, y˙, ..., y(n−1)).
En relacio´n al sistema controlado (9), hacemos las siguientes
hipo´tesis:
1. La funcio´n de deriva φ es completamente desconocida
mientras que la ganancia de entrada, ψ(t, y), es perfec-
tamente conocida. Sea  un nu´mero real estrictamente
positivo. La ganancia de entrada ψ(t, y(t)) se supone es
uniformemente acotada lejos de cero, i.e., ı´nft |ψ(t, y(t))|
≥  > 0, para cualquier solucio´n y(t) del sistema con-
trolado. En particular, esta´ acotada lejos de cero para la
solucio´n nominal y∗(t).
2. Se supone que, uniformemente en t, existe una solucio´n
y(t) para cada conjunto de condiciones iniciales: Y0, espe-
ciﬁcadas en el instante t = t0 y para una funcio´n de entra-
da suﬁcientemente suave u(t) = u∗(t). Dada una trayecto-
ria de referencia, y∗(t), la planitud del sistema, y la supo-
sicio´n previa, permite el ca´lculo de la entrada de control
en lazo abierto u∗(t) correspondiente (ve´ase Sira-Ramirez
y Agrawal (2004)).
3. Sea m un entero dado. Como funcio´n del tiempo, la de-
rivada de orden m de ξ(t) = φ(t, y(t), y˙(t), ..., y(n−1)(t)) es
uniformemente absolutamente acotada (en casi todas par-
tes cuando sea necesario). En otras palabras, existe una
constante Km tal que,
supt |ξ(m)(t)| = supt |φ(m)(t, y(t), y˙(t), ..., y(n−1)(t))| ≤ Km. 1
Nota 2. No´tese que Km ∈ R no se supone, necesariamente pe-
quen˜o. La exigencia simplemente garantiza que el sistema, y el
problema de control asociado, esta´n bien deﬁnidos y no se pre-
sentan feno´menos de escape en tiempo ﬁnito y otras singulari-
dades que estropean cualquier estrategia de control. Si |ξ(m)(t)|
no es acotado en conjuntos abiertos de la recta real, entonces
|ξ(t)| tampoco lo es y por tanto no existen soluciones de la ecua-
cio´n diferencial para ningu´n control ﬁnito.
3.2. Un observador de alta ganancia
Haciendo: y1 = y, y2 = y˙,...,yn = y(n−1), se obtiene el si-
guiente modelo -en variables de estado- del ultramodelo global
del sistema no lineal incierto,
y˙ j = y j+1, j = 1, ..., n − 1
y˙n = ψ(t, y1)u + ξ(t) (10)
Proponemos el siguiente observador, llamado observador Pro-
porcional Integral Generalizado, o simplemente observador GPI
(Generalized Proportional Integral) para las variables de fase
{y1, y2, ..., yn} asociadas con la salida plana y, caracterizado por
los estados yˆ1, ..., yˆn, y complementado con inyecciones de inte-
grales iteradas del error de estimacio´n de salida, caracterizadas
1Esta hipo´tesis no puede ser veriﬁcada a priori cuando φ(t, y, y˙, ..., y(n−1)) es
completamente desconocida. Sin embargo, en casos donde la no linealidad sea
conocida excepto por algunos de sus para´metros, su validez puede ser veriﬁcada
con un poco de trabajo. Tambie´n, si ξ(m)(t) no es uniformemente acotada en
forma absoluta en casi todas partes, entonces las soluciones y(t) para (9) no
existen, para cualquier entrada u(t) ﬁnita (ve´ase Gliklikh (2006)).
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por las variables z1. Tenemos
˙ˆy1 = yˆ2 + λn+m−1(y1 − yˆ1)
˙ˆy j = yˆ j+1 + λn+m− j(y1 − yˆ1), j = 2, ..., n − 1
˙ˆyn = ψ(t, y1)u + z1 + λm(y1 − yˆ1)
z˙1 = z2 + λm−1(y1 − yˆ1)
z˙i = zi+1 + λm−i(y1 − yˆ1), i = 2, ...,m − 1
z˙m = λ0(y1 − yˆ1) (11)
Defı´nase el error de estimacio´n de salida , ey, como ey = e1 =
y1 − yˆ1 = y − yˆ1 con e2 = y2 − yˆ2, etc.,
e˙1 = e2 − λn+m−1e1
e˙ j = e j+1 − λn+m− je1, j = 2, ..., n − 1
e˙n = ξ(t) − z1 − λme1
z˙1 = z2 + λm−1e1
z˙i = zi+1 + λm−ie1, i = 2, ...,m − 1
z˙m = λ0e1 (12)
El error de estimacio´n, ey = e1, satisface, despue´s de elimi-
nar todas las variables z, la siguiente ecuacio´n diferencial lineal
perturbada de orden n + m,
e(n+m)y + λn+m−1e
(n+m−1)
y + · · · + λ1e˙y + λ0ey = ξ(m)(t) (13)
Teorema 8. Supo´ngase que todas las hipo´tesis anteriores son
va´lidas. Escojamos los coeﬁcientes λ j, j = 0, 1, ..., n + m − 1,
del polinomio caracterı´stico en la variable compleja s
po(s) = sn+m + λn+m−1sn+m−1 + · · · + λ1s + λ0 (14)
de tal forma que, para un nu´mero real suﬁcientemente grande
N > 0, el polinomio po(s) exhibe todas sus raı´ces a la izquier-
da de la lı´nea {s ∈ C | Re(s) ≤ −N}, en el plano complejo C.
Entonces, las trayectorias del error de estimacio´n, ey(t), y de
sus derivadas temporales, e( j)(t), j = 1, ..., n + m − 1, conver-
gen globalmente hacia una esfera, S (0, ρ) centrada en el origen
del espacio de fase {ey, e˙y, ..., e(n+m−1)y }, de radio ρ tan pequen˜o
como sea necesario, donde permanecen deﬁnitivamente acota-
das. A mayores valores de N, ma´s pequen˜o el radio de la esfera
S (0, ρ). En forma similar, la variable z1 y sus derivadas tempo-
rales, z j, j = 1, ...,m, siguen arbitrariamente de cerca la fun-
cio´n desconocida del tiempo, ξ(t), y sus derivadas temporales
ξ( j)(t), j = 1, ...,m.
Demostracio´n Sea x = (e1, ..., en+m)T el vector de variables de
fase del sistema (13). El sistema lineal perturbado (13) es de
la forma: x˙ = Ax + bξ(m)(t), con A una matriz Hurwitz escri-
ta en forma compan˜era y b un vector de ceros excepto por la
u´ltima componente que es igual a 1. Sea |Re(σmaxA)| el valor
absoluto de la parte real negativa del autovalor menos negativo
de la matriz A. Es claro entonces que |Re(σmaxA)| ≥ N. El ca-
racter Hurwitz de A implica que para cada matriz constante de
(n + m) × (n + m), sime´trica y positiva deﬁnida Q = QT > 0,
existe una u´nica matriz sime´trica positiva deﬁnida, P = PT > 0,
de (n+m)× (n+m) tal que P es la solucio´n de AT P+PA = −Q.
Usando esta matriz P, ası´ determinada, en la conformacio´n de
una candidata a funcio´n de Lyapunov, V(x) = 12 x
T Px, podemos
constatar que V(x) exhibe una derivada temporal, a lo largo de
las soluciones del sistema en lazo cerrado, dada por V˙(x, t) =
1
2 x
T (AT P+ PA)x+ xT Pbξ(m)(t). Dado que A es Hurwitz, y Q es
deﬁnida positiva de valores propios positivos ﬁnitos, los valo-
res propios de P tambie´n son ﬁnitos y positivos. Considerando
como norma, la norma 2 para vectores, ası´ como la norma in-
ducida para matrices, se tienen los siguientes hechos Hogben
(2006):
1) Los valores propios de matrices sime´tricas son reales
2) La norma de una matriz cuadrada A es la magnitud de su




3) ‖A + B‖2 ≤ ‖A‖2 + ‖B‖2
4) Para L matriz y x vector, ambos de dimensiones apropia-
das, ‖Lx‖2 ≤ ‖L‖2‖x‖2.
Ası´ se tiene para ‖V˙‖2, de 3), ‖V˙‖2 ≤ ‖ 12 xT (AT P + PA)x‖2 +
‖xT Pbξ(m)(t)‖2. Por otra parte, el te´rmino ‖ 12 xT (AT P + PA)x‖2
esta´ acotado como sigue: Utilizando el hecho 4) y luego el
3), ‖ 12 xT (AT P + PA)x‖2 ≤ 1/2 ‖x‖2 ‖AT P + PA‖2 ‖x‖ ≤ 1/2‖x‖22 (‖AT P‖2+‖PA‖2). Como la norma de una matriz es igual
a la norma de su transpuesta, se sigue que ‖AT P‖2 + ‖PA‖2 =
2‖PA‖2. Finalmente, volviendo a utilizar 4), se tiene que 1/2‖x‖22
(‖AT P‖2 + ‖PA‖2) = ‖x‖22‖PA‖2 ≤ ‖x‖22‖P‖2‖A‖2. La norma 2 de
la matriz A, coincide con su radio espectral (ver seccio´n 1.7,
Demmel (1997)). Como los valores propios tiene parte real es-
trictamente negativa, se puede tomar el valor singular ma´s gran-
de, (σmax(A)), como una cota superior consistente para el lado
derecho de la desigualdad. Se sigue que ‖1/2xT (AT P+PA)x‖2 ≤
‖x‖22‖P‖|σmax(A)|. Luego, V˙(x, t) ≤ −‖x‖2‖P‖|σmax(A)|+ Km‖x‖‖P‖ = −‖x‖‖P‖(|σmax(A)|‖x‖-Km). Esta funcio´n es estrictamen-
te negativa fuera de la esfera S (0, ρ), dada por: S (0, ρ) = {x ∈
Rm+n | ‖x‖ ≤ ρ, ρ = cKm/|σmax(A)| ≤ cKm/N}, donde la cons-
tante c es una constante de proporcionalidad, la cual englo-
ba los efectos de la perturbacio´n ξ, no desvaneciente, acota-
da por una constante K0, (hipo´tesis 3), (mayores detalles ver
Lema 9.2 de Khalil (2002)). Puesto que P es positiva deﬁni-
da, y el elipsoide: {x | xT Px ≤ α} es compacto para cada
0 < α, existen conjuntos de nivel de V(x) contenidos en la
esfera de radio ρ para cualquier α < ρ. Por lo tanto, todas
las trayectorias x(t) que empiezan fuera de la esfera conver-
gen hacia su interior, y todas las trayectorias que se inician
dentro de la esfera S (0, ρ) nunca la abandonan. Mientras ma´s
negativa es la parte real del autovalor dominante de A, ma-
yor es la cantidad, |σmax(A)|, y en consecuencia, menor es el
radio de la esfera, S (0, ρ), que acota deﬁnitivamente las tra-
yectorias en el espacio x. De la ecuacio´n (12) se sigue que
z1 = φ(t, y1(t), y2(t), ..., yn(t)) − λme1 − e˙n = ξ(t) − λme1 − e˙n.
Por lo tanto, a medida que e1 y e˙n evolucionan hacia la esfera
de acotamiento en el espacio de fases de los errores de estima-
cio´n, la trayectoria z1 sigue, arbitrariamente cerca, la funcio´n
de perturbacio´n, ξ(t) = φ(t, y1(t), y2(t), ..., yn(t)). En general, zi,
i = 1, ...,m, converge hacia una vecindad tan pequen˜a como sea
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deseable de ξ(i−1)(t), i = 1, ...,m. Puesto que z1 − ξ(t) esta´ acota-
do, el estimado aproximado z1, del te´rmino de perturbacio´n del
ultramodelo, ξ(t), es auto-actualizante. A partir de la deﬁnicio´n
de los errores de estimacio´n para y, y sus derivadas temporales,
se sigue que yˆ j, j = 1, ..., n, reconstruyen, de una forma arbitra-
riamente cercana, las derivadas de y. 
El resultado anterior, potestativo del enfoque de ultramodelos,
es derivable tambie´n desde la perspectiva de las perturbaciones
singulares. La demostracio´n, necesaria cuando se insiste en la
presencia de los estados en la funcio´n de perturbacio´n, se pre-
senta en el ape´ndice.
3.3. El controlador linealizante que cancela las perturbacio-
nes












donde el conjunto de coeﬁcientes {γ0, ..., γn−1} se escoje de tal
forma que pc(s) = sn + γn−1sn−1 + · · · + γ0 exhiba todas sus
raı´ces en el semiplano izquierdo del plano complejo C. El error
de seguimiento de la salida plana en lazo cerrado e = y − y∗(t),
esta´ gobernado por:
e(n) + γn−1e(n−1) + · · · + γ0e = (ξ(t) − z1) + Σn−1k=1γke(k)y (16)
Teorema 9. El controlador realimentado de rechazo de pertur-
bacio´n (15) conduce a la trayectoria controlada de la salida
plana y(t), hacia una vecindad, tan pequen˜a como se dese´e, del
origen de el espacio de fases del espacio del error de segui-
miento, (e, e˙, ..., e(n−1)), siempre que el conjunto de coeﬁcientes:
{γ0, ..., γn−1}, se escoja de tal forma que pc(s) sea un polinomio
de Hurwitz con raı´ces suﬁcientemente alejadas del eje imagi-
nario en C.
Demostracio´n De acuerdo al teorema previo, el te´rmino ξ(t)−
z1, y los te´rminos, e
(k)
y , k = 1, 2, ..., n − 1, evolucionan en una
vecindad tan pequen˜a como se dese´e del origen. Se sigue que
el miembro derecho del sistema lineal (16) evoluciona, de una
manera uniforme y acotada, dentro de una vecindad suﬁciente-
mente pequen˜a del origen del espacio de fase del error de se-
guimiento de la salida. Usando los mismos argumentos de la
demostracio´n del teorema anterior, se sigue que el error de se-
guimiento, e, y sus derivadas temporales, convergen hacia una
vecindad tan pequen˜a como se requiera del origen de coorde-
nadas, z = (e, e˙, · · · , e(n−1)), del espacio de fases del error de
seguimiento, siempre y cuando las raı´ces de pc(s) este´n ubica-
das suﬁcientemente a la izquierda del eje imaginario en el plano
complejo C. 
Nota 3. La implementacio´n del algoritmo ADRC basado en el
observador GPI requiere de ﬁltraje paso bajo, junto a un em-
brague de las sen˜ales de salida del observador. El entero m,
que indica el orden de la aproximacio´n de la sen˜al de perturba-
cio´n, ξ(t), se escoje, tı´picamente, como m = 3, o, a lo ma´ximo,
m = 5 (ve´anse detalles experimentales en Sira-Ramı´rez et al.
(2010b)).
Nota 4. Es cierto que, en el caso de los sistemas (9), un con-
trolador de alta ganancia por sı´ solo puede atenuar conside-
rablemente el efecto de las perturbaciones aditivas desconoci-
das, y lograr un seguimiento de trayectoria tan cercano como
se dese´e. Esto sin embargo, requiere del conocimiento cabal
de las variables de fase del sistema aparte de producir efec-
tos indeseables en la respuesta en lazo cerrado (ampliﬁcacio´n
de ruidos, etc). El uso del observador extendido para producir,
simulta´neamente, una estimacio´n aproximada de las variables
de fase y de la perturbacio´n, alivia considerablemente la ne-
cesidad de usar altas ganancias en el controlador gracias a la
cancelacio´n aproximada de la perturbacio´n misma por la ac-
cio´n del control. Esta es la base pra´ctica del ADRC.
4. Control del motor sı´ncrono: caso de estudio
4.1. El modelo a-b.
El Motores Sı´ncronos de Imanes Permanentes (MSIP) se
describe mediante el siguiente sistema multivariable de ecua-
ciones diferenciales, escritas en las llamadas coordenadas a-b:
Lsdia/dt = −Rsia + Km sin(npθr)ω + ua
Lsdib/dt = −Rsib − Km cos(npθr)ω + ub
Jω˙ = Km
[
−ia sin(npθr) + ib cos(npθr)
]
− Bω − τL
θ˙ = ω (17)
donde ua y ub son los voltajes de entrada de control ia e ib
son las corrientes de fase. τL es el par exo´geno, considerado
como desconocido y posiblemente variante en el tiempo. Las
variables θ y ω representan, respectivamente, el desplazamien-
to angular medido y la velocidad angular correspondiente. La
variable θr representa la posicio´n angular absoluta del rotor.
Enfatizamos sobre una distincio´n necesaria entre el desplaza-
miento angular y la posicio´n angular. El desplazamiento an-
gular, representado por θ, se mide desde la posicio´n inicial ab-
soluta θ0 que es desconocida. Tenemos θr = θ0 + θ; la velo-
cidad angular, ω esta´ dada por θ˙r = θ˙ = ω. Recurrimos a
una notacio´n en variables complejas, deﬁnidas mediante z =
ia + jib, u = ua + jub, cos(npθr) + j sin(npθr) = e jnpθr , con
z = ia − jib, cos(npθr) − j sin(npθr) = e− jnpθr . En te´rminos de
estas variables complejas, el modelo anterior se escribe simple-
mente como sigue:
Lsz˙ = −Rsz − jKmωe jnpθr + u
Jω˙ = KmIm(ze− jnpθr ) − Bω − τL
θ˙ = ω (18)
4.2. El modelo d-q
Defı´nase,






ζ − jKmωe jnpθ0 + ϑ
Jω˙ = KmIm(ζ) − Bω − τL
θ˙ = ω (20)
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o de manera explı´cita
Lsdid/dt = −Rsid + npωLsiq + Kmω sin(npθ0) + vd
Lsdiq/dt = −Rsiq − npωLsid − Kmω cos(npθ0) + vq
Jω˙ = Kmiq − Bω − τL
θ˙ = ω (21)
No´tese que cuando θ0 = 0, i.e., cuando la posicio´n angular coin-
cide con el desplazamiento angular, se obtiene el modelo tradi-
cional en coordenadas d − q.
4.3. Planitud del modelo d-q y el ultramodelo global del MSIP
El modelo en coordenadas d−q dado en (21), es diferencial-
mente plano con salidas planas dadas por θ e id. Ciertamente,
todas las variables del sistema son parametrizables diferencial-




























































El controlador linealizante basado en el observador GPI es-
ta´ construido sobre una visio´n particularmente simple de las
relaciones entre las entradas y las salidas planas. Hipotetizamos
un ultramodelo global, o un modelo fenomenolo´gico de entrada
salida del sistema descrito por los siguientes modelos lineales
desacoplados, variantes en el tiempo,
d2ω/dt2 = (Km/(LsJ)) vq + ξw(t)
did/dt = (1/Ls) vd + ξi(t) (23)
donde, evidentemente, las perturbaciones endo´genas (depen-
dientes del estado) y las perturbaciones exo´genas (dependientes
de los disturbios) esta´n dadas por:
ξw(t) = ξw(Rs(t), B, θ0, id, ω, ω˙, τL(t), τ˙L(t))
ξi(t) = ξi(Rs(t), B, θ0, id, ω, ω2, ω˙, τL(t)) (24)
Estas funciones han de considerarse como funciones solamen-
te del tiempo, sin consideracio´n especı´ﬁca de su dependencia
no lineal ni de la arquitectura interna que ofrezcan las sen˜ales
exo´genas. Este punto de vista, que luce controversial a la luz de
la inﬂuencia dominante del campo de las ecuaciones diferen-
ciales en la literatura del control automa´tico, se encuentra en el
corazo´n de resultados bien establecidos de las te´cnicas del con-
trol no lineal robusto, tales como: Control por Acomodo de las
Perturbaciones Johnson (1971), Control por Rechazo Activo de
Perturbaciones Han (2009) y, ma´s recientemente, en el llamado,
Control Libre de Modelo Fliess y Join (2013).
4.4. Formulacio´n del problema e hipo´tesis
La velocidad angular, ω, el desplazamiento angular θ, y
la corriente id son medibles. La posicio´n inicial θ0 es des-
conocida y, por lo tanto, la posicio´n angular θr no esta´
disponible. Se supone que la posicio´n inicial del eje se
encuentra acotada por el intervalo θ0 ∈ (− π2np , π2np ).
El par de carga τL(t) es variante en el tiempo y del cual
se sabe, solamente, que se encuentra uniformemente aco-
tado en forma absoluta. En lo dema´s el par de carga es
completamente desconocido.
Solo se conocen los para´metros {Ls,Km, J, np}. La resis-
tencia variante en el tiempo Rs(t), el coeﬁciente de fric-
cio´n viscosa, B, y la posicio´n inicial θ0, son desconoci-
dos.
Para enteros positivos suﬁcientemente grandes, m y p,
las cantidades ξw(t) y ξi(t), consideradas como funcio-
nes del tiempo exhiben, respectivamente, derivadas tem-
porales uniformemente acotadas en forma absoluta has-
ta o´rdenes m y p, respectivamente, supt |ξ( j)w (t)| ≤ Wj y
supt |ξ(k)i (t)| ≤ Kj, j = 1, ...,m, k = 1, ..., p
Dado el modelo incierto del MSIP (21) incluyendo la validez
de todas las suposiciones previas, encontrar un controlador por
realimentacion de las salidas planas que logre el seguimiento de
la trayectoria de referencia, ω∗(t), para la velocidad angular, y
el de la trayectoria de referencia de corriente i∗d(t), en el eje d, i-
rrespectivamente de los valores adoptados por el torque variante
en el tiempo τL(t), ası´ como de la resistencia de estator Rs(t) y
de los valores iniciales de la posicio´n angular del eje del motor
θ0.
4.5. Resultados Principales
Dado el modelo anteriormente descrito del MSIP (21), el
par de observadores GPI (26) y (27) estiman, mediante las va-
riables z1w y z1i, y dentro de una vecindad arbitrariamente pe-
quen˜a del origen del espacio de fase del error de estimacio´n
tanto las funciones agregadas de perturbacio´n ξw(t), ξi(t), da-
das por (23)-(24), como las variables de fase asociadas al des-
plazamiento angular, ω, ω˙, mediante las variables w1 = ωˆ y
w2 = ˙ˆω, siempre y cuando los conjuntos de coeﬁcientes de di-
sen˜o: {γw0, ..., γw(m+1)}, {γi0, ..., γi(p)}, se escojan de tal manera
que las raı´ces de los siguientes polinomios caracterı´sticos en
la variable compleja s : pw(s) and pi(s), se encuentren ubica-
das suﬁcientemente lejos del eje imaginario en el semiplano iz-
quierdo del plano complejo:
pw(s) = sm+2 + γw(m+1)sm+1 + · · · + γw1s + γw0
pi(s) = sp+1 + γip s3 + · · · + γi1s + γi0 (25)
donde




vq + z1w + γwm(ω − w1)
z˙ jw = z( j+1)w + γw(m−1)(ω − w1), j = 1, . . . ,m − 1
z˙mw = γw0(ω − w1) (26)







)vd + z1i + γip(id − îd)
z˙ ji = z( j+1)i + γi(p−1)(id − îd), j = i, . . . , p − 1
z˙pi = γi0(id − îd) (27)
4.6. Controlador basado en observador GPI
El controlador por retroalimentacio´n de las salidas planas,
basado en observadores GPI, provistos de te´rminos de rechazo











− z1i − κi0(id − i∗d(t))
]
(28)
asinto´tica exponencialmente fuerza las trayectorias del error de
seguimiento en lazo cerrado del MSIP hacia una vecindad tan
pequen˜a como se quiera del origen del espacio de fases del error
de seguimiento, siempre y cuando las raı´ces de los polinomios
caracterı´sticos, en la variable compleja s, pwc(s) = s2+κw1 s+κ
w
0 ,
pic(s) = s + κi0, se encuentren ubicadas suﬁcientemente lejos a
la izquierda del eje imaginario en el plano complejo.
4.7. Resultados de simulacio´n utilizando el paquete PSIM
Se realizaron simulaciones del desempen˜o del controlador
ADRC basado en observadores GPI para un MSIP, utilizando el
paquete Matlab/Simulink-PSIM, utilizando los para´metros de
la Tabla 1.






No. de Polos P 4
Momento de Inercia (J) 0.22E-3 kg*m2
Constante Mec. de Tiempo (τmech) 2.0944 s.
Coeﬁciente de Friccio´n (B = J
τmech
) 1.0504E-4 kg*m2/s.
La simulacio´n nume´rica consistio´ en un MSIP trifa´sico con
fuerza contraelectromotriz sinusoidal. Una fuente de voltaje a
inversor trifa´sico de Modulacio´n de Ancho de Pulsos (MAP).
Tres sensores de corriente, tres sensores de voltaje, dos bloques
de transformacio´n de coordenadas abc a dqo para los voltajes y
corrientes de fase. Un bloque de transformacio´n dqo a abc pa-
ra los controladores basados en observadores GPI. Un bloque
del sensor trifa´sico, un sensor de velocidad, un bloque de carga
meca´nica (controlada externamente) y un conjunto de ramas de
resistores trifa´sicos para los cambios bruscos de resistencia de
estator. Por medio del esquema de simulacio´n mostrado ante-
riormente, se lograron los siguientes objetivos:
1. Seguimiento de una trayectoria de referencia deseada ba-
jo pares de carga variantes en el tiempo.
2. Robustez bajo cambios su´bitos de la resistencia del esta-
tor.
3. Robustez a la ignoracia de las condiciones iniciales de la
posicio´n angular del rotor.
Para las pruebas de simulacio´n, hemos propuesto una par de
carga externo variante en el tiempo, τL, suﬁcientemente com-
plejo, dado por: τL = 2 + 1.5 sin (3t) [Nm], para t < 3, y 4 +
1.5 sin (3t) [Nm] cuando t ≥ 3, y para las trayectorias de re-
ferencia deseadas, i∗d (t) y ω
∗ (t), hemos escogido las siguientes
funciones i∗d (t) = 0,
ω∗ (t) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
ω¯ini, si t < tini
ω¯ f in, si t > t f in
ω¯ini +
(








utilizando un polinomio de Be´zier (ver Biagiotti y Melchio-
rri (2008)), de la forma b (t) = 252t5 − 1050t6 + 1800t7 −
1575t8 + 700t9 − 126t10. La velocidad angular inicial se ﬁjo´ en
ω¯ini(1.0)=0 rad/s y el valor ﬁnal deseado de la velocidad angular
se especiﬁco´ como ω¯ini(2.5)=250 rad/s. El a´ngulo de posicio´n
inicial se ﬁjo´ en θ0 = π/6 rad. Los para´metros de conﬁguracio´n
de las simulaciones fueron: Instante inicial: 0.0. Instante ﬁnal: 5
s. Tipo de Integracio´n: paso ﬁjo, Integrador: ode1 (Euler), paso
de integracio´n ﬁjo (periodo de muestreo fundamental): 0.0001
s. La Figura 5 muestra el desempen˜o del controlador linealizan-
te por realimentacio´n de salida plana, basado en observadores
GPI, utilizados para el doble propo´sito de lograr un seguimien-
to robusto y bastante preciso de la trayectoria de referencia de
velocidad angular y la estabilizacio´n a cero de la corriente en el
eje d, en la presencia de un par de carga variante en el tiempo
y bajo variaciones severas del para´metro Rs(t), que consistieron
en un valor Rs =5.25 Ω para t < 2.5 s, y un valor Rs =1.25
para t ≥ 2.5 s. La ﬁgura muestra la estimacio´n de los efectos
agregados de las sen˜ales de perturbacio´n endo´genas y exo´genas
hipotetizadas en el ultramodelo. La precisio´n de las estimacio-
nes redundantes de la velocidad angular y de la corriente en el
eje d, generadas por los observadores GPI, tambie´n se muestran
en la ﬁgura.
5. Conclusiones y trabajo futuro
En este artı´culo se ha presentado una justiﬁcacio´n teo´rica,
junto a una aplicacio´n tecnolo´gica, de la injerencia de los ultra-
modelos globales en el control, tipo ADRC, por realimentacio´n
de salida en tareas de seguimiento de trayectorias para siste-
mas no lineales diferencialmente planos de mu´ltiples entradas
y mu´ltiples salidas. A nuestro conocimiento, esta justiﬁcacio´n
formal del me´todo ADRC, desde la o´ptica de los sistemas de
trayectoria equivalente y el me´todo de las perturbaciones sin-
gulares, no existe en la literatura. Los ultramodelos globales
constituyen una herramienta conceptual que resulta en una sim-
pliﬁcacio´n substancial de las tareas de estimacio´n de estados
y de control, por retroalimentacio´n de salidas, para la solucio´n
del problema de seguimiento de trayectorias en sistemas no li-
neales inciertos, diferencialmente planos, posiblemente pertur-
bados de manera exo´gena. Se propusieron observadores exten-
didos de Luenberger de alta ganancia, llamados observadores
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Figura 5: Desempen˜o en el seguimiento de la velocidad angular del ADRC basado en observadores GPI con estimacio´n de los efectos agregados de los para´metros
inciertos (Rs(t)) y de las perturbaciones exo´genas de par de carga (τL(t)).
GPI, para la estimacio´n simulta´nea, aunque aproximada, de las
perturbaciones dependientes del estado y de las variables de fa-
se asociadas a cada salida plana. Como temas de investigacio´n
a futuro, se propone estudiar el caso de control ADRC de los
sistemas diferencialmente planos donde la salida plana no es
medible. Es de notar que este caso ofrece diﬁcultades formida-
bles puesto que la teorı´a de observadores de estado para siste-
mas no lineales inciertos ha encontrado limitaciones estructu-
rales fundamentales fuera del a´mbito de las soluciones de in-
yeccio´n discontinua. Sin embargo, el control de seguimiento de
sen˜ales de referencia para salidas no planas, en sistemas planos,
ha recibido atencio´n para el caso ma´s importante en el que las
salidas consideradas son de fase no mı´nima (ve´ase Fliess et al.
(1998)). El me´todo ADRC puede extenderse a este u´ltimo ca-
so sin diﬁcultades mayores. Se considera como otra aportacio´n
una forma menos excluyente para la clase de perturbaciones a
nalizar, suponiendo, en lugar de condiciones de diferenciabili-
dad, condiciones de tipo Lipschitz (ver Zak (1990)).
6. English Summary
Global Ultra-models in Active Disturbance Rejection
Control of Nonlinear Diﬀerentially Flat Systems.
Abstract
Global ultra-models are introduced as a paradigm for vastly
simplifying the design of observer-based linear output feedback
control laws in output trajectory tracking problems for a large
class of uncertain nonlinear ﬂat systems. An ultra-model simply
lumps, as an unknown time-varying disturbance, the combined
eﬀects of all uncertain state-dependent (i.e., endogenous) non-
linearities as well as those of external (i.e., exogenous) pertur-
bation inputs present in the input-to-ﬂat output model of the
system. As a result, a global ultra-model based controller de-
sign only requires knowledge of the system order and of the
nonlinear control input gain function. An extended high gain
observer based control scheme is proposed for linear Active
Disturbance Rejection (ADRC) for nonlinear diﬀerentially ﬂat
systems. An Illustrative case study example is presented. Key-
words:
Robust control, Active Disturbance Rejection Control, High Gain
Observers, Disturbance Estimation, PermanentMagnet Synchro-
nous Motor
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Ape´ndice A. Una demostracio´n del resultado principal ba-
sada en la teora de perturbaciones singulares
Considere el problema de seguimiento de una trayectoria
conocida suave y∗(t), t ∈ [0,∞), por medio de una ley de control
realimentado, u, deﬁnido sobre el siguiente sistema dina´mico n-
dimensional, suave,
y(n) = φ(t, y)u + ψ(t, y, y˙, ..., y(n−1)) (A.1)
donde φ(t, y) es conocida, uniformemente acotada y alejada de
cero, i.e., supt |φ(t, y(t))| > δ > 0. La funcio´n escalar, ψ(·) =
ψ(t, y, y˙, ..., y(n−1)), es completamente desconocida excepto por
el hecho de ser uniformemente acotada de manera absoluta al
igual que todas y cada una de sus derivadas temporales hasta
un orden ﬁnito m. En otras palabras, 2 supt |ψ(i)(·)| ≤ Ki, i =
0, ...,m. El entero m es un para´metro de disen˜o que se escoje de
bajo orden (tı´picamente m = 3 a m = 5). Sea {κ0, ..., κn−1} un
conjunto de coeﬁcientes reales, escogidos de tal forma que el
siguiente polinomio en la variable compleja s, es Hurwitz,
pcl(s) = sn + κn−1sn−1 + · · · + κ1s + κ0 (A.2)
De igual forma, sean {λ0, ..., λm+n−1} coeﬁcientes reales esco-
gidos de tal forma que el siguiente polinomio en la variable
compleja s, pobs(s) == sn+m + λn+m−1sn+m−1 + · · · + λ1s + λ0
tambie´n es Hurwitz. Deﬁniendo: yi = y(i), i = 0, 1, ..., n − 1, el
sistema (A.1) puede escribirse en la representacio´n (cano´nica)
de estado siguiente:
y˙i = yi+1, i = 0, . . . , n − 2
y˙n−1 = φ(t, y0)u + ψ(t, y0, ..., yn−1) (A.3)
Considere el siguiente controlador linealizante, basado en ob-






−ψˆ + [y∗(t)](n) − Σn−1i=0 κi(yˆi − [y∗(t)](i))
]
(A.4)
2Si esta condicio´n no se satisface en casi todas partes para cualquier entero
ﬁnito m entonces, las soluciones y(t) de (A.1) no existen del todo para cualquier
funcio´n de entrada u ﬁnita (ve´ase (Gliklikh,2006))
donde yˆi, i = 0, 1, ..., n − 1, y, ψˆ = z1, son variables generadas
por el siguiente observador de Luenberger extendido (tambie´n
llamado, observador GPI),
˙ˆy0 = yˆ1 + λm+n−1(y − yˆ0)
˙ˆy j = yˆ j+1 + λm+n− j−1(y − yˆ0), j = 1, . . . , n − 2
˙ˆyn−1 = φ(t, y)u + z1 + λm(y − yˆ0)
z˙1 = z2 + λm−1(y − yˆ0)
z˙i = zi+1 + λm−i(y − yˆ0), i = 2, . . . ,m − 1
z˙m = λ0(y − yˆ0) (A.5)
Defı´nase e˜i = yi − yˆi, i = 0, 1, ..., n − 1. Se obtiene entonces la
siguiente representacio´n de la dina´mica del vector de variables
de fase del error de estimacio´n,
˙˜e0 = e˜1 − λn+m−1e˜0
˙˜e j = e˜ j+1 − λn+m− j−1e˜0, , j = 1, . . . , n − 2
˙˜en−1 = ψ(t, y0, y1, ..., yn−1) − z1 − λme˜0
z˙1 = z2 + λm−1e˜0
z˙i = zi+1 + λm−ie˜0, i = 2, . . . ,m − 1
z˙m = λ0e˜0 (A.6)
Haciendo e˜ = e˜0, el error de estimacio´n de la salida e˜0 = e˜ =
y − yˆ0, satisface la siguiente ecuacio´n diferencial perturbada de
orden n + m,
e˜(n+m) + λn+m−1e˜(n+m−1) + · · · + λ1 ˙˜e + λ0e˜ = ψ(m)(t, y, y˙, ..., y(n−1)) =
ψ(m)(t, e + y∗(t), e˙ + y˙∗(t), ..., e(n−1) + [y∗(t)](n−1)) (A.7)
donde e = y − y∗(t) se deﬁne como el error de seguimiento de
salida. Ha´gase λn+m = 1 y substitu´yase (A.3) en (A.1). Luego
de sumar y restar yi al factor (yˆi−[y∗(t)](i)) contenido en la suma
en (A.4), entonces, el error de seguimiento para el sistema en
lazo cerrado y el error de estimacio´n de salida (A.7), satisfacen
el siguiente conjunto de ecuaciones diferenciales perturbadas
de orden superior,
e(n) + κn−1e(n−1) + · · · + κ0e = Σn−1i=0 κie˜i+[
ψ(t, e + y∗(t), e˙ + y˙∗(t), ..., e(n−1) + [y∗(t)](n−1)) − ψˆ
]
(A.8)
e˜(n+m) + λn+m−1e˜(n+m−1) + · · · + λ1 ˙˜e + λ0e˜ =
ψ(m)(t, e + y∗(t), e˙ + y˙∗(t), ..., e(n−1) + [y∗(t)](n−1)) (A.9)
Hecho 1. A partir de (A.6) se sigue que si e˜0 es identicamente
cero, entonces e˜0 = e˜1 = · · · = e˜n−1 = 0. En particular, de la
ecuacio´n diferencial e˜n−1 en (A.6), ˙˜en−1 = ψ(t, y0, ..., yn−1)−z1−
λme˜0. Se sigue que si e˜i, i = 0, 1, ..., n − 1, son identicamente
cero, entonces z1 = ψˆ es un estimado exacto del te´rmino no li-
neal ψ(t, y, y˙, ..., y(n−1)). Ma´s au´n z j = ψ( j−1)(·) para j = 2, ...,m
y z˙m = ψ(m)(·). Este hecho sera´ usado ma´s tarde, en el contexto
de un ana´lisis de perturbaciones singulares del sistema en lazo
cerrado (A.8)-(A.9).
Hecho 2. En forma similar, a partir de la misma ecuacio´n (A.5),
si todos los e˜i no fuesen ide´nticamente cero, sino uniformemen-
te arbitrariamente cercanos a cero, entonces, z1 = ψˆ, serı´a un
estimado uniformemente, deﬁnitivamente, arbitrariamente cer-
cano al te´rmino no lineal ψ(t, y, y˙, ..., y(n−1)). Esto justiﬁca nues-
tra eleccio´n de notacio´n al llamar ψˆ a la variable z1.
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Disen˜o del observador de alta ganancia
Sean  y λ para´metros reales estrictamente positivos, (con,
digamos, λ > 1 ). Escogiendo las ganancias del observador
{λ0, ..., λn+m−1}, en (A.5), como:
λn+m−i =
(n + m)!





, i = 1, 2, ..., n + m, (A.10)
se obtiene, a partir de la ecuacio´n (A.9), la siguiente dina´mica








e˜ = ψ(m)(t, e+y∗(t), e˙+ y˙∗(t), ..., e(n−1)+ [y∗(t)](n−1))
(A.11)








n+mψ(m)(t, e + y∗(t), e˙ + y˙∗(t), ..., e(n−1) + [y∗(t)](n−1))
Ana´lisis basado en Perturbaciones Singulares
Resumiendo, el sistema en lazo cerrado y la dina´mica in-
yectada del observador de alta ganancia satisfacen el siguiente
conjunto de ecuaciones diferenciales, suceptibles de un ana´lisis
de perturbaciones singulares, puesto que son fa´cilmente reduci-
bles a la llamada forma normal
e(n) + κn−1e(n−1) + · · · + κ0e = (A.13)







(n+m)ψ(m)(t, e + y∗(t), e˙ + y˙∗(t), ..., e(n−1) + [y∗(t)](n−1))
Siguiendo el procedimiento esta´ndar en el Ana´lisis mediante
Perturbaciones Singulares, primero se obtiene el sistema de or-
den reducido, haciendo formalmente  = 0 en las ecuaciones:
(A.13)(A.14). Esto resulta en λn+me˜ = 0 es decir, e˜ = 0 es la
u´nica solucio´n de equilibrio trivial de la dina´mica del error de
observacio´n perturbada singularmente. Se procede a reemplazar
esta solucio´n de equilibrio, e˜ = 0, en (A.13). Recordando del
Hecho 1, que siempre que e˜ y sus derivadas son cero entonces
z1 = ψˆ(·) = ψ(·), y tambie´n e˜i = 0, i = 0, 1, ..., n − 1. Se obtiene
entonces el sistema de orden reducido para la dina´mica del error
de seguimiento dado por e˜(n) + κn−1e˜(n−1) + · · · + κ0e˜ = 0. Por la
hipo´tesis inicial sobre los para´metros κ j, j = 0, ..., n−1, del con-
trolador, el sistema de orden reducido tiene al origen como pun-
to de equilibrio asinto´ticamente exponencialmente estable de
forma global. El sistema de capa de frontera correspondiente,
descrito en la escala de tiempo expandida, τ = t/, y distingui-
do mediante la variable de correccio´n ez = e˜ − 0 = e˜, satisface






e˜z = 0, (A.15)
obtenida haciendo  = 0 en el miembro derecho de (A.14) y
realizando el re-escalamiento natural del tiempo  ddt =
d
dτ . El
equilibrio e˜z = 0 es asinto´ticamente estable independientemen-
te de las condiciones iniciales, e(0), del error de seguimien-
to. En otras palabras, el origen es uniformemente asinto´tica-
mente estable en las condiciones iniciales e(0). Tambie´n, cual-
quier condicion inicial ez(0), para el sistema de capa de frontera
(A.15) esta´, trivialmente, en su dominio de atraccio´n. El auto-
valor repetido −λ, de la linealizacio´n redundante alrededor del
origen del sistema de capa de frontera (A.15) es estrictamente
negativo y puede hacerse menor que un nu´mero real negativo
ﬁnito −c haciendo simplemente λ > c. Se sigue de la discusio´n
anterior que se satisfacen todas las hipo´tesis del teorema de Tik-
honov. Por lo tanto, para un  suﬁcientemente pequen˜o, el error
de observacio´n e˜, y sus derivadas temporales, evolucionan, uni-
formememente en el tiempo, de una forma estable, dentro de
una vecindad arbitrariamente pequen˜a del origen del espacio de
fase de los errores de observacio´n, (e˜, ..., e˜(n+m−1)). Esta vecin-
dad esta´ claramente determinada por . Ciertamente, haciendo
d/dτ igual a cero en (A.14) se obtiene el siguiente equilibrio









ψ(t, e + y∗(t), e˙ + y˙∗(t), ..., e(n−1) + [y∗(t)](n−1))
]
(A.16)
Un estimado del radio de una esfera de acotamiento deﬁnitiva






con Km siendo la cota uniforme y absoluta hipotetizada sobre
ψ(m)(t, y, ..., y(n−1)). Es claro que tiene sentido la previsio´n de
hacer λ mayor que la unidad. En estas circunstancias, a partir
del Hecho 2, a diferencia ψ− ψˆ resulta tambie´n arbitrariamente
pequen˜a y la estimacio´n de la no linealidad puede hacerse tan
aproximada como sea necesario.
Disen˜o del Controlador
Recordando que ψˆ(·) es deﬁnitivamente arbitrariamente cer-
cana a la perturbacio´n agregada, ψ(·), y que los errores de es-
timacio´n de las variables de fase e˜i convergen deﬁnitivamente,
en forma dominantemente exponencial, a vecindades arbitraria-
mente pequen˜as del origen.
e(n) + κn−1e(n−1) + · · · + κ0e = Σn−1i=0 κie˜i + ψ(·) − ψˆ]
Se sigue entonces que para ubicaciones moderadamente lejanas
del eje imaginario, en la parte izquierda del plano complejo, de
las raices del polinomio caracterı´stico (A.2), el sistema lineal
producira´ errores de seguimiento y derivadas de este error que
son tambie´n cercanos al origen. Al igual que antes, a mayor
magnitud de estas raı´ces, menor el radio de la vecindad del ori-
gen donde convergen el error de seguimiento y sus derivadas.
