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Abstract 
Scanning tunneling spectroscopy (STS) allows for probing the local density of states of surfaces 
and adsorbates with atomic spatial resolution. When molecules or other nanostructures are 
electronically decoupled from the surface, STS can be interpreted in terms of the electronic 
structure of the isolated adsorbate. Ultra-thin insulating layers of metal oxides or alkali halides 
are commonly used to decouple single molecules and atoms. This thesis explores the 
possibilities of an alternative decoupling material: hexagonal boron nitride (h-BN). 
  
We start by investigating the atomic-scale structure and electronic properties of an h-BN 
monolayer on Ir(111) and ﬁnd that it is characterized by a moiré superstructure with a work 
function modulation of approx. 0.5 eV. Subsequent STS experiments on molecules deposited 
onto the h-BN/Ir(111) system indicate their efﬁcient decoupling from the metallic substrate 
and local charging through the h-BN work function modulation. Comparing molecules in 
different charge states, we go beyond the prevalent single-particle picture when interpreting 
STS on molecules and explain the observed resonances as a series of many-body excited states. 
Finally, we utilize h-BN covalently attached to graphene (G) islands to decouple the G edges 
from the metallic substrate. This gives rise to an electronic state at the h-BN/G interface, which 
closely resembles the edge state theoretically predicted for pristine graphene edges. 
  
The work presented in this thesis opens new avenues for high-resolution STS on molecular 
systems using h-BN as an ultra-thin insulating layer. 
Keywords scanning tunneling microscopy, tunneling spectroscopy, self-assembly, single 
molecules, hexagonal boron nitride, graphene 
ISBN (printed) 978-952-60-6967-8 ISBN (pdf) 978-952-60-6966-1 
ISSN-L 1799-4934 ISSN (printed) 1799-4934 ISSN (pdf) 1799-4942 
Location of publisher Helsinki Location of printing Helsinki Year 2016 
Pages 89 urn http://urn.ﬁ/URN:ISBN:978-952-60-6966-1 

Preface
The cover of this thesis states that I am its sole author but the truth is,
research is always a team effort, so there are plenty of people to thank.
First of all, I would like to thank Peter Liljeroth for giving me the opportu-
nity to pursue my PhD in his group, for all his guidance and support and
lastly, for not taking all my silly jokes too seriously. Big thanks also to
all the other current, past and semi-members of the Atomic Scale Physics
group for the fruitful (scientiﬁc) discussions, their helping hands and most
importantly, the very enjoyable working atmosphere they created. In al-
phabetical order: Amina, Avijit, Ben, Jani, Kaustuv, Nurul, Päivi, Robert,
Sampsa and Shawulienu.
I also would like to thank our collaborators from the dark side, i.e. the-
ory and computational physics, for their insight and patience when shar-
ing it with us: From the Quantum Many-Body Physics group, leader Ari
Harju and Andreas, Mari and Mikko, and Ari P. Seitsonen from ENS in
Paris, in particular for his attempts to share some of his DFT wisdom with
me and his refreshingly critical attitude towards it.
From my previous group at FU Berlin, I would like to thank Christian
Lotze for the numerous and lengthy email exchanges that helped me so
much to improve the performance of our microscope here at Aalto.
Finally, I would like to thank all my friends and family for their support,
in particular Sari Kokkola.
Helsinki, August 19, 2016,
Fabian Schulz
1
Preface
2
Contents
Preface 1
Contents 3
List of Publications 5
Author’s Contribution 7
1. Introduction 9
2. Experimental methods 13
2.1 Scanning tunneling microscopy . . . . . . . . . . . . . . . . . 13
2.1.1 Bardeen formalism and Tersoff-Hamann approxima-
tion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.1.2 Scanning tunneling spectroscopy . . . . . . . . . . . . 18
2.1.3 Interpretation of tunneling spectra . . . . . . . . . . . 19
2.2 Growth of hexagonal boron nitride by chemical vapour de-
position . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.3 Set-up . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3. Results 29
3.1 The structure of h-BN on Ir(111) . . . . . . . . . . . . . . . . 29
3.2 Single-molecule tunneling spectroscopy on h-BN . . . . . . . 32
3.3 Electronic states at the h-BN/graphene interface . . . . . . . 35
4. Summary and Outlook 39
References 41
Publications 51
3
Contents
4
List of Publications
This thesis consists of an overview and of the following publications which
are referred to in the text by their Roman numerals.
I Fabian Schulz, Robert Drost, Sampsa K. Hämäläinen, Thomas Demon-
chaux, Ari P. Seitsonen and Peter Liljeroth. Epitaxial hexagonal boron
nitride on Ir(111): A work function template. Physical Review B 78,
235429, 2014.
II Fabian Schulz, Robert Drost, Sampsa K. Hämäläinen and Peter Lil-
jeroth. Templated self-assembly and local doping of molecules on epi-
taxial hexagonal boron nitride. ACS Nano 7, 11121-11128, 2013.
III Fabian Schulz, Mari Ijäs, Robert Drost, Sampsa K. Hämäläinen, Ari
Harju, Ari P. Seitsonen and Peter Liljeroth. Many-body transitions in
a single molecule visualized by scanning tunnelling microscopy. Nature
Physics 11, 229-234, 2015.
IV Robert Drost, Andreas Uppstu, Fabian Schulz, Sampsa K. Hämäläi-
nen, Mikko Ervasti, Ari Harju and Peter Liljeroth. Electronic States at
the graphene-hexagonal boron nitride zigzag interface. Nano Letters 14,
5128-5132, 2014.
5
List of Publications
6
Author’s Contribution
Publication I: “Epitaxial hexagonal boron nitride on Ir(111): A work
function template”
The author carried out the majority of the measurements and their anal-
ysis and wrote the manuscript.
Publication II: “Templated self-assembly and local doping of
molecules on epitaxial hexagonal boron nitride”
The author carried out the measurements and the majority of their anal-
ysis and wrote the manuscript.
Publication III: “Many-body transitions in a single molecule
visualized by scanning tunnelling microscopy”
The author carried out the measurements and the majority of their anal-
ysis and co-wrote the manuscript.
Publication IV: “Electronic States at the graphene-hexagonal boron
nitride zigzag interface”
The author carried out a part of the measurements and took part in dis-
cussing and analyzing the data.
7
Author’s Contribution
8
1. Introduction
Scanning tunneling spectroscopy (STS) combines atomic spatial resolu-
tion with current-voltage spectroscopy, enabling measurements of the elec-
tronic structure of single molecules and atoms [1–6]. Such experiments
are of paramount importance for the understanding of fundamental as-
pects of charge and spin transport, as well as related phenomena. Of-
fering a well-controlled environment, they minimize the complexity of the
investigated system down to its quintessential components, instead of suf-
fering from ensemble averages or external perturbations.
STS draws upon the scanning tunneling microscope (STM) [7], a tool
which measures the quantum mechanical tunneling current between a
conducting sample and a very ﬁne probe to generate a topographic im-
age of the sample surface. The tunneling current depends on the over-
lap between the tip and sample wave functions and when measured as
a function of applied voltage, allows deducing the local density of states
(LDOS) of the sample. Generally, this quantity will reﬂect the properties
of the combined system of substrate and possible adsorbates and depend-
ing on the interaction strength, the adsorbate’s electronic structure may
be altered by the surface. For single atoms or molecules, the gas-phase
electronic structure consists of discrete, δ-function-like energy levels. If
the surface-adsorbate interaction upon adsorption is weak, this picture
does not change signiﬁcantly except that (i) the observed levels broaden
into a Lorentzian due their ﬁnite life time as they couple to states of the
substrate [8–10] and (ii) the fundamental gap is reduced due to screening
effects [10]. The magnitude of the broadening depends on the coupling be-
tween adsorbate and substrate states and can be on the order of 0.1 meV
to 1 eV [11]. If the interaction is very strong, hybridization can result
in mixed adsorbate-surface electronic states which neither resemble the
unperturbed substrate or adsorbate wave functions [10].
9
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It is thus clear that STM/STS studies focusing on the electronic proper-
ties of single molecules or atoms require means to minimize hybridization
with the substrate electronic states. As STM demands conducting sam-
ples, using bulk insulators as a substrate is not an option. This limitation
can be overcome by growing ultra-thin insulating layers on metallic sub-
strates [12] (Fig. 1.1). Usually around two to three atoms thick, such
layers provide the required electronic decoupling while still allowing a
measurable tunneling current to ﬂow.
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Figure 1.1. (a) Schematic representation of an ultra-thin insulating layer decoupling
molecules from a metallic substrate. (b) Idealized DOS of the different mate-
rials, from left to right: metal (two parabolic bands crossing around the Fermi
level), insulator (two parabolic bands separated by an energy gap), molecule
(two life-time broadened Lorentzians). Zero energy denotes the Fermi level;
states below this energy are occupied (dark shaded) and above it unoccupied.
The use of decoupling thin ﬁlms in STM has facilitated signiﬁcant progress
in the investigation of isolated adsorbate properties, such as imaging of
individual molecular orbitals [13], single-atom spin-ﬂip spectroscopy [14],
manipulation and control over the charge states of atoms [15, 16] and
molecules [17, 18] or different aspects of electron-vibration coupling [19–
21]. The two most commonly employed families of ultra-thin insulators
are metal oxides such as MgO [15, 22, 23] or Al2O3 [19, 24, 25] and al-
kali halides such as NaCl [16, 18, 26] or RbI [20]. Unfortunately, the
limit of life time-broadened molecular resonances with Lorentzian shape
and peak widths in the meV range is usually not reached on such sur-
faces [13, 19, 25, 27]. Due to the polar nature of oxides and salts, there
is strong electron-phonon coupling between adsorbate states and optical
phonons of the insulator’s ionic lattice [27], leading to broad, Gaussian
line shapes.
A less ionic alternative could be hexagonal boron nitride (h-BN), a wide
band-gap insulator [28] isostructural to graphene (G) but composed of
alternately arranged boron and nitrogen atoms. While not purely cova-
lently bonded as its carbon counterpart, electronic structure calculations
10
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indicate signiﬁcant accumulation of charge density in between boron and
nitrogen atoms [29,30], suggesting that the bonding is not purely ionic ei-
ther. Research in monolayers of h-BN grown on metal substrates [31–34]
started to increase roughly one decade ago, when the rise of graphene [35]
sparked interest also in other two-dimensional materials. However, the
use of h-BN as an ultra-thin insulator for STS has been scarce until
a few years ago, with initial contributions focusing on superconducting
nanoparticles [36] and molecular magnets [37].
This thesis aims to further explore the potential of h-BN by character-
izing its structure when grown on Ir(111) and subsequently investigating
its capabilities to decouple different kinds of electronic states. In addi-
tion to STS experiments on single molecules adsorbed on top of h-BN,
it is shown that graphene edges can also be decoupled from a metallic
substrate by covalently attaching h-BN, proving the versatility of the ma-
terial. The remainder of the thesis is structured as follows: in Experi-
mental Methods, the principles of STM and STS are explained, as well
as the growth of h-BN and graphene by chemical vapour deposition and
the experimental set-up. The Results section brieﬂy summarizes the main
outcomes of the publications upon which this thesis is based, while Out-
look and Summary attempts to put the results into a broader perspective.
Finally, all the original publications can be found at the end of this docu-
ment.
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2. Experimental methods
2.1 Scanning tunneling microscopy
It is an elementary result of quantum mechanics that the wave function
ψ of an electron is not identically zero even within a potential barrier,
which is a forbidden region in classical mechanics. Instead, when pene-
trating the barrier on one side, ψ decays exponentially within the barrier,
resulting in a ﬁnite probability for the electron to be found at the opposing
side (as long as the barrier width z is ﬁnite). This is the so-called tunnel-
ing effect of quantum mechanics, a sketch of which is shown in Fig. 2.1. In
a non-equilibrium situation where the tunneling rates for wave functions
impinging on either side of the barrier are different, it can give rise to an
appreciable current.
Evac
e×V
EF,T
?T
?S
EF,S
Tip Sample
?
Vacuum
Figure 2.1. Schematic of a tunneling junction with an applied bias voltage V . The wave
function ψ is free electron-like in the metallic tip and sample but decays ex-
ponentially within the barrier.
This is the underlying principle of the scanning tunneling microscope
(STM) [7], a tool which has revolutionized surface science and whose in-
ventors Gerd Binnig and Heinrich Rohrer were awarded the Nobel Prize
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in Physics in 1986.1 The basic idea of the STM is to bring a metallic
tip into close proximity of a conducting surface, typically to within 5-10
Ångströms (Å), such that electrons can tunnel from the tip to the surface
and vice versa. A bias voltage is applied to misalign their Fermi levels and
thus, a tunneling current will ﬂow between them. This current will be in
the order of pico- or nanoamperes, which can be measured easily and with
high precision. While scanning the tip over the surface, the spatial vari-
ation of the current is either recorded directly or used as feedback signal
to acquire a constant-height or constant-current image of the surface, re-
spectively. The two imaging modes are schematically depicted in Fig. 2.2.
I
z
x
I
z
x
constant current constant height
Tip
Sample
Figure 2.2. (a) Constant-current and (b) constant-height imaging mode.
In the simple approximation of a metal-vacuum-metal tunneling junc-
tion, and assuming the work functions φ of tip and sample are equal, the
current I across the barrier is given by the transmission probability T ,
which is proportional to the ratio of the amplitudes (given by the absolute
square) between the outgoing ψz and incoming ψ0 wave functions:
I ∝ |ψz|
2
|ψ0|2 ∝ e
−2κz with κ =
√
2mφ/ , (2.1)
where  is Planck’s constant divided by 2π and m the mass of the electron.
For typical values of metallic work functions of around ﬁve electronvolts
(eV), the current will decrease by one order of magnitude if the tip-sample
distance is increased by 1 Å. As a consequence, if one atom of the tip apex
is protruding just a bit more towards the sample than all others, the over-
whelming majority of the tunneling current will ﬂow between that atom
and the surface. This high sensitivity of the current to the tip-sample
1Shared with Ernst Ruska for his work on electron optics and design of the ﬁrst
electron microscope.
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distance allows STM to image surfaces with atomic resolution [38]. Since
STM is best suited for the study of atomically clean surfaces and well-
deﬁned nanostructures, experiment are usually carried out in ultra-high
vacuum (UHV) to minimize sample contamination. To maximize reso-
lution, the microscope can be operated at low temperatures, which stabi-
lizes the tip-sample junction and reduces drift as well as thermally excited
charge carriers.
2.1.1 Bardeen formalism and Tersoff-Hamann approximation
To properly understand the STM image contrast and its origin, a more
detailed theory than presented above is needed. Such a theory inevitably
has to start with a thorough description of the tunneling process.
In 1961, J. Bardeen worked out a formalism that described tunneling
from a many-particle point of view [39]. His approach is basically of per-
turbative nature, but its beauty arises from simply treating two subspaces
with orthogonal sets of wave functions, where the perturbation is the in-
teraction of the two subspaces [40]. He considered a system as shown in
Fig. 2.3, with two metals a and b separated by a barrier region za < z < zb
and two many-particle wave functions Ψ0 and Ψmn, which differ by the
transfer of one electron from state m in metal a into state n in metal b.
States m and n are described by quasi-particle wave functions ψm in a
and ψn in b, respectively, which both decay exponentially within the bar-
rier region. Thus, Ψ0 is a solution to the stationary Schrödinger equation
with energy E0 for the subspace z < zb and Ψmn is a solution for z > za
with energy Emn. Even though both are good solutions within the barrier,
neither one of them is a good solution for the combined system.
A time-dependent wave function can be constructed by a linear combi-
nation of the stationary Ψ0 and Ψmn
Ψ = a(t)Ψ0e
−iE0t/ +
∑
mn
bmn(t)Ψmne
−iEmnt/ , (2.2)
which is a solution to the Schrödinger equation with the Hamiltonian H
of the combined system
i∂tΨ = HΨ . (2.3)
The coefﬁcient a(t) will remain in the order of unity for weak coupling and
small t. Thus, insertion of Eq. 2.2 into Eq. 2.3 and elimination of the sum
by forming the inner product with Ψ∗mn′e
iEmn′h/t yields the time evolution
15
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za zb
?m ?n
metal a metal b
barrier
?
?0?, E0 ?mn , Emn
{ {
Figure 2.3. Bardeen’s model system: Two regions a and b separated by a barrier region
za < z < zb. The quasi-particle wave functions ψm and ψn decay exponen-
tially within the barrier. Thus, the many-particle wave functions Ψ0 and Ψmn
are good solutions in their subsystems and in the barrier, but not for the com-
bined system. Σ is an arbitrary surface within the barrier separating the two
subsystems (see text).
for the coefﬁcient bmn to ﬁrst order:
ib˙mn(t) =
∫
Ψ∗mn(H − E0)Ψ0 dr e−i(E0−Emn)t/ . (2.4)
The derivative b˙mn is related to the transition rate of the electron from
state m into state n, allowing for deﬁnition of the tunneling matrix ele-
ment
Mmn =
∫
Ψ∗mn(H − E0)Ψ0 dr . (2.5)
By construction, the integral in Eq. 2.5 is non-zero only in the subspace
z > zb. The expression can be cast into a symmetric form by subtracting
Ψ0(H−Emn)Ψ∗mn, which is non-zero only for z < za. After invoking energy
conservation, i.e. E0 = Emn, the only terms that remain are the ones
including the kinetic energy operator:
Mmn = − 
2
2m
∫
b
(
Ψ∗mn∇2Ψ0 −Ψ0∇2Ψ∗mn
)
dr . (2.6)
The subscript b indicates that the integral has to be carried out only for
z > zb. Using Green’s theorem, it can be transformed into a surface inte-
gral
Mmn =

2
2m
∫
Σ
(
Ψmn∇Ψ∗0 −Ψ∗0∇Ψmn
)
dS , (2.7)
where the surface Σ can be any surface lying within the barrier, separat-
ing the two subspaces a and b. An expression equivalent to Eq. 2.7 can be
derived when considering separate tip and sample wave functions [40].
16
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The tunneling current can be expressed by ﬁrst-order perturbation the-
ory in terms of the matrix element Eq. 2.7, giving in the limit of small
bias voltage V and low temperature [41]
I =
2πe2

V
∑
mn
|Mmn|2δ(E0 − EF )δ(Emn − EF ) , (2.8)
where e is the charge of an electron and EF the Fermi level. Evaluation
of the matrix element Mmn is the crucial part, which was carried out by
J. Tersoff and D. R. Hamann [41, 42] to provide a quantitative theory for
STM. The surface wave function ψn is expressed in a very general form as
a sum over Bloch waves in the plane of the surface, decaying exponentially
into the vacuum:
ψn ∝
∑
G
aGe
−(κ2+|k||+G|2)1/2zei(k||+G)r|| , (2.9)
where κ is the decay constant as deﬁned in Eq. 2.1 and k|| and G are the
surface wave vector and reciprocal lattice vector, respectively. The difﬁ-
culty arises from the unknown wave function of the tip ψm, and it was
the achievement of Tersoff and Hamann to approximate the tip apex as a
locally spherical potential well while neglecting its detailed atomic struc-
ture. In the gap region, the tip wave function thus exhibits an asymptotic
spherical form around the center of curvature of the tip r0
ψm ∝ e
−κ|r−r0|
|r− r0| . (2.10)
The right-hand side in 2.10 can be expanded in a way analogous to Eq.
2.9 by noting that
e−κr
r
=
∫
e−(κ2+q2)1/2|z|eiqr||
2π(κ2 + q2)1/2
dq . (2.11)
Plugging the surface wave function Eq. 2.9 and the tip wave function Eqs.
2.10 and 2.11 into Eq. 2.7, one ﬁnds that the tunneling matrix element is
simply proportional to the surface wave function
Mmn ∝ ψn(r0) (2.12)
yielding for the tunneling current via Eq. 2.8
I ∝ e2V ρt(EF )
∑
n
|ψn(r0)|2δ(En − EF ) . (2.13)
Here, ρt(EF ) is the tip density of states and
∑
n |ψn(r0)|2δ(En − EF ) de-
ﬁnes the local density of states (LDOS) ρs(r0, EF ) of the sample surface at
the Fermi level at the center of curvature of the tip. Thus, in the constant
17
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current mode at small bias, the tip follows a contour of constant LDOS.
Since the asymptotically spherical tip wave function Eq. 2.10 behaves
analogous to real s orbitals computed from spherical modiﬁed Bessel func-
tions, this model is also known as s-wave model.
2.1.2 Scanning tunneling spectroscopy
From the preceding section it is clear that when the bias voltage is in reso-
nance with an electronic state of the sample, the tunneling probability and
thus the conductance is enhanced. This is reﬂected in an increased slope
of the I-V curve and consequently, peaks in the differential conductance
dI/dV . More precisely, the current for ﬁnite bias voltage and temperature
is the convolution of the tip and surface DOS integrated over energy [40]:
I =
4πe

∫ ∞
−∞
[
f(EF −eV +	)−f(EF +	)
]
ρs(EF −eV +	)ρt(EF +	)|M |2d	 ,
(2.14)
where f(E) is the Fermi distribution function. For low temperatures, f(E)
can be approximated by a step function. To ﬁrst order, the energy depen-
dence of M is given by M0eκz/φ, yielding for the tunneling current
I ∝
∫ 1
2
eV
− 1
2
eV
ρs(EF +
1
2
eV + 	)ρt(EF − 1
2
eV + 	)eκz/φd	 . (2.15)
The weighting factor eκz/φ corrects for the fact that states at higher en-
ergy have a larger tunneling probability than lower lying ones (higher
lying states are closer to the vacuum level and thus have a lower energy
barrier). For a typical bias voltage of 1 V (	 = ±0.5 eV), work function
(barrier height) φ of around 5 eV and tip-sample distance (barrier width)
z of 10 Å, the ratio of the weighting factors at the two limits of the integral
is close to 10:1. Thus, at positive sample bias when electrons tunnel from
occupied states of the tip into unoccupied states of the sample, contribu-
tions from the upper limit of the integral dominate and the differential
conductance is proportional to the sample DOS at voltage V :
dI
dV
∣∣∣∣
V >0
∝ ρs(EF + eV )ρt(EF ) . (2.16)
Conversely, at negative sample voltage when the electrons tunnel from
the surface to the tip, the dI/dV will be proportional to the tip DOS at
voltage V . Only if the tip is prepared such that its DOS is approximately
ﬂat, the dI/dV signal can also at negative bias voltages be interpreted in
terms of the sample DOS.
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The capability of STM to probe the (L)DOS with atomic resolution is the
driving force underlying the sub-discipline of scanning tunneling spec-
troscopy. Experimentally, the easiest way to measure the differential con-
ductance is by the use of a lock-in ampliﬁer. The dc bias voltage V is
modulated by a small, high-frequency sinusoidal ac component Vac sinωt.
The resulting modulation of the current is sensitive to the slope of the I-
V curve, as can be seen from a Taylor expansion of the current for small
modulation voltages:
I(V + Vac sinωt)  I(V ) + dI
dV
Vac sinωt+
d2I
dV 2
V 2ac sin
2 ωt+ . . . . (2.17)
The lock-in ampliﬁer then multiplies the signal of the modulated current
by a reference signal of the same frequency ω. Since the integral over time
t for the product of two sine functions is non-zero only if their frequencies
are equal
lim
t→∞
1
t
∫ t
0
sinω1t
′ sinω2t′ dt′ =
{
1/2 if ω1 = ω2
0 otherwise
, (2.18)
only the spectral component proportional to the dI/dV survives, while
all the other components are ﬁltered out. Equation 2.17 shows that also
higher derivatives dnI/dV n are accessible by choosing a reference signal
whose frequency is the n-th harmonic of ω.
2.1.3 Interpretation of tunneling spectra
STS does not just allow to measure the DOS of clean surfaces but also
of adsorbates, e.g. deliberately evaporated single molecules. Unlike the
dispersive energy bands found in bulk solid-state systems, in such zero-
dimensional objects the DOS is primarily composed of discrete electronic
levels. In gas phase, those levels correspond to δ-functions well-separated
in energy space. Adsorption on a surface changes this picture, as the lev-
els broaden due to life time effects and hybridization with substrate elec-
tronic states. STS on such samples usually will reveal a series of peaks in
the dI/dV signal which correspond to removal or injection of an electron
from or into the combined molecule-surface system. According to Bardeen,
the tunneling probabilities are governed by the full many-electron wave
functions of tip and sample, which would be impossible to derive for such
complex and large systems. Fortunately, we have seen above that un-
der certain circumstances the dI/dV signal can be interpreted simply in
terms of the sample electronic structure. If further the interaction be-
19
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tween adsorbate and surface can be minimized by an ultra-thin insulat-
ing layer [13, 19, 21], tip and substrate can be simply viewed as electron
baths and the peaks in STS attributed to different many-electron wave
functions of the isolated molecule.
From a theoretical point of view, STS probes transitions between an
N -electron wave function ΨN and some (N±1)-electron wave functions
Ψ(N±1). The response is then given by the diagonal elements of the many-
body spectral function [43], i.e.
A(ν, ω) = 2π
∑
k
|〈ΨN+1k |c†ν |ΨN0 〉|2δ(ω − EN+1k + EN0 ) (2.19)
for injection of an electron at positive sample bias voltage and
A(ν, ω) = 2π
∑
k
|〈ΨN−1k |cν |ΨN0 〉|2δ(ω − EN−1k + EN0 ) (2.20)
for removal of an electron at negative bias. The matrix element includes
the initial state, safely assumed to be the ground state ΨN0 at low temper-
atures, and the possible ﬁnal states ΨN±1k , the lowest transition being into
the (N±1)-electron ground state denoted by k = 0 and subsequent tran-
sitions corresponding to excited states k = 1, 2, 3, . . . . 2 c†ν and cν are the
creation and annihilation operators for an electron in the single-particle
orbital ν and the δ-function assures energy conservation.
However, even for few-electron systems within the Born-Oppenheimer
approximation, calculation of the exact many-electron wave function is
impossible due to the electron-electron interaction term in the many-body
Schrödinger equation, which couples all the electrons. Several approxi-
mation schemes for ab initio electronic structure calculation exist. The
Hartree-Fock (H-F) method [44–46] constructs the N -electron wave func-
tionΨN as a single Slater determinant ofN single-electron wave functions
ψ [47, 48], which are self-consistently optimized such that they minimize
the total energy of ΨN . The main limitation is that electron-electron in-
teractions are accounted for only in a mean-ﬁeld approximation, thus ne-
glecting correlation effects [49, 50]. This problem can be alleviated by a
number of different post-H-F methods [51], which are however without ex-
ception, computationally extremely costly and feasible only for very small
molecules.
2As long as the molecule-substrate coupling is much stronger than the tip-
molecule coupling, such that the molecule between tunneling events always re-
turns to the N -electron state and no transitions involving (N±m)-electron states
with m>1 are probed.
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An alternative approach is density functional theory (DFT), which does
not minimize the energy with respect to the many-electron wave func-
tion as H-F based methods but with respect to the electron density. DFT
builds on two theorems, essentially stating that (i) the ground state en-
ergy E of a system of N electrons is a functional of the electron density
n(r) and (ii) for each system there exists a unique n(r) such that E is min-
imized [52]. The total electron density is then decomposed into N non-
interacting single-electron wave functions ψ, the so-called Kohn-Sham
(KS) eigenstates [53]. Those KS states experience an effective potential,
which includes the static potential due to the atomic nuclei, the electron-
electron Coulomb repulsion and the many-particle interactions through
an exchange-correlation (XC) functional. As the effective potential de-
pends on n(r), the KS eigenstates are self-consistently optimized until
the energy reaches a minimum. While the method is mathematically ex-
act and would yield the correct density and total energy, the difﬁculty
arises from ﬁnding the correct XC functional. To date, no exact formu-
lation of it exists but many different approximations, and results of DFT
calculations can be highly sensitive to the functional used [54,55].
Both the above methods, H-F and DFT, approximate the solution to the
many-electron problem by a set of effective single-electron orbitals. How-
ever, in particular the KS eigenstates carry strictly speaking no physi-
cal meaning [54, 56], as they only constitute a mathematical construct
(except the energy of the highest occupied KS state, which should cor-
respond to the ionization potential according to the DFT version of the
Koopmans theorem [57,58]). Nevertheless, it has become customary to di-
rectly interpret experimental STS spectra in a similar single-particle pic-
ture [13,59,60], where the peaks in the dI/dV are usually assigned to the
KS states denoting the highest occupied (HOMO-k) or lowest unoccupied
(LUMO+k) molecular orbitals of the N -electron system. To make mat-
ters worse, DFT is a ground state theory but in STS, resonances beyond
the frontier orbitals usually correspond to excited states. In the single-
particle picture, those are simply obtained by occupying or unoccupying
the orbitals of the ground state in the given order. However, in principle
DFT is not sufﬁcient to determine the elementary excitations [61].
One possible way of calculating excited states is an extension of DFT
called time-dependent density functional theory (TDDFT) [62, 63]. Here,
a small time-dependent perturbation is added to the effective potential.
In the most common implementation of TDDFT, the many-body excited
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states are then given by the poles of the linear response function of the
charge density [64]. Such calculations are usually carried out in the so-
called adiabatic approximation, where it is assumed that the XC func-
tional reacts instantaneously and without memory to previous changes of
the charge density [63]. The limitations of TDDFT lie then analogously to
standard DFT in the approximations made in the XC functional.
2.2 Growth of hexagonal boron nitride by chemical vapour
deposition
As stated in section 2.1, STM experiments are usually performed on atom-
ically clean surfaces, requiring not just imaging but also sample prepara-
tions to be carried out in UHV. Thin ﬁlms of h-BN can readily be grown in
UHV by chemical vapour deposition (CVD). The basic principle of CVD is
to expose a substrate to a vapour of precursors molecules, which decom-
pose or react on the surface, often facilitated by supplying energy to the
system in the form of heat or using a substrate that is catalytically active.
h-BN has been shown to grow on various transition metal surfaces upon
thermal decomposition of the benzene-like borazine, B3N3H6 [31, 65–74].
The process is usually self-limiting, as the catalytic activity of the sub-
strate is required to crack the borazine. Once there is no free metal sur-
face left, the growth process stops, conveniently resulting in exactly one
monolayer (ML) of h-BN. If there is a lattice mismatch between the h-BN
and the substrate, the registry between the boron and nitrogen atoms and
the substrate atoms will vary in an alternating fashion, resulting in a pe-
riodic superstructure. If the substrate and overlayer both exhibit hexago-
nal symmetry, this so-called moiré pattern will have hexagonal symmetry
as well, as shown in Fig. 2.4.
Figure 2.4. Formation of a moiré pattern: Overlaying two crystal lattices with different
lattice constants (left and middle) results in a periodic variation of the inter-
layer registry (right).
The moiré periodicity λ can be derived from the reciprocal lattice vectors
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[75] and depends on the relative lattice mismatch δ:
λ =
(1 + δ)a√
2(1 + δ)(1− cosϕ) + δ2 , (2.21)
where a is the periodicity of the overlayer, i.e. h-BN. Equation 2.21 reveals
that the period also depends on the relative orientation between h-BN and
the substrate, the maximum value of λ corresponding to the two lattices
being aligned, i.e. ϕ = 0. For non-zero ϕ, there will be also an angle ϑ
between the h-BN lattice and the moiré lattice, given by
tanϑ =
sinϕ
1 + δ − cosϕ . (2.22)
If ϕ is small, Eq. 2.22 can be simpliﬁed to the linear relationship ϑ = ϕ/δ,
in which case ϑ will simply magnify the atomic misalignment between
h-BN and the substrate.
The formation of different rotational domains poses a serious challenge
to the growth of high-quality h-BN ﬁlms. One way to minimize their occur-
rence is by the choice of the substrate, where one usually differentiates be-
tween weakly and strongly interacting substrates. While weakly interact-
ing substrates offer the advantage that the electronic properties of h-BN
are fully preserved, different adsorption conﬁgurations of h-BN on such
surfaces vary little in energy and have thus similar formation probability
during the growth [69, 72]. Prototypical examples are h-BN/Pt(111) [65]
or h-BN/Cu(111) [72]. On strongly interacting substrates, on the other
hand, there usually exists one adsorption conﬁguration which is energet-
ically strongly favoured, resulting in a preferred growth direction. How-
ever, this is often accompanied by strong hybridization of h-BN π states
with d states of the substrate [67], potentially diminishing the insulating
properties of h-BN. In addition, the interaction strength (weak - strong)
also governs the corrugation (low - high) between different regions of
the h-BN/metal moiré pattern. On the strongly interacting substrates
Rh(111) [31] and Ru(0001) [66], the moiré corrugation is between 1 and
1.5 Å [76], while h-BN on Cu(111) is essentially ﬂat [72]. Previous work
indicates that Ir(111) might be right at the sweet point between the two
extrema, i.e. sufﬁciently weakly interacting to preserve the insulating
properties of h-BN while at the same time allowing for the growth of a
single rotational domain [65,72,77].
The quality of the h-BN layer is further inﬂuenced by the growth con-
ditions. There are two variations of the CVD method: the standard way
is to heat the sample to the desired temperature and then expose the al-
ready hot substrate to the borazine. Alternatively, the surface can be kept
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at room temperature (RT) while dosing in the precursor, which will ad-
sorb on the surface (usually until the surface is saturated) and only then
heat the sample to the growth temperature. This latter method is often
referred to as temperature programmed growth (TPG) [78]. In principle,
the growth then proceeds analogously, starting with dehydrogenation of
borazine, cracking of the molecular ring into fragments and atomic boron
and nitrogen and reorganization into small BN clusters, which then grow
and coalesce to form the h-BN layer [68,70,74]. However, the crystallinity
of the layer will strongly depend on the growth method and chosen tem-
perature [73, 74]. TPG leads to a high nucleation density, since the sur-
face is fully covered with molecules or their fragments as the temperature
reaches the thresholds for thermal decomposition and cluster formation,
respectively. For lattice-mismatched systems, it is then very unlikely for
different h-BN islands to coalesce coherently [68, 74]. If all domains are
rotational aligned, Eq. 2.21 yields for h-BN (a=2.505 Å [79]) on Ir(111)
(a=2.714 Å [80]) a moiré period of 32.5 Å, which would correspond to a
13×13-on-12×12 unit cell. Thus, there are already 144 translational do-
main just for aligned h-BN [68], with an accordingly inverse probability
for two domains to merge coherently. As a result, TPG often leads to
a mosaic-like growth where the ﬁnal overlayer is polycrystalline with a
small domain size (Fig. 2.7a). Higher temperatures or longer heating
times will usually result in larger islands [78].
Figure 2.5. Schematic of chemical vapour deposition growth of h-BN. Borazine precour-
sor molecules decompose on a hot surface (e.g. for Ir(111) 1080 ◦C) and the
fragments form the h-BN monolayer.
This situation can be avoided in standard CVD: the nucleation density
24
Experimental methods
depends on the ratio between deposition ﬂux and surface diffusion [68],
which thus can be minimized by a low partial pressure of the introduced
precursor and a high growth temperature. This approach is also called
low-pressure high-temperature CVD (LPHT-CVD) and can lead to nu-
cleation densities in the order of one per μm2 [68, 78], as shown in Fig.
2.6. The h-BN islands also overgrow step-edges in a carpet-like fash-
ion [74, 81], allowing for formation of single domains up to several μm2
in size [71]. For Ir(111), the maximum h-BN growth temperature is be-
tween 1000 and 1100 ◦C [70,73]. At higher temperatures the h-BN layer
decomposes, whereby atomic boron likely diffuses into the bulk and nitro-
gen desorbs as NHx or N2 [70,73,82].
100 nm
Ir(111)
h-BN
h-BN
Figure 2.6. Growth of h-BN on Ir(111) by low-pressure high-temperature CVD (pB3N3H6
= 2×10−8 mbar, TIr(111) = 1080 ◦ C, tgrowth = 4.5 min). The four STM images
show a total unique area of 0.66 μm2 with a single h-BN islands growing
at the top right corner, yielding as an estimation of the upper limit of the
nucleation density on that sample 1.5 μm−2.
All the above considerations apply similarly to the CVD growth of graph-
ene on Ir(111) [75, 78]. Here, ethylene is commonly used as precursor
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molecule, which decomposes via various intermediates into atomic car-
bon and subsequently forms carbon clusters and then ordered graphene
islands [78,83,84]. One difference is that graphene can be grown at even
higher temperatures, being stable still at 1500 ◦C [73] (probably due to
the lower solubility in iridium of carbon compared to boron [82]).
Both h-BN and graphene islands grow with zigzag (ZZ) edges [74, 85],
but for h-BN this has an interesting consequence. Due to the interaction
with the substrate, one of the two inequivalent ZZ edges (either boron- or
nitrogen-terminated) is energetically more favourable - according to DFT
calculations for Ru(0001) the nitrogen edge [74]. The preferred island
shape then will be triangular (Figs. 2.7a and b), as the occurrence of the
energetically less favourable edge is minimized during growth. On the
contrary, the graphene islands shown in Fig. 2.7c show mostly a hexago-
nal shape. Due to the slightly larger lattice constant of G, its moiré pat-
tern on Ir(111) (Fig. 2.7d) has a shorter periodicity of ∼ 25 Å [75].
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Figure 2.7. (a) h-BN grown on Ir(111) by TPG (surface fully covered with borazine at RT
and ﬂashed to 1000 ◦C). (b) Triangular shapes of h-BN islands minimize the
occurrence of one of the two inequivalent ZZ edges, in this example boron-
terminated edges. (c) Graphene grown on Ir(111) by TPG (surface fully cov-
ered with ethylene at RT and ﬂashed to 1300 ◦C). (d) G/Ir(111) moiré pattern.
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2.3 Set-up
All experiments for publications PI, PII and PIII were performed on a
commercial CreaTec LT-STM/AFM (www.createc.de) with PAN-type slider,
shown in Fig. 2.8 and operated at 5 K and under UHV conditions (base
pressure 10−10 mbar). The only signiﬁcant modiﬁcation of the system is
the addition of low-pass ﬁlters for the voltage signals driving the piezo
scanner in x, y (1 kHz, 2nd order) and z (1 kHz, 1st order) direction. A
preparation chamber for sample cleaning, chemical vapour deposition and
evaporation of molecules is housed within the same UHV system, allow-
ing for sample transfer into the microscope without breaking the vacuum.
Figure 2.8. (a) Side and (b) top view of the CreaTec LT-STM/AFM used for most of the
experiments presented in this thesis.
Experiments for publication PIV were mostly performed on a commer-
cial Unisoku USM1300 low-temperature STM (www.unisoku.com), oper-
ated at 5 K and under UHV conditions as well.
Ir(111) single crystals, used as a substrate for all experiments presented
in this thesis, were cleaned by repeated cycles of sputtering with 1.5 keV
neon ions, annealing to 900 ◦C in 5×10−7 mbar oxygen and subsequent
ﬂashing to 1400 ◦C. Further details can be found in the corresponding
sections of the original publications.
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3. Results
3.1 The structure of h-BN on Ir(111)
Publication PI investigated the atomic scale structure and electronic prop-
erties of h-BN on Ir(111). To ensure a high quality of the h-BN, it was
grown by low-pressure high-temperature CVD at a borazine pressure of
2×10−8 mbar and sample temperature of 1080 ◦C. A large scale STM
image in Fig. 3.1a shows a single h-BN domain extending over several
monatomic substrate steps. The moiré superstructure (Fig. 3.1b) is formed
by depressions arranged in a hexagonal lattice, which for historical rea-
sons [31, 65] will be referred to throughout this thesis as ‘pores’, while
the region surrounding them as ‘wires’. Figure 3.1b also reveals that the
angle between the h-BN and the moiré lattices is negligibly small, indica-
tive of an overlayer which is aligned with the Ir substrate (Eq. 2.22). The
experimentally determined moiré periodicity of (29.3±0.6) Å is slightly
reduced compared to the theoretical value of 32.5 Å (Eq. 2.21), suggest-
ing that the h-BN layer is strained by 0.8% [86,87].
Pore
Wire
a b
1 nm40 nm
Figure 3.1. (a) Large-scale STM image of an h-BN domain grown on Ir(111) and extend-
ing over two monatomic steps. Inset: Fast-Fourier transform conﬁrming the
single-crystalline nature of the h-BN domain and its hexagonal symmetry. (b)
Atomically resolved image of the moiré pattern, with pore and wire regions
marked.
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According to the DFT calculations1 shown in Fig. 3.2a, the pore regions
correspond to N atoms occupying Ir(111) top sites and B atoms hcp hollow
sites (NtopBhcp), where a large overlap between N p states and Ir d states
results in a lower adsorption height. The largest adsorption height of the
h-BN layer corresponds to both species occupying hollow sites (NhcpBfcc),
with a total corrugation of 35 pm.2 The DFT projected density of states
of the B and N pz component depicted in Fig. 3.2b also suggest that the
strong interaction of the h-BN layer with the substrate on the pores leads
to a local downward shift of its conduction band. This ﬁnding is supported
by the STM contrast reversal on the moiré, with the pores appearing as
protrusions at large positive bias. Nevertheless, the PDOS in the h-BN
gap is very low, suggesting that it should be able to serve as a decoupling
layer.
Figure 3.2. (a) DFT-optimized structure of the h-BN/Ir(111) moiré. (b) Projected den-
sity of states for atoms in the two regions marked in (a). (c) Bias voltage-
dependent STM image contrast of the moiré.
1All DFT calculations presented in this thesis have been carried out using the
generalized gradient approximation to the XC functional as parametrized by
Perdew, Burke and Ernzerhof (PBE) [88] or its revised version (revPBE) [89].
Please see the original articles in the Publications sections for computational
details.
2This value is slightly dependent on the XC functional and how dispersion forces
are treated [90].
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The moiré also modulates the local work function of the h-BN layer: Fig.
3.3b shows measurements of the tunneling current as a function of the
tip-sample distance for different parts of the sample (crosses in Fig. 3.3a).
The decay constant on the pore is smaller than on the wire or the clean
Ir(111), indicating a lowering of the work function (Eq. 2.1). This can
also be visualized through ﬁeld emission resonances (FERs), whose origin
is depicted in Fig. 3.3c: When the bias voltage exceeds the sample work
function, a trapezoidal potential between tip and surface is formed, giving
rise to hydrogen-like electronic resonances [91–93]. These resonances can
be measured by STS with a closed current feedback and a set of such
spectra taken along a high-symmetry line of the moiré (arrow in Fig. 3.3a)
is shown in Figs. 3.3d and e. Since their energy depends on the sample
work function [94], they allow for an estimation of the spatial variation of
the surface potential [95–97]. Combining the results from I(z) [98] and
FER measurements, the local work function on the pores is roughly 0.5
eV lower compared to its highest value on the wire regions. This spatial
variation of the work function is in good agreement with values of the
Hartree potential extracted from DFT calculations (Fig. 3.3f) and can
be explained by the different hybridization strength between h-BN and
Ir(111) over the moiré unit cell [99–101].
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Figure 3.3. (a) STM image marking the location of the I(z) and FER spectra. (b) I(z)
measurements on the pore (blue) and wire (red) regions and on the clean
Ir(111) (black). (c) Schematic of FERs formed in the trapezoidal potential
well between tip and sample when the bias voltage exceeds the sample work
function. (d) Same as (b) but for FER spectra. (e) False color plot of a series
of FER spectra taken along the arrow shown in panel (f). (e) Local work
function over the h-BN moiré unit cell calculated from DFT.
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3.2 Single-molecule tunneling spectroscopy on h-BN
Publications PII and PIII explored the possibilities of monolayer h-BN on
Ir(111) to serve as ultra-thin insulating layer for tunneling spectroscopy
on single molecules. As a model system, we used the well-studied cobalt
phthalocyanine (CoPC) [102–104], a dye molecule consisting of an aro-
matic macrocycle which coordinates a cobalt atom in its central cavity.
PII focussed on the effect of the h-BN moiré on the self-assembly and
electronic structure of CoPC. Figures 3.4b and c show the sample at two
different submonolayer coverages of CoPC. At low coverages (panel b), the
molecules exclusively adsorb on the moiré pores, due to the stronger inter-
action with the metal substrate and the electric ﬁeld caused by the change
of the work function [105], in agreement with previous studies [106,107].
Only once all the pores are occupied, the molecules also decorate the wire
regions (panel c).
Ha
C
N
Co
cb
on wire
on pore
2 nm5 nm
Figure 3.4. (a) Structural model of cobalt phthalocyanine. (b) h-BN/Ir(111) at low CoPC
coverage, when the molecules exclusively adsorb on the pores. (c) At higher
coverages, CoPC also adsorbs on the wires.
Interestingly, CoPCs exhibit different intramolecular contrast in STM
images, depending on whether they adsorb on the wire or the pore. This
is a clear indication that the h-BN moiré modulates the molecule’s elec-
tronic properties, which is conﬁrmed by the STS measurements shown in
Figs. 3.5a and b. The dI/dV for molecules on the wire (panel a) shows
that the lowest transition at positive bias for electron injection is local-
ized at the cobalt center (labeled N2), the second one is delocalized over
the macrocycle (N1) and for electron removal at negative bias, the ﬁrst
transition is also delocalized (N3). On the pore (panel b), the lowest tran-
sition at positive bias is a delocalized state (A1), while at negative bias the
ﬁrst transition appears on the cobalt center (A2) and two further transi-
tions are delocalized over the molecule’s macrocycle (A3, A4). Comparison
between STM images at different bias voltages depicted in Fig. 3.5c and
previous studies [103,104] suggests that CoPC on the wire is in a neutral
ground state (CoPC0). On the pore, the molecules are negatively charged
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and in an anionic ground state (CoPC−1), as the lowest unoccupied state
of the neutral species shifts below the substrate Fermi level due to the
lower work function [108].
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Figure 3.5. (a) dI/dV spectra for CoPC adsorbed on the wire, where it remains in a neu-
tral ground state. (b) Same for CoPC on the pore, where it gets negatively
charged. (c) STM images of CoPC/h-BN/I(111) at different bias voltages,
showing how the metal-centered lowest unoccupied molecular state on the
wire shifts to below the Fermi level on the pore.
Two further important observations can be made from the dI/dV in Fig.
3.5: (i) all the transitions exhibit satellite peaks (labeled N1v, N1vv, A2v
and so on). Their constant spacing of ∼100 mV [109] identiﬁes them as
vibronic replica [110,111] due to additional excitation of molecular vibra-
tions as the electron tunnels resonantly through the CoPC. (ii) the res-
onances are very narrow and Lorentzian shaped, with an average line
width of ∼37 mV (N2) on the wire and ∼60 mV (A2) on the pore [109].
Both (i) and (ii) indicate that the molecules on the h-BN are well-decoupled
from the underlying Ir substrate, even though on the pores the h-BN is
less insulating due to the stronger interaction with the metallic substrate.
In addition, (ii) represents a signiﬁcant advantage over the commonly
used alkali halides, where coupling of the molecular resonances with op-
tical phonons of the insulating layers leads to broad, Gaussian-shaped
peaks [20,27].
PIII continued with a more detailed investigation of the observed reso-
nances and went beyond the prevalent singe-particle (SP) picture of STS.
Here, one would expect that the negative charging of CoPC on the pore
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would lead to a downward shift in energy of all the observed transitions
(3.5a and b). This seems to hold true for A1 and A2, which could be in-
terpreted as N1 and N2 shifted down by ∼1 V. However, transition A3 of
CoPC−1 - in the SP picture corresponding to N3 of CoPC0 - should then
appear well below -1.0 V. Instead, there are two transitions A3 and A4 just
below A2 at energies of ∼-0.3 and ∼-0.8 V, respectively. In addition, maps
of the spatial variation of the dI/dV signal shown in Fig. 3.6 reveal that
the wave functions corresponding to transitions N3 and A3 exhibit a dif-
ferent shape and symmetry, in contrast to the expected behaviour based
on the SP picture.
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Figure 3.6. High-resolution STS and corresponding dI/dV maps, revealing that the or-
bital order for CoPC0 and CoPC−1 is different.
According to section 2.1.3 and Eq. 2.20, resonances A3 and A4 at neg-
ative bias correspond to transitions into N -electron excited states |ΨNk 〉
(electron removal from CoPC−1), which in the SP picture would be ob-
tained by simply unoccupying the single-particle states (e.g. Kohn-Sham
states from DFT) of the molecule’s ground state in their respective or-
der. However, this neglects many-body (MB) effects due to the interac-
tion of the hole with the remaining electrons, which can result in orbital
re-ordering and mixing of multiple single-particle excitations. Such ef-
fects can be taken into account by using TDDFT to explicitly calculate the
many-body excited states of the molecule and project them onto a chosen
set of SP orbitals, in our case the KS orbitals of neutral CoPC. Figure
3.7a compares the dominant contributions to the ﬁrst three MB excited
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states for electron removal from CoPC−1 with the SP excited states and
the experimental dI/dV maps. Identifying transitions A3 and A4 with
the ﬁrst and second MB excited states, it can be seen that the observed
orbital re-ordering is well-described by the excited states computed from
TDDFT. Figure 3.7b makes a similar comparison for electron injection into
CoPC0, according to which transition N1 can be interpreted as the second
MB excited state of the (N+1)-electron state, while the ﬁfth MB excited
state could explain the extra intensity of the second vibronic replica N1vv
(intensities of vibronic replica should follow a Poison distribution [111],
according to which N1vv should have much lower intensity than N1v).
Here, the ﬁrst, third and fourth MB excited state are not expected to be
visible in STS, as their dominant contribution requires an additional in-
tramolecular transition [112].
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Figure 3.7. Comparison of the single-particle (excited states from ground state DFT) and
many-body (excited states from TDDFT) picture with the experimental data
for (a) electron removal from CoPC−1 and (b) electron injection into CoPC0.
For the TDDFT excited states, only the dominant contributions upon projec-
tion onto the KS orbitals are shown.
3.3 Electronic states at the h-BN/graphene interface
In PIV, we expand on the usual idea of using ultra-thin insulating lay-
ers to decouple molecules and instead, grow in-plane heterostructures of
hexagonal boron nitride and graphene (h-BN/G) to decouple the G edges
from the metallic substrate. Theory predicts that zigzag edges of G should
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host a one-dimensional, non-dispersive electronic state [113–115], which
has attracted considerable interest due to its predicted exotic properties,
such as spin-polarization [114, 116]. However, the experimental realiza-
tion of this state faces two challenges: the G ZZ edges should be (i) atomi-
cally perfect and straight without disorder to minimize scattering and (ii)
passivated to avoid quenching of the state through chemical functional
groups or interaction with the substrate. Most approaches of achieving G
edges overcome only one of these two obstacles [117–119].
TPG-grown G on Ir(111) readily achieves (i), with the length of straight
ZZ segments limited only by the moiré superstructure (section 2.2), but
the strong interaction of the edge with the metallic substrate quenches
the edge state [119]. This problem is circumvented by covalently attach-
ing h-BN to the G edges in a second CVD step. The different moiré super-
structures for h-BN and G on Ir(111) [75, 101] can cause reconstructions
at the interface, which are reduced by intercalating the h-BN/G inter-
faces with several monolayers of the weakly interacting gold [120, 121].
An overview STM image of such a sample in Fig. 3.8a shows G islands
with small h-BN attachments, either adsorbed on top or embedded in the
top-most layer of the Au(111) ﬁlm, which shows its characteristic herring-
bone reconstruction [122].
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Figure 3.8. (a) Overview STM image of h-BN/G interfaces grown on Ir(111) and interca-
lated with gold. (b) Zoom-in on one of the interfaces, exhibiting a character-
istic lobe structure. (c) dI/dV spectrum taken at the interface, revealing a
narrow peak close the zero bias voltage. (d) DFT simulation of the tunneling
current over a boron- and nitrogen-terminated h-BN/G interface.
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Figure 3.8b is a zoom-in STM image onto one of the h-BN/G interfaces,
where a prominent series of elongated lobes is visible. STS (Fig. 3.8c)
reveals a narrow resonance close to zero bias voltage, localized directly
at the interface and absent from spectra taken on either G or h-BN. DFT
simulations of the h-BN/G interface shown in Fig. 3.8d do not just conﬁrm
that the observed electronic state is indeed a property of the interface
itself, but also suggest that the h-BN is boron-terminated at the interface.
In Fig. 3.9, band structures from tight-binding calculations for a G
nanoribbon with clean [123] (panel a) and BN-terminated [124] (panel
b) ZZ edges are compared. The initially non-dispersive edge state bends
down by ΔE between the K and K ′ points due to the bonding with the
boron atoms. However, the narrow peak in the dI/dV spectrum (Fig. 3.8c)
shows that in our case, ΔE is very small, indicating that the interface
state formed after passivating the G edge with h-BN closely resembles
the pure graphene zigzag edge state.
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Figure 3.9. Tight-binding band structures for a pristine (a) and h-BN-terminated (C-B
interface) graphene zigzag ribbon. Red marks the edge and interface state,
respectively. The difference in the bulk bands (gray) us due to the different
size of the calculated ribbons. Panel (a) adapted with permission from ref.
[123]. Copyright by the American Physical Society.
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4. Summary and Outlook
This thesis explored the possibilities to utilize h-BN as an ultra-thin in-
sulating layer for STS. Monolayer h-BN was grown on Ir(111) and char-
acterized by STM, showing that it can be grown with high quality and
long-range structural coherence. The Ir(111) surface has attracted con-
siderable interest in recent years as G on Ir(111) emerged as the quasi-
gold standard for CVD graphene [81,125]. Its interaction is weak enough
to preserve the linear dispersion of G around the Fermi energy, while
still facilitating single-domain growth. These observations motivated sev-
eral groups to study also h-BN growth and its optimization on Ir(111)
[70, 73, 126], and this work adds a local probe perspective to the existing
literature. In addition, STS measurements of the work function along the
h-BN/Ir(111) moiré revealed a periodic variation of roughly 0.5 eV, demon-
strating how slight variations in the hybridization of h-BN and Ir states
can have a strong inﬂuence on the local electronic structure.
STS experiments on CoPC molecules adsorbed on h-BN/Ir(111) demon-
strated that the insulating nature of h-BN is nevertheless preserved: Nar-
row, Lorentzian shaped molecular resonances were observed, suggesting
life time effects as the dominant broadening mechanism. This presents
an important step forward, as the predominantly used metal oxides and
alkali halides yield broad Gaussian shaped molecular resonances due to
coupling with optical phonons of the insulating layer [27]. This broaden-
ing mechanism is essentially layer-thickness independent [27], thus lim-
iting the energy resolution obtainable on such thin ﬁlms. h-BN/Ir(111)
offers the possibility to further reduce the line width and thus resolution
through h-BN multilayers, which can be grown from solid boron sources
[127].
The work function modulation on h-BN/Ir(111) leads to a local charging
of CoPC, which enabled the measurements of its electronic properties as a
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function of charge state. Comparing STS data for the two different species
revealed inconsistencies with the prevalent single-particle interpretation
of STS, which could be explained on the basis of many-body excited states
calculated from TDDFT. These results are an important reminder that
STS also probes excited states and those are generally not well-described
by standard DFT [61] or Hartree-Fock calculations [128].
Going beyond the usual applications of ultra-thin insulating layers, the
edges of CVD-grown graphene were decoupled from the metallic substrate
by covalently attaching h-BN. The resulting electronic state at the inter-
face strongly resembles the theoretically predicted edge state of pristine
graphene [123], potentially opening up a new route to study some of the
exotic effects linked to this state.
During the last few years, the literature on STM/STS using h-BN as
ultra-thin insulator has grown markedly, with several publications inves-
tigating the effect of the h-BN/metal moiré onto the electronic structure
of adsorbed molecules [129–133]. Additionally, h-BN was employed as de-
coupling layer for spin-ﬂip spectroscopy [134]. In conjunction with those
studies, this thesis demonstrates the versatility of h-BN as decoupling
layer, allowing for detailed investigations of the electronic structure of
adsorbates while also providing templating capabilities.
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