The well-known 1-2-3 Conjecture asserts that the edges of every graph without isolated edges can be weighted with 1, 2 and 3 so that adjacent vertices receive distinct weighted degrees. This is open in general, while it is known to be possible from the weight set {1, 2, 3, 4, 5}. We prove that for regular graphs it is sufficient to use weights 1, 2, 3, 4.
Introduction
Let G = (V, E) be a simple graph. An assignment ω : E → {1, 2, . . . , k} is called an edge k-weighing of G. We say it is vertex-colouring if it associates to the ends of every edge of G distinct weighted degrees, defined for each vertex v as σ ω (v) := u∈N (v) ω(uv). If this causes no ambiguities, we also write σ(v) instead of σ ω (v) and call it simply the sum of v.
Conjecture 1 (1-2-3 Conjecture). Every graph without isolated edges admits a vertex-colouring edge 3-weighting.
This remarkable presumption originates in the paper [9] of Karoński, Luczak and Thomason. First constant upper bound was however showed by Addario-Berry, Dalal, McDiarmid, Reed and Thomason in [1] via inventive application of new results on so-called degree constrained subgraphs, a seminal technique applied repeatedly e.g. in [2, 3, 10] . Their result was then improved in [3] and [14] . The currently best general upper bound due to Kalkowski, Karoński and Pfender [8] implies that it is sufficient to use weights 1, 2, 3, 4, 5. This was the outcome of an application of a surprisingly simple algorithm, which was a modification and refinement of its earlier version, designed by Kalkowski [7] to tackle the total version of the same concept from [10] . See also e.g. [5, 11, 16] for results concerning list versions of the both problems, and in particular very nice result of [15] , obtained via algebraic approach exploiting so-called Combinatorial Nullstellensatz due to Alon [4] . Apart from these it is known that 1-2-3 Conjecture holds for 3-colourable graphs, see [9] , and [12, 13] for other results. In this paper we further develop the techniques from [7] and [6] to show that the weight set {1, 2, 3, 4, 5} from [8] can be narrowed down to presumably almost optimal {1, 2, 3, 4} in the case of regular graphs, what was earlier known for 5-regular graphs [6] and possibly 4-regular ones -see e.g. [12] . In the following, by G[A] we understand the graph induced in G by A ⊆ V , and by G[B, C] we mean the graph induced by the edges between disjoint sets B, C ⊆ V in G. Proof. Let G = (V, E) be a d-regular graph, d ≥ 2, and let I ⊂ V be a maximal independent set in G. Denote R := V I. Obviously, every vertex v ∈ R is incident with an edge joining it with I; choose arbitrarily one such edge and denote it e v for each v ∈ R -we shall call it the supporting edge of v.
Let R 1 ⊆ R be the set of isolated vertices in G[R], and set R 2 := R R 1 . Denote by G 1 , . . . , G p the components of G[R 2 ] (each of which contains at least one edge). For every i = 1, . . . , p, we order the vertices of G i into a sequence v 1 , . . . , v n so that each v j with j < n has a forward neighbour in G i , that is a neighbour v k of v j in G i with k > j; we denote the edge joining v j with such v k with the least index k (k > j) the first forward edge of v j . Analogously we define backward neighbours of a given vertex in G i . The vertex v n shall moreover be called the last vertex of G i .
We shall first assign initial weights ω(e) to all the edges e of G. These shall be modified so that at the end of our construction:
(b') σ(v) < 4d for every v ∈ I with a neighbour in R 1 ;
where by σ(v) we mean the sum of a given vertex v in G. For these aims we shall in particular require that throughout the whole construction:
Apart from these requirements, our main concern within the modifying algorithm shall be distinguishing adjacent vertices in R 2 . Note this shall not be an issue for the vertices in I, as these form a stable set in G. At the end of the algorithm we shall also appropriately adjust the sums in R 1 (still consistently with (a), (b), (b'), (b") and (c)). Initially we assign weight:
(i) ω(e) = 1, if e is the first forward edge of some vertex;
(ii) ω(e) = 2, if e is an edge of G[R 2 ] which is not the first forward edge of any vertex; (1 • ) we are not allowed to modify the sums of already analyzed vertices (which are fixed and shall not change till the end of the construction).
On the other hand we wish to make some weight alterations so that while for this aim (3 • ) we are allowed to modify by 1 the weights of the edges joining v j with its backward neighbours in G i and the weights of their supporting edges so that (c) still holds.
Before we show that we can indeed perform our modifying procedure in accordance with (1
, let us observe the following. Proof. As according to (3 • ) the weights of the edges incident with R 1 cannot be modified, the conditions (b) and (b') follow directly by (c) and (iii). To see that (a) must also hold, note first that each edge e of G[R 2 ] can be modified at most once (consistently with (3 • )) within the algorithm, when it joins the currently analyzed vertex with its backward neighbour. Therefore, for every vertex v ∈ R 2 which is not the last vertex of some component of G[R 2 ], immediately after analyzing v, the first forward edge of v still has unchanged weight 1 (cf. (i)). By (i) -(iv) and (3 • ), all its remaining incident edges have in turn weights at most 3, except for e v , which has weight 4. Therefore, σ(v) ≤ 3d − 1, and by (1 • ) this does not change till the end of the construction. In order to prove the same holds also in the case when v ∈ R 2 is the last vertex of some component of G[R 2 ], it is sufficient to note that then ω(e v ) = 3 due to (iii) as by (3 • ) ω(e v ) could not be modified within our algorithm. Thus (a) follows, as analogously as above, the weight of every edge incident with v cannot exceed 3, while by (i) and (3 • ) the edge joining v with the vertex u directly preceding it in the corresponding ordering cannot have weight greater than 2 (as according to the main feature of the previously fixed orderings, this has to be the first forward edge of u).
Now we explain how we can perform every consecutive step of our modifying procedure, associated with a currently analyzed vertex v j from component G i , so that (1
• ) hold (provided that the previous steps were consistent with these rules). For this aim note first that while analyzing v j , the weight of every backward edge of v j (i.e. an 3 edge joining it with its backward neighbour in G i ) can be modified by 1 if necessary. Indeed, suppose e = v k v j is such an edge (i.e. k < j). If e is not the first forward edge of v k , then by (ii), ω(e) = 2 and by (c), ω(e v k ) ∈ {3, 4}. Thus, so that (1 • ) is obeyed, according to (3 • ), if ω(e v k ) = 3, we may change the weights of e and e v k to 1 and 4, resp., while if ω(e v k ) = 4, we may change the weights of e and e v k to 3 and 3, respectively. On the other hand, if e is the first forward edge of v k , then neither e nor e v k have been modified thus far, hence we may modify their respective current values 1 and 4 to 2 and 3 respectively. Suppose now that v j has b backward neighbours, then as each of these provides one more possible alteration of the sum of v j , we altogether have b + 1 available options for this sum (which do not influence the sums of the backward neighbours of v j ). Thus we may choose among these admissible alterations those which guarantee (2 • ). After analyzing in this manner all vertices in R 2 we obtain a weighting of G for which, by (1 • ), (2 • ) and Observation 3, σ(u) = σ(v) for every uv ∈ E(G[R 2 ∪ I]). Now we modify the sums in R 1 so that (b") holds. One after another, for every v ∈ R 1 we proceed as follows. If σ(u) ≥ 3d + 1 for any neighbour u of v, then we change the weight of uv ∈ E(G[R 1 , I]) from 3 to 2 (cf. (iii) and (c)). Otherwise, i.e. if σ(u) = 3d for every neighbour u of v, we change the weight of uv from 3 to 4 for all u ∈ N (v) ⊆ I. Note that in both cases none of (a), (b) and (b') shall be violated and we shall have σ(v) ∈ {3d − 1, 4d}. After processing in this manner consecutively all vertices in R 1 , all neighbours in G are finally sum-distinguished, as vertices in R 1 are only adjacent with those in I, cf. (b), (b') and (b").
