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1 Introduction
Time dependent Schro¨dinger equations appear in many areas of quantum mechanics. Among the various
time dependent problems, those subjected to moving boundary conditions are very interesting. Such a
system was first considered by Fermi [1] in connection with the study of cosmic radiation. Subsequently
quantised moving boundary problems have been studied by a number of authors [2, 3, 4, 5, 6, 7, 8, 9, 10,
11]. However, in most cases exact solutions have been obtained for a particle in a constant or harmonic
oscillator potential subjected to moving boundary condition. In view of this it is of some interest to
obtain other exactly solvable potentials subject to moving boundary conditions.
A standard approach to the moving boundary problems is to transform them to problems with fixed
boundary. In case the fixed boundary problem is exactly solvable then the original problem also becomes
exactly solvable. However, there are not many time independent potentials which are solvable over a
fixed segment of the real line. On the other hand it is well known that the class of exactly solvable
potentials can be enlarged using, for example, supersymmetric (SUSY) or Darboux formalism [12, 13].
In the case of time dependent problems it is possible to enlarge the class of exactly solvable potentials
by directly applying the time dependent Darboux transformation [14, 15, 16]. However here we plan to
follow a somewhat simpler procedure. More precisely we shall first apply the first (and second order) order
time independent Darboux transformation and subsequently use the separation of variable technique to
obtain new time dependent potentials. In particular we shall start with the square well potential with
a moving right boundary and construct exactly solvable moving boundary potentials using first order as
well as higher order SUSY formalism. The organisation of the paper is as follows: in section 2, we outline
separation of variable approach to moving boundary problems; in section 3, we apply SUSY formalism to
construct new exactly solvable moving boundary problems and finally section 4 is devoted to a conclusion.
2 Separation of variables approach to Schro¨dinger equation with
a moving boundary.
The Schro¨dinger equation [
− ∂
2
∂x2
+ V (x, t)
]
ψ(x, t) = i
∂ψ(x, t)
∂t
(1)
2
endowed with the boundary condition
ψ(0, t) = 0, ψ(L(t), t) = 0 (2)
describes the moving boundary problem in quantum mechanics. Here L(t) defines the expansion of the
boundary.
We shall now use the separation of variable technique [17, 18] to transform Eqn.(1) to a problem with
fixed boundary. To do this let us transform the variable x 7−→ q as
q =
x
L(t)
, 0 ≤ q ≤ 1 (3)
We now consider the potential to be of the form
V (q, t) = g(t)V˜ (q) + U(q, t) + g0(t) (4)
Let us now transform the wave function as
ψ(q, t)→ eφ(q,t)χ(q, t) (5)
Using the transformations (3) and (5), Eqn.(1) becomes
−∂2χ
∂q2
+ ∂χ
∂q
[
−2∂φ
∂q
+ iqL˙(t)L(t)
]
+ χ
[
−
{
∂2φ
∂q2
+ (∂φ
∂q
)2
}
+ i∂φ
∂q
qL˙(t)L(t)− iL2(t)∂φ
∂t
]
+χL2(t)
[
g(t)V˜ (q) + U(q, t)
]
= i∂χ
∂t
L2(t)− L2(t)g0(t)χ
(6)
For separability, the coefficient of ∂χ
∂q
should be a function of q. Thus we get
φ(q, t) = a(t)
q2
2
+ b(q) + c(t) (7)
where a(t) = i2 L˙(t)L(t). Let us choose b(q) = 0 and
c(t) = −i
∫ t
0
g0(s)ds− 1
2
logL(t) (8)
On using (7) and (8) in Eqn.(6) we get
− ∂
2χ
∂q2
+
[
1
4
L3(t)L¨(t)q2 + U(q, t)L2(t) + g(t)V˜ (q)L2(t)
]
χ = i
∂χ
∂t
L2(t) (9)
Now writing
χ(q, t) = Q(q)T (t) (10)
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we obtain from (9)
− Q
′′
Q
+
1
4
L3(t)L¨(t)q2 + L2(t)g(t)V˜ (q) + L2(t)U(q, t) = i
T˙
T
L2(t) (11)
where primes represent derivative with respect to q. Now two cases may arise depending on the choice
of U(q, t):
Case I: Let us consider U(q, t) = 0. In this case Eqn.(11) separates if
1.
g(t) =
1
L2(t)
(12)
2.
L3(t)L¨(t) = constant = c1 i.e L(t) =
√
λt2 + µt+ ν, where c1 = λν − µ
2
4
. (13)
It may be noted that in this case the boundary is moving with non uniform velocity. Now from Eqn.(11)
we get
− d
2Q
dq2
+ v1(q)Q = ǫQ (14)
where v1(q) = V˜ (q) +
c1
4 q
2 and ǫ is the separation constant.
and
T˙
T
= − iǫ
L2(t)
(15)
i.e
T (t) = e−iǫτ(t), where τ(t) =
∫ t
0
1
L2(s)
ds (16)
Case II: We now take
U(q, t) = −1
4
L(t)L¨(t)q2 (17)
Note that unlike in case I, the moving boundary is not subject to any particular law and may be chosen
according to a particular situation. Then using (17) in (11) it can be shown that the condition of
separability requires g(t) = 1
L2(t) . Therefore from Eqn.(11) we again obtain two equations, one of which
is
− d
2Q
dq2
+ V˜ (q)Q = ǫQ (18)
4
and other is identical with Eqn.(15).
Thus in the first case if v1(q) is solvable potential then the original time dependent potential is also
solvable. In the second case the original time dependent problem is solvable if V˜ (q) is a solvable potential.
However in the second case there is a larger family of separable (consequently a larger family of exactly
solvable) models as U(q, t) 6= 0. In either case the wavefunctions are of the form
ψ(x, t) =
∑
n
cne
φ(x,t)Qn(x, t)Tn(t) (19)
3 Construction of potentials via SUSY
Here we shall construct some potentials appropriate for moving boundary problems using SUSY formalism
[12, 13]. In order to have a fairly general class of potentials we consider U(q, t) 6= 0 and for simplicity we
choose g0(t) = 0.
As mentioned in the last section it is now necessary to choose V˜ and we consider a square well potential
of unit length [12, 13]
V˜ (q) = −π2 , 0 ≤ q ≤ 1 (20)
The energy spectrum and eigenfunctions of this potential are well known and are given by [12, 13]
ǫn = n(n+ 2)π
2 and Qn(q) ∝ sin[(n+ 1)πq] (21)
Then from Eqn.(10) it follows that
χn(q, t) = Qn(q)T (t) ∝ sin[(n+ 1)πq]e−iǫnτ(t) (22)
where τ(t) is given by Eqn.(16). Then from (4) the time dependent potential is found to be
V (x, t) = − π
2
L2(t)
− L¨(t)
4L(t)
x2 , 0 ≤ x ≤ L(t) (23)
The wavefunctions can be found from (5) and are given by
ψn(x, t) ∝ 1√
L(t)
e
i
4
L˙(t)
L(t)
x2−iǫnτ(t)sin[
(n+ 1)πx
L(t)
] (24)
where in obtaining (24) we have used φ(q, t) = i4 L˙(t)L(t)q
2− 12 logL(t). Thus under the moving boundary
condition (2) the time dependent Schro¨dinger equation (1) is exactly solvable with the potential (23).
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3.1 New potential via first order SUSY
In first order SUSY formalism [12, 13] two Hamiltonians H0,1 = A
∓A± are intertwined through two
first order differential operators of the form A± = ± d
dx
+ w(x), w(x) being the superpotential. The two
potentials V± = (w
2 ± w′) are isospectral except perhaps the ground state. To cast the potential (20)
into the SUSY form, we consider the superpotential to be of the form
w(q) = −πcot(πq) (25)
Then the partner potentials are of the form
V−(q) = w
2(q)− w′(q) = −π2 (26)
V+(q) = w
2(q) + w′(q) = π2
[
2 cosec2(πq)− 1] (27)
It is seen that V−(q) is a square well of unit length as in Eqn.(20). Also the wavefunctions of H0,1 are
related to each other because of SUSY and using (21) the wavefunctions of V+(q) are found to be
Qn+(q) ∝
[
d
dq
+ w(q)
]
Q(n+1)−(q) (28)
From (5) and (10) the wavefunctions are found to be
ψn+(x, t) ∝ π√
L(t)
e
i
4
L˙(t)
L(t)
x2−iǫn+τ(t)
[
(n+ 2)cos(
(n+ 2)πx
L(t)
)− cot( πx
L(t)
)sin(
(n+ 2)πx
L(t)
)
]
(29)
where ǫn+ = ǫ(n+1)− = (n+ 1)(n+ 3).
Thus the time dependent potential is given by
V+(x, t) =
π2
L2(t)
[
2 cosec2(
πx
L(t)
)− 1
]
− L¨(t)
4L(t)
x2 , 0 ≤ x ≤ L(t) (30)
This is the new potential which solves exactly the Schro¨dinger equation (1) under the moving boundary
condition (2).
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3.2 New potentials via second order SUSY
In contrast to the previous case, in second order SUSY formalism the intertwining operators are second
order differential operators of the form [19, 20, 21]
D =
d2
dq2
+ β(q)
d
dq
+ γ(β)
β(q) =
(ǫ0j+1 − ǫ0j)Q0j(q)Q0j+1(q)
Wj,j+1(q)
γ(β) = −β
′′
2β
+
(
β′
2β
)2
+
β′
2
+
β2
4
−
(
ǫ0j+1 − ǫ0j
2β
)2
(31)
where Q0j are eigenfunctions of H0 (the Hamiltonion corresponding to the exactly solvable potential V0)
corresponding to the eigenvalues ǫ0j and Wj,j+1 = (Q
0
jQ
0′
j+1 − Q0
′
j Q
0
j+1) is the associated Wronskian.
Then the isospectral partner potential V2(q) of V0(q) obtained via second order SUSY formalism is given
by [19]
V2(q) = V0(q)− 2 d
2
dq2
logWj,j+1(q) (32)
The wave functions Q0j(q) and Q
2
j(q) corresponding to H0 and H2 are connected by
Q2k(q) = DQ
0
k(q) =
1
Wj,j+1(q)
∣∣∣∣∣∣∣∣∣
Q0j Q
0
j+1 Q
0
k
Q0
′
j Q
0′
j+1 Q
0′
k
Q0
′′
j Q
0′′
j+1 Q
0′′
k
∣∣∣∣∣∣∣∣∣
, j, j + 1 6= k (33)
The eigenfunctions obtained from Q0j and Q
0
j+1 are given by
f(q) ∝ Q
0
j
Wj,j+1(q)
, g(q) ∝ Q
0
j+1
Wj,j+1(q)
(34)
Here the eigenfunctions f(q), g(q) in (34) are not acceptable because they cannot be normalized.
Therefore by using different consecutive levels of the exactly solvable potential V0(q) we can construct
different V2(q). Then the exactly solvable time dependent potentials V0(x, t) and V2(x, t) can be obtained
from (4). The wavefunctions of the corresponding time dependent potentials are given by
ψ0,2n (x, t) = e
φ( x
L(t)
,t)
Q0,2n (
x
L(t)
)Tn(t) , (n 6= j, j + 1) (35)
Here we can generate a large class of exactly solvable time dependent potentials as we can use any two
consecutive levels.
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To obtain new potentials, we take the starting potential V0(q) to be the same as V˜ (q) in (20). The
corresponding time dependent counterpart of V0(q) is V0(x, t) and states ψ
0
n(x, t) are same as in Eqns.(23)
and (24) respectively.
Construction of V2(q) for j = 0:
From (21) we find
Q00 = sin(πq) and Q
0
1 = sin(2πq) (36)
so that using (32) and (33) we get
V2(q) = π
2(6 cosec2(πq)− 1) (37)
Q2n(q) = π
2sin[(n+ 1)πq]
{
3 cosec2(πq) − (n2 + 2n+ 3)}− 3(n+ 1)π2cot(πq)cos[(n+ 1)πq] (38)
Therefore in this case the exactly solvable time dependent potential is
V2(x, t) =
π2
L2(t)
[
6 cosec2(
πx
L(t)
)− 1
]
− L¨(t)
4L(t)
x2 , 0 ≤ x ≤ L(t) (39)
and the corresponding wavefunctions are found to be (using eq.(35) and (38))
ψ2n(x, t) ∝ π
2√
L(t)
e
i
4
L˙(t)
L(t)
x2−iǫn2τ(t)
(
sin[ (n+1)πx
L(t) ]
{
3 cosec2( πx
L(t) )− (n2 + 2n+ 3)
}
−3(n+ 1)cot( πx
L(t) )cos[
(n+1)πx
L(t) ]
)
, n 6= 0, 1
(40)
where ǫn2 = ǫn0 = ǫn = π
2n(n+ 2).
Construction of V2(q) for j = 1:
For the construction of the potential V2(q), here we shall require the first and second excited states of
the potential V0(q) and they are given by
Q01 = sin(2πq) and Q
0
2 = sin(3πq) (41)
Thus from (32) we find
V2(q) =
π2[135 + 160 cos(2πq) + 4 cos(4πq) + cos(6πq)]cosec2(πq)
2(3 + 2 cos(2πq))2
(42)
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and
Q2n(q) =
π2cosec2(πq)
2(3+2 cos(2πq))
(
cos(πq)
{
(n2 − 3n+ 2)sin[(n+ 4)πq] + (n2 + 7n+ 12)sin[(n− 2)πq]}
+2(n2 + 2n− 8)sin[(n+ 1)πq]) (43)
The corresponding exactly solvable time dependent potential and wavefunctions are found to be
V2(x, t) =
π2[135 + 160 cos( 2πx
L(t)) + 4 cos(
4πx
L(t)) + cos(
6πx
L(t) )]cosec
2( πx
L(t) )
2(3 + 2 cos( 2πx
L(t) ))
2
− L¨(t)
4L(t)
x2 , 0 ≤ x ≤ L(t) (44)
and
ψ2n(x, t) ∝ 1√L(t)e
i
4
L˙(t)
L(t)
x2−iǫn2τ(t) π
2cosec2( pix
L(t)
)
2(3+2 cos( 2pix
L(t)
))
(
cos[ πx
L(t) ]×
{
(n2 − 3n+ 2)sin[ (n+4)πx
L(t) ] + (n
2 + 7n+ 12)sin[ (n−2)πx
L(t) ]
}
+ 2(n2 + 2n− 8)sin[ (n+1)πx
L(t) ]
) (45)
where ǫn2 = ǫn0 = ǫn− = n(n+ 2), n 6= 1, 2.
4 Conclusion
After transforming the moving boundary to a fixed one we obtained a number of exactly solvable potentials
with moving boundaries using SUSY formalism. In particular we have applied first as well as second order
SUSY formalism to the square well potential and obtained a number of exactly solvable potentials with
moving right boundary. We belive the present method may be applied to other potentials to generate
new exactly solvable potentials with moving boundary.
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