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Re´sume´
Soit f : X → X un endomorphisme rationnel d’une varie´te´ projective
complexe compacte. Nous e´tudions la dynamique d’une telle application
d’un point de vue statistique, i.e. nous essayons de de´crire le comporte-
ment asymptotique de l’orbite Of (x) = {fn(x), n ∈ N ou Z} d’un point
ge´ne´rique. Nous construisons pour ce faire une mesure de probabilite´ inva-
riante canonique dont nous e´tudions les principales proprie´te´s ergodiques
(me´lange, hyperbolicite´, entropie), et dont nous montrons – dans certains
cas – qu’elle refle`te une proprie´te´ d’e´quidistribution des points pe´riodiques.
Pre´ambule
Le texte qui suit porte sur l’e´tude statistique de la dynamique des endo-
morphismes me´romorphes des varie´te´s ka¨hle´riennes compactes. Il ne s’agit
pas d’un syste`me dynamique (f,X) au sens classique du terme : les endo-
morphismes f que nous conside´rons ne sont, en ge´ne´ral, pas bien de´finis
sur un sous-ensemble analytique If de codimension ≥ 2 – l’ensemble des
points d’inde´termination. Meˆme lorsque l’on s’inte´resse a` la dynamique des
endomorphismes polynomiaux de Ck, il est important de conside´rer la com-
pactification du syste`me – extension me´romorphe a` une compactification
de Ck – qui fait, en ge´ne´ral, apparaˆıtre des points d’inde´termination a`
l’infini. C’est une source de grande difficulte´ dans l’analyse de la dyna-
mique : controˆler la dynamique pre`s des points d’inde´termination est un
enjeu majeur qui ne´cessite l’utilisation d’outils relativement sophistique´s
de Ge´ome´trie Alge´brique Complexe (proble`mes de de´singularisation dyna-
miques) et d’Analyse Complexe (construction, et intersection ge´ome´trique
de courants positifs invariants).
La dynamique des applications de plusieurs variables complexes a connu
de nombreux de´veloppements au cours des quinze dernie`res anne´es, suite aux
travaux fondateurs de E.Bedford, J.E.Fornaess, J.H.Hubbard, M.Lyubich,
N.Sibony et J.Smillie. Ce me´moire se propose de faire le point sur une ques-
tion particulie`re, celle de l’existence d’une mesure d’entropie maximale.
Nous renvoyons le lecteur a` [CFS], [KH], [W] pour une pre´sentation
ge´ne´rale des Syte`mes Dynamiques et de la The´orie Ergodiques, et a` [Ci],
[De], [GH], [Laz] pour quelques e´le´ments d’Analyse et de Ge´ome´trie Alge´brique
Complexes. On trouvera dans [BeM], [CG], [Mi 1] une introduction a` la dy-
namique holomorphe en une variable, et dans [F], [M2], [MNTU], [S] une
introduction a` la dynamique holomorphe en plusieurs variables.
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rant l’e´laboration de ce me´moire, notamment mes co-auteurs, mes colle`gues
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rituels, Charles Favre et Romain Dujardin, ainsi que pour Isabelle et mes
parents, a` qui je de´die ce travail.
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Introduction
Soit X une varie´te´ complexe ka¨hle´rienne (connexe) compacte et f :
X → X un endomorphisme me´romorphe dominant (i.e. dont le jacobien
ne s’annule pas identiquement). Nous souhaitons e´tudier la dynamique de
l’application f , i.e. de´crire statistiquement le comportement des orbites
Of (x) := {fn(x) /n ∈ N ou Z}. Il s’agit de re´pondre aussi bien a` des ques-
tions (en apparence) e´le´mentaires,
– existe-t-il des points pe´riodiques ? combien ? de quel type ?
– comment se re´partissent-ils dans l’espace ?
qu’a` des questions plus fines de The´orie Ergodique,
– quelle est la complexite´ (entropie topologique) du syte`me (f,X) ?
– existe-t-il une (unique ?) mesure d’entropie maximale ?
– quelles sont ses proprie´te´s ergodiques (me´lange, hyperbolicite´,...) ?
LorsqueX est une surface de Riemann, la re´ponse a` ces questions de´pend
uniquement du degre´ topologique deg(f) de l’application f : lorsque deg(f) =
1, la dynamique est pauvre et se calcule a` la main. Lorsque deg(f) ≥ 2, on
a le re´sultat suivant duˆ a` H.Brolin [Bro] (cas des polynoˆmes) et M.Lyubich
[Ly] (voir e´galement [FLM]) :
The´ore`me A. Si dimC X = 1 et deg(f) ≥ 2, alors il existe une mesure de
probabilite´ invariante canonique µf qui ve´rifie
1. µf est l’unique mesure d’entropie maximale
htop(f) = hµf (f) = log deg(f) > 0;
2. µf est me´langeante, d’exposant de Lyapunov
χ(µf ) ≥ 1
2
log deg(f) > 0;
3. Il y a (deg(f))n+1 points pe´riodiques d’ordre n. Tous –sauf un nombre
fini– sont re´pulsifs et s’e´quidistribuent selon la mesure µf .
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Le but de ce me´moire est d’e´tablir un re´sultat similaire au The´ore`me A
lorsque X est de dimension k ≥ 2 : on cherche une condition nume´rique qui
garantisse l’existence d’une mesure canonique dynamiquement inte´ressante.
A la fin du 20e sie`cle, E.Bedford, J.E.Fornaess, J.H.Hubbard, M.Lyubich,
N.Sibony et J.Smillie ont construit et e´tudie´ une telle mesure µf pour deux
familles particulie`res (mais de´cisives) d’endomorphismes : les applications
de He´non complexes (i.e. les automorphismes polynomiaux de C2 d’entropie
positive), et les endomorphismes holomorphes de l’espace projectif complexe
Pk. Les dynamiques correspondantes sont tre`s diffe´rentes : dans le premier
cas les points pe´riodiques selles s’e´quidistribuent selon µf , alors que dans le
deuxie`me cas, ce sont les points re´pulsifs qui jouent un roˆle de´terminant (un
re´sultat plus re´cent de J.Y.Briend et J.Duval [BrD 1,2]).
Cette diffe´rence est en partie explique´e par les valeurs respectives des
degre´s dynamiques de ces applications.
Degre´s dynamiques. Soit f : Pk → Pk un endomorphisme rationnel de
l’espace projectif complexe Pk. On de´finit, pour 0 ≤ j ≤ k, le jie`me degre´
dynamique de f ,
λj(f) := lim inf
n→+∞
[
deg f−nL
]1/n
,
ou` L de´signe un sous-espace line´aire ge´ne´rique de Pk de codimension j.
Observons que λk(f) est le degre´ topologique de f et que λ0(f) = 1.
Lorsque f est un endomorphisme holomorphe, on ve´rifie que λj(f) = λ1(f)
j,
ainsi λk(f) est le plus grand degre´ dynamique de f . A l’inverse, pour une
application de He´non complexe, on a λ1(f) > λ2(f) = 1 (k = 2).
Nous rappelons la de´finition des degre´s dynamiques d’un endomorphisme
me´romorphe f : X → X d’une varie´te´ ka¨hle´rienne compacte quelconque
dans la section 2.1. Ce sont les rapports λj(f)/λj+1(f) qui jouent un roˆle
crucial dans les phe´nome`nes d’e´quidistribution : ceux-ci ont lieu lorsque
λj/λj+1 6= 1. On dira que f est cohomologiquement hyperbolique
lorsque cette condition est satisfaite pour tout 0 ≤ j ≤ k − 1. Il re´sulte
des proprie´te´s de concavite´ de la fonction j 7→ log λj(f) (voir The´ore`me
2.4 de ce texte) que cette condition est e´quivalente a` l’existence d’un entier
l ∈ [1, k] tel que λl(f) domine strictement tous les autres degre´s dynamiques.
En dimension k = 1, f est cohomologiquement hyperbolique si et seule-
ment si λ1(f) > λ0(f) = 1, i.e. lorsque λ1(f) = deg(f) ≥ 2. On retrouve la
condition du The´ore`me A.
En dimension k = 2, la condition se re´sume a` λ1(f) 6= λ2(f). Il y a donc
deux cas a` conside´rer, selon que λ1(f) < λ2(f) (grand degre´ topologique,
e.g. les endomorphismes holomorphes de P2), ou λ1(f) > λ2(f) (petit degre´
topologique, e.g. les applications de He´non).
Les travaux pre´sente´s dans ce me´moire s’articulent autour de la conjec-
ture suivante –formule´e dans [G 3,7]– et y apportent des re´ponses partielles.
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Conjecture. Supposons que f est cohomologiquement hyperbolique,
i.e. que λl(f) > maxj 6=l λj(f) pour un entier l ∈ [1, k]. Alors il existe une
mesure de probabilite´ invariante canonique µf qui ne charge pas les hyper-
surfaces complexes et ve´rifie
1. µf est l’unique mesure d’entropie maximale
hµf (f) = htop(f) = log λl(f).
2. µf est me´langeante et hyperbolique. Ses exposants de Lyapunov ve´rifient
χ1 ≥ · · · ≥ χl ≥ 1
2
log (λl(f)/λl−1(f)) > 0
et
0 > −1
2
log (λl(f)/λl+1(f)) ≥ χl+1 ≥ . . . ≥ χk.
3. Il y a environ λl(f)
n points pe´riodiques selles de type (k− l, l). Ceux-ci
s’e´quidistribuent selon µf .
Les re´sultats. La conjecture est motive´e par les travaux de Bedford-Lyubich-
Smillie [BLS 1,2] qui l’ont e´tablie lorsque f est une application de He´non
complexe, ainsi que par ceux de Fornaess-Sibony [FS 2,3,4] et Briend-Duval
[BrD 1,2] qui ont re´gle´ le cas des endomorphismes holomorphes non line´aires
de Pk. Nous esquisserons la de´monstration de ces re´sultats ainsi que certaines
de leur ge´ne´ralisations :
The´ore`me B. La conjecture est vraie lorsque l = k, i.e. lorsque le degre´
topologique domine strictement tous les autres degre´s dynamiques.
Ce re´sultat – qui contient le The´ore`me A et ge´ne´ralise [BrD 1,2] – est
explique´ au Chapitre 3 (dans un souci pe´dagogique, nous de´taillons la preuve
du The´ore`me A au Chapitre 1).
The´ore`me C. La conjecture est vraie lorsque f : X → X est un endomor-
phisme birationnel (λ2(f) = 1) d’une surface projective (k = dimC X = 2),
moyennant une hypothe`se technique.
Nous pre´cisons au Chapitre 4 cette hypothe`se (De´finition 4.21), qui porte
sur le controˆle quantitatif de la dynamique pre`s des points d’inde´termination
(voir rubrique suivante). Mentionnons simplement ici qu’elle est ve´rifie´e
lorsque f est une application de He´non complexe [BLS 1,2], un automor-
phisme d’entropie positive [Ca 1], ou une application birationnelle ge´ne´rique
de P2 [BDi 2], [Du 5].
Notons que tout endomorphisme polynomial cohomologiquement hyper-
bolique f : (z,w) ∈ C2 7→ (P (z,w), Q(z,w)) ∈ C2 avec max(degP,degQ) ≤
2 rele`ve soit du The´ore`me B, soit du The´ore`me C et ve´rifie donc la conjec-
ture [G 3]. De meˆme, tout endomorphisme holomorphe cohomologiquement
hyperbolique d’une surface projective ve´rifie la conjecture (The´ore`me 3.6).
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Points d’inde´termination. Les applications f que nous conside´rons ne
sont, en ge´ne´ral, pas partout bien de´finies. Il existe un sous-ensemble ana-
lytique If de codimension ≥ 2 constitue´ de points en lesquels f n’est pas
meˆme continue. Si p ∈ If , son image
f(p) :=
⋂
ε>0
f(B(p, ε) \ If )
est un sous-ensemble analytique de dimension positive. On cherche a` de´crire
la dynamique des points qui se situent hors de l’ensemble d’inde´termination
ite´re´
I∞f :=
⋃
n∈Z
fn(If ).
En ge´ne´ral cet ensemble peut contenir une hypersurface de X (bien que
codimCIf ≥ 2). C’est pourquoi il est crucial, dans la conjecture e´nonce´e plus
haut, que la mesure µf ne charge pas les hypersurfaces de X. Par ailleurs
les degre´s dynamiques e´tant invariants par un changement birationnel de
coordonne´es π, on veut pouvoir transporter µf par π : il faut donc que µf
ne charge pas une hypersurface qui pourrait eˆtre contracte´e par π.
Nous expliquons dans la section 3.3.1 qu’on ne peut pas se contenter
d’e´tudier les endomorphismes holomorphes : ce sont des objets beaucoup
trop rares. De`s lors, le controˆle de la dynamique pre`s des points d’inde´termi-
nation constitue une des difficulte´s majeures de cette e´tude.
La strate´gie. L’endomorphisme f : X → X induit des actions line´aires
f∗, f∗ par image inverse et directe sur les espaces vectoriels de cohomologie
de deRham Hq(X,R). Comme X est ka¨hle´rienne, on peut tirer profit de
la de´composition de Hodge. L’hypothe`se nume´rique λl(f) > maxj 6=l λj(f)
permet de montrer que les actions “dominantes” sont
f∗ : H l,l(X,R)→ H l,l(X,R) et f∗ : Hk−l,k−l(X,R)→ Hk−l,k−l(X,R).
Cela se traduit par exemple dans la formule des points fixes de Lefschetz
(voir paragraphe 2.3.1) qui montre que le taux asymptotique de croissance
des points pe´riodiques est controˆle´ par λl(f), ou encore dans la majoration
de l’entropie topologique due a` M.Gromov (voir paragraphe 2.2.1) qui donne
ici
htop(f) ≤ log λl(f).
Pour de´montrer la conjecture il est naturel de vouloir utiliser le principe
variationnel pour exhiber une mesure d’entropie maximale. La pre´sence de
points d’inde´termination implique malheureusement qu’il n’y a pas toujours
e´galite´ dans le principe variationnel (cf [G 7]), du moins lorsque f n’est
pas cohomologiquement hyperbolique. Notre strate´gie consiste a` construire
une mesure invariante canonique en utilisant l’Analyse Spectrale des actions
line´aires f∗, f∗ et des proprie´te´s fines d’Analyse Complexe (notamment la
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the´orie des courants positifs), puis a` e´tudier les proprie´te´s ergodiques de
cette mesure en entremeˆlant des outils classiques de Syste`mes Dynamiques
(notamment la the´orie de Pesin) et de Ge´ome´trie Alge´brique Complexe (no-
tamment le The´ore`me de Bezout). La premie`re partie repose sur les obser-
vations suivantes :
• l’hypothe`se λ := λl(f) > λl−1(f) garantit des phe´nome`nes d’e´quidistribu-
tion : si ωl et ω
′
l sont deux formes lisses ferme´es cohomologues de bidegre´
(l, l), alors λ−n(fn)∗(ωl−ω′l)→ 0. On espe`re qu’elles s’e´quidistribuent selon
un courant positif ferme´ invariant T+l de bidegre´ (l, l), i.e.
1
λn
(fn)∗ωl −→ T+l ;
•l’hypothe`se λ = λl(f) > λl+1(f) se traduit par dualite´ en λk−l(f∗) >
λk−l−1(f∗), donnant de manie`re analogue des phe´nome`nes d’e´quidistribution
par image directe des formes lisses ferme´es ωk−l de bidegre´ (k− l, k− l). On
espe`re de meˆme que
1
λn
(fn)∗ωk−l −→ T−k−l,
ou` T−k−l de´signe un courant positif ferme´ de bidegre´ (k − l, k − l) ;
• on tente alors de de´finir la mesure canonique
µf := T
+
l ∧ T−k−l.
La seconde partie consiste a` donner du sens au slogan suivant : les pro-
prie´te´s ge´ome´triques d’extre´malite´ des courants invariants refle`tent les pro-
prie´te´s ergodiques de la mesure µf .
Il est raisonnable de penser que cette strate´gie va aboutir prochainement
en dimension deux, notamment dans le cas des endomorphismes polyno-
miaux (voir Chapitre 4 et [FaJ 3], [DDG]). La dimension supe´rieure en est
a` ses premiers balbutiements. Nous indiquons au Chapitre 5 quelques unes
des pistes explore´es jusqu’a` pre´sent.
Le cas non hyperbolique. Nous nous inte´ressons dans ce me´moire uni-
quement aux endomorphismes me´romorphes cohomologiquement hyperbo-
liques. Cela nous permet d’e´viter le cas peu inte´ressant des produits directs
dont un facteur est line´aire.
On s’attend plus ge´ne´ralement a` ce que les endomorphismes non co-
homologiquement hyperboliques pre´servent une fibration : c’est le cas des
endomorphismes bime´romorphes des surfaces tels que λ1(f) = λ2(f) = 1,
comme l’ont montre´ J.Diller et C.Favre [DF].
Notons que certains endomorphismes me´romorphes non cohomologique-
ment hyperboliques interviennent dans l’analyse spectrale des ope´rateurs
diffe´rentiels (Laplace, Schro¨dinger) sur des structues mode`les self-similaires,
en tant qu’ope´rateurs de renormalisation (voir [Sa]).
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Quelles varie´te´s ? La conjecture sous-tend la question naturelle de savoir
quelles sont les varie´te´s X qui admettent des endomorphismes me´romorphes
cohomologiquement hyperboliques. Lorsque dimC X = 1 la re´ponse est bien
connue : seules les courbes elliptiques et la sphe`re de Riemann P1 admettent
des endomorphismes holomorphes non inversibles. Ce sont les surfaces de
Riemann X dont la dimension de Kodaira kod(X) est ne´gative ou nulle.
Nous montrons dans la section 2.4 le
The´ore`me D. Si dimC X = 2 et f : X → X est tel que λ1(f) 6= λ2(f),
alors kod(X) ≤ 0. Plus pre´cise´ment,
– soit kod(X) = 0,
– soit X est rationnelle,
– soit X est une surface re´gle´e au dessus d’une courbe elliptique ; dans
ce cas f pre´serve la fibration rationnelle et λ2(f) > λ1(f).
On peut construire beaucoup d’exemples d’endomorphismes me´romorphes
f : X → X tels que λ1(f) > λ2(f) (resp. λ1(f) < λ2(f)) lorsque X est ra-
tionnelle. La situation est beaucoup plus rigide lorsque kod(X) = 0 (et
moins inte´ressante lorsque X ≃ P1 × E, E courbe elliptique). Le cas le
plus important –et le plus de´licat a` e´tudier– est donc celui d’une surface X
rationnelle : il s’agit d’e´tudier la dynamique d’une application rationnelle
dominante f : P2 → P2 a` conjugaison birationnelle pre`s. Il est cependant
inte´ressant de conside´rer e´galement le cas des surfaces de dimension de Ko-
daira nulle. La situation est plus riche qu’en dimension 1 – notamment sur les
surfaces K3 – et certains endomorphismes ayant un groupe fini de syme´tries
induisent des endomorphismes sur une surface rationnelle (ge´ne´ralisant la
construction de S.Latte`s).
Nous conjecturons, en dimension supe´rieure, que seules les varie´te´s de
dimension de Kodaira ≤ 0 admettent des endomorphismes me´romorphes
cohomologiquement hyperboliques.
Pre´cisons a` pre´sent le contenu du me´moire. Nous esquissons dans la
premie`re partie la de´monstration du The´ore`me de Brolin-Lyubich. Les e´le´ments
de preuve que nous indiquons sont en partie originaux et se ge´ne´ralisent en
plusieurs variables.
Nous introduisons les degre´s dynamiques λj(f) dans la deuxie`me partie.
Nous e´tablissons quelques unes de leurs proprie´te´s dans la section 2.1, leur
lien avec l’entropie topologique dans la section 2.2, puis avec le nombre de
points pe´riodiques dans la section 2.3. Nous donnons dans la section 2.4
plusieurs exemples d’endomorphismes cohomologiquement hyperboliques.
Nous e´tudions dans la troisie`me partie le cas des endomorphismes de
grand degre´ topologique. Nous de´montrons la conjecture dans les sections
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3.1, 3.2 et donnons quelques exemples dans la section 3.3. Dans la section
3.4 nous e´tudions plus avant certains invariants nume´riques (dimension de
la mesure d’entropie maximale, minimalite´ des exposants de Lyapunov),
puis nous nous inte´ressons dans la section 3.5 a` des ge´ne´ralisations de cette
situation dynamique (applications d’allure polynomiale).
Dans la quatrie`me partie nous tentons de mettre en place notre strate´gie
pour de´montrer la conjecture lorsque la varie´te´ X est de dimension deux.
Il faut tout d’abord trouver un bon mode`le X – quitte a` effectuer un
changement bime´romorphe de coordonne´es – sur lequel l’action line´aire in-
duite en cohomologie est compatible avec la dynamique : nous abordons
ce proble`me dans la section 4.1. Nous pre´cisons l’Analyse Spectrale des
ope´rateurs f∗, f∗ dans la section 4.2. Nous construisons des courants in-
variants canoniques T+, T− dans la section 4.3, et e´tudions leurs proprie´te´s
ge´ome´triques d’extre´malite´. La mesure canonique µf = T
+∧T− est construite
dans la section 4.4, puis nous e´tablissons certaines de ses proprie´te´s ergo-
diques dans la section 4.5. Nous illustrons par des exemples (section 4.6) les
difficulte´s rencontre´es.
La cinquie`me partie aborde le cas des endomorphismes de petit degre´
topologique en dimension supe´rieure ou e´gale a` trois. Nous construisons
une mesure canonique d’entropie maximale pour deux familles d’exemples,
les automorphismes d’entropie positive (section 5.2) et certains automor-
phismes polynomiaux de Ck (section 5.3). Plusieurs exemples sont donne´s
dans la section 5.4.
8
Table des matie`res
1 La dimension un revisite´e 12
1.1 La mesure invariante canonique . . . . . . . . . . . . . . . . . 12
1.1.1 La construction . . . . . . . . . . . . . . . . . . . . . . 13
1.1.2 Ensemble de Julia . . . . . . . . . . . . . . . . . . . . 14
1.1.3 Re´gularite´ du potentiel . . . . . . . . . . . . . . . . . 14
1.2 Equidistribution des pre´images . . . . . . . . . . . . . . . . . 16
1.2.1 De´croissance des corre´lations . . . . . . . . . . . . . . 16
1.2.2 Estime´es de volume . . . . . . . . . . . . . . . . . . . 17
1.3 Exposant de Lyapunov . . . . . . . . . . . . . . . . . . . . . . 20
1.4 L’approche de Lyubich . . . . . . . . . . . . . . . . . . . . . . 22
1.5 Le cas des polynoˆmes . . . . . . . . . . . . . . . . . . . . . . . 25
2 Invariants nume´riques 29
2.1 Degre´s dynamiques . . . . . . . . . . . . . . . . . . . . . . . . 29
2.2 Entropies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.2.1 Entropie topologique . . . . . . . . . . . . . . . . . . . 35
2.2.2 Entropie me´trique . . . . . . . . . . . . . . . . . . . . 38
2.3 Points pe´riodiques . . . . . . . . . . . . . . . . . . . . . . . . 40
2.3.1 La formule de Lefschetz . . . . . . . . . . . . . . . . . 40
2.3.2 Quels points pe´riodiques ? . . . . . . . . . . . . . . . . 41
2.3.3 Courbes de points pe´riodiques . . . . . . . . . . . . . . 42
2.4 Quelles varie´te´s ? . . . . . . . . . . . . . . . . . . . . . . . . . 44
2.4.1 kod(X) = −∞ . . . . . . . . . . . . . . . . . . . . . . 46
2.4.2 kod(X) = 0 . . . . . . . . . . . . . . . . . . . . . . . . 47
3 Grand degre´ topologique 51
3.1 La mesure canonique . . . . . . . . . . . . . . . . . . . . . . . 51
3.2 Proprie´te´s ergodiques de µf . . . . . . . . . . . . . . . . . . . 54
3.3 Exemples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.3.1 Endomorphismes holomorphes . . . . . . . . . . . . . 57
3.3.2 Endomorphismes polynomiaux de Ck . . . . . . . . . . 61
3.3.3 La me´thode de Newton . . . . . . . . . . . . . . . . . 62
3.3.4 Varie´te´s non rationnelles . . . . . . . . . . . . . . . . . 63
9
3.4 Autres de´veloppements . . . . . . . . . . . . . . . . . . . . . . 63
3.4.1 Dimension et exposants de Lyapunov . . . . . . . . . . 64
3.4.2 Ensemble exceptionnel . . . . . . . . . . . . . . . . . . 66
3.4.3 Espace des parame`tres . . . . . . . . . . . . . . . . . . 67
3.5 Ge´ne´ralisations . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4 Petit degre´ topologique en dimension deux 72
4.1 Bon mode`le . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
4.2 Analyse spectrale . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.3 Courants invariants . . . . . . . . . . . . . . . . . . . . . . . . 77
4.3.1 Le courant f∗-invariant canonique . . . . . . . . . . . 77
4.3.2 Proprie´te´s d’extre´malite´ . . . . . . . . . . . . . . . . . 79
4.3.3 Laminarite´ . . . . . . . . . . . . . . . . . . . . . . . . 81
4.3.4 Courants f∗-invariants . . . . . . . . . . . . . . . . . . 83
4.4 La mesure canonique . . . . . . . . . . . . . . . . . . . . . . . 85
4.4.1 De´finition pluripotentialiste . . . . . . . . . . . . . . . 85
4.4.2 Ergodicite´ . . . . . . . . . . . . . . . . . . . . . . . . . 87
4.4.3 De´finition ge´ome´trique . . . . . . . . . . . . . . . . . . 88
4.5 Proprie´te´s ergodiques de µf . . . . . . . . . . . . . . . . . . . 90
4.5.1 Lamination stable . . . . . . . . . . . . . . . . . . . . 91
4.5.2 Exposants de Lyapunov . . . . . . . . . . . . . . . . . 92
4.5.3 Entropie et point selles . . . . . . . . . . . . . . . . . 93
4.6 Exemples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
4.6.1 Endomorphismes polynomiaux de C2 . . . . . . . . . . 93
4.6.2 Endomorphismes rationnels pathologiques . . . . . . . 96
4.6.3 Exemples provenant de la Physique . . . . . . . . . . . 97
4.6.4 Applications monomiales . . . . . . . . . . . . . . . . 98
5 Dimension supe´rieure 99
5.1 Pourquoi la dimension supe´rieure ? . . . . . . . . . . . . . . . 100
5.1.1 Endomorphismes produits . . . . . . . . . . . . . . . . 100
5.1.2 Re´duction au cas polynomial . . . . . . . . . . . . . . 101
5.1.3 Dynamique a` parame`tre . . . . . . . . . . . . . . . . . 102
5.2 Automorphismes . . . . . . . . . . . . . . . . . . . . . . . . . 103
5.2.1 Analyse spectrale . . . . . . . . . . . . . . . . . . . . . 103
5.2.2 La mesure canonique . . . . . . . . . . . . . . . . . . . 105
5.2.3 L’approche de Dinh-Sibony . . . . . . . . . . . . . . . 108
5.3 Endomorphismes polynomiaux de Ck . . . . . . . . . . . . . . 111
5.3.1 Automorphismes re´guliers . . . . . . . . . . . . . . . . 112
5.3.2 Automorphismes faiblement re´guliers . . . . . . . . . . 113
5.3.3 Le cas des endomorphismes . . . . . . . . . . . . . . . 115
5.4 Exemples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
5.4.1 Automorphismes cohomologiquement hyperboliques . 115
5.4.2 Automorphismes polynomiaux de C3 . . . . . . . . . . 116
10
Bibliographie 118
11
Chapitre 1
La dimension un revisite´e
Nous pre´sentons dans cette section la de´monstration du The´ore`me de
Brolin-Lyubich. Nous supposons donc dans toute cette partie que X est une
surface de Riemann compacte munie d’un endomorphisme f : X → X de
degre´ topologique λ := deg(f) ≥ 2. Notons que seules les courbes elliptiques
C/Λ et la sphe`re de Riemann P1 admettent de tels endomorphismes : cela
re´sulte par exemple de la formule de Hurwitz f∗KX + Rf = KX que nous
utiliserons e´galement en dimension supe´rieure.
Nous allons donner une construction re´cente de la mesure d’entropie
maximale µf inspire´e du dd
c−lemma de la the´orie de Hodge. Cette tech-
nique de´veloppe´e dans [G 1] a depuis e´te´ applique´e avec succe`s par plusieurs
auteurs a` des proble`mes de dynamique a` plusieurs variables (voir notamment
[G 5], [DS 6,8]). Elle nous permet ici d’e´tablir de fac¸on e´le´mentaire plusieurs
proprie´te´s ergodiques de µf (me´lange, de´croissance des corre´lations,etc).
Nous donnons e´galement une de´monstration originale –en suivant [G2]–
de l’e´quidistribution des pre´images de points qui utilise des estime´es de vo-
lume. Cette approche permet, en plusieurs variables, d’obtenir des re´sultats
d’e´quidistribution des pre´images de diviseurs. Les autres aspects (e´quidistribu-
tion des points re´pulsifs, unicite´ de la mesure d’entropie maximale) suivent
de pre`s la preuve de M.Lyubich. Ils ne seront qu’esquisse´s.
1.1 La mesure invariante canonique
H.Brolin a donne´ dans [Bro] une construction simple de la fonction de
Green d’un polynoˆme. Trente ans plus tard (soit une dizaine d’anne´es apre`s
les travaux de M.Lyubich), J.H.Hubbard et P.Papadopol [HP 1] ont ob-
tenu une construction e´le´mentaire de la fonction de Green d’une fraction
rationnelle f . Leur construction consiste a` utiliser la structure complexe ho-
moge`ne de P1, en relevant l’application f en un endomorphisme polynomial
homoge`ne de C2. La technique revient ainsi a` faire de la dynamique en deux
variables, puis a` utiliser l’homoge´neite´ pour en de´duire des informations uni-
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dimensionnelles. Cette construction a le me´rite de donner des informations
sur la re´gularite´ du potentiel de la mesure d’entropie maximale, ainsi que
de se ge´ne´raliser au cas des endomorphismes de Pk. On peut e´galement la
ge´ne´raliser a` des endomorphismes d’autres varie´te´s homoge`nes (voir [FaG]
pour les cas des espaces multiprojectifs). Elle ne s’applique malheureuse-
ment pas au cas de varie´te´s non-homoge`nes (qui interviennent fre´quemment
en dimension supe´rieure). Elle impose par ailleurs d’inconfortables va-et-
vient entre la dimension 1 et la dimension 2 homoge`ne. Nous proposons ici
une approche plus canonique mise au point dans [G 1].
1.1.1 La construction
Soit ω une mesure de probabilite´ lisse sur X. Comme f est de degre´
topologique λ, λ−1f∗ω est encore une mesure de probabilite´ lisse sur X. On
peut donc trouver γ : X → R, une fonction lisse, telle que
1
λ
f∗ω = ω +∆γ. (1.1)
Nous supposons l’ope´rateur ∆ normalise´ de sorte qu’en coordonne´es locales,
∆ log |z| = ε0 soit la masse de Dirac en 0. Observons que γ est uniquement
de´termine´e a` une constante additive pre`s (principe du maximum). Lorsque
ω est la mesure de Haar sur une courbe elliptique X, on obtient en fait
λ−1f∗ω = ω et on peut prendre γ = 0. Lorsque ω est la forme de Fubini-
Study sur X = P1, on peut prendre
γ(z) =
1
2λ
log[|P (z)|2 + |Q(z)|2]− 1
2
log[1 + |z|2],
ou` z de´signe la coordonne´e d’une carte affine C dans laquelle f = P/Q est
donne´e par le quotient de deux polynoˆmes P,Q premiers entre eux, avec
λ = max(degP,degQ).
Nous conside´rons a` pre´sent les images inverses de l’e´quation (1.1) par les
ite´re´s fn. Une re´currence imme´diate donne
1
λn
(fn)∗ω = ω +∆gn, ou` gn :=
n−1∑
j=0
1
λj
γ ◦ f j.
La suite de fonctions (gn) converge normalement sur X puisque les fonctions
γ ◦ f j sont de meˆme norme uniforme, e´gale a` celle de γ. Il s’ensuit que les
mesures de probabilite´ du terme de gauche convergent, au sens faible des
mesures, vers une mesure limite
µf := ω +∆gf , ou` gf :=
∑
j≥0
1
λj
γ ◦ f j.
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1.1.2 Ensemble de Julia
Observons que la mesure µf ne de´pend pas du choix de la forme ω : si
ω˜ est une autre mesure lisse de probabilite´, alors ω˜ = ω + ∆u pour une
fonction u lisse donc borne´e, d’ou`
1
λn
(fn)∗ω˜ =
1
λn
(fn)∗ω +∆
(
1
λn
u ◦ fn
)
→ µf .
En particulier, si la suite des ite´re´s (fn) est normale dans un ouvert U alors
µf = 0 dans U . En effet on peut supposer que les images f
ni(U), le long
d’une sous-suite ni → +∞, sont toutes incluses dans un petit ouvert V ⊂ X.
Quitte a` restreindre U et V , on peut supposer qu’il existe une mesure de
probabilite´ lisse ω˜ qui est nulle dans V . Il s’ensuit que
µf = lim
i→+∞
1
λni
(fni)∗ω˜ = 0 dans U.
Re´ciproquement supposons que la mesure µf s’annule dans un ouvert U . On
obtient, dans cet ouvert,
|(fn)′|2ω = (fn)∗ω = λn
[
1
λn
(fn)∗ω − µf
]
= ∆ψn,
ou` ψn := λ
n[gn− gf ] est uniforme´ment borne´e. Soit ϕ ≥ 0 une fonction lisse
a` support compact dans U et qui vaut 1 sur un ouvert U ′ le´ge`rement plus
petit. Il vient ∫
U ′
|(fn)′|2ω ≤
∫
X
ϕ(fn)∗ω =
∫
X
ψndd
cϕ ≤ CU ,
pour une constante CU inde´pendante de n qui tend vers 0 lorsque diamU →
0. La norme L2 des de´rive´es des fonctions fn est donc uniforme´ment controˆle´e
dans tout ouvert relativement compact de U . Il s’ensuit que la famille
(fn)n∈N est normale dans U .
Rappelons que l’ensemble de Fatou de f est le plus grand ouvert de
X dans lequel la suite des ite´re´s est normale. L’ensemble de Julia est le
comple´mentaire de l’ensemble de Fatou. Nous venons donc de montrer la
Proposition 1.1 Le support de µf co¨ıncide avec l’ensemble de Julia de f.
1.1.3 Re´gularite´ du potentiel
La re´gularite´ du potentiel gf de la mesure µf ne de´pend pas de la forme
ω : si ω˜ = ω +∆u est une autre mesure de probabilite´ lisse, il vient
µf = ω˜ +∆g˜f avec g˜f = gf − u.
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Lorsque f est un polynoˆme de degre´ λ ≥ 2 et ω est la forme volume de
Fubini-Study sur X = P1, le lien entre la fonction d’e´chappement Gf de f
(introduite par H.Brolin [Bro]) et le potentiel gf est donne´, pour z ∈ C, par
Gf (z) =
1
2
log[1 + |z|2] + gf (z).
Nous reviendrons sur le cas des polynoˆmes dans la section 1.5. N.Sibony a
de´montre´ (cf [CG]) que Gf est une fonction Ho¨lde´rienne Nous en donnons
ci-dessous une preuve e´le´mentaire qui s’applique e´galement aux fractions
rationnelles et illustre l’avantage de travailler directement sur X.
Proposition 1.2 La fonction gf est Ho¨lde´rienne d’exposant α > 0, pour
α <
log λ
χtop(f)
, ou` χtop(f) = lim
n→+∞
1
n
log sup
x∈X
||Dxfn||
de´signe l’exposant de Lyapunov topologique de f .
Preuve. Soit d une distance sur X et M = supx∈X ||Dxf ||. Une re´currence
imme´diate donne pour tous (x, y) ∈ X2 et j ∈ N,
d(f jx, f jy) ≤M jd(x, y).
Comme γ est lisse, elle est en particulier Ho¨lde´rienne d’exposant α > 0 pour
tout α ≤ 1. Fixons α < log λ/ logM . Alors
|gf (x)− gf (y)| ≤
∑
j≥0
1
λj
|γ ◦ f j(x)− γ ◦ f j(y)| ≤ Cαd(x, y)α,
ou` Cα =
∑
j≥0M
αj/λj < +∞. On peut raffiner l’argument pre´ce´dent pour
faire intervenir le taux de croissance asymptotique des de´rive´es en lieu et
place de M qui n’est dynamiquement pas significatif. 
Remarques 1.3 Le caracte`re Ho¨lde´rien de gf a e´te´ e´tabli pour les endo-
morphismes holomorphes de Pk par J.-Y.Briend et M.Kosek, puis ge´ne´ralise´
par de nombreux auteurs (voir [S], [DS 1]). La preuve ci-dessus simplifie les
approches pre´ce´dentes et permet d’obtenir un controˆle du module de conti-
nuite´ de gf pour de nombreux endomorphismes me´romorphes (voir [DG]).
Notons que T.C.Dinh et N.Sibony ont e´galement fait cette observation dans
[DS 6] (Proposition 2.4).
Lorsque f = ft de´pend holomorphiquement d’un parame`tre t, il suffit
de modifier le´ge`rement la preuve ci-dessus pour montrer que la de´pendance
(x, t) 7→ gft(x) est ho¨lde´rienne.
Une conse´quence inte´ressante est que µf ne charge pas les ensembles de
dimension de Hausdorff plus petite que log λ/χtop(f) :
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Corollaire 1.4 Soit B(p, r) un disque centre´ en p ∈ X de rayon r > 0.
Alors
µf (B(p, r)) . r
α.
Preuve. Soit 0 ≤ χ ≤ 1 une fonction test telle que χ ≡ 1 au voisinage de
B(p, r) et a` support dans B(p, 2r). Observons que l’on ne change pas la
mesure µf si on retranche une constante a` son potentiel gf . On peut donc
supposer que gf (p) = 0. Il re´sulte alors du the´ore`me de Stokes que,
µf (B(p, r)) ≤
∫
χdµf =
∫
χω +
∫
gf∆χ . r
2 + sup
B(p,2r)
|gf | . rα,
en observant que l’explosion en r−2 des de´rive´es secondes de χ est compense´e
par l’aire de B(p, r). 
Un re´sultat plus fin de A.Manning [Ma] et F.Przytycki [P] stipule que la
dimension de la mesure µf est e´gal a` log λ/χ(µf ), ou` χ(µf ) de´signe l’expo-
sant de Lyapunov de µf (voir section 1.3).
1.2 Equidistribution des pre´images
La mesure de probabilite´ limite µf posse`de des proprie´te´s ergodiques
remarquables. Il re´sulte de sa de´finition que f∗µf = λµf . Il s’ensuit que
µf est invariante (f∗µf = µf ) et d’entropie maximale = log λ, car de ja-
cobien constant. Nous reviendrons plus loin sur ces questions d’entropie
(voir section 2.2). Nous nous inte´ressons ici au comportement de la suite
νn = λ
−n(fn)∗ν, lorsque ν est une mesure de probabilite´ quelconque.
1.2.1 De´croissance des corre´lations
Lorsque ν a un potentiel continu, le comportement de νn est facile a`
e´tudier. Nous illustrons cette observation en donnant une preuve e´le´mentaire
de la de´croissance exponentielle des corre´lations.
The´ore`me 1.5 La mesure µf est me´langeante. Plus pre´cise´ment il existe
C > 0 telle que pour toutes fonctions test ϕ,ψ,∣∣∣∣
∫
X
ψ · ϕ ◦ fndµf −
∫
X
ϕdµf
∫
X
ψdµf
∣∣∣∣ ≤ C||ψ||C2 ||ϕ||L∞λ−n.
Preuve. Posons cϕ :=
∫
X ϕdµf et cψ =
∫
X ψdµf . Quitte a` translater et
dilater ϕ, on peut supposer ϕ ≥ 0 et cϕ = 1. Comme µf a un potentiel
continu, il en va de meˆme de ϕµf . Ces mesures positives ont meˆme masse,
donc
ϕµf = µf +∆uϕ,
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ou` uϕ ∈ C0(X,R) est uniquement de´termine´e si on impose supX uϕ = 0. Il
re´sulte de l’ellipticite´ du Laplacien que la norme C0 de uϕ est controˆle´e par
celle de ϕ : ||uϕ||L∞ ≤ C||ϕ||L∞ . En observant que ϕ◦fnµf = λ−n(fn)∗(ϕµf ),
il vient donc∣∣∣∣
∫
X
ψ · ϕ ◦ fndµf − cϕcψ
∣∣∣∣ = ∣∣〈ψ, λ−n(fn)∗(ϕµf )− cϕµf 〉∣∣
=
∣∣〈ψ, λ−n(fn)∗(ϕµf − cϕµf )〉∣∣ = ∣∣〈∆ψ, λ−nuϕ ◦ fn〉∣∣
≤ C
′
λn
||ψ||C2 ||ϕ||L∞ .

Remarque 1.6 La vitesse de me´lange pour les endomorphismes de la sphe`re
de Riemann a e´te´ estime´e dans [FS 4].
1.2.2 Estime´es de volume
Nous nous inte´ressons a` pre´sent au cas plus difficile ou` ν = εa est une
masse de Dirac en un point x ∈ X. Nous utilisons pour ce faire des estime´es
de volume. Notre outil principal est l’estimation suivante qui assure que le
volume d’un bore´lien quelconque ne de´croˆıt pas trop vite sous ite´ration.
The´ore`me 1.7 Il existe C > 0 tel que pour tout j ∈ N, Ω ⊂ X,
Vol(f jΩ) ≥ exp
(
− C
Vol(Ω)
λj
)
.
Les volumes sont calcule´s ici par rapport a` une forme volume ω fixe´e.
Preuve. On commence par observer que si Ω est un bore´lien, alors f∗1Ω ≤
λ1f(Ω), donc pour tout j ∈ N, 1fj(Ω) ≥ λ−j(f j)∗1Ω. Il s’ensuit
Vol(f jΩ) ≥ 1
λj
∫
Ω
(f j)∗ω =
1
λj
∫
Ω
|(f j)′|2ω ω,
ou` |f ′|2ω de´signe le jacobien (re´el) de f par rapport a` la forme volume ω. La
concavite´ du logarithme implique alors
Vol(f jΩ) ≥ Vol(Ω)
λj
exp
[
2
Vol(Ω)
∫
Ω
log |(f j)′|ω ω
]
.
Pour minorer cette dernie`re inte´grale, on observe que log |f ′|ω est une diffe´rence
de fonctions quasisousharmoniques, en particulier
log |f ′|ω ≥ u, avec u ≤ 0 et ddcu ≥ −C1ω,
17
pour une constante C1 suffisamment grande. Comme (f
j)′ = Πj−1l=0 f
′ ◦f l, on
obtient ∫
Ω
log |(f j)′|ω ω ≥
j−1∑
l=0
λl
[∫
X
1
λl
u ◦ f lω
]
.
Or la suite de fonctions (λ−lu◦f l) est relativement compacte dans L1(X). En
effet ul := C1gl+λ
−lu ◦ f l est une suite uniforme´ment majore´e de fonctions
C1ω-sousharmoniques telles que
∫
X
uldµf =
l−1∑
p=0
1
λp
∫
X
γdµf+
1
λl
∫
X
udµf ≥ λ
λ− 1
∫
X
γdµf+
∫
X
udµf > −∞.
On en de´duit qu’il existe C2 > 0 telle que
Vol(f jΩ) ≥ Vol(Ω)
λj
exp
(
− C2
Vol(Ω)
λj
)
.
L’estime´e annonce´e re´sulte enfin d’ine´galite´s e´le´mentaires. 
Observons que lorsque f est (localement) conjuge´ a` zλ pre`s de 0, alors
f j ∼ zλj et le volume de petits disques D centre´s a` l’origine de rayon r > 0,
de´croˆıt sous ite´ration comme r2λ
j
= exp(−2[− log r]λj). L’estimation du
The´ore`me 1.7 est donc essentiellement optimale.
Remarque 1.8 Les premie`res estime´es de volume ont e´te´ mises au point
dans le cadre des applications birationnelles de C2 pour construire et ca-
racte´riser les courants invariants par la dynamique [BS 1], [FS 1], [Dil 1],
[FaG]. Ces applications sont presque inversibles. J.E.Fornaess et N.Sibony
ont e´tabli dans [FS 4] des estime´es de volume pour les endomorphismes ho-
lomorphes de P2, dont les ramifications sont plus importantes. C.Favre et
M.Jonsson ont mene´ a` bien une e´tude syste´matique de ces estime´es [FJ 1].
L’estimation du The´ore`me 1.7 est tire´e de [G2], [G4], ou` nous de´veloppons
des estime´es moins fines, mais valables dans un contexte plus ge´ne´ral. Elles
sont suffisantes pour un certain nombre d’applications. Nous l’illustrons ici
en de´montrant l’e´quidistribution des pre´images de points non-exceptionnels.
Soit ν une mesure de probabilite´ sur X. Nous cherchons a` savoir sous
quelle condition la suite de mesures de probabilite´ νn = λ
−n(fn)∗ν converge
vers µf . Soit u ∈ L1(X) un potentiel de ν, i.e.
ν = ω +∆u.
La fonction u est une fonction quasisousharmonique, i.e. localement diffe´rence
d’une fonction lisse et d’une fonction sousharmonique. En particulier u est
s.c.s. donc majore´e sur X : quitte a` translater u, on supposera dans la suite
u ≤ 0. Il re´sulte du The´ore`me de repre´sentation de Riesz que e−αu ∈ L1(X),
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pour α > 0 suffisamment petit : il faut choisir α < 2[supx∈X ν({x})]−1. No-
tons en particulier que e−αu ∈ L1(X) pour tout α > 0, lorsque ν n’a pas
d’atome. Observons que
νn :=
1
λn
(fn)∗ν =
1
λn
(fn)∗ω +∆un, ou` un :=
1
λn
u ◦ fn.
Montrer que νn converge vers µf revient ainsi a` montrer que un converge
vers 0 dans L1(X). Il re´sulte du carate`re quasisousharmonique de u que
la suite (un) est relativement compacte dans L
1(X) (voir [GZ 1] pour des
crite`res de compacite´ des fonctions qpsh). Conside´rons, pour ε > 0 fixe´,
Ωεn := {x ∈ X /un < −ε} .
Il suffit de savoir montrer que Vol(Ωεn)→ 0 lorsque n→ +∞ pour conclure
a` un → 0. On observe que
fn(Ωεn) = {x ∈ X u(x) < −ελn} .
Or le volume de l’ensemble de gauche ne de´croˆıt pas trop vite graˆce aux
estime´es de volume (The´ore`me 1.7), et celui du membre de droite de´croˆıt
exponentiellement vite : comme e−αu ∈ L1(X), il re´sulte de l’ine´galite´ de
Chebyshev que pour tout A < 2[supx∈X ν({x})]−1, il existe CA > 0 tel que
Vol(u < −ελn) ≤ CA exp(−Aελn).
En mettant bout a` bout ces ine´galite´s, on obtient
lim sup
n→+∞
Vol(Ωεn) ≤
1
Aε
.
Lorsque ν n’a pas d’atome, on peut prendre A arbitrairement grand et
conclure a` νn → µf . En remplac¸ant u par un0 dans le raisonnement pre´ce´dent,
on obtient la version plus pre´cise :
νn → µf ssi sup
x∈X
νn({x})→ 0.
Il reste donc a` analyser la partie atomique de la suite νn. Elle est controˆle´e
par le degre´ topologique local d(fn, x) de fn au point x via la relation
νn({x}) = d(f
n, x)ν({fnx})
λn
.
Il faut donc controˆler le comportement asymptotique de la suite (d(fn, x))
par rapport a` λn. C’est l’objectif du lemme suivant dont la preuve est laisse´e
au lecteur.
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Lemme/De´finition 1.9 On de´finit l’ensemble des points exceptionnels par
Ef := {x ∈ X /d(f, x) = d(f, f(x)) = d(f, f2x) = λ}.
Alors Card(Ef ) ≤ 2. Plus pre´cise´ment,
– soit Ef est vide ;
– soit Ef est constitue´ d’un point ; dans ce cas X = P1 et f est conjugue´
a` un polynoˆme par une homographie qui envoie Ef sur {∞} ;
– soit Ef est consitue´ de deux points ; dans ce cas X = P1 et f est
conjugue´ a` zλ ou z−λ par une homographie qui envoie Ef sur {0,∞}.
Il s’ave`re que Ef est le plus grand ensemble fini totalement invariant,
f−1(Ef ) = Ef (voir [BeM], [CG], [Mi 1] pour ce point de vue plus tradi-
tionnel). Il re´sulte de ce qui pre´ce`de qu’on a le re´sultat d’e´quidistribution
suivant :
The´ore`me 1.10 Soit ν une mesure de probabilite´ sur X. Alors
1
λn
(fn)∗ν → µf ssi ν(Ef ) = 0.
En particulier λ−n(fn)∗εa → µf ssi a n’est pas un point exceptionnel.
Preuve. L’ensemble Ef est totalement invariant : les pre´images d’une mesure
qui a un atome dans Ef ne peuvent donc pas s’e´quidistribuer selon µf .
Supposons re´ciproquement qu’une mesure de probabilite´ ν n’a pas d’atome
dans Ef . Le degre´ topologique local d(fn, x) = Πn−1j=0d(f, f jx) de fn en un
point x en lequel ν a un atome est donc majore´ par γn, avec γ < λ. Il
s’ensuit que supx∈X νn({x}) → 0, donc νn → µf d’apre`s la discussion qui
pre´ce`de le Lemme 1.9. 
1.3 Exposant de Lyapunov
Nous avons construit ci-dessus une mesure µf ergodique dont les po-
tentiels sont continus. En particulier log+ ||Df || ∈ L1(µf ). Il re´sulte du
The´ore`me ergodique de Birkhoff que pour µf -presque tout x, la suite n 7→
n−1 log ||Dfnx || converge vers un nombre χ(µf ) inde´pendant de x : c’est l’ex-
posant de Lyapunov de µf . Comme µf est d’entropie log λ, l’ine´galite´ de
Margulis-Ruelle assure [R] que
χ(µf ) ≥ 1
2
log λ > 0.
Nous indiquons un peu plus loin une preuve e´le´mentaire et “complexe” de
cette ine´galite´ due a` M.Lyubich. Nous cherchons a` savoir pour l’instant s’il
est possible d’ame´liorer cette ine´galite´.
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Lorsque X = C/Λ est une courbe elliptique, f est un reveˆtement e´tale
dont on montre aise´ment qu’il est induit par une application affine z 7→ az+b
qui pre´serve le re´seau Λ. Il s’ensuit que f∗dz = adz et la mesure de Lebesgue
µ = i2dz ∧ dz est de jacobien constant, f∗µ = |a|2µ, avec |a|2 = λ : on a
donc µ = µf . Observons e´galement que f est de diffe´rentielle constante,
Dxf = aId, donc
χ(µf ) =
1
2
log λ
dans ce cas. Comme f commute avec l’involution σ : x 7→−x, elle induit un
endomorphisme de degre´ λ sur le quotientX/〈σ〉 ≃ P1. Un tel endomorphisme
de la sphe`re de Riemann est un exemple de Latte`s.
Les endomorphismes de la sphe`re de Riemann X = P1 sont les fractions
rationnelles f = P/Q ou` P,Q sont des polynoˆmes sans facteur commun
dont les degre´s ve´rifient max(degP,degQ) = λ. Lorsque f est un exemple
de Latte`s, la mesure µf est absolument continue par rapport a` la mesure de
Lebesgue et on obtient χ(µf ) =
1
2 log λ. On ne peut donc pas, en ge´ne´ral,
ame´liorer la minoration de l’exposant de Lyapunov de µf . Il re´sulte cepen-
dant des travaux de F.Ledrappier [L] et A.Zdunik [Z] que cette e´galite´ ne se
produit que lorsque f est un exemple de Latte`s. Il est donc naturel d’e´tudier
comment χ(µf ) varie lorsque l’on fait bouger f dans l’espace des parame`tres.
Soit (ft)t∈M une famille holomorphe d’endomorphismes de P1 de degre´
λ ≥ 2, ou` M de´signe une varie´te´ complexe. Rappelons que la fonction de
Green dynamique de ft est
gt(x) :=
∑
j≥0
1
λj
γt ◦ f jt (x),
ou` γt ∈ C1(X,R) est de´termine´ de fac¸on unique par
1
λ
f∗t ω = ω +∆γt et
∫
P1
γtω = 0.
Notons que (x, t) 7→ gt(x) est une fonction Ho¨lde´rienne (voir Remarques
1.3). On note µt = ω +∆gt la mesure d’entropie maximale de ft, et
χ(t) =
∫
P1
log |f ′t|dµt
l’exposant de Lyapunov de (ft, µt).
Le point de vue potentialiste permet de donner une preuve e´le´mentaire
du re´sultat suivant –qui ame´liore le The´ore`me B de R.Mane˜ [Mn].
Proposition 1.11 L’exposant χ(t) est une fonction plurisousharmonique
et ho¨lde´rienne de t.
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Notons que la re´gularite´ ho¨lde´rienne de l’exposant de Lyapunov peut eˆtre
e´galement vue comme une conse´quence d’une formule explicite de G.Bassanelli
et F.Berteloot [BaBe], valable en toute dimension. Le caracte`re psh est
de´montre´ dans un cadre plus ge´ne´ral par T.C.Dinh et N.Sibony (voir Pro-
position 3.8.3 dans [DS 1]), en suivant l’approche de E.Bedford et J.Smillie
(voir The´ore`me 5.5 dans [BS 2]).
Preuve. On inte`gre par parties pour obtenir
χ(t) =
∫
log |f ′t|ω +
∑
f ′t(ct)=0
gt(ct),
ou` les ct de´signent les points critiques de ft. La premie`re somme est une
fonction lisse de t. Comme (x, t) 7→ gt(x) est ho¨lde´rienne, et comme la
seconde somme est une fonction syme´trique des points critiques, racines de
l’e´quation alge´brique f ′t(x) = 0, on obtient la continuite´ annonce´e.
La plurisousharmonicite´ provient de ce que χ est limite uniforme de la
suite de fonctions psh
χn(t) =
∫
P1
log |f ′t|
1
λn
(fnt )
∗ω =
1
λn
∫
P1
(fnt )∗(log |f ′t|) · ω.
La convergence re´sulte de ce que ∆ log |f ′t| peut s’exprimer comme une
diffe´rence de deux mesures de Radon positives, ainsi
|χ(t)− χn(t)| =
∣∣∣∣
∫
P1
∆ log |f ′t| · (gt − gn,t)
∣∣∣∣ ≤ C||gt − gn,t||L∞(P1).

Il est inte´ressant d’e´tudier les proprie´te´s des courants positifs (ddcχ)j,
1 ≤ j ≤ dimC M . Le fait que t 7→ χ(t) soit plurisousharmonique et atteigne
un minimum aux valeurs de t pour lesquelles ft est un exemple de Latte`s
montre que ceux-ci jouent un roˆle spe´cial dans l’espace des parame`tres. Nous
renvoyons le lecteur a` [DeM], [BaBe], [DuF] pour quelques re´sultats dans
cette direction.
1.4 L’approche de Lyubich
M.Lyubich a le premier donne´ une construction de la mesure d’entropie
maximale pour les endomorphismes rationnels f de P1 ([Ly], voir e´galement
[FLM]). Son approche consiste a` e´tudier les branches inverses de fn pour en
de´duire des proprie´te´s de l’ope´rateur de Ruelle
Rf : C0(P1) → C0(P1)
ϕ 7→ 1λf∗ϕ.
22
Etudier le comportement de la suite d’ope´rateurs λ−n(fn)∗(·) sur les mesures
revient en effet, par dualite´, a` ite´rer l’ope´rateur Rf . Bien que la construction
de µf due a` M.Lyubich soit techniquement plus complique´e que celle donne´e
plus haut, son e´tude des branches inverses lui permet de montrer que
– χ(µf ) ≥ 12 log λ > 0 ;
– les points re´pulsifs s’e´quidistribuent selon µf ;
– µf est l’unique mesure d’entropie maximale.
Nous allons esquisser les preuves de ces re´sultats qui reposent toutes sur le
lemme suivant :
Lemme 1.12 Soit Cf l’ensemble critique de f . Soit ε > 0. Il existe l = lε ∈
N tel que pour tout n ≥ l et pour tout disque D qui e´vite ∪lj=1f j(Cf ), on
peut construire (1− ε)λn branches inverses f−ni de fn sur D avec
diam(f−ni D) ≤ Cελ−n/2.
Nous de´montrons le lemme un peu plus loin et commenc¸ons par en tirer
les conse´quences annonce´es.
Exposant de Lyapunov. Soit x ∈ X\∪j≥0f j(Cf ). C’est un point ge´ne´rique
pour µf . On peut conside´rer des branches inverses f
−n
i de f
n sur un petit
disqueD(x, ε). Comme le diame`tre de f−ni D(x, ε) de´croˆıt en λ
−n/2, il re´sulte
des ine´galite´s de Cauchy que
|(fn)′(x−n)| =
∣∣∣∣ 1(f−n)′(x)
∣∣∣∣ ≥ 1Cελn/2,
ou` x−n de´signe l’une des pre´images de x. Notons x−1, . . . , x−n une pre´histoire
ge´ne´rique de x choisie parmi les (1 − ε)λn pre´images construites dans le
Lemme 1.12. Il re´sulte du The´ore`me de Birkhoff que
χ(µf ) = lim
1
n
n−1∑
i=0
log |f ′(x−i)| = lim 1
n
log |(fn)′(x−n)| ≥ 1
2
log λ.
Points re´pulsifs. Rappelons qu’il y a λn + 1 points pe´riodiques d’ordre
≤ n, compte´s avec multiplicite´. Cela re´sulte de la formule des points fixes
de Lefschetz (voir section 2.3). On peut e´galement s’en convaincre ici par
un calcul e´le´mentaire : si par exemple f = P/Q est un endomorphisme de
P1, on peut supposer que l’infini n’est pas un point fixe –quitte a` conjuguer
par une transformation de Moebius– pour une carte affine C. Cela revient a`
dire que le polynoˆme Q est de degre´ λ. Les points pe´riodiques d’ordre ≤ n
sont alors les solutions dans C de l’e´quation polynomiale fn(z) = z qui est
de degre´ λn+1. On montre (voir [CG]) que tous les points pe´riodiques –sauf
un nombre fini d’entre eux– sont de type re´pulsif. Conside´rons
νn :=
1
λn
∑
fnx=x, x re´pulsif
εx,
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et soit ν une valeur d’adhe´rence de ν. Alors ν est une mesure de probabilite´
sur X dont nous allons montrer qu’elle co¨ıncide avec µf . Il suffit de montrer
que µf (D) ≤ ν(D), pour tout petit disque D = D(x, r).
Soit D un tel disque. Comme µf ne charge pas l’ensemble postcritique
∪j≥0f j(Cf ), on peut supposer que D ne rencontre pas ∪lj=1f j(Cf ) et appli-
quer le Lemme 1.12. On note D−ni les petits disques images de D par les
branches inverses de fn. Soit D′ un disque le´ge`rement plus petit que D.
Comme µf est me´langeante, on obtient pour n assez grand,
µf (D)
2 ≃ µf (D)µf (D′) ≃ µf (f−nD ∩D′) ≃
(1−ε)λn∑
i=1
µf (D
−n
i ∩D′).
Or soit D−ni ∩D′ = ∅, soit D−ni est relativement compact dans D car D−ni a
un petit diame`tre. Dans ce dernier cas f−ni est une contraction de D dans lui
meˆme et produit donc un point pe´riodique re´pulsif d’ordre ≤ n. On obtient
ainsi
µf (D
−n
i ∩D′) ≤ µf (D−ni ) · λnνn(D−ni ) = µf (D)νn(D−ni )
car µf est de jacobien constant et f
n est injective sur D−ni . Comme les D
−n
i
que nous conside´rons sont deux a` deux disjoints et tous inclus dans D, il
vient
µf (D)
2 . µf (D)νn(D),
d’ou` le re´sultat.
Unicite´. Soit ν une mesure invariante ergodique d’entropie positive. Obser-
vons que ν ne charge pas les points, en particulier ν(Ef ) = 0. Il re´sulte du
The´ore`me 1.8 que soit ν = µf , soit f
∗ν 6= λν.
Supposons que ν n’est pas de jacobien constant. On construit alors un
ouvert U plein (i.e. ν(U) = Vol(U) = 1), simplement connexe de X \ f(Cf )
dont les pre´images U1, . . . , Uλ = f
−1(U) ve´rifient ν(U1) > · · · > ν(Uλ).
On peut alors coder la dynamique de f sur son graphe ite´re´ graˆce a` la
partition U1, . . . , Uλ et montrer que hν(f) < log λ. Nous renvoyons le lecteur
a` [Ly], [BrD 2] pour une preuve de´taille´e de ce dernier point qui assure que
µf est l’unique mesure d’entropie maximale.
Preuve du Lemme 1.12. On note τ le nombre de valeurs critiques de f et
Vl := ∪lj=1f j(Cf ). Soit D un disque qui e´vite Vl. L’entier l sera spe´cifie´ plus
loin en fonction de ε > 0 qui est fixe´ par l’e´nonce´ du lemme.
On construit des branches inverses f−ni de f
n par re´currence : comme D
e´vite les valeurs critiques Vl de f
l, f l est un reveˆtement e´tale de degre´ λl en
restriction a` D et on peut donc construire des branches inverses f−11 , . . . , f
−l
λl
de f l sur D d’images disjointes D−li . Si D
−l
i ne rencontre pas les valeurs
critiques de f , on peut fabriquer λ branches inverses de f sur D−li qui
de´finissent λ branches inverses de f l+1 sur D. Or il y a au plus τ disques
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D−li qui rencontrent V1. Si on jette ces τ disques (e´ventuels), on obtient ainsi
λl+1(1 − τ/λl+1) branches inverses de f l+1 sur D. Une re´currence montre
alors que pour tout n ≥ l + 1, on peut construire au moins
λn
[
1− τ
λl+1
− · · · − τ
λn
]
≥ λn[1− ε/2]
branches inverses de fn sur D si l’on fixe l = lε assez grand pour que
τλ−l/(1− 1/λ) < ε/2.
On veut a` pre´sent controˆler le diame`tre des images D−ni . Observons que
(1−ε/2)λn∑
i=1
Aire(D−ni ) ≤ Aire(X) = 1,
si on calcule l’aire par rapport a` une forme volume normalise´e. Il s’ensuit
qu’au moins (1− ε)λn des disques D−ni ont une aire qui ve´rifie
Aire(D−ni ) ≤
2
ε
λ−n.
On en de´duit un controˆle des diame`tres : quitte a` re´duire le´ge`rement D,
on peut supposer qu’on controˆle en fait l’aire de disques le´ge`rement plus
grands D˜−ni = f
−n
i (D˜), ou` D est relativement compact dans D˜. Le module
des anneaux D˜−ni \D−ni e´tant constant, e´gal a` mod(D˜ \D), on obtient
diam(D−ni ) . [Aire(D˜
−n
i )]
1/2 . λ−n/2.
Nous renvoyons le lecteur a` l’Appendice de [BrD 2] pour plus de de´tails sur
cette estimation aire-diame`tre. 
Notons qu’on peut se passer de cette estimation aire-diame`tre en dimen-
sion 1 : il re´sulte en effet du The´ore`me de Koebe que le controˆle de l’aire des
D−ni suffit a` controˆler les de´rive´es (f
−n)′(x) et conduit ainsi a` la minoration
de l’exposant de Lyapunov. Pour le me´lange, on a juste besoin de savoir
que le diame`tre des D−ni converge vers 0, ce qui se voit facilement par un
argument de familles normales. Nous avons ne´anmoins indique´ cette estima-
tion due a` J.-Y.Briend et J.Duval [BrD 2] (et qui ne figure pas dans [Ly]),
car c’est un argument crucial en dimension supe´rieure ou` l’on ne dispose
pas du The´ore`me de Koebe. Comme on l’aura compris, toutes les preuves
propose´es dans cette premie`re partie sont modele´es pour pouvoir s’adapter
directement en dimension supe´rieure.
1.5 Le cas des polynoˆmes
Nous interpre´tons ici les objets introduits jusqu’a` pre´sent lorsque f est
un polynoˆme de degre´ λ ≥ 2. Quitte a` conjuguer f par un automorphisme
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z 7→ az + b convenablement choisi, on peut toujours supposer – et nous le
ferons – que f est centre´, unitaire, i.e.
f(z) = zλ + aλ−2zλ−2 + · · ·+ a0,
ou` (a0, . . . , aλ−2) ∈ Cλ−1.
Observons que le point ∞ a` l’infini joue un roˆle spe´cial ici : c’est un
point fixe superattractif (f ′(∞) = 0) qui est totalement invariant : ∞ ∈ Ef .
Il s’ensuit que si z ∈ C, soit l’orbite (fnz)n∈N de z est une suite borne´e,
soit elle converge vers ∞. Notons B(∞) le bassin d’attraction (dans C) de
l’infini et
Kf := C \ B(∞) = {z ∈ C / (fnz)n∈N est borne´e }.
L’ensemble Kf est appele´ ensemble de Julia rempli. Cette terminologie est
justifie´e par l’observation suivante.
Lemme 1.13 L’ensemble Kf est un compact simplement connexe dont le
bord co¨ıncide avec l’ensemble de Julia Jf .
Preuve. Rappelons que µf = ω+∆gf , ou` gf =
∑
λ−jγ ◦f j et γ est solution
de l’e´quation λ−1f∗ω = ω+∆γ. La forme de Fubini-Study ω est donne´e par
∆12 log[1 + |z|2] dans C. Posons
Gf (z) =
1
2
log[1 + |z|2] + gf (z).
C’est une fonction sousharmonique et continue dans C telle que ∆Gf = µf .
Si l’on choisit – comme nous l’avons implicitement fait dans le paragraphe
1.1.1 – γ(z) = 12λ log[1 + |f(z)|2]− 12 log[1 + |z|2], on obtient
Gf (z) = lim
n→+∞
1
2λn
log
[
1 + |fn(z)|2] .
En particulier Gf ≥ 0,
(Gf = 0) = Kf et (Gf > 0) = B(∞).
Il s’ensuit que Kf est un compact et Jf = Suppµf ⊂ ∂Kf (par la Propo-
sition 1.1, car Gf ≡ 0 dans l’inte´rieur de Kf et Gf = limλ−n log |fn| est
harmonique dans B(∞)). Or Gf ne peut pas eˆtre harmonique en un point
p ∈ ∂Kf par le principe du minimum, donc Jf = ∂Kf .
Enfin il re´sulte du principe du maximum que B(∞) est connexe, donc
Kf est simplement connexe. 
L’ensemble Kf est donc constitue´ de Jf et de ses trous (composantes
connexes borne´es de C \ Jf ). La fonction Gf (z) = gf (z) + 12 log[1 + |z|2],
introduite par H.Brolin [Bro], posse`de de nombreuses proprie´te´s. Son inva-
riance Gf ◦ f = λGf refle`te l’invariance de la mesure µf , f∗µf = λµf , qu’on
appelle parfois mesure de Green en raison de l’interpre´tation suivante.
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Proposition 1.14 La fonction Gf est la fonction de Green du compact Kf
avec poˆle a` l’infini. Elle admet le de´veloppement asymptotique
Gf (z) = log |z|+ o(1).
En particulier Kf est de capacite´ logarithmique e´gale a` 1.
La preuve est une conse´quence imme´diate de ce que Gf ≥ 0 est harmo-
nique dans C\Kf = B(∞) et nulle sur Kf . Le de´veloppement asymptotique
provient de ce que nous avons pris f unitaire. Il assure e´galement que Gf
co¨ıncide avec le potentiel logarithmique de µf ,
Vµf (z) =
∫
C
log |z − w|dµf (w).
En effet ∆Gf = ∆Vµf = µf , donc Gf − Vµf est une fonction harmo-
nique a` croissance logarithmique dans C : c’est donc une constante qui vaut
ze´ro puisque ces deux fonctions ont le meˆme de´veloppement asymptotique,
Gf (z) = log |z|+ o(1) = Vµf (z).
Exemples 1.15
1) Si f(z) = zλ alors Gf (z) = log
+ |z| := max(log |z|, 1). L’ensemble Kf
est le disque unite´ ferme´ et µf est la mesure de Lebesgue normalise´e sur le
cercle unite´ S1.
2) Le polynoˆme de Tchebychev g(z) = z2 − 2 est semi-conjugue´ au po-
lynoˆme f(z) = z2 par l’application Φ(z) = z+1/z, via g ◦Φ = Φ ◦ f . On en
de´duit que Kg = Jg est l’intervalle [−2, 2] et
Gg(z) = max
(
log
∣∣∣∣∣z +
√
z2 − 4
2
∣∣∣∣∣ ; log
∣∣∣∣∣z −
√
z2 − 4
2
∣∣∣∣∣
)
.
Notons en particulier que Gg est Ho¨lde´rienne d’exposant 1/2 (mais pas plus)
et χtop(g) = log 4 puisque g
′(2) = 4, g(2) = 2 et supJg |g′| = 4. La re´gularite´
obtenue a` la Proposition 1.2 est donc optimale.
L’exposant de Lyapunov χ(µf ) d’un polynoˆme f par rapport a` la mesure
d’entropie maximale µf s’exprime simplement en fonction de la fonction Gf ,
comme l’ont observe´ A.Manning [Ma] et F.Przytycki [P].
Proposition 1.16 Soit f un polynoˆme unitaire de degre´ λ ≥ 2. Alors
χ(µf ) = log λ+
∑
f ′(c)=0
Gf (c).
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Preuve. Il re´sulte du The´ore`me ergodique de Birkhoff que
χ(µf ) =
∫
C
log |f ′|dµf .
Or f ′(z) = λΠλ−1i=1 (z−ci), ou` les ci sont les points critiques de f , i.e. les points
c ∈ C tels que f ′(c) = 0. Comme Gf co¨ıncide avec le potentiel logarithmique
de µf (voir la discussion qui pre´ce`de les Exemples 1.15), il vient
χ(µf ) = log λ+
∑
f ′(c)=0
∫
log |z − c|dµf (z) = log λ+
∑
f ′(c)=0
Gf (c).

Lorsque l’ensemble de Julia est connexe (i.e. lorsque tous les points cri-
tiques sont dans Kf , voir [CG]), on obtient χ(µf ) = log λ. Il y a donc en
ge´ne´ral un de´calage entre l’exposant de Lyapunov mesurable χ(µf ) et l’ex-
posant de Lyapunov topologique χtop(f), qui oscille dans ce cas entre log λ
et 2 log λ (voir [Buf 1]).
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Chapitre 2
Invariants nume´riques
Dans toute la suite X de´signe une varie´te´ ka¨hle´rienne compacte de di-
mension k munie d’une forme de Ka¨hler ω, f : X → X de´signe un endomor-
phisme me´romorphe dominant, et on note If l’ensemble d’inde´termination
de f : c’est un sous-ensemble analytique de X de codimension au moins
deux, constitue´ des points en lesquels f n’est pas continu.
2.1 Degre´s dynamiques
Etant donne´e une forme diffe´rentielle lisse θ sur X, on de´finit son image
inverse f∗θ par f de la fac¸on suivante : soit Γf ⊂ X ×X le graphe de f , et
soit Γ˜f une de´singularisation de Γf . On a un diagramme commutatif
Γ˜f
pi1ւ
pi2ց
X
f−→ X
ou` π1, π2 sont des applications holomorphes. On pose f
∗θ := (π1)∗(π∗2θ), ou`
l’on pousse la forme lisse π∗2θ par π1 au sens des courants. De fac¸on analogue,
on de´finit l’image directe de θ par
f∗θ := (π2)∗(π∗1θ).
On ve´rifie aise´ment que ces de´finitions ne de´pendent pas du choix de la
de´singularisation de Γf . Observons que les ope´rations f
∗, f∗ pre´servent les
degre´s, les bidegre´s, le caracte`re re´el et les bords ; elles induisent donc des
actions line´aires sur les espaces de cohomologie H l,l(X,R).
De´finition 2.1 Pour 0 ≤ l ≤ k, on note rl(f) le rayon spectral de l’action
line´aire f∗ : H l,l(X,R)→ H l,l(X,R) et on pose
ρl(f) := lim inf
n→+∞ [rl(f
n)]1/n .
C’est le rayon spectral dynamique d’ordre l de f .
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Notons que rl(f
n) 6= rl(f)n en ge´ne´ral –sauf bien suˆr pour les endo-
morphismes holomorphes. C’est cette observation qui a pousse´ S.Friedland
a` introduire les degre´s ρl(f) dans [Fr] : ceux-ci ve´rifient ρl(f
n) = [ρl(f)]
n,
pour tout n ∈ N.
On peut bien suˆr introduire des quantite´s analogues –notons les rl(f∗),
ρl(f∗)– correspondant aux actions line´aires induites par f∗. Il re´sulte de la
de´finition que ces actions f∗, f∗ sont adjointes l’une de l’autre pour la forme
d’intersection sur X, i.e.
〈f∗θ, η〉 = 〈π∗2θ, π∗1η〉 = 〈θ, f∗η〉,
pour toutes formes lisses ferme´es θ, η de degre´s comple´mentaires. On en
de´duit que rl(f∗) = rk−l(f) et ρl(f∗) = ρk−l(f).
Observons que H0,0(X,R) ≃ R (fonctions constantes) et Hk,k(X,R) ≃
R. L’ope´rateur f∗ agit sur le premier par multiplication par la constante 1 =
r0(f) = ρ0(f), et sur le deuxie`me par multiplication par le degre´ topologique
(nombre de pre´images par f d’un point ge´ne´rique). On a donc toujours
rk(f) = ρk(f) et ρk(f) est le degre´ topologique de f .
Exemple 2.2 Lorsque X = Pk, tous les espaces de cohomologie H l,l(Pk,R)
sont de dimension 1 et f∗ agit par multiplication par la constante rl(f) qui
admet dans ce cas une interpre´tation alge´bro-ge´ome´trique,
rl(f) = deg(f
−1L), L un sous-espace line´aire ge´ne´rique de codimension l,
comme l’ont montre´ A.Russakovskii et B.Shiffman [RS]. La constante r1(f)
est dans ce cas le degre´ des polynoˆmes homoge`nes premiers entre eux inter-
venant dans l’e´criture de f en coordonne´es homoge`nes.
Il y a d’autres actions line´aires auxquelles on peut s’inte´resser, par exemple
l’action line´aire induite par f∗, f∗ sur les espaces Hp,q(X,R), p 6= q. C’est
le´gitime si l’on souhaite estimer le nombre de points pe´riodiques de f en
utilisant la formule de Lefschetz (voir section 2.3.1). Celle-ci fait intervenir
la trace des ope´rateurs f∗ sur tous les espaces de deRham H i(X,R). Puisque
X est ka¨hle´rienne, ils se de´composent canoniquement (The´ore`me de Hodge),
H i(X,R) =
⊕
p+q=i
Hp,q(X,R).
Lorsque X est projective, on peut au contraire se restreindre a` la par-
tie alge´brique des espaces en ne conside´rant que le sous-espace H l,lalg(X,R)
(stable par f∗, f∗) engendre´ par les cycles alge´briques, On notera r
alg
l (f) le
rayon spectral de la restriction de f∗ a` ce sous-espace invariant, et ρalgl (f)
le degre´ dynamique correspondant.
Il est tre`s utile d’avoir une description analytique du comportement
asymptotique des ope´rateurs (fn)∗, (fn)∗. Nous avons introduit dans [G 5]
les “degre´s” δl(f, ω) :=
∫
X\If f
∗ωl ∧ ωk−l, et leur version dynamique :
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De´finition 2.3 Le degre´ dynamique d’ordre l est
λl(f) = lim inf
n→+∞
[∫
X\Ifn
(fn)∗ωl ∧ ωk−l
]1/n
.
Il est clair que λl(f) ne de´pend pas du choix de la forme de Ka¨hler ω.
Le lien entre ces diffe´rentes notions est fourni par le re´sultat suivant.
The´ore`me 2.4 Pour tout 0 ≤ l ≤ k, on a λl(f) = ρl(f). En particulier
ρl(f) = ρ
alg
l (f) lorsque X est projective. De plus,
(a) Pour tout 1 ≤ l ≤ k, on a
1 ≤ λl+1(f)λl−1(f) ≤ [λl(f)]2.
(b) Si g : X ′ → X ′ est un endomorphisme me´romorphe dominant d’une
varie´te´ ka¨hle´rienne compacte X ′ de dimension k′, alors le produit direct
f × g : X ×X ′ → X ×X ′ ve´rifie
λl(f × g) = max
i+j=l
λi(f)λj(g),
pour tout l ∈ [0, k + k′].
(c) Il existe C > 0 telle que pour tout n ∈ N et p, q ∈ [0, k], on a∣∣∣Tr ((fn)∗|Hp,q(X,R))∣∣∣ ≤ C max
0≤j≤k
δj(f
n, ω).
Ces assertions sont pour la plupart de´montre´es dans [G 5]. Nous en
donnons ici une preuve le´ge`rement simplifie´e.
Preuve. On va montrer qu’il existe C ≥ 1 telle que pour tout n ∈ N,
1
C
||(fn)∗|| ≤ δl(fn, ω) ≤ C||(fn)∗|| (2.1)
pour une norme || · || arbitraire sur H l,l(X,R). L’e´galite´ ρl(f) = λl(f) en
re´sulte imme´diatement. Soit (αi) une base de H
l,l(X,R). On peut la choisir
de sorte que les classes αi soient repre´sente´es par des (l, l)-formes lisses
ferme´es positives, et avec α1 = {ωl}. Fixons C1 > 0 une constante telle que
la classe C1{ωl} domine toutes les classes αi, c’est a` dire que la diffe´rence
peut eˆtre repre´sente´e par la classe d’un courant positif.
Soit a` pre´sent βj ∈ Hk−l,k−l(X,R) les e´le´ments de la base duale de (αj)
pour la forme d’intersection (dualite´ de Serre). Il vient, pour tout n ∈ N,
〈(fn)∗αi, βj〉 = a(n)ij ,
ou` les a
(n)
ij sont les coefficients de la matrice repre´sentant (f
n)∗ dans la base
(αi). Soit C2 > 0 une constante telle que la classe C2{ωk−l} domine toutes
les classes ±βj . Il vient
〈(fn)∗αi,±βj〉 ≤ C2〈(fn)∗αi, ωk−l〉 ≤ C1C2δl(fn, ω),
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d’ou` l’ine´galite´ ||(fn)∗|| ≤ Cδl(fn, ω). Pour l’ine´galite´ re´ciproque, on ob-
serve, puisque α1 = {ωl}, que
δl(f
n, ω) =
∑
j
a
(n)
1j 〈αj , ωk−l〉 ≤
∑
j
|a(n)1j | · |〈αj , ωk−l〉| ≤ C||(fn)∗||.
Lorsque X est projective, on peut choisir une forme ω dont la classe est
entie`re (classe de Hodge). Le raisonnement pre´ce´dent s’applique au sous-
espace stable engendre´ par les cycles alge´briques et montre que λl(f) =
ρalgl (f), donc ρl(f) = ρ
alg
l (f).
Les ine´galite´s (a) sont des conse´quences des ine´galite´s mixtes de Teissier-
Hovanskii qui assurent δl+1(f, ω)δl−1(f, ω) ≤ [δl(f, ω)]2 (voir [G 5]). Ces
ine´galite´s peuvent s’interpre´ter comme des proprie´te´s de concavite´ de la
fonction l 7→ log δl(f, ω) (voir [Gr 2]). Comme λk(f) ≥ 1, on en de´duit que
λj(f) ≥ 1 pour tout j ∈ [1, k].
Pour e´tablir (b), on fixe une forme de Ka¨hler Ω(x, x′) = ω(x) + ω′(x′)
sur le produit X ×X ′. Un calcul e´le´mentaire donne
δl(h
n,Ω) =
∑
i+j=l
δi(f
n, ω)δj(g
n, ω′),
ou` h de´signe l’endomorphisme produit (f, g). L’e´galite´ s’ensuit.
Observons que (c) est une conse´quence de (2.1) lorsque p = q. Lorsque
p 6= q, on peut s’y ramener en travaillant dans X2 avec l’endomorphisme
produit h = (f, f). En effet si α ∈ Hp,q(X,R) alors α(x) ∧ α(x′) de´finit
une classe de bidegre´ (p+ q, p+ q) dans X2. Estimer la norme de (hn)∗ sur
une telle classe revient a` estimer le carre´ de la norme de (fn)∗ agissant sur
Hp,q(X,R). Le calcul fait pour de´montrer (b) donne ainsi
||(fn)∗Hp,q(X,R)||2 ≤ C1
∑
i+j=p+q
δi(f
n, ω)δj(f
n, ω) ≤
[
Cmax
j
δj(f
n, ω)
]2
.

Notons qu’on peut raffiner l’estimation 2.4.c et montrer
||(fn)∗Hp,q(X,R)||2 ≤ Cδp(fn, ω)δq(fn, ω).
Ce controˆle plus pre´cis est duˆ a` T.C.Dinh (Proposition 5.8 dans [Di 1]).
On noteH l,lpsef(X,R) le coˆne des classes pseudoeffectives (i.e. repre´sentables
par un courant positif ferme´), etH l,lnef(X,R) le coˆne des classes nef, adhe´rence
du coˆne des classes strictement positives (i.e. repre´sentables par une forme
lisse ferme´e qui domine un multiple de ωl) : c’est le coˆne dual deHk−l,k−lpsef (X,R).
Ce sont des coˆnes stricts, i.e. ils ne contiennent aucune droite re´elle.
Lorsque l’un de ces coˆnes est invariant par f∗, il re´sulte du The´ore`me de
Perron-Frobenius qu’il contient une classe qui est un vecteur propre associe´ a`
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la plus grande valeur propre de f∗ : H l,l(X,R)→ H l,l(X,R). En particulier
rl(f) est une valeur propre de f
∗. Cela a des conse´quences particulie`rement
inte´ressantes sur le spectre et la dynamique de f∗, comme nous le verrons
dans la section 4.2.
Le coˆne H1,1psef(X,R) est toujours pre´serve´ par f
∗ et f∗. Cela re´sulte
de ce qu’on a une bonne de´finition de l’image inverse par f (et de l’image
directe) de n’importe quel courant positif ferme´ de bidegre´ (1, 1) : tout se
passe comme si f e´tait holomorphe, car l’ensemble d’inde´termination est de
codimension ≥ 2 : c’est donc un ensemble ne´gligeable pour les courants de
bidegre´ (1, 1). Nous verrons dans la section 4.2 que le coˆne H1,1nef (X,R) est
e´galement pre´serve´ par f∗, f∗ lorsque X est de dimension 2. Ce n’est pas
vrai en dimension supe´rieure pour des applications me´romorphes, comme le
montre l’exemple suivant qui nous a e´te´ communique´ par L.Bonavero.
Exemple 2.5 Soit g : P3 → P3 l’involution donne´e en coordonne´es ho-
moge`nes par g[z0 : z1 : z2 : z3] = [1/z0 : 1/z1 : 1/z2 : 1/z3] = [z1z2z3 :
· · · : z0z1z2]. C’est un endomorphisme birationnel (i.e. de degre´ topologique
r3(f) = λ3(f) = 1) de P
3. Son ensemble d’inde´termination est
Ig :=
⋃
i6=j
{zi = zj = 0}.
Soit ω la forme de Fubini-Study sur P3, on ve´rifie aise´ment que
r1(f) = δ1(f, ω) = 3 et r1(f
2) = δ1(f
2) = 1, donc λ1(f) = 1.
Comme f = f−1, il vient e´galement λ2(f) = λ1(f−1) = 1.
Soit π : X → P3 l’e´clatement de P3 aux quatre points toriques p0 = [1 :
0 : 0 : 0], p1 = [0 : 1 : 0 : 0], p2 = [0 : 0 : 1 : 0], p3 = [0 : 0 : 0 : 1]. On note
Ei = π
−1(pi) les diviseurs exceptionnels. Soit f : X → X l’endomorphisme
me´romorphe induit par g. On note Hi = (zi = 0) l’hyperplan de P
3 passant
par les trois points pj, j 6= i, et H ′i sa transforme´e stricte par π,
H ′i = π
∗Hi −
∑
j 6=i
Ej.
Comme g(pi) = Hi, on obtient
f∗H ′i = Ei et f
∗Ei = H ′i.
Soit D = π∗H0. C’est un diviseur nef (il est meˆme semi-positif), et pourtant
f∗D = E0 +H ′1 +H
′
2 +H
′
3
n’est pas nef. Soit en effet L la droite passant par les points p3, p4 et L
′ sa
transforme´e stricte. On calcule
f∗D · L′ = (3π∗H − 3E0 − 2
∑
j≥1
Ej) · L′ = 3− 2− 2 = −1.
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Le coˆne H1,1nef(X,R) n’est donc pas pre´serve´ par f
∗. Comme c’est le coˆne
dual de H2,2psef(X,R), cela montre e´galement que ce dernier n’est pas pre´serve´
par f∗ = (f−1)∗.
Nous verrons plus loin qu’il est utile d’effectuer des changements de coor-
donne´es bime´romorphes pour analyser la dynamique. Il faut donc s’inte´resser
a` l’invariance des degre´s dynamiques sous conjugaison bime´romorphe.
Observons tout d’abord que l’on peut de´finir des degre´s δl(f, ωX , ωY )
lorsque f : X → Y est une application me´romorphe entre deux varie´te´ss
ka¨hle´riennes compactes de meˆme dimension k par
δl(f, ωX , ωY ) :=
∫
X\If
f∗ωlY ∧ ωk−lX .
Ici ωX , ωY de´signent deux formes de Ka¨hler sur X,Y respectivement. On a
alors l’estimation suivante due a` T.C.Dinh et N.Sibony [DS 3,4].
Proposition 2.6 Soit X,Y,Z trois varie´te´s ka¨hle´riennes compactes de meˆme
dimension k, munies de formes de Ka¨hler ωX , ωY , ωZ. Il existe C > 0 telle
que pour tout endomorphisme f : X → Y , g : Y → Z et pour tout 0 ≤ l ≤ k,
δl(g ◦ f, ωX , ωZ) ≤ Cδl(g, ωY , ωZ)δl(f, ωX , ωY ).
Esquisse de preuve. Lorsque l = 1, la de´monstration est simplifie´e graˆce
a` l’observation suivante : f∗(g∗ωZ) est un (1, 1)-courant positif ferme´ bien
de´fini qui co¨ıncide avec (g ◦f)∗ωZ hors d’une hypersurface. Or (g ◦f)∗ωZ ne
charge pas les hypersurfaces (c’est localement une forme a` coefficients L1loc),
on a donc (g ◦ f)∗ωZ ≤ f∗(g∗ωZ). Il s’ensuit que
δ1(g ◦ f, ωX , ωZ) ≤
∫
X
f∗(g∗ωZ) ∧ ωk−1X =
∫
Y
g∗ωZ ∧ f∗(ωk−1X )
≤ C||g∗H1,1 || · ||f∗H1,1 || ≤ C ′δ1(g, ωY , ωZ)δ1(f, ωX , ωY ),
en utilisant les ine´galite´s (2.1).
Lorsque l ≥ 2, la de´finition de f∗(g∗ωlZ) pose proble`me et l’argument
pre´ce´dent doit eˆtre modifie´. Observons que δk est le degre´ topologique qui se
comporte tre`s bien par composition. Cela re`gle le cas de la dimension deux.
Lorsque X est de dimension 3, on peut utiliser la dualite´ f∗, f∗ et travailler
en bidegre´ (1, 1) avec f∗ (voir paragraphe 1 dans [G 5]). Pour traiter le
cas ge´ne´ral (2 ≤ l ≤ k − 2, donc k = dimC X ≥ 4), il faut savoir re´gulariser
convenablement le courant positif g∗ωZ comme l’ont observe´ A.Russakovskii
et B.Shiffman [RS] qui de´montrent la Proposition 2.6 lorsque X = Pk :
dans ce cas on sait re´gulariser sans perte de positivite´ car Aut(Pk) agit
transitivement sur Pk. Lorsque la varie´te´ X n’est pas homoge`ne, T.C.Dinh
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et N.Sibony ont montre´ [DS 3,4] qu’on peut re´gulariser avec perte uniforme
de positivite´ : cela permet de conclure (voir e.g. Lemme 4 dans [DS 3]). 
Le point important est que la constante C ne de´pend ni de f , ni de g. Si
on applique cette estimation a` X = Y = Z, ω = ωX = ωY = ωZ , lorsque f
et g sont les ite´re´s d’un meˆme endomorphisme (que nous notons a` nouveau
f), on obtient pour tout n,m ∈ N,
δl(f
n+m, ω) ≤ Cδl(fn, ω)δl(fm, ω).
Autrement dit la suite n 7→ δl(fn, ω) est quasi-sousmultiplicative : la limite
infe´rieure dans la de´finition 2.3 est donc en fait une limite (et un infimum).
Voici une autre application de la Proposition 2.6.
Corollaire 2.7 Les degre´s dynamiques sont invariants par conjugaison bi-
me´romorphe.
Preuve. On conside`re Φ : X˜ → X une application bime´romophe et f˜ :
X˜ → X˜ l’endomorphisme induit par f,Φ sur X˜ . Fixons ω, ω˜ deux formes de
Ka¨hler sur X, X˜ . Il re´sulte d’une double application de la Proposition 2.6
que
δl(f˜ , ω˜) ≤ C2δl(Φ, ω˜, ω)δl(Φ−1, ω, ω˜)δl(f, ω).
On peut remplacer f, f˜ par fn, f˜n dans l’ine´galite´ pre´ce´dente sans changer
la valeur des constantes, d’ou` λl(f˜) ≤ λl(f). Il suffit enfin d’interchanger les
roˆles de f, f−1 (resp. Φ,Φ−1) pour conclure. 
2.2 Entropies
2.2.1 Entropie topologique
Soit f : X → X une application que l’on suppose dans un premier temps
holomorphe. Alors f est en particulier un endomorphisme continu de X. On
peut de´finir son entropie topologique a` la Bowen (voir [Bo] et [Dina]) de la
fac¸on suivante,
hBowtop (f) := sup
ε>0
lim sup
N→+∞
1
N
log max {♯F /F ensemble (N, ε)-se´pare´} .
Rappelons qu’un ensemble F est dit (N, ε)-se´pare´ si dN (x, y) ≥ ε, pour tout
couple de points distincts (x,y) de F , ou`
dN (x, y) := max
0≤j≤N−1
d(f j(x), f j(y)),
pour une distance d fixe´e sur X. La de´finition ne de´pend du choix de la dis-
tance que dans une moindre mesure : deux distances e´quivalentes conduisent
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a` la meˆme valeur de l’entropie. Dans notre contexte, nous choisissons la dis-
tance associe´e a` une me´trique ka¨hle´rienne sur X ; la valeur de l’entropie ne
de´pend donc pas du choix particulier de cette me´trique.
Une approche alternative –inspire´e des travaux de M.Gromov [Gr 1]– est
de conside´rer l’entropie du graphe ite´re´ de f ,
Γ∞f :=
{
xˆ = (xn)n∈N ∈ XN /xn+1 = f(xn) pour tout n ∈ N
}
,
sur lequel f agit comme un de´calage unilate´ral fˆ . On obtient ainsi un endo-
morphisme continu fˆ de l’espace topologique Γ∞f qui est compact (pour la
topologie produit), et on pose
hGrtop(f) := htop(fˆ).
M.Gromov a montre´ dans [Gr 1] que ces deux notions co¨ıncident et que
l’entropie du graphe ite´re´ peut s’estimer en cohomologie graˆce au taux de
croissance asymptotique du volume des graphes ite´re´s ΓNf ,
lov(f) := lim sup
N→+∞
1
N
log Vol(ΓNf ).
The´ore`me 2.8 (Gromov)
htop(f) ≤ lov(f) = max
j
log λj(f).
Esquisse de preuve. Rappelons que ΓNf , le graphe d’ordre N de f , est le
sous-ensemble analytique irre´ductible de dimension k dans XN , de´fini par
ΓNf :=
{
(x0, . . . , xN−1) ∈ XN /xi = f i(x), 0 ≤ i ≤ N − 1
}
.
Notons πi : X
N → X la projection sur le ie facteur et ωN :=
∑N−1
i=0 π
∗
i ω la
forme de Ka¨hler induite sur XN . Alors
Vol(ΓNf ) =
∫
XN
[ΓNf ] ∧ ωkN .
La preuve repose sur les deux observations suivantes :
1. Si F est un ensemble (N, ε)-se´pare´ dans Ωf pour la distance d associe´e
a` ω, alors FN := {(x, f(x), . . . , fN−1(x)) ∈ XN /x ∈ F} est un en-
semble (1, ε)-se´pare´ dans ΓNf pour la distance dN associe´e a` ωN . Les
boules BdN (y, ε/2) sont donc disjointes pour y ∈ FN , ce qui garantit
♯F · min
y∈FN
∫
BdN (y,ε/2)
[ΓNf ] ∧ ωkN ≤
∫
XN
[ΓNf ] ∧ ωkN .
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2. Le volume d’une boule centre´e en un point y de ΓNf est minore´ inde´pen-
damment de N et de y. Plus pre´cise´ment il existe C = C(X,ω) > 0 et
ε0 > 0 tels que si 0 < ε < ε0 et y ∈ ΓNf , alors∫
BdN (y,ε/2)
[ΓNf ] ∧ ωkN ≥ Cε2k.
C’est l’observation de´sormais classique de P.Lelong qui permet de
de´finir le nombre de Lelong d’un courant positif ferme´ de bidimen-
sion (k, k) (ici le courant d’inte´gration sur ΓNf ).
Il reste a` calculer effectivement l’invariant lov(f). Or
Vol(ΓNf ) =
∑
0≤i1,...ik≤N−1
∫
X
(f i1)∗ω ∧ · · · ∧ (f ik)∗ω.
En particulier lov(f) ≥ maxj log λj(f) (prendre i1 = · · · = ij = N − 1 et
ij+1 = · · · = ik = 0). L’ine´galite´ re´ciproque s’obtient en observant, lorsque
i1 ≤ i2 ≤ · · · ≤ ik, que∫
X
(f i1)∗ω∧ · · · ∧ (f ik)∗ω ≤ Cελk(f)i1[λk−1(f)+ ε]i2−i1 · · · [λ1(f)+ ε]ik−ik−1,
avec ε > 0 arbitrairement petit. Nous renvoyons le lecteur a` [Gr 1], [Fr] pour
plus de de´tails.

Il re´sulte par ailleurs des travaux de Y.Yomdin [Y] qu’on a e´galement une
minoration htop(f) ≥ maxj log λj(f). Il s’ensuit, lorsque f est holomorphe,
qu’on a l’e´galite´
htop(f) = max
1≤j≤k
log λj(f).
Lorsque f est seulement me´romorphe, on peut adopter des de´finitions
tout a` fait similaires –mais il faut eˆtre soigneux. Dans la de´finition a` la
Bowen, on conside`re uniquement des ensembles (n, ε)-se´pare´s qui se situent
dans le plus grand ensemble totalement invariant sur lequel f et ses ite´re´s
sont holomorphes,
Ωf := X \
⋃
n∈Z
fn(If ).
Dans la de´finition via le graphe, on conside`re l’adhe´rence dansXN du graphe
ite´re´ holomorphe qui est inclus dans ΩNf (il ne faut pas conside´rer le graphe
infini fabrique´ a` partir de l’adhe´rence du graphe holomorphe de f).
Nous renvoyons le lecteur a` [G 7] pour des de´finitions pre´cises, ainsi que
pour la justification des assertions suivantes : lorsque f est me´romorphe
– on a encore hBowtop (f) = h
Gr
top(f) =: htop(f) ;
– on a encore htop(f) ≤ lov(f) ;
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– on a encore lov(f) = max1≤j≤k log λj(f) ;
– on peut avoir htop(f) < lov(f).
Cependant les seuls exemples que nous connaissons pour lesquels htop(f)
diffe`re de lov(f) correspondent a` des endomorphismes me´romorphes qui ne
sont pas cohomologiquement hyperboliques.
Notons que l’e´galite´ lov(f) = maxj log λj(f) est de´licate a` justifier dans
le cas me´romorphe. Elle est e´tablie dans [G 5] lorsque dimC X ≤ 3 ou lorsque
X est une varie´te´ homoge`ne (par exemple X = Pk), dans [DS 3] en toute
dimension lorsque X est projective, puis dans [DS 4] dans le cas ge´ne´ral :
il s’agit, comme dans la preuve de la Proposition 2.6, de savoir re´gulariser
convenablement les courants positifs ferme´s.
2.2.2 Entropie me´trique
L’image directe d’une masse de Dirac εx par un endomorphisme me´romorphe
f : X → X est bien de´finie lorsque x /∈ If , par
f∗εx = εf(x).
On peut donc de´finir de meˆme l’image directe f∗ν de toute mesure de proba-
bilite´ ν qui ne charge pas l’ensemble d’inde´termination If . On va s’inte´resser
a` des mesures invariantes, f∗ν = ν, et, parfois, a` des mesures invariantes par
image inverse. Il faut donc se restreindre et conside´rer des mesures de pro-
babilite´ ν telles que ν(Ωf ) = 1. On peut alors de´finir l’entropie me´trique
hν(f) de ν comme on le fait habituellement (voir e.g. [KH]). Nous montrons
dans [G 7] les assertions suivantes :
– on a toujours supν hν(f) ≤ htop(f) (principe variationnel faible) ;
– il peut y avoir ine´galite´ stricte.
Cependant les seuls exemples que nous connaissons pour lesquels il y a
ine´galite´ stricte correspondent a` nouveau a` des endomorphismes me´romorphes
qui ne sont pas cohomologiquement hyperboliques.
Rappelons a` pre´sent que M.Misiurewicz et F.Przytycki ont montre´ [MiP]
que si f : M → M est un endomorphisme de classe C1 d’une varie´te´ lisse
orientable compacte, alors son entropie topologique est minore´e par le lo-
garithme de son degre´ topologique. Ce n’est plus vrai si l’endomorphisme
est seulement continu (cf e.g. [KH] p 317). C’est e´galement faux en ge´ne´ral
pour un endomorphisme me´romorphe d’une varie´te´ ka¨hle´rienne compacte
(voir Exemple 2.10). On peut toutefois espe´rer obtenir une telle minoration
en utilisant la strate´gie suivante : soit Θ une mesure de probabilite´ lisse sur
X. Alors la suite
νn :=
1
n
n−1∑
j=0
1
λk(f)j
(f j)∗Θ
de´finit une suite de mesures de probabilite´ surX. Soit µ = lim νni une valeur
d’adhe´rence de la suite νn. Il se pourrait malheureusement que µ charge les
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points d’inde´termination If . On peut aussi espe´rer que ce ne sera pas le cas
si on fait un choix intelligent de la mesure Θ de de´part (voir Exemples 2.10
et 2.16 pour des choix heureux et malheureux). Supposons que µ ne charge
pas If . Alors la mesure f∗µ est bien de´finie et ve´rifie
f∗µ = lim
i→+∞
f∗νni = lim
i→+∞
ν−1+ni = µ,
donc µ est une mesure invariante.
Supposons a` pre´sent que µ ne charge pas les valeurs critiques Vf = f(Cf )
de f . C’est automatique sur une varie´te´ de dimension de Kodaira positive
(voir section 2.4.2). Cela n’est pas ne´cessairement vrai lorsque kod(X) =
−∞, mais ce sera toujours le cas lorsque f a un grand degre´ topologique
(voir section 3.1). On peut alors de´finir f∗µ :=
∑λk(f)
i=1 (f
−1
i )∗µ, ou` f
−1
i
de´signe les branches inverses (locales) de f qui sont bien de´finies hors de Vf .
L’ope´rateur ν 7→ f∗ν est continu sur l’espace des mesures qui ne chargent
pas Vf . Comme f
∗νn ≃ λk(f)νn+1, on obtient dans ce cas
f∗µ = λk(f)µ,
autrement dit µ est de jacobien constant e´gal a` λk(f). Dans une telle situa-
tion on re´cupe`re la minoration de Misiurewicz-Przytycki graˆce a` l’argument
suivant de J.Y.Briend et J.Duval [BrD 2].
Proposition 2.9 Soit µ une mesure de probabilite´ invariante qui ne charge
pas les valeurs critiques de f et ve´rifie f∗µ = λk(f)µ. Alors
htop(f) ≥ hµ(f) ≥ log λk(f).
Remarquons qu’il peut y avoir ine´galite´ stricte comme le montre l’exemple
de la mesure de Lebesgue sur un tore complexe qui admet un endomorphisme
de type Anosov.
Preuve. Nous supposons µ ergodique pour simplifier –ce sera d’ailleurs dans
ce cadre que nous l’utiliserons. Pour x ∈ X, ε > 0 fixe´s, on note
Bn(x, ε) := {y ∈ X /dn(x, y) < ε}
la boule dynamique associe´e a` dn(x, y) = max0≤j≤n−1 d(f jx, f jy), la dis-
tance dynamique. Il re´sulte du The´ore`me de Shannon-McMillan (voir [BrKa])
que pour µ presque tout x, on a
hµ(f) = sup
ε>0
lim inf
n→+∞ −
1
n
log µ(Bn(x, ε)).
Nous allons minorer hµ(f) en majorant µ(Bn(x, ε)). L’ide´e est la suivante :
si B est un Bore´lien sur lequel f est injective, alors µ(B) = λ−1k µ(fB) car µ
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est de jacobien constant= λk. En particulier si f est injective sur Bn(x, ε),
alors
µ(Bn(x, ε)) =
1
λk
µ(fBn(x, ε)) ≤ 1
λk
µ(Bn−1(fx, ε))
car fBn(x, ε) ⊂ Bn−1(fx, ε). Si f est a` nouveau injective sur Bn−1(x, ε),
puis sur Bn−j(f jx, ε) pour tout j ≤ n, on obtient ainsi µ(Bn(x, ε)) ≤
λ−nk µ(B(f
nx, ε)) ≤ λ−nk , ce qui donne hµ(f) ≥ log λk.
Pour rendre rigoureux ce raisonnement simpliste, nous allons montrer
que f est souvent injective sur Bn−j(fn−j(x, ε)), pour un choix ge´ne´rique de
x. Plus pre´cise´ment fixons 0 < δ << 1 et U un petit voisinage de l’ensemble
Vf des valeurs critiques de f , de sorte que µ(U) < δ/2. Posons
Xn(δ) :=
{
x ∈ X / ♯{j ∈ [0, n − 1]/f jx ∈ U} ≤ nδ} .
Il re´sulte du The´ore`me de Birkhoff que pour µ presque tout x ∈ X, on a
lim
n→+∞
♯{j ∈ [0, n − 1]/f j(x) ∈ U}
n
= µ(U) < δ/2.
Il s’ensuit que Xn(δ) est de mesure positive pour n assez grand. Pour
x ∈ Xn(δ) µ-ge´ne´rique, on applique l’estimation de jacobien constant lorsque
f jx /∈ U : il suffit de fixer ε assez petit pour que la boule dynamique
Bn−j(f jx, ε) ne rencontre pas Vf -prendre par exemple ε < d(Vf , ∂U).
Lorsque f jx ∈ U , on majore brutalement
µ(Bn−j(f jx, ε)) ≤ µ(Bn−j−1(f j+1x, ε))
en utilisant l’invariance f∗µ = µ. Comme l’orbite de x est souvent hors de
U , on obtient l’estimation
µ(Bn(x, ε)) ≤ 1
λ
n(1−δ)
k
.
Enfin δ e´tant arbitrairement petit, le principe variationnel donne
htop(f) ≥ hµ(f) ≥ log λk.

2.3 Points pe´riodiques
2.3.1 La formule de Lefschetz
Nous cherchons ici a` estimer le nombre de points pe´riodiques d’ordre
n de l’endomorphisme f . Quitte a` changer f en fn, il s’agit d’estimer le
nombre de points fixes. Nous verrons plus loin (2.3.3) qu’il peut exister des
courbes de points fixes. Il s’agit bien suˆr de points fixes non-hyperboliques,
40
or ce sont les points fixes hyperboliques que nous souhaitons de´nombrer.
Comme ils sont stables par petite perturbation et comme l’existence d’une
courbe de points fixes est une situation exceptionnelle, nous ne conside´rons
que le cas ou` il n’y a pas de courbe de points fixes. Conside´rons
Γf := {(x, f(x)) ∈ X2 /x ∈ X \ If}
l’adhe´rence du graphe holomorphe de f dans X2 et soit ∆ := {(x, x) ∈
X2 /x ∈ X} la diagonale de X. Le produit d’intersection Γf · ∆ est bien
de´fini au sens des courants positifs –car il n’y a pas de courbe de points fixes–
et compte, avec multiplicite´, le nombre de points fixes plus le nombre de
points d’inde´termination. On a donc Γf ·∆ ≥ ♯F ix(f). Par ailleurs ce produit
d’intersection se calcule en cohomologie : c’est le contenu de la formule des
points fixes de Lefschetz (voir [GH] p 423) qui assure
Γf ·∆ =
∑
0≤p,q≤k
(−1)p+qTrace
(
f∗|Hp,q(X,R)
)
.
Lorsque f est cohomologiquement hyperbolique, il re´sulte du The´ore`me
2.4 qu’on obtient la majoration
♯F ix(fn) . δl(f
n, ω), pour n >> 1, (2.2)
ou` λl(f) de´signe le plus grand des degre´s dynamiques. On en de´duit
lim sup
1
n
log ♯F ix(fn) ≤ log λl(f). (2.3)
Notons que l’estimation (2.2) est plus pre´cise que (2.3). Lorsque l = k, on
peut remplacer δk par λk dans (2.2). Lorsque l ≤ k− 1, on espe`re e´galement
pouvoir remplacer δl par λl dans (2.2). C’est probablement possible si on sait
trouver un mode`le X˜ bime´romorphe a` X sur lequel l’action line´aire induite
par f∗ sur H l,l(X˜,R) est compatible avec la dynamique (voir section 4.2
et l’introduction du chapitre 5 ; voir e´galement [BFJ] pour une re´ponse en
dimension deux).
2.3.2 Quels points pe´riodiques ?
Lorsque dimC X = 1, f admet une infinite´ de points pe´riodiques et tous
–sauf un nombre fini d’entre eux– sont re´pulsifs (voir [CG]). La situation est
plus varie´e en dimension supe´rieure. Il re´sulte des travaux de S.Newhouse
[N] (voir e´galement [Ga], [Bu]) qu’il peut coexister une infinite´ de cycles
attractifs et une infinite´ de points selles (resp. points re´pulsifs). Nous allons
donner quelques exemples de dimension 2 qui illustrent d’autres diffe´rences
avec la dimension 1.
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Exemple 2.10 Soit f : (z,w) ∈ C2 7→ (zλ, w + 1) ∈ C2, avec λ ≥ 2. Alors
f induit un endomorphisme me´romorphe de P2 qui a un point fixe q∞ et
un point d’inde´termination If a` l’infini. On ve´rifie aise´ment qu’il n’y a pas
d’autre point pe´riodique que q∞ et que λ1(f) = λ2(f) = λ ≥ 2. On obtient
e´galement (voir [G 7])
0 = htop(f) < lov(f) = log λ,
bien que f soit de degre´ topologique λ ≥ 2. En particulier la strate´gie pro-
pose´e en 2.2.2 e´choue dans ce cas : on ve´rifie en effet aise´ment que la suite
λ−n(fn)∗Θ converge vers le point d’inde´termination If , quel que soit le choix
de la mesure lisse de probabilite´ Θ.
En dimension 1, tous les cycles re´pulsifs sont dans le support de la mesure
d’entropie maximale µf que nous avons construite dans la section 1.1. Ce
n’est plus le cas en dimension supe´rieure comme l’ont observe´ J.H.Hubbard
et P.Papadopol [HP 1] :
Exemple 2.11 Soit fε : (z,w) ∈ C2 7→ (P (w) + εzr, Q(z) + R(w)) ∈ C2,
ou` P,Q,R sont des polynoˆmes de degre´ p, q, r avec pq < r. On conside`re les
extensions me´romorphes de ces applications a` P2 –encore note´es fε. Lorsque
ε = 0, on obtient un endomorphisme me´romorphe de P2 tel que
λ1(f0) = r et λ2(f0) = pq < λ1(f0).
L’application f0 a un unique point d’inde´termination I0 a` l’infini. Il est
facile d’expliciter des polynoˆmes P,Q,R tels que f0 ait un point fixe re´pulsif
loin de I0.
Les autres applications (ε 6= 0) de´finissent des endomorphismes holo-
morphes de P2, pour lesquels on a λ1(fε) = r et λ2(fε) = r
2. On construira
un peu plus loin (Chapitre 3) une mesure d’entropie maximale µε pour les
endomorphismes fε, ε 6= 0. Les mesures µε sont localise´es pre`s de I0 et
de´ge´ne`rent en une masse de Dirac au point I0 lorsque ε→ 0. En particulier,
les points pe´riodiques re´pulsifs de f0 situe´s loin de I0 ge´ne`rent des points
pe´riodiques re´pulsifs de fε (ε petit) qui se situent hors du support de µε :
il est donc possible que certains points pe´riodiques re´pulsifs se situent loin
du support de la mesure d’entropie maximale, bien que la plupart en soient
proches, puisqu’ils s’e´quidistribuent selon elle (voir chapitre 3.2). Cette ob-
servation est due a` J.H.Hubbard et P.Papadopol [HP 1] qui conside`rent des
perturbations d’applications de He´non complexes (voir e´galement [FS 5] pour
une autre ge´ne´ralisation).
2.3.3 Courbes de points pe´riodiques
Les endomorphismes holomorphes cohomologiquement hyperboliques n’ont
essentiellement pas de courbes de points pe´riodiques :
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Proposition 2.12 Soit f : X → X un endomorphisme holomorphe d’une
surface ka¨hle´rienne compacte tel que λ1(f) 6= λ2(f) ≥ 2. Alors f est induit
par un endomorphisme holomorphe g : Y → Y sur un mode`le minimal Y de
X, tel que g n’admet pas de courbe de points fixes.
Notons qu’il est facile de produire un endomorphisme holomorphe “non-
minimal” qui admet une courbe de points fixes : il suffit d’e´clater en un
point fixe en lequel l’application a une diffe´rentielle e´gale a` l’identite´.
Preuve. Supposons qu’il existe une courbe irre´ductible C de points fixes de
f . Alors f∗C = C. Comme f∗ est un ope´rateur inversible sur l’espace NS(X)
de Ne´ron-Severi re´el (car f∗f∗D = λ2(f)D), on en de´duit que f∗C = λ2(f)C.
Soit θ ∈ H1,1nef (X,R) une classe non-nulle telle que f∗θ = r1(f)θ. Il vient
r1(f)λ2(f)〈C, θ〉 = 〈f∗C, f∗θ〉 = λ2(f)〈C, θ〉.
Si 〈C, θ〉 > 0 alors r1(f) = 1, donc λ1(f) = 1, donc λ2(f) = λ1(f) = 1 (car
1 ≤ λ2(f) ≤ λ1(f)2 par 2.4.a). Supposons donc 〈C, θ〉 = 0. Comme θ2 ≥ 0,
il re´sulte du The´ore`me de l’indice de Hodge que soit C est proportionnelle a`
θ –mais alors λ1(f) = λ2(f)–, soit C2 < 0.
Lorsque C2 < 0, C fait partie du nombre fini de courbes d’auto-intersection
ne´gative, dont on montrera dans la section 3.3.1 qu’elles sont obtenues par
e´clatements successifs a` partir d’un endomorphisme sur un mode`le minimal.
On ve´rifie aise´ment qu’il n’y a pas de courbe de points fixes lorsque X est
minimale et λ1(f) 6= λ2(f) (voir Tho´re`me 3.6). 
Ce re´sultat n’est plus valable si l’on permet des points d’inde´termination :
Exemple 2.13 Soit f : (z,w) ∈ C2 7→ (zwb, w + zcwd) ∈ C2, ou` b, c, d ∈
N. Alors f induit un endomorphisme me´romorphe de P2 tel que f(0, w) =
(0, w). On ve´rifie –en travaillant en fait dans P1 × P1, cf [FaG]– que λ1(f)
est le rayon spectral de la matrice
[
1 b
c d
]
et que
λ2(f) = max(d− bc, [bc− d] + 1).
En faisant varier les valeurs des entiers b, c, d, on peut obtenir aussi bien
λ1(f) > λ2(f) –par exemple pour b = c = d = 1– que λ1(f) < λ2(f) –par
exemple pour d = 0 et b = c = 2.
Cette situation reste ne´anmoins tre`s exceptionnelle. Les endomorphismes
birationnels qui admettent une courbe de points fixes ont e´te´ partiellement
classifie´s par D.Jackson [Ja]. Pour des re´sultats sur la ge´ome´trie des courbes
invariantes par des endomorphismes rationnels, nous renvoyons le lecteur
a` [BDM] et [DJS]. On pourra e´galement consulter [ABT] pour une e´tude
locale des courbes invariantes.
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2.4 Quelles varie´te´s ?
L’objectif de cette section est de fournir des exemples d’endomorphismes
me´romorphes f : X → X cohomologiquement hyperboliques, i.e. tels que
λl(f) > maxj 6=l λj(f) pour un indice l ∈ [1, k]. Nous commenc¸ons par justi-
fier pourquoi il faut les chercher sur les varie´te´s dont la dimension de Kodaira
vaut 0 ou −∞.
Soit s ∈ H0(X,KX ) une section holomorphe du fibre´ canonique KX ,
i.e. une (k, 0)-forme holomorphe. Si f : X → X est un endomorphisme
me´romorphe, alors f∗s est une forme holomorphe sur X \ If qui s’e´tend ho-
lomorphiquement a` travers If , car codimCIf ≥ 2 (phe´nome`ne de Bochner).
L’application f induit donc une application line´aire sur H0(X,KX ) et, plus
ge´ne´ralement, sur H0(X,KmX ), pour tout m ∈ N. Soit s0, . . . , sNm une base
de H0(X,KmX ), alors
Φm : x ∈ X 7→ [s0(x) : · · · : sNm(x)] ∈ PNm
est une application rationnelle de X sur son image Xm = Φm(X) qui est de
dimension kod(X) pour m >> 1. On a donc un diagramme commutatif
X
f→ X
Φm ↓ ↓ Φm
Xm
Fm→ Xm
ou` Fm est une application projective line´aire : on dit que f pre´serve la
fibration d’Itaka. Notons que Fm est un isomorphisme car f est dominante.
Cela impose des relations entre les degre´s dynamiques lorsque kod(X) =
dimC Xm ≥ 1. On obtient par exemple λ1(f) = · · · = λk(f) = 1 lorsque
X est de type ge´ne´ral (kod(X) = k) : dans ce cas Φm est une applica-
tion birationnelle et λj(f) = λj(Fm) = 1 (cf corollaire 2.7) : c’est une ver-
sion simple et faible d’un re´sultat de S.Kobayashi et T.Ochiai [KO], qui
montrent en fait qu’un ite´re´ de f est e´gal a` l’identite´. Nous conjecturons
plus ge´ne´ralement que f ne peut pas eˆtre cohomologiquement hyperbolique
lorsque kod(X) ≥ 1. Nous e´tablissons ce fait en dimension deux.
The´ore`me 2.14 Soit f : X → X un endomorphisme me´romorphe d’une
surface ka¨hle´rienne compacte tel que λ1(f) 6= λ2(f). Alors
– soit kod(X) = 0 ;
– soit X est rationnelle ;
– soit X est birationnelle a` P1 × E, genre(E) = 1, et λ2(f) > λ1(f).
Nous donnons ci-apre`s des exemples dans chacune de ces cate´gories.
Preuve. La de´monstration repose sur le Lemme 2.15 ci-dessous. Lorsque
kod(X) ≥ 1, on applique le lemme en utilisant la fibration d’Itaka, avec
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π = Φm, g = Fm. Comme g est de degre´ 1, il vient λ1(f) = λ2(f). Lorsque
kod(X) = −∞, on peut e´galement conside´rer la fibration d’Albanese : au
lieu de conside´rer des 2-formes holomorphes, on conside`re des 1-formes ho-
lomorphes. L’application f induit e´galement un isomorphisme line´aire sur
H0(X,Ω1X) qui pre´serve le re´seau H1(X,Z) (modulo torsion) et induit donc
une application line´aire sur la varie´te´ d’Albanese,
Alb(X) := H0(X,Ω1X)/H1(X,Z) mod torsion.
Lorsque kod(X) = −∞, on peut supposer –a` changement birationnel de
coordonne´es pre`s– que X = P1 × B est une surface re´gle´e au dessus d’une
courbe B. Il y a beaucoup d’exemples inte´ressants, de tous types, lorsque
B = P1. Lorsque genre(B) ≥ 1, la fibration d’Albanese co¨ıncide avec la pro-
jection π : X = P1×B → B sur le second facteur (cf Lemme V.18 et Propo-
sition V.15 dans [Bea]). On peut donc appliquer a` nouveau le Lemme 2.15.
Il vient deg(g) = 1, donc λ1(f) = λ2(f) lorsque B est hyperbolique. Lorsque
B est elliptique, on obtient λ2(f) ≥ λ1(f) et il est facile de construire des
exemples avec ine´galite´ stricte. 
Lemme 2.15 Soit X une surface ka¨hle´rienne compacte et B une surface de
Riemann compacte. On suppose qu’il existe des applications me´romorphes
f, g, π telles que le diagramme suivant est commutatif
X
f→ X
π ↓ ↓ π
B
g→ B
Alors λ1(f) ≤ λ2(f) avec e´galite´ si deg(g) = 1.
Preuve. Remarquons qu’on peut re´soudre les singularite´s de π sans changer
les donne´es du proble`me : cela revient a` remplacer X par un mode`le bime´ro-
morphe X˜ , et f par l’endomorphisme f˜ induit par f sur X˜ . Comme f et f˜
ont les meˆmes degre´s dynamiques (corollaire 2.7), on s’est ramene´ au cas ou`
π est holomorphe, ce que nous supposerons dans la suite.
Soit d le degre´ de l’application g. Observons que si F est une fibre
ge´ne´rique de π, alors F 2 = 0 et f∗F ≃ dF . Par ailleurs le degre´ topolo-
gique de f satisfait λ2(f) = d ·m, ou` m est le degre´ de l’application f|F .
Si p ∈ If , son image f(p) est incluse dans la fibre Fg(a) telle que p ∈ Fa.
Il s’ensuit que pour toute classe de cohomologie θ ∈ H1,1(X,R), on a
〈f∗θ, f∗F 〉 = λ2(f)〈θ, F 〉. (2.4)
Il s’agit d’une version simple de la “formule d’aller-retour” (Proposition 4.8).
Soit en particulier θ ∈ H1,1nef(X,R) une classe nef telle que f∗θ = r1(f)θ
(voir section 4.2). Si θ = F , on obtient r1(f) = deg(g) ≤ λ2(f), donc
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λ1(f) ≤ λ2(f). De plus si deg(g) = 1 on obtient r1(f) = 1 donc λ1(f) = 1,
d’ou` λ2(f) = λ1(f) = 1 (cf The´ore`me 2.4.a).
Si θ n’est pas proportionnelle a` F , il re´sulte du The´ore`me de l’indice
de Hodge que θ · F > 0. La formule d’intersection ci-dessus donne ainsi
r1(f) · d = λ2(f), d’ou` le re´sultat. 
Nous donnons a` pre´sent des exemples d’endomorphismes me´romorphes
cohomologiquement hyperboliques.
2.4.1 kod(X) = −∞
Il y a une multitude d’exemples d’endomorphismes rationnels de l’es-
pace projectif complexe Pk –donc de toute varie´te´ rationnelle. Nous en don-
nons quelques uns ci-dessous. Lorsque X est une varie´te´ unirationnelle, i.e.
lorsqu’il existe une application me´romorphe dominante Φ : Pk → X, alors
X admet e´galement des endomorphismes me´romorphes induits par ceux
de Pk (voir Exemple 3.9). Il serait inte´ressant de donner une classification
grossie`re des varie´te´s ka¨hle´riennes compactes telles que kod(X) = −∞ et
qui admettent des endomorphismes cohomologiquement hyperboliques. Le
The´ore`me 2.14 ci-dessus indique que l’existence de tels endomorphismes im-
pose des contraintes particulie`res sur la ge´ome´trie de la varie´te´.
Exemple 2.16 Soit f : (z,w) ∈ C2 7→ (P (w), Q(z) + R(w)) ∈ C2, ou`
P,Q,R sont des polynoˆmes de degre´ p, q, r avec r ≥ max(p, q). Alors f induit
un endomorphisme me´romorphe de P2 (ou de toute surface rationnelle) tel
que
λ1(f) = r et λ2(f) = pq.
On peut donc, en fonction des valeurs respectives de p, q, r, obtenir aussi
bien λ1(f) > λ2(f) que λ1(f) < λ2(f).
Lorsque p = q = 1 et r ≥ 2, f de´finit un automorphisme polynomial de
C2 d’entropie positive : c’est une application de He´non complexe. Lorsque
p = q = r, on obtient un endomorphisme holomorphe de P2.
On peut bien suˆr conside´rer des compositions de telles applications. La
dynamique de ces endomorphismes est e´tudie´e dans [G 1]. On y montre
en particulier que l’ensemble d’inde´termination If est f
−1-attirant lorsque
λ2(f) = pq < λ1(f) = r. Si Θ est une mesure de probabilite´ lisse localise´e
pre`s de If , on a donc Θn := λ2(f)
−n(fn)∗Θ→ δIf : c’est un choix malheu-
reux de Θ pour la strate´gie propose´e en 2.2.2. On montre e´galement dans [G
1] que C2 est la re´union disjointe du bassin d’attraction de If (sous ite´ration
de f−1) et de l’ensemble ferme´ K− des points d’orbite ne´gative borne´e. Si
ce dernier est d’inte´rieur non-vide (par exemple lorsque f admet un point
pe´riodique re´pulsif), on peut choisir Θ localise´e dans ce bassin et obtenir des
valeurs d’adhe´rence pour Θn qui ne chargent pas If .
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Nous verrons dans la section 3.3.1 que les endomorphismes holomorphes
non inversibles des surfaces rationnelles sont induits par les endomorphismes
holomorphes d’un mode`le minimal. Il y en a donc peu, hormis sur P2. Il
reste le cas –assez mal compris– des automorphismes d’entropie positive des
surfaces rationnelles. En voici un exemple qui s’inspire de la construction
des exemples de Latte`s. Il est analyse´ par S.Cantat et C.Favre dans [CF].
Exemple 2.17 Conside´rons le tore complexe de dimension deux Y = E×E,
ou` E = C/Z[ζ] est la courbe elliptique associe´e a` une racine primitive de
l’unite´ ζ d’ordre 3, 4 ou 6. La matrice
A =
[
2 1
1 1
]
∈ GL(2,Z)
pre´serve le re´seau Λ = Z[ζ]× Z[ζ] ; elle induit donc un endomorphisme ho-
lomorphe g : Y → Y dont on ve´rifie que c’est un automorphisme d’entropie
positive
htop(f) = log λ1(f) = 2 log
3 +
√
5
2
> 0.
On peut ve´rifier que c’est un diffe´omorphisme d’Anosov (voir [Gh]).
Observons que g commute avec l’homothe´tie σ : [x, y] ∈ Y 7→ [ζx, ζy] ∈
Y . Soit X la surface obtenue en de´singularisant le quotient Y/〈σ〉. C’est une
surface rationnelle sur laquelle g induit un automorphisme f de meˆme en-
tropie. E.Ghys et A.Verjovsky ont donne´ [GV] une liste comple`te des tores
complexes de dimension deux qui admettent de tels diffe´omorphismes holo-
morphes d’Anosov. On en de´duit la liste des automorphismes d’entropie po-
sitive des surfaces rationnelles qui proviennent d’un tel passage au quotient.
Ces automorphismes he´ritent tous d’une mesure me´langeante e´quivalente a`
la mesure de Lebesgue (obtenue en poussant la mesure de Lebesgue du tore).
Il existe d’autres exemples. E.Bedford et K.Kim ont montre´ [BK 1,3] que
pour certaines valeurs des parame`tres α0, α1, α2, β0, β2, l’application ration-
nelle de C2
f(x, y) =
(
y,
α0 + α1x+ α2y
β0 + β1x
)
de´finit un automorphisme d’entropie positive sur un e´clate´ de P2 qui posse`de
un domaine de Siegel (C.McMullen a re´cemment ge´ne´ralise´ cette construc-
tion [M 3]) : sa mesure d’entropie maximale (que nous construirons au cha-
pitre 4) n’est donc pas e´quivalente a` la mesure de Lebesgue.
2.4.2 kod(X) = 0
Lorsque X est de dimension de Kodaira nulle, le diviseur canonique
KX est un Q-diviseur effectif (KX ≥ 0). Cela contraint les ramifications
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possibles de f . Notons Rf le diviseur de ramification. Il re´sulte de la formule
de Hurwitz f∗KX +Rf = KX , que pour tout n ∈ N,
(f∗)nKX +
n−1∑
j=0
(f∗)jRf = KX .
Si D est un diviseur ample, il vient donc
0 ≤
n−1∑
j=0
〈(f∗)jRf ,Dk−1〉 ≤ KX ·Dk−1.
On en de´duit que (f∗)jRf = 0 pour j ≥ j0. Cela implique que f est essen-
tiellement non ramifie´.
Supposons par exemple que dimC X = 2. Quitte a` effectuer un change-
ment bime´romorphe de coordonne´es, on peut supposer que l’on travaille sur
le mode`le minimal. Dans ce cas 12KX = 0, donc 12Rf = 0. Nous utiliserons
cette observation a` plusieurs reprises, notamment dans la section 4 pour en
de´duire qu’un tel endomorphisme f est 1-stable (voir Proposition 4.5).
Exemple 2.18 Soit X = Ck/Λ un tore complexe de dimension k ≥ 1 i.e.
le quotient de Ck par un re´seau Λ de rang 2k. Soit f : X → X un endomor-
phisme me´romorphe de X. Alors f est en fait automatiquement holomorphe :
sinon on conside`re une de´singularisation
Γ˜f
pi1ւ
pi2ց
X
f−→ X
de f . On peut trouver un diviseur exceptionnel E ≃ Pk−1 de π1 qui est envoye´
par π2 sur un sous-ensemble analytique de dimension positive, image par f
d’un hypothe´tique point d’inde´termination. Or Pk−1 est simplement connexe
et le reveˆtement universel de X est Ck, on peut donc relever l’application
π2|E en une application holomorphe vers Ck. L’image de E est alors un sous-
ensemble analytique compact (The´ore`me de Remmert) et connexe dans Ck
qui est une varie´te´ de Stein, c’est donc un point. Il s’ensuit que π2 contracte
E sur un point, donc f est holomorphe.
On montre d’une fac¸on analogue que f est induit par un endomorphisme
affine F de Ck, F (z) = A · z + v, ou` A ∈ GL(k,C) et v ∈ Ck sont tels que
FΛ ⊂ Λ. Observons que Dxf = A en tout point x ∈ X. La matrice A
repre´sente l’action de f∗ sur H1,0(X,R) dans la base canonique de´termine´e
par les 1-formes dzj . Notons a1, . . . , ak ses valeurs propres ordonne´es de
telle sorte que |a1| ≥ · · · ≥ |ak|. Un calcul imme´diat donne
λj(f) = rj(f) = |a1|2 · · · |aj |2,
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pour tout 1 ≤ j ≤ k. En particulier λ1(f) est e´gal au carre´ du rayon spectral
de la matrice A, et λk(f) est e´gal au carre´ du determinant de A.
La condition “f est cohomologiquement hyperbolique” est donc e´quivalente
ici au fait que les valeurs propres de A sont toutes de module diffe´rent de 1,
c’est a` dire que f est uniforme´ment hyperbolique.
Observons que la contrainte FΛ ⊂ Λ n’est pas facile a` satisfaire. Pour
un re´seau ge´ne´rique Λ, les seules matrices A qui conviennent sont les ho-
mothe´ties de rapport entier. Dans ce cas λk est le plus grand des degre´s
dynamiques. On peut cependant, pour des choix particuliers de re´seau (par
exemple pour un re´seau produit), obtenir des endomorphismes tels que λl(f)
domine tous les autres degre´s dynamiques, quel que soit l fixe´ dans [1, k].
E.Ghys et A.Verjovsky [GV] ont donne´ une liste des tores de dimension deux
qui admettent des diffe´omorphismes d’Anosov, i.e. pour lesquels λ1(f) >
λ2(f) = 1.
Lorsque dimC X = 2, kod(X) = 0, il re´sulte de la classification d’Enriques-
Kodaira (voir [Bea]) que le mode`le minimal de X est
– soit un tore ;
– soit le quotient d’un tore par un groupe fini d’automorphismes sans
point fixe (surface hyperelliptique) ;
– soit une surface K3 ;
– soit le quotient d’une surface K3 par une involution holomorphe sans
point fixe (surface d’Enriques).
Les endomorphismes me´romorphes d’une surface d’Enriques se rele`vent en
des endomorphismes de sa surface K3. Ceux des surfaces hyperelliptiques
se rele`vent sur le tore et sont dynamiquement moins inte´ressants car ils
pre´servent la fibration d’Albanese qui est non triviale dans ce cas –on ob-
tient donc des produits croise´s de grand degre´ topologique. Il nous reste donc,
en dimension 2, a` donner des exemples d’endomorphismes me´romorphes des
surfaces K3. Il existe une vaste litte´rature traitant du cas des automor-
phismes d’entropie positive (voir notamment [Ca 1], [M 1]). Nous donnons
a` pre´sent quelques exemples non inversibles sur une surface de Kummer.
Exemple 2.19 Soit S une surface de Riemann de genre 2 et A la Jaco-
bienne de S : c’est le tore complexe projectif de dimension 2 de´fini par les
1-formes holomorphes sur S (modulo pe´riodes). Soit X la surface obtenue
en de´singularisant le quotient de A par l’involution σ : z 7→ −z : c’est la
surface de Kummer de la courbe S –un type particulier de surface K3 (voir
Exemple V.10 dans [Bea]). Elle posse`de 16 courbes nodales (des courbes
rationnelles d’autointersection -2) qui proviennent des e´clatements re´alise´s
pour de´singulariser A/〈σ〉. Tout endomorphisme g de A commute bien suˆr
avec σ et induit un endomorphisme –me´romorphe si λ2(g) ≥ 2– de la varie´te´
X. Notons que ceux-ci doivent permuter les 16 courbes nodales.
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Lorsque S est ge´ne´rique, J.Keum a construit [Ke] des automorphismes
qui ne permutent pas les courbes nodales et ne proviennent donc pas d’auto-
morphismes de A. Soit ψ un tel automorphisme, on peut le supposer d’en-
tropie positive –i.e. λ1(ψ) > 1. Soit h l’endomorphisme me´romorphe de X
de degre´ topologique λ2(h) ≥ 2 induit par une homothe´tie de rapport entier
sur A. Alors
f := ψq ◦ hp
de´finit un endomorphisme me´romorphe de X qui ne provient pas d’un en-
domorphisme de A si q ≥ 1. Observons que
λ2(f) = λ2(h)
p et λ1(f) ≤ λ1(ψ)qλ1(h)p.
On peut donc obtenir des exemples tels que λ2(f) > λ1(f) en prenant p >>
q, car λ1(h) = λ2(h)
1/2. A l’inverse, si on fixe p et on choisit q tre`s grand,
on obtient λ1(f) > λ2(f). En effet, soit θ une (1, 1)-classe nef non nulle
telle que ψ∗θ = λ1(ψ)θ (cf section 4.2). Alors
λ1(ψ)
q . λ1(ψ)
q
∫
X
(hp)∗θ ∧ ω =
∫
X
f∗θ ∧ ω . λ1(f).
On utilise ici de fac¸on essentielle le fait que kod(X) = 0 : comme les endo-
morphismes f, h ne sont pas ramifie´s, les actions line´aires induites en coho-
mologie sont compatibles avec la composition des applications me´romorphes,
ce qui justifie ici l’e´galite´ f∗θ = (hp)∗((ψq)∗θ) et r1 = λ1 (voir Proposition
4.5). Observons enfin que (hp)∗θ est une classe nef non-nulle, comme on
peut le voir en utilisant la formule d’aller-retour (Proposition 4.8).
Le lecteur inte´resse´ trouvera d’autres exemples dans [Ca 3].
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Chapitre 3
Grand degre´ topologique
Dans ce chapitre nous conside´rons le cas ou` le degre´ topologique λk(f)
domine strictement tous les autres degre´s dynamiques. Nous construisons
une mesure µf me´langeante d’entropie maximale dans la section 3.1, puis
de´montrons dans la section 3.2 la conjecture e´nonce´e dans l’introduction.
Nous donnons des exemples d’endomorphismes ve´rifiant nos hypothe`ses dans
la section 3.3 puis mentionnons quelques re´sultats supple´mentaires sur la dy-
namique de ces applications (section 3.4). Nous pre´sentons enfin (section 3.5)
quelques e´le´ments du travail de T.C.Dinh et N.Sibony sur les applications
d’allure polynomiale : ce sont des perturbations (e´ventuellement transcen-
dantes) d’endomorphismes polynomiaux de grand degre´ topologique.
3.1 La mesure canonique
Nous allons construire une mesure invariante canonique µf pour les en-
domorphismes me´romorphes de grand degre´ topologique. Lorsque X = Pk
et f est holomorphe, cette mesure a e´te´ construite par J.-E.Fornaess et
N.Sibony dans [FS 2,3,4], et par J.-H.Hubbard et P.Papadopol dans [HP 1].
Lorsque f est me´romorphe, A.Russakovskii et B.Shiffman ont construit la
mesure µf [RS] en observant une proprie´te´ d’e´quidistribution des pre´images
de points. Leur construction – de´licate – ne leur a pas permis d’e´tablir des
proprie´te´s dynamiques de la mesure µf , mais elle a motive´ de nombreux tra-
vaux (voir par exemple [FaG],[G 1,3,5], [DS 2,8], [HP 2]). Nous avons obtenu
dans [G 3,5] une construction simple de cette mesure –dite de Russakovskii–
Shiffman– qui nous a permis d’e´tablir le re´sultat suivant :
The´ore`me 3.1 Supposons que λ := λk(f) > maxj 6=k λj(f). Alors il existe
une mesure de probabilite´ µf telle que
1
λn
(fn)∗Θ −→ µf ,
pour toute mesure de probabilite´ lisse Θ sur X. De plus
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1. toute fonction qpsh est inte´grable par rapport a` µf ; en particulier µf
ne charge pas les hypersurfaces et log+ ||Df±1|| ∈ L1(µf ) ;
2. la mesure µf est invariante et de jacobien constant f
∗µf = λµf , donc
d’entropie maximale
hµf (f) = htop(f) = log λ > 0.
3. la mesure µf est me´langeante ; plus pre´cise´ment il existe C > 0 telle
que pour toutes fonctions test χ,ψ,∣∣∣∣
∫
X
ψχ ◦ fndµf −
∫
X
ψdµf
∫
X
χdµf
∣∣∣∣ ≤ C||ψ||C2 ||χ||L∞ δk−1(fn, ω)λn .
Preuve. Soit a ∈ X un point qui n’est ni une valeur critique de f , ni un
point d’inde´termination. Alors f est localement inversible pre`s de a. Soit
Θ une mesure lisse de probabilite´ dont le support est concentre´ pre`s du
point a. Alors f∗Θ est une mesure positive lisse de masse λ. Comme X est
ka¨hle´rienne, le ddc-lemma assure l’existence d’une forme lisse S de bidegre´
(k − 1, k − 1) telle que
1
λ
f∗Θ = Θ+ ddcS. (3.1)
Quitte a` translater S en lui ajoutant un multiple de ωk−1, on peut supposer
que 0 ≤ S ≤ Cωk−1. Comme f est k-stable, on peut prendre l’image inverse
de (4.1) par fn et utiliser les identite´s (fn)∗ = (f∗)n pour obtenir
1
λn
(fn)∗Θ = Θ+ ddcSn, ou` Sn :=
n−1∑
j=0
1
λj
(f j)∗S.
Les courants Sn forment une suite croissante de courants positifs -car S ≥ 0
donc (f j)∗S ≥ 0- dont la masse est borne´e par ∑j≥0 δk−1(f j, ω)/λj qui
converge car λ > λk−1(f). On en de´duit la convergence
1
λn
(fn)∗Θ −→ µf := Θ + ddcS∞, ou` S∞ :=
∑
j≥0
1
λj
(f j)∗S.
Si Θ′ est une autre mesure de probabilite´ lisse, alors il existe une forme
lisse R de bidegre´ (k − 1, k − 1) telle que Θ′ = Θ + ddcR. On en de´duit
que λ−n(fn)∗Θ′ → µf , car les courants (fn)∗R sont de masse majore´e par
δk−1(fn, ω).
Soit ϕ une fonction quasiplurisousharmonique (qpsh) sur X. C’est une
fonction majore´e dont la courbure est minore´e par une forme lisse. Quitte a`
translater et dilater ϕ, on peut supposer ϕ ≤ 0 et ddcϕ ≥ −ω. On a alors
0 ≤
∫
X
(−ϕ)dµf =
∫
X
(−ϕ)Θ +
∫
X
(−ϕ)ddcS∞ ≤
∫
X
(−ϕ)Θ +
∫
X
ω ∧ S∞,
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en inte´grant par parties dans la deuxie`me inte´grale, et en observant que
−ddcϕ ∧ S∞ ≤ ω ∧ S∞ car le courant S∞ est positif. On peut justifier ces
inte´grations par parties en approximant ϕ par une suite de´croissante de
fonctions lisses qpsh (voir [G 5], [GZ 1]). L’assertion (1) en re´sulte.
En particulier µf ne charge pas l’ensemble d’inde´termination, ni les
valeurs critiques de f . Comme elle est limite de mesures µn qui ve´rifient
f∗µn = λµn+1, on en de´duit que µf est invariante et de jacobien constant.
Il re´sulte de la Proposition 2.9 et de la majoration htop(f) ≤ maxj log λj(f)
que µf est d’entropie maximale,
hµf (f) = htop(f) = log λ > 0.
Il reste a` montrer le me´lange et a` estimer la de´croissance des corre´lations.
C’est la meˆme ide´e que dans la preuve du The´ore`me 1.5, mais les de´tails
techniques sont le´ge`rement plus e´labore´s. Soit χ,ψ des fonctions test. Posons
cχ =
∫
χdµf et cψ =
∫
ψdµf . Quitte a` translater et dilater χ on peut
supposer χ ≥ 0 et cχ = 1. La mesure χµf est donc une mesure de probabilite´
et il s’agit de montrer que χ ◦ fnµf = λ−n(fn)∗(χµf ) converge vers µf , et
d’estimer a` quelle vitesse. L’ide´e est la suivante : comme µf et χµf sont
cohomologues, on peut trouver Rχ, un courant de bidegre´ (k − 1, k − 1) qui
de´pend continuˆment de χ tel que χµf = µf + dd
cRχ. En prenant l’image
inverse par fn et en inte´grant contre ψ, on obtient ainsi
In(χ,ψ) =
∣∣〈ddcψ, λ−n(fn)∗Rχ〉∣∣ ≤ ||ψ||C2 ||Rχ||δk−1(fn, ω)λ−n,
ou` In(χ,ψ) :=
∣∣∫ ψχ ◦ fndµf − cχcψ∣∣.
Il nous reste a` expliciter un tel courant Rχ, car celui-ci n’est pas du
tout unique, contrairement au cas de la dimension 1. La the´orie de Hodge
fournit des ope´rateurs ∂∗, ∂∗, G qui permettent de re´soudre canoniquement
l’ope´rateur ddc (voir [GH]). Dans la pratique, il s’agit d’inte´grer contre un
noyau K(x, y) tel que ddcK = [∆]−θ, ou` [∆] de´signe le courant d’inte´gration
sur la diagonale de X2, et θ est une forme diffe´rentielle lisse ferme´e cohomo-
logue a` [∆]. Nous renvoyons le lecteur a` [BGS] pour une e´tude syste´matique
de ce type de noyau, et a` la preuve de la Proposition 2.1 de [DS 4] pour
une application dans un contexte dynamique : il y est montre´ notamment
qu’on peut de´composer le noyau K = K1 −K2 en une diffe´rence de formes
positives, Ki ≥ 0. Le courant Rχ est obtenu en inte´grant contre K,
Rχ(x) =
∫
y∈X
K(x, y) ∧ [χ(y)µf (y)− µf (y)].
Il se de´compose en Rχ = R1−R2 en suivant la de´composition K = K1−K2.
On obtient ainsi l’encadrement
−
∫
Ki(x, y) ∧ µf (y) ≤ Ri(x) ≤ ||χ||L∞
∫
Ki(x, y) ∧ µf (y).
L’estimation de la vitesse de me´lange re´sulte alors de ||Rχ|| ≤ C||χ||L∞ . 
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Remarques 3.2 Lorsque f est un endomorphisme holomorphe de Pk, ce
re´sultat est duˆ a` J.-E.Fornaess et N.Sibony [FS 3]. La me´thode que nous
proposons est inte´ressante e´galement dans ce cas : elle e´vite le recours a` des
proprie´te´s fines et techniques de the´orie du pluripotentiel.
L’estimation lov(f) ≤ max log λj(f) est de´montre´e dans [Fr] lorsque f
est holomorphe, dans [G 5] lorsque f est me´romorphe et dimC X ≤ 3 (ou
lorsque X est homoge`ne, par exemple pour X = Pk) ; le cas ge´ne´ral est
de´montre´ par T.-C.Dinh et N.Sibony dans [DS 3,4].
T.-C.Dinh et N.Sibony donnent dans [DS 1,8,9] une preuve diffe´rente de
l’estimation de la vitesse de me´lange. Ce controˆle pre´cis de la de´croissance
des coefficients de corre´lation implique, via le The´ore`me de Gordin-Liverani,
un The´ore`me central limite comme l’ont observe´ S.Cantat et S.Leborgne [CL]
(lorsque f est holomorphe), et T.C.Dinh et N.Sibony [DS 9] (cas me´romorphe).
Notons enfin qu’on peut montrer par les meˆmes me´thodes que la mesure
µf me´lange a` tout ordre, et qu’elle est meˆme K-me´langeante (voir [CFS]
pour les de´finitions et [DS 1] pour une preuve). Il est probable que (f,X)
soit en fait conjugue´ au de´calage de Bernoulli sur λ symboles. Cela a e´te´
de´montre´ par D.Heicklen, C.Hoffman [HH] et J.-Y.Briend [Br] lorsque f
est un endomorphisme holomorphe de Pk (voir e´galement [Buz]).
3.2 Proprie´te´s ergodiques de µf
Soit, comme pre´ce´demment, f : X → X un endomorphisme dont le degre´
topologique λk(f) domine strictement tous les autres degre´s dynamiques.
The´ore`me 3.3 Sous les hypothe`ses pre´ce´dentes,
1. la mesure µf est l’unique mesure d’entropie maximale ;
2. elle est hyperbolique, ses exposants de Lyapunov ve´rifient
χ1 ≥ · · · ≥ χk ≥ 1
2
log λk(f)/λk−1(f) > 0;
3. les points pe´riodiques re´pulsifs s’e´quidistribuent selon µf .
Autrement dit la conjecture est ve´rifie´e lorsque l = k. Ce re´sultat est duˆ
a` J.-Y.Briend et J.Duval lorsque f est un endomorphisme holomorphe de
Pk [BrD 1,2]. Le cas me´romorphe est traite´ dans [G 5], [DS 3,4].
L’ide´e centrale de la de´monstration est de construire et controˆler beau-
coup de branches inverses de fn, en suivant une me´thode initie´e par M.Lyubich
en dimension 1 [Ly] (voir section 1.4) et ge´ne´ralise´e par J.-Y.Briend et
J.Duval [BrD 2] en dimension supe´rieure. Le lemme clef est le suivant :
Lemme 3.4 Soit Vl = ∪lj=1f j(Cf ), ou` Cf de´signe l’ensemble critique de f .
Fixons ε > 0 et 1 < δ < λ/λk−1(f). Alors il existe l ∈ N et C > 1 tels
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que pour toute boule B qui e´vite Vl, on peut construire au moins (1 − ε)λn
branches inverses f−ni de f
n sur B, n ≥ l, avec
diam(f−ni B) ≤ Cδ−n/2.
La me´thode de de´monstration est tre`s proche du cas des endomorphismes
holomorphes traite´ par J.-Y.Briend et J.Duval. Nous l’avons esquisse´e dans
la section 1.4 dans le cas de la dimension 1 en utilisant des arguments qui
passent en dimension supe´rieure. Nous renvoyons le lecteur a` l’article original
[BrD 2] ainsi qu’a` l’expose´ de X.Buff au se´minaire Bourbaki [Buf 2] pour
plus de de´tails sur le cas holomorphe.
La pre´sence de points d’inde´termination rend les de´tails techniques plus
complique´s dans le cas me´romorphe. Il est par exemple de´licat d’estimer
certaines inte´grales qui, dans le cas holomorphe, se calculent directement en
cohomologie (voir Lemme 1.5 dans [G5] pour une illustration). Nous ren-
voyons le lecteur a` [G 5], [DS 1,3,4] pour les de´tails et nous nous contentons
de donner ici la preuve du Lemme 3.4.
Preuve. Fixons ε > 0 et 1 < δ < λ/λk−1(f). Fixons e´galement l = lε >> 1
(la valeur sera pre´cise´e plus loin) et B = B(p, r) une boule t.q. B ∩ Vl = ∅.
Construction des branches inverses. Nous allons construire des branches
inverses f−ni de f
n sur B par re´currence.
Etape l (initialisation). Comme B ne rencontre pas les valeurs critiques
de f l, il y a λl branches inverses f−li bien de´finies de f
l sur B. On note
B−li := f
−l
i B leurs images.
Etape l+1. Si B
−l
i ne rencontre pas les valeurs critiques V1 de f , on peut
de´finir λ nouvelles branches inverses de f sur B−li . Lorsque B
−l
i rencontre V1,
il faut mesurer de quelle fac¸on : on diminue pour cela le´ge`rement le rayon de
B et on poursuit la contruction des branches inverses si f−li (̺l+1B)∩V1 = ∅,
ou` ̺n := 1−
∑n
j=l j
−2. Lorsque f−li (̺l+1B)∩V1 6= ∅, il vient f l(B−li ∩ V1)∩
̺l+1B 6= ∅, c’est a` dire que l’ensemble analytique Zl := f l(B−li ∩V1) pe´ne`tre
de fac¸on consistante a` l’inte´rieur de la boule B. Fixons zl ∈ Zl tel que
B(zl, l
−2r) ⊂ B. Alors B(zl, l−2r)∩Zl est un sous-ensemble analytique sans
bord de dimension s = dimC V1 de B(zl, l
−2r). Comme Zl a un nombre de
Lelong positif au point zl, il vient
C1(rl
−2)2s ≤
∫
B(zl,l−2r)
[Zl] ∧ ωs ≤
∫
[f lB−li ∩ V1] ∧ ωs,
pour une constante C1 > 0 uniforme. Or∑
i
∫
[f lB−li ∩ V1] ∧ ωs ≤
∫
(f l)∗[V1] ∧ ωs ≤ C2[λs(f) + ε′]l,
ou` ε > 0 peut eˆtre choisi arbitrairement petit et C2 > 0 est une constante
qui ne de´pend que de ε′ > 0. Observons que λs(f) ≤ λk−1(f) (cf The´ore`me
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2.4.a). Dans la suite on ajuste la valeur de ε′ de sorte que δ = [λk−1(f) +
ε′]/λ > 1. il re´sulte des ine´galite´s pre´ce´dentes que
♯{i / f−li (̺l+1B) ∩ V1 6= ∅} ≤ C3l4(k−1)δ−lλl.
Si l est choisi suffisamment grand, le nombre des pre´images B−li qui ren-
contrent V1 de fac¸on consistante est donc ne´gligeable par rapport au nombre
total λl de pre´images. On a donc fabrique´ λl+1[1 − C3l4(k−1)δ−l] pre´images
de f l+1 sur ̺l+1B.
Etape n.On proce`de ensuite par re´currence pour construire des pre´images
f−ni de f
n sur ̺nB, i.e. en diminuant a` chaque e´tape le´ge`rement le rayon de
la boule B(p, r) de de´part. A l’e´tape n, on a donc construit au moins
dn := λ
n

1−C3 n−1∑
j=l
l4(k−1)δ−l

 ≥ λn(1− ε/2)
branches inverses f−ni qui sont toutes bien de´finies sur la boule B
′ = B(p, r′)
de rayon
0 < r′ = r

1−∑
j≥l
j−2

 ≤ ̺nr,
arbitrairement proche de r, si on choisit initialement l suffisamment grand.
Diame`tre des images. Nous souhaitons a` pre´sent estimer le diame`tre des
pre´images de la boule B′ = B(p, r′). Pour cela nous allons trancher B′ par
des disques holomorphes locaux ∆θ passant par p et estimer les diame`tres
diamf−ni (∆θ) pour beaucoup de θ.
Soit ω′ une (k−1, k−1)-forme positive ferme´e a` coefficients dans L1(X)
qui est lisse dans X \ {p} et telle que
ω′ =
∫
θ∈Pk−1
[∆θ]dν(θ) dans B
′,
ou` ν de´signe la mesure de Fubini-Study sur l’ensemble Pk−1 des droites
locales passant par p. On peut construire une telle forme ω′ en conside´rant
l’e´clatement de X au point p ou, a` la main, en posant
ω′ = [Aω1 + ddc(χ log dist(·, p)]k−1 .
Ici χ de´signe une fonction de troncature telle que χ ≡ 1 dans 2B′ et
χ log dist(·, p) ∈ C∞(X \ {p}), et ω1 ≥ 0 est une (1, 1)-forme lisse ferme´e
telle que ω1 ≡ 0 dans B′ et ω1 > 0 hors de B′. On choisit A >> 1 de
sorte que la positivite´ de Aω1 compense la ne´gativite´ de dd
c[χ log dist(·, p)].
Observons que
0 ≤
∑
i
∫
B′
(f−ni )∗ω
′ ∧ ω ≤
∫
X
(fn)∗ω′ ∧ ω ≤ C4δ−nλn.
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Il s’ensuit qu’au moins (1− ε)λn des branches inverses f−ni sont telles que∫
Aire(f−ni ∆θ)dν(θ) =
∫
B′
(f−ni )∗ω
′ ∧ ω ≤ 2C4
ε
δ−n.
On note Inε l’ensemble de ces branches inverses et, pour i ∈ Inε ,
Ani :=
{
θ ∈ Pk−1 /Aire(f−ni ∆θ) ≤
4C4
ε
δ−n
}
.
J.Y.Briend et J.Duval montrent dans [BrD 2] que l’estimation d’aire im-
plique, quitte a` le´ge`rement diminuer la taille de la boule B′, un controˆle de
diame`tre,
diam(f−ni ∆θ) ≤ C5δ−n/2, θ ∈ Ani ,
pour une constante C5 > 0 inde´pendante de n. Or ν(A
n
i ) ≥ 1/2, en par-
ticulier Ani est de capacite´ projective ≥ 1/2. Un re´sultat de N.Sibony et
P.M.Wong [SW] implique alors
diam
(
f−ni
1
2
∆θ
)
≤ C5δ−n/2, pour tout θ ∈ Pk−1.
L’estimation du diame`tre de f−ni B
′′ en re´sulte, B′′ = B′/2. Nous renvoyons
le lecteur a` [GZ 1] (The´ore`me 6.3) pour la de´finition et quelques proprie´te´s
de la capacite´ projective. 
Remarque 3.5 La preuve ci-dessus est une version le´ge`rement modifie´e de
celle du Lemme 3.3 de [G 5] : dans cette dernie`re on supposait la varie´te´
ambiante projective, ce qui permet, comme dans [BrD 2], l’utilisation du
The´ore`me de Bezout. On peut en fait s’affranchir de l’hypothe`se de projec-
tivite´ comme nous l’avons indique´ ci-dessus. Cela avait de´ja` e´te´ observe´ par
T.C.Dinh et N.Sibony dans le cadre des applications d’allure polynomiale
[DS 1].
3.3 Exemples
3.3.1 Endomorphismes holomorphes
Il y a beaucoup d’endomorphismes holomorphes f sur l’espace projectif
complexe Pk. Ils s’e´crivent en coordonne´es homoge`nes f = [P0 : · · · : Pk],
ou` les Pj sont des polynoˆmes homoge`nes premiers entre eux de meˆme degre´
d ∈ N∗, tels que ∩kj=0(Pj = 0) = {0}. Ils ve´rifient λj(f) = dj , 0 ≤ j ≤ k et
sont donc de grand degre´ topologique de´s que d ≥ 2.
Le but de cette section est de montrer que ce sont essentiellement les seuls
exemples “inte´ressants” d’endomorphismes holomorphes de grand degre´ to-
pologique sur les surfaces ka¨hle´riennes compactes.
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The´ore`me 3.6 Soit X une surface ka¨hle´rienne compacte, et f : X → X un
endomorphisme holomorphe tel que λ1(f) 6= λ2(f). Alors on est dans l’une
des situations suivantes :
– soit X = P2 ;
– soit X est un tore ;
– soit f est un automorphisme d’entropie positive ;
– soit f pre´serve une fibration et λ2(f) > λ1(f).
La preuve de ce re´sultat nous permettra d’eˆtre beaucoup plus pre´cis.
Nous montrerons par exemple que dans le dernier cas,
– soit X est une surface hyperelliptique et f pre´serve la fibration el-
liptique d’Albanese (de plus que f se rele`ve en un endomorphisme
holomorphe sur le produit des courbes elliptiques de´finissant X) ;
– soit X est rationnelle et f provient d’un endomorphisme sur un mode`le
minimal ; dans ce cas on obtient λ2(f) = λ1(f)
2 si X 6= P1 × P1 ;
– soit X est une surface re´gle´e au dessus d’une courbe elliptique et f
pre´serve la fibration rationnelle.
Corollaire 3.7 Les seuls endomorphismes holomorphes tels que λ1(f) >
λ2(f) ≥ 2 sont ceux des tores.
On peut par contre fabriquer de nombreux exemples d’endomorphismes
me´romorphes tels λ1(f) 6= λ2(f) sur les surfaces rationnelles et les surfaces
de dimension de Kodaira nulle.
Remarques 3.8 Les automorphismes d’entropie positive des surfaces ont
e´te´ partiellement classifie´s par S.Cantat [Ca 1] (voir e´galement [M 1,3], [BK
1] pour des exemples dynamiquement inte´ressants).
Les endomorphismes holomorphes non inversibles des surfaces ont e´te´
e´tudie´s par de nombreux auteurs (voir par exemple [Fu], [Na]). Sur les sur-
faces rationnelles minimales, on peut les de´crire a` l’aide de coordonne´es
(bi)homoge`nes (voir Proposition 3.3 dans [G 1]). Ils ve´rifient tous λ2(f) =
λ1(f)
2, a` l’exception d’un produit direct de deux fractions rationnelles de
degre´s distincts sur P1 × P1. Si le mode`le minimal est diffe´rent de P2, l’en-
domorphisme (ou son carre´) pre´serve une fibration rationnelle : c’est donc
un produit croise´, dont la dynamique est une version fibre´e de la dynamique
unidimensionnelle. Il en est de meˆme d’un endomorphisme dans un e´clate´
X de P2 : pour que le releve´ de f : P2 → P2 soit un endomorphisme de
X, il faut que f pre´serve le pinceau de droites issues du point auquel on
e´clate. En conclusion, les seuls endomorphismes holomorphes non inver-
sibles ve´ritablement inte´ressants sont ceux de P2 !
Preuve du The´ore`me 3.6. Nous savons par le The´ore`me 2.14 qu’il suffit de
s’inte´resser aux cas kod(X) = 0 et X rationnelle. Le cas des automorphismes
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d’entropie positive (1 = λ2(f) < λ1(f)) a e´te´ e´tudie´ par S.Cantat, nous
renvoyons le lecteur a` son article [Ca 1]. Nous supposons donc dans la suite
λ2(f) ≥ 2. Nous allons montrer que
– si kod(X) = 0, alors X est un tore ;
– si X est rationnelle et π : X → Σ est un morphisme birationnel
holomorphe vers le mode`le minimal Σ de X, alors il existe N ∈ N∗ et
g : Σ→ Σ un endomorphisme holomorphe tel que g ◦ π = π ◦ fN .
L’ide´e consiste a` analyser l’action de f sur les courbes d’autointersection
ne´gative et d’utiliser la formule de Hurwitz f∗KX +Rf = KX , ainsi que la
formule d’aller-retour qui prend ici une forme particulie`rement simple
f∗f∗C = λ2(f)C.
Il re´sulte par exemple de cette formule que les ope´rateurs f∗, f∗ sont des
isomorphismes sur l’espace de Ne´ron-Severi re´el NS(X,R) = NS(X)⊗ R.
Etape 1. On va montrer qu’il existe sur X un nombre fini de courbes
irre´ductibles d’autointersection ne´gative, et qu’elles sont totalement inva-
riantes par un ite´re´ de f . Soit C une telle courbe et C′ = f(C). Alors f∗C = aC′
pour un entier a ∈ N∗. Supposons qu’une autre courbe C˜ est envoye´e sur C′
par f . Alors f∗C˜ = a˜C′, donc
aC˜ = a˜C =: D
puisque f∗ est un isomorphisme. Le fibre´ en droites associe´ au diviseur effectif
D e´tant d’autointersection ne´gative, il n’admet qu’une section holomorphe,
donc C = C˜. On en de´duit que f∗C′ = bC pour un entier b ∈ N∗ tel que
ab = λ2(f). Notons que (C′)2 = bC2/a < 0.
Observons que b ≥ 2 dans la formule pre´ce´dente si et seulement si C est
incluse dans le lieu de ramification de f . Lorsque b = 1, il vient a = λ2(f)
et donc ∣∣(C′)2∣∣ = 1
λ2(f)
∣∣C2∣∣ < ∣∣C2∣∣ .
Il s’ensuit que fm0(C) ⊂ Rf pour m0 assez grand.
On en de´duit qu’il existe un nombre fini de courbes d’autointersec-
tion ne´gative. En effet une telle courbe est pre´pe´riodique, donc pe´riodique
puisque f∗ agit injectivement. Notons
mC = inf{m ≥ 1 / fm(C) = C} et N := ΠC2<0, C⊂RfmC .
Alors fNC = C pour toute courbe irre´ductible C ⊂ Rf telle que C2 < 0. Si C
est une courbe irre´ductible d’autointersection ne´gative qui n’est pas incluse
dans Rf , on a f
mC ⊂ Rf pour un entier m < N , donc fNfmC = fmC, donc
fNC = C par injectivite´ de f∗. On en de´duit que l’ensemble des courbes
irre´ductibles d’autointersection ne´gative est fini, contenu dans le support du
diviseur ∪N−1j=0 f j(Rf ). Remarquons que fN∗ est l’identite´ sur cet ensemble.
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Etape 2. Quitte a` changer f en fN , on peut donc supposer que chaque
courbe d’autointersection ne´gative est totalement invariante. Si une courbe
irre´ductible lisse C ≃ P1 est d’autointersection −1, on peut la contrac-
ter. L’endomorphisme f descend alors en un endomorphisme holomorphe
puisque C est totalement invariante. On se rame`ne ainsi a` travailler sur le
mode`le minimal de X. Inversement, pour pouvoir e´clater un point et ob-
tenir un endomorphisme holomorphe dans l’e´clate´, il faut que le point soit
totalement invariant.
Lorsque kod(X) = 0, il est facile de ve´rifier qu’il n’y a pas de point to-
talement invariant et que les endomorphismes holomorphes vivent donc sur
le mode`le minimal. En effet, supposons le contraire et soit X un tel mode`le
minimal, f : X → X un endomorphisme holomorphe de degre´ topologique
λ2(f) ≥ 2, π : Y → X l’e´clatement de X en un point p, et g : Y → Y l’endo-
morphisme induit par f sur Y . On note E = π−1(p) le diviseur exceptionnel.
Rappelons que 12KX = 0 puisque kod(X) = 0 (voir [Bea]) et que f est non
ramifie´ (voir section 2.4.2). Les formules de Hurwitz 12E = 12Rpi = 12KY ,
12g∗KY +12Rg = 12KY combine´es a` la relation de commutation π◦g = f ◦π
et a` la relation d’invariance g∗E =
√
λ2(f)E donnent donc
Rg + (
√
λ2(f)− 1)E = 0,
ce qui est contradictoire.
Comme les surfaces K3 sont simplement connexes, elles n’admettent au-
cun endomorphisme holomorphe de degre´ topologique ≥ 2. Tout endomor-
phisme holomorphe d’une surface d’Enriques se rele`ve en un endomorphisme
holomorphe de la surface K3 associe´e, et est donc un automorphisme. Fi-
nalement, les endomorphismes holomorphes non inversibles des surfaces de
dimension de Kodaira nulle ne peuvent exister que sur les tores et les surfaces
hyperelliptiques. Il est facile de construire de tels exemples dans les deux cas.
Dans le cas des surfaces hyperelliptiques, l’endomorphisme pre´serve la fibra-
tion d’Albanese : c’est un produit croise´ qui ve´rifie donc λ2(f) ≥ λ1(f) (cf
Lemme 2.15). Les tores admettent toujours des endomorphismes de grand
degre´ topologique (via une homothe´tie de rapport entier), et parfois des
endomorphismes de petit degre´ topologique (voir Exemple 2.17).
Etape 3. Il reste a` traiter le cas des surfaces rationnelles. D’apre`s ce qui
pre´ce`de, on peut, lorsque λ2(f) ≥ 2 se ramener au cas d’un endomorphisme
sur un mode`le minimal, i.e. P2 ou une surface de Hirzebruch Fn, n ∈ N\{1}.
Le cas de P2 est bien connu, on obtient λ2(f) = λ1(f)
2 > λ1(f). Celui de Fn,
n ≥ 2 est de´crit dans [G 1] : on obtient e´galement λ2(f) = λ1(f)2 ; dans ce
cas f pre´serve la fibration rationnelle. Le cas de F0 = P
1×P1 est de´crit dans
[FaG] : soit f est un produit direct d’endomorphismes f1, f2 de P
1 de degre´
d1, d2 auquel cas λ1(f) = max(d1, d2) et λ2(f) = d1d2 ≥ λ1(f) (on ne peut
alors obtenir un endomorphisme holomorphe dans un e´clate´ que si d1 = d2,
donc λ2(f) = λ1(f)
2) ; soit f est la compose´e d’un endomorphisme du type
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pre´ce´dent et de l’involution (x, y) 7→ (y, x), dans ce cas λ1(f) =
√
d1d2 et
λ2(f) = d1d2 = λ1(f)
2. 
L’e´tude des endomorphismes holomorphes non inversibles fait l’objet de
plusieurs travaux re´cents (voir [PS], [ARV], [Bea 2], [Fu], [A], [AC 2]). On
s’attend a` ce qu’il y en ait peu qui soient cohomologiquement hyperbo-
liques, hormis ceux de l’espace projectif complexe. Nous renvoyons le lec-
teur inte´resse´ a` l’article de S.Cantat [Ca 2] (ainsi qu’aux re´fe´rences qu’il
contient), pour une justification de cette attente dans le cas des varie´te´s ho-
moge`nes. Nous e´tudierons la dynamique des endomorphismes holomorphes
inversibles (automorphismes) dans la section 5.2.
3.3.2 Endomorphismes polynomiaux de Ck
Les endomorphismes polynomiaux de Ck de la forme
f(z1, . . . , zk) = (P1(z1), P2(z1, z2), . . . , Pk(z1, . . . , zk)),
ou` les Pj sont des polynoˆmes de degre´ dj ≥ 2 en zj s’e´tendent en des
endomorphismes me´romorphes de Pk tels que
λl(f) = max
i1<···<il
di1 · · · dil ; en particulier λk(f) > max
j≤k−1
λj(f).
Ces endomorphismes ont e´te´ e´tudie´s par de nombreux auteurs (voir par
exemple [ He], [Se], [J 1,2], [FaG]), notamment en dimension deux : l’analyse
de leur dynamique est en effet simplifie´e par le fait que ces produits croise´s
pre´servent les feuilletages line´aires {z1 = c1, . . . , zj = cj}.
Nous montrons en particulier dans [FaG] que la mesure d’entropie maxi-
male µf peut eˆtre exprime´e comme un produit exte´rieur
µf = dd
cG1 ∧ · · · ∧ ddcGk,
ou` G1 est une fonction plurisousharmonique continue dans C
k telle que
G1 ◦ f = λ1G1 (la fonction de Green dynamique de f , introduite par
J.E.Fornaess et N.Sibony dans [FS 2,3,4]), G2 est une fonction de Green par-
tielle de´finie uniquement sur le support de ddcG1 qui ve´rifie G2 ◦ f = λ2λ1G2,
etc. L’inte´reˆt de cette construction re´side dans le fait que l’on sait controˆler
le module de continuite´ des fonctions Gi (dans l’esprit de la Proposition 1.2,
voir [DG]) et que cela donne par exemple des informations sur la dimension
de Hausdorff du support de la mesure µf . Lorsque f : C
k → Ck s’e´tend en
un endomorphisme holomorphe de Pk, on obtient en fait G1 = · · · = Gk
et la construction est due a` J.E.Fornaess, N.Sibony [FS 2] et J.H.Hubbard,
P.Papadopol [HP 1]. Lorsque l’extension de f a des points d’inde´termination
a` l’infini, on obtient (ddcG1)
k = 0 dans Ck et il devient ne´cessaire de
construire des fonctions de Green partielles.
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La construction de fonctions de Green partielles a e´te´ e´tendue dans [G 1]
a` certains endomorphismes polynomiaux de C2 qui ne sont pas des produits
croise´s (voir Exemple 4.1), et cette approche a e´te´ ge´ne´ralise´e en dimension
supe´rieure dans [DS 2].
Les applications concerne´es sont cependant d’un type particulier : il faut
un controˆle pre´cis de la croissance de f sur le support du courant ddcG1,
ce qui n’est pas toujours possible (voir [DiDS]). On s’en rend de´ja` compte
en conside´rant les endomorphismes polynomiaux f = (P1, P2) quadratiques
de C2, i.e. ceux tels que max(degP1,degP2) = 2. Ils sont classifie´s dans [G
3], a` conjugaison pre`s, en fonction de leurs degre´s dynamiques (λ1, λ2) : on
obtient cinq familles telles que λ2 > λ1 et quatre possibilite´s pour les couples
de degre´s,
(
√
2, 2),
(
1 +
√
5
2
, 2
)
, (2, 3), et (2, 4).
Nous renvoyons le lecteur au The´ore`me 2.1 de [G 3] pour plus de de´tails.
3.3.3 La me´thode de Newton
Si l’on souhaite trouver les racines du syste`me d’e´quations polynomiales
w = P (z) et z = Q(w),
ou` P,Q sont des polynoˆmes de degre´ p, q ≥ 2, il est naturel d’utiliser la
me´thode de Newton qui consiste a` ite´rer l’application rationnelle f de´finie
pour (z,w) ∈ C2 par
f
(
z
w
)
=
(
z
w
)
−
[
P ′(z) −1
−1 Q′(w)
]−1(
P (z)− w
Q(w)− z
)
.
C’est un proble`me mentionne´ par J.E.Fornaess et N.Sibony dans [FS 4], qui
a e´te´ e´tudie´ par J.-H.Hubbard et P.Papadopol [HP 2]. Ces derniers montrent
que f induit un endomorphisme 1-stable de P2 tel que
λ1(f) = r1(f) = p+ q − 1 et λ2(f) = pq > λ1(f),
et entament une e´tude syste´matique de la dynamique de f .
Le The´ore`me 3.1 fournit une mesure canonique µf d’entropie maximale
= log λ2(f) qui ne charge pas les ensembles pluripolaires. En particulier
µf ne charge pas les points d’inde´termination : cela re´pond a` une question
d’A.Russsakovskii et B.Shiffman [RS]. On trouvera dans [HP 2] une preuve
ge´ome´trique tre`s e´le´gante de ce dernier point, due a` A.Douady.
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3.3.4 Varie´te´s non rationnelles
Rappelons qu’une varie´te´ projective X de dimension k est dite unira-
tionnelle s’il existe une application me´romorphe dominante Φ : Pk → X.
Lorsque dimC X ≤ 2, toutes les varie´te´s unirationnelles sont en fait ration-
nelles (The´ore`me de Castelnuovo, voir e.g. corollaire V.5 dans [Bea]). Ce
n’est plus vrai en dimension ≥ 3 : V.A.Iskovskikh et Yu.A.Manin [IM] ont
montre´ que les quartiques lisses de P4 sont des varie´te´s unirationnelles dont
le groupe d’endomorphismes birationnels est fini. Elles ne sont donc pas ra-
tionnelles. On peut ve´rifier qu’elles n’admettent pas d’endomorphisme holo-
morphe non inversible (voir[ARV]), bien qu’elles admettent de nombreux en-
domorphismes me´romorphes dynamiquement inte´ressants, comme le montre
l’exemple suivant, duˆ a` F.Campana, qui est mentionne´ dans [DS 1].
Exemple 3.9 Soit X une varie´te´ projective : on peut la plonger dans un
espace projectif PN puis projeter sur un k-plan ge´ne´rique : autrement dit
on dispose toujours d’une application me´romorphe dominante p : X → Pk.
Supposons que X est unirationnelle, on fixe Φ : Pk → X une application
me´romorphe dominante. Soit alors g : Pk → Pk un endomorphisme ration-
nel. Il induit des endomorphismes me´romorphes sur X,
f := Φ ◦ gj ◦ p, ou` j ∈ N.
Il re´sulte de la Proposition 2.6 qu’il existe CX ≥ 1 telle que pour tout j ∈ N,
et pour tout 1 ≤ l ≤ k,
λl(f) ≤ C2Xrl(Φ)rl(p)rl(gj).
Or pour l = k, on obtient bien suˆr λk(f) = λk(Φ)λk(p)λk(g)
j . On en de´duit
que si g a un grand degre´ topologique –i.e. si λk(g) domine tous les autres
degre´s topologiques–, alors λk(f) domine tous les autres degre´s dynamiques
de f , pourvu que j soit choisi assez grand.
3.4 Autres de´veloppements
Nous concentrons nos efforts dans ce me´moire sur la construction d’une
mesure d’entropie maximale, et cherchons a` e´tablir quelques unes de ses
proprie´te´s ergodiques, en relation avec la conjecture e´nonce´e dans l’intro-
duction. Il y a bien entendu de nombreuses autres directions de recherche :
on peut s’inte´resser a` des proprie´te´s plus fines de cette meˆme mesure (dimen-
sion, re´gularite´), ou e´tudier d’autres mesures qui rendent mieux compte de
la ge´ome´trie des ensembles de Julia (mesures conformes). On peut e´galement
s’inte´resser a` la fac¸on dont tous ces objets de´pendent d’un parame`tre. Nous
passons en revue dans cette section quelques unes des directions qui ont e´te´
en partie explore´es.
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3.4.1 Dimension et exposants de Lyapunov
Nous avons mentionne´ a` plusieurs reprises qu’il existe un lien entre la
re´gularite´ des potentiels de la mesure µf et la dimension ponctuelle de celle-
ci. Rappelons que la dimension de Hausdorff de µf est
dim(µf ) := inf{dimH(Y ) /Y bore´lien tel que µf (Y ) = 1},
ou` dimH(Y ) de´signe la dimension de Hausdorff du bore´lien Y . La dimension
ponctuelle supe´rieure de µf au point p est
dim(µf , p) := lim sup
r→0
[
log µfB(p, r)
log r
]
.
On de´finit de fac¸on analogue la dimension ponctuelle infe´rieure dim(µf , p).
Nous renvoyons le lecteur au livre de Y.Pesin [Pe] pour plus de renseigne-
ments sur ces notions. Il re´sulte de la Proposition 1.2 et du corollaire 1.4
que, lorsque k = 1,
dim(µf , p) ≥ log λ
χtop(f)
, pour tout point p ∈ X;
en particulier dim(µf ) ≥ log λ/χtop(f). C’est le “principe de distribution de
masse” (voir [Pe] p43). On peut en fait raffiner ces estimations et obtenir la
formule de F.Ledrappier [L], A.Manning [Ma] et R.Man˜e [Mn] ;
dim(µf ) =
log λ
χ(µf )
.
Cette formule a e´te´ partiellement ge´ne´ralise´e en dimension supe´rieure, dans
le cadre des endomorphismes de grand degre´ topologique (voir [BiDeM],
[DiD]). T.C.Dinh et C.Dupont [DiD] obtiennent notamment l’encadrement
log λk(f)
χ1(µf )
≤ dim(µf ) ≤ 2k −
∑k
j=1 χj(µf )− log λk(f)
χ1(µf )
, (3.2)
ou` χ1(µf ) ≥ · · · ≥ χk(µf ) de´signent les exposants de Lyapunov de µf .
Nous avons vu (The´ore`me 3.3.2) que ceux-ci sont tous au moins e´gaux
a` 12 log λk(f)/λk−1(f). Il est naturel de s’inte´resser au cas extre´mal ou` les
exposants sont minimaux, i.e. lorsque
χ1(µf ) = · · · = χk(µf ) = 1
2
log[λk(f)/λk−1(f)].
C’est un proble`me qui a e´te´ e´tudie´ par plusieurs auteurs (voir par exemple
[L], [Z], [BeL], [BeD], [Ca 3]). Les re´sultats obtenus jusqu’ici nous incitent a`
poser la question suivante :
64
Question 3.10 Soit f : X → X un endomorphisme me´romorphe de grand
degre´ topologique, λk(f) > maxj≤k−1 λj(f). Les proprie´te´s suivantes sont-
elles e´quivalentes ?
1. Les exposants de Lyapunov de µf sont tous e´gaux a`
1
2 log λk(f)/λk−1(f).
2. La dimension de Hausdorff de µf est e´gale a` 2k et les degre´s dyna-
miques ve´rifient λj(f) = λ1(f)
j .
3. La mesure µf est absolument continue par rapport a` la mesure de
Lebesgue et les degre´s dynamiques ve´rifient λj(f) = λ1(f)
j .
4. f est un exemple de Latte`s.
Un endomorphisme est un exemple de Latte`s s’il existe un tore complexe
compact A de dimension k, un groupe fini G d’automorphismes de A et une
dilatation affine F de A tels que
1. F passe au quotient en un endomorphisme de la varie´te´ A/G ;
2. il existe une application birationnelle π : X → A/G t.q. π ◦ f = F ◦π.
Le lecteur trouvera dans [Mi 2] une classification comple`te des exemples de
Latte`s en dimension 1. A.Zdunik [Z] a montre´ dans ce contexte que la re´ponse
a` la question 3.10 est positive. C.Dupont donne dans [Dup] une classification
partielle des exemples de Latte`s en dimension deux. C.Dupont, F.Berteloot
et J.-J.Loeb ont donne´ une re´ponse positive a` la question 3.10 lorsque f est
un endomorphisme holomorphe de l’espace projectif complexe X = Pk (voir
[BeL], [BeD], [Dup 2]). Leur travail a e´te´ ge´ne´ralise´ par S.Cantat [Ca 3] au
cas des endomorphismes me´romorphes des surfaces. La question reste donc
ouverte pour les endomorphismes me´romorphes en dimension ≥ 3. Nous
donnons ci-dessous quelques indications qui permettent de justifier la partie
la plus simple de ces e´quivalences.
Ele´ments de re´ponse. Supposons pour commencer que les exposants de Lya-
punov sont minimaux. Il re´sulte alors de l’ine´galite´ de Ruelle-Margulis que,
k log(λk/λk−1) = 2
k∑
j=1
χj ≥ log λk = hµf (f). (3.3)
Ainsi log λk−1 ≤ (1− 1/k) log λk, ce que l’on peut re´e´crire
log λk−1 = log λ(1−1/k)·k+1/k·1 ≤
(
1− 1
k
)
log λk +
1
k
log λ0, (3.4)
puisque λ0(f) = 1. Or l’application j 7→ log λj(f) est concave (The´ore`me
2.4.a). Il y a donc e´galite´ dans toutes les ine´galite´s pre´ce´dentes : l’e´galite´
dans (3.4) implique que λj(f) = λ1(f)
j pour tout 0 ≤ j ≤ k, et l’e´galite´
dans (3.3) implique – par les travaux de F.Ledrappier [L] – que µf est
absolument continue par rapport a` la mesure de Lebesgue. Nous avons donc
obtenu l’implication (1)⇒ (3) de la question 3.10.
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L’implication (3)⇒ (2) est e´vidente. Nous montrons a` pre´sent que (2)⇒
(1). Comme µf est de dimension maximale 2k, la majoration dans (3.2)
montre que 2
∑k
j=1 χj = log λk, donc µf est absolument continue par rap-
port a` la mesure de Lebesgue. La relation alge´brique λj(f) = λ1(f)
j montre
que les exposants de Lyapunov sont tous minore´s par 12 log λ1(f), donc
2
∑k
j=1 χj ≥ k log λ1 = log λk. Toutes ces ine´galite´s sont donc des e´galite´s,
en particulier les exposants de Lyapunov sont tous e´gaux a` 12 log λ1 =
1
2 log λk/λk−1.
Lorsque f est un exemple de Latte`s, les assertions (1),(2),(3) sont tri-
vialement ve´rifie´es. La partie difficile des travaux cite´s ci-dessus consiste a`
montrer la re´ciproque a` cette dernie`re implication. Nous renvoyons le lecteur
aux articles originaux. 
Remarque 3.11 La preuve de S.Cantat [Ca 3] s’appuie malheureusement
sur la classification de Kodaira des surfaces et ne passe donc pas en di-
mension supe´rieure. Notons que l’hypothe`se alge´brique λj(f) = λ1(f)
j faite
en (2), (3) est essentielle : S.Cantat donne un exemple d’endomorphisme
me´romorphe sur une surface K3 dont la mesure µf est lisse, mais qui ne
provient pas d’un endomorphisme affine d’un tore (voir The´ore`me C dans
[Ca 3]).
Rappelons que la dimension de Hausdorff de µf est en ge´ne´ral diffe´rente
de la dimension de Hausdorff de son support : pour un polynoˆme f(z) =
zλ + aλ−2zλ−2 + · · ·+ a0 de degre´ λ ≥ 2, on obtient
dim(µf ) =
log λ
χ(µf )
=
log λ
log λ+
∑
f ′(c)=0Gf (c)
≤ 1,
alors que l’ensemble de Julia Jf = Suppµf peut eˆtre de dimension de Haus-
dorff e´gale a` 2 (voir [Shi]). Mentionnons a` ce sujet que X.Buff et A.Che´ritat
[BuC] ont exhibe´ de nombreux exemples de polynoˆmes quadratiques pour
lesquels Jf est de mesure de Lebesgue strictement positive.
Si l’on s’inte´resse a` des proprie´te´s ge´ome´triques fines du support de µf ,
il faut donc e´tudier d’autres mesures invariantes que µf : c’est un des objets
du formalisme thermodynamique et nous renvoyons le lecteur a` [Zi], [DPU]
pour quelques re´sultats dans cette direction (en dimension 1).
3.4.2 Ensemble exceptionnel
Il re´sulte du Lemme 3.4 que si un point a n’appartient pas a` l’ensemble
postcritique PC(f) = ∪j≥1f j(Cf ), alors
1
λn
(fn)∗εa =
1
λn
∑
fn(p)=a
εp −→ µf , (3.5)
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ou` εp de´signe la masse de Dirac au point p. On appelle ensemble exceptionnel
Ef l’ensemble des points a pour lesquels la convergence (3.5) n’a pas lieu.
Lorsque k = 1, il re´sulte du Lemme 1.9 et du The´ore`me 1.10 que Ef est
un ensemble fini constitue´ d’au plus deux points. Lorsque k ≥ 2, l’ensemble
Ef n’est plus ne´cessairement alge´brique car il contient l’orbite des points sur
lesquels une courbe est contracte´e (voir Remarque 6.5 dans [G 3]). Plusieurs
auteurs se sont cependant inte´resse´s a` la caracte´risation de l’ensemble Ef
lorsque f : Pk → Pk est un endomorphisme holomorphe :
– J.E.Fornaess et N.Sibony ont montre´ [FS 3] que Ef est un ensemble
pluripolaire ;
– J.Y.Briend et J.Duval ont montre´ [BrD 2] que Ef est un ensemble
alge´brique, et que c’est le plus grand sous-ensemble alge´brique totale-
ment invariant ;
– J.Y.Briend, S.Cantat et M.Shishikura montrent dans [BCS] que Ef est
constitue´ d’une union finie de sous-espaces line´aires de Pk, ge´ne´ralisant
plusieurs re´sultats partiels dans cette direction (voir les re´fe´rences dans
[BCS]).
Une e´tude fine de l’ensemble Ef a e´te´ entreprise par C.Favre et M.Jonsson
dans [FaJ 1] lorsque k = 2. On s’attend notamment a` ce que le nombre de
points totalement invariants (i.e. les composantes E0f de dimension 0 de Ef )
soit au plus e´gal a` 3. E.Amerik et F.Campana ont obtenu dans [AC 1] la
majoration ♯ E0f ≤ 9. T.C.Dinh et N.Sibony montrent dans [DS 1], corollaire
3.2.8, que ♯ E0f ≤ 3 lorsque f : P2 → P2 provient d’un endomorphisme
polynomial de C2.
3.4.3 Espace des parame`tres
Il est inte´ressant d’e´tudier la fac¸on dont les objets construits jusqu’ici
(mesure µf , exposants χj(µf ), ensemble de Julia, etc) de´pendent de l’endo-
morphisme f .
Lorsque f = ft : P
1 → P1 est une famille de fractions rationnelles de
degre´ λ ≥ 2 qui de´pend holomorphiquement d’un parame`tre t ∈M –M une
varie´te´ complexe de dimension m –, nous avons observe´ dans la section 1.3
que l’exposant de Lyapunov χ(µft) est une fonction plurisousharmonique et
Ho¨lder-continue du parame`tre t. L’e´tude des mesures de bifurcation (ddcχ)m
fait l’objet de plusieurs travaux re´cents (voir [DeM], [BaBe], [DuF]). Lorsque
ft(z) = z
2 + t est la famille des polynoˆmes quadratiques (m = 1), la mesure
ddcχ est pre´cise´ment la mesure d’e´quilibre de l’ensemble de Mandelbrot qui
a e´te´ abondamment e´tudie´e (voir [CG], [Mi 1]).
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3.5 Ge´ne´ralisations
La dynamique des endomorphismes transcendants de Ck est un sujet dif-
ficile qui ne´cessite l’utilisation de techniques diffe´rentes de celles pre´sente´es
dans ce me´moire. Il y a cependant une situation interme´diaire entre le monde
des endomorphismes polynomiaux et celui des endomorphismes transcen-
dants de Ck de grand degre´ topologique : c’est celui des applications d’allure
polynomiale e´tudie´es par T.C.Dinh et N.Sibony dans [DS 1].
De´finition 3.12 Soit V un ouvert connexe de Ck (ou d’une varie´te´ de
Stein) et U ⊂⊂ V un ouvert relativement compact. On appelle application
d’allure polynomiale toute application
f : U → V holomorphe, propre,
de degre´ topologique λ ≥ 2.
Ces applications ont e´te´ introduites en dimension 1 par A.Douady et
J.H.Hubbard [DH]. Dans ce cas elles sont conjugue´es, dans un voisinage de
l’ensemble de Julia rempli
Kf := ∩n≥0f−n(V ),
a` un polynoˆme de degre´ λ. Ce n’est plus vrai en dimension supe´rieure comme
l’ont observe´ T.C.Dinh et N.Sibony (voir Exemple 3.4.11 dans [DS 1]). Ces
derniers ont mene´ a` bien une e´tude syste´matique de la dynamique de ces
applications. Ils obtiennent notamment :
The´ore`me 3.13 Soit f : U → V une application d’allure polynomiale. Il
existe une mesure de probabilite´ invariante µf a` support dans ∂Kf telle que
1
λn
(fn)∗ν −→ µf ,
pour toute mesure de probabilite´ lisse ν dans V .
La mesure µf est me´langeante, d’entropie maximale = log λ.
Notons que l’image inverse f∗ν d’une mesure de probabilite´ ν (pas ne´cessai-
rement lisse) est bien de´finie par dualite´ car f est une application propre qui
est un reveˆtement ramifie´ : si χ est une fonction continue a` support compact
dans U , alors
f∗χ(x) :=
∑
f(y)=x
χ(y)
est une fonction continue a` support compact dans f−1U ⊂ U ⊂⊂ V . On
compte ici les pre´images avec multiplicite´.
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Esquisse de preuve. Soit ν une mesure de probabilite´ lisse dans V . La conver-
gence de λ−n(fn)∗ν est e´quivalente a` la convergence de λ−n(fn)∗χ dans
L1(ν), pour toute fonction test χ (fonction lisse a` support compact). Or une
telle fonction peut s’e´crire comme diffe´rence de deux fonctions psh borne´es.
Il suffit donc d’e´tablir la convergence de λ−n(fn)∗ϕ, pour toute fonction ϕ
psh borne´e (borne´e au voisinage de Kf suffit bien suˆr).
L’observation de T.C.Dinh et N.Sibony qui est la clef de ce re´sultat (cf
Lemme 3.2.2, [DS 1]) est que le principe du maximum garantit une telle
convergence. Plus pre´cise´ment, si ψ est une fonction psh dans V telle que
λ−1f∗ψ ≥ ψ, alors
sup
U
ψ ≥ sup
V
1
λ
f∗ψ ≥ sup
V
ψ,
donc ψ est constante.
Appliquons ceci a` la convergence de la suite ϕn := λ
−n(fn)∗ϕ. Comme
ϕ est borne´e, la suite (ϕn) est uniforme´ment borne´e par ||ϕ||L∞ . On peut
donc extraire une sous-suite convergente (ϕnj ) qui converge dans L
1(ν) vers
une valeur d’adhe´rence ψ. Montrons que ψ est constante, e´gale a` cϕ =
(lim supϕn)
∗, ou` (·)∗ de´signe la re´gularisation supe´rieure, ce qui assurera
ϕn → cϕ dans L1(ν). Posons ψ0 := (lim supϕn)∗. Alors ψ0 = cϕ est
constante, par le principe du maximum car λ−1f∗ψ0 ≥ ψ0. Si ψ 6= cϕ,
alors il existe ε > 0 tel que ψ ≤ cϕ− 2ε sur U , donc ϕnj ≤ cϕ− ε sur f−1U ,
par le lemme de Hartogs. Mais alors ϕp+nj ≤ cϕ − ε pour tout p ≥ 1, donc
ψ0 ≤ cϕ − ε, contradiction. Notons que l’ensemble {x / lim supϕn(x) < cϕ}
est pluripolaire, il y a donc convergence presque partout (pour la la mesure
de Lebesgue) de la suite ϕn(x) vers cϕ. Nous verrons plus loin (Lemme 3.14)
que la suite (ϕn) converge vers cϕ dans L
2(µf ).
Il re´sulte de l’analyse pre´ce´dente que si χ est une fonction test quel-
conque, alors χn := λ
−n(fn)∗χ converge presque partout et dans L1(ν) vers
une limite cχ qui de´pend line´airement de χ. Il s’ensuit que
µf : χ 7→ cχ = lim〈λ−n(fn)∗ν, χ〉
est une mesure de probabilite´ bien de´finie. Elle ne de´pend pas du choix de
ν puisque χn converge presque partout vers cχ. Si on part d’une mesure ν a`
support compact dans V \ U , on obtient que Suppµf ⊂ ∂Kf .
Observons que f∗µf = λµf . Pour montrer le me´lange, il faut ve´rifier que
si χ,ψ sont des fonctions test, alors
In := 〈χ ◦ fnψ, µf 〉 −→ cχcψ, ou` cχ =
∫
χdµf , cψ =
∫
ψdµf .
La relation fonctionnelle f∗µf = λµf permet de re´e´crire In sous la forme
In = 〈χµf , ψn〉, avec ψn := 1
λn
(fn)∗ψ.
69
Il re´sulte du lemme de Hartogs (voir Lemme 3.14 ci-dessous) que ψn converge
vers cψ dans L
2(µf ). On en de´duit la convergence annonce´e.
Il reste a` ve´rifier que µf est d’entropie maximale. On introduit les degre´s
dynamiques
λl(f) = lim sup
n→+∞
[δl(f
n, ω)]1/n, ou` δl(f, ω) :=
∫
U
f∗ωk−l ∧ ωl,
et λk(f) = λ est le degre´ topologique de f . La majoration de M.Gromov
(voir The´ore`me 2.8) et le principe variationnel donnent hµf (f) ≤ htop(f) ≤
max1≤j≤k log λj(f). Or λ = λk(f) domine tous les autres degre´s dynamiques.
En effet comme V est Stein on peut choisir une forme de Ka¨hler ω qui s’e´crit
ω = ddcΦ, ou` Φ est une fonction lisse strictement psh. Comme λ−n(fn)∗Φ
converge vers cΦ, il vient
δk−1(fn, ω) =
∫
U
(fn)∗ddcΦ ∧ ωk−1 = o(λn),
car λ−n(fn)∗ddcΦ converge faiblement vers 0. Les autres degre´s dynamiques
se majorent de fac¸on similaire (voir corollaire 3.3.4, [DS 1]). Ainsi
hµf (f) ≤ htop(f) ≤ log λ.
La minoration hµf (f) ≥ log λ est une conse´quence de ce que µf est de jaco-
bien constant = λ et ne charge pas les valeurs critiques de f (voir Proposition
2.9, ainsi que le The´ore`me 2.3.1.(2) dans [DS 1]). 
Lemme 3.14 Soit ϕ une fonction psh borne´e dans U . Alors ϕn := λ
−n(fn)∗ϕ
converge dans L2(µf ) vers cϕ =
∫
ϕdµf .
Preuve. Fixons ε > 0 et posons Ωεn := {|ϕn− cϕ| > ε}. Le lemme de Hartogs
assure que ϕn ≤ cϕ + ε2 pour n assez grand, d’ou` Ωεn := {ϕn < cϕ − ε}. On
a donc pour n ≥ nε >> 1,
µf (Ω
ε
n) ≤
1
ε
∫
|ϕn − cϕ|dµf ≤ ε+ 1
ε
∫
[cϕ + ε
2 − ϕn]dµf = 2ε,
car
∫
ϕndµf = cϕ. Comme la suite (ϕn) est uniforme´ment borne´e (||ϕn||L∞ ≤
||ϕ||L∞), on en de´duit∫
|ϕn − cϕ|2dµf ≤ ε2 + 2ε||ϕ||L∞ ,
d’ou` le re´sultat. 
Remarque 3.15 T.C.Dinh et N.Sibony montrent que la convergence de
λ−n(fn)∗ϕ vers cϕ dans L2(µf ) implique que µf est K-me´langeante (voir
Proposition 2.2.2, [DS 1]).
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Une difficulte´ importante, comme dans le cas des endomorphismes me´ro-
morphes, est de montrer que µf n’est pas trop singulie`re, par exemple qu’elle
inte`gre les fonctions psh. Ce n’est pas toujours le cas comme le montre
l’exemple suivant (Exemple 3.10.3 dans [DS 1]).
Exemple 3.16 Conside´rons f : (z,w) ∈ C2 7→ (3z,Q(w)) ∈ C2, ou` Q est
un polynoˆme de degre´ λ ≥ 2. Soit
VR :=
{
(z,w) ∈ C2 / |z|, |w| < R} .
Alors f : UR := f
−1VR → VR de´finit, pour R >> 1 assez grand, une
application d’allure polynomiale telle que µf est porte´e par le sous-ensemble
analytique (z = 0) : en particulier log |z| /∈ L1(µf ).
Dans cet exemple, on a λk−1(f) = λ. T.C.Dinh et N.Sibony montrent
(corollaire 3.9.9, [DS 1]) que l’ine´galite´ λk−1(f) > λ = λk(f) est une condi-
tion ne´cessaire pour que µf inte`gre les fonctions psh (“µf est PLB”) et que la
condition “µf est PLB” est stable par petites perturbations (corollaire 3.9.7,
[DS 1). En particulier les petites perturbations fε d’un endomorphisme po-
lynomial f : Ck → Ck qui s’e´tend holomorphiquement a` Pk de´finissent des
applications d’allure polynomiale fε : f
−1
ε VR → VR pour R >> 1 telles que
µfε est PLB.
Sous une telle condition T.C.Dinh et N.Sibony e´tablissent les principales
proprie´te´s ergodiques de la mesure µf :
– ses exposants de Lyapunov sont strictement positifs, ≥ 12 log λ/λk−1 ;
– les points pe´riodiques re´pulsifs s’e´quidistribuent selon µf ;
– il y a de´croissance exponentielle des coefficients de corre´lation.
Nous renvoyons le lecteur a` [DS 1] pour la preuve de ces re´sultats.
Ces auteurs ont e´galement e´tudie´ [DS 8] des proble`mes d’e´quidistribution
pour les correspondances me´romorphes. Une correspondance me´romorphe
Γf
pi1ւ
pi2ց
X
f−→ X
est la donne´e d’un graphe Γf , sous-ensemble analytique de X
2, et de deux
projections holomorphes surjectives π1, π2. Lorsque π1 est ge´ne´riquement
injective (i.e. injective hors d’un sous-ensemble analytique propre), on re-
trouve la notion d’endomorphisme me´romorphe. On peut de´finir des degre´s
dynamiques associe´s a` une telle correspondance et montrer l’existence d’une
mesure canonique µf lorsque la correspondance a un grand degre´ topolo-
gique (voir corollaire 5.3, [DS 8]).
T.C.Dinh et N.Sibony obtiennent aussi des re´sultats d’e´quidistribution
ge´ne´raux qui s’appliquent aussi bien au cas des transformations me´romorphes
qu’a` celui de l’ite´ration ale´atoire (voir The´ore`me 1.2, [DS 8]).
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Chapitre 4
Petit degre´ topologique en
dimension deux
Dans ce chapitre nous supposons queX est une surface –i.e. de dimension
complexe 2– et f : X → X est un endomorphisme me´romorphe de petit
degre´ topologique, i.e. λ1(f) > λ2(f).
4.1 Bon mode`le
Le premier proble`me auquel nous sommes confronte´s est celui du calcul
effectif du degre´ dynamique λ1(f), qui est de´fini par une limite –contrairement
a` λ2(f). Il se peut tre`s bien par exemple que r1(f) soit plus grand que le
degre´ topologique λ2(f), bien que λ2(f) > λ1(f). Plus se´rieusement, nous
n’avons pas seulement besoin de connaˆıtre la valeur de λ1(f) pour la com-
parer a` celle de λ2(f), mais, lorsque λ1(f) > λ2(f), il est important de
controˆler la croissance de la norme ||(fn)∗|| sur H1,1(X,R) (cf section 2.3) :
est-ce que la croissance est de l’ordre de λ1(f)
n, ou bien fait-elle apparaˆıtre
e´galement des termes polynomiaux nsλ1(f)
n ? Nous nous proposons dans
cette section d’apporter des e´le´ments de re´ponse a` ces questions.
De´finition 4.1 On dit que f : X → X est 1-stable si l’action line´aire
induite par f∗ sur H1,1(X,R) est compatible avec la dynamique, i.e. si pour
tout n ∈ N, on a (fn)∗ = (f∗)n.
Conside´rons l’endomorphisme polynomial de C2,
f : (z,w) ∈ C2 7→ (zw + c1, z + c2) ∈ C2.
C’est un endomorphisme birationnel de C2, i.e. son degre´ topologique λ2(f)
est e´gal a` 1. On peut calculer a` la main λ1(f) =
1+
√
5
2 , mais nous allons
retrouver cette valeur d’une autre fac¸on. On peut conside´rer l’extension
me´romorphe de l’endomorphisme f a` n’importe quelle compactification lisse
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de C2. Notons g : P2 → P2 son extension a` P2. Elle induit une action line´aire
g∗ sur l’espace H1,1(P2,C) ≃ C qui est engendre´ par la classe d’une droite
projective L. On ve´rifie que g∗L ∼ 2L et (g2)∗L ∼ 3L, donc g n’est pas
1-stable.
Conside´rons a` pre´sent h : P1×P1 → P1×P1 l’extension me´romorphe de f
a` P1×P1. Elle induit une action line´aire h∗ sur l’espace H1,1(P1×P1,C) ≃ C2
qui est engendre´ par la classe d’une droite verticale Lz = (z = 0) et celle
d’une droite horizontale Lw = (w = 0). On obtient
h∗Lz ∼ Lz + Lw et h∗Lw ∼ Lz,
donc l’action de h∗ est donne´e, dans la base (Lz, Lw) par la matrice Ah =[
1 1
1 0
]
. L’application h est 1-stable (voir le crite`re 4.4), ce qui assure
λ1(f) = λ1(g) = λ1(h) = r1(h) = rayon spectral de Ah =
1 +
√
5
2
.
Cela re´sulte de l’observation e´le´mentaire suivante.
Observation 4.2 Si f : X → X est 1-stable, alors r1(f) = λ1(f).
Comme λ1(f) est invariant par conjugaison bime´romorphe, il est naturel
de se demander si l’on peut toujours effectuer un changement bime´romorphe
de coordonne´es – et donc remplacerX par une varie´te´ bime´romorphiquement
e´quivalente X˜ – de telle sorte que l’endomorphisme f˜ induit par f sur X˜
soit 1-stable. Ce n’est pas toujours possible, sans condition sur les degre´s
dynamiques, comme l’a montre´ C.Favre dans [Fa 2] en analysant le cas des
endomorphismes toriques de dimension 2 : il existe des endomorphismes
toriques qui ne peuvent jamais eˆtre rendus 1-stables. Les endomorphismes
concerne´s ve´rifient λ2(f) = λ1(f)
2 > λ1(f), ce qui motive la
Question 4.3 Soit f : X → X un endomorphisme tel que λ1(f) > λ2(f).
Peut-on effectuer un changement bime´romorphe de coordonne´es π : X˜ → X
de sorte que l’endomorphisme f˜ := π−1 ◦ f ◦ π : X˜ → X˜ soit 1-stable ?
On dispose d’un crite`re alge´brique simple pour de´tecter la 1-stabilite´,
comme l’ont observe´ J.E.Fornaess et N.Sibony lorsque X est un espace pro-
jectif complexe [FS 4].
Proposition 4.4 Un endomorphisme f : X → X est 1-stable si et seule-
ment si aucune courbe C n’est contracte´e par un ite´re´ fn sur un point
d’inde´termination.
Preuve. Supposons qu’une courbe C est contracte´e par fn sur un point
p ∈ If . On peut supposer, quitte a` changer f en fn, que n = 1. Soit ω
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une forme de Ka¨hler. Alors f∗ω est un courant positif ferme´ de bidegre´
(1, 1) sur X qui a un nombre de Lelong positif au point p. Il s’ensuit que
f∗(f∗ω) est un courant qui charge la courbe C. Or (f2)∗ω est par de´finition
une forme diffe´rentielle a` coefficients localement inte´grables : elle co¨ıncide
presque partout avec f∗(f∗ω) mais ne charge pas la courbe C. On en de´duit
que les classes de cohomologie f∗(f∗{ω}) et (f2)∗{ω} sont diffe´rentes.
Re´ciproquement supposons qu’aucune courbe n’est contracte´e sur un
point d’inde´termination. Alors les ensembles f−n(If ) sont tous de codimen-
sion ≥ 2. Soit θ une forme diffe´rentielle lisse ferme´e de bidegre´ (1, 1). Par
de´finition, f∗(f∗θ) et (f2)∗θ co¨ıncident hors de If ∪ f−1If . Comme les en-
sembles de codimension ≥ 2 sont ne´gligeables pour les courants de bidegre´
(1, 1), on en de´duit que ces formes co¨ıncident partout. Ainsi (f∗)2 = (f2)∗
et on montre de meˆme que (f∗)n = (fn)∗ pour tout n. 
Dans l’exemple polynomial f(z,w) = (zw + c1, z + c2) vu plus haut, les
points d’inde´termination sont situe´s dans le diviseur a` l’infini. Les seules
courbes qui peuvent eˆtre contracte´es sur un point d’inde´termination sont les
composantes irre´ductibles de ce diviseur. On ve´rifie ainsi que h(w = ∞) =
(z = ∞) et h(z = ∞) = (∞,∞), or le point (∞,∞) est un point fixe qui
n’est pas un point d’inde´termination pour h, donc h est 1-stable.
Ce crite`re est e´galement facile a` ve´rifier sur les surfaces de dimension
de Kodaira nulle. On a vu a` la section 2.4.2 que si X est une surface mini-
male de dimension de Kodaira nulle, alors f est non-ramifie´. Or les seules
courbes susceptibles d’eˆtre contracte´es sur un point d’inde´termination sont
les courbes de l’ensemble critique. Comme celui-ci est vide, on en de´duit
l’assertion suivante :
Proposition 4.5 Si kod(X) = 0, alors on peut supposer que f est 1-stable
en travaillant sur le mode`le minimal de X.
Le cas des surfaces rationnelles est plus de´licat. Nous disposons toutefois
du re´sultat suivant de J.Diller et C.Favre [DF] :
The´ore`me 4.6 Si λ2(f) = 1, alors on peut, quitte a` conjuguer par une
application bime´romorphe, supposer que f est 1-stable.
La preuve (voir The´ore`me 0.1 dans [DF]) utilise de fac¸on cruciale le fait
que f est birationnel : dans ce cas f peut s’e´crire comme une composition
d’e´clatements et de contractions. Le cas ge´ne´ral, 2 ≤ λ2(f) < λ1(f), semble
beaucoup plus difficile. Notons qu’une avance´e significative a e´te´ re´alise´e par
C.Favre et M.Jonsson lorsque f provient d’un endomorphisme polynomial
de C2 (voir [FaJ 3]).
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4.2 Analyse spectrale
Dans toute la suite du chapitre 4, nous supposons que f : X → X
est un endomorphisme 1-stable tel que λ1(f) > λ2(f). Nous allons en tirer
des conse´quences sur le spectre des actions line´aires induites par f∗, f∗ sur
H1,1(X,R). On note dans la suite λ := λ1(f). Comme f est 1-stable, il
re´sulte de la section pre´ce´dente que λ = r1(f) est e´gal au rayon spectral de
l’action line´aire induite par f∗ sur H1,1(X,R).
L’action f∗ : H1,1(X,R)→ H1,1(X,R) est duale de celle de f∗, car on est
en dimension deux. En particulier (f∗)n = (fn)∗ pour tout n ∈ N. Comme le
coˆne H1,1nef(X,R) est dual du coˆne H
1,1
psef(X,R), qui est pre´serve´ par f
∗, f∗,
on en de´duit que le coˆne nef est e´galement pre´serve´ par f∗ et f∗.
Lorsque X = P1 × P1, il s’ensuit que les actions line´aires f∗, f∗ sont
donne´es par des matrices a` coefficients entiers naturels dans la base {z = 0},
{w = 0} de H1,1(X,R). Il re´sulte alors du The´ore`me de Perron-Frobe´nius
que λ = r1(f) est une valeur propre de f
∗, f∗ et admet un vecteur propre
dans H1,1nef(X,R), comme cela a e´te´ observe´ dans [FaG]. C’est en fait vrai en
toute ge´ne´ralite´ comme l’ont montre´ J.Diller et C.Favre dans [DF].
The´ore`me 4.7 Soit f : X → X un endomorphisme 1-stable tel que λ :=
λ1(f) > λ2(f). Alors il existe une (1, 1)-classe nef non nulle α
+ (resp. α−)
telle que f∗α+ = λα+ (resp. f∗α− = λα−) ; en particulier le rayon spectral
λ := r1(f) = λ1(f) est une valeur propre de f
∗, f∗. De plus
1. la valeur propre λ est une racine simple du polynoˆme caracte´ristique
de f∗. Les autres valeurs propres sont de module ≤√λ2(f) < λ ;
2. les vecteurs propres nef α+, α− ve´rifient α+ · α− > 0.
Esquisse de preuve. Observons queH1,1nef (X,R) est un coˆne strict, c’est a` dire
H1,1nef(X,R) ∩ −H1,1nef (X,R) = ∅. Comme l’inte´rieur de H1,1nef(X,R) est non-
vide (c’est le coˆne de Ka¨hler), il re´sulte du The´ore`me de Perron-Frobe´nius
que le rayon spectral λ = λ1(f) = r1(f) de f
∗ sur H1,1(X,R) est une valeur
propre qui posse`de un vecteur propre α+ dans H1,1nef(X,R).
Supposons dans un premier temps que f est holomorphe. Dans ce cas
les ope´rateurs f∗ et f∗ ve´rifient f∗f∗(·) = λ2(f)(·). On en de´duit que pour
toutes (1,1)-classes α, β, on a
〈f∗α, f∗β〉 = λ2(f)〈α, β〉. (4.1)
En appliquant cette relation a` α = β = α+, on obtient (α+)2 = 0, puisque
λ2(f) < λ1(f) < λ1(f)
2. Supposons qu’il existe une classe β non nulle telle
que f∗β = λβ+cα+. En appliquant (4.1) aux classes α = α+ et β, on obtient
de meˆme 〈α+, β〉 = 0. Une nouvelle application de (4.1) avec α = β donne
enfin β2 = 0. La forme d’intersection est donc non-ne´gative sur l’espace
vectoriel engendre´ par α+ et β. Il re´sulte alors du The´ore`me de l’indice de
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Hodge (voir [BPV]) que β est ne´cessairement proportionnelle a` α+ : cela
de´montre que λ est une valeur propre simple du polynoˆme caracte´ristique
de f∗. Par dualite´ il en est de meˆme pour f∗.
Soit a` pre´sent t une valeur propre (complexe) de f∗ diffe´rente de λ et β
un vecteur propre associe´. En appliquant a` nouveau (4.1) successivement a`
α = β, puis a` α = α+ et β, on obtient que soit t2 = λ2(f), soit t = λ2(f)/λ,
soit β2 = 〈α+, β〉 = 0. Mais ce dernier cas n’est pas admissible car il implique
β proportionnelle a` α+ –par le The´ore`me de l’indice de Hodge–, contredisant
le fait que t est distincte de λ. On en de´duit que |t| ≤√λ2(f).
Il re´sulte a` nouveau du The´ore`me de l’indice de Hodge que les classes
α+ et α− s’intersectent positivement.
Lorsque f est seulement me´romorphe, il faut remplacer l’identite´ (4.1)
par une identite´ plus complique´e, mais qui va jouer le meˆme roˆle. C’est la
formule d’aller-retour que nous rappelons ci-dessous. L’analyse des spectres
de f∗, f∗ se fait de fac¸on analogue en utilisant la positivite´ de la forme
quadratique hermitienne Q. Nous renvoyons le lecteur a` [DF] pour les de´tails
techniques. 
Proposition 4.8 (Formule d’aller-retour) Il existe une forme quadra-
tique hermitienne Q ≥ 0 sur H1,1(X,C) telle que
〈f∗α, f∗β〉 = λ2(f)〈α, β〉 +Q(α, β)
pour toutes les classes α, β ∈ H1,1(X,C). De plus Q(α,α) = 0 si et seule-
ment si 〈α, f(p)〉 = 0 pour tout point d’inde´termination p ∈ If .
Esquisse de preuve. La formule re´sulte d’un calcul explicite de f∗f∗α. En pas-
sant par le graphe X
pi1← Γf pi2→ X de l’application f , on de´compose le calcul
en deux temps : la projection π2 e´tant holomorphe, on a (π2)∗π∗2γ = λ2(f)γ
pour toute classe γ ∈ H1,1(X,C). Pour comprendre l’action de la projection
π1 qui est une compose´e d’e´clatements de points, il suffit d’observer que
π∗π∗γ = γ + 〈γ,E〉{E} pour un e´clatement π dont on a note´ E le diviseur
exceptionnel. Nous renvoyons a` [DF] (corollaire 3.4) pour plus de de´tails. 
Il re´sulte de cette analyse que la trace des ope´rateurs (fn)∗ croˆıt comme
λ1(f)
n –a` une constante multiplicative pre`s. On obtient donc une majo-
ration pre´cise du nombre de points pe´riodiques (voir section 2.3). Il nous
faut maintenant e´tablir une minoration de ce nombre en cre´ant beaucoup
–environ λ1(f)
n– de points pe´riodiques selles d’ordre n. La strate´gie est a`
pre´sent de construire un (1, 1)-courant ferme´ positif T+ (resp. T−) tel que
{T+} = α+ (resp. {T−} = α−) et f∗T+ = λT+ (resp. f∗T− = λT−).
Comme les classes α+ et α− s’intersectent positivement, on peut espe´rer
donner un sens au produit d’intersection µf = T
+ ∧ T− qui produira alors
une mesure dynamiquement inte´ressante.
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4.3 Courants invariants
Rappelons que dans toute la suite du chapitre 4, f : X → X est un
endomorphisme me´romorphe 1-stable tel que λ := λ1(f) > λ2(f). Soit ω
une forme de Ka¨hler sur X. Soit α+ ∈ H1,1nef(X,R) (resp. α−) une classe
non-nulle telle que f∗α+ = λα+ (resp. f∗α− = λα−). Il re´sulte du The´ore`me
4.7 que les classes α+, α− sont uniques a` une constante multiplicative pre`s.
On normalise les classes α+, α−, {ω} en imposant
α+ · α− = α+ · {ω} = α− · {ω} = 1.
4.3.1 Le courant f ∗-invariant canonique
The´ore`me 4.9 Il existe un unique courant positif ferme´ T+ de bidegre´
(1, 1) sur X tel que f∗T+ = λT+, {T+} = α+ et
1
λn
(fn)∗ω −→ T+.
Esquisse de preuve. Soit θ+ une forme lisse ferme´e de bidegre´ (1, 1) sur X
dont la classe de cohomologie est e´gale a` α+. L’invariance f∗α+ = λα+ se
traduit, graˆce au ddc-lemma de la the´orie de Hodge (voir [GH] p 149), par
1
λ
f∗θ+ = θ+ + ddcγ+, (4.2)
ou` γ+ ∈ L1(X,R) est une fonction lisse hors de If , qui peut avoir des
singularite´s logarithmiques aux points d’inde´termination.
Comme f est 1-stable, on peut prendre le pull-back de cette e´quation par
les ite´re´s fn de f . La relation de compatibilite´ (fn)∗ = (f∗)n donne alors
1
λn
(fn)∗θ+ = θ+ + ddcg+n , ou` g
+
n :=
n−1∑
j=0
1
λj
γ+ ◦ f j.
La difficulte´ consiste a` montrer que la suite (g+n ) converge dans L
1(X).
Nous affirmons que la fonction γ+ est majore´e sur X. Lorsque la forme
θ+ est semi-positive, la fonction γ+ est quasiplurisousharmonique (qpsh),
i.e. localement diffe´rence d’une fonction psh (un potentiel local du courant
positif λ−1f∗θ+) et d’une fonction lisse (potentiel local de θ+) ; elle est donc
bien majore´e dans ce cas. La semi-positivite´ de θ+ est une hypothe`se forte
sur la positivite´ de la classe α+ que l’on peut toutefois ve´rifier lorsque X est
une surface rationnelle minimale. Dans le cas ge´ne´ral, nous allons montrer
que la fonction γ+ ◦ π1 est qpsh sur le graphe de´singularise´ Γ˜f . Si l’on tire
en arrie`re par π1 l’e´quation (4.2), il vient
ddc(γ+ ◦ π1) = 1
λ
π∗1((π1)∗π
∗
2θ
+)− π∗1θ+ =
1
λ
[π∗2θ
+ +R]− π∗1θ+, (4.3)
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ou`R = π∗1(π1)∗η−η et η = π∗2θ+. Comme π1 est une composition d’e´clatements,
on ve´rifie que R est un courant positif, supporte´ par le diviseur exceptionnel
de π1 : c’est une formule de “pull-push” (appliquer la formule d’aller-retour
a` π−11 ). Nous renvoyons le lecteur a` [DG] pour plus de de´tails. L’e´galite´ (3.3)
exprime donc ddc(γ+ ◦ π1) comme la somme d’un courant positif et d’une
forme lisse. La fonction γ+ ◦ π1 est ainsi qpsh, donc majore´e sur Γ˜f , d’ou`
γ+ est majore´e sur X.
Quitte a` retrancher une constante, on peut donc supposer que supX γ
+ =
0. Cela permet d’exprimer la suite g+n comme une suite de´croissante de
fonctions presque-qpsh. On montre alors par des arguments classiques que
la limite n’est pas identiquement −∞, notons la g+. Ainsi
1
λn
(fn)∗θ+ −→ T+ := θ+ + ddcg+.
Le reste des assertions s’ensuit aise´ment. Nous renvoyons le lecteur aux
articles cite´s ci-dessous pour plus de de´tails. 
Remarque 4.10 La construction du courant T+ est due a` N.Sibony pour
un endomorphisme rationnel quelconque de X = P2 [S] (certains cas par-
ticuliers avaient e´te´ traite´s par J.E.Fornaess et N.Sibony dans [FS 2,3,4]).
Nous avons ge´ne´ralise´ son approche en l’e´tendant au cas des surfaces de
Hirzebruch dans [G 1]. J.Diller et C.Favre ont construit [DF] le courant T+
lorsque f est birationnel. Le cas ge´ne´ral e´nonce´ ici est de´montre´ dans [DG],
en collaboration avec J.Diller.
Observons que le courant T+ est canonique en ce sens que si θ est n’im-
porte quelle forme lisse ferme´e de bidegre´ (1, 1), alors
1
λn
(fn)∗θ → cT+, avec c = {θ} · α−.
Plus ge´ne´ralement on peut s’inte´resser a` la convergence de λ−n(fn)∗θ lorsque
θ est un (1,1)-courant positif ferme´ (voir la discussion qui pre´ce`de le The´ore`me
4.12). Nous traitons ici un cas simple d’e´quidistribution (et renvoyons le lec-
teur a` [RS], [S] pour des re´sultats d’e´quidistribution plus ge´ne´raux).
Proposition 4.11 Supposons X = P2. Alors
1
λn
(fn)∗[L] −→ T+,
pour presque toute droite projective L ∈ (P2)∗.
Preuve. Notons ν∗ la mesure de Fubini-Study sur l’ensemble (P2)∗ des droites
projectives de P2. La formule de Crofton (voir [Ci]) permet d’exprimer la
forme de Ka¨hler ω de Fubini-Study,
ω =
∫
a∈(P2)∗
[La]dν
∗(a)
78
comme une moyenne de courants d’inte´gration sur les droites projectives
La ⊂ P2. Cela se traduit, au niveau des potentiels, par [La] = ω+ ddcϕa, ou`
ϕa[z] = log
[ |z ∧ a|
||z|| · ||a||
]
≤ 0, avec
∫
a∈(P2)∗
ϕa[z]dν
∗(a) = −1.
Pour montrer la convergence de λ−n(fn)∗[La] vers T+, il suffit donc de
montrer que λ−nϕa ◦ fn converge vers 0 dans L1(P2). Posons
ψ(a) :=
∑
n≥0
ψn(a), ψn(a) =
∫
[z]∈P2
− 1
λn
ϕa ◦ fn[z]dν[z],
ou` ν de´signe la forme volume de Fubini-Study sur P2. Alors ψ est inte´grable.
En effet, c’est une limite croissante de fonctions positives (ϕa ≤ 0) telle que∫
a∈(P2)∗
ψ(a)dν(a) =
∑
n≥0
∫
[z]∈P2
∫
a∈(P2)∗
−λ−nϕa ◦ fn[z]dν∗(a)dν[z]
=
∑
n≥0
λ−n < +∞.
En particulier ψ est finie presque partout, donc ψn(a)→ 0 presque partout,
d’ou` λ−n(fn)∗[La]→ T+, ν∗-presque partout. 
4.3.2 Proprie´te´s d’extre´malite´
Il est naturel de se demander s’il existe d’autres courants invariants :
peut-on de´crire le coˆne des courants positifs ferme´s S de bidegre´ (1, 1) tels
que f∗S = λS ? C’est l’analogue, dans le contexte des endomorphismes
de petit degre´ topologique, du proble`me de la caracte´risation des points
exceptionnels pour les endomorphismes de grand degre´ topologique.
L’analyse du spectre de f∗ (The´ore`me 4.7) montre que la classe {S} d’un
tel courant est proportionnelle a` α+. On a donc S = cθ++ ddcϕS , pour une
constante c ≥ 0 et une fonction qpsh ϕS ∈ L1(X) uniquement de´termine´e si
on impose supX ϕS = 0. Ainsi
1
λn
(fn)∗S = c
1
λn
(fn)∗θ+ + ddc
(
1
λn
ϕS ◦ fn
)
.
Il s’agit donc de savoir a` quelle condition la suite λ−nϕS ◦ fn converge
vers 0 dans L1(X) pour pouvoir conclure (ou non) a` la convergence de
la suite λ−n(fn)∗S vers cT+. Plusieurs auteurs se sont inte´resse´s a` cette
question (voir e.g. [BS 2], [FS 1,2,3,4], [HP 1], [Dil 1], [RS], [S], [FaJ 1]).
Nous avons donne´, en collaboration avec C.Favre, une solution comple`te a`
ce proble`me dans le cas des endomorphismes birationnels (voir [FaG]). La
principale technique – de´veloppe´e par C.Favre dans sa the`se – consiste a`
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mettre au point des estime´es de volume via un controˆle asymptotique des
multiplicite´ locales (voir The´ore`me 1.7 et Lemma 1.9), qui permettent de
controˆler la convergence de la suite λ−nϕS ◦ fn dans l’esprit de la preuve du
The´ore`me 1.10.
Nous n’explicitons pas ces re´sultats ici et renvoyons le lecteur aux articles
originaux. Nous conside´rons uniquement le cas, plus simple, ou` le courant S
est domine´ par T+.
Notons T le coˆne des courants positifs ferme´s de bidegre´ (1, 1) sur X, et
Tf∗ le sous-coˆne des courants S ∈ T tels que f∗S = λS.
The´ore`me 4.12 Si 0 ≤ S ≤ T+, alors λ−n(fn)∗S → cT+, c = {S} · α−.
En particulier T+ est extre´mal dans le coˆne Tf∗ des courants f∗-invariants.
Si λ2(f) = 1, alors T
+ est un point extre´mal du coˆne T .
Nous verrons un peu plus loin qu’il s’agit la` de proprie´te´s de nature
ergodiques du courant T+.
Esquisse de preuve. Lorsque le courant S est domine´ par T+, ses potentiels
sont au moins aussi re´guliers que ceux de T+. Cela se traduit par l’ine´galite´
ϕT+ ≤ ϕS ≤ 0. Or ϕT+ diffe`re de g+ d’une constante additive, donc par
construction
λ−nϕT+ ◦ fn ≃ λ−ng+ ◦ fn −→ 0 dans L1(X).
On en de´duit que λ−nϕS ◦ fn → 0, et donc λ−n(fn)∗S → cT+.
En particulier si S ∈ Tf∗ est un courant invariant tel que 0 ≤ S ≤ T+,
alors S = cT+ donc le courant T+ est un point extre´mal du coˆne Tf∗ .
Lorsque λ2(f) = 1, on peut raffiner le re´sultat de convergence ci-dessus
pour le rendre uniforme par rapport a` S. Plus pre´cise´ment soit S ∈ T tel
que 0 ≤ S ≤ T+. Le courant T+ ve´rifie f∗T+ = λT+ donc e´galement
f∗T+ = (f−1)∗T+ = λ−1T+ dans X \ Cf−1 , ou` Cf−1 de´signe l’ensemble
critique de f−1. Les courants positifs ferme´s Sj := λj(f j)∗S sont donc bien
de´finis et domine´s par T+ dans X \ Cf−1 . On note encore Sj leur extension
triviale a` travers Cf−1 : ce sont a` nouveau des e´le´ments de T (The´ore`me
d’extension de Skoda [Sk]) domine´s par T+. Ils ve´rifient λ−j(f j)∗Sj ≡ S
dans X, donc Sj est cohomologue a` cθ
+, 0 ≤ c ≤ 1, et on peut appliquer
le raisonnement ci-dessus pour conclure a` S = λ−j(f j)∗Sj → cT+, donc
S = cT+, c’est a` dire que T+ est un point extre´mal du coˆne T . 
Remarque 4.13 Ce re´sultat est duˆ a` J.E.Fornaess et N.Sibony [FS 3]
lorsque f est une application de He´non complexe (voir The´ore`me 2.4 dans
[G 1] pour le cas ge´ne´ral).
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4.3.3 Laminarite´
Lorsque f est un diffe´omorphisme holomorphe d’Anosov (i.e. lorsque X
est un tore, cf [Gh]), T+ est un cycle feuillete´ associe´ au feuilletage holo-
morphe stable. Dans notre contexte de non hyperbolicite´ uniforme, il faut
remplacer la notion de cycle feuillete´ par une notion plus faible, introduite
par E.Bedford, M.Lyubich et J.Smillie dans [BLS 1].
De´finition 4.14 Un courant T est dit uniforme´ment laminaire s’il peut
eˆtre localement de´crit par une moyenne de courants d’inte´gration sur des
graphes disjoints. Un courant T est dit laminaire s’il peut eˆtre approche´
par une suite croissante de courants localement uniforme´ment laminaires.
Ces auteurs ont de´montre´ que T+ est laminaire lorsque f est une appli-
cation de He´non complexe [BLS 1], [BS 3]. Leur approche a e´te´ ge´ne´ralise´e
au cas des automorphismes des surfaces projectives par S.Cantat [Ca 1],
puis a` celui des endomorphismes me´romorphes des surfaces projectives par
R.Dujardin [Du 1]. Enfin H.deThelin [DeT 1] a traite´ le cas des surfaces
ka¨hle´riennes non projectives :
The´ore`me 4.15 Le courant T+ est laminaire.
Esquisse de preuve. On va supposer pour simplifier queX = P2 et λ2(f) = 1.
Soit L ⊂ P2 une droite projective ge´ne´rique. Il re´sulte de la Proposition 4.11
que λ−n(fn)∗[L]→ T+. Posons Cn := f−nL. Ce sont des courbes singulie`res
de degre´ dn = λ
n et de genre 1 car f−n|L : L ≃ P1 → Cn est une re´solution
(non minimale) des singularite´s de Cn.
L’ide´e est que si l’on projette Cn sur une droite ge´ne´rique P1 de P2, alors
on peut espe´rer e´crire localement Cn comme un graphe au dessus de P1. Il
faut bien suˆr se placer hors des singularite´s et e´viter e´galement les points ou`
Cn est tangente a` la projection. Nous allons de´nombrer ceux-ci.
Commenc¸ons par les points singuliers de Cn. Notons nx(Cn) le nombre
de composantes irre´ductibles locales de Cn au point x. Soit π : Cˆn → Cn une
re´solution minimale des singularite´s de Cn. Alors∑
x∈Sing(Cn)
nx(Cn) = nombre de points de π−1(Sing Cn)
≤ ♯fn(Sing Cn) ∩ L ≤ Crit(f−n) · L,
si l’on choisit L de sorte qu’elle e´vite l’ensemble de´nombrable ∪j≥0If−j .
Comme l’ensemble critique Crit(f−n) est de degre´ 3λn − 3, on en de´duit∑
x∈Sing(Cn)
nx(Cn) ≤ 3λn − 3 = O(dn).
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Soit πp : P
2\{p} :→ P1 la projection holomorphe sur une droite P1, issue
d’un point ge´ne´rique p. On de´coupe P1 en morceaux Q (“carre´s”) de petit
diame`tre . r (donc d’aire . r2), formant une subdivisonQ de P1. Soit Γ une
composante connexe de Cn∩π−1(Q). On dit que Γ est une bonne composante
si c’est un graphe au dessus de Q (i.e. πp : Γ→ Q est un home´omorphisme),
et que c’est une mauvaise composante sinon. Observons que les mauvaises
composantes sont celles qui contiennent un point singulier de Cn ou un point
x en lequel la droite (px) est tangente a` Cn. On peut controˆler le nombre
de ces derniers en utilisant la formule de Hurwitz, applique´e a` l’application
π := πp ◦ p : Cˆn → P1, ou` p : Cˆn → Cn est une re´solution des singularite´s de
Cn. On obtient (voir Proposition 3.3 de [Du 1]),
♯{mauvaises composantes} ≤ 4gn + 4dn +
∑
x∈Sing(Cn)
nx(Cn) = O(dn),
ou` gn de´signe le genre de Cˆn (il vaut 1 ici). Conside´rons alors
TQ,n :=
1
dn
∑
Q∈Q
∑
Γb.c.
[Γ] ≤ Tn := 1
dn
[Cn].
Le courant TQ,n est uniforme´ment laminaire (car les bonnes composantes
b.c. sont des graphes) et presque e´gal a` Tn puisque
0 ≤ 〈Tn − TQ,n, π∗pωP1〉 ≤ Cr2, (4.4)
ou` ωP1 de´signe la forme de Fubini-Study sur la droite de projection.
Soit TQ une valeur d’adhe´rence de la suite TQ,n. Un argument de familles
normales permet de montrer que TQ est uniforme´ment laminaire. En raffi-
nant la subdivision Q (donc en faisant tendre r vers 0), on obtient une suite
croissante de courants uniforme´ment laminaires de masses uniforme´ment
borne´es. Soit T∞ la limite croissante de ces courants. Il re´sulte de (4.4) que
〈T∞, π∗pωP1〉 = 〈T+, π∗pωP1〉.
Pour un choix ge´ne´rique de p, cela implique T+ = T∞. Nous renvoyons le
lecteur a` [Du 1] pour plus de de´tails. 
Remarque 4.16 Le re´sultat e´nonce´ par R.Dujardin dans [Du 1] fait in-
tervenir une hypothe`se technique, la condition (H), qui est superflue (voir
[DDG]).
Lorsque X n’est pas projective (ainsi kod(X) = 0 d’apre`s le The´ore`me
2.14), on ne peut pas utiliser de projection sur une courbe comme nous
l’avons esquisse´. Il faut faire une analyse locale. Celle-ci a e´te´ mene´e a` bien
par H.deThelin dans [DeT 1], ou` la the´orie d’Ahlfors remplace la formule
de Hurwitz. Cependant l’estimation (4.4) de la masse de T+−TQ est moins
pre´cise que dans le cas projectif. Cela pose proble`me lorsque l’on souhaite
intersecter ge´ome´triquement deux tels courants (voir paragraphe 4.4.3)..
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4.3.4 Courants f∗-invariants
Nous souhaitons a` pre´sent construire un courant f∗-invariant T− qui va
jouer un roˆle analogue a` celui de T+. Lorsque λ2(f) = 1, il suffit d’appliquer
la construction pre´ce´dente a` f−1. Lorsque λ2(f) ≥ 2, certaines difficulte´s
techniques supple´mentaires apparaissent, re´solues dans [DDG] :
The´ore`me 4.17 Il existe un unique courant positif ferme´ T− de bidegre´
(1, 1) sur X tel que f∗T− = λT−, {T−} = α− et
1
λn
(fn)∗ω −→ T−.
Esquisse de preuve. La construction est tout a` fait analogue a` celle de T+.
Le point de de´part est encore le ddc-lemma, qui donne ici
1
λn
(fn)∗θ− = θ− + ddcg−n , avec g
−
n :=
n−1∑
j=0
1
λj
(f j)∗γ−,
pour une fonction γ− ∈ L1(X,R). Comme dans la preuve du The´ore`me 4.9,
la difficulte´ est de montrer que la fonction γ− est essentiellement majore´e,
ce que nous obtenons dans [DDG] en montrant que la classe α− peut-eˆtre
repre´sente´e par un courant positif ferme´ qui admet un potentiel borne´. On
peut alors supposer que γ− est ne´gative, et on obtient une suite de´croissante
de potentiels (g−n ) qui converge dans L1(X).
Certains cas particuliers sont plus faciles a` traiter : lorsque X est une
surface rationnelle minimale, la classe α− est semi-positive et la construction
de T− est obtenue dans [G 1]. Lorsque kod(X) = 0, on peut contourner la
difficulte´ en utilisant une forme volume invariante. On travaille dans ce cas
sur un mode`le minimal. Comme 12KX = 0, il existe une 2-forme holomorphe
η sur X –essentiellement unique– qui ne s’annule nulle part. La forme f∗η
est une 2-forme holomorphe dans X \If qui se prolonge de fac¸on holomorphe
a` travers If , car codimCIf ≥ 2. On a donc f∗η = ζη, avec ζ ∈ C. Soit alors
ν := iη ∧ η : c’est une forme volume sur X telle que f∗ν = |ζ|2ν. On a
donc |ζ|2 = λ2(f) et f∗ν = λ2(f)ν. On en de´duit la convergence de g−n dans
L1(ν), car
∑
j≥0
1
λj
∫
X
|(f j)∗γ−|dν =
∑
j≥0
(
λ2(f)
λ
)j ∫
|γ−|dν < +∞,
puisque λ = λ1(f) > λ2(f). 
Il serait inte´ressant de caracte´riser l’ensemble des courants f∗-invariants,
mais nous ne disposons pas d’estime´es de volume pour les images re´ciproques
lorsque λ2(f) ≥ 2. Lorsque λ2(f) = 1, f∗ = (f−1)∗ et on peut appliquer les
re´sultats de la section 4.3.2. Le courant T− jouit cependant d’une proprie´te´
ergodique forte, qui s’apparente au me´lange [DDG] :
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The´ore`me 4.18 Le courant T− est extre´mal dans le coˆne Tf∗ des courants
f∗-invariants. Si kod(X) = 0 et (α−)2 = 0, alors T− est un point extre´mal
du coˆne T .
Preuve. La preuve de l’extre´malite´ de T− dans le coˆne Tf∗ des (1, 1)-courants
positifs ferme´s S tels que f∗S = λS est analogue a` celle du The´ore`me 4.12.
Supposons a` pre´sent que X est de dimension de Kodaira nulle et que
(α−)2 = 0. Soit S un courant positif ferme´ de bidegre´ (1, 1) tel que 0 ≤
S ≤ T−. Il s’agit de montrer que S est proportionnel a` T−. L’hypothe`se
(α−)2 = 0 assure que α− est une classe extre´male dans H1,1nef (X,R) (donc
S est cohomologue a` cθ−, 0 ≤ c ≤ 1), et que c’est un vecteur propre pour
l’ope´rateur f∗,
f∗α− =
λ2
λ
α− et
1
λ2
f∗f∗α− = α−.
Cela re´sulte de la formule d’aller-retour et nous renvoyons le lecteur a` [DDG]
pour plus de de´tails. Posons
T−j :=
λj
λj2
(f j)∗T− et Sj :=
λj
λj2
(f j)∗S.
Les courants T−j et Sj sont encore cohomologues a` θ
−, cθ− et ve´rifient
1
λj
(f j)∗T−j ≡ T− et
1
λj
(f j)∗Sj ≡ S
Nous allons montrer que la suite de courants positifs (λ−j(f j)∗Sj) converge
vers cT−, ce qui assurera S = cT−.
Posons Rj := T
−
j − Sj ≥ 0 et fixons uj, vj , wj ∈ L1(X) telles que
T−j = θ
− + ddcuj , Sj = cθ− + ddcvj, et Rj = (1− c)θ− + ddcwj .
On normalise les fonctions uj , vj , wj par
∫
X ujdν =
∫
X vjdν =
∫
X wjdν = 0.
Comme la normalisation est line´aire, on a uj = vj + wj. Cette normali-
sation implique e´galement que les suites (uj), (vj), (wj) sont relativement
compactes dans L1(X) (voir [GZ 1]), en particulier ces suites sont toutes
uniforme´ment majore´es sur X.
Il re´sulte de l’e´galite´ λ−j(f j)∗T−j = T
− et de l’invariance de ν que
u˜j :=
1
λj
(f j)∗uj = g− − g−j −→ 0 dans L1(X).
L’ine´galite´ uj − C ≤ vj ≤ C donne ainsi
u˜j − Cλ
j
2
λj
≤ 1
λj
(f j)∗vj ≤ Cλ
j
2
λj
,
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d’ou` v˜j := λ
−j(f j)∗vj → 0. Il s’ensuit que
S = λ−j(f j)∗Sj = lim
j→+∞
[
cλ−j(f j)∗θ− + ddc(v˜j)
]
= cT−.

Remarquons que la condition (α−)2 = 0 est ve´rifie´e lorsque f est holo-
morphe (voir preuve du The´ore`me 4.7).
4.4 La mesure canonique
Dans toute la suite du chapitre 4, nous supposons que f : X → X
est un endomorphisme me´romorphe 1-stable tel que λ := λ1(f) > λ2(f).
Nous avons contruit deux courants positifs canoniques invariants T+, T− qui
repre´sentent les classes de cohomologie α+, α−. Rappelons que nous avons
normalise´ ces classes et impose´
α+ · α− = {T+} · {T−} = 1.
4.4.1 De´finition pluripotentialiste
Nous souhaitons a` pre´sent de´finir une mesure invariante µf en conside´rant
le produit d’intersection µf := T
+∧T−. On ne peut pas toujours donner un
sens a` un tel produit : les courants T± sont des formes diffe´rentielles a` coef-
ficients distributions, et il n’est pas toujours possible de de´finir le produit de
deux distributions. On y arrive cependant lorsque les potentiels g± de T±
ne sont pas trop singuliers (voir [BT], [De]). Lorsque g+ est inte´grable par
rapport a` la mesure trace de T−, on peut ainsi de´finir le courant g+T− et
poser
µf := θ
+ ∧ T− + ddc(g+T−).
Notons que cette de´finition est syme´trique au sens ou` g+ ∈ L1(T−) si et
seulement si g− ∈ L1(T+), comme on le ve´rifie en inte´grant par parties,∫
X
g+T− ∧ ω =
∫
X
g−T+ ∧ ω +
∫
X
[g+θ− − g−θ+] ∧ ω.
Nous ne connaissons a` l’heure actuelle aucun exemple pour lequel cette
condition n’est pas ve´rifie´e. Cela justifie la
Question 4.19 A-t-on toujours g+ ∈ L1(T− ∧ ω) ?
En supposant cette condition satisfaite, nous montrons, en collaboration
avec J.Diller dans [DG], que la mesure µf est une mesure de probabilite´ qui
ne charge pas les points d’inde´termination : c’est donc une mesure invariante,
f∗µf = µf , comme on peut le voir en approximant µf par les mesures a`
densite´ µn := λ
−2n(fn)∗θ+ ∧ (fn)∗θ−.
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Il reste a` de´terminer quand cette condition est effectivement satisfaite.
C’est une motivation de l’article [DG] qui fait le point sur les proprie´te´s de
re´gularite´ des fonctions de Green dynamiques g±. Lorsque f est holomorphe,
ces fonctions sont ho¨lderiennes (meˆme preuve que pour la Proposition 1.2)
et la condition est donc satisfaite. Nous avons vu cependant au paragraphe
3.3.1 que de tels endomorphismes sont rares (voir corollaire 3.7).
Lorsque f est seulement me´romorphe, les points d’inde´termination ont
tendance a` cre´er des singularite´s logarithmiques. Or il peut y en avoir beau-
coup (Exemple 4.35). Il faut donc s’inte´resser a` des notions de re´gularite´
plus faibles. Si les fonctions g± sont de gradient L2, alors g+ ∈ L1(T− ∧ ω).
En effet, on peut supposer g+ ≤ 0 et l’ine´galite´ de Cauchy-Schwarz implique
0 ≤
∫
X
(−g+)T− ∧ ω = O(1) +
∫
X
dg+ ∧ dcg− ∧ ω (4.5)
.
(∫
dg+ ∧ dcg+ ∧ ω
)1/2(∫
dg− ∧ dcg− ∧ ω
)1/2
< +∞. (4.6)
Nous analysons cette condition dans [DG]. Elle n’est pas toujours satisfaite
lorsque X est rationnelle (voir Exemple 4.36). Lorsque kod(X) = 0, on a le
re´sultat suivant [DDG].
Proposition 4.20 Si kod(X) = 0 alors ∇g− ∈ L2(X).
Preuve. Rappelons que nous travaillons ici sur le mode`le minimal. Dans ce
cas f est non-ramifie´, donc 1-stable (Proposition 4.5). De plus l’ope´rateur
f∗ pre´serve l’ensemble des fonctions continues. Il s’ensuit que la fonction γ−
de la preuve du The´ore`me 4.17 est en re´alite´ continue, et que la suite de
fonctions continues (g−n ) converge uniforme´ment vers g−.
On ve´rifie aise´ment que le gradient d’une fonction quasiplurisousharmo-
nique borne´e (en particulier continue) est dans L2(X). 
Dans un article re´cent [BDi 2], E.Bedford et J.Diller ont e´tudie´ une
condition le´ge`rement plus forte qui leur permet de mener a` bien une partie
de l’e´tude dynamique des endomorphismes birationnels.
De´finition 4.21 L’endomorphisme f ve´rifie la condition (BD) si la fonc-
tion g− est finie en tout point d’inde´termination de f .
Il s’ave`re que cette condition est syme´trique en f/f−1. Elle implique
que les fonctions g± sont de gradient L2, et meˆme un peu plus (voir [BDi
2], [DG]). Les diffe´rentes conditions rencontre´es jusqu’a` pre´sent peuvent s’in-
terpre´ter en termes de proprie´te´s de re´currence des points d’inde´termination :
– f est 1-stable ssi log dist(If−1 , f
−nIf ) > −∞ pour tout n ≥ 1 ;
– ∇g+ ∈ L2 ssi ∑n≥1 λ−2n log dist(If−1 , f−nIf ) > −∞ ;
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– f satisfait la condition (BD) ssi
∑
n≥1 λ
−n log dist(If−1 , f−nIf ) > −∞.
Lorsque f est 1-stable, l’ensemble d’inde´termination ite´re´ Ifn est e´gal a`
If ∪ f−1If ∪ · · · f−n+1If . Les conditions de re´gularite´ ci-dessus mesurent
donc a` quelle vitesse les ensembles Ifn et If−n se rapprochent l’un de l’autre.
Nous renvoyons le lecteur a` [BDi 2], [DG], [DDG] pour la justification de ces
e´quivalences et la preuve du re´sultat suivant :
Proposition 4.22 Si f ve´rifie la condition (BD) alors log ||Df || ∈ L1(µf ).
Si kod(X) = 0 alors f ve´rifie la condition (BD).
Si f : P2 → P2 est birationnel et ve´rifie (BD), alors fA := A ◦ f est
birationnel et ve´rifie (BD) pour toute matrice A ∈ PGL(3,C) hors d’un
ensemble pluripolaire de PGL(3,C).
Nous verrons plus loin (Exemple 4.36) des exemples d’endomorphismes
birationnels 1-stables de P2 qui ne satisfont pas la condition (BD).
4.4.2 Ergodicite´
Dans toute la suite nous supposons que g+ ∈ L1(T− ∧ ω).
The´ore`me 4.23 La mesure µf est ergodique.
Si T− est un courant extre´mal, alors µf me´lange.
Remarque 4.24 Ce re´sultat a e´te´ e´tabli pour les applications de He´non
complexes par E.Bedford et J.Smillie [BS 2]. La preuve indique´e ci-dessous
reprend les simplifications apporte´es par J.E.Fornaess et N.Sibony dans [FS
3] et par l’auteur et N.Sibony dans [GS].
Notons que µf est me´langeante lorsque λ2(f) = 1. Nous indiquerons au
paragraphe 5.1.1 comment montrer que µf est toujours faiblement me´langeante.
Esquisse de preuve. Supposons T− extre´mal et montrons que µf me´lange.
Soit χ,ψ des fonctions test. On ne perd rien en supposant que 0 ≤ χ ≤ 1. Il
s’agit de montrer que ∫
X
χψ ◦ fndµf −→ cχcψ,
ou` cχ =
∫
χdµf , cψ =
∫
ψdµf . On observe que∫
χψ ◦ fndµf = 〈λ−n(fn)∗(ψT+), χT−〉 = 〈ψT+, λ−n(fn)∗(χT−)〉.
Il s’agit donc de montrer que la suite de mesures (µn) converge faiblement
vers la mesure cχµf , ou`
µn = Rn ∧ T+, avec Rn := 1
λn
(fn)∗(χT−).
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Les courants Rn sont des courants positifs non-ferme´s qui sont domine´s par
T−. On montre que leur bord tend en masse vers 0 (voir Lemme 4.25 ci-
dessous). Il s’ensuit que toute valeur d’adhe´rence R = limRni de la suite
(Rn) est un courant positif ferme´ domine´ par T
−. Comme T− est extre´mal,
il vient R = cRT
−. Or on calcule
cR = 〈R, θ+〉 = lim
ni→+∞
〈Rni , θ+〉 = cχ,
d’ou` cR est inde´pendante de R. C’est donc que la suite (Rn) converge en
fait vers le courant cχT
−.
Si T+ e´tait une forme lisse, on en de´duirait imme´diatement que µn =
Rn ∧ T+ converge vers cχT− ∧ T+. Ce n’est pas le cas, mais T+ est tre`s
bien approche´ par les formes θ+j := λ
−j(f j)∗θ+ : j e´tant fixe´, on obtient
Rn∧θ+j → cχT−∧θ+j car θ+j est lisse (hors d’un nombre fini de points), puis
on montre que Rn ∧ (T+ − θ+j ) tend vers 0 uniforme´ment par rapport a` n,
lorsque j tend vers +∞ (voir la preuve du The´ore`me 4.1 dans [GS] pour les
de´tails).
Lorsque T− est seulement extre´mal dans le coˆne Tf∗ des courants f∗-
invariants, on peut reprendre les arguments ci-dessus en remplac¸ant par-
tout µn par µ
′
n := n
−1∑n−1
j=0 µj et Rn par R
′
n := n
−1∑n−1
j=0 Rj. Les valeurs
d’adhe´rences de la suite (R′n) sont des courants positifs ferme´s invariants,
car f∗Rj = λRj+1. On en de´duit la convergence de R′n vers cχT−, puis celle
de µ′n vers cχµf , ce qui montre que µf est ergodique. 
Pour faire fonctionner la me´thode pre´ce´dente, il est ne´cessaire de controˆler
la masse des courants dRn et dd
cRn. C’est l’objet du lemme suivant de´montre´
par E.Bedford et J.Smillie lorsque f est une application de He´non complexe
(voir Lemme 1.2 dans [BS 2]) et qui se ge´ne´ralise aise´ment a` notre cadre.
Lemme 4.25 On a ||dRn|| = O(λ−n/2) et ||ddcRn|| = O(λ−n).
Remarque 4.26 L’estimation de la vitesse de me´lange est plus de´licate
que dans le cas des endomorphismes de grand degre´ topologique. Elle a e´te´
obtenue par T.C.Dinh [Di 2] pour les applications de He´non complexes. Elle
n’est pas connue dans le cadre plus ge´ne´ral des endomorphismes birationnels
qui ve´rifient la condition (BD).
4.4.3 De´finition ge´ome´trique
Pour pousser plus avant l’e´tude des proprie´te´s ergodiques de la mesure
µf , il est ne´cessaire de donner une interpre´tation ge´ome´trico-dynamique de
celle-ci. Nous supposons pour simplifier dans la suite que λ2(f) = 1. Dans
ce cas les courants T+ et T− sont laminaires (The´ore`me 4.15).
Si S+, S− sont deux courants uniforme´ment laminaires, localement de´crits
par une moyenne sur des disques
S± =
∫
[∆±a ]dν
±(a),
on peut de´finit leur intersection ge´ome´trique par
S+∧˙S− :=
∫ ∫
[∆+a ∩∆−b ]dν+(a)dν−(b).
On ve´rifie que cette de´finition co¨ıncide avec la de´finition pluripotentialiste
(voir The´ore`me 3.1 dans [Du 2]).
Lorsque les courants S+, S− sont seulement laminaires, on de´finit leur in-
tersection ge´ome´trique S+∧˙S− comme limite des intersections ge´ome´triques
de leurs approximants uniforme´ments laminaires. Malheureusement cette
de´finition ne co¨ıncide pas toujours avec la de´finition pluripotentialiste (voir
le second paragraphe de [Du 2] pour des exemples). Lorsqu’on a un controˆle
quantitatif de l’approximation de S± par des courants uniforme´ment lami-
naires (comme c’est le cas dans le The´ore`me 4.15, cf (4.4)), on peut espe´rer
montrer que les deux notions de produit exte´rieur co¨ıncident.
R.Dujardin justifie cette attente dans [Du 2,4,5] en de´montrant :
The´ore`me 4.27 Supposons X projective. Si f ve´rifie la condition (BD)
alors les courants T+ et T− s’intersectent ge´ome´triquement.
Esquisse de preuve. On approxime T± par des courants T±r qui sont uni-
forme´ment laminaires associe´s a` une subdivison Q en cubes Q de taille r,
de telle sorte que la masse des diffe´rences satisfait
||T± − T±r || ≤ Cr2, ou` T±r :=
∑
Q∈Q
T±Q .
Il s’agit d’estimer la masse de la diffe´rence entre T+ ∧ T− (de´finition pluri-
potentialiste) et
∑
Q T
+
Q ∧ T−Q (intersection ge´ome´trique).
Quitte a` le´ge`rement bouger la subdivision Q, on peut supposer que la
mesure T+∧T− ne charge pas le bord des cubes Q. Soit χ une fonction test
qui s’annule pre`s du bord des cubes et est identique a` 1 dans la plus grande
partie de Q (les de´rive´es d’ordre 1 de χ explosent donc comme C/r, lorsque
r → 0). Il nous faut montrer que la quantite´∫
X
χ(T+ ∧ T− − T+r ∧ T−r ) =
∑
Q
∫
Q
χ(T+ ∧ T− − T+Q ∧ T−Q )
tend vers 0 lorsque r → 0. Comme χ est a` support compact dans chaque
cube Q, on peut traiter les inte´grales se´pare´ment. Par syme´trie il suffit de
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controˆler la masse de T+ ∧ (T− − T−Q ) dans Q. Or T+ = ddcG+ dans Q,
pour un potentiel local G+ qui est de gradient L2 par rapport a` T− (c’est
la proprie´te´ (BD)). L’ine´galite´ de Cauchy-Schwarz implique alors∫
χddcG+ ∧ (T− − T−Q ) = −
∫
dχ ∧ dcG+ ∧ (T− − T−Q )
≤
(∫
dG+ ∧ dcG+ ∧ (T− − T−Q )
)1/2(∫
dχ ∧ dcχ ∧ (T− − T−Q )
)1/2
≤ C
(∫
dG+ ∧ dcG+ ∧ (T− − T−Q )
)1/2
.
Lorsque r→ 0, T−Q croˆıt vers T− et cette dernie`re inte´grale converge vers 0
(il suffit d’approximer dG+ par une suite de formes lisses dans L2(T−)) . 
4.5 Proprie´te´s ergodiques de µf
Nous testons ici la conjecture dans l’une des deux situations suivantes :
1. Hypothe`ses : kod(X) = −∞, λ2(f) = 1 et condition (BD). Ainsi,
– on peut supposer que f est 1-stable (The´ore`me 4.6) ;
– on sait construire les courants invariants T+, T− (The´ore`me 4.9) ;
– ils sont extre´maux et laminaires (The´ore`mes 4.12 et 4.15) ;
– la mesure µf := T
+ ∧ T− est bien de´finie (voir (4.6)), me´langeante
(The´ore`me 4.23) et ge´ome´trique (The´ore`me 4.27) ;
– les exposants de Lyapunov de µf sont bien de´finis (Proposition 4.22).
La conjecture a e´te´ de´montre´e dans ce contexte par E.Bedford, M.Lyubich
et J.Smillie lorsque f est une application de He´non complexe [BLS
1,2] et partiellement de´montre´e par E.Bedford, J.Diller [BDi 2], et
R.Dujardin [Du 5] sous ces hypothe`ses.
2. Hypothe`ses : kod(X) = 0 et X est projective. Ainsi
– f est 1-stable si on travaille sur le mode`le minimal (Proposition 4.5) ;
– on sait construire les courants T+, T− (The´ore`mes 4.9 et 4.17) ;
– T+ est laminaire, T− est extre´mal si (α−)2 = 0 (Th. 4.15 et 4.18) ;
– la condition (BD) est toujours satisfaite (Proposition 4.22), donc
µf = T
+ ∧ T− est bien de´finie, ergodique (et meˆme me´langeante si
(α−)2 = 0, The´ore`me 4.23), et ge´ome´trique (The´ore`me 4.27) ;
– les exposants de Lyapunov de µf sont bien de´finis (Proposition 4.22).
La conjecture a e´te´ de´montre´e dans ce contexte par S.Cantat [Ca 1]
lorsque λ2(f) = 1 – c’est a` dire lorsque f et un automorphisme –, et
partiellement de´montre´e dans [DDG] lorsque λ2(f) ≥ 2.
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4.5.1 Lamination stable
Tout courant laminaire T (voir de´finition 4.14) est localement repre´sentable
T =
∫
α∈A
[∆α]dν(α) (4.7)
par une moyenne sur une famille de disques holomorphes ∆α. En ge´ne´ral on
ne peut pas lui associer une structure laminaire convenable (voir [Du 1,2,4]
pour des exemples), mais c’est possible lorque le courant T est fortement
approximable (i.e. redevable de l’estime´e quantitative (4.4)) : c’est le re´sultat
principal de [Du 4] qui assure que si L est une re´union de disques ∆α (on
dit que L est une boite de flot), alors L a une structure de lamination
plonge´e et T|L est uniforme´ment laminaire. Il s’ensuit que T|L induit une
mesure transverse invariante par holonomie qui est ergodique lorsque T est
extre´mal (voir The´ore`me 2.4 dans [Du 5]).
Lorsque T = T+ est le courant canonique f∗-invariant, il re´sulte du
The´ore`me 4.15 que T+ est fortement approximable. Nous montrons a` pre´sent
que les disques ∆+α intervenant dans la repre´sentation laminaire de T
+ (on
parle de disques subordonne´s a` T+) sont des morceaux de varie´te´s stables.
Soit τ une union finie de disques holomorphes transverses a` une boite de
flot L. La the´orie du slicing assure que la mesure T+|L∧[τ ] est bien de´finie pour
un choix ge´ne´rique de τ . On note T+∧τ la mesure induite sur la transversale
τ (elle est invariante par holonomie). Le lemme suivant, duˆ a` R.Dujardin
[Du 5], est l’analogue dans ce contexte du lemme de Briend-Duval-Lyubich
(Lemme 3.4).
Lemme 4.28 Soit L = {∆+t , t ∈ τ} une boite de flot subordonne´e a` T+ et τ
transverse a` L. Pour tout ε > 0, il existe Cε > 0 et une transversale τε ⊂ τ
tels que ||T+ ∧ τε|| ≥ (1− ε)||T+ ∧ τ || et
Aire(fn∆+t ) ≤
Cεn
2
λn
, ∀t ∈ τε, ∀n ∈ N.
Esquisse de preuve. Quitte a` le´ge`rement bouger τ , on peut supposer que L
ne rencontre pas Cf∪If . Dans ce cas f(L) est une boite de flot pour T+ et fτ
est transverse a` f(L), car f est localement biholomorphe et f∗T+ = λ−1T+
dans X \ (Cf ∪ If ). On en de´duit
f∗(T+ ∧ τ) = f∗T+ ∧ fτ = λ−1T+ ∧ fτ.
Quitte a` enlever un ensemble de τ -mesure nulle, on peut supposer que τ
ne rencontre pas ∪n≥0(Ifn∪Cfn). On a donc comme pre´ce´demment (fn)∗(T+∧
τ) = λ−nT+∧fnτ . Deux “disques” fn∆f−nti ne peuvent se rencontrer qu’en
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un nombre fini de points lorsque t1 6= t2 varient dans fnτ . Il s’ensuit que
pour tout n ∈ N,∫
t
Airefn(∆f−nt)d(T
+ ∧ fnτ)(t) ≤ ||T+|| = 1.
Comme T+∧fnτ = λn(fn)∗(T+∧τ) et (fn)∗(Airefn(∆f−nt)) = Aire(fn∆t),
on en de´duit ∫
t
Aire(fn∆t)d(T
+ ∧ τ)(t) ≤ λ−n.
La plupart des disques ∆t ont donc une aire qui de´croit en λ
−n sous ite´ration
de f . Nous renvoyons au Lemme 3.2 de [Du 5], pour plus de de´tails. 
4.5.2 Exposants de Lyapunov
Il re´sulte du lemme pre´ce´dent que le plus grand exposant de Lyapunov
χ+(µf ) de µf ve´rifie l’estimation attendue (voir The´ore`me 4.6 de [Du 5]),
χ+(µf ) ≥ 1
2
log λ > 0.
Lorsque f est birationnel, on en de´duit bien suˆr la majoration χ−(µf ) ≤
−12 log λ < 0, en intervertissant les roˆles de f, f−1. Lorsque 2 ≤ λ2(f) <
λ1(f) = λ, il faut donner un argument supple´mentaire pour controˆler χ
−(µf ).
En voici un lorsque X est de dimension de Kodaira nulle [DDG].
Proposition 4.29 Si kod(X) = 0 alors
χ+(µf ) + χ
−(µf ) =
1
2
log λ2(f).
En particulier, lorsque X est projective,
χ−(µf ) ≤ −1
2
log[λ1(f)/λ2(f)] < 0 <
1
2
log λ1(f) ≤ χ+(µf ).
Esquisse de preuve. Rappelons que lorsque X est de dimension de Kodaira
nulle, il existe une forme volume ν de jacobien constant, f∗ν = λ2(f)ν. Elle
est de´finie a` l’aide d’une 2-forme holomorphe η telle que f∗η = ζη, ou` ζ ∈ C
est tel que |ζ|2 = λ2(f) (voir la preuve du The´ore`me 4.17). Soit x ∈ X un
point µf -ge´ne´rique. Il re´sulte du The´ore`me de re´currence de Poincare´ que
fn(x) est arbitrairement proche de x pour une infinite´ de n ∈ N. L’invariance
de la forme η assure que pour ces indices,
1
n
log |Jac(fn)(x)| ≃ log |ζ|.
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Or le The´ore`me de re´duction d’Oseledec-Pesin (voir [KH]) assure que
pour un point µf -ge´ne´rique, on a
χ+(µf ) + χ
−(µf ) ≃ 1
n
log |Jac(fn)(x)|.
L’e´galite´ χ+(µf ) + χ
−(µf ) = log |ζ| = 12 log |λ2(f)| s’ensuit.
Lorsque X est projective, il re´sulte de l’estimation χ+ ≥ 12 log λ que le
plus petit exposant de Lyapunov χ−(µf ) est majore´ par −12 log λ/λ2(f). 
Remarque 4.30 La de´monstration montre en fait que la formule χ+(µ) +
χ−(µ) = 12 log λ2(f) est valable pour toute mesure invariante ergodique µ.
Lorsqu’on l’applique a` une combinaison line´aire de masses de Dirac e´quidistri-
bue´es selon un cycle pe´riodique, on en de´duit que le produit des valeurs
propres est e´gal a` la racine carre´e du degre´ topologique : il ne peut donc y
avoir ni cycle attractif, ni domaine de Siegel lorsque le degre´ topologique est
≥ 2 (comparer avec [M 1]). Il s’ensuit e´galement que l’ensemble de Fatou
est vide dans une telle situation.
4.5.3 Entropie et point selles
Le Lemme 4.28 permet d’interpre´ter les disques ∆±t subordonne´s a` T
±
comme des disques stables/instables. Il re´sulte du The´ore`me 4.27 que µf a
une structure de produit local par rapport aux varie´te´s stables/instables.
Des arguments classiques permettent alors de montrer que µf est d’entropie
maximale log λ (voir The´ore`me 4.6 dans [Du 5]) et que les points pe´riodiques
selles s’e´quidistribuent selon µf (voir [BLS 2] et The´ore`me 5.4 dans [Du 5]).
4.6 Exemples
4.6.1 Endomorphismes polynomiaux de C2
Les automorphismes polynomiaux de C2 ont e´te´ classifie´s par S.Friedland
et J.Milnor dans [FrM].
The´ore`me 4.31 Soit f : C2 → C2 un automorphisme polynomial de C2 qui
est cohomologiquement hyperbolique. Alors f est conjugue´ a` une application
de He´non complexe, i.e. une composition finie d’automorphismes de la forme
h : (z,w) ∈ C2 7→ (P (z)− aw, z) ∈ C2, a 6= 0,
ou` P est un polynoˆme de degre´ d ≥ 2.
La preuve s’appuie sur le The´ore`me de Jung qui de´crit la structure
du groupe des automorphismes polynomiaux de C2. Une preuve simple et
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e´le´gante en a e´te´ donne´e par S.Lamy dans [La 1]. La dynamique des appli-
cations de He´non complexes a e´te´ abondamment e´tudie´e, notamment par
E.Bedford, J.Smillie [BS 1-3], M.Lyubich [BLS 1,2], J.H.Hubbard et ses co-
auteurs [Hu], [HOV 1,2], [HPV], N.Sibony et J.E.Fornaess [FS 1-4].
Il est naturel de vouloir conside´rer d’autres classes d’exemples. On peut
s’inte´resser aux endomorphismes polynomiaux birationnels (l’inverse n’est
pas ne´cessairement polynomial) comme dans [FaG], mais la structure de ce
semi-groupe est encore mal comprise (voir [Da], [SY]). On peut au contraire
vouloir conserver le caracte`re propre des automorphismes, mais autoriser
un degre´ topologique plus grand. S.Lamy a partiellement classifie´ dans [La
2] les endomorphismes polynomiaux propres de C2 de degre´ topologique
2 : ils sont conjugue´s a` τ ◦ h, ou` h est un automorphisme polynomial de
C2 et τ(z,w) = (z2, w). Il serait inte´ressant de pousser plus avant cette
classification et d’e´tudier la dynamique de ces applications.
Nous avons e´tudie´ dans [G 3] la dynamique des endomorphismes po-
lynomiaux quadratiques de C2 –i.e. ceux qui induisent un endomorphisme
me´romorphe de P2 tel que r1(f) = 2. Nous y montrons en particulier le
The´ore`me 4.32 Soit f : (z,w) ∈ C2 7→ (P (z,w), Q(z,w)) ∈ C2 un endo-
morphisme polynomial quadratique de C2 (i.e. P,Q sont des polynoˆmes de
degre´ ≤ 2) tel que λ1(f) > λ2(f). Alors f s’e´crit, apre`s conjugaison par un
automorphisme polynomial de C2, sous l’une des deux formes suivantes :
1. f(z,w) = (w+ c, zw+ c′), ou` c, c′ ∈ C. Dans ce cas f est 1-stable dans
P1 × P1 et on obtient λ1(f) = 1+
√
5
2 , λ2(f) = 1 ;
2. f(z,w) = (w+c, w[w−az]+bz+c′), ou` a, b, c, c′ ∈ C avec (a, b) 6= (0, 0).
Dans ce cas f est 1-stable dans P2 et on obtient λ1(f) = 2, λ2(f) = 1.
Observons que ces endomorphismes sont birationnels et qu’ils ve´rifient la
condition (BD) sur P1×P1 (classe 1) ou sur P2 (classe 2). Plus ge´ne´ralement,
si f : C2 → C2 est un endomorphisme polynomial tel que λ1(f) > λ2(f), il
est naturel de se demander si f ve´rifie la condition (BD) dans une compac-
tification ade´quate. Nous proposons une question plus pre´cise.
Question 4.33 Soit f : C2 → C2 un endomorphisme polynomial tel que
λ1(f) > λ2(f). Peut-on trouver une compactification X = C
2 ∪ D∞ de C2
telle que f s’e´tende en un endomorphisme de X avec
(†) fm(X \ Ifm) = q∞ est un point fixe superattractif de f?
Ici m de´signe le nombre de composantes irre´ductibles du diviseur D∞.
Il re´sulte imme´diatement de (†) que fm est 1-stable dans X et ve´rifie
la condition (BD), puisque f−m(Ifm) ⊂ Ifm . Nous avons ve´rifie´ (†) dans
[FaG] pour les endomorphismes birationnels de C2 qui sont engendre´s par
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les automorphismes polynomiaux de C2 et par l’application (x, y) 7→ (x, xy).
Il y a certes des endomorphismes birationnels polynomiaux qui ne sont pas
de ce type (cf [Da]), mais tous les exemples que nous connaissons (voir
par exemple ceux explicite´s dans [SY]) ve´rifient e´galement (†) dans une
compactification ade´quate. Voici une observation qui motive e´galement la
question 4.33.
Proposition 4.34 Soit f : C2 → C2 un endomorphisme polynomial tel que
λ1(f) > λ2(f). Supposons que f admette une extension me´romorphe 1-stable
a` P2 = C2 ∪ L∞. Alors la droite a` l’infini L∞ est contracte´e par f sur un
point fixe superattractif q∞.
Preuve. Notons f = (P,Q) les composantes polynomiales de f dans C2,
avec λ = max(degP,degQ) : c’est le rayon spectral r1(f) de l’extension
me´romorphe de f a` P2. L’ensemble d’inde´termination If de f est localise´
a` l’infini. La seule droite qui puisse eˆtre contracte´e par f sur un point
d’inde´termination est la droite L∞. Puisque f est 1-stable dans P2, soit
celle-ci est contracte´e sur un point q∞ qui n’est pas d’inde´termination (dans
ce cas c’est un point fixe superattractif), soit L∞ n’est pas contracte´e : nous
allons voir que cela entraˆıne λ2(f) ≥ λ = λ1(f).
Supposons donc que L∞ n’est pas contracte´e. Alors les parties homoge`nes
de plus haut degre´ Pλ, Qλ de P,Q se de´composent en Pλ = R·A etQλ = R·B,
ou` A,B sont des polynoˆmes homoge`nes premiers entre eux de degre´ d ≥ 1,
et (R = 0) ∩ L∞ = If . Nous allons montrer que λ2(f) ≥ λd.
Soit L,L′ deux droites projectives ge´ne´riques. Alors L · L′ est un point
ge´ne´rique de C2 et λ2(f) est le nombre de pre´images de ce point, c’est a`
dire le cardinal de f−1(L)∩ f−1(L′) dans C2. On peut estimer ce cardinal a`
l’aide du produit d’intersection f∗[L] ∧ f∗[L′] : celui-ci est de masse totale
λ2 dans P2, qui se re´partit en λ2(f) masses de Dirac en des points de C
2, et
λ2−λ2(f) masses de Dirac aux points d’inde´termination de f (localise´s a` l’in-
fini). Comme l’application f∞ := f|L∞ est de degre´ d ≥ 1, la courbe f−1(L)
intersecte L∞ en d points qui ne sont pas des points d’inde´termination. Si on
choisit pour L′ une petite perturbation de L∞, on de´duit de la relation d’in-
variance f∗[L∞] = λ[L∞] que les courbes f−1(L) et f−1(L′) s’intersectent
en au moins λd points dans C2. 
La proposition ci-dessus indique e´galement une marche a` suivre pour
trouver une compactification 1-stable d’un endomorphisme polynomial f
de C2 : on commence par conside´rer son extension me´romorphe a` P2 =
C2 ∪ L∞. Si f ne contracte pas la droite L∞, alors f est 1-stable dans P2
et λ2(f) ≥ λ1(f). Si f contracte L∞ sur un point q∞ qui n’est pas un point
d’inde´termination, alors f est 1-stable dans P2 et ve´rifie la condition (BD).
Sinon f(L∞ \ If ) = m ∈ If : on e´clate alors au point m et on analyse le
comportement de l’endomorphisme induit dans l’e´clate´...
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C.Favre et M.Jonsson ont applique´ leur analyse de l’arbre des valuations
[FaJ 2] dans le cadre de´crit ici et ont re´alise´ des progre`s substantiels en
direction d’une re´ponse positive a` la question 4.33 (voir [FaJ 3]).
4.6.2 Endomorphismes rationnels pathologiques
Nous pre´sentons a` pre´sent quelques exemples d’endomorphismes ration-
nels qui illustrent la difficulte´ qu’il peut y avoir a` controˆler la dynamique
pre`s des points d’inde´termination.
Exemple 4.35 Conside´rons, comme dans l’Exemple 2.17, le tore Y = E×
E, ou` E = C/Z[ζ] est la courbe elliptique associe´e a` une racine primitive de
l’unite´ ζ d’ordre 3, 4 ou 6. La matrice
A =
[
1 d+ 2
1 d
]
, d ≥ 1,
pre´serve le re´seau Λ = Z[ζ] × Z[ζ]. Elle induit donc un endomorphisme
holomorphe g : Y → Y tel que
λ2(g) = 4 et λ1(g) =
(
d+ 1 +
√
(d+ 1)2 + 8
2
)2
> λ2(g).
Soit σ : Y → Y l’homothe´tie de rapport ζ, et soit f : X → X l’endomor-
phisme induit par g sur la surface rationnelle X obtenue en de´singularisant
le quotient Y/〈σ〉, i.e. en e´clatant aux points fixes de σ. Soit a un tel point
fixe. Comme g est de degre´ topologique λ2(g) ≥ 2, g−1(a) contient d’autres
pre´images que les points fixes de σ. Chaque point de g−1(a) \Fix(σ) corres-
pond, dans X, a` un point d’inde´termination de f . Comme les g-pre´images
de tout point s’e´quidistribuent selon la mesure de Lebesgue νY du tore Y ,
l’ensemble (g−n(a))n∈N est dense dans Y . On en de´duit que l’ensemble
I∞f :=
⋃
n∈N
f−nIfn est dense dans X.
Observons que f est 1-stable : comme g ne contracte aucune courbe, il
en est de meˆme de f , qui ve´rifie donc le crite`re de la Proposition 4.4.
C.Favre a donne´ dans [Fa 1] des exemples d’endomorphismes biration-
nels 1-stables de P2 qui ne ve´rifient pas la condition (BD) (voir e´galement
Exemple 5 dans [B]) : ce sont des exemples qui admettent une droite in-
variante L sur laquelle f est conjugue´e a` une rotation tre`s irrationnelle.
Nous ge´ne´ralisons ici cette construction, en suivant [DG], pour obtenir des
exemples similaires (trois droites invariantes) pour lesquels nous sommes
tout de meˆme en mesure de ve´rifier la condition g+ ∈ L1(T− ∧ ω).
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Exemple 4.36 Soit (a, b, c) ∈ C3 et f = fabc : P2 → P2 de´fini par
f [x : y : z] = [bcx(−cx+ acy + z) : acy(x− ay + abz) : abz(bcx + y − bz)].
On ve´rifie que f est un endomorphisme birationnel de P2 tel que f−1 =
fa−1b−1c−1. Observons que les droites (x = 0), (y = 0), (z = 0) sont inva-
riantes par f ,f−1 et contiennent tous les points d’inde´termination des fn,
n ∈ Z. On calcule par exemple
If = {[a : 1 : 0]; [0 : b : 1]; [1 : 0 : c]} .
Fixons b = −2e2ipiθ, c = 1/2 et a = i. On ve´rifie dans ce cas que f est 1-
stable sur P2 et g− est finie aux deux points d’inde´termination [0 : b : 1], [1 :
0 : c]. L’action de f sur la droite (z = 0) est celle d’une rotation d’angle θ.
Or les points [i : 1 : 0] ∈ If et [−i : 1 : 0] ∈ If−1 sont sur un meˆme cercle
invariant. Lorsque θ est choisi judicieusement, l’orbite ne´gative {f−n[i : 1 :
0], n ∈ N} du point [i : 1 : 0] passe parfois tre`s pre`s de [−i : 1 : 0], de sorte
que g−([i : 1 : 0]) = −∞. La condition (BD) n’est donc pas satisfaite. Nous
montrons cependant dans [DG] que g− ∈ L1(T+).
4.6.3 Exemples provenant de la Physique
De nombreuses applications birationnelles interviennent en Physique en
relation avec la the´orie des syste`mes inte´grables (voir [BTR], [GNR] pour
un survol re´cent). La famille
fa(x, y) =
(
y
x+ a
x− 1 , x+ a− 1
)
, a ∈ R,
est constitue´e d’applications birationnelles du plan R2 qui pre´servent l’aire
(elle pre´servent une 2-forme me´romorphe) et sont re´versibles (fa est conjuge´e
a` f−1a par une involution). Elles ont e´te´ e´tudie´es nume´riquement par de nom-
breux auteurs (voir [Ab], [BoM]). C.Favre et J.Diller [DF], puis E.Bedford
et J.Diller [BDi 1] ont montre´ comment les me´thodes d’analyse et ge´ome´trie
complexe permettent d’e´tudier la dynamique de telles applications : elles
ve´rifient notamment la condition (BD), lorsqu’on conside`re leur complexifi-
cation et compactification a` P1 × P1. On dispose donc d’une mesure d’en-
tropie maximale µf . E.Bedford et J.Diller montrent [BDi 1], lorsque a < 0,
a 6= −1, que la mesure µf est a` support dans R2, et que (f, µf ) est conjugue´
a` (σ, ν), ou` σ est le sous-de´calage du nombre d’or et ν de´signe son unique
mesure d’entropie maximale.
Le lecteur trouvera dans [BDi 3] une e´tude analogue pour une famille a`
deux parame`tres d’applications birationnelles.
Notons e´galement que de nombreux endomorphismes rationnels inter-
viennent (comme ope´rateurs de renormalisation) dans l’analyse spectrale
d’ope´rateurs diffe´rentiels (Laplace, Schro¨dinger,...) sur des structures mode`les
self-similaires. On pourra consulter [Sa] a` ce sujet.
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4.6.4 Applications monomiales
Soit A =
[
a b
c d
]
∈M(2,Z) une matrice inversible a` coefficients entiers
relatifs. On lui associe l’endomorphisme rationnel de C2
fA : (z,w) ∈ C2 7→ (zawb, zcwb) ∈ C2.
C’est une application monomiale dont les ite´re´s s’expriment simplement en
fonction des puissances de la matrice A, (fA)
n = fAn . On en de´duit que
λ2(fA) = |detA| et λ1(fA) = rayon spectral de A.
Ces applications ont e´te´ conside´re´es dans [FaG] lorsque A ∈ M(2,N) : ce
sont dans ce cas des endomorphismes polynomiaux de C2 qui induisent un
endomorphisme 1-stable de P1 × P1.
Le cas ge´ne´ral a e´te´ syste´matiquement e´tudie´ par C.Favre dans [Fa
3]. On peut trouver une surface X rationnelle sur laquelle fA induit un
endomorphisme 1-stable lorsque le spectre de A est re´el (en particulier
lorsque λ2(f) < λ1(f)
2). On ne peut pas rendre fA 1-stable lorsque les
valeurs propres de A sont de la forme ρe2ipiθ avec θ /∈ Q (dans ce cas
λ2(f) = λ1(f)
2 > 1).
La mesure de Lebesgue µf sur le tore re´el S
1 × S1 = (|z| = |w| = 1) est
l’unique mesure d’entropie maximale lorsque λ1(f) 6= λ2(f). Ses exposants
de Lyapunov sont
χ1(µf ) = log λ1(f) et χ2(µf ) = log λ2(f)/λ1(f).
On ve´rifie aise´ment les proprie´te´s d’e´quidistribution des cycles pe´riodiques
qui sont majoritairement situe´s sur le tore invariant S1 × S1.
On peut s’inte´resser a` ce meˆme type d’applications, f = fA, A ∈M(k,Z),
en dimension supe´rieure (k ≥ 3). On ve´rifie qu’on a encore λk(fA) = |detA|
et λ1(fA) =rayon spectral de A. Il est probable que les autres degre´s dyna-
miques s’expriment e´galement en fonction des valeurs propres |a1| ≥ . . . ≥
|ak| de la matrice A, mais le calcul s’ave`re un peu plus de´licat :
Proble`me. Est-ce que les degre´s dynamiques λj(f) coincident avec les pro-
duits |a1| · · · |aj | pour tout 1 ≤ j ≤ k ?
On pourra consulter [HaPr] pour quelques informations sur cette question.
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Chapitre 5
Dimension supe´rieure
Il est peut-eˆtre utile de pre´ciser la strate´gie que nous proposons pour
de´montrer la conjecture e´nonce´e dans l’introduction.
De´finition 5.1 Soit l ∈ [1, k]. On dit que f : X → X est l-stable si l’action
line´aire induite par f∗ sur H l,l(X,R) est compatible avec la dynamique, i.e.
si (fn)∗ = (f∗)n pour tout n ∈ N.
Supposons que le degre´ dynamique λ := λl(f) domine strictement tous
les autres degre´s dynamiques. On peut alors proce´der de la fac¸on suivante :
– on cherche un mode`le X˜ birationnellement e´quivalent a`X, sur lequel f
induit un endomorphisme l-stable. Sur ce mode`le λ = rl(f) = rk−l(f∗) ;
– on essaie de montrer que λ est une valeur propre “distingue´e” pour
les actions line´aires induites f∗ : H l,l(X,R) → H l,l(X,R) et f∗ :
Hk−l,k−l(X,R) → Hk−l,k−l(X,R) (voir de´finition 5.3). On note α+ ∈
H l,lpsef(X,R) et α
− ∈ Hk−l,k−lpsef (X,R) des vecteurs propres associe´s a` λ,
lorsque ces coˆnes sont invariants ;
– on cherche a` construire des courants invariants canoniques T+l , T
−
k−l
avec {T+l } = α+, {T−k−l} = α−, puis a` e´tablir des proprie´te´s d’extre´malite´
et de laminarite´ de ces courants ;
– on cherche enfin a` de´finir µf = T
+
l ∧ T−k−l et a` e´tablir ses principales
proprie´te´s ergodiques.
Lorsque l = k, toute application est k-stable, sur n’importe quel mode`le.
L’analyse spectrale est tre`s simple puisque Hk,k(X,R) ≃ R. De plus il n’est
pas ne´cessaire d’intersecter de courants, car T+k est de´ja` de bidegre´ maximal.
Ceci explique en partie pourquoi le cas de grand degre´ topologique, traite´
au chapitre 3, est un peu plus simple.
Lorsque l ≤ k − 1, il y a plusieurs difficulte´s a` surmonter, comme nous
l’avons vu au chapitre 4, lorsque la varie´te´ X est de dimension deux. Nous
nous inte´ressons a` pre´sent aux endomorphismes de petit degre´ topologique
en dimension supe´rieure. C’est une source de difficulte´s nouvelles et il semble
99
raisonnable, dans un premier temps, de limiter le champ d’investigations a`
des classes significatives d’exemples. Nous en conside´rons dans ce chapitre
deux grandes familles :
– les automorphismes cohomologiquement hyperboliques : ils sont au-
tomatiquement l-stables et la construction de courants invariants est
simplifie´e par l’absence de points d’inde´termination. C’est une direc-
tion de´friche´e re´cemment par T.-C.Dinh et N.Sibony dans [DS 5,6] ;
– les endomorphismes polynomiaux de Ck qui induisent un endomor-
phisme l-stables sur X = Pk : la ge´ome´trie est plus simple et les points
d’inde´termination sont confine´s dans l’hyperplan a` l’infini. C’est la di-
rection de recherche adopte´e dans [BP],[S],[GS],[CoG], [G 6], [DS 2,7].
5.1 Pourquoi la dimension supe´rieure ?
Vues les difficulte´s que nous avons rencontre´es au chapitre 4 dans l’e´tude
dynamique des endomorphismes des surfaces, on peut eˆtre sceptique a` l’ide´e
d’attaquer cette question en dimension supe´rieure. Il y a pourtant de nom-
breuses raisons qui justifient cette e´tude, comme nous l’expliquons a` pre´sent.
5.1.1 Endomorphismes produits
C’est une astuce classique dans le monde des syste`mes dynamiques d’e´tablir
des proprie´te´s ergodiques fines d’un endomorphisme f : X → X en e´tudiant
des proprie´te´s – a priori – plus grossie`res de l’endomorphisme produit
f ⊗ f : (x, y) ∈ X2 7→ (f(x), f(y)) ∈ X2.
Si µf est une mesure de probabilite´ invariante pour f , alors νf (x, y) :=
µf (x) ⊗ µf (y) est une mesure de probabilite´ invariante pour f ⊗ f , et on a
par exemple le re´sultat suivant :
Proposition 5.2 la mesure νf est ergodique si et seulement si µf est fai-
blement me´langeante.
Rappelons que µf est dite faiblement me´langeante si pour toute paire
de bore´liens A,B ⊂ X, il existe un ensemble J = J(A,B) ⊂ N de densite´
nulle dans N tel que limJ(A,B)∋/n→+∞ µ(f−nA ∩ B) = µ(A)µ(B). Lorsque
J(A,B) = ∅, on retrouve la proprie´te´ de me´lange fort. Nous renvoyons le lec-
teur a` [W] (The´ore`me 1.24 p 46), pour une preuve de ce re´sultat e´le´mentaire.
Observons a` pre´sent que la conjecture e´nonce´e dans l’introduction est
stable par passage au produit f ⊗ f . Cela re´sulte notamment du The´ore`me
2.4.b : si λl(f) > maxj 6=l λj(f), alors λ2l(f ⊗ f) = [λl(f)]2 > maxj 6=2l λj(f ⊗
f). Il re´sulte de plus des ine´galite´s de concavite´ 2.4.a que
λ2l−1(f ⊗ f) = λl(f)λl−1(f), donc λ2l(f ⊗ f)
λ2l−1(f ⊗ f) =
λl(f)
λl−1(f)
,
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et de meˆme λ2l(f ⊗ f)/λ2l+1(f ⊗ f) = λl(f)/λl+1(f). Nous laissons le soin
au lecteur de ve´rifier comment les autres invariants (exposants de Lyapunov,
entropie, courants invariants, etc) se comportent par passage au produit.
Lorsque l’on sait construire une mesure canonique invariante µf pour
f , Il suffit ainsi, d’apre`s la Proposition 5.2, de montrer l’ergodicite´ de (f ⊗
f, µf ⊗ µf ) pour obtenir le me´lange faible.
Dans un esprit similaire, T.C.Dinh a re´cemment obtenu [Di 2] une es-
timation de la de´croissance des corre´lations pour les applications de He´non
complexes f : C2 → C2 en e´tudiant les proprie´te´s ergodiques de l’endomor-
phisme produit (f, f−1) : C4 → C4.
5.1.2 Re´duction au cas polynomial
Soit f : Pk → Pk un endomorphisme rationnel. On peut lui associer
canoniquement un endomorphisme F : Pk+1 → Pk+1 qui a les meˆmes ca-
racte´ristiques dynamiques que f , et dont la restriction a` Ck+1 est polyno-
miale. Plus pre´cise´ment, rappelons que f s’e´crit en coordonne´es homoge`nes
f [z0 : · · · : zk] = [P0(z) : · · · : Pk(z)], ou` les Pj sont des polynoˆmes
homoge`nes premiers entre eux de degre´ r := r1(f). Ils sont uniquement
de´termine´s a` une constante multiplicative pre`s. L’endomorphisme polyno-
mial F : z ∈ Ck+1 7→ (P0(z), . . . , Pk(z)) ∈ Ck+1 rend le diagramme suivant
commutatif,
Pk
f−→ Pk
π ↑ ↑ π
(Ck+1)∗ F−→ (Ck+1)∗
Il s’e´tend en un endomorphisme rationnel de Pk+1, F [z : t] = [P0(z) : · · · :
Pk(z) : t
r], ou` l’on a note´ (t = 0) l’hyperplan a` l’infini, Pk+1 = Ck+1 ∪
(t = 0). L’ensemble d’inde´termination IF est localise´ dans l’hyperplan a`
l’infini, et ve´rifie IF = If si l’on conside`re que f agit sur (t = 0) ≃ Pk :
l’endomorphisme f peut ainsi eˆtre conside´re´ comme la restriction de F a`
(t = 0). Observons que F de´finit ainsi un endomorphisme 1-stable de Pk+1
tel que λ1(F ) = r1(F ) = r. On suppose bien suˆr r ≥ 2. Plus ge´ne´ralement,
λj+1(F ) = rλj(f), pour 0 ≤ j ≤ k.
Cela se ve´rifie aise´ment graˆce au The´ore`me 2.4, si l’on conside`re l’endomor-
phisme produit induit par F sur Pk×P1, ([z], t) ∈ Pk×P1 7→ (f [z], tr) ∈ Pk×
P1. Il re´sulte en effet de 2.4.b que λj+1(F ) = max(rλj(f);λj+1(f)). Mais les
ine´galite´s de concavite´ 2.4.a montrent par ailleurs que λj+1(f) ≤ λ1(f)λj(f)
≤ rλj(f), d’ou` λj+1(F ) = rλj(f). Il s’ensuit que λl(f) domine strictement
tous les autres degre´s dynamiques de f si et seulement si λl+1(F ) domine
strictement tous les degre´s λj(F ), j 6= l + 1.
Une mesure F-invariante µF induit une mesure f-invariante, µf := π∗µF .
Tout cycle f -pe´riodique d’ordre n ayant l valeurs propres de module plus
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grand que 1 et k − l valeurs propres de module plus petit que 1 [un cycle
selle de type (l, k − l)] induit r cycles selles d’ordre n pour F et de type
(l+1, k− l) : il suffit de relever un tel cycle dans Ck+1 et de faire agir dessus
la multiplication par une racine primitive de l’e´quation ζr = 1.
Les exposants de Lyapunov de (f, µf ) et (F, µF ) sont e´galement relie´s
les uns aux autres de fac¸on tre`s simple : l’un des exposants χj(µF ) est e´gal
a` log r, les autres prennent exactement les meˆmes valeurs que les χi(µf ), en
particulier
∑k+1
j=0 χj(µF ) = log r +
∑k
j=1 χj(µf ).
Conclusion. Pour comprendre la dynamique des applications rationnelles
f : Pk → Pk, notamment pour e´tablir la conjecture, il suffit – au prix
d’une augmentation artificielle de la dimension – de conside´rer ceux qui
sont induits par un endomorphisme polynomial de Ck.
5.1.3 Dynamique a` parame`tre
Nous avons mentionne´ (voir paragraphe 3.4.3) qu’il est inte´ressant d’e´tudier
la dynamique de famille d’endomorphismes (ft)t∈M qui de´pendent holomor-
phiquement d’un parame`tre t ∈ M . Lorsque la varie´te´ M est un ouvert de
Zariski d’une varie´te´ projective, on peut e´tudier en famille la dynamique des
applications ft en conside´rant l’endomorphisme F (x, t) = (ft(x), t).
Conside´rons par exemple le cas d’endomorphismes polynomiaux ft :
Ck → Ck qui de´pendent polynomialement d’un parame`tre t ∈ Cm. Alors
F : (z, t) ∈ Ck+m 7→ (ft(z), t) ∈ Ck+m
est un endomorphisme polynomial de Ck+m qui pre´serve les feuilletages
(ti = constante) : c’est un produit croise´. On peut conside´rer son exten-
sion me´romorphe – note´e encore F – a` Pk ou a` toute compactification lisse
de Ck. L’endomorphisme F n’est pas cohomologiquement hyperbolique mais
on peut cependant e´tudier les courants dynamiques qui interviennent en bi-
degre´ (p, p), p ≤ k, et en de´duire des informations sur la dynamique de ft.
Par exemple la fonction de Green dynamique de F ,
GF (z, t) := lim
n→+∞
1
λ1(F )n
log+ ||Fn(z, t)||
co¨ıncide avec la fonction de Green dynamique de ft,
Gft(z) := limn→+∞
1
λ1(ft)n
log+ ||fnt (z)||.
Des re´sultats de re´gularite´ (resp. plurisousharmonicite´) de (z, t) 7→ GF (z, t)
(dans l’esprit de la Proposition 1.2, voir [DG]) donnent donc des informations
sur la continuite´ (resp. plurisousharmonicite´) de t 7→ Gft .
102
5.2 Automorphismes
Nous testons ici la strate´gie propose´e ci-dessus dans le cas ou` f : X →
X est un automorphisme cohomologiquement hyperbolique, i.e. If = ∅,
λk(f) = 1 et on note λ := λl(f) > maxj 6=l λj(f). Comme f est holomorphe,
f est l-stable sur X. Nous montrons que λ est une valeur propre distingue´e
de l’ope´rateur f∗ : H l,l(X,C)→ H l,l(X,C) lorsque dimC X ≤ 3.
Nous en de´duisons la construction de courants invariants canoniques T+l
et T−k−l, et d’une mesure de probabilite´ invariante µf = T
+
l ∧ T−k−l dont
nous montrons qu’elle est me´langeante et d’entropie maximale lorsque X
est projective.
Ce proble`me a e´te´ e´tudie´ par T.C.Dinh et N.Sibony dans [DS 6], en
suivant une me´thode originale, qui fournit des informations sur la dimen-
sion de Hausdorff du support de µf . Nous esquissons leur approche dans le
paragraphe 5.2.3
5.2.1 Analyse spectrale
Soit f : X → X un endomorphisme holomorphe. Nous allons tester la
condition suivante :
De´finition 5.3 L’endomorphisme f satisfait la condition Spec(f,l) si λl(f)
est une valeur propre simple de l’ope´rateur f∗ : H l,l(X,C)→ H l,l(X,C) qui
domine strictement toutes les autres valeurs propres de cet ope´rateur.
Notons que la condition Spec(f,k) est trivialement ve´rifie´e. Nous avons
vu que la condition Spec(f,1) est ve´rifie´e en dimension deux lorsque λ2(f) <
λ1(f)
2 (The´ore`me 4.7). C’est encore vrai en dimension supe´rieure :
Proposition 5.4 Soit f : X → X un endomorphisme holomorphe tel que
λ2(f) < λ1(f)
2. Alors f ve´rifie la condition Spec(f,1) et toute valeur propre
ζ 6= λ1(f) de l’ope´rateur f∗ : H1,1(X,C) → H1,1(X,C) est telle que |ζ| ≤√
λ2(f) < λ1(f).
Preuve. Comme f est holomorphe, λ1(f) = r1(f) est le rayon spectral de
l’action line´aire f∗ : H1,1(X,C) → H1,1(X,C). Le coˆne H1,1nef (X,R) e´tant
pre´serve´, il existe une classe nef α+ 6= 0 telle que f∗α+ = λ1(f)α+.
Observons que α+ ∧ α+ = 0, sinon f∗(α+ ∧ α+) = λ1(f)2α+ ∧ α+ et
donc λ1(f)
2 ≤ λ2(f), contredisant notre hypothe`se. Supposons que f∗β =
λ1(f)β + εα
+ pour une classe β ∈ H1,1(X,C) et ε ∈ C. Alors f∗(β ∧ α+) =
λ1(f)
2β ∧ α+, donc β ∧ α+ = 0. De meˆme β ∧ β = 0. Il re´sulte alors des
relations biline´aires de Hodge-Riemann (voir [GH]) que β est proportionnelle
a` α+. Cela montre que λ1(f) est une valeur propre simple.
Soit ζ ∈ C une valeur propre de f∗ : H1,1(X,C) → H1,1(X,C) et β 6= 0
un vecteur propre associe´. Si β ∧ α+ 6= 0 alors f∗(β ∧ α+) = ζλ1(f)β ∧ α+
103
implique |ζ| ≤ λ2(f)/λ1(f) ≤
√
λ2(f). Supposons a` pre´sent β ∧ α+ = 0. Si
β ∧ β = 0, il re´sulte de l’analyse pre´ce´dente que β est proportionnel a` α+
et donc ζ = λ1(f). Lorsque ζ 6= λ1(f) on a donc β ∧ β 6= 0 ; dans ce cas
f∗β ∧ β = ζ2β ∧ β implique |ζ| ≤√λ2(f). 
En appliquant l’analyse pre´ce´dente a` f−1, lorsque f est inversible, on
obtient que f ve´rifie la condition Spec(f,k-1) si λk−2(f) < λk−1(f)2. Cela
re`gle le cas des automorphismes des varie´te´s de dimension trois :
Proposition 5.5 Tout automorphisme f cohomologiquement hyperbolique
d’une varie´te´ de dimension 3 ve´rifie la condition Spec(f,l), l tel que λl(f) >
maxj 6=l λj(f).
Nous pensons qu’un re´sultat similaire a lieu lorsque dimC X ≥ 4. Notons
qu’il se peut que f ne ve´rifie pas la condition Spec(f,j), j ≤ l−1, mais c’est
bien la condition Spec(f,l) qui importe.
Exemple 5.6 Soit X = Ck/Λ un tore complexe compact de dimension k ≥
1. Soit f = fA : X → X un endomorphisme induit par z ∈ Ck 7→ A · z ∈ Ck,
ou` A ∈ GL(k,C) pre´serve le re´seau Λ.
On note {a1, . . . , ak} = Spec(A) les valeurs propres de la matrice A
range´es par ordre de´croissant, |a1| ≥ . . . ≥ |ak|. L’endomorphisme f est
cohomologiquement hyperbolique si et seulement si aucune valeur propre ai
n’est de module 1 (voir Exemple 2.18). Soit l ∈ [1, k] tel que |al| > 1 > |al+1|
(avec la convention ak+1 = 0). Alors
λj(f) =
j∏
i=1
|ai|2, donc λl(f) > max
j 6=l
λj(f).
L’endomorphisme f ve´rifie la condition Spec(f,l) : soit (ηi) une base de 1-
formes holomorphes sur X trigonalisant l’action de f∗ sur H1,0(X,C) = Ck,
f∗ηi = aiηi + εiηi−1, εi ∈ {0, 1}, 1 ≤ i ≤ k.
Alors λl(f) est une valeur propre simple de f
∗ : H l,l(X,C) → H l,l(X,C)
associe´e au vecteur propre η1 ∧ η1 ∧ . . .∧ ηl ∧ ηl, et toute autre valeur propre
est de module strictement plus petit.
Notons que l’endomorphisme f ne ve´rifie pas ne´cessairement la condition
Spec(f,j), j ≤ l − 1 : on peut avoir par exemple |a1| = |a2| > 1.
Supposons a` pre´sent que f ve´rifie la condition Spec(f,l), l tel que λl(f) >
maxj 6=l λj(f). Comme f∗ pre´serve le coˆne H
l,l
psef(X,C), on en de´duit l’exis-
tence d’une classe α+ ∈ H l,lpsef(X,C) – unique a` constante multiplicative pre`s
– telle que f∗α+ = λl(f)α+. Par dualite´ de Serre, on a un re´sultat analogue
pour l’action duale f∗ : Hk−l,k−l(X,C) → Hk−l,k−l(X,C). On normalise
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alors le choix des classes invariantes α+ ∈ H l,lpsef(X,C), α− ∈ Hk−l,k−lnef (X,C)
et d’une classe de Ka¨hler {ω} ∈ H1,1(X,R) en imposant
α+ · α− = α+ · {ωk−l} = α− · {ωl} = 1.
Le point important ici est que la canonicite´ de α+, α− assure que le produit
α+ ·α− est strictement positif : il suffit de ve´rifier que λ−n(fn)∗{ωl} converge
vers un multiple strictement positif de α+.
Une autre conse´quence inte´ressante de la condition Spec(f,l) est lie´e a`
l’extre´malite´ des courants invariants que nous construisons un peu plus loin.
Proposition 5.7 Si f ve´rifie la condition Spec(f,l), alors α+ est une classe
extre´male dans le coˆne H l,lpsef(X,R).
Preuve. Soit η ∈ H l,lpsef(X,R) une classe pseudoeffective telle que 0 ≤ η ≤
α+. Nous devons montrer que η est proportionnelle a` α+. Une telle classe se
de´compose en η = cα++
∑s
i=1 τi, ou` 0 ≤ c ≤ 1 et les classes τi appartiennent
aux sous-espaces caracte´ristiques de f∗ : H l,l(X,C)→ H l,l(X,C) associe´s a`
la valeur propre ζi, |ζi| < λl(f). Comme f∗f∗τ = λk(f)τ , il vient
||(fn)∗τi|| ≃ nmiζni ||τi|| et ||(fn)∗τi|| ≃ nmi
(
λk(f)
ζi
)n
||τi||.
Or la suite de classes pseudoeffectives λnλ−nk (f
n)∗η est domine´e par α+,
c’est donc que τi = 0 pour tout i. 
5.2.2 La mesure canonique
Nous construisons ici une mesure canonique invariante lorsque f : X →
X est un automorphisme cohomologiquement hyperbolique qui ve´rifie la
condition Spec(f,l), l tel que λl(f) > maxj 6=l λj(f) (par exemple lorsque
dimC X = 3). On fixe dans la suite α
+ ∈ H l,lnef(X,R), α− ∈ Hk−l,k−lnef (X,R)
et ω une forme de Ka¨hler telles que
(f±)∗α± = λα± et α+ · {ωk−l} = α− · {ωl} = α+ · α− = 1.
Construction des courants invariants. Soit θ+ une forme lisse ferme´e de
bidegre´ (l, l) qui repre´sente α+. Soit R+ une forme lisse de bidegre´ (l−1, l−1)
telle que λ−1f∗θ+ = θ+ + ddcR+. Quitte a` changer R+ en R+ + Cωl−1, on
peut supposer que 0 ≤ R+ ≤ Cωl−1. La positivite´ des formes et des courants
peut eˆtre ici interpre´te´e au sens faible ou fort, cela n’a pas d’importance (voir
[De] pour les de´finitions et proprie´te´s de base des courants positifs). On ite`re
alors cette e´quation fonctionnelle en prenant son image inverse par fn, ce
qui donne
1
λn
(fn)∗θ+ = θ+ + ddcR+n , R
+
n :=
n−1∑
j=0
1
λj
(f j)∗R+.
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La suite (Rn)
+ est une suite croissante de formes diffe´rentielles positives qui
converge au sens des courants car sa masse est uniforme´ment majore´e :
||R+n || :=
∫
X
R+n ∧ ωk−l+1 ≤ C
∑
j≥0
1
λj
δl−1(f j, ω) < +∞,
car λ = λl(f) > λl−1(f). On en de´duit que la suite λ−n(fn)∗θ+ converge au
sens des courants vers un courant ferme´ de bidegre´ (l, l),
T+l := θ
+ + ddcR+∞, avec R
+
∞ =
∑
j≥0
λ−j(f j)∗R+ ≥ 0.
Notons que le courant T+l est invariant, f
∗T+l = λT
+
l , et positif car limite de
la suite de formes positives λ−n(fn)∗ωl, comme on le ve´rifie en de´composant
{ωl} dans une base qui trigonalise l’action de f∗ sur H l,l(X,C) : on utilise
ici de fac¸on de´cisive la condition Spec(f,l). Plus ge´ne´ralement, si Θ est une
(l, l)-forme lisse ferme´e, alors
1
λn
(fn)∗Θ −→ cT+l avec c = {Θ} · α−.
On construit de meˆme un courant positif ferme´ T−k−l de bidegre´ (k− l, k− l)
tel que f∗T−k−l = λT
−
k−l,
T−k−l = θ
− + ddcR−∞, R
−
∞ :=
∑
j≥0
1
λj
(f−j)∗R− ≥ 0,
ou` θ− est une (k− l, k− l)-forme lisse ferme´e repre´sentant α− et R− ≥ 0 est
une (k − l − 1, k − l − 1)-forme lisse telle que λ−1(f−1)∗θ− = θ− + ddcR− :
on utilise ici l’hypothe`se λ = λl(f) > λl+1(f). Rappelons que λ = λl(f)
domine strictement tous les autres degre´s dynamiques si et seulement si
λl(f) > max[λl−1(f), λl+1(f)]. Cela re´sulte des ine´galite´s de concavite´ 2.4.a.
L’existence de potentiels positifsR±∞ ≥ 0 assure, comme dans le The´ore`me
3.1, de bonnes proprie´te´s d’inte´grabilite´ des courants T+l , T
−
k−l :
Lemme 5.8 Soit T un courant positif ferme´ de bidegre´ (p, p) sur X qui
admet la de´composition T = θ + ddcR, ou` θ est une (p, p)-forme lisse et R
est un (p−1, p−1)-courant positif. Alors toute fonction quasiplurisoushar-
monique est inte´grable par rapport a` la mesure trace T ∧ ωk−p.
Preuve. C’est l’observation de´ja faite au The´ore`me 3.1.1 : soit ϕ une fonction
qpsh sur X ; quitte a` translater et dilater ϕ, on peut supposer que ϕ ≤ 0 et
ddcϕ ≥ −ω. Une inte´gration par parties donne alors
0 ≤
∫
X
(−ϕ)T ∧ ωk−p =
∫
X
(−ϕ)θ ∧ ωk−p +
∫
X
R ∧ (−ddcϕ) ∧ ωk−p
≤
∫
X
(−ϕ)θ ∧ ωk−p +
∫
X
R ∧ ωk−p+1 < +∞,
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car les fonctions qpsh sont inte´grables par rapport aux mesures lisses. 
Voici une conse´quence importante de la condition Spec(f,l) :
The´ore`me 5.9 Le courant T+l (resp. T
−
k−l) est un point extre´mal du coˆne
convexe des courants positifs ferme´s de bidegre´ (l, l) (resp. (k − l, k − l)).
La preuve est dans le meˆme esprit que celle du The´ore`me 4.18. Il faut
commencer par s’assurer que tout courant positif ferme´ domine´ par T+l
est cohomologue a` un multiple de α+ (c’est le contenu de la Proposition
5.7), puis mettre en place un re´sultat de convergence uniforme des images
inverses (resp. directes) normalise´es. Ce dernier point est plus de´licat lorsque
l ≥ 2, car les potentiels des courants de bidegre´ (l, l) ne sont pas uniques.
Nous renvoyons le lecteur au The´ore`me 4.1 de [DS 6] pour une preuve (voir
e´galement [G 6], [DS 7] pour un contexte proche).
Construction de µf . Nous de´finissons a` pre´sent la mesure invariante ca-
nonique µf = T
+
l ∧ T−k−l : il est possible de donner un sens a` ce produit
d’intersection car les courants T+l , T
−
k−l sont tre`s bien approxime´s par les
formes lisses λ−n(f±n)∗θ±.
Proposition 5.10 Les suites de mesures
λ−n(fn)∗θ+ ∧ T−k−l, T+l ∧ λ−n(f−n)∗θ− et λ−2n(fn)∗ωl ∧ (f−n)∗ωk−l
convergent toutes vers une meˆme mesure de probabilite´ µf .
Preuve. Posons θ±n = λ−n(f±n)∗θ±, µn = θ+n ∧ T−k−l et νn = θ+n ∧ θ−n .
Observons que µn = θ
+ ∧T−k−l+ ddc(R+n ∧ T−k−l). Or Rn ∧T−k−l est une suite
croissante de courants positifs dont la masse est uniforme´ment borne´e,
||R+n ∧T−k−l|| ≤ C
n−1∑
j=0
1
λj
∫
X
(f j)∗ωl−1∧T−k−l∧ω ≤ C ′
∑
j≥0
δl−1(f j, ω)
λj
< +∞.
On en de´duit que µn converge vers une mesure µf telle que
µf = θ
+ ∧ T−k−l + ddc(S), avec S :=
∑
j≥0
1
λj
(f j)∗R+ ∧ T−k−l ≥ 0.
Observons que µn − νn = ddc(θ+n ∧
∑
j≥n λ
−j(f j)∗R−), or
||θ+n ∧
∑
j≥n
λ−j(f j)∗R−)|| ≤ C ′
∑
j≥n
δl+1(f
j, ω)
λj
−→ 0,
donc les suites νn et µn ont la meˆme limite. Les autres suites se traitent
de fac¸on similaire. En particulier la mesure limite µf est une mesure de
probabilite´, car limite des mesures positives lisses λ−2n(fn)∗ωl∧ (f−n)∗ωk−l
dont la masse tend vers 1. 
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The´ore`me 5.11 La mesure µf est une mesure invariante me´langeante qui
inte`gre les fonctions qpsh. Elle est d’entropie maximale si X est projective,
htop(f) = hµf (f) = log λl(f).
Preuve. Observons que f∗µn = µn+1, donc la mesure µf est invariante. Elle
se de´compose en
µf = θ
+ ∧ θ− + ddc([Cωl + θ+] ∧R−∞ + S)− Cωl ∧ T−k−l + Cωl ∧ θ−,
ou` S est un courant positif et C ≥ 0 est choisie de sorte que la forme Cωl+θ+
soit positive. Il re´sulte alors d’une double application du Lemme 5.8 que les
mesures θ+ ∧ T−k−l et [Cωl+ θ+]∧ θ−+ ddc([Cωlθ+]∧R−∞+S) inte`grent les
fonctions qpsh. Il en est donc de meˆme de µf .
Le me´lange, comme dans le The´ore`me 4.23, est une conse´quence de
l’extre´malite´ des courants T+l , T
−
k−l (The´ore`me 5.9).
L’entropie de µf est majore´e par htop(f) = log λl(f) d’apre`s le principe
variationnel et le The´ore`me 2.8. La minoration s’appuie sur les travaux de
Y.Yomdin (voir [Sm], [BS 2] pour une utilisation de ces travaux dans le
contexte des applications de He´non complexes, et le The´ore`me 3.2 de [G 6]
pour la dimension supe´rieure). 
Bilan. Soit f : X → X un automorphisme cohomologiquement hyperbo-
lique sur une varie´te´ projective de dimension trois. Quitte a` changer f en
f−1, nous pouvons supposer que λ := λ1(f) est le degre´ dynamique do-
minant. Alors f ve´rifie la condition Spec(f,1) (Proposition 5.4), donc la
demi-droite canonique R+α+ est extre´male (Proposition 5.7). On sait donc
construire des courants invariants canoniques T+1 , T
−
2 extre´maux (The´ore`me
5.9), et une mesure de probabilite´ invariante canonique qui est me´langeante
et d’entropie maximale (The´ore`me 5.11). Il reste a` estimer ses exposants
de Lyapunov (indiquons le tout re´cent travail [DeT 5] qui donne cette es-
timation lorsque l’on sait calculer l’entropie me´trique) et pre´ciser la na-
ture des points selles de f . Cela passe vraisemblablement par une meilleure
compre´hension de la nature ge´ome´trique des courants T+1 , T
−
2 dans l’esprit
de ce qui a e´te´ expose´ en dimension deux (voir paragraphe 4.3.3). Les travaux
re´cents de T.C.Dinh [Di 1] et H.deThelin [DeT 4] vont dans ce sens. Notons
enfin que le lemme 4.28 de R.Dujardin est valable en toute dimension.
5.2.3 L’approche de Dinh-Sibony
Soit f : X → X un automorphisme cohomologiquement hyperbolique
d’une varie´te´ ka¨hle´rienne compacte. Nous supposons pour simplifier l’expo-
sition que X est de dimension trois. Quitte a` changer f en f−1, on peut
donc supposer que
λ := λ1(f
−1) = λ2(f) > λ1(f) > 1.
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Il re´sulte de la Proposition 5.4 que λ est une valeur propre distingue´e de
l’ope´rateur f∗ : H1,1(X,C)→ H1,1(X,C). Nous avons construit pre´ce´demment
des courants invariants canoniques T−1 et T
+
2 de bidegre´s respectifs (1, 1), (2, 2),
et montre´ que la mesure µf := T
−
1 ∧ T+2 est dynamiquement inte´ressante.
Nous indiquons a` pre´sent quelques e´le´ments de l’approche de T.C.Dinh
et N.Sibony [DS 6] qui permet de montrer que µf ne charge pas les ensembles
de petite dimension de Hausdorff. Pre´cisons que cette approche fonctionne
en toute dimension.
L’ide´e de la me´thode est de construire par re´currence sur p, des courants
positifs ferme´s invariants Tˆ = T ∧ ST de bidegre´ (p + 1, p + 1), en partant
d’un courant positif ferme´ invariant T de bidegre´ (p, p). A chaque e´tape, le
courant ST est invariant, de bidegre´ (1, 1), ferme´, a` potentiels ho¨lde´riens, et
tel que T ∧ST est positif. Le point de de´part (p = 1) est le courant T−1 , celui
d’arrive´e (p = k − 1) est la mesure µf .
Il s’agit donc de faire de l’analyse sur un courant positif ferme´ invariant
T . Cela ne´cessite de controˆler l’action des ope´rateurs f∗, f∗ sur les espaces
de cohomologie de tels courants : on introduit
N1,1(T,R) :=
{
α ∈ H1,1(X,R) /α ∧ {T} = 0 dans Hp+1,p+1(X,R)} .
On introduit e´galement N1,1ν (T,R) le sous-espace constitue´ des classes α =
{S} qui peuvent eˆtre repre´sente´es par un courant (non ne´cessairement po-
sitif) ayant un potentiel ν-ho¨lde´rien. On conside`re alors les espaces
H1,1(T,R) := H1,1(X,R)/N1,1(T,R) et H1,1ν (T,R) := H
1,1(X,R)/N1,1ν (T,R).
Lorsque T est invariant, f∗T = λTT , λT > 0, l’ope´rateur f∗ pre´serve
N1,1(T,R) etN1,1ν (T,R) et induit donc un ope´rateur sur les espacesH1,1(T,R),
H1,1ν (T,R).
De´finition 5.12 Soit T un courant positif ferme´ de bidegre´ (p, p) qui est
f -invariant, f∗T = λTT , λT > 0. Soit l un entier tel que 0 ≤ l + p ≤ k.
Le lie`me degre´ dynamique de T est
λl(f, T ) := lim inf
n→+∞
[∫
X
T ∧ (fn)∗ωl ∧ ωk−p−l
]1/n
.
Observons que λl(f, T ) = λl(f) lorsque T est de bidegre´ (0, 0). En ge´ne´ral
on a seulement une ine´galite´ : on montre comme au The´ore`me 2.4 que
1. λl(f, T ) ≤ λ1(f) ;
2. λl(f, T ) ≤ λ1(f, T )l ;
3. λk−p(f, T ) = λ−1T .
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Lorsque T = T−1 , p = 1 et k = 3, il vient λT = λ1(f
−1)−1 et on obtient
λ1(f, T )
2 ≥ λ2(f, T ) = λ−1T = λ1(f−1) > 1,
donc λ1(f, T
−
1 ) > 1 : c’est la condition qui va permettre (cf The´ore`me
5.13) de construire un courant ST−
1
courant de bidegre´ (1, 1) a` potentiels
ho¨lde´riens, tel que
T ′ := T−1 ∧ ST−
1
≥ 0 et T−1 ∧ f∗ST−
1
= λ1(f, T
−
1 )T
−
1 ∧ ST−
1
.
Autrement dit, le courant ST−
1
est positif et f -invariant uniquement par
“restriction” au courant T−1 . Observons que T
′ est un courant positif ferme´
invariant de bidegre´ (2, 2), avec
λT ′ =
λ1(f, T
−
1 )
λ1(f−1)
≤ λ1(f)
λ1(f−1)
< 1,
car f est cohomologiquement hyperbolique. On en de´duit
λ1(f, T
′) = λ−1T ′ > 1.
Une nouvelle application du The´ore`me 5.13 permet alors d’obtenir la
mesure de probabilite´ invariante
µf := T
′ ∧ ST ′ = T−1 ∧ ST−
1
∧ ST ′ ≥ 0.
Celle-ci ne charge pas les ensembles de petite dimension de Hausdorff, car
chacun des courants T−1 , ST−
1
, ST ′ est a` potentiels ho¨lde´riens (voir corollaire
1.4). La canonicite´ des constructions permet de montrer qu’il s’agit bien de
la mesure construite en 5.2.2.
Il reste a` e´tablir l’existence des courants ST , ce que nous faisons a` pre´sent.
On fixe ω une forme de Ka¨hler sur X.
The´ore`me 5.13 Soit T un courant positif ferme´ de bidegre´ (p, p) sur X,
1 ≤ p ≤ k − 1, qui est invariant, f∗T = λTT avec λT > 0.
Si λ1(f, T ) > 1 alors il existe un entier lT ∈ N et un courant ferme´ ST
de bidegre´ (1, 1) a` potentiels ho¨lde´riens tels que
T ∧

 1
n
n∑
j=1
1
jlT λ1(f, T )j
(f j)∗ω

 −→ Tˆ := T ∧ ST ,
ou` Tˆ est un courant positif ferme´ non nul de bidegre´ (p+1, p+1). Le courant
ST est invariant sur T , au sens ou`
T ∧ f∗ST = T ∧ λ1(f, T )ST .
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Notons que le courant ST n’est pas ne´cessairement positif, mais que
Tˆ = T ∧ ST l’est. Le produit d’intersection est bien de´fini car S est a` po-
tentiels ν-Ho¨lder, donc borne´s [BT]. L’exposant ν > 0 est, comme dans
la Proposition 1.2, controˆle´ par le rapport log λ1(f, T )/χtop(f). Observons
enfin que le courant Tˆ est lui aussi invariant,
f∗Tˆ = λTλ1(f, T )Tˆ .
Lorsque p = k − 1, Tˆ est donc une mesure invariante car λ1(f, T ) =
λk−p(f, T ) = λ−1T (e´galite´ 3. de la page pre´ce´dente).
Esquisse de preuve. Soit l le plus grand entier tel que les classes {ω}, f∗{ω},
. . . , (f l)∗{ω} soient line´airement inde´pendantes dans H1,1ν (T,R). On note
E le sous-espace engendre´ par ces classes : il est stable sous l’action de
l’ope´rateur f∗, et le rayon spectral de f∗ : E → E est e´gal a` λ1(f, T ). L’en-
tier lT de l’e´nonce´ correspond a` la non-diagonalisibilite´ de cette action (la
norme de (fn)∗|E croˆıt comme n
lTλ1(f, T )
n). Nous supposons pour simplifier
l’exposition que l = 0, donc lT = 0 et f
∗{ω} = λ1(f, T )ω.
Il existe donc R un (1, 1)-courant positif ferme´ a` potentiels ho¨lde´riens et
u : X → R une fonction ho¨lde´rienne, tels que
1
λ1(f, T )
f∗ω = ω + ddcu+R, avec T ∧R = 0.
En appliquant l’ope´rateur (fn−1)∗ a` cette equation fonctionnelle on obtient
1
λ1(f, T )n
(fn)∗ω = ω+ddcun+Rn, T∧Rn = 0, et un :=
n−1∑
j=0
1
λ1(f, T )j
u◦f j .
On montre, comme dans la Proposition 1.2 que la suite (un) converge uni-
forme´ment vers une fonction ho¨lde´rienne u∞, et on pose
ST := ω + dd
cu∞.
Observons que ST n’est a priori ni positif, ni invariant (on n’a aucun controˆle
sur les termes d’erreurs Rn), mais Tˆ := T ∧ ST est positif, comme limite de
courants positifs, et invariant (le terme d’erreur s’annulant sur T ).
Lorsque lT ≥ 1, il est ne´cessaire de conside´rer des moyennes de Ce´saro.
La construction de ST proce`de de la meˆme ide´e, mais les de´tails techniques
sont plus de´licats et nous renvoyons le lecteur a` la Proposition 2.4 et au
The´ore`me 3.1 de [DS 6] pour plus de de´tails. 
5.3 Endomorphismes polynomiaux de Ck
Nous conside´rons ici le cas des endomorphismes rationnels qui sont l-
stables sur l’espace projectif complexe Pk. Quitte a` travailler dans Pk+1,
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il suffit de conside´rer le cas d’endomorphismes qui sont polynomiaux dans
une carte affine (voir paragraphe 5.1.2). Nous commenc¸ons par conside´rer
le cas des automorphismes. Les techniques mises en jeu sont proches de
celles esquisse´es pre´ce´demment, nous nous contentons donc d’e´noncer les
principaux re´sultats et donnons quelques exemples.
5.3.1 Automorphismes re´guliers
N.Sibony a introduit dans [S] une classe d’exemples dynamiquement
inte´ressants qui contient les automorphismes e´tudie´s par E.Bedford et V.Pam-
buccian dans [BP].
De´finition 5.14 Soit f : Ck → Ck un automorphisme polynomial non af-
fine. On dit que f est re´gulier lorsque l’extension me´romorphe de f a` Pk
ve´rifie If ∩ If−1 = ∅.
Il s’agit d’une ge´ne´ralisation pluridimensionnelle des applications de He´non
complexes : celles-ci sont pre´cise´ment les automorphismes re´guliers lorsque
k = 2. On ve´rifie (voir [S]) que
– f induit un endomorphisme l-stable de Pk, avec l = dimC If−1 + 1 ;
– λj(f) = λ1(f)
j si 1 ≤ j ≤ l et λj(f) = λk−1(f)k−j si l ≤ j ≤ k. En
particulier le degre´ λl(f) = λ1(f)
l = λk−1(f)k−l domine strictement
tous les autres degre´s dynamiques ;
– il existe des courants invariants canoniques T+l , T
−
k−l qui admettent des
potentiels suffisamment re´guliers pour pouvoir de´finir leur intersection
potentialiste µf = T
+
l ∧ T−k−l.
Exemple 5.15 Conside´rons l’endomorphisme de Ck de´fini par
f(z1, . . . , zk) = (Pk−1(z1, . . . , zk−1) + akzk, . . . , P1(z1) + a2z2, a1z1),
ou` aj ∈ C∗ et les Pj sont des polynoˆmes de degre´ d ≥ 2 tels que degzj Pj = d.
On ve´rifie que f est un automorphisme de Ck. Son extension me´romorphe a`
Pk – encore note´e f – est telle que If = (z1 = · · · = zk−1 = t = 0) est re´duit
a` un point qui n’appartient pas a` If−1 = {zk = t = 0}. Ici (t = 0) de´signe
l’hyperplan a` l’infini. Ainsi f est re´gulier avec dans ce cas l = k − 1.
En intervertissant les roˆles de f, f−1, on obtient des exemples tels que
l = k − 1. Pour fabriquer des exemples tels que 2 ≤ l ≤ k − 2, lorsque
k ≥ 4, on peut utiliser l’observation suivante : soit fi : Cki → Cki, i = 1, 2,
des automorphismes re´guliers de Cki avec λ1(f1) = λ1(f2). Posons li =
1+ dimC If−1i
. Alors le produit direct f = f1× f2 de´finit un automorphisme
polynomial re´gulier de Ck, k = k1 + k2, tel que dimC If−1 = l1 + l2 − 1.
Nous avons montre´ dans [G 6] le re´sultat suivant :
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The´ore`me 5.16 Soit f : Ck → Ck un automorphisme polynomial re´gulier.
Alors la mesure µf := T
+
l ∧ T−k−l est me´langeante et d’entropie maximale,
hµf (f) = htop(f) = log λl(f) > 0.
Le me´lange de´coule comme pour le The´ore`me 4.23 de l’extre´malite´ des
courants T+l , T
−
k−l que nous e´tablissons dans [G 6]. Notons que cette pro-
prie´te´ d’extre´malite´ a e´te´ de´montre´e inde´pendamment par T.-C.Dinh et
N.Sibony [DS 7].
Il est naturel de se demander si tous les automorphismes polynomiaux
cohomologiquement hyperboliques sont -conjugue´s a`- des automorphismes
re´guliers. C’est le cas en dimension 2 (voir [FrM]). Ce n’est plus vrai en
dimension supe´rieure. On peut s’en rendre compte en analysant les auto-
morphismes quadratiques de C3 qui ont e´te´ partiellement classifie´s par J.-
E.Fornaess et H.Wu [FW] (voir e´galement [Mae]). Nous avons pre´cise´ cette
classification dans [CoG], en collaboration avec D.Coman (voir Proposition
5.23 ci-apre`s).
5.3.2 Automorphismes faiblement re´guliers
Soit f : Ck → Ck un automorphisme polynomial. On note
Xf := fk((t = 0) \ Ifk),
ou` (t = 0) de´signe l’hyperplan a` l’infini, Pk = Ck ∪ (t = 0). Nous avons
introduit, en collaboration avec N.Sibony [GS], la notion suivante :
De´finition 5.17 On dit que f est faiblement re´gulier si If ∩Xf = ∅.
Tout automorphisme re´gulier est faiblement re´gulier car dans ce cas
Xf = If−1 (voir Proposition 2.5.3 dans [S]). Un produit direct d’automor-
phismes re´guliers f1, f2 (resp. faiblement re´guliers) est un automorphisme
faiblement re´gulier (mais il n’est re´gulier que lorsque λ1(f1) = λ1(f2)).
On ve´rifie dans ce cas (voir section 2 dans [GS]) que
– f induit un endomorphisme l-stable sur Pk avec l = dimC Xf + 1 ;
– l’ensemble Xf est un attracteur ;
– il existe un courant invariant T+l canonique tel que f
∗T+l = λl(f)T
+
l ;
– dimC If = k − l − 2, donc λl(f) = λ1(f)l mais λl+1(f) < λ1(f)l+1.
The´ore`me 5.18 Soit f un automorphisme polynomial faiblement re´gulier
de Ck tel que λl(f) > λl+1(f), l = dimC Xf + 1. Alors il existe un courant
positif ferme´ T−k−l de bidegre´ (k − l, k − l), tel que f∗T−k−l = λT−k−l et
1
λn
(fn)∗ωk−l −→ T−k−l,
ou` ω de´signe la forme de Fubini-Study sur Pk.
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Remarque 5.19 Ce re´sultat est de´montre´ dans [GS] (The´ore`me 3.1) sous
des hypothe`ses non-optimales. Il est de´montre´ dans [CoG] (section 2.1)
lorsque l = 1, et dans [G 6] (section 2.2) dans le cas ge´ne´ral.
Notons que l’hypothe`se λl(f) > λl+1(f) entraˆıne, graˆce aux ine´galite´s de
concavite´ 2.4.a, que λl(f) domine strictement tous les autres degre´s dyna-
miques. Observons e´galement que cette hypothe`se est toujours satisfaite pour
les automorphismes quadratiques de C3 (voir Proposition 5.23).
Comme Xf est un attracteur, le courant T
−
k−l admet de bons potentiels.
Plus pre´cise´ment, il re´sulte de sa construction qu’on peut l’e´crire
T−k−l = Θ+ dd
c(T −∞ ),
ou` Θ est une forme lisse ferme´e de bidegre´ (k− l, k− l) qui est cohomologue
a` ωk−l , et T −∞ est un courant de bidegre´ (k − l − 1, k − l − 1) qui peut
eˆtre choisi positif hors d’un voisinage arbitrairement petit de l’attracteur
Xf . C’est l’analogue de la construction faite au paragraphe 5.2.2 : la condi-
tion Spec(f,l) est ici trivialement ve´rifie´e puisque H l,l(X,C) = C, mais le
prix a` payer de cette simplification cohomologique est la pre´sence de points
d’inde´termination.
Nous montrons dans [G 6] que le courant T−k−l est extre´mal et que la
mesure µf := T
+
l ∧T−k−l est bien de´finie, en utilisant une variante du Lemme
5.8. Lorsque If est f
−1-attirant, la mesure µf est a` support compact dans
Ck, ce qui simplifie son e´tude. Nous obtenons ainsi [G 6] :
The´ore`me 5.20 Soit f : Ck → Ck un automorphisme faiblement re´gulier.
Supposons λl(f) > λl+1(f) et que l’ensemble If est un attracteur pour f
−1.
Alors la mesure µf = T
+
l ∧T−k−l est une mesure de probabilite´ invariante
qui ne charge pas les hypersurfaces. C’est une mesure me´langeante d’entropie
maximale,
hµf (f) = htop(f) = log λl(f).
Nous renvoyons le lecteur aux The´ore`mes 3.1 et 3.2 dans [G 6] pour
une de´monstration de ce re´sultat. Nous pensons qu’il n’est pas ne´cessaire de
supposer que l’ensemble If est un attracteur.
Question 5.21 Est-ce que les re´sultats du The´ore`me 5.20 subsistent lorsque
If n’est pas un attracteur ?
Nous montrons dans le The´ore`me 4.1 de [CoG] que l’ensemble If est
souvent (mais pas toujours) f−1-attirant pour les automorphismes polyno-
miaux quadratiques de C3 dont les degre´s dynamiques sont deux a` deux
distincts, i.e. qui sont cohomologiquement hyperboliques.
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5.3.3 Le cas des endomorphismes
La plupart des re´sultats pre´ce´dents s’e´tendent au cas des endomorphismes
polynomiaux non inversibles de Ck qui sont faiblement re´guliers, moyennant
une hypothe`se technique sur l’ensemble critique (hypothe`se (H4) dans [G 6]).
Nous avons de´montre´ (The´ore`me 2.6 dans [G 6]) l’extre´malite´ de T−k−l
uniquement dans le coˆne des courants positifs invariants ; celle-ci entraˆıne
l’ergodicite´ de la mesure µf (c’est l’analogue du The´ore`me 4.23), et on peut
e´tablir le me´lange faible en conside´rant l’automorphisme produit f ⊗ f .
Il est probable que T−k−l soit fortement extre´mal. Notre incapacite´ a` le
prouver re´sulte uniquement de la mauvaise compre´hension que nous avons
des courants de bidegre´ (k − l, k − l), lorsque k − l > 1. Lorsque k − l = 1
et k = 2, le courant T−k−l est effectivement fortement extre´mal comme nous
l’avons montre´ dans [G 1], The´ore`me 5.2 : dans le cas de bidegre´ (1, 1),
les potentiels des courants sont des fonctions (uniques a` constante additive
pre`s), ce qui facilite e´norme´ment leur analyse dynamique.
Nous renvoyons le lecteur a` [G 6] pour la formulation pre´cise des re´sultats.
5.4 Exemples
5.4.1 Automorphismes cohomologiquement hyperboliques
Le tore complexe X = (C/Z[i])k, k ≥ 2, admet de nombreux auto-
morphismes d’entropie positive, induits par une matrice A ∈ GL(k,Z). Les
automorphismes cohomologiquement hyperboliques sont ceux pour lesquels
la matrice A n’a aucune valeur propre de module 1 (automorphismes d’Ano-
sov). On ve´rifie aise´ment que λl(f) > maxj 6=l λj(f) est une valeur propre dis-
tingue´e de l’ope´rateur f∗ : H l,l(X,C) → H l,l(X,C) (condition Spec(f,l)) :
la strate´gie propose´e pour construire µf fonctionne donc bien dans ce cas.
Nous renvoyons le lecteur a` l’Appendix de [GV] pour la classification des
automorphismes d’entropie positive sur les tores complexes compacts de di-
mension deux.
B.Mazur donne dans [Maz] des exemples d’automorphisme d’entropie
positive sur certaines surfaces K3. Sa construction fonctionne en toute di-
mension comme l’ont observe´ T.C.Dinh et N.Sibony [DS 6].
Exemple 5.22 Soit P (z0, . . . , zk) un polynoˆme multihomoge`ne de multi-
degre´ (2, . . . , 2) en z0 = (x0, y0), . . . , z
k = (xk, yk), i.e. tel que
P (λ0z
0, . . . , λkz
k) = λ20 · · ·λ2kP (z0, . . . , zk), pour tout λ0, . . . , λk ∈ C∗.
Un tel polynoˆme de´finit une hypersurface X de dimension k et de multidegre´
(2, . . . , 2) dans l’espace (P1)k+1 = P1 × · · · × P1. Cette hypersurface est une
varie´te´ de Calabi-Yau lisse pour un choix ge´ne´rique de P . Conside´rons
πi : X ⊂ (P1)k+1 → (P1)k
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la projection paralle`lement a` la ie coordonne´e. C’est un reveˆtement holo-
morphe de degre´ 2 sur (P1)k, qui permet de de´finir σi : X → X l’involution
holomorphe qui e´change les deux pre´images de πi. Soit enfin
f := σ0 ◦ σ1 ◦ · · · ◦ σk : X → X.
Alors f est un automorphisme cohomologiquement hyperbolique. On trouvera
une preuve de ce fait dans [Ca 1], lorsque k = 2.
Le lecteur trouvera d’autres exemples dans [BK 1,2], [Ca 1], [Ke], [M 3].
5.4.2 Automorphismes polynomiaux de C3
Les automorphismes polynomiaux quadratiques de C3 ont e´te´ classifie´s
par J.E.Fornaess et H.Wu dans [FW] (voir e´galement [Mae]). Nous avons,
en collaboration avec D.Coman [CoG], pre´cise´ cette classification en nous
inte´ressant aux automorphismes cohomologiquement hyperboliques.
Proposition 5.23 Soit f : C3 → C3 un automorphisme polynomial qua-
dratique cohomologiquement hyperbolique. Alors apre`s conjugaison, et quitte
a` changer f en f−1 ou f2, on obtient que
– f est 1-stable dans P3 et λ1(f) > maxj 6=1 λj(f) ;
– f est soit re´gulier, soit faiblement re´gulier.
Notons que pour un automorphisme polynomial de C3, on a λ3(f) = 1
et λ2(f) = λ1(f
−1). Les automorphismes cohomologiquement hyperboliques
sont donc ceux tels que λ1(f) 6= λ1(f−1).
Nous renvoyons le lecteur au The´ore`me 4.1 de [CoG] pour une preuve
ainsi qu’un e´nonce´ plus pre´cis. Ce re´sultat montre qu’il est ne´cessaire de
conside´rer la notion plus ge´ne´rale d’automorphisme faiblement re´gulier et
que les automorphismes quadratiques de C3 ve´rifient les hypothe`ses du
The´ore`me 5.18. La plupart ve´rifient e´galement l’hypothe`se supple´mentaire
du The´ore`me 5.20, mais pas tous comme le montre l’exemple suivant.
Exemple 5.24 Conside´rons
f(x, y, z) ∈ C3 7→ (xy + az, x2 + by, x) ∈ C3,
ou` a, b ∈ C∗. C’est un automorphisme quadratique de C3 (membre de la
famille 5 du The´ore`me 4.1 de [CoG]).
On ve´rifie aise´ment que l’inverse f−1 de f satisfait les hypothe`ses du
The´ore`me 5.18 : f−1 est faiblement re´gulier avec l = 1, λ1(f−1) = 3 >
λ2(f
−1) = λ1(f) = 2. Cependant If−1 n’est pas toujours f -attirant. En effet
la droite (x = z = 0) est invariante,
f(0, y, 0) = (0, by, 0), f−1(0, y, 0) = (0, b−1y, 0).
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Elle rencontre l’hyperplan a` l’infini en un point qui est a` la fois d’inde´termina-
tion pour f et pour f−1. Il s’ensuit que If−1 n’est pas f -attirant si |b| ≤ 1.
Nous montrons dans [CoG] que If−1 est f -attirant lorsque |b| > 1.
Le lecteur inte´resse´ trouvera dans [BP], [S], [G 1,3,6], [GS], [CoG], [DS
2] d’autres exemples d’automorphismes et d’endomorphismes polynomiaux
de Ck qui sont cohomologiquement hyperboliques et satisfont les hypothe`ses
supple´mentaires des re´sultats e´nonce´s plus haut.
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