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Abstract
Exact solutions of the dispersive water wave and modified Boussinesq equations are expressed in terms of special
polynomials associated with rational solutions of the fourth Painleve´ equation, which arises as generalized scaling
reductions of these equations. Generalized solutions that involve an infinite sequence of arbitrary constants are also
derived which are analogues of generalized rational solutions for the Korteweg-de Vries, Boussinesq and nonlinear
Schro¨dinger equations.
1 Introduction
In this paper we are concerned with special polynomials associated with exact solutions of the dispersive water wave
(DWW) equation
Utt + 2UtUxx + 4UxUxt + 6U
2
xUxx − Uxxxx = 0, (1.1)
which is a soliton equation solvable by inverse scattering [38, 39], sometimes known as “Kaup’s higher-order wave
equation” (cf. [50]), and the modified Boussinesq equation
1
3Utt − 2UtUxx − 6U2xUxx + Uxxxx = 0, (1.2)
which also is a soliton equation solvable by inverse scattering [51]. These equations may be written in the non-local
form (by setting Ux = u)
utt − 2uxx∂−1x (ut) + 4uuxt + 6uxut + 2(u3)xx − uxxxx = 0, (1.3)
1
3utt − 2utux + 2uxx∂−1x (ut)− 2(u3)xx + uxxxx = 0, (1.4)
where (∂−1x f)(x) =
∫
∞
x f(y) dy, respectively, which is the form in which they arise in physical applications.
The DWW equation (1.1) can be derived from the classical Boussinesq system
ηt + vx + ηηx = 0, vt + (ηv)x + ηxxx = 0, (1.5)
which arise in the description of surface waves propagating in shallow water [14, 38, 39, 56]. Indeed Broer [14]
called the system “the oldest, simplest and most widely known set of equations ... which are the Boussinesq equations
proper”. Hirota and Satsuma [32] showed that there is a “Miura type” transformation relating solutions of the modified
Boussinesq equation (1.2) to solutions of the Boussinesq equation
utt + uxx + (u
2)xx + uxxxx = 0. (1.6)
There has been considerable interest in partial differential equations solvable by inverse scattering, the soliton
equations, since the discovery in 1967 by Gardner, Greene, Kruskal and Miura [29] of the method for solving the
initial value problem for the Korteweg-de Vries (KdV) equation
ut + 6uux + uxxx = 0. (1.7)
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Clarkson and Ludlow [24] show that the generalized Boussinesq equation
Utt + pUtUxx + qUxUxt + rU
2
xUxx + Uxxxx = 0, (1.8)
with p, q and r constants, satisfies the necessary conditions of the Painleve´ conjecture due to Ablowitz, Ramani and
Segur [2, 3] to be solvable by inverse scattering in two cases: (i), if q = 2p and r = 32p2, when (1.8) is equivalent
to the DWW equation (1.1), and (ii), if q = 0 and r = − 12p2, when (1.8) is equivalent to the modified Boussinesq
equation (1.2).
During the past thirty years or so there has been much interest in rational solutions of the soliton equations. Further
applications of rational solutions to soliton equations include the description of explode-decay waves [43] and vortex
solutions of the complex sine-Gordon equation [10, 47]. The idea of studying the motion of poles of solutions of the
KdV equation (1.7) is attributed to Kruskal [40]. Airault, McKean and Moser [8] studied the motion of the poles of
rational solutions of the KdV equation (1.7) and the Boussinesq equation (1.6). Further they related the motion to an
integrable many-body problem, the Calogero-Moser system with constraints; see also [7, 16]. Ablowitz and Satsuma
[4] derived some rational solutions of the KdV equation (1.7) and the Boussinesq equation (1.6) by finding a long-
wave limit of the knownN -soliton solutions of these equations. Studies of rational solutions of other soliton equations
include for the Boussinesq equation [22, 28, 49] and for the nonlinear Schro¨dinger (NLS) equation [21, 33, 43]
iut + uxx ± 2|u|2u = 0. (1.9)
Ablowitz and Segur [5] demonstrated a close relationship between completely integrable partial differential equa-
tions solvable by inverse scattering and the Painleve´ equations. For example the second Painleve´ equation (PII),
w′′ = 2w3 + zw + α, (1.10)
where ′ ≡ d/dz and α is an arbitrary constant, arises as a scaling reduction of the KdV equation (1.7), see [5], and the
fourth Painleve´ equation (PIV),
w′′ =
(w′)
2
2w
+
3
2
w3 + 4zw2 + 2(z2 − α)w + β
w
, (1.11)
where α and β are arbitrary constants, arises as scaling reductions of the Boussinesq equation (1.6) and the NLS
equation (1.9). Consequently special solutions of these equations can be expressed in terms of solutions of PII and
PIV.
The six Painleve´ equations (PI–PVI) are nonlinear ordinary differential equations, the solutions of which are called
the Painleve´ transcendents, were discovered about a hundred years ago by Painleve´, Gambier and their colleagues
whilst studying which second-order ordinary differential equations have the property that the solutions have no mov-
able branch points, i.e. the locations of multi-valued singularities of any of the solutions are independent of the partic-
ular solution chosen and so are dependent only on the equation; this is now known as the Painleve´ property. Painleve´,
Gambier et al. showed that there were fifty canonical equations with this property, forty four are either integrable in
terms of previously known functions, such as elliptic functions or are equivalent to linear equations, or are reducible
to one of six new nonlinear ordinary differential equations, which define new transcendental functions (cf. [34]). The
Painleve´ equations can be thought of as nonlinear analogues of the classical special functions (cf. [20, 26, 35, 53]).
Indeed Iwasaki, Kimura, Shimomura and Yoshida [35] characterize the Painleve´ equations as “the most important
nonlinear ordinary differential equations” and state that “many specialists believe that during the twenty-first century
the Painleve´ functions will become new members of the community of special functions”. Further Umemura [53]
states that “Kazuo Okamoto and his circle predict that in the 21st century a new chapter on Painleve´ equations will be
added to Whittaker and Watson’s book”.
Vorob’ev [55] and Yablonskii [57] expressed the rational solutions of PII (1.10) in terms of certain special poly-
nomials, which are now known as the Yablonskii–Vorob’ev polynomials. Okamoto [46] derived analogous special
polynomials, which are now known as the Okamoto polynomials, related to some of the rational solutions of PIV
(1.11). Subsequently Okamoto’s results were generalized by Noumi and Yamada [45] who showed that all rational
solutions of PIV can be expressed in terms of logarithmic derivatives of two sets of special polynomials, called the
generalized Hermite polynomials and the generalized Okamoto polynomials (see §2 below). Clarkson and Mansfield
[25] investigated the locations of the roots of the Yablonskii–Vorob’ev polynomials in the complex plane and showed
that these roots have a very regular, approximately triangular structure. The structure of the (complex) roots of the gen-
eralized Hermite and generalized Okamoto polynomials is described in [18], which respectively have an approximate
rectangular structure and a combination of approximate rectangular and triangular structures. The term “approximate”
is used since the patterns are not exact triangles and rectangles as the roots lie on arcs rather than straight lines.
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In this paper our interest is in exact solutions and associated polynomials of the special case of the DWW equation
(1.1) and the modified Boussinesq equation (1.2), both of which have generalized scaling reductions to PIV (1.11).
Consequently solutions of (1.1) and (1.2) can be obtained in terms the generalized Hermite and generalized Okamoto
polynomials. Further some of these solutions whose derivatives decay as x → ±∞, are generalized to give more
general solutions of the DWW equation (1.1) and the modified Boussinesq equation (1.2). These solutions are ana-
logues of the rational solutions of the KdV equation [4, 7, 8, 16], the Boussinesq equation [22, 28, 49] and the NLS
equation [21, 33]; see also [19]. This paper is organized as follows. In §2 we review the special polynomials asso-
ciated with rational solutions of PIV (1.11). In §§3 and 4 we use the special polynomials discussed in §2 to derive
special polynomials and associated solutions of the DWW equation (1.1) and the modified Boussinesq equation (1.2),
respectively. We also derive generalized solutions which involve an infinite number of arbitrary constants. All exact
solutions of equations (1.1) and (1.2), which are rational solutions of equations (1.3) and (1.4), which are described
here are expressed as Wronskians of polynomials. Finally in §5 we discuss our results.
2 Rational solutions of PIV
Simple rational solutions of PIV (1.11) are
w1(z;±2,−2) = ±1/z, w2(z; 0,−2) = −2z, w3(z; 0,− 29 ) = − 23z. (2.1)
It is known that there are three sets of rational solutions of PIV, which have the solutions (2.1) as the simplest members.
These sets are known as the “−1/z hierarchy”, the “−2z hierarchy” and the “− 23z hierarchy”, respectively (cf. [9]).
The “−1/z hierarchy” and the “−2z hierarchy” form the set of rational solutions of PIV (1.11) with parameters given
by (2.2a) and the “− 23z hierarchy” forms the set with parameters given by (2.2b). The rational solutions of PIV (1.11)
with parameters given by (2.2a) lie at the vertexes of the “Weyl chambers” and those with parameters given by (2.2b)
lie at the centres of the “Weyl chamber” [54].
Theorem 2.1. PIV (1.11) has rational solutions if and only if the parameters α and β are given by either
α = m, β = −2(2n−m+ 1)2, (2.2a)
or
α = m, β = −2(2n−m+ 13 )2, (2.2b)
with m,n ∈ Z. For each given m and n there exists only one rational solution of PIV with parameters given by (2.2).
Proof. See Lukashevich [41], Gromak [30] and Murata [42]; also Bassom, Clarkson and Hicks [9], Gromak, Laine
and Shimomura [31, §26], Umemura and Watanabe [54].
In a comprehensive study of properties of solutions of PIV (1.11), Okamoto [46] introduced two sets of polynomials
associated with rational solutions of PIV (1.11), analogous to the Yablonskii–Vorob’ev polynomials associated with
rational solutions of PII. Noumi and Yamada [45] generalized Okamoto’s results and introduced the generalized
Hermite polynomials, which are defined in Definition 2.2, and the generalized Okamoto polynomials, which are defined
in Definition 2.4; see also [18, 19]. Kajiwara and Ohta [36] expressed the generalized Hermite and generalized
Okamoto polynomials in terms of Schur functions in the form of determinants, which is how they are defined below.
Definition 2.2. The generalized Hermite polynomialHm,n(z) is defined by
Hm,n(z) =W (Hm(z), Hm+1(z), . . . , Hm+n−1(z)) , (2.3)
for m,n ≥ 1, with Hm,0(z) = H0,n(z) = 1 and Hk(z) the kth Hermite polynomial.
The polynomials, Hm,n(z), defined by (2.3) are called the generalized Hermite polynomials since Hm,1(z) =
Hm(z) and H1,m(z) = i−mHm(iz), where Hm(z) is the standard Hermite polynomial defined by
Hm(z) = (−1)m exp(z2) d
m
dzm
{
exp(−z2)}
or alternatively through the generating function
∞∑
m=0
Hm(z) ξ
m
m!
= exp(2ξz − ξ2). (2.4)
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Examples of generalized Hermite polynomials and plots of the locations of their roots in the complex plane are
given by Clarkson [18]; see also [19, 21, 22]. The roots take the form of m× n “rectangles”, which are only approx-
imate rectangles since the roots lie on arcs rather than straight lines. The generalized Hermite polynomial Hm,n(z)
can be expressed as the multiple integral
Hm,n(z) =
pim/2
∏m
k=1 k!
2m(m+2n−1)/2
∫
∞
−∞
· · ·n
∫
∞
−∞
n∏
i=1
n∏
j=i+1
(xi − xj)2
n∏
k=1
(z − xk)m exp
(−x2k) dx1 dx2 . . .dxn,
which arises in random matrix theory [13, 27, 37]. The generalized Hermite polynomials also arise in the theory of
orthogonal polynomials [15].
Theorem 2.3. SupposeHm,n(z) is the generalized Hermite polynomial, then
w[1]m,n(z) =
d
dz
ln
{
Hm+1,n(z)
Hm,n(z)
}
, (2.5a)
w[2]m,n(z) =
d
dz
ln
{
Hm,n(z)
Hm,n+1(z)
}
, (2.5b)
w[3]m,n(z) = −2z +
d
dz
ln
{
Hm,n+1(z)
Hm+1,n(z)
}
, (2.5c)
where w[j]m,n = w(z;α[j]m,n, β[j]m,n), j = 1, 2, 3, are solutions of PIV, respectively for
α[1]m,n = 2m+ n+ 1, β
[1]
m,n = −2n2,
α[2]m,n = −(m+ 2n+ 1), β[2]m,n = −2m2,
α[3]m,n = n−m, β[3]m,n = −2(m+ n+ 1)2.
Proof. See Theorem 4.4 in Noumi and Yamada [45]; also Theorem 3.1 in [18].
The rational solutions of PIV defined by (2.5) include all solutions in the “−1/z” and “−2z” hierarchies, i.e. the set
of rational solutions of PIV with parameters given by (2.2a). In fact these rational solutions of PIV (1.11) are special
cases of the special function solutions which are expressible in terms of parabolic cylinder functions Dν(ξ).
Definition 2.4. The generalized Okamoto polynomial Ωm,n(z) is defined by
Ωm,n(z) =W(H1(z), H4(z), . . . , H3m−2(z), H2(z), H5(z), . . . , H3n−1(z)), (2.6a)
Ωm,0(z) =W(H1(z), H4(z), . . . , H3m−2(z)), (2.6b)
Ω0,n(z) =W(H2(z), H5(z), . . . , H3n−1(z)), (2.6c)
for m,n ≥ 1, with Ω0,0(z) = 1 and Hk(z) the kth Hermite polynomial.
The generalized Okamoto polynomial Ωm,n(z) defined here have been reindexed in comparison to the general-
ized Okamoto polynomial Qm,n(z) defined in [18, 19] by setting Qm,n(z) = Ωm+n−1,n−1(z) and Q−m,−n(z) =
Ωn−1,m+n(z), for m,n ≥ 1. The polynomials introduced by Okamoto [46] are given by Qm(z) = Ωm−1,0(z) and
Rm(z) = Ωm,1(z). Further the generalized Okamoto polynomial introduced by Noumi and Yamada [45] is given by
Q˜m,n(z) = Ωm−1,n−1(z).
Examples of generalized Okamoto polynomials and plots of the locations of their roots in the complex plane are
given by Clarkson [18, 19]. The roots of the polynomialQm,n(z) = Ωm+n−1,n−1(z) with m,n ≥ 1 take the form of
an m× n “rectangle” with an “equilateral triangle”, which have either 12m(m− 1) or 12n(n− 1) roots, on each of its
sides. The roots of the polynomialQ−m,−n(z) = Ωn−1,m+n(z) with m,n ≥ 1 take the form of anm×n “rectangle”
with an “equilateral triangle”, which now have either 12m(m+1) or
1
2n(n+1) roots, on each of its sides. Again these
are only approximate rectangles and equilateral triangles since the roots lie on arcs rather than straight lines.
Theorem 2.5. SupposeQm,n(z) is the generalized Okamoto polynomial, then
w˜[1]m,n(z) = − 23z +
d
dz
ln
{
Qm+1,n(z)
Qm,n(z)
}
, (2.7a)
w˜[2]m,n(z) = − 23z +
d
dz
ln
{
Qm,n(z)
Qm,n+1(z)
}
, (2.7b)
w˜[3]m,n(z) = − 23z +
d
dz
ln
{
Qm,n+1(z)
Qm+1,n(z)
}
, (2.7c)
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where w˜[j]m,n = w(z; α˜[j]m,n, β˜[j]m,n), j = 1, 2, 3, are solutions of PIV, respectively for
α˜[1]m,n = 2m+ n, β˜
[1]
m,n = −2(n− 13 )2,
α˜[2]m,n = −(m+ 2n), β˜[2]m,n = −2(m− 13 )2,
α˜[3]m,n = n−m, β˜[3]m,n = −2(m+ n+ 13 )2.
Proof. See Theorem 4.3 in Noumi and Yamada [45]; also Theorem 4.1 in [18].
3 Exact solutions of the dispersive water wave equation
3.1 Exact solutions from the scaling reduction
The DWW equation (1.1) has the generalized scaling reduction [24]
U(x, t) = V (z)− κx− κ2t− µ ln t, z = (x+ 2κt)/
√
4t, (3.1)
with κ and µ arbitrary constants, which is a classical symmetry reduction [24], and where v(z) = V ′(z) satisfies
v′′′ = 6v2v′ − 12zvv′ + (4z2 − 8µ)v′ − 8v2 + 12zv + 16µ. (3.2)
Then letting v(z) = w(z) + 2z in (3.2) and integrating yields PIV (1.11) and so we can obtain exact solutions of the
DWW equation (1.1) from the rational solutions of PIV given in §2. However, it is possible to generate these solutions
directly, i.e. without having to consider the generalized Hermite and generalized Okamoto polynomials, by extending
the representations of these polynomials in terms of the determinants given in Definitions 2.2 and 2.4.
Theorem 3.1. Consider the polynomials ϕn(x, t;κ) defined by
∞∑
n=0
ϕn(x, t;κ)λ
n
n!
= exp
{
(x+ 2κt)λ− tλ2} , (3.3)
so ϕn(x, t;κ) = t
n/2Hn
(
(x+ 2κt)/
√
4t
)
, with Hn(z) the Hermite polynomial, and then let
Φm,n(x, t;κ) =Wx(ϕm, ϕm+1, . . . , ϕm+n−1). (3.4)
where Wx(ϕm, ϕm+1, . . . , ϕm+n−1) is the Wronskian with respect to x. Then the DWW equation (1.1) has exact
solutions in the form
U [1]m,n(x, t;κ) = ln
{
Φm+1,n(x, t;κ)
Φm,n(x, t;κ)
}
+
x2
4t
− (m+ n+ 12 ) ln t, (3.5a)
U [2]m,n(x, t;κ) = ln
{
Φm,n(x, t;κ)
Φm,n+1(x, t;κ)
}
+
x2
4t
+ (m+ n+ 12 ) ln t, (3.5b)
U [3]m,n(x, t;κ) = ln
{
Φm,n+1(x, t;κ)
Φm+1,n(x, t;κ)
}
− κ(x+ κt), (3.5c)
Proof. The polynomials ϕn(x, t;κ) defined by (3.3) are obtained by z = (x + κt)/
√
4t and ξ = λ
√
t in (2.4). Then
(3.4) follows from the definition of Hm,n(z) given by (2.3). Finally substitution of these expressions into (3.1) yields
the desired result.
Theorem 3.2. Consider the polynomials ψn(x, t;κ) defined by
∞∑
n=0
ψn(x, t;κ)λ
n
n!
= exp
{
(x+ 2κt)λ+ 3tλ2
}
, (3.6)
so ψn(x, t;κ) = (3t)
n/2e−npii/2Hn
(
i(x+ 2κt)/
√
3t
)
, with Hn(z) the Hermite polynomial, and then let
Ψm,n(x, t;κ) =Wx (ψ1, ψ4, . . . , ψ3m+3n−5, ψ2, ψ5, . . . , ψ3n−4) ,
Ψ−m,−n(x, t) =Wx (ψ1, ψ4, . . . , ψ3n−2, ψ2, ψ5, . . . , ψ3m+3n−1) ,
(3.7)
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for m,n ≥ 1, whereWx(ψ1, ψ2, . . . , ψm) is the Wronskian with respect to x. Then the DWW equation (1.1) has exact
solutions in the form
U [1]m,n(x, t;κ) = ln
{
Ψm+1,n(x, t)
Ψm,n(x, t;κ)
}
+
x2
6t
− 13κ(x+ κt)− (2m+ n) ln t, (3.8a)
U [2]m,n(x, t;κ) = ln
{
Ψm,n(x, t;κ)
Ψm,n+1(x, t;κ)
}
+
x2
6t
− 13κ(x+ κt) + (m+ 2n) ln t, (3.8b)
U [3]m,n(x, t;κ) = ln
{
Ψm,n+1(x, t;κ)
Ψm+1,n(x, t;κ)
}
+
x2
6t
− 13κ(x+ κt)− (m− n) ln t. (3.8c)
Proof. The proof is similar to that for Theorem 3.1 above and so is left to the reader.
3.2 Generalized solutions
Here we discuss possible generalizations of the rational solutions obtained above. Motivated by the structure of the
generalized exact solutions of the KdV equation [7, 8], the Boussinesq equation [22, 28], and the NLS equation [21],
the idea is to replace the exponent of the exponentials (3.3) and (3.6) by the infinite series
(x + 2κt)λ+ btλ2 +
∞∑
j=3
ξjλ
j , (3.9)
with b = −1 and b = 3, respectively, where ξj , for j ≥ 3, are arbitrary parameters. These give generalizations of
the polynomials (3.4) and (3.7) which in turn give generalizations of (3.5) and (3.8). However, when we substitute the
generalizations of (3.5) and (3.8) into the DWW equation (1.1), it can be shown that necessarily κ = 0 and ξj = 0 for
j ≥ 3 except for the generalization of (3.5c), and is described in the following theorem.
Theorem 3.3. Consider the polynomials θn(x, t; ξ) defined by
∞∑
n=0
ϑn(x, t; ξ)λ
n
n!
= exp

xλ − tλ2 + ∞∑
j=3
ξjλ
j

 , (3.10)
where ξ = (ξ3, ξ4, . . .), with ξj arbitrary constants and then let
Θm,n(x, t; ξ) =Wx(ϑm, ϑm+1, . . . , ϑm+n−1). (3.11)
where Wx(θm, θm+1, . . . , θm+n−1) is the Wronskian with respect to x. Then the DWW equation (1.1) has exact
solutions in the form
U [3]m,n(x, t; ξ) = ln {Θm,n+1(x, t; ξ)/Θm+1,n(x, t; ξ)} , (3.12)
The polynomials (3.11) and associated solutions (3.12) are analogous to the polynomials and associated rational
solutions of the KdV equation (1.7) derived by Airault, McKean and Moser [8] and Adler and Moser [7]; see also
[4, 16]. Further we conclude that generalized solutions, i.e. solutions which depend on an infinite number of arbitrary
parameters, of the DWW equation (1.1) exist only if the derivative of the solution, which is a decaying rational solution
of (1.3), obtained through the scaling reduction to a Painleve´ equation decays as |x| → ∞. This is analogous to the
situation for generalized rational solutions of the KdV equation [7, 8, 16], the Boussinesq equation [22, 28, 49], and
the NLS equation [33]; see also [19].
4 Exact solutions of the modified Boussinesq equation
4.1 Exact solutions from the scaling reduction
The modified Boussinesq equation (1.2) has the generalized scaling reduction [17]
U(x, t) = V (z) + κxt− µ ln t, z = (x+ 3κt2)/
√
4t, (4.1)
with κ and µ arbitrary constants and where v(z) = V ′(z) satisfies
v′′′ = 6v2v′ + 4zvv′ − (43z2 + 8µ)v′ − 4zv + 163 µ. (4.2)
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In the case when κ 6= 0, the generalized scaling reduction (4.1) is a nonclassical symmetry reduction that is derived
either using the nonclassical method [11] or the direct method [23] — see [17] for details. Letting V (z) = w(z) + 23z
in (4.2) and integrating yields PIV (1.11) and so we can obtain exact solutions of the modified Boussinesq equation
(1.2) from the rational solutions of PIV given in §2. As for the DWW equation (1.1), it is possible to generate these
solutions directly, i.e. without having to consider the generalized Hermite and generalized Okamoto polynomials, by
extending the representations of these polynomials in terms of the determinants given in Definitions 2.2 and 2.4.
Theorem 4.1. Consider the polynomials ϕn(x, t;κ) defined by
∞∑
n=0
ϕn(x, t;κ)λ
n
n!
= exp
{
(x+ 3κt2)λ− tλ2} , (4.3)
so ϕn(x, t;κ) = t
n/2Hn
(
(x+ 3κt2)/
√
4t
)
, with Hn(z) the Hermite polynomial, and then let
Φm,n(x, t;κ) =Wx(ϕm, ϕm+1, . . . , ϕm+n−1). (4.4)
whereWx(ϕm, ϕm+1, . . . , ϕm+n−1) is the Wronskian with respect to x. Then the modified Boussinesq equation (1.2)
has exact solutions in the form
U [1]m,n(x, t;κ) = ln
{
Φm+1,n(x, t;κ)
Φm,n(x, t;κ)
}
+
x2
12t
+ 32κxt+
3
4κ
2t3 + (m+ 12 ) ln t, (4.5a)
U [2]m,n(x, t;κ) = ln
{
Φm,n(x, t;κ)
Φm,n+1(x, t;κ)
}
+
x2
12t
+ 32κxt+
3
4κ
2t3 − (n+ 12 ) ln t, (4.5b)
U [3]m,n(x, t;κ) = ln
{
Φm,n+1(x, t;κ)
Φm+1,n(x, t;κ)
}
− x
2
6t
− 32κ2t3 − (m− n) ln t, (4.5c)
Theorem 4.2. Consider the polynomials ψn(x, t;κ) defined by
∞∑
n=0
ψn(x, t;κ)λ
n
n!
= exp
{
(x+ 3κt2)λ+ 3tλ2
}
, (4.6)
so ψn(x, t;κ) = (3t)
n/2e−npii/2Hn
(
i(x+ 3κt2)/
√
3t
)
, with Hn(z) the Hermite polynomial, and then let
Ψm,n(x, t;κ) =Wx (ψ1, ψ4, . . . , ψ3m+3n−5, ψ2, ψ5, . . . , ψ3n−4) ,
Ψ−m,−n(x, t;κ) =Wx (ψ1, ψ4, . . . , ψ3n−2, ψ2, ψ5, . . . , ψ3m+3n−1) ,
(4.7)
for m,n ≥ 1, where Wx(ψ1, ψ2, . . . , ψm) is the Wronskian with respect to x. Then the modified Boussinesq equation
(1.2) has exact solutions in the form
U [1]m,n(x, t;κ) = ln {Ψm+1,n(x, t;κ)/Ψm,n(x, t;κ)}+ κxt, (4.8a)
U [2]m,n(x, t;κ) = ln {Ψm,n(x, t;κ)/Ψm,n+1(x, t;κ)}+ κxt, (4.8b)
U [3]m,n(x, t;κ) = ln {Ψm,n+1(x, t;κ)/Ψm+1,n(x, t;κ)}+ κxt. (4.8c)
4.2 Generalized solutions
Here we discuss possible generalizations of the exact solutions obtained above. As for the DWW equation, the idea is
to replace the exponent of the exponentials (3.3) and (4.6) by the infinite series
(x+ 3κt2)λ + btλ2 +
∞∑
j=3
ξjλ
j , (4.9)
with b = −1 and b = 3, respectively, where ξj , for j ≥ 3, are arbitrary parameters. However, when we substitute the
generalizations of (4.5) and (4.8) into the modified Boussinesq equation (1.2), it can be shown that necessarily κ = 0
and ξj = 0 for j ≥ 3 except for the generalization of (4.8) with κ = 0, the derivatives of which decay as |x| → ∞ and
are decaying rational solutions of (1.4), and are described in the following theorem.
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Theorem 4.3. Consider the polynomials ϑn(x, t; ξ) defined by
∞∑
n=0
ϑn(x, t; ξ)λ
n
n!
= exp

xλ + 3tλ2 + ∞∑
j=3
ξjλ
j

 , (4.10)
where ξ = (ξ3, ξ4, . . .), with ξj arbitrary constants and then let
Θm,n(x, t; ξ) =Wx(ϑ1, ϑ4, . . . , ϑ3m+3n−5, ϑ2, ϑ5, . . . , ϑ3n−1),
Θ−m,−n(x, t; ξ) =Wx(ϑ1, ϑ4, . . . , ϑ3n−2, ϑ2, ϑ5, . . . , ϑ3m+3n−1),
(4.11)
for m,n ≥ 1, where Wx(θ1, θ2, . . . , θm) is the Wronskian with respect to x. Then modified Boussinesq equation (1.2)
has exact solutions in the form
U [1]m,n(x, t; ξ) = ln {Θm+1,n(x, t; ξ)/Θm,n(x, t; ξ)} , (4.12a)
U [2]m,n(x, t; ξ) = ln {Θm,n(x, t; ξ)/Θm,n+1(x, t; ξ)} , (4.12b)
U [3]m,n(x, t; ξ) = ln {Θm,n+1(x, t; ξ)/Θm+1,n(x, t; ξ)} . (4.12c)
5 Discussion
In this paper we have studied exact solutions of the DWW equation (1.1) and the modified Boussinesq equation (1.2)
through rational solutions of PIV (1.11), which arises as a scaling reduction of these equations. Further we have
derived some generalized solutions of the DWW equation (1.1) and the modified Boussinesq equation (1.2) which are
analogues of the generalized rational solutions of the KdV equation (1.7), the Boussinesq equation (1.6) and the NLS
equation (1.9). The DWW equation (1.1) and the modified Boussinesq equation (1.2) also possess the accelerating
wave reductions
U(x, t) =W (z) + µxt− 23µ2t3, z = x− µt2, (5.1)
U(x, t) =W (z)− 13µxt, z = x− µt2, (5.2)
respectively, where µ is an arbitrary constant and W (z) is solvable in terms of solutions of PII (1.10). Since PII has
rational solutions expressed in terms of the Yablonskii–Vorob’ev polynomials [55, 57], then we can derive another
class of exact solutions of (1.1) and (1.2) in terms of these special polynomials. We remark that the reduction (5.1) is
obtained using classical Lie group method [12, 48] whereas the reduction (5.2) is a nonclassical symmetry reduction
that is derived either using the nonclassical method [11] or the direct method [23] — see [17, 24] for details.
However, there are further exact solutions of the DWW equation (1.1) and the modified Boussinesq equation (1.2),
which are not special cases of the solutions discussed in §§3 and 4 above, or through the accelerating wave reductions
(5.1) and (5.2). For example, the DWW equation (1.1) has the exact solutions
u1(x, t) = ln
(
x+ t
x+ t+ 2
)
− t
2
, (5.3a)
u2(x, t) = ln
{
(x+ t)3 − 3(x+ t)2 − 6t
(x+ t)3 + 3(x+ t)2 − 6t
}
− t
2
, (5.3b)
and the modified Boussinesq equation (1.2) has the exact solutions
u1(x, t) = ln
(
x+ t
x+ t− 6
)
− t
6
, (5.4a)
u2(x, t) = ln
{
(x+ t)3 + 9(x+ t)2 + 24x+ 42t− 144
(x+ t)3 − 9(x+ t)2 + 24x+ 42t+ 144
}
− t
6
, (5.4b)
which are not obtained by the procedure described above. These are analogous to the rational solutions of the classical
Boussinesq equation (1.5) derived by Sachs [52] by applying the limiting procedure in [4] to N -soliton solutions of
(1.5).
The classical orthogonal polynomials, such as Hermite, Laguerre, Legendre, and Tchebychev polynomials which
are associated with rational solutions of the classical special functions, play an important role in a variety of applica-
tions (cf. [6]). Hence it seems likely that the special polynomials discussed here which are associated with rational
solutions of nonlinear special functions, i.e. the soliton and Painleve´ equations, also arise in a variety of applications
such as in numerical analysis.
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