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Abstract—A full characterization of accessibility is provided
for nonlinear time-delay systems. It generalizes the rank con-
dition which is known for weak controllability of linear time-
delay systems, as well as the celebrated geometric approach
for delay–free nonlinear systems and the characterization of
their accessibility. Besides, fundamental results are derived on
integrability and basis completion which are of major importance
for a number of general control problems for nonlinear time–
delay systems. They are shown to impact preconceived ideas
about canonical forms for nonlinear time–delay systems.
Index Terms—Time–delay systems; accessibility; autonomous
element; geometric approach; nonlinear systems.
I. INTRODUCTION
Time-delay systems are modeled by ordinary differential
equations which involve delayed variables [9], [16] and are
typically encountered in biology or biomedical systems [25], in
telerobotics, teleoperations [12], [15] and in networked control
systems. Unfortunately, the theory for such systems is much
less developed than it is for linear time–delay systems. Even
fundamental properties such as accessibility or observability
and related design problems are far from being understood.
A sufficient condition for accessibility of nonlinear time–
delay systems can be found in [18]. Whether this condition is
necessary remains an open problem. Among the contributions
in this paper, a full characterization of accessibility is derived
in terms of a necessary and sufficient rank condition for
nonlinear time–delay systems. This result is in the continuation
of the celebrated geometric approach for delay–free systems;
the work [10] on accessibility has certainly been the seminal
paper inspiring the geometric approach that started to be
developed by Lobry, Jurdjevic, Sussmann, Hermes, Krener,
Sontag, Brockett in the early 1970’s (quoted from [23]).
Herein it is also proven that any nonlinear time–delay
system can always be decomposed into a non accessible
subsystem and a fully accessible one by means of a bicausal
state transformation. This is far from being obvious as such a
decomposition does not always exist with respect to observ-
ability, as displayed in the following example. Consider
x˙i = 0, i = 1, 2
y = x1(t)x1(t− 1) + x2(t)x2(t− 1).
As any time-derivative of the output is zero, for t ≥ 0, the
two state variables of the above system can not be estimated
independently and the system is not fully observable. From
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the results of this paper, there is no invertible change of state
coordinates which decomposes the system into an observable
subsystem and a non observable one. This contradicts common
beliefs on this matter. Additional assumptions are required [27]
to ensure that such a decomposition still exists.
The results in the paper feature fundamentals of a novel
approach to tackle nonlinear time-delay systems. They include
useful algebraic results which are independent of any system
dynamics. A basis completion theorem is obtained which
may impact future research on time–delay systems. From
above, given a set of causal exact one-forms, it is not always
possible to find additional causal exact one-forms to define
a unimodular matrix. Necessary and sufficient conditions are
derived under which such a transformation exists.
A major difficulty in analyzing time-delay systems is their
infinite dimensionality. Thus, in the nonlinear case, integrabil-
ity results provided by Poincare´ Lemma or Frobenius Theorem
have to be revised. A sequence of finite dimensional systems is
introduced and shown to capture major structural properties of
time–delay systems. Standard tools on those finite dimensional
systems become efficient and circumvent this difficulty.
The outline of the paper is as follows. This introductory sec-
tion is ended up with a summary of the main results which are
put into perspective with respect to control systems. Section
II introduces general notations about the class of dynamical
systems which are considered. Mathematical tools adapted for
infinite dimensional systems are introduced and results on
integrability are derived in Section III. Section IV includes
the characterization of accessibility and the corresponding
decomposition of systems. Two examples are provided in
Section V to illustrate the approach of the paper: the JAK-
STAT signaling pathway Model borrowed from biology, and
the Chained Form Model used in Mechanical Engineering.
Concluding remarks are found in Section VI.
SUMMARY OF THE CONTRIBUTIONS
The main original contributions given in this paper are
summarized hereafter. Some of them implicate received ideas.
Integrability
The integrability problem of a submodule was addressed
in [2]. The new contributions in that respect are detailed in
Section III as follows:
• A new notion of Polynomial Lie Bracket is introduced in
Section III, which allows to give necessary and sufficient
conditions for the integrability of a given submodule,
stated in the framework of polynomial modules.
2• Corollary 1 gives an upper bound on the maximum
delay which characterizes these exact differentials after
integration. An algorithm for the computation of a basis
over K(δ] for such exact differentials is included, with-
out using any Taylor expansion and thus reducing the
computational complexity.
• Theorem 3 solves the integrability problem in the
most general case whereas in [2] the results were re-
stricted to the special case of causal right submod-
ules1. Note that causal exact forms, may have a non
causal right annihilator as it is the case for instance for
ω = d(x1(t)x1(t− 1) + x2(t)x2(t − 1)).
• It is shown that the exact differentials which characterize
the left annihilator of the given submodule can be com-
puted by referring to a finite dimensional distribution of
proper dimension.
• Theorem 2 in Section III fully characterizes those closed
bases of exact differentials which can be completed
to get a bicausal change of coordinates, generalizing
preliminary results given in [5]. This last result represents
an important milestone for the study of nonlinear delay
systems since it is not valid in general. A typical counter-
example is given again by ω defined above.
Characterization of Accessibility
Theorem 5 in Section IV displays the rank condition which
generalizes the well established full dimensional condition of
the strong accessibility distribution for delay–free nonlinear
systems. It also somehow generalizes the Kalman criterion for
the study of controllability of linear time–invariant systems.
Decomposition with respect to Accessibility
It was easily shown that the decomposition with respect to
observability does not exist for a general nonlinear time-delay
system. Theorem 6 shows that the decomposition with respect
to accessibility is always possible.
II. NOTATIONS
Consider the class of nonlinear time-delay systems
x˙(t) = F (x(t), x(t−D), · · · , x(t− sD)) + (1)l∑
i=0
m∑
j=1
Gji(x(t), x(t−D), · · · , x(t− sD))uj(t− iD)),
where D is a constant delay, s, l ≥ 0 are integers and the
functions Gji(x(t), · · · , x(t − sD)), j ∈ [1,m], i ∈ [0, l]
and F (x(t), · · · , x(t − sD)) are analytic in their arguments.
Such a class of systems covers the case of constant multiple
commensurate delays as well [9].
General notations valid throughout the paper are as follows.
• xT[p,s] = (x
T (t + pD), · · ·xT (t − sD)) ∈ IR(p+s+1)n,
denotes the vector consisting of the np future values
1A submodule is causal if its generators are causal, that is they do not
depend on t+ i, i > 0.
x(t + iD), i ∈ [1, p], of the state together with the
first (s + 1)n components of the state of the infinite
dimensional system (1). When p = 0, the more sim-
ple notation xT[s] = xT[0,s] ∈ IR(s+1)n is used, with
x[0] = [x1,[0], · · · , xn,[0]]T = x(t) ∈ IRn, u[0] =
[u1,[0], · · · , um,[0]]T = u(t) ∈ IRm, the current values
of the state and input variables.
• xT[p,s](−i) = (xT (t + pD − iD), · · ·xT (t − sD − iD)).
Accordingly, x[s](−i) = x[0,s](−i); xj,[0](−i) := xj(t −
iD), and u`,[0](−i) := u`(t − iD) denote respectively
the j–th and `–th components of the current values of
the state and input variables delayed by τ = iD. When
no confusion is possible the subindex will be omitted so
that x will stand for x[p,s], while x(−i) for x[p,s](−i).
• u[j] := (uT , u˙T , · · · , (u(j))T )T where u[−1] = ∅;
• K∗ denotes the field of meromorphic functions
f(x[p,s] ,u
[k]
[q,j]), with p, s, k, q, j ∈ IN . The subfield K
of K∗, consisting of causal meromorphic functions, is
obtained for p = q = 0.
• Given a function f(x[p,s] ,u[k][q,j]), we will denote by
f(−l) = f(x[p,s](−l),u[k][q,j](−l));
• d is the standard differential operator;
• δ represents the backward time-shift operator: for
a(·), f(·) ∈ K∗: δ[ a df ] = a(−1)δdf = a(−1)df(−1);
• K∗(δ] is the (left) ring of polynomials in δ with coef-
ficients in K∗. Every element of K∗(δ] may be writ-
ten as α(δ] =
∑rα
j=0αj(·)δj , with αj(·) ∈ K∗ and
rα = deg(α(δ]) the polynomial degree in δ. Let β(δ] =∑rβ
j=0 βj(·)δj be an element of K∗(δ] of polynomial de-
gree rβ. Then addition and multiplication on this ring are
defined by ([26]): α(δ]+β(δ] =∑max{rα, rβ}i=0 (αi+βi)δi
and α(δ]β(δ] =
∑rα
i=0
∑rβ
j=0 αi βj(−i)δi+j .
Analogously K(δ] is the (left) ring of polynomials in δ
with coefficients in K.
• Let for i ∈ [1, j], τi(x[l]) be vector fields defined in an
open set Ωl ⊆ IRn(l+1). Then ∆ = span{τi(x[l]), i =
1, ..., j} represents the distribution generated by the vec-
tor fields τi(·) and defined on IRn(l+1). ∆¯ represents
its involutive closure, that is, for any two vector fields
τi(·), τj(·) ∈ ∆¯ then also the Lie bracket [τi, τj] =
∂τi
∂x[l]
τj − ∂τj∂x[l] τi ∈ ∆¯ ([11]).
∆[p,q] will denote a distribution in
spanK∗{ ∂∂x[0](p) , · · · ,
∂
∂x[0](−q)}.
• Let Ω(δ] = spanK∗(δ]{ω1(x, δ)dx[0], · · ·ωj(x, δ)dx[0]}
be a left submodule of rank j with ωi ∈ K∗(1×n)(δ].
Any ω(x, δ)dx[0] ∈ Ω(δ] can be expressed as
ω(x, δ)dx[0] =
∑j
i=1 αi(x, δ)ωi(x, δ)dx[0]. The left clo-
sure of Ω(δ] is the largest left submodule Ωc(δ] of
rank j containing Ω(δ] ([6]). Analogously let ∆(δ] =
spanK∗(δ]{τ1(x, δ), · · ·τj(x, δ)} be a right submodule of
rank j with τi ∈ K∗(n×1)(δ]. Any τ (x, δ) ∈ ∆(δ] can be
expressed as τ (x, δ) =
∑j
i=1 τi(x, δ)αi(x, δ). The right
closure of ∆(δ] is the largest right submodule ∆c(δ] of
rank j containing ∆(δ]. When no confusion is possible
K∗n(δ] will be used at the place of K∗(n×1)(δ].
3III. RESULTS ON INTEGRABILITY
Consider the right submodule
∆(δ] = spanK∗(δ]{r1(x, δ), · · · , rj(x, δ)} (2)
of rank j, with the polynomial vector ri(x, δ) =
s¯∑`
=0
(r`i (x))
T ∂
∂x[0](p)
δ` ∈ K∗n(δ]. By assumption rs¯+`i = 0,
∀` > 0; by convention r−`i = 0, ∀` > 0.
Integrating ∆(δ] consists in the computation of a set of
n − j exact differentials dλµ(x) = Λµ(x, δ)dx[0](p) inde-
pendent over K∗(δ], which define a basis for the left kernel
of ∆(δ].
Definition 1: The right submodule ∆(δ] of rank j, given
by (2), is p–integrable if there exist n − j independent exact
differentials dλµ(x) = Λµ(x, δ)dx[0](p), µ ∈ [1, n− j] such
that dλµ(x) = Λµ(x, δ)dx[0](p) lay in the left kernel of ∆(δ],
that is dλµ(x)ri(x, δ) = 0, for i ∈ [1, j] and µ ∈ [1, n−j], and
any other exact differential dλ¯(x) ∈ ∆⊥(δ], can be expressed
as linear combination over K∗(δ] of such dλµ(x)’s.
Definition 2: The right submodule ∆(δ] of rank j, given by
(2), is said to be integrable if there exists some finite integer
p such that ∆(δ] is p–integrable.
Example 1: Consider for instance
∆(δ] = spanK∗(δ]
{(−x1(2)δ
x2(2)
)}
According to the above definition, ∆(δ] is 2-integrable, since
dλ = d(x1(2)x2(1)) = (x2(1), x1(2)δ)dx(2) ⊥ ∆(δ]. How to
check the existence of such a solution and how to compute it,
is the topic of the present Section.
To this end, the definitions of Generalized Lie derivative,
Generalized Lie Bracket2 (different definitions can be found
in [8], [22]), Involutivity and Involutive Closure of a right
submodule are introduced next. They represent the nontrivial
generalization of the standard definitions used in the delay–
free context, which can be recovered as a special case.
These definitions play a fundamental role in the integrability
conditions.
A. Generalized Lie Derivative and Generalized Lie Bracket
Definition 3: Given the function τ (x[p,s]) and the submodule
element r(x, δ) =
s¯∑
j=0
rj(x)δj ∈ K∗n(δ], the Generalized Lie
derivative Lrµ(x)τ (x[p,s]) is defined as
Lrµ(x)τ (x[p,s]) =
µ∑
l=−p
∂τ (x[p,s])
∂x[0](−l)
rµ−l(x(−l)). (3)
Definition 4: Let rq(x, δ) =
s¯∑
j=0
rjq(x)δ
j ∈ K∗n(δ],
q = 1, 2. For any k, l ≥ 0, the Generalized Lie bracket
2The definitions of Extended Lie derivative and Extended Lie bracket given
in [2], [3] are recovered as a special case when the considered functions and
vectors are causal.
[rk1(·), rl2(·)]Ei , on IR(i+1)n, i ≥ 0, is defined as
[
rk1(·), rl2(·)
]
Ei
=
i∑
j=0
(
[rk−j1 , r
l−j
2 ]E
)T
(x(−j))
∂
∂x[0](−j) , (4)
where[
rk1(·), rl2(·)
]
E
=
(
Lrk1 (x)
rl2(x)− Lrl2(x)r
k
1(x)
)
. (5)
Remark. The Generalized Lie derivative as defined by (3) is
the Lie derivative of τ (x[p,s]) along
(rµ+p(+p), · · · , rµ(0), rµ−1(−1), · · · , r0(−µ), 0)T .
The latter is embedded in
∆[p,q]=spanK∗
 r0(x(p)) · · · r`(x(p)) 0 0
0
.
.
.
.
.
. 0
0 0 r0(x(−q)) · · · r`(x(−q))
 .
where ri(x) = (ri1, · · · , rij) and q > µ. Accordingly,
assuming without loss of generality k ≥ l, the Generalized Lie
bracket [rk1(·), rl2(·)]Ei , is defined starting from the standard
Lie Bracket

0
rs1(s − k)
.
.
.
rk1(0)
.
.
.
.
.
.
r01(−k)
0


rs2(s − l)
.
.
.
.
.
.
rl2(0)
.
.
.
r02(−l)
0
0


=

τk+s−l(s − l)
.
.
.
.
.
.
τk(0)
.
.
.
.
.
.
τ0(−k)
0

In fact, [rk1(·), rl2(·)]Ei =
min(k,i)∑
j=0
(τk−j(−j))T ∂∂x[0](−j) . /
The Generalized Lie brackets (4) are associated to ∆[p,q]
defined above. In the special case of causal submodules (which
lead to consider ∆[0,q]), they have shown to characterize the
0–integrability conditions, that is when the ∆⊥(δ] is generated
by dλµ(x) = Λµ(x, δ)dx[0], µ ∈ [1, n−j] [2]. However, if we
refer to the submodule ∆(δ] given by (2), there is no condition
expressed in this framework. To overcome this problem, the
following definition of polynomial Lie bracket is required and
a more general definition of Lie bracket is also introduced.
Definition 5: Given ri(x[si ,s], δ) ∈ K∗n(δ], i = 1, 2, the Lie
Bracket [r1(x[s1,s], δ), r2(x[s2,s], δ)], is a (4s+ s1 + s2 + 1)-
uple of polynomial vectors r12,j(x, δ), defined as
r12,j(x, δ) =
2s+s1∑
`=−s1
[r`+s1−j1 , r
`
2]E0δ
`+s1, j ∈ [−2s,2s+ s1 + s2]. (6)
Recalling that a polynomial vector r1(x[si ,s], δ) acts on a
function (t) and denoting its image as R1(x[s1,s], ) :=∑s
j=0 r
j
1(x)(−j), the Polynomial Lie Bracket is then defined
as follows:
4Definition 6: Given ri(x[si,s], δ) ∈ K∗n(δ], i = 1, 2, the
Polynomial Lie Bracket [R1(x, ), r2(x, δ)] is defined as
[R1(x, ), r2(x, δ)] := adR1(x[s1,s],)r2(x[s2,s], δ) =
r˙2(x, δ)|x˙[0]=R1(x,)δs1 −
s1+s∑
k=0
∂R1(x[s1,s], )
∂x[0](s1 − k) δ
kr2(x(s1), δ).
With some abuse, the Polynomial Lie Bracket and the standard
Lie bracket are both denoted by [., .]. No confusion is possible,
since in the Polynomial Lie bracket, some (i) will always be
present inside the brackets.
Some Remarks:
• The link between the Lie bracket (6) and the Generalized
Lie bracket (4) can be easily established by noting that
setting I(δ) = ( Inδ2(s+s1), · · · , Inδ, In )
r12,j(x, δ) = I(δ)
(
[r2(s+s1)−j1 , r
2s+s1
2 ]E2s+s1 |x(2(s+s1))
)
• Standard computations on the Polynomial Lie Bracket
show that
[R1(x, ), r2(x, δ)] =
2s+s1+s2∑
j=−2s
r12,j(x, δ)(j). (7)
• If the given vectors are independent of δ and of the delay,
one recovers (up to (0)), the standard Lie bracket since
[R1(x, ), r2(x, δ)] = [r01(x)(0), r
0
2(x)] = [r
0
1, r
0
2](0).
Instead, if delays are present, [R1(x, ), r2(x, δ)] immedi-
ately enlightens some important differences with respect
to the delay–free case, such as the loss of validity of the
Straightening Theorem. In fact, since the term depending
on δ undergoes a different kind of operation with respect
to the term depending on , starting from r(x, δ) and its
corresponding image R(x, ), in general
r˙(x, δ)|x˙[0]=R(x,)δs1 6=
s1+s∑
k=0
∂R(x[s1,s], )
∂x[0](s1 − k)
δkr(x(s1), δ)
which yields that in general [r(x, δ), r(x, δ)] 6= 0.
For instance, consider r(x, δ) =
(
x2(−1)
1
)
. Then
R(x, ) =
(
x2(−1)
1
)
(0) and
[R(x, ), r(x, δ)] =
(
(−1) − (0)δ
0
)
6= 0.
Accordingly
[r(x, δ), r(x, δ)] =
{(
1
0
)
,
(−δ
0
)}
.
The Polynomial Lie Bracket [R1(x, ), r2(x, δ)] has the fol-
lowing properties:
Proposition 1 (Anticommutativity): Assume without loss of
generality, s2 ≥ s1, then for any integer j,
∂[R1(x, ), r2(x, δ)]
∂(s1 − j) δ
s2−s1+j+|j|= −∂[R2(x, ), r1(x, δ)]
∂(s2 + j)
δ|j|. (8)
Proposition 2: Given for i = 1, 2, r¯i(x[s¯i,s], δ) =
ri(x[si ,s], δ)βi(x[si,s], δ), then
[R¯1(x, ), r¯2(x, δ)]δs1−s¯1 =
(9)
[R1(x, ¯), r2(x, δ)]¯=β1(x,)βˆ2 + r2(x, δ)α2 − r1(x, δ)α1
with βˆ2 = β2(x(s1), δ), α1 =
s+s1∑
k=0
∂β1(x,)
∂x[0](s1−k)δ
k r¯2(x(s1), δ),
and α2 = β˙2(x, δ)|x˙=R¯1(x,)δs1 .
Remark. While the proofs are reported in the Appendix, it is
worth pointing out that the standard properties of Lie brackets
for delay-free systems are recovered. In fact, if ri(x, δ) =
r0i (x), for i = 1, 2, then Ri(x, ) = r0i (x)(0) and
∂[R1(x, ), r2(x, δ)]
∂(0)
= [r01, r
0
2] = −[r02, r01]
= −∂[R2(x, ), r1(x, δ)]
∂(0)
,
whereas letting r¯i(x, δ) = r0i (x)βi(x), then R¯i(x, ) =
r0i (x)βi(x)(0) and
[R¯1(x, ), r¯2(x, δ)] = [r01(x)β1(x)(0), r
0
2(x)β2(x)]
=
(
[r01, r
0
2]β2β1 + r
0
2α2 − r01α1
)
(0)
with α1 = β2(Lr02β1) and α2 = β1(Lr01β2). /
Example 2: Consider for i = 1, 2, ri(x, δ) given by
r1(x, δ) =
(
x1(1)
x2δ
)
, r2(x, δ) =
(
x2δ
x1
)
.
Then
R1(x, ) =
(
x1(1)(0)
x2(−1)
)
, R2(x, ) =
(
x2(−1)
x1(0)
)
.
Accordingly, since s1 = 1, s2 = s = 0,
[R1(x, ), r2(x, δ)] =
(
x2(−1)δ
x1(1)(0)
)
δ −
(
(0)x2(1)δ
(−1)x1δ
)
= −
(
0
x1δ
)
(0) +
(
x2δ
2 − x2(1)δ
x1(1)δ
)
(1)
= r12,0(x, δ)(0) + r12,1(x, δ)(1)
One can easily verify that
r12,0(x, δ) = −
(
0
x1
)
δ =
1∑
`=−1
[r`+11 , r
`
2]E0δ
`+1
r12,1(x, δ) =
(−x2(1)
x1(1)
)
δ +
(
x2
0
)
δ2 =
1∑
`=−1
[r`1, r
`
2]E0δ
`+1,
which confirms (6).
Analogously, [R2(x, ), r1(x, δ)] =
(
x2(1)− x2δ
−x1(1)
)
(0)+(
0
x1δ
)
(1) and it is again easily verified that (8) holds true
5(with the indices exchanged since s1 > s2). In fact,
∂[R2(x, ), r1(x, δ)]
∂(0)
δ =
(
x2(1)− x2δ
−x1(1)
)
δ
= −∂[R1(x, ), r2(x, δ)]
∂(1)
∂[R2(x, ), r1(x, δ)]
∂(1)
δ =
(
0
x1δ
)
δ = −∂[R1(x, ), r2(x, δ)]
∂(0)
δ.
B. Involutivity of a right submodule versus its Integrability
The integrability of a left-submodule of one forms is
sketched in [13] and worked out in [14]. For right submodules,
to deal with integrability, the involutivity concept has to be
defined.
Definition 7: Consider the right submodule
∆(δ] = spanK∗(δ] {r1(x, δ), · · · , rj(x, δ)}
of rank j, with ri(x, δ) =
s∑
l=0
rli(x[si ,s])δ
l and let ∆c(δ] be
its right closure. Then ∆(δ] is said to be involutive if for any
pair of indices i, ` ∈ [1, j] the Lie Bracket [ri(x, δ), r`(x, δ)]
satisfies
spanK∗(δ]{[ri(x, δ), r`(x, δ)]} ⊂ ∆c(δ] (10)
Remark. Definition 7 includes as a special case the notion of
involutivity of a distribution. The main feature is that starting
from a given right submodule, its involutivity implies that the
Lie bracket of two of its elements can not be obtained as a
linear combination of the generators of the given submodule,
but it is a linear combination of the generators of its right clo-
sure. For finite dimensional systems, distributions are closed
by definition, so there is no such a difference. /
The definition of involutivity of a submodule is crucial for
the integrability problem, as enlightened in the next theorem.
Theorem 1: The right submodule
∆(δ] = spanK∗(δ] {r1(x, δ), · · · , rj(x, δ)}
of rank j, is completely 0–integrable if and only if it is
involutive and its left annihilator is causal.
Proof. Necessity. Assume that there exist n− j causal exact
differentials dλi(x) = Λi(x, δ)dx[0], independent over K∗(δ]
which are in ∆⊥(δ]. Let ρ denote the maximum between the
delay in the state variable and the degree in δ. Then
Λµ(x[ρ] , δ)r`(x, δ) = 0, ∀µ ∈ [1, n− j], ∀` ∈ [1, j] (11)
The time derivative of (11) along Rq(x[s1,s], ), yields ∀µ ∈
[1, n− j], ∀` ∈ [1, j]
Λ˙µ(x, δ)|x˙[0]=Rq(x,)r`(x, δ)+Λµ(x, δ)r˙`(x, δ)|x˙[0]=Rq(x,) = 0
Multiplying on the right by δs1 one gets
ρ∑
i,k=0
(
∂
(
Λiµ(x)
)T
∂x[0](−k) Rq(x(−k), (−k))
)T
δir`(x, δ)δs1
+Λµ(x, δ)r˙`(x, δ)|x˙[0]=Rq(x,)δs1 = 0
that is, recalling that ∂(Λ
i
µ(x))
T
∂x[0](−k) =
(
∂(Λkµ(x))
T
∂x[0](−i)
)T
,
ρ∑
i,k=0
((
∂(Λkµ(x))
∂x[0](−i)
)T
Rq(x(−k), (−k))
)T
δir`(x, δ)δs1+
+Λµ(x, δ)
s+s1∑
k=0
∂Rq(x,)
∂x[0](s1−k)δ
kr`(x(s1), δ) =
−Λµ(x, δ)[Rq(x, ), r`(x, δ] (12)
Moreover, since λµ(x) is causal then
∂Λkµ(x)
∂x[0](s1−i) = 0 for
i ∈ [0, s1 − 1]; since Λµ(x, δ)rq(x, δ) = 0, then also∑s
k=0Λ
k
µ(x)Rq(x(−k), (−k)) = 0, so that for i ∈ [0, s+s1],
s∑
k=0
RTq (x(−k), (−k))
∂(Λkµ(x))
T
∂x[0](−i) +
+
s∑
k=0
Λkµ(x)
∂Rq(x(−k), (−k))
∂x[0](−i) = 0.
It follows, through standard computations, that
s+s1∑
i=0
s∑
k=0
( ∂(Λkµ(x))T
∂x[0](s1 − i)
)T
Rq(x(−k), (−k))
T δi =
−
s+s1∑
i=0
Λµ(x, δ)
∂Rq(x, )
∂x[0](s1 − i) δ
i
which, substituted in (12), leads to
Λµ(x, δ)[Rq(x, ), r`(x, δ)] = 0, ∀.
Since the previous relation has to be satisfied ∀µ ∈ [1, n− j],
and ∀`, q ∈ [1, j], then necessarily ∆(δ] is involutive.
Sufficiency. Let ω(x[sˆ], δ)=(ωT1 (x[sˆ], δ), · · · , ωTn−j(x[sˆ], δ))T
be the left annihilator of (r1(x[s1,s], δ), · · · , rj(x[sk,s], δ)). Let
s¯ = max{s1, · · · , sk} and ρ = max{sˆ, deg(ω(x, δ))}, that
is, for k ∈ [1, n − j], ωk(x, δ) =
∑ρ
`=0 ω
`
k(x[ρ])δ
`
. Set
Ω = ( 0, · · · , 0, ω0(x[ρ]), · · · , ωρ(x[ρ]), 0, · · · , 0 ), where ω0
is preceded by s¯ 0- blocks, and set ∆i := ∆[s¯,i+s] ⊂
span{ ∂∂x[0](s¯) , · · · ,
∂
∂x[0](−i−s)} as
∆i= spanK∗

Ins¯
0
.
.
.
0
∗ ∗ 0 · · ·
r0(x) · · · r`(x) 0
0
.
.
.
.
.
.
.
.
.
.
.
. 0 r0(x(−i)) · · · r`(x(−i))
0 · · · 0 · · · 0︸ ︷︷ ︸
∆i0
0
0
Ins

(13)
By assumption ω(x, δ) is causal and for any two vector fields
τq ∈ ∆i0, q = 1, 2, i ≥ ρ, Ωτq = 0 and Ω[τ1, τ2] = 0.
Moreover, since i ≥ ρ, Ω ∂
∂x`,[0](−i−p) = 0, ∀` ∈ [1, n],
∀p ∈ [1, s]. It follows that Ω[τ1, ∂∂x`,[0](−i−p) ] = 0, since
∂(Ωτ1)
∂x`,[0](−i−p) = Ω
∂τ1
∂x`,[0](−i−p) = 0. Analogously, since Ω is
causal, then for any p ∈ [1, s¯], ∂(Ωτ1)∂x`,[0](+p) = Ω
∂τ1
∂x`,[0](+p)
= 0,
which shows that Ω[τ1, ∂∂x`,[0](+p) ] = 0, so that Ω ⊥ ∆¯i. As a
consequence, there exist at least n−j causal exact differentials,
independent over K∗ which lay in the left annihilator of ∆¯i.
6It remains to show that there are also n − j causal exact
differentials, independent over K∗(δ], which lay in the left
annihilator of ∆(δ]. This follows immediately by noting that
if dλ1, · · · , dλµ, µ ≤ n − j, is a basis for ∆⊥(δ], then
ω(x, δ)dx[0] =
∑µ
i=1αi(x, δ)dλi since Ω is 0–integrable.
Since the ωi(x, δ)dx[0]’s are n−j and by assumption they are
independent over K∗(δ], then necessarily µ = n−j. / A direct
consequence of the proof of Theorem 1 is the definition of an
upper bound on the maximum delay appearing in the exact
differentials which generate a basis for the left annihilator of
∆(δ]. This is pointed out in the next corollary.
Corollary 1: Let the right submodule
∆(δ] = spanK∗(δ] {r1(x, δ), · · · , rj(x, δ)}
of rank j, with ri(x, δ) =
s¯∑
l=0
rli(x[si,s])δ
l
, be completely
0–integrable. Then the maximum delay which characterizes
the exact differentials which generate the left annihilator of
∆(δ] is not greater than js¯ + s.
Proof. The proof of Theorem 1 shows that if ρ is the maximum
between the degree in δ and the largest delay affecting the state
variables in the left annihilator Ω(x[p¯], δ) of ∆(δ], then the
exact differentials are affected by a maximum delay which is
not greater than ρ. According to Lemma 4, deg(Ω(x, δ)) ≤ js¯,
whereas p¯ ≤ s+ js¯, which shows that ρ ≤ js¯ + s. /
The result stated by Theorem 1, which is itself an important
achievement, plays also a key role in proving a series of
fundamental results which are enlightened hereafter.
1) Bicausal change of coordinates: As already noticed
in the Introduction, a major problem in control theory stands
in the possibility of describing the given system in some
different coordinates which may put in evidence particular
structural properties. In the delay context it is fundamental
to be able to compute bicausal change of coordinates, that is,
diffeomorphisms which are causal and admit a causal inverse
and which are defined as follows:
Definition 8: Consider a system Σ in the state coordinates
x. The mapping z[0] = ϕ(x[α]), where α ∈ IN and ϕ ∈
Kn, is a local bicausal change of coordinates for Σ if there
exists an integer ` ∈ IN and a function ψ(z[`]) ∈ Kn such
that, assuming z[0] and x[0] defined for t ≥ −(α + `), then
ψ(ϕ(x[α]), · · · , ϕ(x[α](−`))) = x[0] for t ≥ 0.
The next result completely characterizes such a class of change
of coordinates.
Theorem 2: Given k functions λi(x[α]), i ∈ [1, k],
whose differentials are independent over K(δ], there ex-
ist n − k functions θj(x[α¯]), j ∈ [1, n − k] such that
spanK(δ]{dλ1, · · · , dλk, dθ1, · · · , dθn−k} ≡ spanK(δ]{dx[0]}
if and only if spanK(δ]{dλ1, · · · , dλk} is closed and its
right annihilator is causal. As a consequence dz[0] =
(dλT1 , · · · , dλTk , dθT1 , · · · , dθTn−k)T defines a bicausal change
of coordinates.
Proof. If the k exact differentials dλi(x) can be
completed to span all dx[0] over K(δ] then necessarily
spanK(δ]{dλ1, · · · , dλk} must be closed and its right annihi-
lator must be causal. On the contrary, due to Lemma 3 in the
Appendix, if spanK(δ]{dλ1, · · · , dλk} is closed and its right
annihilator is causal then one can compute an exact differ-
ential dθ1 independent over K(δ] of the dλi’s and such that
spanK(δ]{dλ1, · · · , dλk, dθ1} is closed and its right annihilator
is causal. Iterating, one gets the result. /
2) p-integrability: The approach presented in this pa-
per allows us to state a more general result concerning p–
integrability. This is done hereafter.
Theorem 3: The right submodule
∆(δ] = spanK∗(δ] {r1(x, δ), · · · , rj(x, δ)}
of rank j, is completely p–integrable if and only if
∆ˆ(δ] = ∆(x(−p), δ) = spanK∗(δ] {r1(x(−p), δ), · · · , rj(x(−p), δ)}
is completely 0–integrable.
Proof. Assume that ∆(δ] is completely p–integrable. Then
there exist n − j independent exact differentials dλi(x) =
Λi(x, δ)dx[0](p) such that Λ(x, δ)∆(δ] = 0,with Λ(x, δ) =
(ΛT1 (x, δ), · · · ,ΛTn−j(x, δ))T . Consequently, for i ∈ [1, j],
δpΛ(x, δ)ri(x, δ) = Λ(x(−p), δ)ri(x(−p), δ)δp = 0,
that is Λ(x(−p), δ)∆ˆ(δ] = 0. Noting that δpΛ(x, δ)dx[0](p) =
Λ(x(−p), δ)dx[0] proves that ∆ˆ(δ] is 0–integrable. Conversely,
if ∆ˆ(δ] is 0–integrable, there exist n − j exact differentials
dλ¯i(x) = Λ¯i(x, δ)dx[0] such that Λ¯(x, δ)∆ˆ(δ] = 0. As
a consequence also Λ¯(x, δ)∆ˆ(δ]δp = 0, which shows that
∆ˆ(x(p), δ) = ∆(δ] is p–integrable. /
3) Smallest 0–integrable right submodule containing
∆(δ]: If the given submodule ∆(δ] is not 0–integrable, one
may be interested in computing the smallest 0–integrable right
submodule containing it. The following definition needs to be
introduced, which generalizes the notion of involutive closure
of a distribution to the present context.
Definition 9: Given the right submodule
∆(δ] = spanK∗(δ] {r1(x, δ), · · · , rj(x, δ)}
of rank j, with ri(x, δ) =
s∑
l=0
rli(x[si,s])δ
l
, let ∆c(δ] be its
right closure. Then its involutive closure ∆¯(δ] is the smallest
submodule, which contains ∆c(δ] and which is involutive.
Accordingly, the following result can be stated.
Theorem 4: Consider the right submodule
∆(δ] = spanK∗(δ] {r1(x, δ), · · · , rj(x, δ)}
of rank j, and let ∆¯(δ] be its involutive closure and assume
that the left annihilator of ∆¯(δ] is causal. Then ∆¯(δ] is the
smallest completely 0–integrable right submodule containing
∆(δ].
7IV. ACCESSIBILITY OF NONLINEAR TIME–DELAY
SYSTEMS
In this Section, the accessibility properties of the given sys-
tem are fully characterized in terms of absence of non constant
autonomous functions. Using an algebraic terminology, the
latter reduces to the accessibility module Rn introduced in
[18] and defined by (21) to be torsion free over the ring K(δ].
This has been worked out in [7] for the special case of linear
time-delay systems.
Within the framework of this paper, the following definition
of accessibility is stated.
Definition 10: A system is fully accessible if there doesn’t
exist any autonomous function for the system, that is a non
constant function λ(x) whose time derivative of any order
along the dynamics of the system, is never affected by the
control.
Example 3: Consider the delay–free second order nonlinear
system x˙1(t) = x2(t)u(t), x˙2(t) = u(t) (chained form). It is
well known that such a system is not locally accessible. The
accessibility distribution associated to it is R2 = span
(
x2
1
)
,
which has dimension 1 for any x. As a matter of fact, the
function ϕ = x1(t)− 12x22(t) is an autonomous function for the
given system and it is computed starting from R2. Introducing
a delay on x2 renders the system locally accessible, as shown
in [4] for the nonlinear system x˙1(t) = x2(t − 1)u(t),
x˙2(t) = u(t). This is discussed in Example 4. Using the
results obtained in this Section, it is shown that the rank
of the accessibility submodule associated to a given delay
system, determines the dimension of its accessible subsystem
and consequently that of its non accessible part.
To this end, consider system (1), which, using the notation
introduced in Section II, reads
x˙[0] = F (x[s]) +
l∑
i=0
m∑
j=1
Gji(x[s])uj,[0](−i). (14)
By applying the differential operator d to both sides of (14),
one gets its differential form representation given by
dx˙[0] = f(x[s] ,u[0], δ)dx[0] + g1(x[s], δ)du[0], (15)
where
f(x,u, δ)=
s∑
i=0
(
∂F (x)
∂x[0](−i) +
m∑
j=1
l∑
k=0
uj,[0](−k) ∂Gjk(x)
∂x[0](−i)
)
δi,(16)
g1(x, δ) =(g11, · · · , g1m), g1i =
l∑
k=0
Gik(x[s])δ
k, i∈ [1,m]. (17)
We will assume, without loss of generality, that
rankK(δ](g1(x, δ)) = m (number of inputs), that is
each input acts independently on the system. Start-
ing from (14), we can thus consider F¯ (x,u, ) =(
F (x) +
∑l
i=0
∑m
j=1Gji(x)u[0],j(−i)
)
(0). For a given
τ (x,u, δ), let
adF¯ (x,u,1)τ (x,u, δ) := adF¯ (x,u,)τ (x,u, δ)|(i)=1 (18)
= τ˙ (x,u, δ)− f(x,u, δ)τ (x,u, δ)
and iteratively for any i > 1:
adiF¯ (x,u,1)τ (x,u, δ) = ad
i−1
F¯ (x,u,1)
(
adF¯ (x,u,1)τ (x,u, δ)
)
.
Accordingly, the accessibility submodule generators intro-
duced in [18], [19], defined (up to the sign) as,
gi+1,j(x,u[i−1], δ) = g˙i,j(x,u[i−2], δ)−f(x,u, δ)gi,j(x,u[i−2], δ)
are given by
gi+1,j(x,u[i−1], δ) = adiF¯ (x,u,1)g1,j(x, δ) (19)
which implies that they can be expressed in terms of Gen-
eralized Lie Brackets. In fact, particularizing to the present
case Proposition 7 in the Appendix, one gets that if s is the
maximum delay acting on the state variable and the input vari-
able, then setting F¯0(x, δ) =
∑ns
j=0 F¯
j
0 (x)δ
j =
∑ns
j=0F (x)δ
j
,
for i ≤ n, and gil(x, 0, δ) =
∑is
p=0 g
p
il(x, 0)δ
p
, and denoting
gpil(x, 0) with g
p
il(0), then
gil(x, 0, δ) = adi−1F¯ (x,0,1)g1l(x, δ) =
is∑
p=0
[F¯ is0 , g
p
i−1,l(0)]E0δ
p
=
is∑
p=0
[F¯ is0 , · · · , [F¯ is0 , gp1l]Eis ]E0δp,
whereas gil(x,u, δ) = adi−1F¯ (x,u,1)g1l(x, δ) is given by
gil(x,u, δ) = gil(x, 0, δ) +
m∑
j=1
i−2∑
q=0
i−1−q∑
µ=1
p+is∑
k=−p−is
is∑`
=0
(
i−1
µ+q
)
cqµ[g
k+`
µ,j (0), g
`
i−µ−q,l(0)]E0δ
`u
(q)
j (−k) (20)
+mi(x,u
[i−3], δ)
where c0µ = c
q
1 = 1, and for µ > 1 , q > 0, cqµ = c
q
µ−1 +
cq−1µ , and mi(x,u[i−3], δ) is given by the linear combination,
through real coefficients, of terms of the form∑
`
[gi1+`µ1,j1(0), · · · , [giν+`µν,jν (0), g`i−q,l(0)]Eis ]E0δ`
ν∏
µ=1
u
(`µ)
jµ
(−iµ).
where ν ∈ [2, i− 1], jµ ∈ [1,m], q =
ν∑
k=1
`k + µk ≤ i− 1.
Consider now the accessibility submodules Ri of Σ intro-
duced in [18] and defined as:
Ri(x,u[i−2], δ) = spanK(δ]{g1(x, δ) · · · gi(x,u[i−2], δ)}.
(21)
The following result can be easily proven.
Proposition 3: If for some coefficient α(x,u, δ),
gi+1,j(·)α(x,u, δ) ∈ Ri, then ∀ k ≥ 0 there exist coefficients
α¯k(x,u, δ) such that gi+k+1,j(·)α¯k(x,u, δ) ∈ Ri.
A direct consequence is the following.
8Proposition 4: Let k = rankK(δ](Rn(x,u, δ)) for some
u and set G(δ] = spanK(δ]{g1(x, δ), · · · ,gn(x, 0, δ)}. Then
G¯(δ], the involutive closure of G(δ] has dimension k.
Proof. By construction, due to the expression of the
gi,l(x,u, δ)’s, we have that gi,l(x,u, δ) ∈ G¯(δ].
Let τ (x, δ), be such that for some α(x,u, δ) 6= 0,
τ (x, δ)α(·) ∈ Rn(x,u, δ). Then, for some α¯i(x,u, δ) 6= 0,
also (
adiF¯ (x,u,1)τ
)
α¯i(x,u, δ) ∈ Rn(x,u, δ) (22)
In fact, since τ (x, δ)α =
∑m
ν=1
∑k
j=1 gjν(x,u, δ)βjν, from
(34) in the Appendix,
adiF¯ (x,u,1)(τα) =
i∑
`=0
(
i
`
)
adi−`
F¯ (x,u,1)
τ (x, δ)α(`)
=
m∑
ν=1
k+i∑
j=0
gj,ν(x,u, δ)β¯j,ν(x,u, δ)
which iteratively proves (22) for any i > 0. Consider
now τ1(x, δ), such that for some α1 6= 0, τ1(x[s], δ)α1 ∈
Rn(x,u, δ). From (35),
adk+1
F¯ (x,u,1)
τ1(x, δ) = adk+1F¯ (x,0,1)τ1(x, δ) +
m∑
j=1
k−1∑
q=0
(k+1)s∑
`,p=0
k−q∑
µ=1
(
k
µ+ q
)
cqµ[g
`+p
µ,j (0), τ
`
k+1−µ−q]E0δ
`u
(q)
j,[0](−p) (23)
+mk+1(x,u[k−2], δ)
According to the previous discussion, since τ1α1 ∈ Rn then
there exists α¯k+1 6= 0, such that adk+1
F¯ (x,u,1)
τ1(x, δ)α¯k+1 =∑m
ν=1
∑k
j=1 gj,ν(x,u, δ)αj,ν. It follows that, since for i ≤ k
gi,ν(x,u, δ) does not depend on u(k−1)j,[0] (−p), for any p
∂
∂u
(k−1)
j,[0] (−p)
(
adk+1
F¯ (x,u,1)
τ1(x, δ)α¯k+1
)
=
∂adk+1
F¯ (x,u,1)
τ1(x, δ)
∂u
(k−1)
j,[0] (−p)
α¯k+1 + adk+1
F¯ (x,u,1)
τ1(x, δ)
∂α¯k+1
∂u
(k−1)
j,[0] (−p)
=
m∑
ν=1
k∑
i=1
gi,ν(x,u, δ)
∂αiν
∂u
(k−1)
j,[0] (−p)
that is, using the expression of adk+1
F¯ (x,u,1)
τ1(x, δ), given by
(23), and setting αˆk+1jp = ∂α¯
k+1
∂u
(k−1)
j,[0]
(−p)
(k+1)s∑
`=0
ck−11 [g
`+p
µ,j (0), τ
`
1]E0δ
`α¯k+1 + adk+1
F¯ (x,u,1)
τ1(x, δ)αˆk+1jp
=
m∑
ν=1
k∑
i=1
gi,ν(x,u, δ)
∂αi,ν
∂u
(k−1)
j,[0] (−p)
which shows that for an appropriate β 6= 0,
(k+1)s∑
`=0
[g`+pµ,j (0), τ
`
1]E0δ
`β =
m∑
ν=1
k∑
i=1
giν(x,u, δ)α¯iν (24)
whenever τ1(x, δ) satisfies for some α1 6= 0, τ1(x, δ)α1 ∈ Rn.
Set τ1(x, δ) = g1i(x, δ). Equation (24) implies that for all
i, j ∈ [1,m], and for all ` ∈ [0, (k + 1)s] and for some β 6=
0,
∑
`[g
`+p
1j , g
`
1i]E0δ
`β ∈ Rn. As a consequence, due to the
structure of g2i(x,u, δ), also g20,i(x, δ)β ∈ Rn. Iteratively
one gets that each element of G¯(δ], the involutive closure of
G(δ], post multiplied by an appropriate non zero coefficient is
in Rn. As a consequence, G¯(δ] has rank k. /
Let us now recall that a function λ(x[s¯]) has finite relative
degree k if ∀l ∈ [1,m], and ∀i ∈ [1, k− 1]
Lgj
il
(x,u[i−2])λ(x[s¯]) = 0, ∀j ∈ [0, s¯+ βi], ∀u[i−2], (25)
and there exists an index l ∈ [1,m] such that
Lgj
kl
(x,u[k−2])λ(x[s¯]) 6= 0 for some j ∈ [0, s¯+ βk]. (26)
It immediately follows that a function λ(x) has relative degree
k > 0 if
dλ(x) ⊥ Rk−1(x,u[k−3], δ)
(27)
dλ(x)gk,`(x,u[k−2], δ) 6= 0 for some ` ∈ [1,m].
The following results gives conditions, which are indepen-
dent of the control u, for a function to have relative degree
k.
Proposition 5: A function λ(x) has relative degree k > 0
if and only if ∀l ∈ [1,m],
dλ(x)gil(x, 0, δ) = 0, ∀i ≤ k − 1, (28)
and for some l ∈ [1,m],
dλ(x)gkl(x, 0, δ) 6= 0. (29)
Proof. The proof is immediate if one refers to the
expression of gil(x,u, δ) given by (20). In fact if the
function λ(x) has relative degree k, then equation (25)
must be satisfied for i ∈ [1, k − 1]. In particular it
must be satisfied for u = 0, which leads the necessity
of (28). Consequently one also gets that setting τ =
[gpi−µ−`,l(0)[g
i1
µ1,j1
(0) · · · [giν−1µν−1,jν−1 (0), giνµν,jν (0)]Ens · · ·]Ens
with µ =
∑
i µi, ` ∈ [0, i− µ − 1], then dλ(x)τ = 0, which
proves, due to (20), that equation (26) is satisfied only if (29)
is satisfied.
Conversely, assume that equation (28) and (29) are satisfied,
then, due to (28) and (20), one gets immediately that (25) is
satisfied for i ∈ [1, k−1], whereas (29) implies that necessarily
(26) must be satisfied, so that the function λ(x) has relative
degree k. /
It follows that any non constant autonomous function
λ(x[s¯]) ∈ K has infinite relative degree, so that the following
result is of interest.
Lemma 1: Given the dynamics (14), the relative degree of
a non constant function λ(x[s¯]) ∈ K is greater than n if and
only if it is infinite.
9Proof. Of course if the relative degree is infinite it is greater
than n. The converse follows immediately by noting that by
assumption λ(x[s¯]) ⊥ Rn(x,u[n−2], δ) and that ∀β ≥ 1, there
exists a coefficient αβ such that gn+β,j(x,u[n+β−2], δ)αβ ∈
Rn(x,u[n−2], δ), ∀j ∈ [1,m]. /
The following result gives a criterion to test the accessibility
of a given system.
Theorem 5: The dynamics (14) is locally accessible if and
only if the following equivalent statements hold true:
• Rn(x,u[n−2], δ) is torsion free over K(δ],
• rankK(δ] Rn(x,u[n−2], δ) = n for some u[n−2],
• dim G¯(δ) = n.
Proof. Of course if Rn(x,u[n−2], δ) is torsion free over
K(δ], then there is no nonzero element which annihilates
Rn(x,u[n−2], δ), that is rankK(δ]Rn(x,u[n−2], δ) = n. Con-
sequently, there cannot exist any function with infinite relative
degree, dim G¯(δ) = n and the given system is accessible.
As for the converse, assume that Rn(x,u[n−2], δ) is not
torsion free over K(δ]. Then rankK(δ] Rn(x,u[n−2], δ) =
k < n for all possible choices of u[k−2]. According
to Proposition 4, G¯(δ] the involutive closure of G(δ] =
spanK(δ]{g1(x, δ),g2(x, 0, δ), · · · ,gn(x, 0, δ)} has rank k, so
that there exist n−k exact differentials in the left annihilator,
independent over K(δ]. Due to Proposition 5 the corresponding
functions have infinite relative degree. /
A. A Canonical decomposition with respect to accessibility
Theorem 5, gives a criterion to test accessibility of a
given system. If rankK(δ] Rn(x,u, δ) < n the system is
not accessible and there exist n − k independent functions
ϕ1(x), · · · , ϕn−k(x) which are characterized by an infinite
relative degree.
We are thus interested in characterizing the non accessible
part of the system, that is defining a bicausal change of
coordinates which decomposes in the new coordinates the
given system into two parts, one of which represents the non
accessible subsystem.
Consider G(δ] = spanK(δ]{g1(x, δ), · · · ,gn(x, 0, δ)} and,
since the elements of the submodule are by construction
causal, consider for i ≥ 0, the sequence of distributions
Gi := G[0,i+s] ⊂ span
{
∂
∂x[0]
, · · · , ∂
∂x[0](−i − s)
}
defined
as
Gi=span

g0(x[s]) · · · g`(x[s]) 0 0
0
.
.
.
.
.
.
.
.
. 0 g0(x[s](−i)) · · · g`(x[s](−i)) 0
0 · · · 0 Ins
 ,
where ` represents the maximum degree in δ and s the
maximum delay in x which are present in the gi,j’s. Gi is
a distribution in IRn(s+i+1) as well as its involutive closure
G¯i. Let ρi = rank(G¯i), with ρ−1 = ns. The following result
can be stated.
Proposition 6: Assume that the system Σ, given by (14),
is not accessible, i.e., rank Rn(x,u, δ) = k < n, then the
following facts hold true:
i) The system Σ possesses n− k independent (over K(δ])
autonomous exact differentials.
ii) A canonical basis for G¯⊥i is defined for i ≥ 0 as follows.
Let dλ0(x[0]) be such that span{dλ0(x[0])} = G¯⊥0 ,
with rank (dλ0) = µ0 = ρ0 − ρ−1.
Let dλ1(x[1]) 6∈ G¯⊥0 , with rank (dλ1) =
µ1 = ρ1 − 2ρ0 + ρ−1, be such that
span{dλ0(x[0]), dλ0(x[0](−1)), dλ1(x[1])} = G¯⊥1 .
More generally, let dλi(x[i]) 6∈ G¯⊥i−1, with
rank (dλi) = µi = ρi − 2ρi−1 + ρi−2 be such that
span{dλµ(x[µ](−j)), µ ∈ [0, i], j ∈ [0, i− µ]} = G¯⊥i .
iii) Let ¯` represent the maximum degree in δ and s¯ the
maximum delay in x in Rn(x,u, δ). Then ∃γ ≤ s¯+k ¯`
such that any other autonomous function λ(x) satisfies
dλ(x) ∈ spanK(δ]{dλ0(x), · · · , dλγ(x)}
that is G¯γ characterizes completely all the independent
autonomous functions of Σ.
Proof. i) is a direct consequence of Proposition 4. ii) is a direct
consequence of Lemma 2 in the Appendix, where ∆i = Gi is
causal by assumption, thus ensuring that the left annihilator is
causal also. Finally, iii) is a direct consequence of Lemma 4
in the Appendix. /
Theorem 6: Consider the continuous–time system (14). Let
γ be the smallest index such that any autonomous func-
tion λ(x) associated to the given system, satisfies dλ(x) ∈
spanK(δ]{dλ0(x[0]), · · · , dλγ(x[γ])} where
span{dλ0(x)} = G¯⊥0
span{dλ0, dλ0(x(−1)), dλ1(x)} = G¯⊥1 , dλ1(x[1]) 6∈ G¯⊥0
.
.
.
span{dλi(x(−j)), i ∈ [0, γ], j ∈ [0, γ − i]} = G¯⊥γ ,
dλγ(x[γ]) 6∈ G¯⊥γ−1
then
1.) ∃ dλγ+1(x) such that
dz[0] =

dz1,[0]
.
.
.
dzγ+1,[0]
dzγ+2,[0]
 =

dλ0(x[0])
.
.
.
dλγ(x[γ])
dλγ+1(x)
 = T (x, δ)dx[0]
defines a bicausal change of coordinates.
2.) In the above defined coordinates z[0] = φ(x) such that
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dz[0] = T (x, δ)dx[0] the system reads
z˙1,[0] = f1(z1,[s¯], · · · , zγ,[s¯])
.
.
.
z˙γ+1,[0] = fγ+1(z1,[s¯], · · · , zγ,[s¯]) (30)
z˙γ+2,[0] = fγ+2(z) +
s¯∑
i=0
m∑
j=1
G˜ji(z)uj,[0](−i)
Moreover the dynamics associated to (z1, · · ·zγ+1)T repre-
sents the largest non accessible dynamics.
Proof. By construction spanK(δ]{dλ0(x), · · · , dλγ(x)} is
closed and its right annihilator is causal so that, according to
Theorem 2, it is possible to compute λγ+1(x) such that
z[0] =

dz1,[0]
.
.
.
dzγ+1,[0]
dzγ+2,[0]
 =

dλ0(x[0])
.
.
.
dλγ(x[γ])
dλγ+1(x)
 = T (x, δ)dx[0] (31)
is a bicausal change of coordinates.
Consider λ˙i(x) for i ∈ [0, γ]. By construction,
dλi(x)g1,j(x, δ) = 0, i ∈ [0, γ].
Consequently if α is the maximum delay in λi(x), that is
λi := λi(x[α]), then
λ˙i(x[α]) =
α∑
j=0
∂λi(x[α])
∂x[0](−j)F (x(−j)), i ∈ [0, γ].
Let dλi(x) = Λi(x, δ)dx[0], then
dλ˙i(x) = Λ˙i(x, δ)dx[0] +Λi(x, δ)dx˙[0]
= Λ˙i(x, δ)dx[0] +Λi(x, δ)f(x,u, δ)dx[0] = Γ(x, δ)dx[0].(32)
By assumption, for any k ≥ 1 and any j ∈ [1,m],
Λi(x, δ)gk,j(x,u, δ) = 0
so that derivating both sides, one gets ∀k ≥ 1, j ∈ [1,m],
0 = Λ˙i(x, δ)gk,j(x,u, δ) + Λi(x, δ)g˙k,j(x,u, δ) =
Λ˙i(x, δ)gk,j(x,u, δ) + Λi(x, δ)f(x,u, δ)gk,j(x,u, δ). (33)
It follows that for any k ≥ 1 and any j ∈ [1,m], by
considering that dλ˙i(x) is given by (32), then, due to (33),
Γ(x, δ)gk,j(x,u, δ) =
Λ˙i(x, δ)gk,j(x,u, δ) + Λi(x, δ)f(x,u, δ)gk,j(x,u, δ) = 0
As a consequence dλ˙i ∈ spanK(δ]{dλ0(x[0]), · · · , dλγ(x[γ])}
for any i ∈ [0, γ]. Accordingly in the coordinates (31) the
system necessarily reads (30).
/
V. EXAMPLES
The JAK-STAT signaling pathway Model
In Biology, the JAnus Kinase-Signal Transducer and Activa-
tor of Transcription (JAK-STAT) signaling pathway transmits
information from outside a cell, through the cell membrane,
to cause DNA transcription in the cell. The dynamic model of
the JAK-STAT given in [25] is considered hereafter.
A kinase is a type of enzyme which enables phosphory-
lation, i.e. the transfer of phosphate groups a specific sub-
strate (here STAT-5). In the state model below, x1 stands
for the unphosphorylated monomeric STAT-5 and x2 for the
phosphorylated monomeric STAT-5. This transfer occurs under
the control action u which denotes the amount of activated
Epo-receptors. In addition, x3 represents the phosphorylated
dimeric STAT-5 in the cytoplasm while x4 is the phosphory-
lated dimeric STAT-5 in the nucleus. All together, the STAT-5
cycling model can be described as follows:
x˙1,[0] = −k1x1,[0]u+ 2k4x3,[0](−1)
x˙2,[0] = k1x1,[0]u− k2x22,[0] + 2k′3x3,[0]
x˙3,[0] = −k3x3,[0] + k2x22,[0]/2− k′3x3,[0]
x˙4,[0] = k3x3,[0] − k4x3,[0](−1)
The differential representation of the model
dx˙[0] = f(x,u, δ)dx[0] + g1(x, δ)du[0]
is characterized by
f(x,u, δ) =

−k1u[0] 0 2k4δ 0
k1u[0] −2k2x2,[0] 2k′3 0
0 k2x2,[0] −k3 − k′3 0
0 0 k3 − k4δ 0
 ,
g1(x, δ) =

−k1x1,[0]
k1x1,[0]
0
0

Consequently, denoting for simplicity xi,[0] by xi, then
g2(x,u, δ) = g1(x, δ)2k4
x3(−1)
x1
−

0
−2
1
0
 k1k2x1x2
g3(x,u, δ) = −g2(x,u, δ)
(
x˙1x2 + x1x˙2
x1x2
− 2k4x3(−1)
x1
)
+g1(x, δ)α0 +

2k4δ
4k2x2 + 2k′3
−2k2x2 − k3 − k′3
k3 − k4δ
 k1k2x1x2
g4(x,u, δ) =
3∑
i=1
gi(x,u[i−2], δ)αi(x,u, δ)
where α0 = k4
(
2 x˙3(−1)x1 −
x3(−1)
x21
x˙1 + x3(−1) x˙2x1x2
)
whereas the αi’s, i ∈ [1, 3] are appropriate coefficients. Since
rank(Rn) = 3, the system is not completely accessible. One
gets that λ(x[0]) = x1 + x2 + 2x3 + 2x4. Of course any
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linear delay–free basis completion will satisfy the bicausality
condition. So we can take
z[0] =

1 0 0 0
0 1 0 0
0 0 1 0
1 1 2 2
x[0]
In these new coordinates the system reads
z˙1,[0] = −k1z1,[0]u[0] + 2k4z3,[0](−1)
z˙2,[0] = k1z1,[0]u[0] − k2z22,[0] + 2k′3z3,[0]
z˙3,[0] = −k3z3,[0] + k2z22,[0]/2− k′3z3,[0]
z˙4,[0] = 0
The Chained Form Model
Example 4: Consider the two dimensional system
x˙[0] = g(x[1])u[0] =
(
x2,[0](−1)
1
)
u[0],
where a delay is introduced on x2. It is easily verified that the
presence of the delay renders the system fully accessible, as
opposite to the delay–free case ([1], [21], [24]).
In fact, through straightforward computations one has that
g1(x, δ) =
(
x2,[0](−1)
1
)
, g2(x,u, δ) =
(
u[0](−1)− u[0]δ
0
)
,
which shows that Rn has full rank for u[0](−1) and u[0]
different from zero. An extensive discussion on this topic can
be found in [4], [17].
VI. CONCLUSIONS
A full characterization of accessibility was derived for
nonlinear time-delay systems. In addition, it has been shown
that it is always possible to decompose any system within
this class into an autonomous or non accessible subsystem
and an accessible one. Such a decomposition is not always
possible with respect to observability. One mathematical key
tool is provided by the basis completion result. The so-called
geometric approach is successfully extended and adapted for
this class of nonlinear time-delay systems. Technical results
on integrability are interesting by their own as they impact
numerous potential future results in the theory of nonlinear
time-delay control systems.
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APPENDIX: PROOFS AND USEFUL LEMMAS
Proof of Proposition 1. Assume j > 0. From the expression
of [Rq(x, ), ri(x, δ)] one gets that
∂[Rq(x, ), ri(x, δ)]
∂(sq − j) =
s∑
`=−sq
[r`+jq , r
`
i ]E0δ
`+sq
∂[Ri(x, ), rq(x, δ)]
∂(si + j)
=
s+j∑
`=−si
[r`−ji , r
`
q]E0δ
`+si
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If si ≥ sq , [r`q, r`−ji ]E0 = 0 for ` ∈ [−si,−sq + j), which
proves (8) with i = 2 and q = 1. If si ≤ sq then (8) follows,
with i = 1 and q = 2, by considering that for j < sq − si,
[r`+jq , r`i ]E0 = 0 for ` ∈ [−sq ,−si−j), while for si+j ≥ sq ,
then [r`−ji , r`q]E0 = 0 for ` ∈ [−si,−sq + j). The case j < 0
can be recovered in the same way. /
Proof of Proposition 2. Let r¯i(x[s¯i,s], δ) =
ri(x[si,s], δ)βi(x[si ,s], δ), i = 1, 2. Since s1 ≥ s¯1 and
R¯1(x, ) =
∑s
j=0 r
j
1(x)β1(x(−j), (−j)),
[R¯1(x, ), r¯2(x, δ)] = [R¯1(x, ), r2(x, δ)]β2(x(s¯1), δ)
+r2(x, δ)β˙2|x˙[0]=R¯1(x,)δ
s¯1[
R¯1(x, ), r2(x, δ)
]
= r˙2(x, δ)|x˙[0]=R¯1(x,)δs¯1
−
s¯1+s∑
k=0
s∑
j=0
β1(x(−j), (−j)) ∂r
j
1(x)
∂x[0](s¯1 − k)δ
kr2(x(s¯1), δ)
−
s¯1+s∑
k=0
s∑
j=0
rj1(x)
∂ (β1(x(−j), (−j)))
∂x[0](s¯1 − k) δ
kr2(x(s¯1), δ)
so that (9) follows by noting that
[R¯1(x, ), r2(x, δ)]δs1−s¯1 = [R1(x, ), r2(x, δ)]|¯=β1(x,)
−r1(x, δ)
s+s1∑
k=0
∂β1(x, )
∂x[0](s1 − k)
δkr2(x(s1), δ).
/
Proposition 7: Given τˆ1(x[p,s], δ) =
∑s
`=0 τˆ
`
1(x[p,s])δ` and
the dynamics (14), let gµ,j(x, 0, δ) = adµ−1F¯ (x,0,1)g1j(x, δ).
Then for any i ≥ 1, τˆi(x,u, δ) = adi−1F¯ (x,u,1)τˆ1(x, δ), can be
computed by considering F0i(x, δ) =
∑is+p
l=0 F (x)δ
l
, so that
F l0i = F (x). More precisely the following relations hold true:
i.) Given τ1 = τˆ1(x[p,s], δ), α = α(x,u, δ),
adkF¯ (x,u,1) (τˆ1(x, δ)α) =
k∑
j=0
(
k
j
)
τˆk−j+1(x,u, δ)α(j) (34)
ii.) τˆi(x,u, δ) = adi−1F¯ (x,u,1)τˆ1(x, δ) is given by
adi−1
F¯ (x,u,1)
τˆ1(x, δ) = τˆi,0(x, δ) +
m∑
j=1
i−2∑
q=0
i−1−q∑
µ=1
p+is∑
k=−p−is
is∑`
=0
(
i−1
µ+q
)
cqµ[g
k+`
µ,j (0), τˆ
`
i−µ−q]E0δ
`u
(q)
j,[0](−k)(35)
+mi(x,u[i−3], δ)
where c0µ = c
q
1 = 1, and for µ > 1 , q > 0, cqµ =
cqµ−1 + c
q−1
µ ,
τˆi,0(x, δ) = adi−1F¯ (x,0,1)τˆ1(x, δ)
=
∑
`
[F is0i · · · ,[F is0i , τ `1]Eis ]E0δ` (36)
and mi(x,u[i−3], δ) is given by the linear combination,
through real coefficients, of terms of the form∑
`
[gi1+`µ1,j1(0),· · ·, [giν+`µν,jν (0), τ `i−q]Eis ]E0δ`
ν∏
µ=1
u
(`µ)
jµ,[0]
(−iµ).
where ν ∈ [2, i−1], jν ∈ [1,m], q =
ν∑
k=1
`k+µk ≤ i−1.
Proof. i) Let us preliminary note that by definition
adF¯ (·,u,1)(τˆ1(x, δ)α(x,u, δ)) =
d
dt
(τˆ1α)− f(x,u, δ)τˆ1α
= τˆ2(x,u, δ)α(x,u, δ)+ τˆ1(x, δ)α˙ (37)
The proof is iterative. Assume that it is true for k−1, we will
verify it for k. In fact, using (37), and dropping for simplicity
the dependence from x,u and δ,
adkF¯ (·,u,1)(τˆ1α) = adF¯ (·,u,1)
k−1∑
j=0
(
k − 1
j
)
τˆk−j α(j)

=
k−1∑
j=0
(
k − 1
j
)(
τˆk−j+1α(j) + τˆk−j α˙(j)
)
which proves the results since
((
k−1
j
)
+
(
k−1
j−1
))
α(j) =(
k
j
)
α(j), for j ∈ [1, k− 1].
ii.) According to (7) with r1(x, ) = F (x[s])(0),
adF¯ (x,0,1)τˆ1(x[p,s], δ) =
2s+p∑
j=−2s
2s∑
`=0
[r`−j1 , τˆ
`
1]E0δ
`
Since only r01 = F (x) 6= 0, then introducing F0i(x, δ) =∑is+p
l=0 F (x)δ
l
, one gets that
∑2s+p
j=−2s[r
`−j
1 , τˆ
`
1]E0 =
[F is0i , τˆ
l
1]E0 . Iteratively (36) follows.
Set now r2(x, ) =
∑m
ν=1
∑s
j=0 g
j
1,νuν,[0](−j)(0) and let
adi−1
F¯ (x,0,1)
τˆ1 = τˆi,0(x[p,is], δ). Then
adF¯ (x,u,1)τ1(x, δ) =
= τˆ2,0 +
m∑
ν=1
2s∑
`=0
2s∑
j=−p
[gj1ν, τˆ
`
1]E0δ
`uν,[0](−j + `)
= τˆ2,0 +
m∑
ν=1
2s∑
`=0
2s−`∑
j=−p−`
[gj+`1ν , τˆ
`
1]E0δ
`uν,[0](−j)
With the introduced notation, for some fixed j and ν:
adF¯ (x,0,1)
2s∑`
=0
[gj+`1ν , τˆ
`
1]E0δ
` =
3s∑`
=0
[gj+`2,ν (0), τˆ
`
1 ]E0δ` +
3s∑`
=0
[gj+`1ν , τˆ
`
2,0]E0δ` (38)
The proof of ii) is by induction. Assume that the expression of
τk(x,u, δ) = adk−1F¯ (·,u,1)τ1(x, δ) is given by ii) for k = i − 1,
then we will prove that is verified also for k = i. In fact,
through standard computation one gets
τi(x,u, δ) = adF (x,u,1)τi−1(x,u, δ) = adF (x,u,1)τˆi−1,0(x, δ)+∑( i−2
µ+q
)
cqµadF (x,u,1)
(
[gk+`µ,j (0), τˆ
`
i−1−µ−q]E0δ
`
)
u
(q)
j,[0](−k)+∑( i−2
µ+q
)
cqµ[g
k+`
µ,j (0), τˆ
`
i−1−µ−q]E0δ
`u
(q+1)
j,[0]
(−k)
+adF (x,u,1)mi−1(x,u, δ)
where the summations are meant with respect to the indices
(µ, k, `, j, q). The result follows after standard computations
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by noting that
adF (x,u,1)
(∑`
[gk+`µ,j (0), τˆ
`
i−1−µ−q]E0δ
`
)
u
(q)
j,[0](−k) =
adF (x,0,1)
(∑`
[gk+`µ,j (0), τˆ
`
i−1−µ−q]E0δ
`
)
u
(q)
j,[0](−k)
+ terms in mi(., δ),
using equation (38), by recalling that cqµ = cqµ−1 +
cq−1µ and that
(
i−2
k−1
)
+
(
i−2
k
)
=
(
i−1
k
)
, and noting that
adF (x,u,1)mi−1(x,u, δ) leads to terms in mi(x,u, δ), /
The following results hold true.
Lemma 2: Consider the distribution ∆i defined by (13), and
let ρi = dim(∆1) with ρ−1 = ns. Then
(i) If dλ(x) is such that span{dλ(x)} = ∆¯⊥i−1, then
span{dλ(x), dλ(x(−1))} ⊂ ∆¯⊥i .
(ii) A canonical basis for ∆¯⊥i is defined for i ≥ 0 as follows.
Pick dλ0(x[0]) such that span{dλ0(x[0])} = ∆¯⊥0 , with
rank d(λ0) = µ0 = ρ0 − ρ−1.
At step ` ≤ i pick dλ`(x[`]) such that
span{dλk(x[k](−j)), k ∈ [0, `], j ∈ [0, ` − k]} = ∆¯⊥`
and dλ`(x[`]) 6∈ ∆¯⊥`−1, with rank d(λi) = µi =
ρi − 2ρi−1 + ρi−2.
Proof. The proof of (i) can be easily carried out
by considering, for i ≥ 1, on IRn(s¯+s+i+1), ∆(j)i−1 ⊂
span{ ∂
∂x[0](s¯)
, · · · , ∂
∂x[0](−i−s)}, j = 1, 2, defined as
∆(1)i−1 =
(
∆i−1
0
)
+ span
{
∂
∂x[0](−i − s)
}
,
∆(2)i−1 =
(
0
∆i−1(−1)
)
+ span
{
∂
∂x[0](s¯)
}
By construction ∆i ⊂ ∆(j)i−1, j = 1, 2 so that ∆¯i ⊂ ∆¯(j)i−1,
j = 1, 2 and consequently ∆¯⊥i ⊃ (∆¯(1)i−1)⊥ = ∆¯⊥i−1 and ∆¯⊥i ⊃
(∆¯(2)i−1)
⊥ = ∆¯⊥i−1(−1). It follows that any dϕ(x[i−1]) ∈ ∆¯⊥i−1
satisfies also dϕ(x[i−1]) ∈ ∆¯⊥i ,dϕ(x[i−1])(−1) ∈ ∆¯⊥i .
Due to the previous result the proof of (ii) is immediate. /
A. Basis Completion
Lemma 3: Given n − k independent functions λi(x[α]),
i ∈ [1, n− k], such that spanK(δ]{dλ1, · · · , dλn−k} is closed
and its right annihilator is causal, there exists a dθ1(x[α¯])
independent of the dλi(x[α])’s i ∈ [1, n − k] over K(δ] and
such that spanK(δ]{dλ1, · · · , dλn−k, dθ1} is closed and its
right annihilator is causal.
Proof. By assumption spanK(δ]{dλ1, · · · , dλn−k} is closed
and its right annihilator is causal, so that according to Theorem
13 in [20], it is possible to compute, using Smith decomposi-
tion, ωT (x, δ) = (ωT1 (x, δ), · · · , ωTk (x, δ))T causal such that
setting dλ(x) = Λ(x, δ)dx[0] then(
Λ(x, δ)
ω(x, δ)
)
= T (x, δ) (39)
is a unimodular causal matrix. Let T−1(x, δ) =
(p1(x, δ), · · · , pn(x, δ)), set p¯i = [pin−k+1, · · · , pin] and
denote by p¯(x, δ) =
∑s
i=0 p¯
iδi. Let, without loss of
generality, p¯(x, δ) be characterized by the minimal degree s
which can be attained by post multiplication by a unimodular
causal matrix. In fact, if p¯(x, δ) = pˆ(x, δ)q(x, δ), with
deg(pˆ(x, δ)) < deg(p¯(x, δ)) and q(x, δ) unimodular, then it
would be sufficient to take as new basis
(
Λ(x)
ω¯(x, δ)
)
where
ω¯(x, δ) = q(x, δ)ω(x, δ). In fact, one has that(
Λ(x)
ω¯(x, δ)
)
pˆ(x, δ) =
(
I 0
0 q(x, δ)
)(
Λ(x)
ω(x, δ)
)
p¯(x, δ)q−1(x, δ)
=
(
I 0
0 q(x, δ)
)(
0
q−1(x, δ)
)
=
(
0
I
)
.
Consider now for ` ≥ 0, the sequence of distributions
∆` = ∆[0,`+s] defined as
∆`= span

p¯0 · · · p¯s 0 0
0
.
.
.
.
.
.
.
.
.
.
.
. p¯0(−`) · · · p¯s(−`) 0
0 · · · 0 · · · 0 Ins
, (40)
and denote by ∆`,0, with ` ≥ 0, the distribution obtained from
∆` by eliminating the first k columns, that is
∆`,0=span

p¯1 · · · p¯s 0 · · ·
p¯0(−1) · · · p¯s(−1) 0
0
.
.
.
.
.
.
.
.
.
· · · p¯s(−`) 0
0 · · · 0 · · · 0 Ins
 .
(41)
By assumption
Λi(x, δ)p¯(x, δ) = 0, i ∈ [1, n− k]
ωi(x, δ)p¯(x, δ) = [0 · · ·1 · · ·0], i ∈ [1, k].
Let j be the maximum delay in Λi(x, δ) i ∈ [1, n − k]
and ωi(x, δ) =
∑j
l=0 ωilδ
l
, i ∈ [1, k]. Then we have that
dλi∆¯j = 0, whereas [ω0, ω1, · · · , ωj]∆j 6= 0. More precisely
by construction ω0p¯0 = I, whereas [ω0, ω1, · · · , ωj]∆j0 = 0.
We first prove that there exists a dθ1(x[α¯]) ∈ ∆¯⊥j0, with
α¯ ≤ j, which is independent of the dλi’s i ∈ [1, n − k]
over K(δ]. Assume that it is not true, then there must exist
k extended Lie brackets such that [piqlq , p
kq
νq ]Ekq = τ0q(x) +
p¯0(x)α0q(x) ∂∂x[0] , (with iq ≥ kq ≥ 1) where τ0q(x) =∑p
l=0 τ
p−l
q (−l) ∂∂x[0](−l) ∈ ∆j0, q ∈ [1, k]. Furthermore the
k × k matrix α0 = [α01, · · · , α0k] is of full rank.
Consider now ∆j+1 and correspondingly ∆j+1,0.
Accordingly, consider the k extended Lie brackets
[piq+1lq , p
kq+1
νq ]Ekq+1 , q ∈ [1, k]. By construction
[piq+1lq , p
kq+1
νq ]Ekq+1 = τ1q(x) +
(
p¯0(x)
)T
α1q(x)
∂
∂x[0]
(42)
+
((
p¯1(x)
)T ∂
∂x[0]
+
(
p¯0(x(−1)))T ∂
∂x[0](−1)
)
α0q(x(−1))
where τ1q(x) =
∑p+1
l=0
(
τp+1−lq (x(−l))
)T ∂
∂x[0](−l) ∈ ∆j+1,0.
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In fact, if (42) were not satisfied then
[piq+1lq , p
kq+1
νq ]Ekq+1 − τ1q(x)
−
((
p¯1(x)
)T ∂
∂x[0]
+
(
p¯0(x(−1)))T ∂
∂x[0](−1)
)
α0q(x(−1))
= (r(x))T
∂
∂x[0]
6∈ span{(p¯0)T ∂
∂x[0]
}
against the assumption of n−k independent exact differentials
in the left kernel of p¯(x, δ). Iterating the reasoning one gets
that for any β ≥ 0,
[piq+βlq , p
kq+β
νq ]Ekq+β = τβq(x)
+
β∑
γ=0
β−γ∑
l=0
(
p¯β−γ−l(x(−l)))T αγ,q(x(−β + γ)) ∂
∂x[0](−l)(43)
and τβ,q(x) =
∑p+β
l=0
(
τp+β−lq (x(−l))
)T ∂
∂x[0](−l) ∈ ∆j+β,0.
Since by assumption p¯l = 0 for l > s, one gets that as soon as
kq+β ≥ s+1, [piq+βlq , pkq+βνq]E0 = 0 ∀lq , νq ∈ [n−k+1, n].
Furthermore, since τ0,q ∈ ∆j0, then necessarily there exists
an index l ≤ s such that τ l+iq = 0, ∀i ≥ 0. As a consequence,
there exists an index β ≤ s, such that for any θ ∈ [β, s], and
∀lq , νq ∈ [n− k + 1, n],
0 = [piq+θlq , p
kq+θ
νq ]E0 =
θ∑
γ=0
(
p¯θ−γ(x)
)T
αγ,q(x(−θ+γ)) ∂
∂x[0]
.
(44)
Consider now the distribution ∆˜j obtained by combining
linearly the columns of ∆j through the matrix
α =

α0 · · · αs+j 0
0
.
.
.
.
.
.
.
.
.
0 0 α0(−s − j) 0
.
.
. · · · 0 Ins

that is ∆˜j = ∆jα. By construction we have that
∆˜j = span

p˜0 · · · p˜θ 0 · · · 0
0
.
.
. · · · . . . ...
p˜0(−j) · · · p˜θ(−j) 0
0 0 ∗ ∗ Ins
 . (45)
Since span∆j = span ∆˜j, through the sequence of distribu-
tions ∆˜j, we can recover the functions λi, i ∈ [1, n− k]. As
a consequence we get that Λi(x, δ)p˜(x, δ) = 0, i ∈ [1, n− k].
Since the functions λi(x[α]) are linearly independent, there
must necessarily exist a α¯(x, δ) =
∑µ
i=0 α¯i(x)δ
i such that
p˜(x, δ) = p¯(x, δ)α¯(x, δ) =
θ∑
i=0
p˜i(x)δi, (46)
where by construction θ < s. This leads to a contradiction
since by assumption p¯(x, δ) was of minimal degree obtainable
through unimodular and causal transformation, and any other
transformation cannot attain a smaller degree, thus proving the
existence of dθ1(x[α¯]), which is independent over K(δ] of the
dλi(x)’s. Since spanK(δ]{dλ1, · · · , dλn−k, ω1dx[0], ωkdx[0]}
forms a basis over IRn then
dθ1(x[α¯]) =
n−k∑
j=1
γj(x, δ)dλj(x[α]) +
k∑
j=1
νj(x, δ)ωj(x, δ)dx[0]
=
α¯∑
j=0
Θj(x)δjdx[0] = Θ(x, δ)dx[0].
Since dθ1(x[α¯])∆j0 = 0, where as dθ1(x[α¯])∆j 6= 0, then
Θ(x[α¯], δ)p¯(x, δ) = [ν1(x, δ), · · · , νk(x, δ)] = Θ0p¯0 6= 0.
which proves that νi(x, δ) = ν0i (x). Assuming without loss
of generality ν1 = ν01 6= 0, then
dλ1
· · ·
dλn−k
dθ1
ω2dx[0]
.
.
.
ωkdx[0]

=

I 0 · · · 0
γ ν1 · · · νk
0 0 I 0
0 0 0 1


dλ1
· · ·
dλn−k
ω1dx[0]
ω2dx[0]
.
.
.
ωkdx[0]

which shows that
( dλT1 , · · · , dλTn−k, dθT1 , (ω2dx[0])T , · · · , (ωkdx[0])T )T
can be taken as a new basis being linked through a uni-
modular causal matrix to the old basis. As a consequence
spanK(δ]{dλ1, · · · , dλn−k, dθ1} is closed and its right anni-
hilator is causal. /
B. Properties of the Left Annihilator of a Module
Lemma 4: Consider the matrix
Γ(x[p,s], δ) = (τ1(x[p,s], δ), · · · , τj(x[p,s], δ)).
Let s¯ = deg(Γ(x[p,s], δ)). The left annihilator Ω(x[p¯,α], δ)
satisfies the following relations
i) deg(Ω(x[p¯,α], δ)) ≤ j [deg(Γ(x, δ))]
ii) p¯, α can be chosen to be α ≤ s+ deg(Ω(x, δ)), p¯ ≤ p.
Consequently, if Γ(x, δ) is causal, then Ω(x, δ) is also causal.
Proof. Without loss of generality, assume that the first j
rows of Γ(x[p,s], δ) are linearly independent over K(δ]. Then
Ω(x[p¯,α], δ) must satisfy
Ω(x, δ)Γ(x, δ) = [Ω1(x, δ),Ω2(x, δ)]
(
Γ1(x, δ)
Γ2(x, δ)
)
= 0
where Γ1(x, δ) is a j×j full rank matrix, accordingly Γ2(x, δ)
is a (n − j) × j matrix, Ω1(x, δ) is a (n − j) × j matrix
and Ω2(x, δ) is a (n − j) × (n − j) matrix. Let rΩ1 =
deg(Ω1(x, δ)), rΩ2 = deg(Ω2(x, δ)), rΓ1 = deg(Γ1(x, δ)),
rΓ2 = deg(Γ2(x, δ)). Then we have that rΩ1+rΓ1 = rΩ2+rΓ2 .
