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DEFORMING A HYPERSURFACE BY PRINCIPAL RADII OF
CURVATURE AND SUPPORT FUNCTION
MOHAMMAD N. IVAKI
Abstract. We study the motion of smooth, closed, strictly convex hyper-
surfaces in Rn+1 expanding in the direction of their normal vector field with
speed depending on the kth elementary symmetric polynomial of the princi-
pal radii of curvature σk and support function h. A homothetic self-similar
solution to the flow that we will consider in this paper, if exists, is a solution
of the well-known Lp-Christoffel-Minkowski problem ϕh1−pσk = c. Here ϕ is
a preassigned positive smooth function defined on the unit sphere, and c is a
positive constant. For 1 ≤ k ≤ n−1, p ≥ k+1, assuming the spherical hessian
of ϕ
1
p+k−1 is positive definite, we prove the C∞ convergence of the normalized
flow to a homothetic self-similar solution. One of the highlights of our argu-
ments is that we do not need the constant rank theorem/deformation lemma
of [20] and thus we give a partial answer to a question raised in [21]. Moreover,
for k = n, p ≥ n+ 1, we prove the C∞ convergence of the normalized flow to
a homothetic self-similar solution without imposing any further condition on
ϕ. In the final section of the paper, for 1 ≤ k < n, we will give an example
that spherical hessian of ϕ
1
p+k−1 is negative definite at some point and the
solution to the flow loses its smoothness.
1. An expanding flow
Suppose F0 : M
n → Rn+1 is a smooth parametrization of a closed, strictly
convex hypersurface M0 and suppose the origin of R
n+1 is in the interior of the
region enclosed by M0. In this paper, we study the long-time behavior of a family
of hypersurfaces Mt given by the smooth map F : M
n × [0, T )→ Rn+1 satisfying
the initial value problem{
∂tF (x, t) = ϕ(ν(x, t))〈F (x, t), ν(x, t)〉2−p En−kEn (x, t)ν(x, t);
F (·, 0) = F0(·),(1.1)
where p ∈ R, Ei is the ith elementary symmetric polynomial of principal curvatures
for 0 ≤ i ≤ n normalized so that Ei(1, . . . , 1) = 1 (and E0 ≡ 1), ν(·, t) is the outer
unit normal vector of Mt := F (M
n, t) and ϕ is a positive smooth function defined
on the unit sphere Sn.
Assuming Mt is strictly convex, its support function as a function on the unit
sphere is given by
hMt(x) = h(x, t) := 〈F (ν−1(x, t), t), x〉.
Write g¯ and ∇¯ for the standard round metric and the Levi-Civita connection of Sn.
Recall that the principal radii of curvature are the eigenvalues of the matrix
rij := ∇¯i∇¯jh+ g¯ijh
Key words and phrases. Curvature flow, Lp-Christoffel-Minkowski problem, Monotonicity,
Regularity estimates.
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with respect to g¯. Also write σk for the kth elementary symmetric polynomial of
the principal radii of curvature, normalized so that σk(1, . . . , 1) = 1.
We also define
M˜t :=


( ∫
Sn
1
ϕ
dx
∫
Sn
hp(x,t)
ϕ
dx
) 1
p
Mt, if p 6= 0;
exp
(
− 1∫
Sn
1
ϕ
dx
∫
Sn
log h(x,t)
ϕ
dx
)
Mt, if p = 0.
(1.2)
Here dx is the Lebesgue measure on Sn and ωn =
∫
Sn
dx.
By direct calculation, we find h : Sn × [0, T )→ R satisfies{
∂th = ϕh
2−pσk;
h(x, 0) = 〈F0(ν−1(x)), x〉.(1.3)
We consider a normalization of the flow (1.3) given by
∂τh = ϕh
2−pσk − h
∫
Sn
hσkdx∫
Sn
1
ϕ
dx
.(1.4)
Caveat. We always distinguish between the solutions to (1.3) and (1.4) respectively
through the parameters t, τ .
Note that for p 6= 0,
d
dτ
∫
Sn
hp(x, τ)
ϕ(x)
dx = p
∫
Sn
hσkdx− p
∫
Sn
hp
ϕ
dx
∫
Sn
hσkdx∫
Sn
1
ϕ
dx
= p
∫
Sn
hσkdx∫
Sn
1
ϕ
dx
(∫
Sn
1
ϕ
dx −
∫
Sn
hp
ϕ
dx
)
.
If the solution to (1.4) at time τ = 0 satisfies
∫
Sn
hp
ϕ
dx =
∫
Sn
1
ϕ
dx, then at any later
time this identity still holds. If p = 0, we always have d
dτ
∫
Sn
log h(x,τ)
ϕ(x) dx = 0. Note
the support functions of M˜t after a suitable time re-parametrization solve (1.4).
Our motivation to study the flow (1.3) is due to the significance of its solitons in
convex geometry. A positive homothetic self-similar solution of (1.3), when exists,
is a solution to
ϕh1−pσk = c.(1.5)
for some c > 0. One would like to find necessary and sufficient conditions on a
function ϕ such that a positive strictly convex solution exists. Here the strict
convexity of a solution, h, is understood as the strict convexity of the associated
closed hypersurface. The pairs (p = 1, k = 1), (p = 1, k = n), (p 6= 1, k = n) of this
equation are known in order as the Christoffel problem, the Minkowski problem and
the Lp-Minkowski problem. In general, this equation is known as the Lp-Christoffel-
Minkowski problem. This equation is of considerable interest in convex geometry,
and it is related to the problem of existence of a convex body (a compact convex
set with non-empty interior) whose Lp surface area of order n− k is prescribed.
Let us briefly explain how (1.5) arises naturally in the Lp Brunn-Minkowski
theory. Good references for this material are [25,33]. Let p ≥ 1 and ζ, η ≥ 0 and let
K,L be two convex bodies with the origin of Rn+1 in their interiors. In the following,
ζ · K := ζ 1pK and η · L := η 1pL. Define the Lp-linear combination ζ · K +p η · L
as the convex body whose support function is given by (ζhpK + ηh
p
L)
1
p . The mixed
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Lp-Quermassintegrals Wp,0(K,L), . . . ,Wp,n(K,L) are defined as the first variation
of the usual Quermassintegrals1 with respect to Lp-sum:
n+ 1− k
p
Wp,k(K,L) = lim
ε→0+
Wk(K +p ε · L)−Wk(K)
ε
.
Aleksandrov, Fenchel and Jessen for p = 1 and Lutwak [25] for p > 1 have shown
that for each k = 0, . . . , n, there exists a Borel measure Sp,k(K, ·) on Sn, Lp surface
area measure of order k, such that
Wp,k(K,L) =
1
n+ 1
∫
Sn
hpL(u)dSp,k(K,u).
Moreover, Sp,k(K, ·) is absolutely continuous with respect to kth surface area mea-
sure of K, Sk(K, ·), and has the Radon-Nikodym derivative
dSp,k(K, ·)
dSk(K, ·) = h
1−p
K (·).
In addition, if the boundary of K is a C2-smooth hypersurface with everywhere
positive principal curvatures, then
dSp,k(K, ·) = h1−pK (·)σn−k(K, ·)dx.
If p = 1, a necessary condition for the existence of a solution to (1.5) is that ϕ
must satisfy the vector equation ∫
Sn
x
ϕ(x)
dx = 0.(1.6)
Miraculously this condition suffices for the Minkowski problem; see, for example,
[7]. The Lp-Minkowski problem is also well-understood (except the case p ≤ −n−1)
and we refer the reader to the essential papers [5,11,25–27] for motivation and the
most comprehensive list of results, see also [33, Chapter 9.2, Notes for Section
9.2]. An application of the existence of solutions to the Lp-Minkowski problem
appears in Lutwak, Yang, Zhang [28]. If p = 1, k < n, much less is known and in
addition to (1.6) further restrictions need to be imposed on ϕ. For example, let
us consider the case when ϕ is rotationally symmetric. A function ϕ defined on
the unit sphere is said to be rotationally symmetric if ϕ(θ) = ϕ(x1, . . . , xn+1) with
xn+1 = sin(θ) where θ ∈ [−pi2 , pi2 ]. Note that θ is the angle that the vector from the
origin to (x1, . . . , xn+1) makes with xn+1 = 0. In [16], Firey has found that in order
for a continuous function 1/ϕ to be the kth elementary symmetric function of the
principal radii of a C2 smooth, closed strictly convex hypersurface of revolution, it
is necessary and sufficient that in some coordinates on Sn, ϕ is a function of the
latitude θ alone, and over −pi2 < θ < pi2 :
i: 1
ϕ
is continuous and has finite limits as θ tends to ±pi2 ,
ii:
∫ pi
2
θ
cosn−1(α) sin(α)
ϕ(α) dα > 0 and zero for θ = −pi2 ,
iii: 1
ϕ(θ) >
n−k
cosn(θ)
∫ pi
2
θ
cosn−1(α) sin(α)
ϕ(α) dα.
1For a convex bodyK,W0(K), . . . ,Wn+1(K) notate the Quermassintegrals ofK. In particular,
W0(K) is volume of K, nW1(K) is the surface area of K and Wn+1(K) is the volume of the unit
ball.
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Due to symmetry, the assumption for θ = −pi2 in item (ii) is the same as the closure
equation (1.6). The main consequence of item (iii) is that the principal radii of
curvature are positive:
1
ϕ(θ)
− n− k
cosn(θ)
∫ pi
2
θ
cosn−1(α) sin(α)
ϕ(α)
dα
=
(
n− 1
k − 1
)
(h′′(θ) + h(θ))(h(θ) − h′(θ) tan θ)k−1.
In [30], Pogorelov proved if ϕ−1 − (ϕ−1)ss > 0 on every great circle parameterized
by arc-length s, then 1/ϕ is the sum of the principal radii of curvature in Euclidean
3-space (this is not a necessary condition). The case p = 1, k = 1 without any
dimensional restriction was eventually solved by Firey [14, 15] where he gave a
necessary and sufficient condition, settling a hundred year old problem posed by
Christoffel.2 An application of Firey’s [14] existence result to the study of surfaces
of constant width appears in Fillmore [17]. The solution to Christoffel’s problem
was independently discovered by Berg [4]. See also [33, Chapter 8.3.2] for the
explicit construction of the solution to the Christoffel problem and [19, Theorem
6.1] for the corresponding regularity properties and [33, Notes for Section 8.4]. In
[20], Guan-Ma proved a deformation lemma which allowed them to establish if a
function ϕ ∈ C2(Sn) is k-convex, e.q., ∇¯i∇¯jϕ 1k + g¯ijϕ 1k is non-negative definite,
then the equation (1.5) for p = 1, k < n has a strictly convex solution. Note that
Guan-Ma’s condition for p = 1, k = 1 is weaker than Pogorelov’s condition. Later
in [24], using the deformation lemma, Hu-Ma-Shen proved that if p ≥ k + 1, k < n
and ϕ ∈ C2(Sn) is (p+ k − 1)-convex, then (1.5) admits a positive strictly convex
solution.3 Recently, for 1 < p < k + 1 and for even prescribed data, under the
(p+ k− 1)-convexity of ϕ, an existence result was proved by Guan and Xia in [21]
using a refined gradient estimate and the constant rank theorem.
Before we state our main theorems, we draw attention to an interesting feature
of the flow (1.3); however, this property is not used in this paper. Suppose that for
a positive, smooth rotationally symmetric ϕ and a smooth, rotationally symmetric,
strictly convex hypersurface M0 with the support function h0 we have
ii:
∫ pi
2
θ
cosn−1(α) sin(α)hp−10 (α)
ϕ(α) dα > 0 and zero for θ = −pi2 ,
iii:
h
p−1
0 (θ)
ϕ(θ) >
n−k
cosn(θ)
∫ pi
2
θ
cosn−1(α) sin(α)hp−10 (α)
ϕ(α) dα.
If we start the flow (1.3) from M0, then for all t > 0, Mt satisfies the previous two
properties provided p > 1. To see this for the item (iii), note that
d
dt
(
hp−1(θ, t)
ϕ(θ)
− n− k
cosn(θ)
∫ pi
2
θ
cosn−1(α) sin(α)hp−1(α, t)
ϕ(α)
dα
)
=
(p− 1)
(
σk(θ, t)− n− k
cosn(θ)
∫ pi
2
θ
cosn−1(α) sin(α)σk(α, t)dα
)
> 0.
2Firey also explains in [14, page 11] how Pogorelov’s condition connects to his.
3The statement of Hu-Ma-Shen’s theorem is erroneous and in item (i) it should be read “if
f
−
1
p+k−1 is spherical convex” and in item (ii) it should be read “if f−
1
2k is spherical convex”.
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One can see similarly that item (ii) is preserved along the flow. For the case
ϕ ≡ 1, k = n, p = −n− 1, preserving a property similar to (ii) played a role in the
proofs of [13].
In this paper, we prove the following theorems about the asymptotic behavior
of the flow.
Theorem 1.1. Suppose p ≥ k + 1, k < n and ϕ ∈ C∞(Sn) is a positive function
such that ∇¯i∇¯jϕ
1
p+k−1 + g¯ijϕ
1
p+k−1 is positive definite. Then there exists a unique
smooth, closed strictly convex solution {Mt} to (1.1) such that {M˜t} converges in
C∞ to a smooth, closed strictly convex solution hypersurface whose support function
is positive and solves (1.5).
Our proof of the convergence to solitons does not employ the deformation lemma
(constant rank theorem) and thus provides a partial answer to the following ques-
tion raised in [21]: Is there a direct effective way to derive an estimate for rij
from below under the same convexity conditions without using the constant rank
theorem? Here our parabolic approach to the problem (1.5) allows us to obtain a
uniform positive lower bound on rij along the normalized flow by using a very sim-
ple auxiliary function (see Lemma 2.7 below) and hence we can avoid the constant
rank theorem when the assumptions of Theorem 1.1 are satisfied.
In the last section, for 1 ≤ k < n, p + k − 1 > 0 we show the existence of
a rotationally symmetric ϕ with ((ϕ
1
p+k−1 )θθ + ϕ
1
p+k−1 )
∣∣
θ=0
< 0 and a smooth,
closed, strictly convex initial hypersurface for which the solution to the flow (1.1)
with k < n will lose smoothness. Therefore (p + k − 1)-convexity of ϕ is essential
to ensure the smoothness of the solution is preserved.
For k = n, p ≥ n+ 1, we can improve [3, Theorem 1] by dropping the evenness
assumption and allowing general ϕ.
Theorem 1.2. Suppose k = n, p ≥ n + 1 and ϕ ∈ C∞(Sn) is a positive function.
Then there exists a unique smooth, closed strictly convex solution {Mt} to (1.1) such
that {M˜t} converges in C∞ to a smooth, closed strictly convex solution hypersurface
whose support function is positive and solves (1.5).
We should point out the only new ingredient required to prove this last theorem
is the gradient estimate established in Lemma 2.5; this allows us to obtain uniform
lower and upper bounds on the support function of the normalized solution even
if the initial hypersurface is not origin-symmetric. In particular, the curvature
estimate of [3, Lemma 8] is crucial.
Finally in view of Chow-Gulliver’s gradient estimate [9] for the case p > 2, ϕ ≡ 1,
we have the following result.
Theorem 1.3. Suppose p > 2 and ϕ ≡ 1. Then there exists a unique smooth,
closed strictly convex solution {Mt} to (1.1) such that {M˜t} converges in C∞ to
the unit sphere.
To conclude this section, we draw attention to some earlier works on the flow
(1.3). For p = 2, ϕ ≡ 1, the C1 convergence was established by Chow-Tsai [10] and
recently the C∞ convergence was proved by Gerhardt in [18]. For p > 2, ϕ ≡ 1, the
C1 convergence follows from the work of Chow-Gulliver [9] (up-to showing convexity
is preserved). For p = −n− 1, k = n, ϕ ≡ 1, the flow was studied in [12,13] and for
p > −n− 1, k = n, ϕ 6≡ 1 in [3].
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2. Regularity estimates
For convenience we put
η :=
∫
Sn
hσkdx∫
Sn
1
ϕ
dx
, Θ := ϕh2−p, L := Θσabk ∇¯a∇¯b, ρ :=
√
h2 + |∇¯h|2.
If h ∈ C∞(Sn) determines a smooth, closed strictly convex hypersurface, we write
[h] for the associated hypersurface. For such a hypersurface define
Aϕk,p[h] :=


∫
Sn
hσkdx
(∫
Sn
hp
ϕ
dx
)− k+1
p
, if p 6= 0;
exp
(
− k+1∫
Sn
1
ϕ
dx
∫
Sn
log h
ϕ
dx
) ∫
Sn
hσkdx, if p = 0.
The functionals Aϕk,p are well-known and have appeared for example in [1].
Lemma 2.1. Aϕk,p[h(·, τ)] is non-decreasing.
Proof. We only consider the case p 6= 0. Using the divergence theorem, we calculate
d
dτ
Aϕk,p[h(·, τ)]
(k + 1)
(∫
Sn
hp
ϕ
dx
)−k+1
p
−1
=
∫
Sn
ϕh2−pσ2kdx
∫
Sn
hp
ϕ
dx−
(∫
Sn
hσkdx
)2
.
Therefore by the Ho¨lder inequalityAϕk,p[h(·, τ)] is non-decreasing along the flow. 
Lemma 2.2. Suppose p ≥ 2. η(τ) is uniformly bounded above and below.
Proof. The uniform lower bound on η(τ) follows from Lemma 2.1. To prove that
η is uniformly bounded above we proceed as follows. Along the flow ∂th = σk,
A1k,2[h(·, t)] is monotone. Thus by the result of [18], for any smooth, closed strictly
convex hypersurface with support function h we have A1k,2[h] ≤ A1k,2[1]. Now ob-
serve that for p ≥ 2, the inequality
(∫
Sn
h2dx
)− k+12
≥
((∫
Sn
hpdx
) 2
p
ω
1− 2
p
n
)− k+12
gives ∫
Sn
hσkdx
((∫
Sn
hpdx
) 2
p
ω
1− 2
p
n
)− k+12
≤ A1k,2[1].
So Aϕk,2 is bounded above. The proof of the lemma is done.4 
In the next lemma rij signifies the entries of the inverse matrix of [rij ].
4In fact, only knowing the asymptotic behavior of the flow ∂th = σ1 is sufficient here; using
quermassintegral inequalities we can control
∫
Sn
hσkdx from above by (
∫
Sn
hσ1dx)
k+1
2 .
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Lemma 2.3. The following evolution equation holds along the flow (1.4).
(∂τ − L)rij =Θσab,mnk ∇¯irab∇¯jrmn + (k + 1)Θσkg¯ij
−Θσabk g¯abrij +Θ(σaik raj − σajk rai)
+ ∇¯iΘ∇¯jσk + ∇¯jΘ∇¯iσk + σk∇¯i∇¯jΘ− ηrij ,
(∂τ − L) rij =− (k + 1)Θσkriprjp +Θσabk g¯abrij
−Θrilrjs(2σamk rnb + σab,mnk )∇¯lrab∇¯srmn
−Θriprjq(σapk raq − σaqk rap)
− riarjb(∇¯aΘ∇¯bσk + ∇¯bΘ∇¯aσk + σk∇¯a∇¯bΘ) + ηrij ,
(∂τ − L) h =(1 − k)Θσk +Θhσijk g¯ij − ηh,
(∂τ − L) (ϕh2−pσk) =(2 − p)ϕ2h3−2pσ2k + ϕ2h4−2pσkσijk g¯ij − (2− p+ k)ηϕh2−pσk,
(∂τ − L) ρ
2
2
=(k + 1)hΘσk − ηρ2 + σkg¯ij∇¯ih∇¯jΘ−Θσabk rma rmb.
Proof. For the computation of the evolution equations of rij and r
ij see [10, 31].
Deriving the evolution equations of h, ϕh2−pσk is straightforward. For ρ
2/2 we
calculate
(∂τ − L) ρ
2
2
=h∂τh+ g¯
ij∇¯ih∇¯j∂τh
−Θσabk
(
h∇¯a∇¯bh+ ∇¯ah∇¯bh+ ∇¯mh∇¯a∇¯b∇¯mh+ ∇¯a∇¯mh∇¯b∇¯mh
)
=h∂τh− η|∇¯h|2 + σk g¯ij∇¯ih∇¯jΘ+Θg¯ij∇¯ih∇¯jσk
−Θσabk
(∇¯ah∇¯bh+ ∇¯mh∇¯a(rbm − g¯bmh))
−Θσabk (ram − g¯amh)(rbm − g¯bmh)
−Θσabk h(rab − g¯abh)
=h∂τh− η|∇¯h|2 + σk g¯ij∇¯ih∇¯jΘ+ khΘσk − Θσabk rma rmb
=(k + 1)hΘσk − ηρ2 + σkg¯ij∇¯ih∇¯jΘ−Θσabk rma rmb.

Lemma 2.4. Suppose p ≥ k + 1. Then ϕh1−pσk(·, τ) remains uniformly bounded
above and below.
Proof. By Lemma 2.3 we have
∂τ
(
ϕh1−pσk
)
=ϕh2−pσijk ∇¯i∇¯j
(
ϕh1−pσk
)
+ 2ϕh1−pσijk ∇¯i(ϕh1−pσk)∇¯jh
+ (1 + k − p) (ϕh1−pσk)2 + (p− k − 1)ηϕh1−pσk.(2.1)
Since we have control over η, the claim follows from the maximum principle. 
In the next lemma, using the concavity of σ
1
k
k we obtain a gradient estimate
for log h(·, τ) provided p ≥ k + 1. In general, due to the examples in [21], such an
estimate does not exist for 1 < p < k + 1.
Lemma 2.5. Suppose p ≥ k+1. There exists a positive constant γ depending only
on the initial hypersurface and ϕ such that |∇¯ log h(·, τ)| ≤ γ.
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Proof. The proof is a parabolic version of the estimates in [24, Lemma 2]. Using
Lemma 2.3 we deduce
(∂τ − L)(ρ2 −Ah2) =2(k + 1)hΘσk − 2ηρ2 + 2σkg¯ij∇¯ih∇¯jΘ− 2Θσabk rma rmb
− 2Ah((1− k)Θσk +Θhσijk g¯ij − ηh) + 2AΘσabk ∇¯ah∇¯bh.
Let us put v := log h. Pick A > 1 such that
(ρ2 −Ah2)(·, 0) < 0.
We will show that this inequality will be preserved, perhaps for a larger value of
A to be determined later. If it were otherwise, there would be a point (uτ , τ) with
τ > 0 that for the first time (ρ2 − Ah2)(uτ , τ) = 0. At this point ∇¯|∇¯v|2 = 0 and
we may choose an orthonormal frame {ei} such that
∇¯v = (∇¯e1v)e1.
For the rest of the proof it is more convenient to put
vi := ∇¯eiv, vij := ∇¯i∇¯jv.
Since ∇¯|∇¯v|2 = 0 at uτ , a rotation of {ei}i≥2 diagonalizes (vij) at uτ ,
aij := vij + vivj + δij = diag(1 + v
2
1 , 1 + v22, . . . , 1 + vnn).
Also, note that
σk(hij + δijh) = h
kσk(aij), σ
cd
k (hij + δijh) = h
k−1σcdk (aij).
Therefore at (uτ , τ) we have
0 ≤(k + 1) + (2− p)v21 + v1(logϕ)1 −
σllk (aij)
σk(aij)
(all)
2
+A(k − 1)−A
∑
l
σllk (aij)
σk(aij)
+A
σ11k (aij)
σk(aij)
v21 .
Since A = 1 + v21 = a11, we may rewrite the previous estimate as
0 ≤2k + (1 + k − p)(A− 1) + v1(logϕ)1 − σ
11
k (aij)
σk(aij)
A2
−A
∑
l
σllk (aij)
σk(aij)
+A(A − 1)σ
11
k (aij)
σk(aij)
.
Thus for p > k + 1 we arrive at
(p− k − 1)(A− 1) ≤ 2k + |(logϕ)1|
√
A− 1.
Choosing A large enough ensures that ρ2 −Ah2 always remains negative.
If p = k + 1, by Lemma 2.4, σk(aij) is uniformly bounded above. Also, since
σ
1
k
k is concave, we have
∑
l σ
ll
k (aij) ≥ kσ
k−1
k
k (aij); see, for instance, [2]. Thus for a
positive constant c1 depending only on the initial hypersurface and ϕ we have
c1A ≤ A
∑
l
σllk (aij)
σk(aij)
≤2k + |(logϕ)1|
√
A− 1.
Choosing A large enough proves the claim. 
Lemma 2.6. Suppose p ≥ k + 1. There exist positive constants a, b, c, d depending
only on the initial hypersurface and ϕ such that a ≤ h(·, τ) ≤ b and c ≤ σk(·, τ) ≤ d.
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Proof. Along the normalized flow
∫
Sn
hp(x,τ)
ϕ(x) dx is constant and
hpmin(τ)
ϕmax
≤ 1
ωn
∫
Sn
hp(x, τ)
ϕ(x)
dx ≤ h
p
max(τ)
ϕmin
.
Therefore Lemma 2.5 gives uniform lower and upper bounds on h(·, τ). Now the
lower and upper bounds on σk(·, τ) follow from Lemma 2.4. 
Next we will obtain a lower bound on the principal radii of curvature under
an additional assumption on ϕ. This in turns implies that the normalized hyper-
surfaces are uniformly convex. It is only in the following lemma that we require
∇¯i∇¯jϕ
1
p+k−1 + g¯ijϕ
1
p+k−1 to be positive definite. Our example in the final section
shows that one cannot hope for a positive lower for rij if ∇¯i∇¯jϕ
1
p+k−1 + g¯ijϕ
1
p+k−1
is negative definite at some point.
Lemma 2.7. Let p ≥ k+1. Suppose ∇¯i∇¯jϕ
1
p+k−1 + g¯ijϕ
1
p+k−1 is positive definite.
Then the principal curvatures satisfy l ≤ κi(·, τ) ≤ L for some positive constants
l, L depending only on the initial hypersurface and ϕ.
Proof. We provide two proofs.
First proof. We apply the maximum principle to r
ij
h
; see also [32, Lemma 3.3].
By a rotation of frame we may assume the maximum eigenvalue of r
ij
h
over Sn at
time τ is attained at a point uτ in the direction of unit tangent vector e1 ∈ TuτSn.
In particular, rij = 0 for i 6= j. Using Lemma 2.3 we calculate
∂τ
r11
h
=Θσabk ∇¯a∇¯b
r11
h
− (k + 1)Θ
h
σk(r
11)2 +
Θ
h
(σijk g¯ij)r
11
− Θ
h
(r11)2(2σamk r
nb + σab,mnk )∇¯1rab∇¯1rmn
− (r
11)2
h
(2∇¯1Θ∇¯1σk + σk∇¯1∇¯1Θ)− Θr
11σk
h2
+ 2
Θ
h
σabk ∇¯ah∇¯b
r11
h
+
Θr11
h2
σabk (rab − g¯abh) + 2η
r11
h
.
Balancing the terms gives
(∂τ − L− 2η) r
11
h
=2
Θ
h
σabk ∇¯ah∇¯b
r11
h
− (k + 1)Θ
h
σk(r
11)2
− Θ
h
(r11)2(2σamk r
nb + σab,mnk )∇¯1rab∇¯1rmn
− (r
11)2
h
(2∇¯1Θ∇¯1σk + σk∇¯1∇¯1Θ) + (k − 1)Θσkr
11
h2
.
To suitably group the terms on the right-hand side, note that
(1) f := σ
1
k
k is inverse concave; therefore, by [31, (3.49)] we get
(2famrbn + fab,mn)∇¯1rab∇¯1rmn ≥ 2(∇¯1f)
2
f
.(2.2)
This in turn implies that
(2σamk r
bn + σab,mnk )∇¯1rab∇¯1rmn ≥ (k2 + k)fk−2(∇¯1f)2
=
k + 1
k
(∇¯1fk)2
fk
.
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(2) By the Schwartz inequality,
2|∇¯1Θ∇¯1fk| ≤ k + 1
k
Θ(∇¯1fk)2
fk
+
k
k + 1
fk(∇¯1Θ)2
Θ
.
Due to the preceding estimates, at (uτ , τ) there holds
∂τ
r11
h
≤ − (r
11)2σk
h
(
(k + 1)Θ + ∇¯1∇¯1Θ− k(∇¯1Θ)
2
(k + 1)Θ
+ (1− k)Θr11
h
)
+
2ηr11
h
.
Let s be the arc-length of the great circle passing through uτ with unit tangent
vector e1. The sum of the first three terms in the bracket may be expressed as
(k + 1)Θ
k
k+1
(
Θ
1
k+1 + (Θ
1
k+1 )ss
)
.
Expand this last expression for p+ k − 1 > 0,
Θ
1
k+1 + (Θ
1
k+1 )ss
Θ
1
k+1
=1 + 2
2− p
(k + 1)2
hsϕs
hϕ
+
(p− 2)(p+ k − 1)
(k + 1)2
h2s
h2
− k
(k + 1)2
ϕ2s
ϕ2
+
2− p
k + 1
hss
h
+
1
k + 1
ϕss
ϕ
=
2− p
k + 1
h+ hss
h
+
p− 2
(k + 1)2hϕ
(
hs
(
(p+ k − 1)ϕ
h
) 1
2
+ ϕs
(
h
(p+ k − 1)ϕ
) 1
2
)2
+
1
ϕ(k + 1)
{
(p+ k − 1)ϕ−
(
1
(k + 1)2
p− 2
p+ k − 1 +
k
(k + 1)2
)
ϕ2s
ϕ
+ ϕss
}
=
2− p
k + 1
h+ hss
h
+
1
k + 1
{
(p+ k − 1)− p+ k − 2
p+ k − 1
(
ϕs
ϕ
)2
+
ϕss
ϕ
}
+
p− 2
(k + 1)2hϕ
(
hs
(
(p+ k − 1)ϕ
h
) 1
2
+ ϕs
(
h
(p+ k − 1)ϕ
) 1
2
)2
.
Let p ≥ 2 and assume either of the following equivalent conditions hold{
(ϕ
1
p+k−1 )ss + ϕ
1
p+k−1 > 0 on every great circle,
∇¯i∇¯jϕ
1
p+k−1 + g¯ijϕ
1
p+k−1 is positive definite.
(2.3)
Under this condition we conclude that
∂τ
r11
h
≤ −Θσk
(
r11
h
)2
(cϕh+ (3 − k − p)r11) + 2η r
11
h
≤ −c1
(
r11
h
)2
+ c2
r11
h
,
where cϕ > 0 depends on the smallest eigenvalue of ∇¯i∇¯jϕ
1
p+k−1 + g¯ijϕ
1
p+k−1 with
respect to g¯ and we used the lower and upper bounds on h, σk, η from Lemmas
2.2, 2.6. By the maximum principle r11 ≤ L for some L depending on M0, ϕ.
Thus the principal radii of curvature satisfy 1
L
≤ λi. To finish the proof, note that
1
Lk−1
(maxλi) ≤ σk ≤ d.
Second proof. Arrange the principal radii of curvature as λ1 ≤ · · · ≤ λn. We
show that hλ1 satisfies a suitable differential inequality in a viscosity sense.
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Let us fix a point (uτ , τ) with τ > 0 and suppose at this point the multiplicity
of λ1 is µ; that is, λ1 = · · · = λµ < λµ+1 ≤ · · · ≤ λn. Choose an orthonormal frame
for TuτS
n such that rij = λiδij , g¯ij = δij .
Let ξ be an arbitrary C2 lower support of hλ1 at (uτ , τ). That is, for some
ε > 0 and an open neighborhood Ouτ of uτ , we have ξ(u, t) ≤ (hλ1)(u, t) for all
(u, t) ∈ Ouτ × (τ − ε, τ ] and ξ(uτ , τ) = (hλ1)(uτ , τ). With similar calculations as in
[6, Lemma 5] at (uτ , τ) we obtain
• ∇¯i∇¯iξ ≤ ∇¯i∇¯ihr11 − 2h
∑
b>µ
(∇¯ir1b)
2
λb−λ1
,
• rkl∇¯ih+ h∇¯irkl = δkl∇¯iξ for all 1 ≤ k, l ≤ µ.
In addition, note that
∀(u, t) ∈ Ouτ × (τ − ε, τ ] : h
r1k g¯
klrl1
r11
≥ hλ1 ≥ ξ.
In fact, assume the hypersurface is given as an embedding of Sn via the inverse
Gauss map. Then the second fundamental form is rij . By [8, Proposition 4.1], in
any chart we have r11
g11
≤ 1
λ1
where gij is the metric of the hypersurface. Due to the
identity gii = rik g¯
klrli, we obtain h
r1kg¯
klrl1
r11
≥ hλ1 ≥ ξ. Moreover, since this last
inequality becomes an equality at (uτ , τ), we get
∂τ (hr11)
∣∣
(uτ ,τ)
= ∂τ
(
h
r1kg¯
klrl1
r11
) ∣∣
(uτ ,τ)
≤ ∂τξ
∣∣
(uτ ,τ)
.
Putting all these facts together yields
(∂τ − L)ξ ≥h(∂τ − L)r11 + ξ(∂τ − L)h+ 2hΘσaak
∑
b>µ
(∇¯ar1b)2
λb − λ1
+ 2Θσaak
(∇¯aξ − λ1∇¯ah)2
ξ
− 2Θσabk ∇¯aξ∇¯b log
ξ
h
.
Then owing to Lemma 2.3 and (2.2), we arrive at the estimate
(∂τ − L)ξ + 2Θσabk ∇¯aξ∇¯b log
ξ
h
+ ((k − 1)ϕh1−pσk + 2η)ξ
≥2hΘ

σaak ∑
b>µ
(∇¯ar1b)2
λb − λ1 − σ
aa
k r
bb(∇¯1rab)2 + σaak
(∇¯aξ − λ1∇¯ah)2
λ1h2


+ (k + 1)hΘσk + 2h∇¯1Θ∇¯1σk + hσk∇¯1∇¯1Θ+ k + 1
k
hΘ
(∇¯1σk)2
σk
.
By Schwartz’s inequality we obtain
(∂τ − L)ξ + 2Θσabk ∇¯aξ∇¯b log
ξ
h
+ ((k − 1)ϕh1−pσk + 2η)ξ
≥ 2hΘ

σaak ∑
b>µ
(∇¯ar1b)2
λb − λ1 − σ
aa
k r
bb(∇¯1rab)2 + σaak
(∇¯aξ − λ1∇¯ah)2
λ1h2


+ hσk
(
(k + 1)Θ + ∇¯1∇¯1Θ− k
k + 1
(∇¯1Θ)2
Θ
)
.
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We show that
R := σaak
∑
b>µ
(∇¯ar1b)2
λb − λ1 − σ
aa
k r
bb(∇¯1rab)2 + σaak
(∇¯aξ − λ1∇¯ah)2
λ1h2
is non-negative.
To see this, note that we can estimate the second term in R as follows
rbb(∇¯1rab)2 = rbb(∇¯ar1b)2 =
∑
b≤µ
rbb(∇¯ar1b)2 +
∑
b>µ
rbb(∇¯ar1b)2
=
(∇¯aξ − λ1∇¯ah)2
λ1h2
+
∑
b>µ
1
λb
(∇¯ar1b)2.
We may continue as in the final part of the first proof to deduce that at (uτ , τ),
∂τ ξ ≥ Lξ − 2Θσabk ∇¯aξ∇¯b log
ξ
h
− ((p+ k − 3)ϕh1−pσk + 2η)ξ + h3−pσkcϕ(2.4)
for a positive constant depending on the C2 norm of ϕ. Now suppose for the sake
of contradiction that hλ1 for the first time τ > 0 at uτ equals to
ξ :=
1
2
min
{
min(h3−pσk)cϕ
max ((p+ k − 3)ϕh1−pσk + 2η) ,min(hλ1(·, 0))
}
.
So ξ serves as a lower support for hλ1 onM
n×[0, τ ]. But (2.4) yields a contradiction.

Remark 2.8.
(1) Since mixed volumes are monotonic increasing in each argument [33, page 282],
hk+1min ≤
∫
Sn
hσkdx
ωn
≤ hk+1max.
If we have lower and upper estimates for h(·, τ), then we have lower and upper
bounds on η(τ).
(2) From the proof of the previous lemma and the first remark it is clear that if
p ≥ 2 and one can establish lower and upper bounds for h, σk along the normalized
flow, then under the assumption (2.3) there are lower and upper bounds on the
principal curvatures.
(3) For p ≥ k + 1 we could avoid using the result of [18] to prove Lemma 2.2. In
fact, since ∇¯i∇¯jh is non-negative at the maximum point of h, by the monotonicity
of the entropy we have
∂τhmax ≤ hmax(ϕmaxh1+k−pmax − η(τ)) ≤ hmax(ϕmaxh1+k−pmax − η(0))
in the sense of the lim sup of forward difference quotients; see, [22]. Since p > k+1,
if hmax becomes too large, then the right-hand side will be negative. So h remains
bounded above by some constant b. To get a lower bound on h, note that η(τ) ≤
bk+1; therefore,
∂τhmin ≥ hmin
(
ϕminh
1+k−p
min − η(τ)
)
≥ hmin
(
ϕminh
1+k−p
min − bk+1
)
.
If hmin becomes strictly less than a critical value, then the right-hand side will be
positive; therefore, h(·, τ) ≥ a for some positive constant a. So we have shown for
p > k + 1, ak+1 ≤ η ≤ bk+1. For p = k + 1, the proof of Lemma 2.5 does not need
any control on η.
(4) If k = 1, in the proof of the previous lemma we could apply the maximum
principle directly to r11 instead of hr11.
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To obtain lower and upper bounds on σk without the limitation set by homo-
geneity degree of the speed, we will need to use auxiliary functions that are not
homogeneous. The next lemma gives a lower bound on σk in a large generality.
The proof does not use any particular structure of σk.
Lemma 2.9. Let h(·, τ) be a solution to the flow (1.4) such that a ≤ h(·, τ) ≤ b
for some positive constants a, b. Then σk(·, τ) ≥ c for a positive constant c.
Proof. Let A > 0 be a constant to be determined later. We will apply the maximum
principle to the following auxiliary function considered in [29],
χ := log(Θσk)−Aρ
2
2
.
Owing to Lemma 2.3 we have
(∂τ − L) log(ϕh2−pσk) =Θσabk ∇¯a log(ϕh2−pσk)∇¯b log(ϕh2−pσk)
+ (2 − p)ϕh1−pσk + ϕh2−pσijk g¯ij − (2 + k − p)η.
Consequently using Lemma 2.3 the evolution equation of χ reads as
(∂τ − L)χ =Θσabk ∇¯a log(ϕh2−pσk)∇¯b log(ϕh2−pσk)
+ (2− p)ϕh1−pσk + ϕh2−pσijk g¯ij − (2 + k − p)η
−A(k + 1)hΘσk +Aηρ2 −Aσk g¯ij∇¯ih∇¯jΘ+AΘσabk rma rmb.
Dropping some positive terms and rearranging terms yield
(∂τ − L)χ ≥
(
A
2
ηρ2 + (2− p)e
χ+A ρ
2
2
h
− (2 + k − p)η
)
+AΘσk
(
ηρ2
2eχ+A
ρ2
2
− g¯ij∇¯ih∇¯j logΘ− (k + 1)h
)
.
Choose A > max 2
ρ2
(2+k−p). Thus if χ becomes very negative then the right-hand
side becomes positive; this is due to the uniform upper bound on |∇¯ah(·, τ)| and
lower bound on η; see Remark 2.8. 
The next lemma gives an upper bound on σk(·, τ) for every p, k. The proof
employs the following property of σk (due to its inverse concavity; see, e.g., [2]):
σabk r
m
a rmb ≥ kσ1+
1
k
k .(2.5)
Lemma 2.10. Let h(·, τ) be a solution to the flow (1.4) such that ε ≤ ρ2(·, τ) ≤ 1
ε
for an 0 < ε < 1. Then σk(·, τ) ≤ d for some positive constant d.
Proof. We will apply the maximum principle to the auxiliary function
χ(·, τ) := ϕh
1−pσk
1− ερ22
(·, τ).
Meanwhile note that for two positive smooth functions f, g : Sn × [0, T )→ R,
(∂t − L)f
g
=
1
g
(∂t − L)f − f
g2
(∂t − L)g + 2Θσijk ∇¯i log g∇¯j
f
g
.
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Therefore in view of the evolution equation (2.1) and Lemma 2.3, at the point
where χ attains its maximum we have
∂τχ ≤ 1
1− ερ22
(
2ϕh1−pσijk ∇¯i(ϕh1−pσk)∇¯jh(2.6)
+ (1 + k − p) (ϕh1−pσk)2 + (p− k − 1)ηϕh1−pσk
)
+
εϕh1−pσk
(1 − ερ22 )2
(
(k + 1)hΘσk − ηρ2 + σkg¯ij∇¯ih∇¯jΘ−Θσabk rma rmb
)
and
∇¯i(ϕh1−pσk) = −ερϕh
1−pσk∇¯iρ
1− ερ22
= −εϕh
1−pσkr
m
i ∇¯mh
1− ερ22
.(2.7)
By Remark 2.8, η is bounded above. Putting (2.7) into (2.6), using (2.5) and the
lower and upper bounds on ρ, h,Θ and |∇¯Θ|, |∇¯h|, we find that there exist positive
constants c1, c2, c3 such that
∂τχ ≤ c1χ+ c2χ2 − c3χ2+ 1k .
The maximum principle completes the proof. 
Remark 2.11. The auxiliary function we considered in the previous lemma is very
robust. Consider a curvature flow ∂th = ϕh
αfp, where p > 0 and f is a 1-
homogeneous function of principal radii of curvature satisfying f ijrki rkj ≥ cf2
for some c > 0 and ϕ is a positive smooth function defined on the unit sphere. In
particular, if f is inverse concave or we are privileged with a pinching estimate the
inequality holds. Then in the presence of lower and upper bounds on the support
function we can apply the maximum principle to ϕh
α−1f
1−ερ2 (for a suitable ε > 0) to
obtain a uniform upper bound on the speed.
3. convergence of the normalized solution
In this section we complete the proofs of our main theorems.
• Theorem 1.1: uniform C2 regularity estimates were obtained in previous sec-
tion.
• Theorem 1.2: uniform lower and upper bounds on the support function and
σn(·, τ) follow from Lemma 2.6. Moreover, uniform C2 regularity estimates were
proved in [3, Lemma 8].
• Theorem 1.3: the lower and upper bounds on h(·, τ) follow from the strong
gradient estimates of Chow-Gulliver [9]. Therefore, by Remark 2.8-(1), η(τ) is
controlled from above and below. Now the lower and upper bounds on σk(·, τ)
follow from Lemmas 2.9 and 2.10. Then by Remark 2.8-(2), we can deduce uniform
lower and upper bounds on the principal curvatures κi(·, τ).
Now in all cases higher order regularity estimates follow from Krylov and Sa-
fonov [23] and Schauder theory. The convergence of the normalized solution for
a subsequence of times to a soliton then follows from monotonicity of Aϕk,p[h(·, τ)]
established in Lemma 2.1. The convergence for the full sequence of the normalized
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solution follows from the uniqueness result of [25]; see also [24, page 149] for another
proof of uniqueness.5
4. Loss of smoothness
Example 4.1. Suppose p + k − 1 > 0 and k < n. There exist a rotationally
symmetric positive function ϕ ∈ C2(Sn) satisfying ((ϕ 1p+k−1 )θθ + ϕ
1
p+k−1 )
∣∣
θ=0
< 0
and a smooth, closed, strictly convex initial hypersurfaceM0 such that the solution
to the flow (1.1) will lose smoothness.
Proof. We follow the same approach as in [2, Corollary 1]. Let 0 < h(·, 0) ∈ C∞(Sn)
be a rotationally symmetric support function (e.q., non-negative spherical hessian)
such that
hθθ + h ≥ 0, σk(∇¯i∇¯jh(·, 0) + g¯ijh(·, 0)) > 0.
Since σk(·, 0) > 0, a rotationally symmetric solution to the following equation
exists for a short time,
h : Sn × [0, T )→ R(4.1)
∂th(·, t) = ϕh2−pσk(∇¯i∇¯jh+ g¯ijh).
The eigenvalues of ∇¯i∇¯jh+ g¯ijh with respect to g¯ are given by
ζ1 = hθθ + h, ζ2 = · · · = ζn = h− tan(θ)hθ.
Also, note that
(ζ2)θ = tan(θ)(ζ2 − ζ1), (ζ2)θθ = (1 + 2 tan2(θ))(ζ2 − ζ1)− tan(θ)(ζ1)θ.
From the definition of ζ1, we obtain
∂tζ1 =ϕh
2−p ∂σk
∂ζi
(ζi)θθ + ϕh
2−p ∂
2σk
∂ζi∂ζj
(ζi)θ(ζj)θ + ϕh
2−pσk
+ 2(ϕh2−p)θ(σk)θ + σk(ϕh
2−p)θθ.
Thus for the particular choice θ = 0, we have
(∂tζ1)
∣∣
(0,t)
=ϕh2−p
∂σk
∂ζ1
(ζ1)θθ + (n− 1)ϕh2−p ∂σk
∂ζ2
(ζ2 − ζ1) + ϕh2−pσk
+ 2
∂σk
∂ζ1
(ϕh2−p)θ(ζ1)θ + σk(ϕh
2−p)θθ
=ϕh2−p
∂σk
∂ζ1
(ζ1)θθ − ϕh2−p((n− 1)∂σk
∂ζ2
+
∂σk
∂ζ1
)ζ1
+ 2
∂σk
∂ζ1
(ϕh2−p)θ(ζ1)θ + σk(ϕh
2−p)θθ + (k + 1)ϕh
2−pσk.
Let r be a pi-periodic, C∞ function such that r(θ) = r(−θ), it is zero on [−pi4 , pi4 ]
and positive elsewhere in [−pi2 , pi2 ]. Now define
h(θ, 0) := sin(θ)
∫ θ
0
r(α) cos(α)dα + cos(θ)
∫ pi
2
θ
r(α) sin(α)dα.
5For p = k + 1, the uniqueness of a strictly convex solution to (1.5) is upto dilations. Since
here we are dealing with normalized solutions of the flow such that
∫
Sn
hk+1(x,τ)
ϕ(x)
dx is constant,
the limit is unique.
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Note that (h(·, 0))θ
∣∣
θ=0
= 0 and for all θ ∈ [−pi4 , pi4 ] we have
ζ1(0, 0) = (ζ1)θ(0, 0) = (ζ1)θθ(0, 0) = 0.
Hence we obtain
(∂tζ1)
∣∣
(0,0)
=
(
σkh
2−p(ϕθθ + (p+ k − 1)ϕ)
) ∣∣
(0,0)
.
Pick any positive function such that
ϕθ(0) = 0, ((ϕ
1
p+k−1 )θθ + ϕ
1
p+k−1 )
∣∣
θ=0
< 0.
For example, ϕ(θ) = (cos2(θ) + 12 )
p+k−1. So ζ1(0, t) becomes negative for t > 0
sufficiently small.
Since the solution to (4.1) depends continuously on the initial data, the nearby
smooth, closed strictly convex hypersurfaces will lose smoothness. Since σn(0, 0) =
0, the argument fails if k = n, as expected in view of the results in [3] and also
Theorem 1.2 here. 
Remark 4.2. It would be interesting to improve Theorem 1.1 by allowing
∇¯i∇¯jϕ
1
p+k−1 + g¯ijϕ
1
p+k−1
to be non-negative definite. We conclude the paper with the following questions.
Question 1. Is it possible to obtain a gradient bound for the support function of the
normalized flow for k < n, 1 < p < k+1 in the class of origin-symmetric solutions?
Question 2. If k < n, p < 2, ϕ ≡ 1, what can be said about the asymptotic behavior
of the flow?
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