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Abstract
We study the topological structure of connected self-similar tiles in R2 defined by injective con-
tractions satisfying the open set condition. We emphasize on tiles each of whose interior consists
of either finitely or infinitely many components. In the former case, we show in particular that the
closure of some component is a topological disk. In the latter case we show that the closure of each
component is a locally connected continuum. We introduce the finite tail and infinite replication
properties and show that under these assumptions the closure of each component is a disk. As an
application we prove that the closure of each component of the interior of the Lévy dragon is a disk.
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Let {fi}mi=1 be an iterated function system (IFS) of injective contractions on R2 sat-
isfying the open set condition, i.e., there exists a nonempty open set U ⊆ R2 such that⋃m
i=1 fi(U) ⊆ U and fi(U) ∩ fj (U) = ∅ for all i = j . Let T = T (f1, . . . , fm) be the cor-
responding (general) self-similar set (or attractor). If the interior of T is nonempty, we say
that T is a (general) self-similar tile. It is proved by Luo et al. [8] that if T ◦ is connected,
then T is homeomorphic to a disk. The same result for self-affine tiles is proved by Bandt
and Wang [2]. This result answers in the negative a question raised by Grünbaum con-
cerning whether there is a connected open set whose closure is a reptile that is not simply
connected [3, C17].
This paper studies the topological structure of T in the case T is connected but the
interior of T is not. For E ⊆ Rd , let E◦, E, ∂E, and Ec denote, respectively, the inte-
rior, closure, boundary, and complement of E in Rd . If T ◦ consists of only finitely many
components, we have
Theorem 1.1. Let T be the attractor of an IFS {fi}mi=1 of injective contractions on R2
satisfying the open set condition. Assume T is connected and suppose T ◦ consists of finitely
many components U1, . . . ,Un. Then the following hold:
(a) For some i ∈ {1, . . . , n}, Ui is a disk.
(b) For any i, Uic has at most finitely many bounded components. That is, Ui has at most
finitely many holes.
(c) ∂T is arcwise connected.
In the case T ◦ has infinitely many components, we have
Theorem 1.2. Let T be the attractor of an IFS {fi}mi=1 of injective contractions on R2
satisfying the open set condition. Assume that T is connected and suppose T ◦ has infinitely
many components {Ui}∞i=1. Then the closure of each Ui is a locally connected continuum.
The famous Lévy dragon [4,7] is one of the most interesting examples of a tile whose
interior consists of infinitely many components. It is shown by Bailey et al. (see [1]) that
the interior of the Lévy dragon consists of at least 16 different shapes. It remains an open
question whether these are the only 16 shapes. In order to study the topological structure
of a class of such tiles, we introduce two notions: the finite tail property and the infinite
replication property. See Section 4 for the detailed definitions. These properties are shared
by the Lévy dragon and the Heighway dragon.
Theorem 1.3. Let {fi}mi=1 be an IFS of injective contractions on R2 satisfying the open set
condition and assume the attractor T is connected and T ◦ = ∅. Suppose that T has the
finite tail and infinite replication properties. Then each Ui is a disk.
In Section 4 we show that the Lévy dragon has both the finite tail and the infinite repli-
cation properties and therefore we have
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topological disk.
The Heighway dragon also has the finite tail and infinite replication properties and the
analog of Corollary 1.4 is proved in [9].
The rest of this paper is organized as follows. In Section 2, we prove Theorems 1.1 and
1.2. In Section 3 we introduce the finite tail and infinite replication properties and prove
Theorem 1.3. Section 4 studies the Lévy dragon and proves Corollary 1.4. Lastly, several
counter-examples are presented in Section 5.
2. Disk-likeness of the closure of a component
We will use the following standard notation and terminology throughout this paper.
A region is a nonempty connected open subset of R2. Let ‖ · ‖ denote the Euclidean norm
in R2. For r > 0, let Br(x) := {y ∈ R2: ‖y − x‖ r} be the closed ball in R2 with radius
r and center x. Let Br(x) denote the corresponding open ball. For subsets E,F ⊆ R2,
let diam(E) := sup{‖x − y‖: x, y ∈ E} denote the diameter of E. For α = (i1, . . . , ik) ∈
{1, . . . ,m}k , we define fα = fi1 ◦ · · · ◦ fik for all k  1. fα(T ) is called a kth-level piece
of T . Let U be a bounded open subset of R2. Let R2 \U = H0 ∪ (⋃j∈NHj), where H0 is
unbounded. Hj , j  1, are the holes of U . Define K(U) := U ∪ (⋃i1 Hi); that is, K(U)
is the union of U with its holes. Two sets A,B ⊂R2 with nonempty interior are said to be
essentially disjoint if A◦ ∩ B◦ = ∅. Let µ denote the Lebesgue measure on R2.
Let f1, . . . , fm be injective contractions on R2 and let T be the attractor. This section
strengthens [8, Theorem 1.1(iii)] and [2, Theorem 3.1]. The following result is proved
in [8].
Theorem 2.1 (Luo, Rao and Tan). Let T be the attractor of an IFS {fi}mi=1 of injective
contractions on R2 satisfying the open set condition. If T is connected, then
(i) T ◦ is either empty or has no holes;
(ii) ∂T is connected;
(iii) whenever T ◦ is nonempty and connected, ∂T is a simple closed curve, and thus T is
homeomorphic to a disk.
Example 5.1 shows that without the open set condition, none of the conclusions in the
above theorem holds. Example 5.2 shows that in R3 the analog of Theorem 2.1(iii) fails.
Here are some point-set topological results we will use (see [11]):
(1) (Torhorst Theorem) If M ⊂ R2 is a locally connected continuum, the boundary of
every component of R2 \ M is a locally connected continuum.
(2) If M ⊂ R2 is a locally connected continuum without cut points, the boundary of any
component of R2 \ M is a simple closed curve.
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of finitely many connected sets each of diameter less than ε. If M has property S then it is
locally connected (see [11]).
Suppose T (f1, . . . , fm) is a self-similar set in a complete metric space M . It is known
that if T is connected then T has property S and therefore T is a locally connected con-
tinuum (see [6,8]). Hence T is a curve (i.e., continuous image of an interval). Example 5.3
shows a connected tile which is not locally connected. It also shows that without assuming
self-similarity, Theorem 2.1(iii) fails. The following preliminary results proved in [8] will
be used in this paper, sometimes without explicit mention. Suppose {fi}mi=1 are injective
contractions on Rn. If T ◦ = ∅, then T = T ◦. If in addition {fi}mi=1 on Rn satisfies the open
set condition, then fi(T ◦) ∩ fj (T ◦) = ∅ for i = j .
Lemma 2.2. Let T be the attractor of an IFS {fi}mi=1 of injective contractions on R2.
Suppose T ◦ is nonempty and consists of finitely many components {Ui}ni=1. Then each Ui
has property S. Consequently, each Ui is a locally connected continuum.
Proof. Given ε > 0, fix k such that for α ∈ {1, . . . ,m}k , diam(fα(T )) < ε. Note that T =⋃n
j=1 Uj and
T =
⋃
α∈{1,...,m}k
⋃
j
fα
(
Uj
)
.
Since fα :R2 → R2 is injective and continuous, it is a homeomorphism onto fα(R2)
(Brouwer’s invariance of domain theorem). Hence each fα(Uj ) is open in R2 and
fα(Uj ) = fα(Uj ). We claim that
Ui =
⋃
α
⋃
j
{
fα
(
Uj
)
: fα(Uj ) ⊆ Ui
}
.
Obviously the right-hand side is included in the left-hand side. We now show the reverse
inclusion. Let x ∈ Ui . From the self-similarity of T , x ∈ fα(Uj ) for some α and j . It
remains to show that fα(Uj ) ⊆ Ui . If x ∈ Ui , then fα(Uj ) ∩ Ui = ∅. Hence fα(Uj ) ⊆ Ui
as Ui is a component. Suppose x ∈ ∂Ui . Let {x} ⊆ Ui such that x → x. As {1, . . . ,m}k is
finite, infinitely many of the x’s are in one fα(Uj ), and hence x is in the same set. Also,
fα(Uj ) ∩ Ui = ∅ and hence fα(Uj ) ⊆ Ui . This establishes the claim.
It follows from the claim that Ui has property S, since each fα(Uj ) is connected and
diam(fα(Uj )) < ε. 
We can now prove a main result of this section. We use a key idea in [8].
Proof of Theorem 1.1. (a) By Lemma 2.2, each Ui is a locally connected continuum.
Moreover, Ui has no cut points. In fact, a point in Ui is obviously not a cut point of Ui .
If x ∈ ∂Ui is a cut point of Ui , then there are disjoint open sets A,B , having nonempty
intersections with Ui \ {x}, such that Ui \ {x} ⊆ A ∪ B . But Ui being connected implies
that Ui ⊆ A, say. Then Ui ⊆ A, contradicting (Ui \ {x}) ∩ B = ∅. By result (2) following
Theorem 2.1, the boundaries of the components of R2 \ Ui are simple closed curves.
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component Hi . ∂Hi is a simple closed curve and Hi is a disk.
Let z ∈ T ◦. Let ε > 0 be such that the ball Bε(z) ⊆ T ◦. Let N ∈ N be sufficiently large
so that diam(fα(T )) < ε for all α ∈ {1, . . . ,m}N .
As T is self-similar,
T =
⋃
α∈{1,...,m}N
fα(T ). (2.1)
Hence there is an α1 ∈ {1, . . . ,m}N such that z ∈ fα1(T ) ⊆ Bε(z) ⊆ T ◦. This gives
fα1(U1) ⊆ Bε(z), and fα1(H1) ⊆ Bε(z) ⊆ T ◦ is not entirely covered by fα1(T ) (though it
may be partially covered by the other fα1(Ui)’s). Hence there exists an α2 ∈ {1, . . . ,m}N \{α1} such that fα2(T ) ∩ fα1(H1) = ∅. It follows that there is an i2 ∈ {1, . . . , n} such that
fα2(Ui2) ∩ fα1(H1) = ∅. The open set condition implies that fα2(Ui2) ∩ fα1(U1) = ∅, and
thus fα2(Ui2) ∩ fα1(U1) = ∅. Hence fα2(Ui2) ⊆ fα1(H1). We conclude that fα2(Hi2) ⊆
fα1(H1).
There is a z2 ∈ fα2(Hi2) that is not in fα2(T ), for otherwise, Hi2 cannot be a hole of Ui2 .
Let α3 ∈ {1, . . . ,m}N \ {α2} such that fα3(T )∩ fα2(Hi2) = ∅, and hence there exists some
i3 such that fα3(Ui3)∩ fα2(Hi2) = ∅. Here α3 can be equal to α1, but (αk, ik) are different
for k = 1,2,3 (i1 = 1). Therefore fα3(Ui3) ⊆ fα2(Hi2) and hence fα3(Hi3) ⊆ fα2(Hi2).
Consequently, there must be a z3 ∈ fα3(Hi3) that is not in fα3(T ).
The argument can be continued forever, contradicting the fact that there are only finitely
many pairs (α, i) in {1, . . . ,m}N × {1, . . . , n}.
(b) Without lost of generality, suppose that U1c has infinitely many bounded compo-
nents Hj , j ∈N. Notice that Hj is a disk (from (2)). Write Ki :=K(Ui), Ui with its holes
filled.
Let z ∈ T ◦, Bε(z) ⊆ T ◦, and N be such that for α ∈ {1, . . . ,m}N , diam(fα(T )) < ε. Let
µ∗ := min{µ(fα(Ki)): i = 1, . . . , n, α ∈ {1, . . . ,m}N}.
Select H ∈ {Hj : j = 1,2, . . .} such that µ(H) < µ∗. As T is self-similar, there is an α1 ∈
{1, . . . ,m}N such that z ∈ fα1(T ). diam(fα1(T )) < ε guarantees that fα1(H) ⊆ Bε(z) ⊆
T ◦. Some point z1 ∈ fα1(H) is not covered by fα1(T ). Hence there must be an α2 ∈{1, . . . ,m}N \ {α1} such that z1 ∈ fα2(Ui) for some i. The open set condition implies that
fα2(Ui) ⊆ fα1(H) and hence fα2(Ki) ⊆ fα1(H), which is impossible since µ(fα2(Ki))
µ∗ > µ(H) > µ(fα1(H)).
(c) From (b), Lemma 2.2 and result (2), ∂T is a finite union of simple closed curves. As
∂T is connected (Theorem 2.1(ii)), it is arcwise connected. 
We remark that there is an example of a reptile T , with T ◦ consisting of two compo-
nents, and with the closure of one of which having a hole [3, Fig. C.17].
Before dealing with the case that T ◦ has infinitely many components, we first show that
if f1, . . . , fm satisfy the open set condition, homeomorphic copies of T , not necessarily
congruent nor similar, tile R2.
Lemma 2.3. Let T be the attractor of an IFS f1, . . . , fm :R2 → R2 of injective con-
tractions satisfying the open set condition. Suppose T ◦ = ∅. Then R2 can be tiled by
homeomorphic copies of T . The tiling may not be unique.
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T ◦. Look at the pieces f kα (T ), k = 0,1,2, . . . . We have f k+1α (T ) ⊆ f kα (T )◦. Define S0 :=
T and Sk := f−kα (T ) for k  1.
We claim that
⋃∞
k=0 Sk = R2. Notice that fα is a contraction and fα(T ) ⊆ T ◦ implies
that it has a fixed point p ∈ T ◦: p is the limit point of the Cauchy sequence {f kα (x)}∞k=0,
x ∈ T . Take ε > 0 such that Bε(p) ⊆ T . For any R > 0, there is a k such that f kα (BR(p)) ⊆
Bε(p), or f
−k
α (T ) ⊇ f −kα (Bε(p)) ⊇ BR(p). This proves the claim.
We claim that distinct pieces in
⋃∞
k=0 Sk of the form f −kα ◦fτ (T ) with τ ∈ {1, . . . ,m}Nk
form a tiling of R2 by essentially disjoint homeomorphic copies of T . To see this, we have
to show that, say, the dissection of S1 into tiles coincides with that of S2 into tiles, in their
intersection S1 ∩ S2 = S1. This is true because
S1 = f −1α (T ) =
⋃
β∈{1,...,m}N
f −1α
(
fβ(T )
)
,
S1 = f −2α
(
fα(T )
)= ⋃
β∈{1,...,m}N
f −2α
(
fα ◦ fβ(T )
)
,
and the collection of pieces on the right-hand sides of the two expressions are the same.
The same argument shows that for  > k the dissections of S and Sk into pieces coincide
on their intersection Sk . Essential disjointness follows from the open set condition.
The tiling is not unique. Different choices of α or N may produce different tilings. 
Let T1 be a tile in a tiling of R2 by homeomorphic copies of T that is guaranteed to
exist by Lemma 2.3. For k a positive integer, a kth-level piece of T1 can be defined as
follows. Let N and α ∈ {1, . . . ,m}N be as chosen in the lemma. Suppose T1 = f −α fτ (T )
for τ ∈ {1, . . . ,m}N. For k a positive integer, a kth-level piece of T1 is a set of the form
f −α fτ (fβ(T )), with fβ(T ) being a kth-level piece of T , or equivalently β ∈ {1, . . . ,m}k .
Let G = {Gi} be any infinite collection of subsets of R2. Denote by lim supG (re-
spectively lim infG) the set of all x ∈ R2 such that each neighborhood of x has non-
empty intersection with infinitely many (respectively all but finitely many) of the Gi . If
lim infG = lim supG, then G is said to be convergent and the common set is denoted by
limG. It follows from definitions that limG is a closed set.
Theorem 1.2 corresponds to Lemma 2.2 when T ◦ has infinitely many components and
the open set condition holds. The OSC is needed as we use the complement of T to draw
conclusion on a neighbor of T . The theorem provides much information on the topology
of T , as it rules out the set in Fig. 8 as components and implies that the boundaries of the
components of Uc are simple closed curves (result (2) after Theorem 2.1).
Proof of Theorem 1.2. In contrast to Lemma 2.2, it is not clear how to show directly that
Ui has property S.
Suppose there exists a component U of T ◦ such that U is not locally connected. Fix
a tiling of R2 by homeomorphic copies of T guaranteed by Lemma 2.3. We will show
that one of the neighbors of T is not locally connected, a contradiction (see the discussion
before Lemma 2.2). The idea of the proof is simple. If U is locally disconnected at p ∈ ∂U ,
p is in a continuum of convergence of U . Then in a neighborhood of p, U cuts a neighbor
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deduce that T is locally disconnected directly from the local disconnectedness of U .
Let U be locally disconnected at p ∈ ∂U . By [11, 10.2, p. 13], there is a closed ball
B := Br(p) such that B ∩ U has infinitely many distinct components Ci , i = 1,2, . . . ,
converging to a continuum C containing p. Also C ∩ ∂B = ∅ and Ci ∩ ∂B = ∅ for every i
[11, 10.1, p. 13]. In particular, Ci and C are non-degenerate (i.e., non-singleton). Every
point in C are points of local disconnectedness of U . As an immediate consequence of
being a limit continuum, C◦ = ∅.
Case 1. C ∩ ∂B contains distinct points q1, q2. We divide the proof into steps.
Step 1. We will construct a closed neighborhood R of p whose boundary contains two
parallel line segments (the left and right borders) and two subarcs of a circle. U ∩ R has
components Ci and C with lim{Ci} = C, with each component intersecting both line seg-
ments. See Fig. 1.
The perpendicular bisector L of the segment q1q2 passes through p. Let dist(q1,L) =
dist(q2,L) = 2d . For k = 1,2, let Lk be lines parallel to L, of distance d from L and
on the same side of L as qk , k = 1,2. L1 and L2 divide B into three regions N1,N2
and N , containing q1, q2 and p respectively. As C is connected, C ∩ N has a component
intersecting both L1 and L2.
Pick pk ∈ C ∩ Nk , k = 1,2. As lim{Ci} = C, Ci ∩ Nk = ∅ for i large enough. The
connectedness of Ci implies that Ci ∩ N has a component intersecting both L1 and L2.
Fig. 1. Construction of R = N . A new Ci that intersects both L1 and L2 is chosen from among the components
of the intersection of the old Ci and N . Notice that if C2 is as shown in the figure then there are three possible
choices of a new C2. The new C is the limit continuum of (a subsequence of) the new Ci ’s, and hence must also
intersect both L1 and L2.
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with the interiors of the Ci ’s cutting R′ into pieces.
Select one such component for each i, still called Ci . Now lim{Ci}, or if necessary, the
limit of a subsequence of {Ci}, still called {Ci}, is a component of C intersecting both L1
and L2. Still call the component C. It may not contain p, and it may be in ∂N .
To simplify notation, let N be denoted by R. In summary, we have disjoint components
Ci of U ∩ R converging to C. C and each of the Ci intersect both L1 and L2. We assume
without loss of generality the line segments are placed vertically in the xy-plane. These
two line segments will be referred to as the left and right borders of R, respectively. Notice
that R ∩ U may strictly contain the union of Ci and C.
Step 2. In this step, we show that infinitely many of the C◦i protrude into R significantly
from either the left or the right border of R. See Fig. 2.
For each i, C◦i consists of at most two components, as U is an open disk (Theo-
rem 2.1(i)). Call a component left or right, according to whether it intersects the left or
right border of R. C◦i is both left and right if it is connected and intersects both the left
and right borders. Suppose that the x-coordinate of the left border of R is 0. Then either
infinitely many of the projections of the left components onto the x-axis contain [0, d), or
infinitely many of the projections of the right components contain (d,2d]. The reason is
that the left and right components have touching closures, and the projection of the closure
of their union is [0,2d].
Without lost of generality, suppose that infinitely many of the projections of the left
components contain [0, d).
Step 3. We will construct R′ (not a neighborhood of p) with R′ ∩U containing compo-
nents Ci converging to a component C, and the C◦i ’s cut R′ into infinitely many compo-
nents.
Let R′ := R∩{(x, y): x  d −ε} for ε small. By discarding some of the Ci if necessary,
we may assume that the projection of the left component of each Ci contains [0, d). Then
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intrudes into R′ to contain infinitely many (all, as shown here) of the ai ’s. R′′ is drawn on the rightmost picture.
It shows that the points on C are points of local disconnectedness of T ′ .
the left components (which are open in R) intersect both the left and right borders of R′
(this is to ensure that the Di below are disjoint). The intersection of R′ with the closure of
the left component of Ci may be cut into components. Take one component with interior
(relative to R′) intersecting both the left and right borders of R′, and still call it Ci . lim{Ci},
or if necessary the limit of a subsequence, still called {Ci}, is a component of C intersecting
both the left and right borders of R′, and will still be called C.
By discarding some of the Ci and reindexing the rest if necessary, we may assume
that C and Ci are in the same component of R′ \ Cj for i > j , and Ci,C are in different
components for i < j . That is, the Ci ’s converge to C monotonically.
Look at R′ \ [C ∪ (⋃Ci)]. Let Di be the closure of the component between Ci and
Ci+1. They are disjoint as C◦i intersects both the left and right borders. Notice that Di
intersects both the left and right borders of R′.
Step 4. We show that there is a neighbor T ′ of T that is not locally connected. See Fig. 3.
Let ai ∈ Di ∩Ci ⊆ ∂T , with x-coordinate d/2. There is a neighbor T ′ of T that contains
infinitely many of the ai . Assume that the projection of T ′ ∩ Di contains [0, d/2] for
infinitely many i (otherwise, the analog holds with [0, d/2] replaced by [d/2, d − ε]).
For these i, let Fi be a component of T ′ ∩ Di with projection containing [0, d/2]. Let
R′′ := R′ ∩ {(x, y): x  d/2}. lim{Fi} is a component of C ∩ R′′ intersecting both the left
and right borders of R′′, and we still call it C. Hence C ⊆ T ′ consists of points of local
disconnectedness of T ′, contradicting the local connectedness of T ′. This proves the result
in case 1.
Case 2. C ∩ ∂B is a singleton. We construct a new B as follows. Impose a coordinate
system so that the unique point of intersection q has the largest x-coordinate among the
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sufficiently small so that q is to the right of x = m+ ε. We can assume that Ci ∩ {x < m+
ε} = ∅ for every i, as C ∩ {x < m + ε} = ∅ and lim{Ci} = C. Let B ′ := B ∩ {x m + ε}.
Then Ci ∩ B ′ and C ∩ B ′ may not be continua. Construct a new sequence of convergent
continua as follows. Let qi ∈ Ci ∩B ′ with limqi = q . Select the component of Ci ∩B ′ that
contains qi , and still denote it by Ci . Notice that the new Ci is a continuum intersecting
x = m + ε. Let C be the limit of (a subsequence of) {Ci} (see [11, p. 8 (7.1)]). By [11,
p. 12 (9.12)], C is a continuum. C ∩ ∂B ′ is not a singleton, because C ∩ {x = m + ε} = ∅
as Ci ∩ {x = m+ ε} = ∅ for every i, and q ∈ C ∩ ∂B ′ on the right. Let p′ ∈ (B ′)◦ ∩C. Use
B ′,p′ instead of B,p. The argument above works even if B ′ is not a ball and p′ is not the
center of any ball. 
We remark that in the case T ◦ has infinitely many components, we do not know whether
it is possible that the closure of some component is not a topological disk, or whether it is
possible that the closure of every component of T ◦ has a hole. 2
3. Tiles with the finite tail and infinite replication properties
We study the topological structure of a general class of self-similar tiles: those with the
finite tail and infinite replication properties (see Definition 3.1 below). Suppose T ◦ has
infinitely many components Ui . In the case T has these two properties, we can strengthen
Theorem 1.2, and concluded that the Ui ’s are disks. This includes the Lévy dragon and the
Heighway dragon as special cases. It is known that the closure of each component of the
interior of the Heighway dragon is a topological disk (see [9]). In this section we will see
that the same holds for the Lévy dragon, which is more complicated and less understood
(see [1]).
Definition 3.1.
(1) A collection of points S = {pi : i ∈N} ⊆ T is called a set of tips of T if it is a nonempty
set with the smallest number of elements such that for any cut point c of T , each
component of T \ {c} has nonempty intersection with S. An element in a set of tips is
called a tip.
(2) T is said to have the finite tail property if it has a set of tips which is finite.
(3) T is said to have the infinite replication property if R2 \ Ui has a bounded component
for one i implies that the same holds for infinitely many i with K(Ui) being mutually
essentially disjoint.
In particular, if T has no cut points, then any singleton set is a set of tips. We remark that
T may possess more than one set of tips. However, any two such sets must have the same
cardinality, as is evident from Definition 3.1(1). Each of the Lévy and Heighway dragons
2 Both questions are recently answered in the affirmative by Jordan and Ngai in [5].
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each having two elements.
Though we have defined the finite tail property, we will not define what a tail is. The
word is used only informally, in a suggestive manner. Notice that a tail can be a ‘big head’,
like those in [3, Fig. C.17]. We will phrase statements rigorously in terms of tips.
The Lévy dragon and the Heighway dragon are examples of attractors with finitely many
tails and the infinite replication property. For the Lévy dragon, even though the components
of T ◦ are not similar, the components group themselves into similar humps (see [1]). Hence
the infinite replication property holds.
The idea of the proof of Theorem 1.3 is very simple. The finitely many tails of the
finitely many neighbors of T cannot fill all the holes in the infinitely many closures of the
components of T ◦.
For the rest of this section, we fix a tiling of R2 by homeomorphic copies of T (see
Lemma 2.3).
Proposition 3.1. Let f1, . . . , fm be injective contractions on R2 satisfying the open set
condition and assume the attractor T is connected and T ◦ = ∅. Let U be a component of
T ◦, and write K :=K(U). Let κ := ∂K , or the boundary of the unbounded component of
R
2 \ U . Let T1 be a neighbor of T with T1 ∩ K◦ = ∅. Let D be a component of T1 ∩ K◦.
Then D ∩ κ is a singleton.
In particular, D ∩ κ is a cut point of T1, and K◦ contains a tip of T1.
In other words, a tail of a neighbor of T intruding into U never comes out, or U eats up a
whole tail of T1. This is pretty obvious, for otherwise, the tail will cut U into disconnected
pieces. To prove the proposition rigorously, we first prove a lemma.
Lemma 3.2. Assume the same hypotheses and use the same notations of Proposition 3.1.
Suppose that p1,p2 ∈ D ∩ κ are distinct. Then there are distinct points q1, q2 ∈ D ∩ κ and
a simple arc β ⊆ K ∩ Uc joining them, with β \ {q1, q2} ⊆ K◦. pi may coincide with qi ,
i = 1,2.
Proof. Let δ = ‖p1 − p2‖/2. Let N be such that the diameter of each N th-level piece of
T1 is less than δ. This is to ensure that q1, q2 below are distinct.
See the left of Fig. 4. There are N th-level pieces of T1, denoted Tpi , i = 1,2, such that
pi ∈ Tpi and Tpi ∩ D = ∅. This is because there is a sequence of points in D converging
to p1, and infinitely many of them must lie in one N th-level piece of T1, denoted Tp1 . So
Tp1 ∩ D = ∅ and p1 ∈ Tp1 . Similarly, there exists a Tp2 with corresponding properties.
As Tpi is arcwise connected, there is an arc βi ⊆ Tpi joining pi and a point xi ∈ Tpi ∩D.
Notice that Tpi and hence βi can go outside of K . Regard βi as a curve running from pi to
xi , and let qi be the point that βi last touches κ .
Rename the portion of the curve between q1 and x1 as β1. Notice that q1 is in D, as
β1 \ {q1} ⊆ T1 ∩ D is connected and contains x1.
D is arcwise connected as it is a connected open subset of T1 (see [11, Theorem I.12.3
and Corollary II.4.11]). Let β3 ⊆ D be an arc joining x1, x2, and let β :=⋃3i=1 βi . Lastly,
choose a simple arc β in β joining q1 and q2 (see [11, Theorem II.4.1]). 
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T ◦pi has infinitely many components. The right figure shows that the curve γ ⊆ Uc cuts U into two pieces, a
contradiction that establishes Proposition 3.1.
A boundary point x of a region R ⊂R2 is said to be accessible from R if for any y ∈ R,
R ∪ {x} contains a simple arc joining x and y.
Proof of Proposition 3.1. Suppose D∩ κ contains two distinct points p1,p2. From Theo-
rem 1.2, U is a locally connected continuum. It has no cut points, as a simple consequence
of the connectedness of U . By result (2) (after Theorem 2.1), κ is a simple closed curve.
Hence q1, q2 ∈ κ in Lemma 3.2 are accessible from Kc (as an immediate consequence of
Schoenflies Theorem).
See the right part of Fig. 4. Let β be as in Lemma 3.2. Form a simple closed curve γ
(in S2) in Uc from β by joining q1,∞ with a curve going north, and q2,∞ with a curve
going south. γ separates R2 into two complementary domains R1 and R2 of γ .
That Ri ∩U = ∅ can be easily seen. In fact, let b ∈ β∩K◦. Let Bε(b) ⊆ K◦. As b ∈ ∂Ri ,
there are points bi ∈ Ri ∩ Bε(b) ⊆ K◦, i = 1,2. Let ci ∈ Ri ∩ Kc . Join bi, ci by a simple
arc γi ⊆ Ri . Then γi intersects κ ⊆ ∂U , at di say. As there are points of U near di , each Ri
contains points of U . This contradicts the assumption that U is connected. Hence D ∩ κ
cannot contain more than one point. 
We now prove Theorem 1.3.
Proof of Theorem 1.3. Suppose the closure of one component U of T ◦ has a hole. Then
the infinite replication property implies that the same is true for infinitely many compo-
nents Ui with Ki :=K(Ui) essentially disjoint. As copies of T tile R2 (Lemma 2.3), each
K◦i must intersect a neighbor of T . By Proposition 3.1, each K◦i contains a tip of a neigh-
bor of T . This is impossible because there are infinitely many essentially disjoint Ki but
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plete. 
Here we remark on the proof of Theorem 1.3. A tail of a neighbor can fill holes in
infinitely many of the Ui ’s. That is, the same tip of a neighbor can be shared by infinitely
many of the K◦i ’s. This may happen when Ui+1 is contained in a hole of Ui , or Ki+1 ⊆ Ki .
This is why in the infinite replication property, we impose the condition that there exists
an infinite sequence of Ui having holes and with the corresponding K(Ui) being mutually
essential disjoint. Without this assumption, finitely many tails from the neighbors may be
enough to fill the holes of the Ui ’s.
In [10], we give a sufficient condition for a connected self-similar set to have no cut
points. Together with Proposition 3.1, we conclude that the closure of the components
of the interiors of some self-similar tiles are disks. These include classical fractals like
the Eisenstein set and the fundamental domain of the canonical number system with base
−2 + i.
4. The Lévy dragon
We will show that the Lévy dragon, denoted by T throughout this section, has the finite
tail and infinite replication properties. From Theorem 1.3, the closure of each component
of its interior is a topological disk.
The Lévy dragon, shown in Fig. 5, is the attractor of the IFS on R2 defined as
f1(x) = 1√
2
R
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π
4
)
x, f2(x) = 1√
2
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4
)
x + 1
2
[
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1
]
,
Fig. 5. The Lévy dragon.
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respectively. Let L := [0,1] × {1} be the line segment connecting the points (0,1) and
(1,1) and define
S0 :=
∞⋃
k=0
(
f k1 L
)∪ (f k2 L),
the “backbone” of the dragon (see Fig. 6(a)).
Lemma 4.1. S0 ⊆ T .
Proof. We first show that L ⊆ T . Let D0 be the isosceles triangle with vertices
(0,0), (1,0) and (1/2,1/2). For k ∈ N, let Dk := ⋃|α|=k fα(D0). See [1] for pictures
of the Dk . Notice that T = limk→∞ Dk = limk→∞ D2k−1 in the Hausdorff metric, and
moreover, [0,1] × {1 − 1/2k} ⊆ D2k−1. Hence L = [0,1] × {1} ⊆ T .
It follows from the invariance of T under f1, f2 that S0 ⊆ T . 
We will show that T has countably many cut points, all belonging to S0. Define
Sk := f1Sk−1 ∪ f2Sk−1 for k  1;
S :=
⋃
k0
Sk =
⋃
k0
⋃
α∈{1,2}k
fα(S0).
See Fig. 6 for the pictures of the sets Sk . It can be seen that S0 ⊆ S1. Hence S0 ⊆ Sk for all
k ∈N. Moreover, T = S.
Notice that Sk+1 is obtained by attaching a finite collection of nested touching heptagons
to Sk .
Lemma 4.2. Let T be the Lévy dragon and S0, S be defined as above. Then
(a) S is connected;
(b) no point in T \ S is a cut point of T ;
(c) no point in T \ S0 is a cut point of T .
Proof. (a) It is easy to see that S0 is connected. For k  1, Sk is connected, as it is obtained
from Sk−1 by attaching collections of infinite nested touching heptagons. The monotonicity
Sk−1 ⊆ Sk for k ∈N implies that S is connected.
(b) Suppose that x ∈ T \S is a cut point of T . Then T \{x} ⊆ A∪B , with T ∩A,T ∩B =
∅ and A ∩ B = A ∩ B = ∅. However, the connectedness of S, proved in (a) above, implies
that S ⊆ A, say. Then T = S ⊆ A and hence T ∩ B = ∅, a contradiction.
(c) Suppose that x ∈ T \ S0 is a cut point of Sk for some k  1. Then x must be a point
of intersection of two heptagons in a collection of nested touching heptagons. Observe that
there is an  > k such that x is not a cut point of Sn for n  (see Fig. 6). Hence x cannot
be a cut point of T . 
Proposition 4.3. The cut points of T are the points f ki L∩f k−1i L, where k ∈N and i = 1,2.
Here L is the line segment connecting (0,1) and (1,1).
S.-M. Ngai, T.-M. Tang / Topology and its Applications 150 (2005) 139–155 153Fig. 6. Figure (a) shows the backbone S0 of the Lévy dragon. Figures (b)–(e) are the first four iterations of S0
under f1, f2; (f) is the seventh iteration. (d) shows that the two additional collections of nested heptagons attached
to the line segment L destroy all cut points of S2 on the line segment connecting the points of attachment. In (f),
the cut point at the bottom of the heptagon first appearing in S1 is destroyed in S7.
Proof. From Lemma 4.2(c), all the cut points of T are in S0. Every point in S0 other
than the endpoints is a cut point of S0. As collections of nested touching heptagons are
attached to a straight line segment of S0, the points on the line segment between the points
of attachment are no longer cut points of Sk for k sufficiently large. (See Fig. 6(d).) The
points that can be cut points of T are those as described in the proposition. It can be shown
by using the fact that T =⋃Sk that they are indeed cut points of T . We omit the routine
details. 
Proposition 4.4. T has a set of tips of two elements. Hence T has the finite tail property.
Proof. Let pi := limk{f ki L} for i = 1,2, the endpoints of S0, i.e., p1 = (0,0) and p2 =
(1,0). P := {p1,p2} is a set of tips, as any component of T \ {p: p is a cut point of T }
has nonempty intersection with P , and any set with smaller cardinality does not have this
property. 
Proposition 4.5. T has the infinite replication property.
Proof. As pointed out in [1], T is a countable union of “humps”. Notice that a hump is the
image of the central hump under a similarity fα . 
Proof of Corollary 1.4. It is well known that the IFS {f1, f2} satisfies the open set con-
dition, T is connected, and T ◦ = ∅. Thus the corollary follows immediately by combining
Theorem 1.3 and Propositions 4.4 and 4.5. 
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5. Examples
The following simple example shows that the open set condition in [8, Theorem 1.1] is
necessary.
Example 5.1. Let Si(x) = (1/3)x + di , i = 1, . . . ,16, be similitudes on R2, where di are
the vectors (0,0), (3,0), (6,0), (0,3), (6,3), (0,6), (3,6), (6,6), (1,0), (2,0), (5,0),
(0,2), (6,2), (1,6), (2,6), (5,6). The attractor T is the set obtained by first dividing the
square [0,9] × [0,9] into nine equal subsquares and then removing the interior of the
middle one. It is easy to see that none of the conclusions in [8, Theorem 1.1] holds.
The following example shows that [8, Theorem 1.1(iii)] and [2, Theorem 3.1] cannot be
extended to R3.
Example 5.2. Start with the closed rectangular solid [0,1] × [0,4] × [0,3], which is com-
posed of 12 unit cubes. Remove the cube [0,1]× (2,3)× (1,2) from the solid, and adhere
to it the cube [0,1] × [1,2] × [1,2]. Call the resulting set T (see Fig. 7). Then T ◦ is
connected, T is a 1728-reptile, but T is not simply connected.
A variant of the fattened topologist’s sine curve provides an example of a tile in R2 with
connected interior. It is not a self-similar tile and exhibits properties very different from
those described in this paper.
Example 5.3. Let n = 2 be a positive even integer. Let T = T1 ∪ T2, where
T1 =
{
(0, y) ∈R2: y ∈ [−1 − 1/n,1 + 1/n]},
T2 =
{
(x, y) ∈R2: x ∈ (0,1], y ∈ [sin(1/x) − 1/n, sin(1/x) + 1/n]}.
(See Fig. 8.) Let L be the lattice generated by the vectors (1,0) and (0,2/n). Then T +L
is a tiling of R2. T ◦ is connected, but T is not arcwise connected and not locally connected.
Proof. It is obvious that T ◦ is connected and that T + L is a tiling of R2. As the usual
topologist’s sine curve, T is not arcwise connected. Thus T is not locally connected since
it is a continuum. 
S.-M. Ngai, T.-M. Tang / Topology and its Applications 150 (2005) 139–155 155Fig. 8. Figure (a) shows the tile T drawn with  = 1. Figure (b) shows T together with T + (0,1) and T + (0,−1),
illustrating how T tiles.
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