We show in the case of a high-Peierls-stress Lomer dislocation in an aluminum crystal that the dependence of the kink-pair activation enthalpy on the stress obtained from static nudged elastic band method calculations agrees with that extracted from dynamical, constant strain-rate simulations. In order to perform the dynamical simulations, we first propose flexible boundary conditions to replace the rigid conditions that are usually applied. This removes the spurious forces on the dislocation that arise because of the mismatch between the elastic strain imposed by the rigid conditions and the plastic strain associated with the dislocation motion. Second, we present a statistical analysis to rigorously extract enthalpy-stress relations from dynamical simulations. We find that the activation enthalpy becomes zero for a stress ͑which we call the Peierls stress for kink nucleation͒ smaller than that required to move athermally a rigid straight dislocation ͑called here the Peierls stress for rigid motion͒. This effect may explain the discrepancy often reported in the literature between the Peierls stress predicted by atomistic calculations, determined on short two dimensional dislocations, i.e., the Peierls stress for rigid motion, and the Peierls stress extracted from experiments, which corresponds to that when kink pairs form on three dimensional dislocations without the help of thermal fluctuations, i.e., the Peierls stress for kink nucleation.
I. INTRODUCTION
In crystals such as covalent semiconductors 1 and bodycentered-cubic ͑bcc͒ 2, 3 or hexagonal-close-packed ͑hcp͒ 4 metals, the Peierls stress, 5 which reflects the intrinsic resistance of a crystal to dislocation glide, can be as high as 0.5% of the shear modulus. Below this stress, dislocation glide occurs by the thermally activated nucleation and propagation of kink pairs along the dislocation line. 6 In this regime, the dislocation velocity v D and also the plastic strain rate ␥ plastic ͑through Orowan's law ␥ Plastic = bv D , with the mobile dislocation density and b the Burgers vector͒ are expected to depend exponentially on the activation ratio between the kink-pair activation enthalpy H ͑a function of the applied stress ͒ and the thermal energy, 7, 8 v D ϰ ␥ plastic ϰ expͩ − H͑͒ k B T ͪ.
͑1͒
The simulation of dislocations at the atomic scale using molecular dynamics ͑MD͒ is in rapid development, 9 but studying thermally activated dislocation glide remains a difficult task, primarily because when the activation ratio increases, the waiting time between kink-pair nucleation events rapidly becomes longer than the time scale accessible to MD simulations, which is limited to only a few nanoseconds. The results obtained up to now with MD concern mainly screw dislocations in bcc crystals and are quite surprising. First, the Peierls stress of straight rigid screw dislocations predicted by interatomic potentials is two to three times higher than the values extrapolated from experiments [10] [11] [12] [13] ͑the only exception concerns molybdenum modeled via the model generalized pseudopotential theory 14 ͒. Similar discrepancies were predicted by density functional theory calculations. 15 Second, the dislocation velocities obtained by stress-controlled MD simulations 16, 17 are high compared to the values expected from experiments. In order to better understand these facts, it would be necessary to choose a computational model ͑i.e., an interatomic potential, a simulation cell geometry, and boundary conditions͒ and to compare in this model the activation enthalpies H͑͒ obtained, on the one hand, from static saddle-point search algorithms, such as the nudged elastic band ͑NEB͒ method, 18 and those obtained, on the other hand, from the temperature dependence of the velocity-stress relation in Eq. ͑1͒ determined from dynamical simulations. This comparison was done for the cross-slip rate of screw dislocation dipoles in face-centered-cubic ͑FCC͒ Cu, 19 but not for thermally activated glide since earlier studies focused either on static calculations 11, 14, 20, 21 or on dynamical simulations 16, 17, 22 with each time different interatomic potentials.
In addition, MD simulations are difficult because the boundary conditions imposed on the borders of the simulation cell influence the long-range stress and strain fields produced by the dislocations. Periodic boundary conditions should always be favored because they avoid the configurational forces related to the relative position of the dislocation in the simulation cell. However, periodicity in all three directions requires us to introduce at least a dipole of dislocations. The two dislocations then interact with one another with a periodic force that depends on their relative position. 9 Also, in most cases, only one dislocation is of real interest. Breaking the periodicity perpendicularly to the dislocation glide plane allows the introduction of a single dislocation. Two types of boundary conditions are usually applied to the surfaces thus created. They depend on the choice of loading condition to produce the shear stress required to move the dislocation. The first option is stress-controlled loading associated with free boundary conditions, whereby external shear forces are added to the atoms in the outer surfaces ͓the latter may either be fully free 23 or constrained to two dimensional ͑2D͒ deformation 24 ͔. The second option is straincontrolled loading in conjunction with rigid boundary conditions, in which case the atoms in the outer surfaces are displaced to impose a shear strain, the elastic part of which produces the shear stress. 25 By incrementing the stress ͑or strain͒ at each time step, a dynamical simulation can be performed at constant stress ͑or strain͒ rate.
Extracting the activation enthalpy H͑͒ from stresscontrolled simulations is computationally expensive because for each stress, several simulations at different temperatures must be performed in order to extract the slope in Eq. ͑1͒ between ln v D and 1 / k B T. Constant strain-rate simulations have recently been performed to study the glide of screw dislocations in bcc Fe. 22 At first glance, they appear better adapted to determine activation enthalpies because, from Eq. ͑1͒, if the plastic strain rate is constant, the activation enthalpy is proportional to the temperature. This property is well known experimentally [26] [27] [28] and has been used to extract relationships between H and in several high-Peierls-stress crystals. 29, 30 The method consists in performing constant strain-rate tensile tests at a given rate and different temperatures. From the above proportionality law, each temperature corresponds to an enthalpy H͑͒, where is taken as the flow stress. However, application of this methodology at the atomic scale is not straightforward because, as will be seen in the following, at the time and space scales of MD simulations, neither the plastic strain rate nor the stress is constant with time. In particular, due to the limitation on the simulation cell size, the stress undergoes large drops each time the dislocation advances by one Peierls valley. Domain and Monnet 22 proposed a relation between the effective and instantaneous stresses, but to the best of our knowledge, this relation is ad hoc and is not based on any statistical analysis of the dislocation jump process. We will also show in the following that the rigid boundary conditions usually employed in strain-controlled simulations are elastic in nature and can not adapt to plastic strains, leading to spurious forces on the dislocation.
The aim of the present article is a detailed study of the thermally activated glide of dislocations with constant strainrate loading. We consider here a special type of dislocation, a Lomer dislocation in fcc aluminum, which is well known for being a nonconventional fcc dislocation with a high Peierls stress. 31 We chose this dislocation as a benchmark, rather than a screw dislocation in a bcc or a hcp crystal because ͑1͒ there is no complication related to a nonplanar core and cross slip and ͑2͒ interatomic potentials are more realistic in fcc than in bcc or hcp crystals. The outline of the paper is as follows. In Sec. II, we propose boundary conditions that allow for constant strain-rate loading without rigid boundary conditions. In Sec. III, we present static simulations based on the NEB method to determine the enthalpy-stress relation for the Lomer dislocation. Using the same simulation cell, we perform in Sec. IV MD simulations at constant strain rate and determine a methodology to extract the enthalpy-stress relation from these simulations. In Sec. V, we discuss the agreement found between the static and dynamic enthalpies and introduce the distinction between the Peierls stresses for rigid motion, on the one hand, and for kink nucleation, on the other hand.
II. STRAIN-RATE CONTROLLED BOUNDARY CONDITIONS

A. Simulation setup
We consider the case of a Lomer dislocation in an Al crystal. Atomic interactions are modeled by the embedded atom method ͑EAM͒ potential developed by Ercolessi and Adams. 32 Lomer dislocations are edge dislocations with an a /2͗110͘ Burgers vector and a ͕001͖ glide plane. They form in nondissociated junctions between perfect fcc dislocations 33 and are well known for having a high Peierls stress. They have a compact pentagonal-shaped core, as observed in high-resolution transmission electron microscopy 34 that is well reproduced by the present potential. 35 The simulation cell is schematically shown in Fig. 1 . The X =1/ ͱ 2͓110͔ axis is parallel to the dislocation line, the Y =1/ ͱ 2͓110͔ axis is parallel to the dislocation Burgers vector, while the Z = ͓001͔ axis is perpendicular to the dislocation glide plane. In order to reach long simulated times ͑6 ns͒, we used a small simulation cell with L X = 9.7 nm, L Y = 14.4 nm, and L Z = 8.0 nm. Similar sizes were used in Ref. 22 . We apply periodic boundary conditions in the X and Y directions, as explained in Ref. 24 . Periodicity is broken in the Z direction in order to introduce a single dislocation. The boundary conditions applied in this direction depend on the choice of loading condition to produce a shear stress YZ to set the dislocation in motion.
A first possible loading condition is stress controlled. External forces in the Y direction are added to the atoms in the outer layers in direction Z, noted S + and S − in Fig. 1 . The width of these layers is the interatomic potential cutoff radius. The same force is added to all atoms in a given layer. The forces in S ± are denoted as F ± . They are in opposite directions, and F + is scaled to account for the fact that there are more atoms in S + than in S − because of the extra halfplane of the edge dislocation. If S is the area of the system in Z planes, the applied stress is given by 
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where N ± is the number of atoms in S ± . Atoms in S ± must be able to move in order to respond to the application of the external forces, which requires their motion to be either fully free 16, 23 or constrained to a 2D motion in Z planes. 24, 36, 37 The second possible loading condition is strain controlled, in which case the atoms in S + and S − are displaced in opposite directions in order to produce a shear strain ␥ YZ . A similar displacement is imposed to all atoms in a given layer. If we denote u as the displacement in S + from a reference configuration ͑the relaxed dislocation in the absence of external loading͒, the displacement in S − is −u and we have
This expression is equivalent to computing the shear strain due to the displacement of the centers of gravity of the two layers. With this loading condition, atoms in S ± must be held in position to impose the strain, requiring fixed boundary conditions. Usually, atomic positions are fixed in all directions, 25, 38, 39 although only the constraint in direction Y is required and the motion in directions X and Z could remain free. By increasing the applied strain at each time step in dynamical simulations, the simulation can be performed at a constant strain rate, which is equivalent to imposing a constant velocity to the atoms in S ± . This type of loading condition is similar to that of most experimental tensile tests. Note, however, that because of the limitations on the computing time, the strain rates imposed in MD are much larger than in experiments ͑ϳ10 7 s −1 compared to 10 −4 s −1 ͒. In strain-controlled simulations, the internal stress is computed using Eq. ͑2͒, where the forces F i Y are now the interatomic forces rather than the Virial stress 40 because the latter is influenced by surface effects in direction Z. Also, in dynamical simulations, the instantaneous stress computed with Eq. ͑2͒ undergoes large oscillations, the amplitude of which depends on the temperature and on the simulation cell size. For the present simulations, the amplitude is of the order of 150 MPa with a period of the order of 0.3 ps. In the following, as is customarily done, the stresses are averaged over 2.5 ps in order to eliminate these fast oscillations.
B. Elastic and plastic strains
The strain rate is composed of an elastic term that produces the stress and a plastic term that is related to the dislocation motion through Orowan's law,
where is the shear modulus, =1/L Y L Z the dislocation density, b the Burgers vector, and v D the instantaneous dislocation velocity.
To illustrate the two possible natures of the strain, consider in Fig. 1 the displacement profiles in S ± in the presence of a dislocation at the center of the cell. They are shown schematically above and below the cell and correspond to displacements in the Y direction. The profiles approximately follow inverse tangents, and in the absence of applied stress or strain, the displacement in S + ͑S − ͒ goes from about +b /2 ͑−b /2͒ on the Y Ͻ 0 side to about 0 on the Y Ͼ 0 side.
An elastic strain corresponds to additional atomic displacements in S ± given by ±u = ±␥ YZ L Z / 2, according to Eq. ͑3͒. An elastic strain appears in Fig. 1 as a homogenous shift of the displacement profiles toward higher absolute values. By way of contrast, a plastic strain is produced when the dislocation moves in the simulation cell. As illustrated in Fig.  1 , it corresponds to a shift of the displacement profile in the glide direction in order to follow the position of the dislocation. The plastic strain, which is related to the incremental area below the displacement profiles, is inhomogeneous and localized above and below the dislocation position, in contrast with the elastic strain which is homogeneous in the layers.
In all constant strain-rate MD simulations performed to date, the upper and lower layers were displaced homogeneously with the same displacement for all atoms in each layer. This loading is thus elastic in nature, and when the dislocation starts to move, the displacement profiles in S ± cannot follow the dislocation in its motion. This mismatch induces a configurational force on the dislocation that depends on its position in the simulation cell. As a consequence, the internal stress, which has to balance the configurational force in order to maintain a constant average dislocation velocity, also varies periodically with the dislocation position. As will be seen in the next section, the amplitude of stress variation may be large, making it impossible to define straightforwardly an effective stress during the glide process.
The methodology proposed by Osetsky and Bacon 25 is particular because the atoms in S ± have a displacement that varies linearly in the outer layers, instead of the inhomogeneous displacement profiles shown in Fig. 1 . The plastic strain is then consistent with a homogeneous shift of the profiles and can be applied by rigid boundary conditions without configurational forces. On the other hand, the mismatch between the imposed profile and the equilibrium displacement field of the dislocation strongly affects the dislocation structure in small simulation cells. Their methodology should therefore be used only in large cells.
C. Flexible boundary conditions
Our aim is to apply strain-controlled boundary conditions while allowing for relaxations in the outer layers, such that the displacement profiles in these layers can adapt to the motion of the dislocation. We propose the following method. To perform a dynamical simulation at a constant strain rate ͑␥ 0 ͒, we first ensure that the average initial thermal velocity in direction Y is zero in both layers. We then add to the atomic velocities in S ± the velocities ±v = ±␥ 0 L Z / 2, which are thus the initial velocities of the centers of mass of the layers. At every time step, we then impose that the total force in direction Y in the slabs S ± is zero by subtracting off the average force in each layer. In S + , we have
and we have the same in S − . Forces and displacements in directions other than Y are left unconstrained.
Since the total force in direction Y in S ± is zero at every time step, the centers of mass retain their initial velocity throughout the simulation, and according to Eq. ͑3͒, the simulation cell is sheared at a constant strain rate ␥ 0 . At the same time, atoms in S ± still interact with one another, thus allowing for relaxations inside the layers. This flexible boundary condition leads to both elastic and plastic strains, the partition between them evolving spontaneously according to the dislocation motion. We should note that subtracting off the average forces in the outer layers is equivalent to applying to the system fictitious forces at every time step. These forces may produce a work that influences the energy and the temperature of the cell. However, in the following simulations, no temperature change was detected.
As a test, we compare in Fig. 2 the stress-strain curves obtained with either rigid or flexible boundary conditions. Both simulations start by an elastic regime during which the dislocation is immobile and the stress increases linearly. As expected, the two simulations are equivalent in this regime. The dislocation starts to glide when the stress reaches about 450 MPa. When rigid boundary conditions are used, the stress varies periodically with the position of the dislocation in the simulation cell. The amplitude of the variation is large, about 300 MPa. By way of contrast, with the flexible boundary conditions that adapt to the plastic strain, the stress varies around a well-defined average value. The serrations that remain on the stress-strain curve are associated to dislocation jumps from one Peierls valley to the next. They are analyzed in Sec. IV.
III. ACTIVATION ENTHALPY FROM STATIC SIMULATIONS
We determined the activation enthalpy for kink-pair nucleation as a function of applied stress using the NEB method. 18 A chain of replicas is constructed between a reactant ͑the dislocation in a Peierls valley͒ and a product ͑the dislocation in the next Peierls valley͒. The replicas are linked in phase space by springs between first neighbors along the path. The energy of the path is minimized by relaxing the forces due to the atomic interactions perpendicularly to the path and relaxing the forces on the springs between replicas parallel to the path. We used an improved tangent calculation 41 and a climbing NEB procedure 42 at the end of the relaxation process to determine more precisely the configuration of maximum energy, which is the activated state.
Since stresses are applied with this method and not strains, we used a stress-controlled loading with free boundary conditions in S ± . The NEB method has previously been used in the context of dislocations to determine the activation energy for kink-pair nucleation on a threefold extended screw dislocation in bcc Fe ͑Refs. 20 and 21͒ and for cross slip of a screw dislocation in fcc Cu. 19, 43 The activated state corresponds to a critical kink pair. It is close to the reactant along the path which mostly consists of the extension of the kink pair along the dislocation line. We employed 20 replicas and a spring constant of 0.1 eV Å −1 . The path was relaxed using a projected algorithm 18 with a time step of 10 fs. Relaxation was considered achieved when the maximum force on any atom along the path was less than 0.01 eV Å −1 , which was typically reached within 100 steps. We used two different initial paths. Both consisted of an expanding kink pair, but in one case, the extension increased linearly along the path while in the other case, it increased quadratically in order to have initially a higher density of replicas near the reactant. Both initial paths led to similar results.
The result is shown in Fig. 5 as open squares. In this figure, the static data are compared with dynamic ones ͑filled diamonds͒ that are presented in next section. The kink-pair formation energy at zero applied stress is H KP = 0.41 eV. The Peierls stress for rigid motion, P = 1600 MPa, was determined by performing a static simulation on a short dislocation at increasing applied stress and was defined as the lowest stress for which the straight dislocation advanced by at least one Peierls valley. The enthalpy obtained here is below 0.033 eV for stresses larger than 1000 MPa. We checked the influence of the dislocation length, L Y , which sets an upper bound for the size of the activated kink pair, by using a cell twice longer in direction Y and obtained an enthalpy curve identical to the one shown here.
IV. ACTIVATION ENTHALPY FROM DYNAMICAL SIMULATIONS
A. Stress-strain curves
We performed constant strain-rate simulations at different temperatures using the flexible boundary conditions proposed in Sec. II. The imposed strain rate was ␥ 0 = 1.5 ϫ 10 −5 ps −1 , and the duration of the simulations was set to 6 ns for all temperatures. Since the dislocations travel limited distances during the simulations, no thermostat was needed. Figure 3 shows examples of stress-strain curves and time evolutions of the dislocation position at different tem- peratures. In all cases, the simulation starts with an elastic regime, during which the dislocation is immobile at the bottom of a Peierls valley and the stress increases linearly with the strain at a rate 0 = ␥ 0 , in agreement with Eq. ͑4͒. When the stress reaches a critical value, the dislocation undergoes a first jump from its initial Peierls valley to the next. It produces a plastic strain given by Orowan's law: ⌬␥ P = bd, where d is the distance between Peierls valleys. In the case of Lomer dislocations, d = b. After nucleation, the kink pair expands rapidly along the dislocation line ͑or, more precisely, the duration of expansion, ϳ10 ps, is shorter than the characteristic time ⌬␥ P / ␥ 0 ϳ 60 ps͒. We see from Eq. ͑4͒ that an instantaneous plastic strain increment leads to a stress drop ⌬ = ⌬␥ P . With the present parameters ͑ ϳ 35 GPa,
−2 nm −2 ͒, we have ⌬ = 30 MPa, which is consistent with the serrations visible in Fig. 3͑a͒ . The rest of the simulation is composed of elastic periods during which the stress increases linearly, separated by plastic events marked by stress drops when the dislocation changes the Peierls valley. As seen in Fig. 3͑b͒ , the dislocation usually advances by one Peierls valley at a time. In some instances, however, such as around 1.5 ns at 100 K, the dislocation may jump over several valleys in one plastic event. Such events have a low frequency and are neglected in the following analysis. Finally, we see from Fig. 3͑b͒ that the dislocation adopts an average velocity given by Orowan's law: ͗v d ͘ = ␥ 0 / b =6ϫ 10 −3 nm ps −1 . This equality is verified because the stress in the cell varies around an average constant value, such that, according to Eq. ͑4͒, the average elastic strain rate is zero and the average plastic strain rate is equal to the imposed strain rate. As will be emphasized in the next section, this relation is only true on the average due to the intermittent motion of the dislocation.
B. Stochastic jump process
The question now is: Can we extract the relation between the enthalpy H and the stress from these dynamical simulations? The difficulty comes from the fact that the stress is not constant and the activation enthalpy changes continuously, such that we cannot use a priori the proportionality law between enthalpy and temperature mentioned in the Introduction. In order to gain insights into the jump process, we use the following stochastic model. We consider a dislocation in a medium deformed at a constant strain rate. When the dislocation is immobile, the stress increases at a rate 0 . The dislocation has a jump probability per unit time, 7, 44, 45 
where is a characteristic frequency of the order of the Debye frequency and ᐉ c is the size of the critical kink pair. The latter decreases with the stress. However, the influence of this variation is small compared to that of the activation enthalpy and will be neglected in the following, where we assume We denote W͑ , i ͒ as the survival probability, 46 i.e., the probability density that, starting at a moment when the stress is i , no jump occurs until the stress is at least . We have
Since, in the absence of jumps, the stress increases linearly at a rate 0 , we have
which can be formally integrated to express W as a function of the integral of p between i and . We denote w͑ , i ͒ as the jump probability, i.e., the probability density that the first jump occurs at . We have Figure 4 shows jump probabilities at different temperatures obtained using the expression for p in Eq. ͑6͒, using =5ϫ 10 13 fitted from the NEB calculation presented in Sec. III. At all temperatures, the distributions are peaked around a maximum, max , that satisfies
The distributions depend very weakly on i , as long as it is below max . This can be seen from the above equation where max is independent of i . For comparison, we have added in Fig. 4 the distribution at 100 K with i = max − ⌬. During the glide process when the dislocation undergoes a succession of jumps, the first jump occurs at a stress ͑called the jump stress͒ taken from the distribution w͑ ,0͒. From the peaked shape of this distribution, this jump stress is close to max . The stress then decreases to about max − ⌬. The second jump stress will sample w͑ , max − ⌬͒, which according to the above remark is essentially the same as w͑ ,0͒ and has the same maximum. Jump stresses averaged over multiple jumps will therefore yield an estimate of max .
We now have to extract H͑ max ͒. We show that it is close to the effective enthalpy H * determined from the average relation equivalent to Eq. ͑1͒: ␥ 0 = bv D = bd * exp͑−␤H * ͒, i.e., from the expressions of ⌬ and 0 ,
͑11͒
Replacing the derivative in Eq. ͑10͒ by a finite difference, we have
͑12͒
Using the expressions of H * in Eq. ͑11͒, we have
which is less than 5% for all practical values of the temperature and the stress.
We conclude from the above analysis that in a MD simulation at a constant strain rate, the average jump stress is an estimate of max and the corresponding enthalpy H͑ max ͒ can be approximated by H * . The accuracy of these estimates was checked numerically by simulating the stochastic model with a Monte Carlo algorithm. Figure 5 presents the enthalpy-stress curves obtained from the static NEB method ͑open squares͒ and from the dynamical simulations ͑filled diamonds͒. As proposed in the previous section, the effective stress, in the dynamical simulations was obtained by averaging the jump stresses and the effective enthalpy is H * computed from Eq. ͑11͒. In the expression of * = bL Y / ᐉ c 2 , ᐉ c and are not known with precision. Assuming ᐉ c = b, a best fit was obtained for =5ϫ 10 13 s −1 , close to the usual estimate of the Debye frequency. Temperatures below 100 K could not be simulated because overshoots were then observed; i.e., the stress increased to large values during the elastic periods, and dislocation jumps came in avalanches with large stress drops that are outside the statistical treatment presented above. Temperatures higher than 300 K could not be simulated either because in this range, no waiting time could be clearly detected. Figure 5 , with only as a fitting parameter, shows a very good agreement between the static and dynamic results, showing that the thermally activated motion of the dislocation is captured by the simple law presented in Eq. ͑6͒. This result is further discussed in next section.
C. Enthalpy-stress relation
V. DISCUSSION
We find that the nucleation process is well captured by the simple thermally activated law in Eq. ͑6͒. The latter is consistent with the harmonic transition state theory, 47 with an attempt frequency related to the vibrations of the system in its reactant state since the attempt frequency is that of a set of independent elastic strings of length ᐉ c vibrating at the bot- The solid curves assume an initial zero stress. The dashed curve is the distribution at 100 K with an initial stress of 520 MPa, i.e., the stress of maximum probability ͑ max ͒ minus the plastic drop ͑⌬͒ ͑see text for details͒. tom of the initial Peierls valley. Equation ͑6͒ has been used in several dislocation dynamics simulations of high-Peierlsstress metals. 29, 30 Interestingly, the estimate used in the dynamical simulations, H * in Eqs. ͑1͒ and ͑11͒, corresponds to that evaluated experimentally, even though the stress cannot be considered constant in the atomistic simulations. This enthalpy is proportional to the thermal energy, H * = Ck B T, but note that because of the high strain rates imposed here, the proportionality coefficient C is significantly smaller in the present simulations than in experiments: 11.3 instead of 20-30 ͑see, for example, Ref. 28͒. The scaling of the temperature in MD simulations proposed in Ref. 22 aims also at accounting for this difference when one compares experimental and simulated data.
We considered here the simple case of an edge Lomer dislocation in a fcc crystal, but the agreement between static and dynamical results should hold for other high-Peierlsstress dislocations in other crystalline structures. Consequently, further studies of the thermally activated glide of dislocations may focus only on static activation enthalpies determined from saddle-point search methods 48 that are more easily computed than their dynamical counterparts, which require long simulations and are limited to a smaller range of stresses, as seen in Fig. 5 .
The flexible boundary conditions employed here have been shown to remove the fictitious forces that arise with rigid boundary conditions because the latter are elastic in nature and cannot adapt to plastic deformations. With the flexible boundary conditions, the jump stresses were found to fluctuate around well-defined averages at all temperatures. These boundary conditions can thus be used in all cases to replace rigid boundary conditions and avoid configurational forces. As discussed above, they cannot be used in dynamical simulations at too low temperatures and/or too high strain rates because overshoots are then observed, but the same limitations also apply to rigid boundary conditions. They can be used in static simulations if a force-based energy minimization algorithm is used ͑such as the projected algorithm used in Ref. 18͒. For example, the Peierls stress for rigid motion can be determined by applying increments of shear strain, and for each increment, by relaxing the system with the flexible boundary conditions and a zero applied strain rate. The outer layers are thus allowed to relax while the applied shear strain remains constant.
The enthalpy-stress H͑͒ relation shown in Fig. 5 has the particularity of reaching zero for a stress smaller than the Peierls stress for rigid motion. The same result was obtained by Duesbery and Basinski for screw dislocations in bcc potassium. 11 These authors computed numerically the stress needed to equilibrate a kink pair on a screw dislocation as a function of the separation between kinks. The H͑͒ relation was obtained by integrating the stress-separation relation and subtracting the work done by the stress during the kink-pair expansion. The activation enthalpy thus obtained was added in Fig. 6 ͓Duesbery-Basinski ͑DB͒ data͔. It is compared to the present data by scaling the enthalpy by the kink-pair formation energy and the stress by the Peierls stress for rigid motion. As can be seen, the two curves are similar at low stresses. At higher stresses, they slightly deviate, but both reach zero well below the Peierls stress for rigid motion ͑which corresponds to a scaled value of 1͒. The present NEB calculations were stopped at a stress of 1000 MPa ͑ / P = 0.625͒, above which the calculations gave a zero enthalpy; i.e., the first replica along the NEB path had an energy lower than that of the reactant. We could refine the path between these two configurations to determine a nonzero activation enthalpy, but in any case, the latter will be lower than 0.033 eV, which is small enough to ensure that the dislocation motion is not thermally activated. The threshold enthalpy for athermal glide depends on the temperature and dislocation length. It can be simply estimated from Eq. ͑6͒, which gives an average waiting time between jumps equal to 20, 21 We reproduced their calculations using our implementation of the NEB method and the same EAM potential as in their work 20 and added the result in Fig. 6 ͓Wen-Ngan ͑WN͒ data͔. In agreement with their results, we obtained a zero enthalpy above 1000 MPa. However, we found a Peierls stress for rigid motion equal to 1400 MPa. More precisely, this EAM potential predicts a threefold degenerate core for the screw dislocation, with two critical stresses: When the applied stress reaches a lower critical stress, the dislocation advances by one atomic distance, adopts a metastable configuration, and remains fixed until a second upper critical stress is reached, above which the motion becomes unbounded. Double critical stresses were reported with other potentials. 17 , 49 We obtained a lower stress of 1400 MPa and an upper stress of 1900 MPa and identified the Peierls stress for rigid motion with the former. The data thus obtained are shown in Fig. 6 .
In conclusion, we find that in all three cases considered here, the activation enthalpy becomes zero, or at least negligible, for a stress, which we call the Peierls stress for kink nucleation, well below the Peierls stress for rigid motion. In atomistic simulations, the Peierls stress is usually associated with the crystal resistance to the glide of a straight rigid dislocation and is thus the Peierls stress for rigid motion. On the other hand, in dynamical simulations as well as in experimental traction tests, the resistance of the crystal is tested against the motion of a dislocation that may acquire kink pairs. The relevant critical stress in this case is the Peierls stress for kink nucleation above which the kink-pair activation enthalpy is zero or negligible. Although these two critical stresses have not been distinguished up to now, Fig. 6 shows that they are different and that the relative difference, which depends on the interatomic potential, can be as high as 50%. This effect may explain the difference reported between atomistic and experimental estimates of the Peierls stress. [10] [11] [12] [13] 15 The main perspective of the present work is to understand the physical origin of the difference between the two critical stresses, that is, to understand how a kink pair may form for negligible energy above a certain stress while the dislocation is still stable in its initial Peierls valley. This effect is not predicted, for example by the line tension model, 6, 44 which is usually employed to model kink-pair nucleation at high stresses. Within this simple model, the nucleation enthalpy becomes zero only at the Peierls stress for rigid motion, and the two critical Peierls stresses are thus equal. Their distinction will certainly involve the three dimensional atomistic structure of the dislocations. We are currently studying several potentials in different high-Peierls-stress systems in order to analyze the factors that govern the shape of the enthalpy curve.
