Unsteady adjoint analysis for output sensitivity and mesh adaptation by Krakos, Joshua Ambre
Unsteady Adjoint Analysis for Output Sensitivity and Mesh
Adaptation
by
Joshua Ambre Krakos
B.S., Iowa State University (2001)
M.S., Iowa State University (2003)
Submitted to the Department of Aeronautics and Astronautics
in partial fulfillment of the requirements for the degree of
Doctor of Philosophy
at the
MASSACHUSETTS INSTITUTE OF TECHNOLOGY
September 2012
c© Massachusetts Institute of Technology 2012. All rights reserved.
Author . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Department of Aeronautics and Astronautics
June 18, 2012
Certified by. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
David L. Darmofal
Professor of Aeronautics and Astronautics
Thesis Supervisor
Certified by. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Mark Drela
Professor of Aeronautics and Astronautics
Thesis Committee
Certified by. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Qiqi Wang
Assistant Professor of Aeronautics and Astronautics
Thesis Committee
Accepted by . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Eytan Modiano
Professor of Aeronautics and Astronautics
Chairman, Committee on Graduate Students
2
Unsteady Adjoint Analysis for Output Sensitivity and Mesh Adaptation
by
Joshua Ambre Krakos
Submitted to the Department of Aeronautics and Astronautics
on June 18, 2012, in partial fulfillment of the
requirements for the degree of
Doctor of Philosophy
Abstract
Adjoint analysis in computational fluid dynamics (CFD) has been applied to design opti-
mization and mesh adaptation, but due to the relative expense of unsteady analysis these
applications have predominantly been for steady problems. As the use of adjoint meth-
ods continues to becomes more prevalent, more problems are encountered for which steady
analysis may not be appropriate. This thesis examines three aspects of unsteady adjoint
analysis.
First, this work investigates problems exhibiting small-scale output unsteadiness when
solved with time-inaccurate iterative solvers. It is demonstrated that unconverged steady
flow calculations, even with small output unsteadiness, can lead to significant variability
in the estimated output sensitivity due to the arbitrary choice of unconverged state upon
which the linearization is performed. Further, time-inaccurate “unsteady” iterative solu-
tions depend on the iterative method used and may exhibit different output and output
sensitivity compared to the steady flow or time-accurate unsteady flow.
With the motivation for unsteady simulation established, output and output parameter
sensitivities of periodic unsteady problems are sought using finite-time averaging. Periodic
outputs computed over a finite time span are found to converge slowly and output sensitiv-
ities may be nonconvergent when the period of oscillation is a function of the parameter of
interest. A theoretical basis for this lack of convergence is identified and output window-
ing is proposed to alleviate its effect. Output windowing is shown to enable the accurate
computation of periodic output sensitivities and to decrease simulation time to compute
periodic outputs and sensitivities.
Finally, a spatial mesh adaptation approach is developed for unsteady wake problems
and other problems with smooth and persistent regions of unsteadiness. For this class
of problems, a higher-order discretization coupled with a single spatial mesh approach is
appropriate to capture both steady and unsteady regions. The method proposed herein
extends the anisotropic, output-based Mesh Optimization via Error Sampling and Synthesis
(MOESS) algorithm of Yano and Darmofal to optimize the spatial mesh driven by an
unsteady flow field.
Thesis Supervisor: David L. Darmofal
Title: Professor of Aeronautics and Astronautics
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Chapter 1
Introduction
1.1 Motivation
The accurate calculation of an output of engineering interest may depend on spatial regions
of seeming uninterest, especially in problems with significant disturbance propagation. The
difficulty of determining a priori the region of sensitivity for a given output, or in fact by
a posteriori inspection, motivates a method of automatically determining appropriate spa-
tial mesh refinement for a given error tolerance in the output. Adjoint analysis addresses
the problem of output-based error estimation in an automated and rigorous fashion. Fur-
thermore, in aerodynamic design optimization the sensitivity of an output with respect to
design inputs is a key component in improving toward an optimal solution. In the case
where the number of outputs being optimized is small compared to the number of control
input parameters, e.g. shape optimization, the adjoint provides a computationally superior
means of computing the required output parameter sensitivities.
In the presence of small-scale unsteadiness, that is, outputs of interest exhibit unsteadi-
ness that is small in magnitude compared to the mean output, it may be valid to assume
that because the unsteadiness of the flow solution has little apparent effect on the out-
put of interest, that the steady, or single-point, adjoint will provide sufficiently accurate
sensitivity information. However, the adjoint for such cases may be difficult to compute.
Campobasso and Giles[17] found that for unsteadiness based in the linear instability of the
flow an iterative calculation of the steady adjoint equation may not converge. Nemec et
al.[76] note this difficulty when their steady algorithm is applied to the inviscid simulation
of a complex launch abort vehicle, Figure (1-1a). For particular conditions, the solution
13
progresses from an initial mesh through several adaptation cycles until for a mesh with 1.9
million elements the mesh is finely resolved enough to capture some physical unsteadiness
in the iterative solver, see Figure (1-1b). While this small-scale unsteadiness may have only
(a) Launch Abort Vehicle geometry (b) Convergence history of aerodynamic coef-
ficients CA, CY , CN , and Cm through several
adaptation cycles
Figure 1-1: Nemec et al., LAV test case
a minor effect on the outputs of interest, the primal solution of the discrete equations does
not converge to a steady solution. As with the case studied by Campobasso and Giles,
in the primal these instabilities remain bounded due to the nonlinear stability of the flow,
but when the flow is linearized about a single fixed point the adjoint equation exhibits a
linear instability in the iterative scheme. The authors are only able to partially converge an
adjoint solution in these cases, but the error estimate calculated from this solution varies
significantly from previous mesh error estimates and is typically not usable for adapting to
a new mesh. Recent appearances of small-scale unsteadiness in the literature include Park
et al.[84] and Nielsen et al.[78].
Many unsteady problems equilibrate to periodic behavior. For these problems the sen-
sitivity of periodic outputs to system parameters are often desired[45, 74, 99], and must
be estimated from a finite time span or frequency domain calculation. Recently, Sri-
nath and Mittal[108] performed adjoint-based shape optimization of a free-periodic unsteady
NACA 0012 airfoil at Re = 500 using time-averaged outputs. They observed dependence
of the robustness and accuracy of their method on the extent of the integration span, M .
Wilkins et al.[123] investigated the calculation of periodic sensitivities from a finite time
simulation of dynamical systems. They note the presence of unbounded terms in the calcu-
lated value of the sensitivity, J ′s, as M goes to infinity, a problem previously investigated by
14
Tomovic[112], among others. Wilkins also investigated the error induced by fixed boundary
conditions of the unsteady problem (both initial and terminal).
Wilkins proposed a method to compute various parameter sensitivities by isolating the
sensitivities of the period, the phase, and amplitude, then applied it to a mammalian
circadian clock model with 73 states and 231 parameters, a small system when compared
to the typical computational fluid dynamics (CFD) analysis. This motivates a method of
computing periodic output sensitivities that is appropriate for unsteady CFD simulation
and alleviates or eliminates the convergence difficulties when solving over a finite time span.
Over the last several decades, increased available computational power combined with
improvements in numerical methods have made CFD an indispensable tool in aerospace
design and analysis. Regardless, the ability of CFD solvers to reliably predict desired
outputs in a robust and automated fashion is still limited. In general, mesh generation
is a user-intensive process with the quality of the resulting mesh (and solutions computed
thereon) heavily dependent on the previous experience of the user and their ability to predict
mesh regions of importance. A work that investigates the inadequacy of this process was
presented by Mavriplis[64], following the third AIAA Drag Prediction Workshop (DPW3)[1,
115]. Using a transonic wing-only geometry, Mavriplis demonstrated the dependence on
the initial mesh by comparing families of refined meshes based on independent expert-
generated initial meshes. The results, in Figure (1-2), show a difference between the two
families of approximately four drag counts on the finest meshes. Using the approximations
of Vassberg[114], a single drag count could account for as many as eight passengers on a
long-range flight, so a four count discrepancy is significant.
Unsteady simulations represent a significant cost increase over steady simulations on
the same geometry, possibly orders of magnitude increase in time and computational effort.
For an unsteady simulation, the problem of manual mesh generation is compounded: spa-
tial regions of importance can vary with time, and different time spans can have differing
importance with regard to the output of interest. Any mesh adaptation for an unsteady
problem must take this variation into account to build an appropriate mesh. The applica-
tion of higher-order spatial discretizations and automated output-based mesh adaptation
to unsteady problems gives the opportunity for large potential improvement in solution
accuracy and turnaround.
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Figure 1-2: Computed drag convergence for a wing-only configuration at M∞ = 0.76,
α = 0.5◦, and Re = 5 × 106 with global mesh refinement. Taken from Mavriplis[64].
Convergence of drag is plotted for the refinement of two mesh families on the same geometry.
1.2 Objectives
The objectives of this work are threefold. First, to investigate problems exhibiting small-
scale unsteadiness when solved with time-inaccurate iterative solvers and characterize the
effect of this unsteadiness on the accuracy of the flow solution and adjoint-based parameter
sensitivities. Second, to investigate the calculation of time-average outputs and output
sensitivities for periodic problems. Outputs computed using finite-time averaging are slow
to converge and output sensitivities may be nonconvergent when the period of oscillation
is sensitive to the parameter of interest. This work identifies the root cause of this slowed
convergence and presents a method to alleviate its effect. Finally, unsteady CFD simulation
is resource-intensive, and generation of an efficient and appropriate mesh is even more
problematic than for steady simulations. The third objective of this work is to develop a
spatial mesh adaptation approach for unsteady wake problems and other problems with
smooth and persistent regions of unsteadiness. For this class of problems, a higher-order
discretization coupled with a single spatial mesh approach is appropriate to capture both
the steady and unsteady regions of the flow. The method proposed herein extends the
anisotropic, output-based adaptive algorithm of Yano[125] to optimize the spatial mesh
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driven by an unsteady flow field.
1.3 Background
With its roots in the calculus of variations, adjoint analysis has long been used in optimal
control theory, as a reference see Bryson and Ho[16], and weather modeling[20, 24, 41, 110].
Its use within the context of aerodynamics design is more recent and has been applied to
design optimization[39, 48, 77] and to error estimation[8, 13, 25, 37, 44, 88, 116] enabling
automated error control through mesh adaptation. In aerodynamic design optimization,
the sensitivity of an objective function with respect to system parameters is an essential
component in improving toward an optimal solution. In the case where the number of inputs
is large compared to the number of outputs, the adjoint can be computationally superior to
other methods, providing a rigorous and efficient means of computing the required output
parameter sensitivities. Furthermore, adjoint-based error estimation addresses the difficulty
of determining, either by a priori or a posteriori means, regions of mesh sensitivity for a
given output and allows for automated and rigorous mesh refinement algorithms. Due to
the overall cost of unsteady analysis of both the primal and the adjoint, adjoint analysis in
aerodynamics has been predominantly for steady problems but has begun to make inroads
into unsteady applications[62, 65, 71, 78, 97].
1.3.1 Small-Scale Unsteadiness
As the use of adjoint methods continues to increase within aerodynamics design, more
problems are encountered for which a steady solution may not be appropriate or may not
even exist, e.g., problems with regions of separation. For complex geometries and equation
sets, the necessity of a steady state solution places what may be an unrealistic robustness
requirement on the primal flow solver[80].
Campobasso and Giles[17] investigated the effects of flow instabilities in the linear anal-
ysis of turbomachinery aeroelasticity. The authors found that the fixed point iteration they
used to solve the linearized Navier-Stokes equations was not stable for cases where the non-
linear background flow calculation did not converge to a steady solution but instead reached
a small-amplitude limit cycle. While this unsteadiness in the primal nonlinear problem was
small, the authors showed that the linearized system about a typical iterate of the unsteady
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solution had unstable eigenvalues. As a result, the iterative algorithm diverged when ap-
plied to the primal problem linearized about this state. These unstable modes are salient
to the adjoint because the eigenvalues of the adjoint problem are the same as those of the
linearized primal problem for the same iterative solver[38].
Nemec, Aftosmis, and Wintzer[76] note a similar difficulty in an adjoint-based adaptive,
inviscid simulation of the flow about a complex launch abort vehicle. In their case, unsteadi-
ness is encountered as the mesh is adapted and wakes are refined. While this unsteadiness
has only a minor effect on the outputs of interest, the primal equations do not converge
to a steady solution and the authors are unable to converge the adjoint about an iterate
of the unsteady primal solution. The adjoint-based error estimation cannot be carried out
and the adaptive process breaks down.
In the event of this small-scale unsteadiness, Campobasso and Giles proposed stabilizing
the iterative scheme for the linearized equations utilizing GMRES[17, 100] or the Recursive
Projection Method (RPM)[18, 104]. Both methods strengthen the linear solver, effectively
making the stability of the linear solver less dependent on outlier eigenvalues of the linearized
system. With these approaches, the linearized equations can be solved and the sensitivity
analysis can be performed about an unconverged iterate from the steady nonlinear primal
solver. However, parameter sensitivities and error estimates based on the adjoint require
that the primal problem be satisfied, and applying steady adjoint methods to unconverged
solution iterates introduces an error contribution from that nonconvergence, even when
the output is relatively unaffected. As a result, the parameter sensitivity or error estimate
computed from the adjoint at an arbitrary state in an unconverged iterative solution method
will be dependent on the particular state at which the adjoint is computed.
Even if the nonlinear primal solver can be strengthened such that steady solutions can
be achieved, a steady solution still does not capture or reflect any physical unsteadiness.
That is, the steady flow solution may be quite different from the time average or snapshots
of an unsteady solution. Although a steady sensitivity analysis may be possible, as the
physical unsteadiness in the flow grows in magnitude relative to the mean or stationary
point flowfields the resulting sensitivity may not be physically relevant (assuming that the
unsteady solution is more likely to occur in practice), leading to erroneous or nonconvergent
optimization.
Rather than calculate a steady primal and adjoint solution, a time-dependent flow and
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adjoint analysis can be performed. The unsteady adjoint has the benefit that the result is
applicable for both small- and large-scale unsteady behavior. However, a straightforward im-
plementation of the unsteady adjoint requires the storage of the entire primal solution for the
time period of interest. This storage requirement has led to checkpointing methods[40, 121],
trading some of the solution storage overhead for additional recomputation but without fun-
damentally changing the underlying algorithm. Despite its cost, the unsteady adjoint has
seen increasing interest in CFD in the last decade. Nadarajah and Jameson[71] focus on
aerodynamics shape optimization in the context of finite volume formulations. Using both
the continuous and discrete unsteady adjoint equations, the authors derive the sensitivity
to a shape parameter, then use a steepest descent method to iteratively improve the output
based on that shape parameter. Each iteration of the optimization process requires a com-
plete forward time solution of the flow, as well as a complete backward time solution of the
adjoint. Mani and Mavriplis[62] and Mavriplis[65] investigated an unsteady discrete adjoint
formulation for output matching and minimization applied to two and three-dimensional
flow problems. Their method proved effective when applied to pressure distribution, load
matching, and drag minimization on a sinusoidally pitching airfoil. Additionally, Rumpfkeil
and Zingg[97] applied the discrete adjoint to aeroacoustic shape design.
Using the viscous, subsonic flow about a NACA 0012 airfoil at moderate angle of at-
tack as a model problem, this work investigates the variability in output sensitivities due
to linearization about unconverged primal iterates. A time-accurate unsteady adjoint is
then implemented, and the differences between the converged steady solution, unconverged
primal iterates, and time-accurate unsteady behavior are demonstrated.
1.3.2 Sensitivity Analysis of Limit Cycle Oscillations
For unsteady problems that exhibit periodic behavior, or asymptote to a limit cycle os-
cillation, a common objective function to optimize is the time-average of some periodic
output[45, 74, 99]. Let g(t, β) be such a periodic function of time with dependence on a
parameter β. We define the objective function, J , as the time-average of g over a period,
T (β):
J (β) ≡ 1
T (β)
∫ T (β)
0
g(t, β)dt. (1.1)
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We are interested in calculating J ′(β), the derivative of J with respect to β. A reasonable
approach to compute J ′ is to approximate the periodic output over a finite time span,
Js(β,M) ≡ 1
M
∫ M
0
g(t, β)dt, (1.2)
and compute the sensitivity of this approximate function. For problems where the period
of oscillation does not depend on the parameter of interest, especially for forced-period
problems, this approach can be effective for both time domain methods[62, 72] and frequency
domain methods[23, 73, 111]. However, for problems whose period of oscillation depends
on the parameter of interest, i.e. T = T (β), the number of complete and fractional periods
contained in M varies with β. For a given M , this dependence results in variation of Js with
β which the periodic output does not exhibit. This additional variation can lead to local
extrema of Js. When Js and J ′s are computed as part of an optimization process, these
extrema can prevent convergence of the optimization algorithm. This discrepancy cannot
be corrected by increasing the integration span: whereas limM→∞ Js = J (converging at
O(M−1)), in general limM→∞ J ′s 6= J ′. Use of a finite time average in conjunction with an
adjoint or tangent method (continuous or discrete) can accurately compute the sensitivity of
Js, but not the sensitivity of J . Additional consideration must be taken to ensure accurate
outputs and sensitivities.
To enable the calculation of accurate periodic sensitivities, we propose a method that is a
simple modification of an existing unsteady tangent or adjoint sensitivity implementation.
Namely, in the computation of the time-average, we apply a time-dependent weighting
window to the instantaneous output:
Jw(β,M) ≡ 1
M
∫ M
0
g(t, β)w(t/M) dt, (1.3)
where w(τ) is a time-dependent weighting function with w(τ) = 0∀τ /∈ (0, 1). Similar
approaches have been used in the past to improve the output behavior[7, 54, 98] by alle-
viating phase dependence caused by the sharp endpoints of a straightforward time-average
with w = ws = 1, also known as a square or rectangular window. This work extends
that approach to output windows specifically designed to improve the behavior of output
sensitivity calculations.
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1.3.3 Spatial Adaptation for Unsteady Wake Problems
As computational power increases, CFD is applied to increasingly complicated geometries
resulting in more complex flowfields, and more problems are encountered that are inher-
ently unsteady. Due to the complexities of unsteady flow both in space and time, automated
output-based mesh adaptation is necessary for these problems to be efficiently addressed,
and gives the opportunity for large potential improvement in solution accuracy for a given
computational cost. Additionally, it has been found that mesh adaptation is critical to real-
izing the advantages of the higher-order discontinuous Galerkin (DG) spatial discretization,
even for steady problems[128].
The spectrum of possible approaches for solving unsteady problems range from a single,
all-time spatial mesh to a fully-coupled space-time discretization, with several variations
in between. Work on space-time discretizations has been published since at least the late
1980s with Bar-Yoseph[4] applying the method to several hyperbolic model problems. When
paired with unstructured meshing, space-time discretizations allow for anisotropic refine-
ment in both space and time, allowing for mesh elements to track the evolution of the flow.
For problems to which it can be applied, unstructured space-time discretizations can give
spectacular results for problems with space-time anisotropy. Unfortunately, the approach
has significant drawbacks in application that have yet to be overcome, chiefly that for an
implicit solver the entire space-time domain becomes a coupled system. The coupled space-
time system makes it difficult to take advantage of the hyperbolic nature of time, such as
is done naturally in traditional time-stepping approaches. This results in having to solve
the entire spatial and temporal domain simultaneously, with the associated computer hard-
ware requirements. Additionally, application to three dimensional spatial problems yields
a four dimensional coupled problem, for which a simplex (hyper-tetrahedral) mesh is dif-
ficult to generate, let alone to adapt. As of the publication of Rendall[92], there were no
four-dimensional unstructured meshers available, though there is some recent preliminary
work in that direction[70]. As such, recent work has been limited in demonstration to one
or two spatial dimensions[92, 124, 125].
Because of the difficulties with the large, coupled space-time system and four-dimensional
mesh generation, a popular alternative is the timeslab, or Roche, approach whereby the
temporal domain is divided into subdomains. A different spatial mesh is associated with
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each timeslab, with the temporal dimension an extrusion of the spatial mesh. This allows
the adaptation of the spatial meshes to target error sources only within their timespan
of interest, improving efficiency over a single-mesh approach for problems with high de-
grees of spatial anisotropy in the unsteady region, such as acoustic waves[2, 3] or large
regions that only see transient unsteadiness, e.g., wind gusts. This approach has been
used with finite volume spatial discretizations[87, 91, 107], but recent work is predomi-
nantly with finite element (FE) discretizations, e.g. DG, in space[2, 3, 50, 113] as well
as time[30, 58, 66, 67, 93, 102, 103]. The variational context of FE allows for a more
straightforward error estimation formulation, enabling output-based adaptation. A notable
exception of the finite element trend is the work of Mavriplis and collaborators[32, 61, 63],
which applies the adjoint in a finite volume context to drive spatial and temporal adapta-
tion, including nonuniform temporal refinement (timestep varies by spatial element) within
a timeslab. This allows for significant gains in efficiency by controlling the spatial location
of temporal refinement.
For problems with smooth and persistent regions of unsteadiness, the additional control
afforded by coupled space-time and timeslab approaches may be unnecessary. For these
problems, an unsteady, spatial adaptation approach using a single all-time mesh is appli-
cable. This includes many unsteady wake problems, such as the examples in Figure (1-3).
Anisotropic adaptation is necessary in the “steady” portions of the domain to capture nearly
static features like boundary layers and shocks. However, assuming a sufficiently smooth
flow, a higher order discretization is adequate in the wake.
An approach that targets only the spatial discretization error has none of the additional
requirements on the temporal discretization that would arise from a temporal error estima-
tion method. This allows an approach that is agnostic to, and independent of, the temporal
discretization. The spatial error estimate can then be developed for a temporally continuous
problem and applied to any temporal discretization. The only requirement on the temporal
discretization scheme is that it can be used to integrate the spatial error estimate over the
time span of interest.
Anisotropic Adaptation
Of particular interest in the development of an unsteady spatial adaptation algorithm is the
mechanism by which anisotropy is introduced into the mesh. A common tactic employed
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(a) High α (Cory[19]) (b) Selkirk Island (NASA Land-
sat 7 1999)
(c) Blunt body wake (Andrew
Davidhazy, RIT)
(d) Orion Reentry (Sinha[105]) (e) Landing gear (Sanders[101]) (f) LPD-4 (Whitehouse[122])
Figure 1-3: Unsteady wake examples
in steady-state adaptation is to size elements based on an output error estimate, then com-
pute a desired anisotropy based on a solution Hessian[117], a process that was generalized to
higher-order by Fidkowski & Darmofal[27, 29]. Leicht & Hartmann[52] introduced a variant
based on the inter-element discontinuities of a DG formulation. An alternative approach,
introduced by Formaggia et al.[33, 34] and refined by Loseille et al.[3, 57], still includes solu-
tion Hessians, but incorporates the anisotropy decision directly into the error minimization
process. These methods presuppose that there is a scalar field whose behavior captures
the desired anisotropy of the mesh, a supposition that is not met in general. Additionally,
for an unsteady problem one is left with the question of how to combine the anisotropies
prompted by the solution at each timestep. The anisotropy request for a timestep only
relates the relative magnitudes of principal directions at that time, so metric averaging and
intersection approaches cannot be applied. Combining Hessians by scaling them to a com-
mon scale arbitrarily equalizes the effect and importance of anisotropy at each timestep in
the anisotropy decision process.
Competitive subdivision introduces anisotropy into the mesh using the error estimation
framework without solution Hessians. First introduced by Houston et al.[47] for quadrilat-
eral/hexahedral meshes, the method marks a fixed fraction of elements for refinement via an
error estimate. Each marked element is the subdivided in each direction independently and
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the primal equations are resolved locally (with frozen neighbors). The algorithm then se-
lects the anisotropic refinement or refinements in each element that provide the largest error
decrease[47] or the largest error decrease per degree of freedom invested[35]. A similar ap-
proach which relies on splitting the error estimate into contributions in different coordinate
directions was introduced by Richter[94], and extended to DG by Leicht and Hartmann[53].
Their approach has the benefit of not requiring local solves on anisotropically split meshes,
but is limited to quad/hex meshes. Extensions of the approach to simplex meshes have met
with limited success[83, 109].
Mesh Optimization via Error Sampling and Synthesis (MOESS)
In this work, we present an unsteady extension to the Mesh Optimization via Error Sampling
and Synthesis (MOESS) spatial adaptation algorithm developed by Yano & Darmofal[125–
127]. This approach offers an application-nonspecific adaptation algorithm, within which
mesh metric field (encoding both element size and anisotropy) changes are driven to min-
imize output error. MOESS has several desirable properties that together differentiate it
from other available methods. The method
1. handles any discretization order, including mixed orders;
2. allows for arbitrarily-oriented anisotropic elements via simplex remeshing;
3. does not make any a priori assumption about the convergence behavior of the error,
improving robustness when the mesh is under-resolved;
4. scales well in parallel, specifically, the error sampling is local to each element and
scales perfectly in parallel;
5. drives both the sizing and the anisotropy decisions directly by the a posteriori error
estimates, automatically capturing the behaviors of both the primal and dual solu-
tions;
6. inherits the versatility of the adjoint-based error estimate, which exclusively governs
adaptation decisions, allowing straightforward extension to different governing equa-
tions (e.g. Navier-Stokes, structural elasticity, Maxwell’s).
Additionally, the error sampling process is extensible in a straightforward fashion to sam-
pling over each timestep of an unsteady problem. Once the sampling is completed, the
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error model synthesis and optimization components of the algorithm are unaffected by this
change.
1.4 Contributions
The primary contributions of this work are the following:
1. Demonstration that unconverged steady flow calculations, even with small output
unsteadiness, can lead to significant variability in the estimated output sensitivity
due to the arbitrary choice of unconverged state upon which the linearization is per-
formed. Further, time-inaccurate “unsteady” iterative solutions depend on the itera-
tive method used and may exhibit different output and output sensitivity compared
to the steady flow or time-accurate unsteady flow.
2. Demonstration that finite time averaging causes an error in output sensitivity. An
expression for this error was derived showing that the error scales with the dependence
of the period on a parameter and does not decay with increasing range of integration.
Additionally, due this nonconvergent error, finite time simulation introduces noise into
the design space which can trap optimization in local extrema.
3. Development of two classes of windows to compute periodic outputs and output pa-
rameters using finite time simulations, analysis of their convergence properties, and
demonstration of their application to output parameter sensitivity calculation.
4. Extension of the spatial mesh optimization framework of Yano & Darmofal to develop
an anisotropic, output-based error estimation and spatial mesh adaptation approach
for unsteady wake problems and other problems with smooth and persistent regions
of unsteadiness.
This thesis is organized as follows: The adjoint and adjoint-based output parameter
sensitivities are reviewed in Chapter 2, along with the DG spatial discretization. Chapter 3
investigates small-scale unsteadiness, including contribution 1, using a laminar NACA 0012
at moderate angle of attack as a model problem. Motivated by the results of Chapter 3,
Chapter 4 discusses the need for and development of output windowing for problems with
periodic behavior, including contributions 2 and 3. Chapter 5 discusses contribution 4, a
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new spatial mesh adaptation method for unsteady problems specifically targeted at wakes
and other problems with smooth, persistent regions of unsteadiness. Finally, conclusions
and suggestions for future work are given in Chapter 6.
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Chapter 2
Primal Discretization & Adjoint
Formulation
This chapter begins with the derivation of adjoint and adjoint-based output sensitivities for
steady and unsteady nonlinear systems in Section 2.1. Section 2.2 introduces the spatial
discretization of a partial differential equation (PDE), including finite dimensional adjoint
and parameter sensitivities. The chapter concludes in Section 2.3 with a discussion of the
general solution approach for steady and unsteady simulations.
2.1 Adjoint Formulation
2.1.1 Steady Adjoint
To develop the steady formulation, first introduce the steady nonlinear system for the primal
problem
f(uss;β) = 0,
where f(·; ·) : Rm×R→ Rm is a nonlinear residual statement, uss ∈ Rm is the primal state
vector with m components, and β ∈ R is an input parameter. Let J (β) = g(uss;β) be a
general nonlinear functional output of interest where g(·; ·) : Rm×R→ R. The Lagrangian
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is then defined as, L(·, ·; ·) : Rm × Rm × R→ R
L(v,w;β) ≡ g(v;β)−wTf(v;β), (2.1)
i.e., the nonlinear system is adjoined to the output functional via an adjoint, or dual, state.
Taking the first variation of L with respect to v, w, and β:
δL = δvT [gT,v −wTf ,v]− δwT [f]+ δβ[g,β −wTf ,β] (2.2)
where the δ implies the variation of a variable. Requiring Eq. (2.1) to be stationary with
respect to w recovers the primal problem from the second boxed term of Eq. (2.2) with
solution v = uss. Simultaneously requiring stationarity with respect to v, the equation for
the steady adjoint is obtained from the first boxed term of Eq. (2.2) with w = ψss:
fψ(uss,ψss;β) ≡ f ,u(uss;β)Tψss − g,u(uss;β)T = 0, (2.3)
where ψss is the steady adjoint. In the limit of small parameter variation, along with
v = uss, w = ψss, the parameter sensitivity of the output to β is given by
dJ
dβ
= lim
δβ→0
δL
δβ
= g,β −ψTssf ,β.
The steady primal equation is commonly solved using an iterative solver[36, 38, 75, 79]
of the form
un+1 = un −MP (un;β)−1f(un;β), (2.4)
where un is the approximation to uss at iteration n and MP (un;β) is a preconditioning
matrix that approximates the Jacobian, f ,u, evaluated at un. At each iteration, f(un) and
MP (un) are updated. Once Eq. (2.4) is acceptably converged, Eq. (2.3) can be solved via
the fixed point iteration:
ψm+1 = ψm +MP (uss;β)
−T [g,u(uss;β)T − f ,u(uss;β)Tψm] . (2.5)
The convergence rate of this fixed-point iteration for the adjoint is controlled by the eigen-
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values of the matrix MP (uss;β)
−Tf ,u(uss;β)T . Note that as un → uss, the conver-
gence rate of Eq. (2.4) will be controlled by eigenvalues of MP (uss;β)
−1f ,u(uss;β). Since
λ(A−TBT ) = λ(A−1B), unstable eigenvalues present in the primal iterative method will
also be present in the adjoint iterative method.
2.1.2 Unsteady Adjoint
Building on the steady adjoint method of sensitivity calculation, it is straightforward to
derive an unsteady parameter sensitivity. First, the unsteady primal equations are
du(t)
dt
+ f(u(t);β) = 0, ∀t ∈ I = (t0, tf ) (2.6)
a(u(t0);β) = 0 (2.7)
where u(·) : I → Rm is the primal state vector that now varies with time. The function
a(·; ·) : Rm × R → Rm defines the initial condition. Determining the initial state with a
general function, rather than specifying an initial state, u(t0) = u
0, is not necessary to
compute the primal. The general function only becomes necessary for computing output
sensitivities when the initial condition is dependent on β, and for the spatial error estimate
introduced in Chapter 5 when the initial condition changes with the solution space. Two
initial conditions used in this work are:
a(u(t0);β) ≡ u(t0)− u˜ = 0, (2.8)
where u˜ is a desired initial state and there is no β dependence; and a modified steady-state
initial condition,
a(u(t0);β) ≡ f(u(t0)− u˜;β) = 0. (2.9)
In the latter case, u˜ is a perturbation to the steady state solution, e.g., a wind gust profile.
u˜ in both cases is assumed to be fixed and incorporated into the particular a, and so is not
included as an argument.
While in principle a more general output could be used, here we use a combination of
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instantaneous terminal and time-integrated outputs:
J E(β) = h(u(tf );β) +
∫
I
g (u;β) dt. (2.10)
The superscript E denotes a time-integrated function. The Lagrangian for the unsteady
problem can then be defined by adjoining the primal residual and initial condition as
LE(v,w, w˜;β) ≡ J E(β)− w˜Ta (v(t0);β)−
∫
I
wT
(
dv
dt
+ f(v;β)
)
dt, (2.11)
where v(t),w(t) : t ∈ I → Rm and w˜ ∈ Rm. As in the steady case, take the first variation
with respect to all of the arguments, and integrate appropriately by parts to get
δLE =
[
h,β − w˜Ta,β +
∫
I
{g,β −wTf ,β} dt
]
δβ
+ δv(tf )
T
(
hT,v −w
) ∣∣
tf
− δv(t0)T
(
aT,vw˜ −w
) ∣∣
t0
− δw˜Ta−
∫
I
δwT
(
dv
dt
+ f
)
dt
−
∫
I
δvT
(
−dw
dt
+ fT,vw − gT,v
)
dt
(2.12)
Requiring stationarity with respect to w gives the primal equation, Eq. (2.6), which can
be solved for the primal state v = u. Requiring stationarity with respect to w˜ to recovers
the primal initial condition, Eq. (2.7), and the initial state, u(t0). Similarly, the adjoint
equation for w = ψ,
−dψ(t)
dt
+ fT,uψ(t)− gT,u = 0, ∀t ∈ I. (2.13)
is found by requiring stationarity with v, and has the terminal condition,
ψ(tf ) = h
T
,u. (2.14)
found by enforcing stationarity with respect to v(tf ). The adjoint equation must be solved
in reverse time, which is clear from the terminal equation, Eq. (2.14), and the sign of the
time derivative, dψ/dt, term compared to the linearized system term in Eq. (2.13). The
dependence of the second and third terms of Eq. (2.13) on the primal solution requires
the full storage or recalculation via checkpointing of the primal through the timespan of
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interest. The initial condition on the adjoint can be removed by finding w˜ = ψ˜ that satisfies
−ψ(t0) + a,u(u(t0);β)T ψ˜ = 0. (2.15)
For the specified initial condition as in Eq. (2.8) this happens automatically by letting
ψ˜ = ψ(t0).
As in the steady case, the parameter sensitivity for unsteady problems, dJ E/dβ, is
determined from the variation of the Lagrangian in the limit of small parameter variation
dJ E
dβ
= lim
δβ→0
δLE
δβ
=h,β − ψ˜Ta,β +
∫
I
{
g,β −ψTf ,β
}
dt.
2.1.3 Temporally Discrete Unsteady Adjoint
In this work, several timestepping schemes are used for the computational examples, includ-
ing a diagonally implicit Runge Kutta (DIRK) scheme. In order to simplify the analysis
first-order backward differencing is used for comparison against the steady adjoint iteration.
A more general temporal discretization of the unsteady adjoint is introduced in Appendix A,
allowing application to multi-step and multi-stage temporal schemes.
The temporally-discrete primal problem is given by:
ui − ui−1
∆ti
+ f(ui;β) = 0, ∀i ∈ [1, N ], β ∈ R
a(u0;β) = 0
where N is the number of time steps spanning I with a variable time step ∆ti = ti−ti−1 > 0,
t0 = t0, and tN = tf . Deriving the time integration of the output from the time stepping
scheme of the primal problem gives:
JE(β) = h(uN ;β) +
N∑
i=1
g(ui;β) ∆ti
The discrete Lagrangian can then be defined by:
LE(v,w, w˜;β) = JE(β)− w˜Ta (v0;β)−
N∑
i=1
∆tiw
T
i
(
vi − vi−1
∆ti
+ f(vi;β)
)
Enforcing stationarity of the discrete Lagrangian with respect to wi ∀i ∈ [1, N + 1],vi ∀i ∈
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[0, N ] again recovers the discrete primal equation for vi = ui and gives the discrete adjoint
equation for wi = ψi and w˜ = ψ˜:
ψi −ψi+1
∆ti
+ f ,u(ui;β)
Tψi − gT,u(ui;β) = 0 ∀i ∈ [1, N ]
ψN+1 = h
T
,u(uN ;β)
−ψ1 + a,u (u0;β)T ψ˜ = 0
(2.16)
In contrast to Eq. (2.5), the linearization and output derivative in the unsteady adjoint
equation are taken about the primal state at successive time instants, rather than at a fixed
point. This stabilizes the calculation, as stability no longer depends on the eigenvalues of
∆tif ,u(ui;β)
T being within the unit circle at a particular timestep, i. Eq. (2.16) can now
be used for deterministic problems to compute the adjoint even about unstable stationary
points.
The parameter sensitivity for the first order backward difference is derived as in the
continuous case:
dJE
dβ
= h,β(uN ;β)− ψ˜Taβ (v0;β) +
N∑
i=1
∆ti
{
g,β(ui;β)−ψTi f ,β(ui;β)
}
2.2 Discontinuous Galerkin Formulation
Navier-Stokes Equations
The time dependent, compressible Navier-Stokes equations can be expressed as a general
conservation law form as
∂u
∂t
+∇ · Fi(u)−∇ · Fv(u,∇u) = S(u,∇u) ∈ Ω (2.17)
where Ω is the domain. In two dimensions, the state vector is given by u = [ρ, ρu, ρv, ρe]T .
Fi(u) and Fv(u,∇u) are the inviscid and viscous flux vectors, respectively, and S is a source
term. Discontinuous Galerkin finite element (DG) discretizations have become increasingly
popular for the higher-order accurate solution of conservation laws, especially the Euler and
Navier-Stokes equations[9, 10]. The DG method takes the strong form of the conservation
law in Eq. (2.17) and derives a weak form. In this work, the numerical flux is computed
using the Roe flux[96]. Boundary conditions are implemented as described in Oliver[81] and
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the second method of Bassi and Rebay[11, 12] (BR2) is utilized for the viscous flux. For a
more detailed description of the DG implementation employed in this work, see Fidkowski
et al.[31], Diosady and Darmofal[22], Barter and Darmofal[6], and Yano et al.[128].
2.2.1 Steady DG Formulation
The domain, Ω, is represented by Th, a tessellation of the domain into non-overlapping
elements κ where Ω = ∪κ and κi∩κj = ∅, i 6= j. Consider a discontinuous finite-dimensional
space, Vph:
Vph =
{
v ∈ L2(Ω) : v|κ ∈ P p(κ)∀κ ∈ Th
}
.
In words, the function space of element discontinuous, piecewise polynomials of degree p.
The finite-dimensional problem is then given by the semi-linear form:
Rhp(uhp,vhp;β) = 0, ∀vhp ∈ Vph. (2.18)
whereRhp(·, ·; ·) : Vph×Vph×R→ R is a Freche´t differentiable semilinear form with derivative
R′[·](·, ·; ·). The term in brackets, [·], denotes the state about which the derivative is taken.
The output functional, J (u;β), has a finite-dimensional counterpart, Jhp(uhp;β), but
it is assumed hereafter that they are identical in form and are used interchangeably. Due
to the different function spaces considered in the derivation of the error estimate, the state
dependence will be included in the output notation for the DG context. Next, the finite-
dimensional Lagrangian is given by, Lhp(·, ·; ·) : Vph × Vph × R→ R,
Lhp(vhp,whp;β) = Jhp(vhp;β)−Rhp(vhp,whp;β).
Again requiring stationarity of the first variation of L with respect to permissible variations
in vhp and whp, the equation for the steady finite-dimensional adjoint is obtained
R′hp [uhp] (vhp,ψhp;β) = J ′hp [uhp] (vhp;β), ∀vhp ∈ Vph.
The discrete form of the equations is obtained by defining a basis, φhp, that spans the
space Vph. The solution vector, uhp, may then be expressed as a linear combination of basis
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functions, using as coefficients the discrete solution vector, Uhp, such that
uhp(x) =
∑
i
Uhpiφhpi(x).
Except when explicitly limited to a single element, u and other variables in Vph describe
vectors spanning the entire tessellated domain, Th, so x is removed from the notation. By
defining the discrete residual,
Rhp(Uhp;β)i = R(uhp,φhpi;β) = 0,
and the discrete output functional,
Jhp(Uhp;β) = Jhp(uhp;β),
the resulting linear system is then
∂Rhp(Uhp;β)
∂Uhp
T
Ψhp =
∂Jhp(Uhp;β)
∂Uhp
T
, (2.19)
with Ψhp the discrete adjoint solution and Uhp such that
Rhp(Uhp;β) = 0. (2.20)
A similar exercise for the sensitivity as for the continuous equation gives
dJhp
dβ
=
∂Jhp
∂β
−ΨThp
∂Rhp(Uhp;β)
∂β
with Uhp and Ψhp constrained by Eq. (2.20) and Eq. (2.19), respectively.
The solution to Eq. (2.20) is found by nonlinear iteration similar to Eq. (2.4),
Un+1hp = U
n
hp −M−1P Rhp(Unhp;β) (2.21)
with MP the preconditioning matrix that now approximates the Jacobian, ∂Rhp/∂Uhp.
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The solution of Eq. (2.19) can then be found via an iterative linear solver as in Eq. (2.5),
Ψn+1hp = Ψ
n
hp +M
−T
P
(
∂Jhp(Uhp;β)
∂Uhp
T
− ∂Rhp(Uhp;β)
∂Uhp
T
Ψnhp
)
with the final solution of Eq. (2.21) used to define the preconditioning and Jacobian matri-
ces.
2.2.2 Unsteady DG Formulation
The weak form of the finite-dimensional temporal term is given by the inner product of the
time derivative of the state with a test function:
(
vhp,
duhp(t)
dt
)
,
which is added to the spatial residual to form the unsteady primal residual:
(
vhp,
duhp(t)
dt
)
+Rhp(uhp(t),vhp;β) = 0, ∀vhp ∈ Vph, ∀t ∈ I. (2.22)
The initial condition, uhp(t0), satisfies
Ahp(uhp(t0),vhp;β) = 0, ∀vhp ∈ Vph.
The finite-dimensional unsteady output is given by:
J Ehp(uhp;β) ≡ Hhp(uhp(tf );β) +
∫
I
Ghp(uhp;β) dt (2.23)
where Ghp(·; ·), Hhp(·; ·) : Vph ×R→ R are Freche´t differentiable. As in the steady case, the
finite-dimensional output, J Ehp(·; ·), and the unsteady output, J E(·; ·), are assumed to be
equivalent. The associated adjoint equation is given by
−
(
dψhp(t)
dt
,vhp
)
+R′hp[uhp(t)](vhp,ψhp(t);β)− G′hp[uhp(t)](vhp;β) = 0,
∀vhp ∈ Vph, ∀t ∈ I,
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with terminal condition
ψhp(tf ) = H(uhp(tf );β).
The initial condition adjoint equation is
− (ψhp(t0),vhp)+A′hp[uhp(t0)](vhp, ψ˜hp;β) = 0, ∀vhp ∈ Vph.
Finally, the unsteady parameter sensitivity to β is then
dJ Ehp
dβ
= J Ehp,β(uhp;β)−Ahp,β(uhp(t0), ψ˜hp;β)−
∫
I
Rhp,β(uhp,ψhp;β) dt.
For the discrete problem, the temporal term becomes the primal state coefficients pre-
multipled by a mass matrix, M, where
Mij =
∫
κ
φhpiφhpj dΩκ
for each element. For the entire domain, the mass matrix is element-block diagonal. The
spatially discrete primal, adjoint, and initial adjoint equations are then:
0 =MdUhp(t)
dt
+Rhp(Uhp(t);β), ∀t ∈ I (2.24)
0 = −MdΨhp(t)
dt
+
[
∂Rhp(Uhp(t);β)
∂Uhp(t)
]T
Ψhp(t)− ∂Ghp(Uhp(t);β)
∂Uhp(t)
T
, ∀t ∈ I (2.25)
0 = −MΨhp(t0) +
[
∂Ahp(Uhp(t0);β)
∂Uhp(t0)
]T
Ψ˜hp (2.26)
with parameter sensitivity given by
dJEhp
dβ
=
∂JE
∂β
− Ψ˜T ∂Ahp
∂β
−
∫
I
ΨThp
∂REhp
∂β
dt. (2.27)
2.3 Solution Approach
For steady simulations, Newton’s method is used with backward Euler pseudotime stepping
to increase robustness during transients. For uniform flow initial conditions the simulation
is started with CFL = 1 and allowed to increase (by factors of 2) as long as the flow
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solution maintains positive density and pressure, up to a maximum CFLmax = 10
30. All
time-inaccurate results are reported after the CFL has reached CFLmax.
For time-accurate simulations, the temporal derivative term is discretized either with a
fourth order explicit singly diagonal implicit Runge-Kutta (ESDIRK)[118] or fourth order
diagonal implicit RK (DIRK) scheme[90]. At each timestep and stage of the (ES)DIRK
scheme, the same Newton’s method as for steady problems is used to converge the unsteady
primal equation Eq. (2.24).
The linear systems arising in both the time-inaccurate and time-accurate simulations
can be solved with stationary iterative methods (block-Jacobi and line-Jacobi) either as the
solver or as a preconditioner for GMRES[100]. At each iteration, the block-Jacobi method
solves for the degrees of freedom within each element as a block. The line-Jacobi stationary
iterative method expands the size of the block, solving within a line of elements. As a
result, the stationary iterative methods are most effective at reducing errors within blocks
(i.e. local errors). The GMRES solver uses a Krylov-subspace which is computed over the
entire flow domain, incorporating more than nearest neighbor dependence and making it
more effective at reducing global errors. Unlike the stationary iterative methods, GMRES
is guaranteed to converge monotonically, regardless of the presence of outlier (unstable)
modes, for any nonsingular matrix. Because the GMRES linear solver does not have the
same susceptibility as the stationary iterative methods to unstable modes, it is capable of
computing a stationary point solution if one exists, whether or not the stationary point solu-
tion is stable. For additional convergence improvement, an incomplete LU factorization[22]
with MDF reordering[86]. can replace the stationary iterative method as the GMRES
preconditioner. Because of the improved efficiency and robustness, GMRES with ILU pre-
conditioning is used predominantly in this work. However, the stronger ILU preconditioner
completely masks the time-inaccurate, unsteady behavior under investigation in Chapter 3,
so the stationary iterative methods are used instead.
For time-inaccurate problems, a simulation is considered converged if the L2 norm of
the spatial residual is decreased by 10 orders of magnitude from its initial value. For
time-accurate problems, the same convergence criterion is used for the unsteady residual
including the additional temporal terms of each timestep and timestep stage.
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Chapter 3
Effect of Small-Scale Output
Unsteadiness on Adjoint-Based
Sensitivity
3.1 Iterative Methods for Small-Scale Unsteadiness
Campobasso & Giles[17] investigated the effects of small-scale flow instabilities in the linear
analysis of turbomachinery aeroelasticity. In their work, they conduct a linear unsteady
flow analysis in which they compute the nonlinear steady solution of the Navier-Stokes
equations as a background flow, then calculate the impact of small disturbances using the
linearized Navier-Stokes equations.
To solve the perturbed linear system, the authors first linearize the unsteady flow equa-
tions Eq. (2.6) about the steady background solution to get
du˜
dt
+ Lu˜ = f˜ (3.1)
where L is f ,u evaluated at the steady-state or background solution calculated by Eq. (2.4)
and f˜ is a forcing function resulting from the perturbation of the boundary conditions
and/or deformation of the mesh. Because the problem is time-periodic and linear, the
problem is decomposed into a sum of complex harmonics and the problem for each mode
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becomes
(jωI + L) uˆ = fˆ (3.2)
where uˆ and fˆ are the Fourier transforms of u˜ and f˜ , respectively. By setting A = (jωI+L)
and b = f˜ , each mode can then be viewed as a linear system of the form
Auˆ = b, (3.3)
where A is evaluated at the approximate background solution, uss, from the solution of
Eq. (2.4). The solution can be sought iteratively using the same preconditioning algorithm
as for the background solution, and can be written in standard form as
uˆn+1 = uˆn +M
−1
P (b−Auˆn) (3.4)
where MP is again the preconditioning matrix approximation to A. The necessary condition
for convergence of the method is that the eigenvalues of (I −M−1P A) must lie within the
unit circle centered at the origin. The authors found that this condition is not met for
cases where the background flow calculation does not fully converge, but instead reaches a
small-amplitude limit cycle. They attribute this instability to separation bubbles, corner
stalls, vortex shedding, and other unsteady physical phenomena. While these instabilities
do not prevent the primal nonlinear problem from converging to an acceptable level, they
still result in a small number of eigenvalues outside the convergence region in the linear
problem. Figure (3-1b) shows the convergence history of the fan blade at several working
points. Figure (3-1c) shows the eigenvalues M−1P A for one of the working points with a
small number outside the stability region. This is salient to the adjoint problem because,
as discussed by Giles, the eigenvalues of the adjoint problem are the same as those of the
linearized NS equations when the same iterative solver is used.
For problems with such an instability, Campobasso & Giles proposed stabilizing the
iterative scheme utilizing GMRES[17] or the Recursive Projection Method (RPM)[18]. The
two approaches are discussed further in Appendix C. When the number of unstable modes
is small these methods can efficiently stabilize the iteration. For more strongly unsteady
problems, these methods will both become prohibitively expensive to stabilize the problem.
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(a) Fan Geometry (b) Convergence history for different working points
(c) Linearized system eigenvalues (d) Linearized system convergence history for dif-
ferent iterative solvers
Figure 3-1: Campobasso & Giles, 3D fan test case[17]
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A time-inaccurate approach will also become more inaccurate as the difference between
the parameter sensitivity and error estimates calculated at an arbitrary point solution and
those averaged over time becomes large, as will be demonstrated by an airfoil example in
Section 3.3.
3.2 Laminar Airfoil Model Problem
Subsonic, laminar flow about an airfoil is used to demonstrate the impact of small-scale
output unsteadiness on sensitivity analysis. Small-scale unsteadiness in an output is char-
acterized by unsteadiness that is small in magnitude compared its mean. Specifically, we
consider the Ma = 0.5, Re = 1500 flow about a two-dimensional NACA 0012 airfoil over a
range of angles of attack. This problem was chosen because the flowfield exhibits a stable
stationary point at lower angles of attack, but for higher angles of attack has an unsta-
ble stationary point leading to unsteady behavior. In the computational mesh, the airfoil
leading edge is located at (0, 0) with a unit chord. The domain is square and extends
[−10, 10]× [−10, 10]. The mesh refinement was determined using adjoint-based adaptation,
driving the error in lift coefficient, CL, to less than 0.0005 for a p = 3 stationary point
solution at integer angles of attack from α = 0◦ to α = 13◦. For the problems in this
work, a mesh was generated with 2158 elements, seen in Figure (3-2). The resulting airfoil
surface is defined by 101 nodes, connected by cubic polynomial edges (q = 3), and with the
endpoint and edge nodes projected to the analytic geometry. For this problem, the flow
and adjoint states are represented in each element by a polynomial of degree 3 (p = 3). For
time-accurate unsteady problems, a timestep of 0.1 is used with the ESDIRK4 temporal
discretization where a time of 1 corresponds to convection time to traverse the airfoil chord.
A mesh and timestep dependence study was done and is discussed in Appendix D.
3.3 Time-Inaccurate Simulations
3.3.1 9◦ Angle of Attack
For freestream conditions Ma = 0.5 and Re = 1500, a stationary point solution of a NACA
0012 airfoil at 9◦ angle of attack can be found using a line-Jacobi preconditioned GMRES
linear solver. This stationary point solution exhibits a large laminar separation region,
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(a) Computational domain (b) Airfoil mesh
Figure 3-2: NACA 0012 mesh
shown in Figure (3-3). For weaker linear solvers, such as line-Jacobi without GMRES,
(a) X-momentum (b) Entropy
Figure 3-3: NACA 0012, GMRES stationary point solution (Ma = 0.5, Re = 1500, α = 9◦)
the eigenvalues of the linear system lie outside the stability region which is a unit circle
centered at the origin. Specifically, the eigenvalues for the linear system at the stationary
point of the line-Jacobi preconditioned system (I −M−1P RU ) are shown in Figure (3-4).
These eigenvalues were calculated using a Krylov subspace of 1000 vectors, giving 1000
eigenvalues. There are two eigenvalues located just outside the unit circle (denoted by the
red squares), and the line-Jacobi iterative method will be unstable for the linearized primal
as well as the adjoint problem. Further, this instability will also prevent the nonlinear
primal iteration from converging to the stationary point. As seen in Figure (3-5), when the
line-Jacobi iterative solver is started from the prolongated p = 2 stationary point solution,
the nonlinear residual is initially ∼ 10−3, but immediately begins rising until it reaches
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Figure 3-4: Eigenvalues of line-preconditioned iterative system (I −M−1P RU ) at stationary
point (Ma = 0.5, Re = 1500, α = 9◦, 4 processors). Unstable eigenvalues plotted as red
squares.
an equilibrium at ∼ 0.06. Likewise, the lift does not converge to a single value but has a
small amplitude time-inaccurate unsteadiness with a mean near the value of the stationary
point. After the transients have diminished, the standard deviation of CL from the mean
is approximately 1.5% of the stationary point value.
To examine the time-inaccurate unsteadiness in the line-Jacobi solution further, the
transient was allowed to die out, and the mean and the standard deviation of the time-
inaccurate solution were calculated over 50000 iterations. The standard deviation of each
component of the state was computed by using a Lagrange basis and calculating the value
at each Lagrange point. At a Lagrange point i, the mean is computed as ui = 1N
∑N
n=1 u
i
n
and the standard deviation is computed as σi(u) =
[
1
N
∑N
n=1
(
uin − ui
)2]1/2
. The mean
and standard deviation of the x-momentum are plotted in Figure (3-6). The standard
deviation in the x-momentum is representative of the variation of all of the states, with
a maximum magnitude of approximately 6% of the mean flow on the laminar separation
bubble boundary.
The time-inaccurate unsteady behavior in this case is highly dependent on the strength of
the iterative solver. For stationary iterative solvers, time-inaccurate unsteadiness begins to
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Figure 3-5: Convergence history for line-Jacobi at Ma = 0.5, Re = 1500, α = 9◦, 4
processors
(a) X-momentum snapshot (b) Entropy snapshot
(c) X-momentum mean (d) X-momentum standard deviation
Figure 3-6: NACA 0012, line-Jacobi iterative solver (Ma = 0.5, Re = 1500, α = 9◦)
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appear in the wake region, 1-2 chords downstream, as can be in Figure (3-6d). Regardless,
the mean flow near the airfoil appears almost identical to the stationary point, as in a
comparison of Figure (3-3a) and Figure (3-6c). Replacing the line-Jacobi iterative solver
with a block-Jacobi solver decreases the strength of the preconditioning and removes fewer
unstable modes. The convergence history for the same conditions, but with the weaker
solver, is shown in Figure (3-7), exhibiting larger time-inaccurate unsteadiness in the output
as well as a different mean value. The mean and standard deviation of the x-momentum
are plotted in Figure (3-8), showing an increase in the magnitude of the standard deviation
in the wake. The x-momentum and entropy snapshots show large unsteadiness in the wake,
with an indication of vortex shedding into the wake (though we emphasize this is not a
time-accurate simulation).
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Figure 3-7: Convergence history for block-Jacobi at Ma = 0.5, Re = 1500, α = 9◦
Returning to the line-Jacobi iterative results, one could reasonably presume from the
low variation in the lift coefficient that linearizing about an iterate of the unconverged pri-
mal is sufficient to provide accurate lift sensitivity estimates. However, the derivation of
the adjoint-based sensitivity depends on the stationarity of the Lagrangian with respect to
variation of the adjoint. When the spatial residual is not zero for the primal state about
which the adjoint analysis is performed, the output sensitivity has an additional term. Ex-
amination of Eq. (2.2) shows that the output sensitivity then becomes dependent on the
inner product of the residual and the derivative of the adjoint with respect to the parameter.
To demonstrate the impact that using an unconverged solution can have on the sensitivity
analysis, we use a stronger linear solver (GMRES with ILU preconditioning) to perform ad-
joint analysis by linearizing about iterates, un, for a series of iterations, n. The insensitivity
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(a) X-momentum snapshot (b) Entropy snapshot
(c) X-momentum mean (d) X-momentum standard deviation
Figure 3-8: NACA 0012, block-Jacobi iterative solver (Ma = 0.5, Re = 1500, α = 9◦)
to unstable modes of the stronger linear solver enables convergence of the adjoint residual
linearized about the unconverged iterate solutions. As seen in Figure (3-9), this estimate
of dCL/dα (i.e., g = CL and β = α) varies over a range from 0.519 to 0.639 rad
−1. De-
pending on the iterate used in the linearization, the sensitivity from an unconverged state
could be significantly different from the sensitivity computed about the stationary point
(0.558 rad−1). Taking the average of these iterate sensitivities gives 0.571 rad−1, which is
within ∼ 2.3% of the stationary point sensitivity. When the GMRES linear solver is used
to calculate the output sensitivity of the iteration average of the line-Jacobi solutions, the
sensitivity is 0.571 rad−1, matching the average of the iterate sensitivities. The usefulness
of these sensitivities is limited, as they all required the stronger GMRES solver to compute
the adjoint, which could then have been available to solve for the stationary flow solution.
Finally, perturbing the angle of attack by ±0.01◦ and calculating a central difference of the
averages of the lift over the range of iterations plotted in Figure (3-9) gives a sensitivity of
0.648 rad−1, approximately 16% greater than the stationary point sensitivity.
In order to determine the sources of error in the sensitivity when the iterative solvers
are used, the difference between the iterate and stationary point sensitivities is decomposed
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Figure 3-9: dCL/dα comparison, α = 9
◦
into four terms:
dJ (un;β)
dβ
− dJ (uss;β)
dβ
= (gβ(un;β)− gβ(uss;β))
−ψTss
(
fβ(un;β)− fβ(uss;β)
)
− (ψun −ψss)T fβ(uss;β)
− (ψun −ψss)T (fβ(un;β)− fβ(uss;β))
(3.5)
Figure (3-10) shows the four contributing error terms for the same line-Jacobi iterate snap-
shots shown in Figure (3-9). Each term is normalized by the stationary point sensitivity.
The adjoint error term,
(
ψun −ψss
)T
fβ(uss;β), causes almost the entire error, with con-
tributions from the other terms negligible in comparison. This suggests that a correction
method that depends on the contribution of the adjoint variation being small will not pro-
vide an accurate correction, and that computing an accurate adjoint is paramount.
3.3.2 10◦ Angle of Attack
For the same freestream conditions, Ma = 0.5 and Re = 1500, a stationary point solution
of the NACA 0012 airfoil can be computed at 10◦ angle of attack. This stationary point
solution is qualitatively identical to the stationary point at α = 9◦ shown in Figure (3-3).
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Figure 3-10: Time-inaccurate sensitivity error terms, normalized by stationary point sensi-
tivity, α = 9◦
The eigenvalues for the line-preconditioned linear system computed at the stationary point
are shown in Figure (3-11). In comparison with the eigenvalues at α = 9◦, the number of
unstable eigenvalues (denoted by the squares) has increased, indicating that the instability
has increased with angle of attack. The increase in time-inaccurate unsteadiness is verified
in Figure (3-12): the momentum and entropy snapshots show a visible disturbance in the
wake and the largest magnitude of the momentum standard deviation is three times the
α = 9◦ value. When the weaker block-Jacobi solver is used, the increase in time-inaccurate
unsteadiness is even more pronounced. Figure (3-13d) shows a large area of unsteadiness
approximately one chord downstream. Even though this is not a time-accurate simulation,
the x-momentum and entropy snapshots now clearly indicate the shedding of vortices into
the wake.
The residual and CL iteration histories in Figure (3-14) also show the increase in time-
inaccurate unsteady behavior. The residual equilibrates at a higher value for either the
block- or line-Jacobi iterative solver. For the line-Jacobi solver, the time-inaccurate standard
deviation of CL is approximately 3.0% of the stationary point CL, twice the standard
deviation with the same solver at α = 9◦.
At 9◦ angle of attack, the sensitivities computed at individual iterate solutions vary by
as much as 15% from the stationary point sensitivity, but the averaging methods provide
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Figure 3-11: Eigenvalues of line-preconditioned iterative system (I−M−1P RU ) at stationary
point (Ma = 0.5, Re = 1500, α = 10◦, 4 processors)
sensitivities within 2.3%. One might expect that at α = 10◦ by doubling the variation
in CL that the unsteadiness in the sensitivities would increase by a similar amount. This
assumption is investigated in Figure (3-15). At α = 10◦ the dCL(un)/dα varies from 0.175
to 1.318 rad−1, a significantly larger range than computed at α = 9◦. The average of these
iterate sensitivities gives 0.760 rad−1, again significantly different than the stationary point
sensitivity of 0.499 rad−1. When the GMRES linear solver is used to calculate the output
sensitivity of the iteration average of the line-Jacobi solutions, the sensitivity is 0.707 rad−1.
Finally, a central difference of CL(un) with ±0.01◦ angle of attack perturbations gives a
sensitivity of 1.015 rad−1, more than twice the stationary point sensitivity.
3.4 Time-Accurate Simulations
The flowfield about the airfoil when calculated using a time-accurate fourth-order ESDIRK
scheme shows a markedly different character than the stationary point solution from the
time-inaccurate iterative approach. Figure (3-16) shows the unsteady behavior of the output
for a case started near the stationary point solution, the same initial condition as was used
for the line-Jacobi iterative method in the time-inaccurate analysis. A snapshot of that
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(a) X-momentum snapshot (b) Entropy snapshot
(c) X-momentum mean (d) X-momentum standard deviation
Figure 3-12: NACA 0012, line-Jacobi iterative solver (Ma = 0.5, Re = 1500, α = 10◦)
flow, as well as the mean X-momentum and the standard deviation of the X-momentum
state are shown in Figure (3-17). The output suggests, and the snapshots clearly show,
that the time-accurate flow has a series of alternating vortices shedding into the wake.
This difference is reflected in the lift, almost doubling it compared to the stationary point.
Further comparison of the time-accurate behavior against stationary point solutions over an
angle of attack sweep shows that the time-accurate unsteady behavior is not only dominant
at α = 10◦, but that unsteadiness begins somewhere between α = 4◦ and α = 5◦, shown
in Figure (3-18). A time-accurate simulation is considered steady when the L2 norm of
the spatial residual (or equivalently, the temporal term) reaches and remains below the
residual convergence criteria of Section 2.3. To compute the stationary point solutions, the
ILU preconditioned GMRES solver was used to compute all angles of attack in the sweep.
Alternately, when the element block-Jacobi iterative solver was employed it converged below
α = 8◦, while line-Jacobi across 4 processors converged below α = 9◦. This implies that the
ability to achieve a stationary point solution does not guarantee that no physical unsteady
behavior exists or, if it does exist, that it is even small.
Given the significant difference between the stationary point and time-accurate solutions,
reliable sensitivity analysis for flows that could exhibit unsteadiness must clearly be based on
a time-accurate approach. To demonstrate this time-accurate adjoint analysis, the unsteady
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(a) X-momentum snapshot (b) Entropy snapshot
(c) X-momentum mean (d) X-momentum standard deviation
Figure 3-13: NACA 0012, block-Jacobi iterative solver (Ma = 0.5, Re = 1500, α = 10◦)
adjoint equations were solved at 10◦ angle of attack using a fourth-order ESDIRK time
integration scheme. As opposed to using the initial condition near the stationary point,
the solution at t = 100 was chosen (eliminating the initial transient in the primal, leaving
an equilibrium oscillation). Then the flow was integrated over approximately 94 cycles
starting from this condition to t = 200. Finally, the adjoint was integrated backward in
time. The convergence history of the time-accurate lift and sensitivity integrand are shown
in Figure (3-19), along with the running sensitivity integral, 1tf−t
∫ tf
t S(t) dt, where S(t) is
the integrand of Eq. (2.27) at time t, and the finite difference results from the flow solution.
The stationary point results are also shown for comparison. It was found that the adjoint-
based sensitivity is 3.3737 rad−1 and is plotted as the slope at 10◦ in Figure (3-18). To verify
the sensitivity results, a solution was started with the same initial condition at a perturbed
angles of attack, ±0.01◦, and the results were finite differenced using central differencing to
give an approximate sensitivity of 3.3742 rad−1, within 0.02% of the sensitivity calculated
using the adjoint. Note the transient unsteady behavior in the adjoint near t = 200 due to
the terminal condition (t = 200) of the adjoint variable due to the fixed initial condition
(t = 100) of the primal.
It must be noted that the time-average computed here is not a periodic time-average.
Specifically, the problem as stated is the sensitivity of the time-average lift coefficient to
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Figure 3-14: Convergence history for block- and line-Jacobi at Ma = 0.5, Re = 1500,
α = 10◦
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Figure 3-16: Force output for unsteady NACA 0012 at Ma = 0.5, Re = 1500, α = 10◦
(a) X-momentum snapshot (b) Entropy snapshot
(c) X-momentum mean (t=100. . . 200) (d) X-momentum standard deviation (t=100. . . 200)
Figure 3-17: NACA 0012, time-accurate solution (Ma = 0.5, Re = 1500, α = 10◦)
angle of attack for a problem with a particular initial condition (an unsteady snapshot at the
baseline angle of attack). The sensitivity will then include some component of dependence
on this initial condition, and as discussed in the next chapter, on the overlap of the periodic
output with the integration span used to compute the average.
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Chapter 4
Sensitivity Analysis of Limit Cycle
Oscillations
4.1 Mathematical Formulation
To investigate the behavior of the time-average output and sensitivity, it is useful to define
a function h such that
h(τ, β) = g(τ T (β), β), g(t, β) = h(t/T (β), β),
then h(τ, β) has a period of 1, independent of β, at the expense of β dependence in both
arguments when integrating over t. Because h is periodic with period 1,
∫ 1
0
h,τ (τ, β) dτ = 0. (4.1)
With h, the objective function can be represented as
J (β) =
∫ 1
0
h(τ, β) dτ
and its derivative as
J ′(β) =
∫ 1
0
h,β(τ, β) dτ
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4.1.1 Breakdown of Square Windowing
The square window time-average, Js(β,M), in Eq. (1.2) can be written as
Js(β,M) = 1
M
∫ NT
0
g(t, β) dt− 1
M
∫ NT
M
g(t, β) dt
where hereafter N ≡ dM/T e. The error in Js is then
|Js(β,M)− J (β)| ≤ T
M
max |g|
which converges at O(M−1) as M increases. If M is an integer multiple of the T , then
Js(β,M) = J (β) for any N . The sensitivity of Js is
J ′s(β,M) =
1
M
∫ M
0
g,β(t, β)dt.
Since
g,β(t, β) =
d
dβ
h(t/T (β), β) = − t T
′
T 2
h,τ (t/T, β) + h,β(t/T, β),
integration by parts on the first term yields
J ′s(β,M) =
1
M
∫ M
0
h,β(t/T, β) dt+
T ′
T
[Js(β,M)− h(M/T, β)] . (4.2)
In the limit as M →∞, the error in J ′s is given by
lim
M→∞
(J ′s(β,M)− J ′(β)) = T ′T [J (β)− h(M/T, β)] . (4.3)
If T is independent of β, the approximation to the sensitivity converges to the periodic value,
and is exact for M an integer multiple of T . In general, the deviation of the instantaneous
output from its time-average is nonzero and for problems with nonzero dependence of the
period on the parameter, T ′(β) 6= 0, the error is nonzero. Moreover, because the error
term in Eq. (4.3) is dependent on β, J ′s will vary relative to J ′ as β is changed. This can
introduce additional zeros of J ′s, reflecting local extrema of Js not present in J , which
hinder the optimization of J with respect to β.
Transformed into the frequency domain, a periodic function can be expressed as a com-
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bination of Dirac delta functions at ω0 = 0 (the time average) and at harmonics of the
period at ωi = 2pii/T ∀i ∈ N (unsteady terms). An unweighted time average over a fixed
span is equivalent to convolving the output, g, with a square window and dividing by the
window span, M. To do this, the Fourier transform of the output is multiplied by the Fourier
transform of a square function, i.e., a sinc function:
ŵs(t/M) =
M√
2pi
sinc
(
Mω
2pi
)
=

1
ω
√
2
pisin
(
Mω
2
)
ω 6= 0
M/
√
2pi ω = 0
(4.4)
where the hat, (̂·), signifies the Fourier transform. When the square window spans integer
periods, the delta functions of the periodic output signal correspond to zeros of the sinc
function and only the time-average contribution remains. However, when a parameter
of the dynamical system changes the period of oscillation, the location of the harmonics
”slide” outwards (inwards) as the period is decreased (increased), see Figure (4-1). The
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Figure 4-1: Magnitude of Fourier transform of square window and a periodic signal (T = 1)
output sensitivity, J ′, is given by the inverse Fourier transform of the derivative of the ω0
component of the periodic output with respect to β. Convolution of the output with the
square window, ws, includes contributions from the harmonics, ωi. At the harmonics of the
output, the value of ws is zero, but the derivative of the sinc function in Eq. (4.4) with
respect to ω is nonzero. This causes the derivative of the square-window convolved output,
d(ŵs(ωi)ĝ(ωi))/dω, to also be nonzero. Through dT/dβ 6= 0 → dωi/dβ 6= 0 and the chain
rule, this results in a nonzero and nondiminishing erroneous contribution to J ′s(β).
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4.1.2 Windowing
The nonconvergence of the time-average sensitivity can be addressed by applying a time-
varying weighting to the instantaneous objective function. This weighting is termed a
window or apodization function and is a commonly used tool in signal processing. The
windowing function satisfies
w(τ) = 0 for τ /∈ (0, 1),
∫ 1
0
w(τ) dτ = 1. (4.5)
The definition of the window function outside (0, 1) is necessary when M is a noninteger
multiple of T . By decomposing the integral in Eq. (1.3) into a summation over multiple
periods, the error in Jw can be expressed as
Jw(β,M)− J (β) = 1
T
∫ T
0
g(θ, β)A(θ,M)dθ (4.6)
where
A(θ,M) = T
M
N−1∑
i=0
w
(
θ + iT
M
)
− 1. (4.7)
with θ ∈ [0, 1]. Recall N ≡ dM/T e which allows t = θ + (N − 1)T > M . Because w(τ) = 0
for τ /∈ (0, 1), the integral is unchanged. Slightly modifying Eq. (4.2), the sensitivity can
be approximated with
J ′w(β,M) =
1
M
∫ M
0
gβ(t, β)w(t/M) dt
=
1
M
∫ M
0
{
− t T
′
T 2
h,τ (t/T, β)w(t/M) + h,β(t/T, β)w(t/M)
}
dt. (4.8)
Introducing
B(θ,M) =
N−1∑
i=0
θ + iT
M
w
(
θ + iT
M
)
− C(N) (4.9)
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with C(N) ∈ R arbitrary due to Eq. (4.1), the error in the sensitivity can now be expressed
as
J ′w(β,M)− J ′(β) =
1
T
∫ T
0
h,β(θ/T, β)A(θ,M)dθ − T
′
T 2
∫ T
0
h,τ (θ/T, β)B(θ,M)dθ. (4.10)
Theorem 1.
|Jw(β,M)− J (β)| ≤ max |h|max |A| (4.11)∣∣J ′w(β,M)− J ′(β)∣∣ ≤ T ′T max |h,τ |max |B|+ max |h,β|max |A| (4.12)
Proof. The proof is trivial by bounding the integrals of Eq. (4.6) and Eq. (4.10) with the
maxima of their integrands.
The benefit of non-square windows can be further clarified by examining their effect in
the frequency domain. Using windowing functions other than a square window allows for
two improvements:
1. increased rate at which the Fourier transform of the window converges to zero with
increasing frequency
2. increased smoothness near the harmonic frequencies of the output, specifically, in-
creasing the order of lowest order nonzero derivative at the harmonics.
The Fourier transform of the square window converges to zero with O(1/ω) as ω increases
and has nonzero derivatives at its zeros. Long-time windows specifically address improve-
ment (1) to speed convergence as the number of periods spanned increases, with no attempt
to match the period of the output. Short-time windows do attempt to match the period for
a small number of periods and are designed to address improvement (2) when the period
used to design the window is approximate.
4.1.3 Long-Time Windowing
We propose long-time windows where M is allowed to become large relative to T . A benefit
of taking a long-time window is that there is no need to accurately determine the period.
61
The convergence of long-time windows with the span of the window is governed by the
convergence of A and B to the integrals they approximate, which in turn is driven by the
smoothness of the function w(τ) in the interior, τ ∈ (0, 1), and at the boundaries τ = 0 and
τ = 1. The convergence analysis using Fourier transforms is more straightforward over an
integer, N , number of periods, so a periodic extension of w is defined to fill in the remainder
of the period outside of the span, i.e., for M < t ≤ NT .
Theorem 2. For a periodic function v of class C` on the interval [0, 1], the trapezoidal rule
with N intervals, IN (v), will converge at
IN (v) =
∫ 1
0
v(τ) dτ +O(N−p) (4.13)
where
p =

1 ` = −1
`+ 1 ` ≥ 0, ` even
`+ 2 ` > 0, ` odd
(4.14)
Proof. The convergence rate of trapezoidal rule quadrature of a periodic function can be
determined using the convergence of the Fourier coefficients for a periodic function, see
Boyd[15], chapter 2. Note that the convergence rate for an infinitely smooth (analytic or
not) periodic function is exponential.
Theorem 3. For a window w(τ) of class C` and with N = dM/T e
|Jw(β,M)− J (β)| ≤ max |h|O(N−p) (4.15)
with p defined by Eq. (4.14)
Proof. The sum in A(θ,M) is a trapezoidal rule quadrature of w(τ) for τ ∈ (0, 1). In order
to integrate over noninteger numbers of periods with M 6= NT , recall from the requirements
of a generic window that w(τ) = 0 ∀τ /∈ (0, 1). If we treat the extended w(τ) as periodic with
period NT , the rate of convergence of the trapezoidal rule numerical quadrature is given
by Theorem (2) and depends on the smoothness of the extended w(τ). In the asymptotic
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limit of large M with θ ∈ (0, T ):
A(θ,M) = T
M
N−1∑
i=0
w
(
θ + iT
M
)
− 1 =
∫ 1
0
w(τ) dτ +O(N−p)− 1 = O(N−p) (4.16)
Combining this result with Eq. (4.11), proves the theorem.
Theorem 4.
∣∣J ′w(β,M)− J ′(β)∣∣ ≤ ∣∣∣∣T ′T
∣∣∣∣max |h,τ | O(N−(p−1)) + max |h,β| O(N−p) (4.17)
Proof. As with A(θ,M), the sum in B(θ,M) is a periodic trapezoidal quadrature, this time
of τ w(τ) for τ ∈ (0, 1). For large M (and hence large N) with θ ∈ (0, T ):
B(θ,M) =
N−1∑
i=0
θ + iT
M
w
(
θ + iT
M
)
− C(N) (4.18)
= N
[∫ 1
0
τ w(τ) dτ +O(N−p)
]
− C(N) (4.19)
The arbitrary C can be selected to cancel the integral, giving
B(θ,M) = O(N−(p−1)).
Combining the result with Eq. (4.12) gives the first expression on the right-hand side of
Eq. (4.17). Combining the derivative error Eq. (4.10) with theorem (3) gives the second
term on the right-hand side of Eq. (4.18), and the theorem is proven.
Possible choices of w(τ) conforming to Eq. (4.5) for use with the windowed objective
function Eq. (1.3) include the Hann window (C1 → p = 3)
w(τ) = 1− cos 2piτ, τ ∈ (0, 1)
the Hann-squared window (C3 → p = 5)
w(τ) =
2
3
(1− cos 2piτ)2, τ ∈ (0, 1)
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and the bump window (C∞ → p =∞)
w(τ) =
1
A
e−1/(τ−τ
2), τ ∈ (0, 1)
where A is the appropriate area under the window and infinite p gives exponential con-
vergence. These windows were selected as they demonstrate differing convergence rates,
all have compact support, and are zero at their endpoints. This facilitates the use of the
periodic extension for M 6= NT , otherwise there is a C0 discontinuity at the endpoints as
part of the extension. Examination of long-time windows using the frequency domain in
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Figure 4-2: Long-time windows
Figure (4-2b) shows the magnitude of ŵ(ω) decreasing at the expected rates with increasing
ω. As the window span is increased, the frequencies that correspond to the harmonics of
the output are moved proportionally to the right, are attenuated more, and the errors in
the windowed time-average output and sensitivities are decreased accordingly.
The output window of Barth[7] is a modified square window, with one-period sized C∞
caps on both ends. The span of the window is modified by increasing the span of the enclosed
square window. This window is C∞ smooth, but the convergence rates previously derived
are not applicable because the Barth window is not self-similar with respect to τ . Thus,
the limits employed in Eq. (4.16) and Eq. (4.18) behave differently and the convergence
rate reduces to that of the square window (the limit behavior most similar to the Barth
window), albeit with a lower constant factor than the square window.
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4.1.4 Short-Time Windowing
The second type of output window we classify as a short-time window, that is applied over
a small, known number of periods. Short-time windows offer the possibility of decreasing
the span of integration, as the output weighting is nonzero for only a small number of
periods. These windows are designed such that A = B = 0. For M = T , A = 0 requires
w = 1, the square window. However, w = 1 ⇒ B 6= 0, and the error in J ′w is nonzero. For
M = {nT : n ∈ N}, we choose symmetric window functions from period-wise polynomials
of degree n−1. Enforcing the conditions A = B = 0, Cn−2 continuity between polynomials,
and symmetry about τ = 1/2, gives a linear system of coefficients which can be solved
for the corresponding window. The resulting short-time windows up through 5 periods are
shown in Figure (4-3a).
We note that the conditions to define the piecewise polynomials are equivalent to re-
peated convolution with the single-period square window, which has the Fourier transform
given in Eq. (4.4) with M = T . For an n period window, the resultant Fourier transform is
ŵn(τ) =
1
A(n)
(ŵs(τ))
n =
1
A(n)
(
T√
2pi
)n
sinc
(
ωT
2pi
)n
= sinc
(
ωT
2pi
)n
(4.20)
where A(n) is the renormalization factor necessary to maintain unit area under the window.
Demonstrated in the frequency domain in Figure (4-3b), short-time windows address im-
provement (2) by increasing the order of the lowest order nonzero derivative of the window
with respect to frequency at the harmonics of the periodic signal. In the limit of n → ∞,
repeated convolution gives a Gaussian distribution, suggesting a possible long-time window.
Because the Gaussian distribution is not compactly supported, we have chosen the similarly
exponential ’bump’ function for testing as a long-time window.
Figure (4-4) shows the contributions of each period-long segment of A and B.
Triangular Window (M = 2T )
For n = 2, the resulting piecewise linear function is a triangle window. The objective can
be expressed as
J2(β, 2T ) = 1
M
∫ M
0
g(t, β)w2(t/M) dt
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Figure 4-3: Short-time windows
where the triangular windowing function is
w2(τ) =

4τ τ ∈ (0, 1/2)
4(1− τ) τ ∈ (1/2, 1)
Consistent with the conditions of short-time windows, substituting the triangle window into
Eq. (4.9), along with C = 1, gives A = B = 0 and J2 − J = J ′2 − J ′ = 0.
Piecewise Quadratic Window (M = 3T )
For n = 3, the window is piecewise quadratic, with the windowing function given by
w3(τ) =
9
2

3τ2 τ ∈ (0, 1/3)
6τ(1− τ)− 1 τ ∈ (1/3, 2/3)
3(1− τ)2 τ ∈ (2/3, 1)
It can be shown that the piecewise quadratic window meets the condition for zero error,
A = B = 0. Note that to minimize |B| in Eq. (4.9) let C = 3/2.
Cubic Polynomial Windows and Higher
In addition to the first two short-time windows presented, larger span windows can be
devised in similar fashion. The increased time span allows for increased smoothness of the
window, and decreases dependence on an accurate calculation of the period. To examine
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Figure 4-4: Contributions from each period to A and B for short-time windows
this further, demonstrations and comparisons of piecewise cubic (n = 4) and quartic (n = 5)
windows are included.
Convergence with Error in Period Estimate
The period may not be exactly known for short-time windows and an approximate period
Test = T + δT may be used to set the window span.
Theorem 5. For an approximate period Test with period error δT = Test−T and integration
over n periods, the errors in the objective function and sensitivity satisfy:
|Jn(β, n(T ± δT ))− J (β)| ≤ O(δTn) (4.21)∣∣J ′n(β, n(T ± δT ))− J ′(β)∣∣ ≤ O(δTn−1), (4.22)
respectively.
Proof. At the estimated harmonics of the output, computed from Test, the multiply-convolved
window Eq. (4.20) has zero derivatives with respect to the frequency, up to and including
the (n− 1)th derivative, with nonzero nth and higher derivatives. To determine the error in
the window weight near a harmonic frequency, ωi, take a Taylor series expansion about the
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estimated harmonic frequency, ωi,est ≡ 2pii/Test, with ωi = ωi,est + δωi, which reduces to:
ŵn(ωi)− ŵn(ωi,est) = ŵ
(n)
n (ωi,est)
n!
(δωi)
n +O((δωi)n+1) + . . .
= O((δωi)n) (4.23)
In the limit δT → 0, δT ∝ δω. From Eq. (4.23), each harmonic’s component is O((δT )n),
and the total contribution to the output error over all harmonics is of the same order,
directly giving Eq. (4.21). As previously described, the error in the output sensitivity is
proportional to the error introduced into the derivative of the convolved output with respect
to the frequency over all ω > 0 harmonics. A Taylor series for the derivative of dŵ(ωi)/dω
about ωi,est results in:
dŵn(ωi)
dω
− dŵn(ωi,est)
dω
=
ŵ
(n)
n (ωi,est)
(n− 1)! (δωi)
n−1 +O((δωi)n) + . . .
= O((δωi)n−1) (4.24)
which, similar to the output, translates directly to Eq. (4.22).
4.2 Periodic Sensitivity Calculation
The periodic sensitivity may be computed using either a tangent or adjoint differentiation
of the primal problem, Eq. (2.6). The choice between the tangent and adjoint is problem
dependent, typically determined by the number of inputs relative to the number of outputs:
a tangent state must be computed for each input parameter, an adjoint state for each output.
Additionally, the adjoint requires the storage or recalculation of the primal solution for use
in the adjoint backward-time sweep[40, 121], a requirement avoided by the tangent. The
tangent sensitivity was used for the test cases in this work, as it allowed the evaluation of
multiple windows for a single primal and tangent forward time solution.
The tangent problem corresponding to integrating the windowed output over a span of
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length M is:
dv
dt
+ f ,β(u;β) + f ,u(u;β)v = 0 ∀t ∈ [teq, tr +M ] (4.25)
v(teq) = 0
where v ≡ u,β is the tangent variable. For problems with multiple input parameters, a
tangent variable associated with each parameter must be computed. The primal state is
required in Eq. (4.25), and is typically solved for simultaneously with the tangent, using ueq
as a fixed initial condition for the primal problem. tr is a relaxation time defined such that
t ∈ (teq, tr) is sufficient time that periodicity can be recovered given a small perturbation
to the equilibrium solution at time teq. The relaxation time allows the tangent variable to
equilibrate, and is required to remove the effects of the fixed initial condition, v(teq) = 0.
Rather than beginning calculation of the tangent state at time teq, the primal and tangent
states may also be equilibrated simultaneously: the strict requirement is that both the
primal state, u, and the tangent state, v, have reached equilibrium at time tr. Once the
primal and tangent states are computed to time tr+M , the output sensitivity to a parameter
is given by:
dJw
dβ
=
∫ tr+M
tr
w((t− tr)/M) {g,β + g,uv} dt (4.26)
where g(u;β) is the instantaneous objective function with the time dependence coming
through u ≡ u(t, β). To maintain consistency with the temporal discretization of the primal
and tangent problems, the time integration of the output sensitivity should be carried
out using the same timestepping scheme. If the unwindowed integrands of a temporal
discretization of Eq. (4.26) are stored for each timestep, the window weighting may be
applied as a post-processing step, allowing computation with several different windows
using the same primal and tangent solutions.
In summary, the process to apply a window to a tangent solution, Figure (4-5), is:
1. Solve primal problem forward in time to equilibrium periodic oscillation at time teq
for ueq ≡ u(teq, β);
2. Solve primal and tangent problems forward in time to tr to equilibrate the tangent
solution;
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3. Continue primal and tangent problems forward in time over the span of the window
to tr +M ;
• Simultaneously integrate the sensitivity, or
• Store the unweighted sensitivity integrand of Eq. (4.26) for later sensitivity cal-
culations.
teq tr tr +Mwt0
u(tr +M)u0 u(teq) u(tr)
v0 v(tr) v(tr +M)
Figure 4-5: Process to compute windowed tangent sensitivity
The adjoint problem to solve in backward time is:
ψ(tr +M) = 0 (4.27)
−dψ
dt
+ fT,uψ = w((t− tr)/M)g,u ∀t ∈ [tr, tr +M ] (4.28)
−dψ
dt
+ fT,uψ = 0 ∀t ∈ [teq, tr] (4.29)
With a zero terminal condition, the adjoint is excited by the windowed output derivative
in a backward-time solution of Equation (4.28). Equation (4.29) is continued backward in
time from tr with no forcing to allow the adjoint state to equilibrate. This is analogous
to the equilibration of the tangent state before the nonzero window can be applied. The
output sensitivity to a parameter is:
dJw
dβ
=
∫ tr+M
tr
w((t− tr)/M)g,β dt−
∫ tr+M
t0
ψf ,β dt
Unlike the tangent state, the calculation of the adjoint state is not separable from the
window weighting. While the cost of the adjoint is insensitive to the number of input
parameters, each adjoint state is specific to a particular output and window. The process
to apply a window to an adjoint solution, Figure (4-6), is:
1. Solve primal problem forward in time to equilibrium periodic oscillation for ueq;
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2. Continue primal problem forward in time to tr +M , storing the solution;
3. Solve adjoint backward in time from tr +M to tr with nonzero forcing term from the
windowed output, simultaneously integrating the sensitivity;
4. Continue adjoint backwards solve with no forcing term to allow it to equilibrate at
teq, continuing the sensitivity calculation.
teq tr tr +Mwt0
u(tr +M)u0 u(teq) u(tr)
ψ0ψ(tr)ψ(teq)
Figure 4-6: Process to compute windowed adjoint sensitivity
4.3 van der Pol Oscillator
4.3.1 Model Problem
The van der Pol oscillator is a nonlinear modification of the linear oscillator:
utt + β(u
2 − 1)ut + u = 0 (4.30)
which reduced to a first order system becomes:
 u1
u2

t
+
 −u2
β(u21 − 1)u2 + u1
 = 0 (4.31)
with two states, u1 ≡ u and u2 ≡ ut. For a positive nonlinear parameter, β > 0, the oscilla-
tor exhibits a limit cycle oscillation. Moreover, the period of the limit cycle depends on the
nonlinear parameter, leading to failure of square windowing calculations. The instantaneous
output is given by the square of the first state, g(t) = u(t)2, for which the time-average
output and sensitivity with respect to β are of interested. The resulting problem is solved
using a fourth order ESDIRK timestepping scheme. The sensitivity is computed with the
tangent derivative method, using the tangent of the discrete primal system. The primal
solution for the first 10 periods is shown in Figure (4-7). The primal demonstrates that the
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Figure 4-7: van der Pol oscillator primal solution (β = 0.5)
van der Pol oscillator equilibrates to the limit cycle extremely quickly, to machine precision
within five periods.
4.3.2 Adjoint and Sensitivity Behavior
In order to examine the behavior of the adjoint state, the vdP was investigated for windows
extending across t ∈ (0, 10T ), with a lead-in from t = −5T . The first adjoint state for
the four long-time windows is shown in Figure (4-8). The magnitude of the oscillation of
the adjoints closely follow the shape of the windows, indicating that the adjoint is highly
dependent on the local excitation from the windowed output derivative (and that the primal
state is insensitive to perturbations). The running sensitivities are shown in Figure (4-9).
The square window has completely different behavior from the smoother windows, so much
that the magnitude of the sensitivity is similar, but with opposite sign. Not shown, but
increasing or decreasing the lead-in by T/4 flips the sign of the sensitivity, exemplifying the
dependence on the overlap of the square window and the oscillation.
4.3.3 Results
For simulations presented here, the initial condition is u = (1, 0), with tr = 50T to equili-
brate the tangent derivative. For a finite-span square window, the resulting time-average
slowly converges, as seen by the output error in Figure (4-10a). The rate of convergence
of the output is shown in Figure (4-10b) for several long-time windows to demonstrate
the improved rate of convergence of the output versus window span as the smoothness of
the output window is increased. All the computed time-averaged outputs are plotted as
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Figure 4-8: Adjoint comparison for short span vdP model problem
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Figure 4-9: Sensitivity integrand and running sensitivity comparison
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disconnected points in the figure. Because the error in the output is highly dependent on
the phase of the window, i.e. where the window overlaps with the oscillation, there can be
large variations in the error with small changes in the window span. In order to show error
bounds, each point used to define the solid curves in Figure (4-10b) is the maximum over a
one period range of window sizes. Because the exact output is not known, the error is com-
puted relative to the output with the bump window at M = 800T . Consistent with theory,
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Figure 4-10: Output behavior vs. M for β = 0.5
the output error is convergent with increasing window span for all windows. The square
window converges at O(M−1), and the Hann and Hann-squared at O(M−3) and O(M−5),
respectively. Finally, the bump appears to exhibit the expected exponential convergence.
To gain insight into the behavior of the output sensitivity, we first look at the variation
of J and Js for 0 < β ≤ 2 in Figure (4-11a). The time-average smoothly increases, but the
square window with M = 10Tβ=0.5 oscillates with approximately 1% error. Plotting the
output error for three different window spans in Figure (4-11b) shows not only a decrease
in the error magnitude, but a coincident increase in the frequency of the output error
oscillation. This is caused by the sensitivity of the period to changes in β. A change in
β then causes the phase of the oscillation to shift at the window span boundaries. As the
window span increases, the span contains a larger number of periods of output oscillation
and changes in β cause larger shifts in phase at the window endpoints. As previously
demonstrated, increasing M causes the square windowed output to converge at O(M−1),
but the phase shift with changing β simultaneously increases at O(M). The sensitivity
of the square windowed output combines these behaviors, resulting in a nondiminishing
output sensitivity error. If the square windowed output and its sensitivity to β were used
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for optimization with respect to β, the oscillation of Js observed in Eq. (4-11) could stall
the optimization process in a local extremum.
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Figure 4-11: Output behavior vs. nonlinear parameter β
The output sensitivity with respect to β was investigated in Figure (4-12) with the
same long-time windows as for the output. For shorter span windows, the convergence of
the square and Hann windows match the convergence rate of the output, i.e., the error in
the sensitivity is dominated by the A term. For larger span (smaller error) square and Hann
windows, the convergence rate decreases by one order as predicted by Theorem (4). The
Hann-squared window matches the output convergence rate, but levels off due to numerical
precision with the expectation that it would have otherwise had similar behavior. The
convergence of the bump window for the sensitivity integration retains the same exponential
shape as for the output before leveling off due to precision.
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Figure 4-12: Output sensitivity error vs. window size
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Short-time windows were investigated with the square (1 period), triangle, piecewise
quadratic, cubic, and quartic windows for both positive and negative period error. Figure (4-
13a) confirms that for an approximate period Test with period error δT = Test − T , the
error in the output converges at the expected rate. Figure (4-13b) shows that the output
sensitivity follows the same convergence rate as the output for δT/T > 2e − 3, indicating
that in this range the error is bounded by the error associated with A. For smaller errors,
the error is dominated by the B term and converges at the expected slower rate.
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Figure 4-13: Short-time window time-average error vs. |δT |/T for β = 0.5 (dash line at 1%
error)
These convergence rates are highly dependent on the overlap of the timesteps with the
window. In the case where the timestep does not line up with the window discontinuities,
an error (dependent on the smoothness of the window) can be introduced which decreases
the convergence rate. This is demonstrated in Figure (4-14) for timesteps corresponding to
10 and 1000 steps per period and the error defined relative to the piecewise quartic window
at the best calculated period for that timestep. Whereas the convergence rates with respect
to window span for long time windows are relatively insensitive to the timestep, short time
windows have proven to be extremely sensitive.
For many engineering applications, 1% error is an acceptable error threshold. To achieve
this error level in the output requires ≈ 10 periods with square window and 2 or fewer for any
of the smoother windows. For the sensitivity the square window levels off before achieving
this level accuracy. The Hann window requires almost 15 periods; the Hann-squared, 5
periods; and the bump, 7. It is only for lower error that the bump window requires a shorter
window span than the Hann-squared window. Any of the non-square short-time windows,
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Figure 4-14: Timestep study of short-time window time-average error vs. |δT |/T for β = 0.5
[log10(T/∆t): solid = 3; dash = 1]
achieve 1% error in the output with error in the period as high as 10%, and the quartic
window achieves 1% error in the sensitivity with period approximation 9%. Compared to
long-time windows, short-time windows offer a modest decrease in the number of periods
that must be simulated to compute the output sensitivity, even using relatively inaccurate
period approximations. Relative to the size of the lead-in, this savings may not justify the
need to approximate the period and modify the output window accordingly.
4.4 Airfoil at High Angle of Attack
4.4.1 Results
The subsonic, laminar flow NACA0012 case described in Section 3.2 at α = 9◦ is used to
demonstrate the impact of output windowing on sensitivity analysis of an aerodynamics
application. The NACA 0012 problem at α = 9◦ was examined using several windows,
with the goal of recreating the results of the van der Pol oscillator for the more complex
system of equations, in particular Figure (4-12) and Figure (4-13). The output of interest is
the time-average lift coefficient with the angle of attack as the system parameter to which
we wish to compute sensitivity. Shown in Figure (4-15a), the problem is initialized to a
small perturbation of the stationary point solution and allowed to run to time t = 200, such
that the initial transient has for the most part died out leaving an equilibrium oscillation.
The windowed time-average lift, Jw, was computed for a range of window spans from one
period up to 1000 periods using a lead-in to equilibrate the tangent state of 175 periods.
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The period is approximated by interrogating the trough-to-trough time over approximately
90 periods. At α = 9◦, the period is approximately T = 1.016123. The NACA 0012 at these
conditions has a non-negligible dependence of the oscillation period and the time-average
lift coefficient on the angle of attack, shown in Figure (4-15b) using a bump window with
M = 1000T .
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Figure 4-15: NACA 0012 - unsteady solution
Figure (4-16a) show the output error for several windows computed relative to the output
with the bump window and M/T = 1000 giving CL = 0.4004230632468. The output error
of the square window is bounded by O(M−1). As with the van der Pol oscillator, the output
weighted by the Hann window converges at O(M−3). The Hann-squared window converges
at approximately O(M−5), but the convergence rate is not as uniform as the Hann window
due to numerical precision. The bump window error appears to follow an exponential
trajectory through 30 periods, but levels off to converge at approximately the same rate as
the Hann-squared windowed output. When the timestep is decreased to ∆t = 0.002, the
error for the Hann-squared and bump windows exhibit less noise and adhere more closely
to the expected rates.
The sensitivity of the time-average CL to angle of attack was computed using the
tangent equations, and is investigated in Figure (4-17a). The output sensitivity error is
computed relative to the sensitivity using the bump window and M/T = 102.5 giving
CL,α = 3.2801494. For smaller window spans (from 1 to 10 periods), the square and Hann
windows converge the output sensitivity at the same rate as for the output, but as the
window spans continue to increase through 100, they both begin level off. This leveling
off results in the nonconvergence of the square window and the error of the Hann window
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Figure 4-16: NACA 0012 - Output error vs. M/T (smaller max M for ∆t = 0.002 due to
cost)
converges at O(M−2). The bump and Hann-squared windows exhibit lower error than the
Hann window, but at approximately the same rate for this case. Again, when the timestep
is decreased to ∆t = 0.002, the error curves have smoother convergence rates with decreased
noise and exhibit improved convergence rates for increased span windows compared to the
larger timestep. For this problem, for both the output and the sensitivity to achieve a 1%
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Figure 4-17: NACA 0012 - Output sensitivity error vs. M/T (smaller max M for ∆t = 0.002
due to cost)
relative error, any of the suggested non-square windows will suffice with a small number
of periods (M < 10T ). The smoother windows are only necessary for tighter accuracy
requirements, as the effect of increased convergence is not found until larger M .
For short-time windows, the output and output sensitivity of the NACA 0012 were
calculated using the square, triangle, and piecewise quadratic, piecewise cubic, and piecewise
quartic windows. For timesteps comparable to that used to compute the long-time windows
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(∆t = 0.1), error due to the misalignment of the timestep with the window endpoints is
dominant and does not diminish with an improved period estimate. A smaller timestep is
required to decrease the influence of this misalignment, and so ∆t = 0.002 is used. The
smaller timestep gives a more accurate solution than the large timestep used for the long-
time windows, and so the ∆t = 0.1 results are incompatible for determining convergence
with regards to the period approximation. To correct this, the error is calculated relative
to the bump window using ∆t = 0.002 at ∼ 60 periods, and the results are shown in
Figure (4-18a) and Figure (4-18b). In the output, all five windows converge with O(δTn)
before leveling off, verifying the improved convergence rate of smoother windows. Testing
with various timesteps suggests that for the square, triangle, and quadratic windows the
leveling off is caused by the timestep misalignment. As with the outputs, the windowed
sensitivities converge at O(δTn) or better before leveling off, indicating that for larger
period error and ∆t = 0.002, the error is dominated by the A term. For smaller error,
only the square and triangle window show the decreased convergence rate related to the B
term. For both the output and sensitivity, the smoother windows level off at approximately
the same error, but with a distinct decrease in error with increased window smoothness.
Examination of the root mean square with the phase of the windows of both the output
and output sensitivity show that the sensitivity to the phase levels off as well, revealing the
limit of the accuracy of the simulation on the limit cycle: for the output, the flow solution;
and for the sensitivity, the tangent state solution. Regardless of this limitation, all n > 1
short-time windows outperform the square window.
At 1% error in the period approximation, the triangle is 2 orders of magnitude more
accurate than the square window, the quadratic another 2, and the cubic and quartic
windows more than 6 orders of magnitude more accurate. To achieve 1% error relative
error in the output, any of the n > 1 short-time windows will suffice with even a 10%
error in period approximation. To achieve the same relative error in the output sensitivity,
any of the n > 1 windows will suffice with 1% error in the period approximation. The
quartic window gives less than 1% sensitivity relative error for 10% error in the period
approximation, demonstrating the insensitivity to inaccuracy in the period approximation
for the smoother, larger n windows. For this calculation, the lead-in to equilibrate the
derivative variable (tangent or adjoint) is much larger than the window span (tr = 175 5),
thus the marginal increase in total calculation is small between a triangle or quadratic
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window and the longer cubic or quartic windows.
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Figure 4-18: Effect of period estimate error on periodic time-average error
To achieve a 1% error in the time-average lift, the choice of long-time windows make
little difference: all, including the square window, require less than 2 periods. For dCL/dα,
however, the square window asymptotes to error greater than 1%. The non-square windows
require between 4 and 6 periods, with the Hann-squared requiring the shortest window.
Short-time windows, as with the van der Pol oscillator, require only a crude approximation
of the period to reach the 1% error tolerance. Again, as with the van der Pol oscillator,
the lead-in time combined with the need to compute the period of the oscillation, however
approximate, may make long-time windows the desirable option.
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Chapter 5
Spatial Adaptation for Unsteady
Wake Problems
In this chapter, a spatial mesh adaptation method appropriate for unsteady wake problems
is proposed. A review of adjoint-based output error estimation is carried out in Section 5.1,
including steady error estimation and the unsteady extension used in this work. Section 5.2
introduces the Mesh Optimization via Error Sampling and Synthesis (MOESS) algorithm
of Yano & Darmofal[126, 127], and Section 5.3 develops the proposed modification to the
algorithm for unsteady problems with an all-time spatial mesh. Section 5.4 demonstrates
the proposed method for several inviscid and laminar Navier-Stokes problems, respectively.
5.1 Adjoint-Based Error Estimation
The spatial error estimation strategy used as a basis for the unsteady spatial error estimate
is based on the method of dual-weighted residuals (DWR) of Becker and Rannacher[13].
Output-based error estimation and adaption have been studied extensively in the literature[8,
27, 37, 42, 43, 59, 60, 88, 116]. Recent reviews of the DWR method in the context of
aerospace CFD applications are provided by Hartmann and Houston[44] and Fidkowski
and Darmofal[26]. A posteriori output error estimates enable automated mesh adaptation
by localizing error to specific elements, so that the spatial refinement can specifically target
larger-error elements. The error estimate summed over all elements gives some measure of
global output error to evaluate the quality of the solution and to determine when sufficient
accuracy is achieved.
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5.1.1 Steady Error Estimate
The Lagrangian approach, as was used to derive the adjoint and parameter sensitivities, is
commonly used to derive an output error estimate within an optimal control framework. The
error estimation analysis presented here closely follows the presentation of Modisette[69].
First, assume consistency in the finite-dimensional residual statement of Eq. (2.18), i.e., the
exact solution, u ∈ V, satisfies
Rhp(u,vhp) = 0, ∀vhp ∈ Vph
Note that the explicit β parameter dependency is dropped from the notation in this chapter.
Define the mean value linearizations (MVL) of the finite-dimensional spatial residual and
output as
R¯hp(u,uhp;v,w) ≡
∫ 1
0
R′hp [θu+ (1− θ)uhp] (v,w) dθ
J¯hp(u,uhp;v) ≡
∫ 1
0
J ′hp [θu+ (1− θ)uhp] (v) dθ
with v,w ∈ Wph = V+Vph. The primes denote Frec´het derivatives taken about the bracketed
terms. The residual and output MVL are then combined to define the Lagrangian MVL,
L¯hp(u,uhp;v,w) ≡ J¯hp(u,uhp;v)− R¯hp(u,uhp;v,w).
As in Section 2.2.1 enforcing stationarity of the MVL Lagrangian with respect to variation
in v defines the dual, ψ ∈ Wph, such that
R¯hp(u,uhp; δv,ψ)− J¯hp(u,uhp; δv) = 0, ∀δv ∈ Wph. (5.1)
For the case where δv = uhp − u, Eq. (5.1) can be rearranged to express the output error:
E = Jhp(uhp)− J (u) = J¯hp(u,uhp;uhp − u)
= R¯hp(u,uhp;uhp − u,ψ)
= Rhp(uhp,ψ)−
:0Rhp(u,ψ)
= Rhp(uhp,ψ) (5.2)
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Therefore, if the dual, ψ, is known, the output error can be computed exactly by using it
to weight the finite dimensional primal residual.
In general u and ψ are not known and approximations must be used to enable the use
of the output error estimate. The first approximation replaces the mean value linearizations
with linearizations about the finite-dimensional primal state, uhp. The second replaces the
exact adjoint in the residual weighting with a truth surrogate state. Rannacher[89], Barth
and Larson[8], Lu[59], and Fidkowski and Darmofal[28] employ H1 patch reconstruction
of ψhp ∈ Vph into Vp+1h . Barter[5] and Oliver[82], noting smearing introduced by patch re-
construction in problems with discontinuities and near curved boundaries, instead project
ψhp into a finer space, Vp
′
h with p
′ > p, and carry out several element-Jacobi smoothing
iterations. Other authors have striven for more accurate surrogates, including solving the
adjoint completely at higher polynomial order (Hartmann[43]) and a combination of in-
creased polynomial order and refined triangulation (Solin & Demkowicz[106]). The adjoint
truth surrogate used herein follows Hartmann[43] and seeks the adjoint solution in the en-
riched space Vp′h for p′ = p + 1. Using these approximations, the dual truth surrogate is
computed by
R′hp[uhp′ ](vhp′ ,ψhp′)− J ′hp′ [uhp](vhp′) = 0, ∀vhp′ ∈ Vp
′
h ,
in the enriched polynomial space exactly.
By restricting the adjoint state to an element κ, the error estimate may be localized to
an elemental error estimate:
ηκ = Rhp(uhp,ψhp′ |κ). (5.3)
This localized error estimate is the key to the adaptive process, and enables the coarsening
and refinement for each element appropriate to its current error contribution.
5.1.2 Unsteady Spatial Error Estimate
Building on the steady adjoint error estimation, an estimate of the spatial error for an
unsteady problem is derived. The error estimate is modified by including the unsteady term
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and the initial condition of the primal problem such that the unsteady MVL Lagrangian is
L¯Ehp(u,uhp;v,w, w˜) ≡ J¯ Ehp(u,uhp;v)− R¯Ehp(u,uhp;v,w)− A¯hp(u(t0),uhp(t0);v(t0), w˜)
where R¯Ehp and A¯hp are the MVL of the integrated residual and initial condition, respec-
tively:
R¯Ehp(u,uhp;v,w) ≡
∫
I
{(
dv
dt
,w
)
+ R¯hp (u,uhp;v,w)
}
dt
A¯hp(u(t0),uhp(t0);v(t0), w˜) ≡
∫ 1
0
A′hp [θu(t0) + (1− θ)uhp(t0)] (v(t0), w˜) dθ.
J¯ Ehp is the MVL of Eq. (2.23), the integrated unsteady output,
J¯ Ehp(u,uhp;v) ≡H¯hp(u(tf ),uhp(tf );v(tf )) +
∫
I
G¯hp(u,uhp;v) dt,
where H¯hp and G¯hp are defined by,
H¯hp(u(tf ),uhp(tf );v(tf )) ≡
∫ 1
0
H′hp [θu(tf ) + (1− θ)uhp(tf )] (v(tf )) dθ
G¯hp(u(t),uhp(t);v(t)) ≡
∫ 1
0
G′hp [θu(t) + (1− θ)uhp(t)] (v(t)) dθ.
The first variation of the MVL Lagrangian with variations in w, w˜, and v can be expressed
as
δL¯Ehp =− R¯Ehp(u,uhp;v, δw)− A¯(u,uhp;v(t0), δw˜)
+ J¯ Ehp(u,uhp; δv)− R¯Ehp(u,uhp; δv,w)− A¯hp(u(t0),uhp(t0); δv(t0), w˜).
(5.4)
By maintaining stationarity, the first line recovers the MVL primal residual (stationarity
wrt δw) and initial condition (stationarity wrt δw˜). The remainder constrains the MVL
adjoint by maintaining stationarity with respect to δv. To develop the error estimate, seek
adjoints, w = ψ ∈ Wph × I and w˜ = ψ˜ ∈ Wph, that satisfy:
−J¯ Ehp(u,uhp;v) + R¯Ehp(u,uhp;v,ψ) + A¯hp(u(t0),uhp(t0);v(t0), ψ˜) = 0, ∀v ∈ Wph × I.
(5.5)
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Employing integration by parts and expressing J¯ E using G¯ and H¯, this can be separated
into the familiar adjoint equation:
0 = −
(
v,
dψ(t)
dt
)
+ R¯hp(u(t),uhp(t);v,ψ(t))− G¯hp(u(t),uhp(t);v), ∀v ∈ Wph, ∀t ∈ I,
(5.6)
adjoint terminal condition:
0 =H¯hp(u(tf ),uhp(tf );v)− (ψ(tf ),v) , ∀v ∈ Wph, (5.7)
and initial condition adjoint equation:
0 =− (v,ψ(t0)) + A¯hp(u(t0),uhp(t0);v, ψ˜), ∀v ∈ Wph. (5.8)
For the case with v = uhp − u, Eq. (5.5) can be manipulated to give:
EE = J Ehp(uhp)− J Ehp(u)
= J¯ Ehp(u,uhp;uhp − u)
= R¯Ehp(u,uhp;uhp − u,ψ) + A¯hp(u(t0),uhp(t0);uhp(t0)− u(t0), ψ˜)
= REhp(uhp,ψ)−
:0REhp(u,ψ) +Ahp(uhp(t0),ψ(t0), ψ˜)−



:0
Ahp(u(t0),ψ(t0), ψ˜)
= REhp(uhp,ψ) +Ahp(uhp(t0),ψ(t0), ψ˜)
With u ∈ V × I and uhp ∈ Vph × I, EE is the error induced by the spatial discretization in
Vph for a temporally continuous problem. In general, u, ψ, and ψ˜ are unavailable and must
be approximated. As in the steady case, the mean value linearizations in Eq. (5.6), (5.7),
and (5.8) are replaced by linearizations about uhp. The adjoint states, ψ and ψ˜, are then
computed in the enriched polynomial space, Vp′h , using the approximate linearizations. By
defining the instantaneous unsteady primal residual, Rehp(uhp,vhp; t), as the integrand of
REhp at time t such that
REhp =
∫
I
Rehp dt,
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the error at a given time can be approximated by
Ee(t) ≈ Rehp(uhp,ψhp′ ; t), ∀t ∈ I (5.9)
and for the entire time domain as
EE = J Ehp(uhp)− J E(u)
≈ REhp(uhp,ψhp′) +Ahp(uhp(t0),ψhp′(t0), ψ˜hp′) (5.10)
The term including the initial condition allows for spatial error due to an initial condition
specified in a different space than Vph, such as an analytic function or an ’exact’ solution in
V. The resulting error estimate is a measure of the spatial error only, and will be unable
to measure or localize temporal discretization error. Though it will not be utilized as such
here, Eq. (5.9) does localize spatial error in time, and so could be used toward developing
temporally evolving spatial meshes. As with the steady case, the error estimate can be
localized to an elemental error estimate by restricting the adjoint to a single element:
ηEκ =
∫
I
ηeκ(t) dt ≈
∫
I
Rehp(uhp,ψhp′
∣∣
κ
, t) dt+Ahp(uhp(t0),ψhp′(t0), ψ˜hp′
∣∣
κ
). (5.11)
The above terms are not specific to a particular temporal discretization. As the goal is
only to estimate spatial error, the adjoint truth surrogate, ψhp′ , is discretized temporally
using the dual of the temporally discrete primal, as described in Appendix (A). It is not
necessary, as it is for temporal error estimation, to compute the adjoint truth surrogate
using a more accurate temporal discretization.
5.2 Steady Adaptation Algorithm
The spatial adaptation method for unsteady flows developed here utilizes the Mesh Op-
timization via Error Sampling and Synthesis (MOESS) algorithm developed by Yano &
Darmofal[126, 127]. In this section, MOESS is reviewed in preparation for its extension to
an unsteady problem.
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(a) Metric field, M (b) Simplex mesh, Th
Figure 5-1: Metric-mesh pair example (Modisette[69])
5.2.1 Metric-Based Anisotropic Mesh Generation
This section reviews the concept of a metric tensor and the metric manipulation framework
employed by Yano & Darmofal[127], drawing on the work of Loseille and Alauzet[55].
Definition 1. A Riemannian metric field {M(x)}x∈Ω is a smoothly varying field of sym-
metric positive definite (SPD) matrices on Ω ⊂ Rd. The length of a segment −→ab from a ∈ Ω
to b ∈ Ω in the metric space is given by
`M(
−→
ab) =
∫ 1
0
√−→
abTM(a+−→abs)−→ab ds.
Definition 2. A metric-conforming tessellation is one such that all edges in the tessellation
are approximately unit length in the metric space as computed consistent with Definition 1.
That is,
`M(e) ≈ 1 ∀e ∈ Edges(Th).
A metric tensor, Mκ ∈ Sym+d , is a unique symmetric positive definite (SPD) matrix
which can encodes an element’s anisotropic element size and shape information, thereby also
encoding the ability of the element κ ∈ Th to approximate a function. While the metric for
each element computed from a given tessellation is unique, a nonunique family of meshes
can be constructed to conform to a given metric field. An example of a complementary
metric-mesh pair is shown in Figure (5-1). A requested change in the size or shape of a
tessellation, as part of a mesh adaptation algorithm, can be expressed as a desired change
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in the mesh metric field.
It is found that the manipulation of the components of the metric matrices in the
Euclidean sense, i.e., M = M0 + δM, presents some difficulties, chiefly that the δM
must be carefully selected to retain positive definiteness of M, and the means to realize
specific changes in size/shape of M via δM is not readily apparent. A solution is found
with the affine-invariant Riemannian framework introduced by Pennec et al.[85]. In their
framework, the change to a metric M0 is induced by the exponential map of a tangent
metric, S ∈ Symd:
M(S) ≡M1/20 exp(S)M1/20 . (5.12)
The metric field defined on elements is discontinuous in Th, so it is advantageous to
construct a continuous metric field. First, metrics are constructed at the vertices, ν, of
the tessellation from a mean of the element metrics touching that vertex. Using the affine
invariant framework, the mean can be computed by finding the metric that minimizes the
distance to the elemental metrics (in the affine invariant sense, i.e., the magnitude of S):
Mν = meanaffinv({Mκ}κ∈ω(ν)) = arg min
M
∑
κ∈ω(ν)
‖ log
(
M−1/2κ MM−1/2κ
)
‖2F .
where ω(ν) is the set of elements touching node ν and ‖ · ‖F is the Frobenius norm of the
metric tensor. A continuous metric can then be constructed by interpolating the vertex
metrics:
M(x) ≡ arg min
M
∑
ν∈V(κ)
wν(x)‖ log
(
M−1/2ν MM−1/2ν
)
‖2F ,x ∈ κ,
where V(κ) is the set of nodes in element κ and wν(x) is the barycentric coordinate corre-
sponding to vertex ν.
5.2.2 Steady Output Error Minimization Definition and Relaxation
Given that the accuracy and computational expense of the discrete problem is dependent
on the tessellation, Th, the adaptation problem can be cast as the constrained optimization
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problem to find the optimal tessellation, T ∗h :
T ∗h = arg infTh
E(Th) s.t. C(Th) ≤ doftarget (5.13)
where C(Th) is the cost, in terms of degrees of freedom, of representing the solution in the
space Vph. The tessellation, Th, is defined by the nodal connectivity and locations, as such
Eq. (5.13) is a generally-intractable discrete-continuous optimization problem. Following
the approach of Loseille and Alauzet[56] this problem can be made tractable by relaxing
the control of the tessellation to the control of a Riemannian metric field, {M(x)}x∈Ω:
M∗ = arg inf
M
E(Th(M)) s.t. C(Th(M)) ≤ doftarget
= arg inf
M
E(M) s.t. C(M) ≤ doftarget (5.14)
The cost can be expressed in terms of the metric field by
C(M) =
∫
Ω
c(M(x),x) dx
=
∫
Ω
cp
√
det(M(x)), (5.15)
with cp a constant for each element dependent on the polynomial order of the solution. To
estimate the behavior of E(M), the error functional, it is necessary to assume that the error
is the sum of local contributions, i.e.,
E(M) =
∫
Ω
e(M(x),x) dx (5.16)
where e(·, ·) : Sym+d ×Rd → R+. While this assumption is formally only applicable to local
errors such as projection errors, it has been found to work well for the output-based error
estimates used herein. The elemental error can then be expressed as
ηκ =
∫
κ
e(M(x),x) dx ≈
∫
κ
e(Mκ,x) dx⇒ ηκ = ηκ(Mκ)
5.2.3 Local Error Sampling
In the previous section, the error minimization problem is posed in terms of local error
Eq. (5.16) and cost Eq. (5.15) contributions. Whereas the cost is easily derived from the
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Figure 5-2: Original, edge split, and uniform split configurations and corresponding metric
modifications (Yano[127])
solution order and metric in each cell, an estimate of the error behavior, ηκ(Mκ) is still
needed. For quadrilateral elements, Houston et al.[47] propose directly monitoring the
change in error with change in element shape. A similar approach is taken by Richter[95].
For an unstructured mesh this monitoring is accomplished by local sampling, whereby
each element undergoes a set of metric modifications. For a simplex element with original
configuration κ0, the metric is modified by splitting each of the d× (d+ 1)/2 edges in turn,
or by a uniform refinement. This is shown in two dimensions in Figure (5-2) which shows
edge splits and the corresponding metric changes for a reference element. The element error
estimate Eq. (5.3) can then be re-evaluated as the sum over all the sub-elements j in each
configuration,
ηκi ≡
∑
j
∣∣∣∣Rhp(uκjihp,ψh p+1|κ0)∣∣∣∣ , i = 0, . . . , nconfig, (5.17)
to construct metric-error pairs, {Mκi , ηκi}nconfigi=1 . Note that due to Galerkin orthogonality
it is not necessary to compute a local update to the adjoint state.
5.2.4 Local Error Model
Using the metric-error pairs from the local sampling of the error, a continuous local error
model ηκ(·) : Sym+d → R+ can be constructed. First, the metrics in the metric-error pairs
are expressed as the logarithmic map of the metric relative toMκ0 , the inverse of Eq. (5.12),
Sκi = log
(
M−1/20 MκiM−1/20
)
, i = 0, . . . , nconfig.
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Similarly, the errors are measured logarithmically relative to the original configuration κ0:
fκi = log (ηκi/ηκ0) , i = 0, . . . , nconfig.
To relate fκ to Sκ, a linear function in the entries of Sκ is selected
fκi(Sκ) = tr(RκSκ) (5.18)
where the rate tensor, Rκ, satisfies a least-squares fit of the sampled data. The least-squares
reduces to an interpolation when nconfig matches the degrees of freedom of the symmetric
tensor, e.g., when the isotropic refinement is omitted from the sampling. This error model
is a generalization of an isotropic power law to the anisotropic tensor:
ηisoκ (h) = ηκ0 (h/h0)
risoκ
where risoκ is the isotropic convergence rate, hence the name “rate tensor” for Rκ.
The vertex-based metric, Mν , by combining with metric interpolation, can be used to
reconstruct a continuous representation of the metric field. The vertex metric can generally
be used directly by the mesh generator, so it is advantageous to recast the error model in
terms of a metric field defined at vertices. Assign the change in configuration metric, Sκ,
as the arithmetic mean of the change at its vertices,
Sκ = {Sν}ν∈V(κ) ≡
1
|V(κ)|
∑
ν∈V(κ)
Sν .
The error can then be expressed as
E({Sν}ν∈V(κ)) =
∑
κ∈Th
ηκ
(
{Sν}ν∈V(κ)
)
,
5.2.5 Local Cost Model
Using the same method as for the local error model, the cost function can be expressed
using Sκ
ρκ(Sκ) =
∫
κ
cp
√
detM(x) dx =
∫
κ
cp
√
det(M1/2κ0 exp (Sκ)M1/2κ0 ) dx = ρκ0 exp
(
tr(Sκ)
2
)
.
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In terms of Sν , the cost is
C({Sν}ν∈V(κ) =
∑
κ∈Th
ρκ
(
{Sν}ν∈V(κ)
)
.
5.2.6 Model Optimization
With expressions for the error and cost, the error minimization can now be formulated:
{S∗ν}ν∈V = arg inf
{Sν}ν∈V
E ({Sν}ν∈V)
s.t. C ({Sν}ν∈V) = doftarget
|(Sν)ij | ≤ α, i, j = 1, . . . , d, ∀ν ∈ V.
(5.19)
where the last term is a limit on the change allowed in the vertex metric for a given
optimization step. To carry out the approximate optimization, gradients are computed
for the error and cost, specifically with respect to a trace and trace-free decomposition of
Sν = sνI + S˜ν . The first order optimality condition is then:
∂E
∂sν
+ λ
∂C
∂sν
= 0, (5.20)
∂E
∂S˜ν
= 0, ∀ν ∈ V, (5.21)
with a Lagrange multiplier λ. Defining a local Lagrange multiplier, λν ≡ ∂E∂sν
/
∂C
∂sν
, as the
marginal change in E for a given change in C, at optimality, λν = λ,∀ν ∈ V.
To solve the optimization problem, Yano proposes the following gradient-based algo-
rithm:
-1. Evaluate ρκ0 , ηκ0 , and Rκ that define local cost and error models.
0. Set δs = α/nstep, which limits the maximum change in the metric. Initialize Sν = 0,
∀ν ∈ V and set n = 0.
1. Compute vertex derivatives and the local Lagrange multiplier (∂E/∂sν , ∂E/∂S˜ν ,
∂C/∂sν , and λν) about the current {Sν}ν∈V .
2. Improve the equidistribution of the local Lagrange multiplier by updating the isotropic
part of Sν according to:
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• Refine a fixed fraction (here 30%) of the vertices with the largest λν , incrementing
their Sν by δsI
• Coarsen a fixed fraction (here 30%) of the vertices with the smallest λν , decre-
menting their Sν by δsI
3. Improve toward the local shape optimality condition, Eq. (5.21), modifying the anisotropic
component of Sν by decrementing it with δs(∂E/∂S˜ν)/(∂E/∂sν).
4. Rescale Sν to obtain the desired degrees of freedom. That is, increment Sν by βI,
where β is computed to satisfy the cost constraint in Eq. (5.19).
5. Set n = n+ 1. If n < nstep go back to 1.
Upon computing Sν , the metric field,Mν , is updated and passed to a metric conforming
mesh generator such as the INRIA-developed Bidimensional Anisotropic Mesh Generator
(BAMG)[14, 46] in two dimensions or the Boeing Company-developed Edge Primitive In-
sertion and Collapse (EPIC)[68] in three dimensions.
5.3 Unsteady Algorithm Modification
For the unsteady case, the spatial metric-error sampling can be estimated locally in space
(for a particular element) and time (for a particular timeslab). As the interest is only to
control the spatial error, only spatial refinement is needed in the sampling. Figure (5-3)
shows a 1d example spatial element, k, at timestep n undergoing local sampling in the spatial
dimension. The local sampling for element κ integrated over timeslab n with In = (tn−1, tn)
becomes:
ηenκi (M) =
∑
j
∫
In
Rehp(uκ
j
i
hp,ψh p+1
∣∣
κ0
) dt, ∀n ∈ [1, N ], i = 0, . . . , nconfig,
Combined with the contribution from the initial condition:
ηe0κi (M) = Ahp(uhp(t0),ψh p+1(t0)
∣∣
κ0
, ψ˜h p+1
∣∣
κ0
),
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Figure 5-3: Timeslab spatial sampling – unsteady 1d example
the total spatial error sample for a given spatial element is
ηEκi(M) =
N∑
n=0
ηenκi (M).
The unsteady metric-error pairs {Mκi , ηEκi} are then used to build up the local error model,
Eq. (5.18), for each spatial element. Using the same timestepping scheme for each timeslab
with a constant timestep, the temporal cost is the same for each timeslab and factors out
of the optimization problem, Eq. (5.19), which can be solved as before.
The algorithm of Section 5.2.6 is modified by replacing Step -1 with the following:
-4. During forward time sweep, compute unhp
-3. During backward time sweep, compute ψnh p+1 and local sampling η
en
κi
-2. Evaluate ηEκi and Rκ that define the local error models.
-1. Evaluate ρκ0 that defines the local cost model.
From these modifications it is clear that once ηEκi are computed from each timeslab’s con-
tribution to the error model that the remainder of the algorithm is unchanged.
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5.4 Adaptation Results
The effectiveness of unsteady MOESS adaptation is examined by applying it to a convect-
ing, isentropic vortex. The algorithm is then applied to several laminar airfoils exhibiting
unsteady wakes with different freestream and initial conditions. For each case, the algo-
rithm is compared against the isotropic fixed fraction algorithm described by Modisette[69].
The fixed fraction algorithm is modified for unsteady problems by applying it to the time-
integrated elemental error estimate of Eq. (5.11). The 20% of elements with the largest
and smallest errors are marked for refinement or coarsening, respectively. Refined elements
are decreased in area by a factor of 3, and coarsened elements have their requested area
doubled.
5.4.1 Isentropic Vortex
The first unsteady problem considered is the convection of an isentropic vortex in uniform
inviscid flow. This problem was selected because the resulting mesh is expected to be
isotropic with a clearly defined region of mesh refinement. By removing mesh anisotropy,
the isotropic fixed fraction and MOESS adaptation are expected to perform similarly and
the isotropic performance of both methods can be evaluated.
The isentropic vortex as tested here is the same problem examined by Wang and
Mavriplis[118]. The vortex is given by
ρ = T 1/(γ−1) =
[
1− α
2(γ − 1)
16φγpi2
e2φ(1−r
2)
]1/(γ−1)
u = u∞ − α
2pi
(y − yo) eφ(1−r2)
v =
α
2pi
(x− xo) eφ(1−r2)
with α = 4, φ = 1, and freestream conditions:
(ρ∞, u∞, v∞, p∞, T∞) = (1, 1/2, 0, 1, 1).
These conditions correspond to Ma∞ = 0.423. The exact solution is pure convection of the
vortex with the freestream velocity. The vortex is initialized by an L2 projection of the
exact function into Vph at time t0 = 0 with the vortex centered at x = 0. The vortex is
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Figure 5-4: Initial & final density profile
solved forward in time to tf = 20 with the bump centered at x = 10 using the 4
th-order
five-stage DIRK temporal scheme with a timestep of ∆t = 0.5. A timestep independence
study indicates that this timestep gives temporal error much smaller than the spatial error
for the range of meshes evaluated in this study. The spatial domain extends −10 ≤ x ≤ 20
and −10 ≤ y ≤ 10 and is discretized with DG for p = 1, p = 2, and p = 3. The boundaries
of the domain are a minimum 10 mesh units from the vortex center at any time so that the
exact solution is within machine precision of the freestream condition at the boundaries.
The output of interest is the domain integral of momentum perturbation evaluated at
the final time:
J =
[∫
Ω
(ρu− ρ∞u∞)2 + (ρv − ρ∞v∞)2 dx|t=tf
]1/2
Because the exact solution is pure convection, any discretization error that is introduced
into the solution will convect with the vortex. Therefore any spatial locations through which
the same portion of the vortex travels should have the same spatial refinement.
Adaptation was initialized with a coarse uniform unstructured mesh. The mesh was
then adapted 15 times at the desired number of degrees of freedom (DOF) to find each
method’s approximation of an optimal mesh at that DOF. The final mesh was used to
initialize adaptation for the next higher DOF value. The output error was computed for
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Figure 5-5: Convecting vortex - Fixed fraction DWR/MOESS comparison (error relative to
continuous problem)
the last 5 iterations for each DOF, and the average plotted in Figure (5-5). The MOESS
and fixed fraction approaches give nearly identical behavior. Both result in approximately
E = O(h2p+1) error convergence, a result that is consistent with the convective nature of
the problem. The biggest difference between the meshes for the fixed fraction algorithm and
the MOESS algorithm is the small amount of noise introduced into the mesh sizing for the
fixed fraction algorithm shown in Figure (5-6). This is due to the fixed fraction of elements
that are marked for refinement and coarsening not equilibrating to a smooth mesh metric
field, but continually overshooting and correcting the refinement. One possible solution is
to decrease the amount of change prescribed for the refined and coarsened elements, but
the effect on the solution here appears to be minimal.
Whereas the primal solution is pure convection, the adjoint exhibits additional complex-
ity. Figure (5-7) shows snapshots of the mass and x-momentum components of the adjoint
at intervals of 5 time units. The largest magnitude of the adjoint tracks the primal vortex
with weak disturbances that propagate outward from the vortex at the speed of sound. As
it propagates backward in time, the large magnitude core takes on a spiral character not
found in the primal.
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(a) Fixed fraction DWR (b) Fixed fraction (zoom)
(c) MOESS approach (d) MOESS approach (zoom)
Figure 5-6: Convecting vortex - Final mesh comparison
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(a) ρ adjoint, t = 20 (b) ρu adjoint, t = 20
(c) ρ adjoint, t = 15 (d) ρu adjoint, t = 15
(e) ρ adjoint, t = 10 (f) ρu adjoint, t = 10
(g) ρ adjoint, t = 5 (h) ρu adjoint, t = 5
(i) ρ adjoint, t = 0 (j) ρu adjoint, t = 0
Figure 5-7: Convecting vortex - Mass and x-momentum adjoint snapshots
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Figure 5-8: Periodic time-average lift error
5.4.2 NACA Airfoils
NACA 0012 Long-Time Windowed Average, α = 9◦, Re = 1500
For continuity with the previous sections, the NACA 0012 is first adapted for the same
problem as used in Chapters (3) and (4). The same timestep of ∆t = 0.1 is used here, now
with the 4th-order, five-stage DIRK scheme. For adaptation the spatial domain is extended
to −50 ≤ x, y ≤ 50. The time-average lift coefficient is computed using a p = 3 DG spatial
discretization. A lead-in time of t ∈ [−80, 0] is used to allow the primal to equilibrate in the
forward time sweep and the adjoint in the backward sweep. The windowed time-average
is then calculated over t ∈ [0, 20] using both a Hann-squared and a square window. The
same stationary adaptation procedure as for the isentropic vortex is employed here with 15
adaptation iterations at each DOF level.
Convergence of the output error with mesh size is plotted in Figure (5-8). At the
highest DOFs tested (20k-30k), the convergence rate is approximately E = O(h2p+1) for
both the MOESS and fixed fraction algorithms using the Hann-squared window. There is
no significant difference in error level between the adaptation methods for this problem.
Unlike the Hann-squared windows, when the adaptation is driven by the output with the
square window, it begins to level off just below 10−3 relative error. This is due to the
limited accuracy of the square window in capturing a periodic output for the chosen window
span, as expected from Figure (4-16). Also shown in Figure (4-16) is the convergence
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(a) Fixed Fraction nearfield (b) MOESS nearfield
(c) Fixed fraction entropy (d) MOESS entropy
Figure 5-9: NACA 0012 periodic average lift - nearfield mesh and entropy (30k DOF)
of the Hann-squared output computed from the MOESS mesh adapted using the square
window output. This output converges without any degradation. The insensitivity of the
adaptation’s performance to the detail of the unsteady output (Hann-squared versus square
windows) reinforces the applicability to wake problems of a single spatial mesh.
Because of the low Reynolds number and high p order, Figure (5-9b) shows the MOESS
approach only introduces a small amount of boundary layer anisotropic refinement. This
allows some additional refinement in the wake, which does not significantly improve the
overall error performance with respect to the fixed fraction DWR approach, but does result
in a somewhat smoother convergence history. Figures (5-9c) and (5-9d) show entropy snap-
shots and mesh of the vortex street for both adaptation algorithms. Both methods result
in very similar vortex streets even with the difference in nearfield anisotropy.
The farfield of Figure (5-10) shows refinement several body lengths away from the airfoil.
The radius of the refined region is consistent with the maximum range for a disturbance
originating at the surface within the time span of the windowed output. Snapshots of the
Mach number and the adjoint of the x-momentum equation are shown in Figure (5-11).
103
(a) Fixed fraction farfield (b) MOESS farfield
Figure 5-10: NACA 0012 periodic average lift - farfield (31k DOF)
Starting at the final snapshot and progressing backward in time, the magnitude of the
adjoint increases as the Hann-squared window function increases. As the window tapers off
(t = 5 and t = 0), the adjoint begins to develop an oscillatory character in the wake and
along the stagnation line that matches the vortex shedding frequency. The magnitude of
the adjoint does not diminish as quickly as the window function and is not symmetric over
the window span. In the unforced region, t < 0, the adjoint slowly decreases magnitude
until it is truncated at t = −80. The mach number shows the same equilibrium vortex
street throughout.
Impulsively Started NACA 0012
The second test with the NACA 0012 geometry in laminar viscous flow is an impulsive
start, where for t ≥ 0 the freestream conditions are Ma = 0.25, α = 8◦, Re = 5000.
A similar problem was investigated by Fidkowski & Luo[30]. Here the entire flow field
is initialized to uniform freestream, which introduces an inconsistency with the no-slip
boundary condition at the airfoil surface. The simulation is run for t ∈ [0, 10] using the
fourth-order DIRK with ∆t = 0.05. The output is the time-average over the last convective
time unit: J = ∫ 109 CL dt. DG p = 1 and p = 2 are used spatially with expected convergence
rate E = O(h(p+1)) = O(DOF−(p+1)/2). The stationary adaptation procedure was again
employed with 15 adaptive iterations at each DOF level, averaging the output from the
final 5 iterations.
For p = 2, MOESS gives consistently lower error at the same DOF as compared to the
isotropic fixed fraction DWR. The lower order p = 1 adaptation shows a larger improvement
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(a) Mach #, t = −20 (b) ρu adjoint, t = −20
(c) Mach #, t = −10 (d) ρu adjoint, t = −10
(e) Mach #, t = 0 (f) ρu adjoint, t = 0
(g) Mach #, t = 5 (h) ρu adjoint, t = 5
(i) Mach #, t = 10 (j) ρu adjoint, t = 10
(k) Mach #, t = 15 (l) ρu adjoint, t = 15
Figure 5-11: NACA 0012 periodic average - Mach # and x-momentum adjoint snapshots
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Figure 5-12: NACA 0012 impulse start average lift over t ∈ [9, 10]
by using MOESS because more anisotropy is introduced in the near wall mesh. The reason
for this is that the relatively modest increase in Reynolds number from 1500 in Section 5.4.2
to 5000 requires more boundary layer refinement, as shown in Figure (5-13). The anisotropic
capability of MOESS is more efficient in the viscous layer, allowing additional degrees of
freedom to be used in the unsteady wake region (compared to the isotropic fixed fraction
method). As with the long-time average, the farfield shows refinement several body lengths
from the airfoil. This is shown in Figure (5-14). Here the domain of refinement is limited
by the maximum range for signals that originate at t = 0 at the surface and impact the
lift coefficient for 9 ≤ t ≤ 10,the timespan of interest for the output. Figure (5-15) shows
the lift coefficient time history at several DOF levels for both adaptation approaches and
p orders. After the initial transient, the lift coefficient appears to be moving toward a
limit cycle oscillation. Snapshots of the Mach number and the adjoint of the x-momentum
equation are shown in Figure (5-16). Concurrent with the starting vortex formation and
convection, a large-magnitude, alternating-sign section of adjoint convects upstream (in
backward time) along the stagnation line. Simultaneous with the first unsteady vortex
separation between t = 3.5 and t = 4.0, there is an increase (in decreasing time) in the
magnitude of the adjoint on the airfoil upper surface. This corresponds to the sensitivity
of the output to the onset of vortex separation, and hence to the starting vortex and the
stability of the incipient separation bubble. This results in a relatively small change in
the solution during the problem startup having a large effect on CL in the output window,
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(a) Fixed fraction nearfield (b) MOESS nearfield
(c) Fixed fraction entropy (d) MOESS entropy
Figure 5-13: NACA 0012 impulse start - nearfield mesh and entropy, p = 2, t = 10
(a) Fixed fraction farfield (b) MOESS farfield
Figure 5-14: NACA 0012 impulse start - farfield & nearfield, p = 2
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(a) Fixed fraction, p = 1
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(b) Fixed fraction, p = 2
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(c) MOESS, p = 1
0 2 4 6 8 10
0
0.2
0.4
0.6
0.8
1
1.2
Time, t*Uinf/L
Li
ft 
Co
ef
fic
ie
nt
 
 
Fine grid
DOF=1000
DOF=3162
DOF=10000
DOF=31623
(d) MOESS, p = 2
Figure 5-15: NACA 0012 impulse start - CL history
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(a) Mach #, t = 0.5 (b) ρu adjoint, t = 0.5
(c) Mach #, t = 2.0 (d) ρu adjoint, t = 2.0
(e) Mach #, t = 3.5 (f) ρu adjoint, t = 3.5
(g) Mach #, t = 4.0 (h) ρu adjoint, t = 4.0
(i) Mach #, t = 6.0 (j) ρu adjoint, t = 6.0
(k) Mach #, t = 8.0 (l) ρu adjoint, t = 8.0
Figure 5-16: NACA 0012 impulse start - Mach # and x-momentum adjoint snapshots
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Figure 5-17: NACA 0006 gust encounter - problem setup and fine mesh lift history
t ∈ [9, 10]. Once the separation bubble becomes unstable, however, the flow is less sensitive
to further perturbations.
NACA 0006 Subsonic Gust, α = 0◦, Re = 10000
The final laminar flow test replaces the NACA 0012 airfoil with a thinner NACA 0006.
Freestream conditions for this test are Ma = 0.4, α = 0◦, and Re = 10000. The initial
condition is the steady solution superimposed with a vertical gust profile centered 5 chord
lengths ahead of the leading edge (xc = −5c). The gust, shown in Figure (5-17a) is de-
scribed by a Gaussian profile with a peak magnitude of 0.3U∞ and a standard deviation
of one-quarter chord. The gust profile is clipped and its magnitude is shifted such that
the perturbation is nonzero only for |x − xc| ≤ 4 and is C0 continuous at |x − xc| = 4:
Additionally, the gust profile is smoothed to zero near the upper and lower boundaries of
the domain to maintain consistency with the freestream boundary condition. The gust
profile, ugust, is introduced into the initial condition by A = R(u(0)− ugust) = 0. Rather
than interpolating the gust into the finite-dimensional solution space, Vph, the exact gust is
evaluated and subtracted from the state (and its gradient from the state gradient) at each
quadrature point in the residual evaluation. The simulation is run for t ∈ [0, 10] using the
fourth-order DIRK with ∆t = 0.05. Solution orders p = 1 and p = 2 are used spatially. The
adaptation procedure was again employed with 15 adaptive iterations at each DOF level,
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Figure 5-18: NACA 0006 gust encounter - output error
averaging the outputs from the final 5 iterations. The output is the time-average lift coef-
ficient over the entire timespan. The fine mesh output history is shown in Figure (5-17b).
The lift is initially zero and remains so until the gust reaches the airfoil. Because the airfoil
is at zero angle of attack, the lift spikes and oscillates for a short time before settling back
toward zero.
As with the impulsively started NACA 0012, the increased Reynolds number leads to a
relative improvement of MOESS (which allows anisotropy) over the fixed fraction isotropic
approach. Both p = 1 and p = 2 MOESS converge at E = O(hp+1), though the slope of
the p = 1 line does lessen for the last point. The fixed fraction isotropic error convergence
is erratic, between a factor of 2 and an order of magnitude larger than the same p MOESS
results. The overall convergence rate is slower than for the previous airfoil cases. This
is likely due to the non-smooth introduction of the gust, decreasing the regularity of the
solution. The farfield meshes for these simulations, shown in Figure (5-19), give some further
insight into the slower convergence. The mesh refinement tracking the gust extends up to 25
chord lengths above and below the airfoil, and the mesh is exceptionally fine for p = 1. This
leaves fewer degrees of freedom available for refinement near the body. The fixed fraction
and MOESS nearfield meshes at 31k DOF are shown in Figure (5-20), demonstrating the
anisotropy introduced by the MOESS algorithm. A snapshot of the entropy at t = 7.5
in Figure (5-22) shows the vortices induced by the passing gust, which is faintly visible a
body length and a half downstream of the airfoil. The vortices are more clearly defined in
111
(a) Fixed fraction, p = 1 (b) Fixed fraction, p = 2 (c) MOESS, p = 1 (d) MOESS, p = 2
Figure 5-19: NACA 0006 gust encounter - farfield (31k DOF)
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(a) Fixed fraction, p = 1 (b) MOESS, p = 1
(c) Fixed fraction, p = 2 (d) MOESS, p = 2
Figure 5-20: NACA 0006 gust encounter - nearfield mesh (31k DOF)
(a) Fixed fraction, p = 1 (b) MOESS, p = 1
(c) Fixed fraction, p = 2 (d) MOESS, p = 2
Figure 5-21: NACA 0006 gust encounter - entropy (t=7.5) (31k DOF)
113
0 2 4 6 8 10
0
0.2
0.4
0.6
0.8
1
1.2
Time, t*Uinf/L
Li
ft 
Co
ef
fic
ie
nt
 
 
Fine grid
DOF=5623
DOF=17783
DOF=56234
(a) Fixed fraction, p = 1
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(b) Fixed fraction, p = 2
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(c) MOESS, p = 1
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(d) MOESS, p = 2
Figure 5-22: NACA 0006 gust encounter - CL history
the MOESS mesh, reflecting the increased availability of degrees of freedom. Figure (5-22)
shows the lift coefficient time history at several DOF levels for both adaptation approaches
and p orders. After the initial transient, the lift coefficient quickly returns to the steady
state value. Finally, snapshots of the Mach number and the adjoint of the x-momentum
equation are shown in Figure (5-23). The most prominent features in the adjoint are the
large magnitude region that tracks the gust and the acoustic-like wave excited by the passage
of the gust past the airfoil. The initial condition adjoint, ψ˜ is significantly different than
ψ, resembling the adjoint for the steady-state problem.
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(a) Mach #, t = 0.0 (b) ρu initial condition adjoint
(c) Mach #, t = 0.5 (d) ρu adjoint, t = 0.5
(e) Mach #, t = 3.5 (f) ρu adjoint, t = 3.5
(g) Mach #, t = 5.0 (h) ρu adjoint, t = 5.0
(i) Mach #, t = 6.0 (j) ρu adjoint, t = 6.0
(k) Mach #, t = 8.0 (l) ρu adjoint, t = 8.0
Figure 5-23: NACA 0006 gust encounter - Mach # and x-momentum adjoint snapshots
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Chapter 6
Conclusions
6.1 Summary & Contributions
This thesis examines three aspects of unsteady adjoint analysis in computational fluid dy-
namics. First, the need for unsteady analysis is motivated, even for problems that can be
solved for a steady-state solution or that possess small-scale output unsteadiness. Next, the
nonconvergence of finite-time averages to approximate periodic outputs and output sensi-
tivities is investigated. The theoretical basis for this lack of convergence is identified and
output windowing is proposed to alleviate it. Finally, unsteady simulation introduces addi-
tional complexity into error estimation and mesh adaptation. To address this, an unsteady
error estimate and anisotropic, spatial adaptation method for unsteady wake problems is
developed.
Contribution 1: Demonstration that unconverged steady flow calculations, even with small
output unsteadiness, can lead to significant variability in the estimated output sensitivity
due to the arbitrary choice of unconverged state upon which the linearization is performed.
Further, time-inaccurate “unsteady” iterative solutions depend on the iterative method used
and may exhibit different output and output sensitivity compared to the steady flow or time-
accurate unsteady flow.
The effects of small-scale unsteadiness on adjoint-based output sensitivities were inves-
tigated through the use of a viscous, subsonic airfoil model problem. This investigation
demonstrated the potential for large variability in the estimated output sensitivity using
a steady sensitivity analysis when the nonlinear flow fails to converge to a steady state.
117
Results also showed that iterative methods commonly employed are sufficiently strong, i.e.,
insensitive to unstable modes, to converge to a stationary point solution, even when there
is strong unsteady behavior in the time-accurate solution. This unstable stationary point
flow solution satisfies the steady-state equations but is not physical and is of questionable
design value. An implication of this study is the need to consider unsteady (time-accurate)
flow and adjoint analysis even when steady-state solutions can be achieved using strong
solvers. Finally, we show that the unsteady adjoint can provide accurate sensitivities for
the time-averaged lift.
Contribution 2: Demonstration that finite time averaging causes an error in output sen-
sitivity. An expression for this error was derived showing that the error scales with the
dependence of the period on a parameter and does not decay with increasing range of inte-
gration. Additionally, due this nonconvergent error, finite time simulation introduces noise
into the design space which can trap optimization in local extrema.
Contribution 3: Development of two classes of windows to compute periodic outputs and
output parameters using finite time simulations, analysis of their convergence properties,
and demonstration of their application to output parameter sensitivity calculation.
In this work, we investigated the convergence of the outputs and output parameter sen-
sitivities of periodic problems using finite time simulation. We showed that outputs and
sensitivities computed in this manner can take excessive time to converge, and that pa-
rameter sensitivities can fail altogether to converge to the periodic value. We developed a
theoretical basis for this lack of convergence, showing that it results from the dependency of
the period on the parameter of interest, and demonstrated it using ODE and PDE examples.
To mitigate this lack of convergence, we investigated long-time and short-time windows ap-
plied to the instantaneous output: testing examples from both classes, demonstrating their
respective convergence rates, and identifying their advantages and disadvantages. These
windows enabled the accurate computation of periodic output sensitivities and decreased
simulation time to compute time-averaged outputs.
Simulations using both long- and short-time windows require a relaxation time to equi-
librate the solution and adjoint or tangent variables. For engineering problems, this lead-in
time may be much longer than the required window span. Short-time windows demon-
strate that the output of interest can be windowed over a very small number of periods, but
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additionally require knowledge of the period of oscillation. Additionally, with short-time
windows the temporal discretization must accurately capture the shape of the window at
any discontinuities, and failure to do so can introduce error into the output or sensitivity.
Long-time windows still require a relaxation time to equilibrate adjoint or tangent states,
but can compute accurate outputs and sensitivities without the need to compute the period
of oscillation. In our experiments, long-time windows have been less sensitive to interactions
between the temporal discretization and the window shape with only a small increase in
the span of the window to achieve a given error tolerance.
The primary benefit of output windows is limited to non-chaotic/stable periodic prob-
lems. Other work[51] and preliminary testing with a chaotic Lorenz oscillator confirm this,
with non-square windows performing no better than the square window for either output or
parameter sensitivity calculations. This is due to the exponential growth of perturbations
exhibited by chaotic systems. Despite this, recent work on sensitivities for chaotic prob-
lems indicates that output windowing yields improved results when combined with other
techniques[119, 120].
Contribution 4: Extension of the spatial mesh optimization framework of Yano & Dar-
mofal to develop an anisotropic, output-based error estimation and spatial mesh adaptation
approach for unsteady wake problems and other problems with smooth and persistent regions
of unsteadiness.
The unsteady spatial adaptation method developed in this work is an unsteady extension
of the MOESS algorithm of Yano & Darmofal. As in the steady case, the output error due
to spatial discretization is estimated and localized to each element. The MOESS algorithm
is then applied to control the spatial discretization error on the output of the unsteady flow.
The algorithm was demonstrated in two dimensions on an inviscid convecting vortex and
three laminar Navier-Stokes airfoil cases. The isentropic vortex demonstrated the ability
of the unsteady error estimate to drive a decrease in spatial error while achieving expected
convergence rates with respect to spatial degrees of freedom for both the fixed fraction
isotropic and the optimization-based anisotropic MOESS approach. The meshes generated
by MOESS are in general smoother than those produced by the fixed fraction algorithm,
due to the continual mesh refinement and coarsening of the latter method.
The adaptation algorithm was then applied to a vortex-shedding laminar NACA 0012
airfoil to compute the periodic time-average of lift coefficient. The applicability of the
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single mesh approach to wake problems was demonstrated by the relative insensitivity of the
adaptive performance to the windowing filter applied to the unsteady objective function.
However, the resulting mesh exhibits low levels of anisotropy and little benefit over the
isotropic fixed fraction approach. The NACA 0012 was then tested with an impulsive start
initial condition and somewhat higher Reynolds number. The increased Reynolds anisotropy
in the boundary layer leads to an order of magnitude improvement in relative error over
the isotropic approach for both p = 1 and p = 2. Finally, for a NACA 0006 encounter with
a vertical wind gust at Re = 10000, the MOESS approach results in as much as an order
of magnitude decrease in error relative to the isotropic approach.
6.2 Recommendations and Future Work
Unsteadiness detection
The work of Chapter 3 demonstrates the need for unsteady simulations and the danger of
ignoring unsteady effects for outputs and especially for output sensitivities. Unfortunately,
we do not propose any method of detection of potential unsteadiness in a steady simulation
beyond
• intentionally using a linear solver that is weak enough to be sensitive to any unstable
modes,
• computing the eigenvalues of a converged solution, or
• attempting to evolve the solution in a time-accurate fashion.
All of these options are potentially costly and none of them are conclusive as to the de-
gree and impact of any underlying unsteady behavior. An efficient method of detecting
physical unsteadiness from a steady solution, or from the process of computing a steady
solution, and providing some measure of its impact on outputs of interest is of high value
in CFD application. Such a method would provide assurance that a steady state solution
is appropriate for a given geometry and flow conditions, and remove the potential cost of
‘experimental‘ unsteady simulations.
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Time-averaged outputs and sensitivities for chaotic problems
While output windows can provide an effective means of speeding convergence of periodic
outputs and output sensitivities, windowing alone is insufficient when applied to chaotic
problems. For such problems any disturbance grows exponentially, causing any method
that depends on a linearization of the state equations, i.e., tangent or adjoint methods,
to diverge exponentially as well. Recent work by Wang[119, 120] is able to limit this
exponential growth and is a promising avenue toward computing output sensitivities for
chaotic problems at a reasonable cost.
Temporal adaptation & timeslabs
While the current implementation is restricted to single-mesh spatial adaptation and a pre-
scribed timestep, the algorithm is agnostic to the temporal discretization. This allows a
straightforward application of much of the technology developed for timeslab approaches.
For example, coupling the MOESS approach with a DG temporal discretization enables a
relatively straightforward extension to temporal error estimation and timestep control by
including error sampling in the temporal dimension. The flexibility of the sizing control
of MOESS will allow it to be applied to individual timeslabs, affording additional control
over the spatial mesh. Inclusion of temporal adaptation and temporally varying spatial
refinement will enable efficient application of this method to more general unsteady prob-
lems. However, additional algorithmic development work is necessary to balance error and
cost across multiple timeslabs. If a point-based timestepping scheme is to be retained,
temporal adaptation may still be developed by incorporating methods similar to Mani &
Mavriplis[63]. With the spatial and temporal error estimates computed independently in
this fashion, a suitable means of balancing spatial and temporal error must be developed.
The MOESS algorithm has been successfully demonstrated in three dimensions to steady
compressible flow problems[125]. While the unsteady extension in this thesis is fully compat-
ible with three spatial dimensions with no further modification, availability of computational
resources defer demonstration to future work.
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Appendix A
Adjoint Temporal Discretization
Because the time integration is discretized to evolve the problem forward in time, care must
be taken to discretize the unsteady adjoint in a manner that maintains consistency with the
forward problem. For a steady adjoint, this consistent adjoint discretization can be derived
by applying the exact dual of Giles[38], and later investigated by Nielsen, et al.[79]. For
the discretization of the unsteady adjoint, the adjoint is taken of the temporally discrete
unsteady primal. This gives an adjoint that is consistent with the discrete temporal forward
problem, including with forward (tangent) sensitivities.
For a general unsteady scheme, including multistep backward difference schemes and
multistage diagonally implicit Runge-Kutta (DIRK) schemes with Si stages at each timestep
i, the unsteady residual statement at a timestep, Eq. (2.6), can be expressed as: For
s=1,. . . ,Si
0 =M
ai,0u(s)i + Pi∑
j=1
ai,jui−j
+ dsif(ui−1;β) + s∑
j=1
bsji f(u
(j)
i ;β)
with ui ≡ u(Si)i and the initial condition satisfying
a(u0;β) = 0.
At timestep i, ai,j is the coefficient of the state at the j
th previous step, where j = 0 . . . Pi.
The coefficients ai,j include the timestep, ∆t, or combinations of timesteps at multiple steps
as appropriate. bjki is the Butcher coefficient at stage j weighting previous stage residual
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f(u
(k)
i , t;β). Coefficients for several common schemes are given in Appendix B. The mass
matrix, M, is included here to maintain consistency with a spatial discretization of f .
For temporal discretizations with an explicit first stage, such as the fourth order ES-
DIRK scheme investigated by[118], the first explicit stage simply assigns the previous time
step state to the first stage of the new step. If an adjoint state is maintained for each stage,
including the explicit stage, this adds redundant storage and an additional “placeholder”
adjoint that is proportional to the timestep. The Butcher coefficients related to the explicit
first stage are used to multiply the spatial residual of the previous time step, f(ui−1;β),
eliminating the unnecessary state and adjoint vectors. Denoting the original Butcher coef-
ficients by bˆij with Sˆ = S + 1 stages, for all bˆ1j = 0 the modified implementation is:

[
0
] [
0 · · · 0
]

d1
...
dS


b11 · · · b1S
...
. . .
...
bS1 · · · bSS


=

bˆ11 bˆ12 · · · bˆ1Sˆ
bˆ21 bˆ22 · · · bˆ2Sˆ
...
...
. . .
...
bˆSˆ1 bˆSˆ2 · · · bˆSˆSˆ

For an unsteady output, J E , given by Eq. (2.10) and including a terminal output and time
integrated output, the integration of the output can be carried out by differentiating the
integral expression,
dJ E
dt
= g(u;β).
which can then be integrated forward in time using the same time integration scheme as
the primal problem:
Pi∑
j=0
ai,jJi−j = dsig(ui−1;β) +
Si∑
s=1
bSisi g
(
u
(s)
i ;β
)
, for i = 1, N
J0 = h(uN ;β)
where the approximate unsteady output is given by J E ≈ JN . Using the same integra-
tion for the output as for the primal problem ensures that the same order of accuracy is
maintained in the output integration. Only the last stage is necessary, as the left-hand
side is an output of the right-hand side and does not feed back into it, hence there is no
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dependence of the right-hand side on the intermediate stages. To remove the summation
from the left-hand side, call the right-hand side Gi at timestep i = [1, N ]. The problem can
be written as:
AJ = G
where Ai,i−j = ai,j . Let C = A−1, and c the last row of C, giving
JE = JN = cG+ J0
For the Lagrangian in Eq. (2.11) we can apply the same procedure:
LE ≡ h(u(tf );β)− ψ˜Ta(u(0);β)
+
∫ tf
0
{g(u(t);β)−ψ(t)Tf e(u(t), t;β)} dt
dLE
dt
= g(u(t);β)−ψ(t)Tf e(u(t), t;β).
The Lagrangian doesn’t appear on the right-hand side so, as with the output, only the final
stage of each step is necessary. Define Li for i ∈ [0, N ] as the incremental contribution to
the LE , i.e.,
1
ci
Li =
δiN
ci
h(uN ;β) + d
s
ig(ui−1;β) +
Si∑
s=1
{
bSisi g
(
u
(s)
i ;β
)
−
(
ψ
(s)
i
)T
fe(u
(s)
i , i;β)
}
L0 = − ψ˜Ta(u0;β)
LE =
N∑
i=0
Li.
Note that the bSisi factor is only applied to the output portion of the right-hand side and
not including the adjoined portion. This is done because in the event of bSisi = 0 for some
s, the ψ
(s)
i becomes unavailable to remove all the terms of
∂LE
∂u
(s)
i
and stationarity wrt u
(s)
i
cannot be maintained.
To derive the discrete adjoint equations, first differentiate each component, Li, of the
Lagrangian with respect to:
139
1. the final timestep state, ui:
dLi
dui
= δiNh,u(uN ;β) + ci
[
bSiSii g,u(ui;β)−ψTi
{
ai,0M+ bSiSii f ,u(ui;β)
}]
,
2. intermediate stage states, u
(s)
i for s = 1 . . . Si − 1:
dLi
du
(s)
i
= ci
bSisi g,u(u(s)i ;β)− ai,0ψ(s)Ti M− Si∑
j=s
bjsi ψ
(j)T
i f ,u(u
(s)
i ;β)
 ,
3. previous timestep states for j = 1 . . . Pi:
dLi
dui−j
= ciδj1d
Si
i g,u(ui−1;β)− ci
Si∑
s=1
[
ai,jψ
(s)T
i M+ δj1dsiψ(s)Ti f ,u(ui−j ;β)
]
,
and
4. the initial condition constraint:
dL0
du0
= −ψ˜Ta,u(u0;β).
The derivatives then can be regrouped to maintain stationarity with respect to each usi ,
each of which gives the equation to solve for the corresponding ψsi . To solve the adjoint for
a particular timestep, first solve for ψi = ψ
(Si)
i via:
0 =
[
ai,0M+ bSiSii f ,u(ui;β)
]T
ψi −
δiN
cN
hT,u(uN ;β)−
[
bSiSii +
ci+1
ci
d
Si+1
i+1
]
gT,u(ui;β)
+
N−i∑
j=1
i+j≤Pi+j
ci+j
ci
Si+j∑
s=1
[{
ai+j,jM+ δj1dsi+jf ,u(ui;β)
}T
ψ
(s)
i+j
]
which for i = N simplifies to
0 =
[
aN,0M + b
SNSN
N f ,u(uN ;β)
]T
ψN −
1
cN
hT,u(uN ;β)− bSNSNN gT,u(uN ;β).
Once the final stage adjoint is determined for a timestep, one can then solve for the stage
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adjoints, ψ
(s)
i , starting with s = Si − 1 down to s = 1:
[
ai,0M+ bssi f ,u(u(s)i )
]T
ψ
(s)
i − bSisi g,u(u(s)i )T + fT,u(u(s)i )
Si∑
j=s+1
bjsi ψ
(j)
i = 0.
For the case where bssi = 0, e.g., an explicit step in the primal problem, the adjoint only
requires a premultiplication of a vector with the mass matrix inverse rather than a full
linear solve with the Jacobian. Note that the equations for the intermediate stage adjoints
are only dependent on the later stage solutions within that timestep, and all influence from
subsequent (later time) timesteps is through the final stage adjoint. To solve for the initial
condition adjoint, ψ˜, at i = 0,
0 = − c1dS11 gT,u(u0;β) +
N∑
j=1
j≤Pj
cj
Sj∑
s=1
[{
aj,jM+ δj1ds1f ,u(u0;β)
}T
ψ
(s)
j
]
+ a,u(u0;β)
T ψ˜.
The sensitivity to a parameter is then given by:
dJE
dβ
=
dLE
dβ
= h,β
(
u
(SN )
N
)
− ψ˜Ta,β (u0;β) +
N∑
i=1
ci
(
dSii g,β(ui−1) +
Si∑
s=1
{
bSisi g,β
(
u
(s)
i
)})
−
N∑
i=1
ci
Si∑
s=1
ψ(s)Ti
dsif ,β(ui−1) + (s)∑
j=1
bsji f ,β
(
u
(j)
i
) .
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Appendix B
Temporal Coefficients
The following coefficients are for use in the equation:
For s=1,. . . ,S
fe(u
(s)
i , t;β) =M
ai,0u(s)i + P∑
j=1
ai,jui−j
+ dsif(ui−1;β) + s∑
j=1
bsji f(u
(j)
i ;β)
u(0) = u0
a general temporal discretization of Eq. (2.6).
First-order backward difference
P = 1, S = 1
a = 1/∆t
[
1 −1
]
, b =
[
1
]
, d =
[
0
]
Second-order backward difference
P = 2, S = 1
a = 1/∆t
[
3/2 −2 1/2
]
, b =
[
1
]
, d =
[
0
]
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Second-order trapezoidal rule
P = 1, S = 1
a = 1/∆t
[
1 −1
]
, b =
[
1/2
]
, d =
[
1/2
]
Second-order explicit singly-diagonal implicit Runge-Kutta (ESDIRK)
P = 1, S = 3
a = 1/∆t
[
1 −1
]
, b =

1/2
− 3/8 1/2
− 1/3 −2/9 1/2
 , d =

1/2
5/8
7/18

Fourth-order explicit singly-diagonal implicit Runge-Kutta (ESDIRK)
Reference Jothiprasad[49]. P = 1, S = 5
a = 1/∆t
[
1 −1
]
b =

1/4
− 174331250 14
− 6544412922500 174375388108 14
− 71443401120774400 730878875902184768 22853958070912 14
0 1562583664
69875
102672 −22608211 14

, d =

1
4
8611
62500
5012029
34652500
15267082809
155376265600
82889
524892

Third-order diagonal implicit Runge-Kutta (DIRK)
Reference Rattenbury[90]. P = 1, S = 3
a = 1/∆t
[
1 −1
]
b =

0.4358665215
0.28206673925 0.4358665215
1.208496649153235 −0.64436317065323 0.4358665215
 , d =

0
0
0

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Fourth-order diagonal implicit Runge-Kutta (DIRK)
Reference Rattenbury[90]. P = 1, S = 5
a = 1/∆t
[
1 −1
]
b =

1/4
1/2 1/4
17/50 −1/25 1/4
371/1360 −137/2720 15/544 1/4
25/24 −49/48 125/16 −85/12 1/4

, d =

0
0
0
0
0

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Appendix C
Strong Linear Solvers
In this work, the strength of a linear preconditioner or solver refers to its stability and
convergence in the presence of unstable modes. The algorithms discussed below are stronger
alternatives to the ’standard’ iteration of Eq. (2.4).
C.1 GMRES
In order to stabilize their iterative method, Campobasso & Giles[17] proposed the use of
the GMRES method[100]. GMRES builds an approximate solution in the Krylov subspace
Km = 〈b,M−1P Ab, . . . ,
(
M−1P A
)m−1
b〉 (C.1)
of the preconditioned system. At each iteration, a new vector is generated in the Krylov
subspace and added to the basis of the solution. Unlike the time-marching iteration method,
GMRES is guaranteed to converge monotonically in a maximum of n, the size of the sys-
tem, iterations regardless of the presence of outlier eigenvalues as long as the matrix A is
nonsingular. The full GMRES routine can become quite memory intensive, as each Krylov
vector must be stored, and so the restarted GMRES method, called GMRES(m), is often
used in practice[21]. In the restarted GMRES method, a maximum number of Krylov vec-
tors is specified, after which the method is restarted with the current approximate solution
as the initial guess. The restarted GMRES method does not guarantee convergence, but
maintains monotonicity in convergence. The three-dimensional turbine problem of Cam-
pobasso & Giles, Figure (3-1d) is an example where too few GMRES vectors does not give
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convergence. At 20 vectors, the solution stagnates at a residual of ∼ 10−6, but at 30 vectors
converges several orders of magnitude further.
The GMRES method has the property that it solves outlier modes first, and for a small
number of outlier eigenvalues the restarted method allows for convergence with relatively
few Krylov vectors. As the number of outlier eigenvalues grows, however, so does the
minimum number of Krylov vectors needed to solve the problem and the attendant memory
requirement.
C.2 Recursive Projection Method (RPM)
Another option to stabilize the iterative method is the Recursive Projection Method (RPM)[104].
RPM projects the iteration on the unstable subspace P and the complementary subspace
Q. On the P subspace a Newton-Raphson iteration is performed, while the standard fixed
point iteration is projected on Q.
The orthogonal projectors P and Q of the subspaces P and Q are defined by the outlier
basis, Z, respectively, as
P = ZZT Q = I − P. (C.2)
The fixed point iteration (3.4), is then projected into two separate functions:
f = PF = P
[
(I −M−1P A)xn +M−1P b
]
(C.3)
g = QF = Q
[
(I −M−1P A)xn +M−1P b
]
. (C.4)
The stabilized iterations can then be written as
pn+1 = pn + (I − fp)−1 [f(pn, qn)− pn] (C.5)
qn+1 = g(pn, qn) (C.6)
where
p = Px, q = Qx, fp = P (I −M−1P A)P.
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The additional effort of the Newton-Raphson iteration in the unstable subspace is generally
small, as it only involves the inversion of a matrix sized by the number of outlier modes:
(I − fp)−1 = Z
[
I − ZT (I −M−1P A)Z]−1 ZT . (C.7)
When the iteration is detected to be diverging, an approximation of the dominant eigen-
modes is found by carrying out a QR factorization for two or more previous iterates of
q, that is, ∆qn = qn+1 − qn, and the relative magnitude of the diagonal terms of the
resulting upper triangular matrix are compared to determine which columns, if more than
one, must be added to Z. Both Shroffand Campobasso & Gilesonly attempted to add one
real or one complex pair to Z at a time. While both noted that it would be possible, and
potentially beneficial, to detect more than two modes at a time, neither did so in their own
implementations.
The additional storage cost of the RPM algorithm is directly proportional to the number
of unstable outlier modes detected. In their work with turbomachinery problems, Cam-
pobasso & Giles[18] generally encountered less than 10 unstable modes, for which GMRES
required 30 Krylov vectors to converge.
Using the same example case as used for GMRES, the convergence history for RPM
in Figure (3-1d) shows the favorable convergence rate once all of the unstable modes are
stabilized. The figure also highlights the delay in achieving that convergence rate while
RPM searches for the approximate unstable modes.
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Appendix D
NACA 0012 Mesh and Timestep
Refinement Study
In order to verify the accuracy of the time-accurate calculations in Chapters 3 and 4, the
impact of mesh and timestep refinement was studied. The dependence of the solution on the
timestep was considered at 5, 6, 9, and 10 degrees angle of attack using the baseline mesh
with ∆t = 0.01, 0.1, 0.3¯, and 1.0. Figure (D-1a) plots the difference between the mean lift
coefficient of the three coarser timesteps and the mean lift coefficient at the finest timestep.
The solutions with ∆t = 0.01 are sufficiently more accurate than the other timesteps such
that the difference is a good approximation of the temporal error. For the four angles
of attack, the difference decreases by approximately 4 orders of magnitude for a timestep
change from 1.0 to 0.1, implying that the time stepping is in the asymptotic, fourth-order
accurate, range. The temporal error in the mean lift coefficient with ∆t = 0.1 is less than
10−4 for all of the angles of attack and less than 10−6 for the α = 10◦ case. Figure (D-1b)
shows the time-accurate evolution of the solution at 10◦ for several timesteps. The coarse
timestep varies significantly from the fine timestep solution, while the medium timestep
shows good agreement. The medium timestep (∆t = 0.1) was used elsewhere in this study.
A single uniform mesh refinement is shown for α =5◦, 6◦, 9◦, and 10◦in Figure (D-2).
For 5◦, there is a difference in the unsteadiness between the baseline and refined meshes but
remains relatively small. At 6◦, the degree of unsteadiness is similar, with an apparent shift
in time. At larger angles of attack, however, the differences diminish. While further mesh
refinement studies could be conducted, we believe the flow does become unstable somewhere
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below 6◦.
10−1 100
10−10
10−8
10−6
10−4
10−2
100
Timestep, ∆t
|M
ea
n C
L 
−
 
M
ea
n 
C L
, ∆
t=
0.
01
|
 
 
α = 5°
α = 6°
α = 9°
α = 10°
(a) Mean lift difference vs. timestep
0 10 20 30 40 500.25
0.3
0.35
0.4
0.45
0.5
Time
Li
ft 
Co
ef
fic
ie
nt
, α
=
10
°
 
 
Stationary Point
∆t=0.01
∆t=0.1
∆t=1.0
(b) α = 10◦ time history
Figure D-1: Time step study for unsteady NACA 0012 at Ma = 0.5, Re = 1500
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Figure D-2: Mesh study for unsteady NACA 0012 at Ma = 0.5, Re = 1500, ∆t = 0.01,
ESDIRK4
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