Appendix: Derivations of formulas used in the text CZAR for a scalar variable
Starting from the joint distribution of Equation (??):
Inserting the Bayes formula:
Under appropriate regularity and integrability conditions on the marginal distribution, we swap the integral over λ and differentiation with respect to z, which leads to dρ(λ|z) dz dλ = 0. Noting that ρ(λ|z)dλ = 1, we obtain the CZAR expression:
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CZAR for a 2D vector variable
We start from the joint marginal distribution obtained as the ξ-conditioned integral of the partition function, as in Equation (??):
Inserting the Bayes formula as above:
Under the same regularity assumptions as in the scalar case, the first RHS term is zero. Noting that the integral of the joint conditional distributionρ(λ 1 , λ 2 |z 1 , z 2 ) is unity, we obtain the twodimensional CZAR expression:
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Distance between a function and its Gaussian convolution
Given a function f and G σ the Gaussian kernel of variance σ 2 , we consider
as an approximation of f (x) when σ tends towards zero.
The local error of this estimate is:
where we substitute z ≡ y/σ in the last line.
Assuming that the second derivative of f is bounded, we can write the following Taylor expansion:
