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Resistive switching (RS) phenomena are reversible changes in the metastable resistance state
induced by external electric fields. After discovery 50 years ago, RS phenomena have attracted
great attention due to their potential application in next-generation electrical devices. Considerable
research has been performed to understand the physical mechanisms of RS and explore the feasibil-
ity and limits of such devices. There have also been several reviews on RS that attempt to explain
the microscopic origins of how regions that were originally insulators can change into conductors.
However, little attention has been paid to the most important factor in determining resistance: how
conducting local regions are interconnected. Here, we provide an overview of the underlying physics
behind connectivity changes in highly conductive regions under an electric field. We first classify
RS phenomena according to their characteristic current–voltage curves: unipolar, bipolar, and
threshold switchings. Second, we outline the microscopic origins of RS in oxides, focusing on the
roles of oxygen vacancies: the effect of concentration, the mechanisms of channel formation and
rupture, and the driving forces of oxygen vacancies. Third, we review RS studies from the perspec-
tive of statistical physics to understand connectivity change in RS phenomena. We discuss percola-
tion model approaches and the theory for the scaling behaviors of numerous transport properties
observed in RS. Fourth, we review various switching-type conversion phenomena in RS: bipolar-
unipolar, memory-threshold, figure-of-eight, and counter-figure-of-eight conversions. Finally, we
review several related technological issues, such as improvement in high resistance fluctuations,
sneak-path problems, and multilevel switching problems.VC 2015 AIP Publishing LLC.
[http://dx.doi.org/10.1063/1.4929512]
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I. INTRODUCTION
A. A brief history of resistive switching (RS)
RS refers to physical phenomena whereby the resistance
of a dielectric material changes in response to the application
of a strong external electric field. It differs from dielectric
breakdown phenomena, which result in a permanent reduc-
tion in resistance (and, in many cases, incurable damage to
the sample) such that switching back to the original state is
not possible. The RS process is reversible and can be
repeated a number of times. Typically, the change in resist-
ance is non-volatile (i.e., the resulting resistance states can
be maintained for a long time following the removal of the
externally applied electric field). Note that these phenomena
occur in numerous insulating materials,1 including oxides,2
nitrides,3,4 chalcogenides,5 semiconductors,6 and organic
materials.7,8 However, RS phenomena have been studied
most widely in oxides; therefore, in this review, we will
focus mainly on RS phenomena in oxides.
Studies of RS phenomena can be dated back to the early
1960s. The effect was first reported by Hickmott.9 Figure 1(a)
shows the report by Hickmott on RS using the current–voltage
(I–V) relationship for an aluminum oxide film sandwiched
between two metal electrodes.9 The as-grown aluminum ox-
ide film was a good insulator, showing an exponential rela-
tionship between current and voltage. As the applied bias
increased further, the resistance suddenly dropped; this sud-
den drop in resistance (originally termed electroforming10)
corresponds to RS. Extensive studies of RS followed in the
1960s and 1970s. A proposal to use this phenomenon in non-
volatile memory devices appeared during this early period11
and a couple of review articles were published.1,12
In the 1980s and 1990s, research interest in RS declined
significantly. This was partly due to the slow progress in
understanding the physics of RS and how to control RS phe-
nomena. Furthermore, interest in technological applications
of RS was dwarfed by the enormously successful develop-
ment of silicon-based electronics. However, during this pe-
riod, there were two important developments in science and
technology related to RS. First, following the discovery of
high-temperature superconductivity in cuprates,13 the
physics of transition metal oxides, especially in thin film
forms, attracted much renewed interest. There was a high
demand for high-quality, oxide thin films, leading to signifi-
cant improvements in oxide thin film fabrication methods,
including radio-frequency sputtering and pulsed-laser depo-
sition.14 There were also significant advances in experimen-
tal techniques, including spectroscopic and microscopic
methods.15 Such advancements made it possible to investi-
gate numerous physical properties of oxide thin films in the
energy and space domains. Second, the scaling of the size of
features in electronic devices accompanied the remarkable
development of semiconductor technology. The areal density
of devices doubled approximately every 18 months, a phe-
nomenon referred to as Moore’s law.16 In the early 2000s,
feature size was reduced to the level of about 100 nm,17
which led many people to develop serious concerns that the
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fundamental physical limitations of silicon-based electronic
devices would be reached in the near future. For this reason,
there has been much interest in alternative materials and de-
vice concepts for future electronic components, particularly
for non-volatile memory applications.
Important breakthroughs in the RS field were reported in
2000 by Bednorz’s18 and Ignatiev’s groups.19 They observed
reversible and very reproducible non-volatile changes in the
resistance states of two-terminal devices. Figure 1(b) shows
the I–V relationship of a Cr-doped SrZrO3 film,
18 which
exhibits a sudden change in resistance of approximately one
order of magnitude in response to an applied bias voltage. The
two resistance states become metastable in the absence of the
applied bias. Figure 1(c) shows that the non-volatile resistance
of a Pr0.7Ca0.3MnO3 film can be changed reversibly and repeat-
edly by applying voltage pulses.19 These two reports strongly
indicated the true potential of RS phenomena in nonvolatile
memory applications and led to renewed interest in RS.
In the following years, research activities surged dramati-
cally, and the RS field experienced a renaissance. There have
been numerous efforts to understand the physical origins of
RS, and numerous microscopic mechanisms have been pro-
posed. It was also proposed that electric field-induced RS
could be used for next-generation non-volatile memory appli-
cations,20,21 now termed resistive random-access memory
(RRAM or ReRAM). Such possibilities triggered a significant
increase in research activities in both academia and in more
application-oriented fields. Various materials have been
investigated as RRAM candidates, and many technical
issues limiting the development of RS devices have been
addressed. Some technology companies, including Samsung
Electronics22–31 and Hewlett–Packard,32–38 have made seri-
ous research and design efforts toward the commercialization
of RRAM and have reported numerous results related to
RRAM technology.39 Recently, the use of RS in other appli-
cations has been proposed, including as memristors,34,37,38
neuristors,40 logic gates,32 and switches.32
B. The importance of inhomogeneity
and switching-type conversions
A number of review articles have already been pub-
lished in the field of electric field-induced RS.1,2,7,8,12,38,41–69
Earlier reviews typically focused on RS in oxides, particu-
larly amorphous oxide films.1,12 Dearnaley1 wrote a good
review in 1970 of the experimental observations (including
I–V characteristics, switching time, device thickness, form-
ing voltages, and reliability), theoretical background, and
proposed applications. Later, Sawa45 reviewed RS in transi-
tion metal oxides, particularly perovskite manganites and
titanates. Waser and Aono41 showed the importance of local
redox processes and classified RS as thermal, electrical, or
ion migration-induced and provided a number of good
reviews of RS in chalcogenides and oxides.41,44,46,52
There have also been a number of reviews focusing on
the potential applications of RS. Extensive reviews of RS for
RRAM applications were written by Akinaga and Shima,49
Jeong et al.,54 and Wong et al.53 More recently, novel
information-processing techniques have been explored
to create systems that can learn and adapt to various
inputs, termed adaptive electronics. A review of RS for
adaptive electronics applications was written by Ha and
Ramanathan.47 Memristive devices are electrical devices
that retain an internal resistance based on the history of the
applied voltage and current. These devices were originally
conceived in the late 1960s;70,71 in 2008, researchers at the
Hewlett–Packard laboratory reported that RS can be viewed
as a memristive device.34 Following this publication, there
were a number of reports of memristive devices using RS; a
FIG. 1. (a) The resistive switching (RS) phenomenon was first discovered in
1962. This plot shows the currentvoltage (IV) curve of aluminum oxide,
including the negative resistance discovered in 1962. Reproduced with per-
mission from T. W. Hickmott, J. Appl. Phys. 33, 2669 (1962). Copyright
1962 AIP Publishing. (b) Linear scale plot for the IV characteristic curve
of an epitaxial SrZrO3 film doped with 0.2% Cr grown on a SrRuO3 bottom
electrode. Reproduced with permission from Beck et al., Appl. Phys. Lett.
77, 139 (2000). Copyright 2000 AIP Publishing. (c) Pulse-induced RS
behavior observed in a Pr0.7Ca0.3MnO3/YBa2Cu3O7x thin film sample. The
successive application of pulses with negative and positive biases leads to
repetitive and reversible RS. Reproduced with permission from Liu et al.,
Appl. Phys. Lett. 76, 2749 (2000). Copyright 2000 AIP Publishing.
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review of RS for memristive devices can be found in Refs.
38, 48, and 50.
Most of the aforementioned review articles have tried to
cover the numerous research efforts related to the micro-
scopic origins of RS. Namely, they mainly focused on how
atomic rearrangement or migration can modulate the resist-
ance of a local region inside an RS medium. Such
approaches are useful for providing a picture of the micro-
scopic changes that occur in local regions in a sample during
RS operations that make originally insulating regions into
conductors. However, the articles did not explicitly take into
account the detailed interconnecting patterns of conducting
regions formed during the RS operation.
Information on these interconnecting patterns is of cru-
cial importance for understanding the electrical properties in
RS. This is because total resistance should vary strongly,
depending on how the local conducting regions are intercon-
nected, in a way similar to that of inhomogeneous metal-
insulator composites. For example, consider an insulating
medium (yellow-colored region) with top and bottom elec-
trodes as shown in Fig. 2(a). Suppose that conducting materi-
als (blue-colored region) with a volume fraction p are added
to the insulating medium, as shown in Figs. 2(b)–2(d). The
total resistance value will strongly depend on how the
conducting regions are interconnected. Figure 2(b) displays
conducting regions with a globular shape that are rather uni-
formly distributed but surrounded by insulating regions. For
a very wide range of p, the reduction in resistance is not sig-
nificant, because the connection between conducting regions
is hardly formed. Figure 2(c) shows conducting regions uni-
formly located near one of the interfaces; the resistance is
also dominated by the insulating medium. These two cases,
Figs. 2(b) and 2(c), show these geometries are very ineffec-
tive for inducing a large resistance change with a small value
of p.
In contrast, Fig. 2(d) shows conducting regions with a
filamentary shape. In this case, an interwoven network of
conducting regions can be easily formed with a small p. For
example, for carbon nanotube composites, a percolating path
can be formed only with p ¼ 0.016.72 In addition, if the
filamentary-shaped conducting regions can be located in a
limited local region, as shown in the figure, p can be much
smaller. Therefore, this is a very efficient way of inducing a
large resistance change. In reality, most RS occurs in this fil-
amentary form, as explained in Sec. III. Throughout this
review, we will call these filamentary-shaped conducting
regions, generated during RS, conducting filaments (CFs). It
should be noted that, in Fig. 2(d), the effective resistance
value is determined much more strongly by how the CFs are
interconnected to each other than by the local conductivity
change.
Because a microscopic theory of RS does not, by itself,
take into account how the conducting regions are intercon-
nected, it cannot explain many important physical properties
related to RS. For example, most RS phenomena are accom-
panied by wide fluctuations in various switching parameters,
including switching voltages, switching currents, and the re-
sistance of a cell.73–88 These fluctuations in switching param-
eters should be attributed to the diverse patterns of the
conductive paths formed by CFs. Although reducing such
fluctuations is the key challenge for commercial memory
applications,89 most microscopic theories cannot explain the
fluctuations occurring in RS.
At first sight, it is not easy to understand the effects of
interconnectivity in CFs even in a qualitative manner, as the
patterns usually appear to be random. However, there has
been a well-established scientific field relating to percolation
theory,90–93 which can quantitatively explain how CFs are
interconnected. Specifically, statistical physical concepts,
such as scaling, fractals, phase transitions, and critical phe-
nomena, have been well developed to describe the many
physical properties of the connectivity of conducting regions
in a random inhomogeneous medium.90–93 Therefore, it is
natural to apply such well-developed scientific concepts to
RS phenomena.
In 2008, Chae et al. proposed a new type of percolation
model, called the random circuit breaker (RCB) network
model, to explain RS.77 Contrary to the conventional perco-
lation models, which describe either static91,93,94 or irreversi-
ble91,93,95–99 phenomena in nature, the RCB network model
can describe reversible RS under an electric field. Since this
model, there have been numerous developments that have
provided deep and quantitative understandings of RS based
FIG. 2. Effective RS methods. (a) A pristine oxide cell. The yellow color
represents the high (insulating) resistive area. (b) The case when low resis-
tive (conducting) spots are uniformly generated in the oxide with a volume
fraction p. The blue color represents the conducting area. For a very wide
region of p, the decrease in cell resistance is not significant. (c) The case
when only the interface of the cell becomes conductive; the cell still has a
high resistance. (d) The case when the conducting region has a percolating
filamentary shape. This is the most effective method to ensure low cell re-
sistance using only a small volume fraction of the conducting region.
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on statistical physics approaches, and such activities are
increasing. Thus far, none of the earlier reviews has dealt
with these important issues systematically. Therefore, it is
timely and highly important to review the experimental and
theoretical efforts to understand RS from the viewpoint of
statistical physics. For this purpose, we provide a review of
the recent efforts to understand RS through percolation and
scaling theories, both of which are important fields in statisti-
cal physics.
In this review, we also deal with the various conversions
between switching types observed in one sample. There have
been numerous reports of conversion between different
switching types (e.g., between unipolar and bipolar switch-
ings100–107 and between unipolar and threshold switch-
ings108–112). However, the understanding of how and why
this happens is incomplete. There are two different types of
RS with bipolar switching, depending on how the switching
between high- and low-resistance states occurs according to
polarity. More details on the two types are provided in Sec.
II B. There have been several reports that such conversions
in bipolar switching can occur even in a single sample.100–107
Although the aforementioned conversions may provide cru-
cial insights into the basic mechanisms of RS, there has been
minimal effort to explain these in a systematic manner. Here,
we systematically review such conversions and propose
quantitative explanations based on the mechanism of RS,
especially from the viewpoint of statistical physics.
C. Scope and outline of this review
In this review, we wanted to systematically examine RS
phenomena, from their microscopic origins to their statistical
collective mechanisms, from both qualitative and quantita-
tive perspectives. In Sec. II, we provide an explanation of ba-
sic device operations of RS and a classification scheme for
RS depending on polarity. In Sec. III, we discuss the micro-
scopic origins of each RS in terms of the above classifica-
tion. In Sec. IV, we address research efforts to understand
RS based on statistical physics approaches such as percola-
tion and scaling theories. In Sec. V, we review research
activities related to the conversion between RS types. In Sec.
VI, we discuss several technological issues that are closely
related those addressed in Secs. IV and V. A more detailed
outline of Secs. III–V follows.
In Sec. III, we discuss the microscopic origins of RS
based on the role of oxygen vacancies. The general effect of
oxygen vacancies on RS and the experimental evidence of
oxygen vacancy migration are described in Secs. III A 1 and
III A 2, respectively. The microscopic forces driving migra-
tion are addressed in Sec. III A 3. In Sec. III B, we discuss
unipolar switching, including proposed basic mechanisms for
describing processes at the microscopic level and the numer-
ous experimental observations that provide important insight
into unipolar switching (Sec. III B 1); the formation process
and the nature of CFs (Sec. III B 2); and the rupturing process
(Sec. III B 3). In Sec. III C, we discuss microscopic mecha-
nisms for bipolar switching. The causes of polarity-dependent
operations are addressed in Sec. III C 1, and the effect of
CFs on bipolar switching is discussed in Sec. III C 2. In
Sec. III C 3, we discuss the microscopic mechanisms of the
set and reset processes in bipolar switching.
In Sec. IV, we present an overview of the statistical
physics approaches to unipolar switching. In Sec. IV A, we
discuss the limitation of the microscopic studies described in
Sec. III and then describe why statistical physics approaches
are important for understanding the fluctuations of switching
parameters, such as switching current and voltages, observed
in RS phenomena. We explain percolation models for unipo-
lar switching, including the RCB network model, in Sec.
IV B. In Sec. IV C, we survey the scaling behaviors originat-
ing in the fluctuations in switching parameters and review
scaling theory to understand the scaling behaviors.
In Sec. V, we review research activities relating to
switching-type conversion problems. In Sec. V A, conversion
between unipolar and threshold switchings is discussed. In
Sec. V B, conversion between unipolar and bipolar switchings
is reviewed, and the percolation model approach to bipolar
switching is explained. In Sec. V C, we provide a review of
switching-polarity conversion in bipolar switching.
In Sec. VI, we review complex RRAM technological
issues. The potential applications of RRAM have led to
renewed interest in RS, and there have been a number of
recent important technological developments, which we pre-
liminarily describe. Then, of the many RRAM technological
issues, we review those closely related to the aforementioned
statistical physics perspective. We focus particularly on
switching voltage distribution in unipolar switching and how
to improve the fluctuation of the switching parameters.
Finally, in Sec. VII, we discuss the outlook for RS applica-
tions and conclude the paper.
II. RESISTIVE SWITCHING AND ITS CLASSIFICATION
A. Basic operation of electric field-induced resistive
switching
Typical devices for RS applications have a capacitor-like
two-terminal configuration, as shown in Fig. 3(a), where an
oxide thin film is sandwiched between top and bottom elec-
trodes. This capacitor-like configuration is convenient, as a
large electric field (typically 10% of the dielectric
strength,113 which in many solids is of the order of 10–100
MV/m) can be applied easily. In addition, this configuration
is relatively easy to fabricate, which is one of the advantages
for its use in practical RRAM devices. However, it is some-
what difficult to investigate internal structural changes in the
film during RS; for example, it is quite difficult to directly
observe changes in the percolating CFs formed inside the film
under external bias. For this reason, some researchers have
used an in-plane configuration, as shown in Fig. 3(b), rather
than a capacitor-like configuration to better observe the
changes that the material undergoes during RS.37,44,114–116
Figure 3(c) shows the basic operation of an RS device.
An oxide insulator should have a very large resistance
because the energy gap between the conduction and valence
bands (typically, 1–4 eV) is much larger than the thermal
energy at room temperature (25 meV). Therefore, in the
pristine state, most oxide films have a very large resistance,
as long as the chemical composition is close to the
031303-5 Lee, Lee, and Noh Appl. Phys. Rev. 2, 031303 (2015)
 This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to  IP:
147.46.19.34 On: Tue, 13 Oct 2015 06:35:15
stoichiometric value. However, under a large external volt-
age, Vext, the device enters a low-resistance state (LRS). This
process is called “electroforming” or “forming,” indicated
by the green curve in the figure, and the required voltage is
termed the “forming voltage,” Vforming. During the forming
process, it is important to limit the flowing current; other-
wise, the film will experience a complete dielectric break-
down. To prevent such irreversible damage, there should be
a maximum value of flowing current, which is termed the
compliance current.117 Note that the forming process is a
prerequisite for most oxides to exhibit RS. We discuss the
origin of the forming process in Sec. III B 2.
Following the forming process, the resistance of the de-
vice can be switched back and forth between the LRS and a
high-resistance state (HRS) by controlling Vext. In the LRS,
as Vext increases, a sudden increase in resistance occurs, as
shown by the red curve in Fig. 3(c). This is called the “reset”
process, and the corresponding voltage is called the “reset
voltage,” Vreset. The HRS is metastable and typically exhibits
non-metallic I–V characteristics. When we increase Vext
from zero once more, the device can be switched back to the
LRS when Vext reaches the set voltage, Vset, as shown by the
blue curve in Fig. 3(c). This process is called the “set” pro-
cess. Note that the resistance changes during the reset and
set processes can be either abrupt or gradual. Similar to the
forming process, during the set operation, a setting of the
compliance current is usually required to avoid a complete
dielectric breakdown. The resulting LRS after the set opera-
tion is also stable, and the set and reset switching processes
can be repeated many times. Although the resistance values
of LRS and HRS are always accompanied by sizable fluctua-
tions, the magnitude of the change in resistance remains
within well-defined limits. Therefore, the two metastable
states (i.e., the LRS and HRS) can be used as binary states
for nonvolatile memory applications.
In practical operations, the details of the I–V curves are
important. Note that the memory operation depends on the
relative polarity of Vreset and Vset. If they have the same po-
larity, we can use only positive or negative Vext for memory
operations, called “unipolar.” On the other hand, if they have
different polarities, we should use both positive and negative
Vext, called “bipolar.” The required polarities of Vforming,
Vreset, and Vset have been observed to differ from one mate-
rial to another. Therefore, it is convenient to classify RS phe-
nomena as either unipolar or bipolar (depending on the
required polarity operations), as explained in Sec. II B.
B. Classification of resistive switching phenomena
A classification scheme for RS is useful for obtaining a
thorough understanding of the physics of RS phenomena. In
this review, we classify RS into three groups: unipolar, bipo-
lar, and threshold switchings. Unipolar and bipolar switchings
exhibit at least two stable states without an applied bias, and
these are therefore suitable for non-volatile memory applica-
tions. Threshold switching can also have multiple states in
response to an applied bias; however, there is only one stable
state when the external voltage is zero. The memory function
is therefore volatile. Table I lists materials that exhibit unipo-
lar, bipolar, and threshold switchings. As the table shows,
unipolar switchings are usually observed in binary transition
metal oxides, such as NiO,24–26,30,73–75,108,109,118–128
TiO2,
77,78,129–134 and Nb2O5.
135 On the other hand, bipolar
switching has been reported in ternary19,136–149 as well as
some binary oxides.28,33,34,36,37,150–170 Interestingly, only
bipolar switching has been reported in single crystal
oxides.114,171–174 This table also includes the materials that
show both unipolar and bipolar switchings in one cell. The
coexistence of unipolar and bipolar switchings has been
FIG. 3. Schematics of a typical experimental setup for RS: vertical (a) and
planar (b) structures. T.E. and B.E. refer to the top and bottom electrodes,
respectively. (c) Schematic IV curves showing the operation of RS. The re-
sistance of a sample’s pristine state is typically higher than the other states.
By applying a high electric field, an abrupt increase occurs in the current,
called the “forming” process (1), and the device becomes switchable. After
forming, the device typically has a low-resistance state (LRS). A device in a
LRS changes to a high-resistance state (HRS) by the application of an exter-
nal bias, called the “reset” (2). Conversely, a HRS can be changed to a LRS,
called the “set” (3). If a device undergoes a forming process, it cannot return
to a pristine state. However, the HRS and LRS can be reversibly switched to
each other. In some cases, there is no distinction in resistance between the
HRS and the pristine state; this is called a “forming free” device.
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observed in some oxides, such as TiO2,
101,102,105,107 SrTiO3,
100
NiO,103 and so on. Threshold switching has been observed in
binary oxides.26,110 In Secs. II B I–II B 3, we describe the basic
features of I–V curves for each type of RS phenomena.
1. Unipolar switching
Figure 4(a) shows a typical I–V relation for unipolar
switching after the oxide sample experienced the forming
process. Consider, for example, that the sample is in the LRS
and a positive external bias Vext (>0) is applied to it. When
the voltage Vreset is reached, the resistance abruptly increases
and the device enters the HRS. This is the reset process
during which the compliance current limit is usually not
required, because the high resistance value of the HRS will
self-limit the current flow. The HRS is also metastable and
remains for a long period of time with no applied bias. When
a positive Vext is applied to the sample in the HRS, an abrupt
reduction in resistance occurs at Vset, and the sample goes
into the LRS again. This is the set process during which the
compliance current limits should be set. Typically, Vset is
larger than Vreset; an exception was observed in a SiOx de-
vice.116 Note, that for unipolar switching, the I–V curve is
symmetric about Vext. Namely, when a negative bias is
applied, similar reset and set processes also occur.
Therefore, external voltage pulses with only one polarity are
TABLE I. Classification of RS types and corresponding mechanisms and materials.
Type Proposed mechanism Materials
Unipolar switching Filament formation/rupture Cu-doped ZrO2,
210,383 CuOx,
115,230,384 FeOx,
224,385 MnOx,
231
NiO,24–26,30,73–75,108,118–120,122–128 TiOx,
77,78,129–134,386
ZnO,226,232 Gd2O3,
225,387 CoOx,
388 Nb2O5
135
Bipolar switching Charge trap/detrap WOx,
154 Al2O3,
155 SrTi1xNbxO3 single crystal,
172
SrTi0.99Nb0.01O3 single crystal,
171 Sm0.7Ca0.3MnO3,
140
Pr0.7Ca0.3MnO3,
137 Cr-doped SrZrO3,
147 Pt-dispersed
SiO2
169,232
Oxygen vacancy migration Cr2O3,
160 graphene oxide,163 TiO2,
33,34,36,156,177 TiO2/
TiO2x,
37,157 WOx,
153,158,167 Ta2O5d/TaOx,
28,150–152
BiFeO3,
149 Fe-doped SrTiO3,
178 Pr0.7Ca0.3MnO3,
138,143
TaOx,
159,166 SrTiO3,
136 (Ba,Sr)TiO3,
141 HfOx,
162 Ta2O5d/
TaOx/TiOz,
170 Al2O3,
165 Cr-doped SrTiO3 single crystal
114,174
Threshold switching NiO26
Coexistence of unipolar and bipolar switchings Ta2O5/TaOx,
342 TiO2,
101,102,105,107 Ba0.7Sr0.3TiO3,
104 NiO,103
SrTiO3,
100 Cu-doped SiO2
389
Coexistence of unipolar and threshold switchings NiO,108–112 HfO2
327
FIG. 4. (a) Schematic of a typical unipolar (or nonpolar) IV curve, which is symmetric with respect to the polarity of an external voltage. Thus, set and reset
can occur with a single polarity. To prevent a permanent dielectric breakdown, a compliance current is needed. In all observed experiments, the resistance
change during set and reset was discontinuous. With a few exceptions,382 the reset voltage was generally smaller than the set voltage. (b) Schematic of a typical
figure-of-eight (F8) bipolar IV curve, which is asymmetric with respect to the polarity of an external voltage. Therefore, set and reset both occur with differ-
ent polarities. In some cases, a compliance current is not needed and the resistance change during set and reset is not sudden, but gradual. (c) Schematic of a
typical counter-figure-of-eight (cF8) bipolar IV curve: the set and reset occur at a different polarity compared with the F8 case. (d) Schematic of a typical
(unipolar) threshold IV curve, which is symmetric with respect to the polarity of an external voltage. The LRS is maintained only when a bias is applied.
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sufficient in real device operations. This is why such RS is
called “unipolar.”
2. Bipolar switching
With bipolar switching, both polarities are required. One
form of a typical I–V curve for bipolar switching is shown in
Fig. 4(b). A negative bias is required for the reset process,
which takes the device from the LRS into the HRS. Then, a
positive bias is required for the set process, which takes the de-
vice from the HRS into the LRS. Because both polarities of
Vext are required, this type of RS is called bipolar switching.
Note that there are two possible types of bipolar switch-
ing. Figure 4(b) shows an I–V curve in which the reset (set)
process occurs with a negative (positive) bias. Such a scheme
is referred to as “figure-of-eight (F8)” bipolar switching, as
the corresponding I–V curve follows the pattern of writing
the number “8.” Some bipolar switching systems employ a
positive bias for the reset process and a negative bias for
the set process, as schematically shown in Fig. 4(c). The
corresponding I–V curve is referred to as a “counter-figure-
of-eight (cF8)” bipolar switching curve. Table II lists
materials that exhibit cF8 and F8 switching schemes.
Both cF8 type136,139,144–147,150,153,161,169,171,172 and F8
type33,135,137,138,140,142,143,148,149,154,156,159,162,165,166,174–178
bipolar switching occur in many oxide materials. Some
materials, such as WOx,
153,154 Pr0.7Ca0.3MnO3 thin
films,137–139,143 and Nb-doped SrTiO3 single crys-
tals,171–173,175 show both types of bipolar switching. The ex-
istence of these two types of bipolar switching is confusing,
but it turns out to be closely related to their microscopic ori-
gin. This issue will be addressed in detail in Sec. V C.
For unipolar switching, the forming process is always
required. However, the requirement for the forming process in
bipolar switching varies depending on the materials system.
Such a variation has caused much confusion. With bipolar
switching, two types of conducting region geometry have been
reported (i.e., Figs. 2(c) and 2(d)). In some papers, these were
called homogeneous and inhomogeneous bipolar switching,
respectively.179 However, in statistical physics, the term
“inhomogeneous” is usually used to describe how a locally
averaged macroscopic property varies in space. When the mac-
roscopic conductivity varies along the vertical direction, the ge-
ometry of Fig. 2(c) can be inhomogeneous. Therefore, we will
use different terminology in this review. For Fig. 2(c), we will
say, that switching occurs laterally uniformly along the inter-
face. When bipolar switching occurs laterally nonuniformly
along the interface, it is usually necessary to form local CFs
inside the material, which is similar to unipolar switching. The
effect of CFs will be discussed in detail in Secs. III C 2 and
III C 4. However, for a very thin film, typically less than tens of
nanometers, laterally uniform bipolar switching can occur, and
the forming process may not be required.36,155,180 When the
forming process is required, the compliance current limit typi-
cally needs to be set during the operation of the device.
3. Threshold switching
Threshold switching describes RS phenomena for which
there is only one stable state with no external bias.1,26,181 Figure
4(d) shows a typical I–V curve for threshold switching. At Vset,
the device changes from the HRS to the LRS. The LRS is stable
over only a certain range of applied biases, and when the applied
bias falls below this range, the device reverts to the HRS.
Although threshold switching occurs much less frequently
than unipolar or bipolar switching, it can be a useful phenom-
enon, scientifically as well as technologically. For example, the
I–V curve is symmetrical with polarity: in this regard, threshold
switching is similar to unipolar switching. In Sec. V A, we
address how the conversion between unipolar memory and
threshold switchings can occur, which can provide insights into
the role of Joule heating in both types of RS. Due to the insta-
bility of some regions of CFs in LRS, threshold switching devi-
ces are not suitable for non-volatile memory applications.
However, many potential technological applications using
threshold switching have been proposed, including electrical
switches,156 smart windows,182 terahertz nanoantennas,183 and
memory metamaterials.184 In addition, it was recently proposed
that threshold switching be used as a selector to solve a sneak
path problem occurring in a RRAM crossbar array.156,185
III. MICROSCOPIC MECHANISMS OF RESISTIVE
SWITCHING IN OXIDES
The most common defects in oxide materials are oxygen
vacancies, whose concentration and distribution can affect
the properties of oxides, particularly the electrical resistance,
enormously. For example, in most semiconducting oxides,
oxygen vacancies work as donors186,187 because their gener-
ation typically liberates electrons, and a concentration of ox-
ygen vacancies can lead to different values for the electrical
TABLE II. Type classification of bipolar switching and corresponding materials.
Type Proposed mechanism Materials
F8 Charge trap/detrap WOx,
154 SrTi1xNbxO3 single crystal,
172 SrTi0.99Nb0.01O3 sin-
gle crystal,171 Sm0.7Ca0.3MnO3,
140 Pr0.7Ca0.3MnO3
137
Oxygen vacancy migration TiO2,
156,177 BiFeO3,
149 Fe-doped SrTiO3,
178
Pr0.7Ca0.3MnO3,
138,143 TaOx,
159,166 HfOx,
162 Al2O3,
165 Cr-
doped SrTiO3 single crystal
174
cF8 Charge trap/detrap Al2O3,
155 Cr-doped SrZrO3,
147 Pt-dispersed SiO2
161,169
Oxygen vacancy migration Cr2O3,
160 graphene oxide,163 TiO2,
33,34,36 TiO2/TiO2x,
37,157
WOx,
153,158,167 Ta2O5d/TaOx,
28,150–152 SrTiO3,
136
(Ba,Sr)TiO3,
141 Ta2O5d/TaOx/TiOz,
170 Cr-doped SrTiO3 sin-
gle crystal114
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conductivity. Redox processes due to oxygen vacancies are
also known as crucial processes that induce a variety of RS
phenomena.44 Therefore, understanding how the resistance
of a material is affected by oxygen vacancies is important. In
Secs. III A–III C, we will focus on the role of oxygen vacan-
cies as microscopic origins for RS phenomena. In Sec. III A,
the general features of the oxygen vacancies are discussed.
In Secs. III B and III C, the microscopic mechanisms for both
unipolar and bipolar switchings are explained based on the
effect of the oxygen vacancies.
A. Migration of oxygen vacancies
1. How do oxygen vacancies play a role in resistive
switching?
In general, oxygen vacancies will affect the resistance
and contribute toward the induction of RS phenomena in one
of three ways. (1) Oxygen vacancies tend to cluster and gen-
erally form filamentary shapes under an electric field. When
such clusters are formed, the resistance of the local region
becomes much lower than that of the surrounding oxide ma-
trix,111 and the LRS and HRS will therefore be determined
by the creation and rupture of the CFs, respectively, which
percolate through the sample. The relevant models are
explained in Sec. III B. (2) Oxygen vacancies can control the
Schottky barrier characteristics. In the capacitor sample ge-
ometry, as shown in Fig. 3(a), an interface is formed between
the electrodes and the oxide layer. Depending on the differ-
ence of work functions between the metal electrode and the
oxide, a Schottky barrier can be formed. Under an external
bias, the distribution and density of the oxygen vacancies
can vary, which affects the height and width of the Schottky
barrier and leads to a change in the resistance of the sample.
The detailed RS mechanism due to the modulation of the
Schottky barrier is explained in Sec. III C 3 b. (3) The claim
has been made that oxygen vacancies can also form trap sites
for electrons inside the Schottky barrier region. In this case,
the Schottky barrier can be modulated by the neutralization
of the oxygen vacancies due to the trapping of electrons,
which also leads to RS phenomena.106,172,188 The models
based on electron traps by the oxygen vacancies will be cov-
ered in Sec. III C 3 c.
2. Evidence of oxygen vacancy migration
a. Microscopic observations. Ions can migrate in a solid.
Most metallic ions have a higher atomic number Z than oxy-
gen ions, and thus generally have a much larger interaction
cross section to incoming electrons and X-rays. In the case
of metallic ions, their movement inside a material can be rel-
atively easily observed using direct microscopic imaging
techniques such as transmission electron microscopy (TEM)
or scanning electron microscopy (SEM).189,190 However, the
observation of oxygen vacancy migration inside a bulk oxide
is much more difficult than that of metallic ions due to its
small Z. Muller et al.191 reported that oxygen vacancy
defects below 8% in SrTiOx thin films could not be observed
using high-angle annular dark-field images because their sig-
nals were proportional to Z1.7. Inside typical oxide thin films,
the concentration of oxygen vacancies is too small to be
detected using direct imaging techniques such as TEM.
However, at the oxide surface or interface, oxygen vacancy
movement will be blocked and they will accumulate.
Therefore, the concentration of oxygen vacancies could be
enhanced significantly. For RS, several studies have reported
the movement of oxygen vacancies in an oxide surface.192–196
A recent systematic study of the migration of oxygen
vacancies and how such movement affects the resistance of a
material has been undertaken in an Nb-doped SrTiO3 single
crystal cell.197 In that study, a Pt/Nb:SrTiO3/Ti cell was
used, which exhibited bipolar switching with an F8 polarity.
The position of the oxygen vacancies at each resistance state
was investigated by using electron energy-loss spectra
(EELS). Figure 5(a) shows the EELS mapping images of the
O–K (O 1s ! 2p, 532 eV) edge in the LRS and HRS. When
the cell was in the LRS (upper panel), most of the
Nb:SrTiO3 region had uniformly bright spots, representing
an almost stoichiometric oxygen occupancy. However, when
the cell was in the HRS (lower panel), darker spots were
observed at a depth of 10 nm beneath the electrode. Since
the contrast in the EELS image originates primarily from the
intensity contrast, the darker spots indicated that the stoichi-
ometry of the region had deviated from the ideal stoichiome-
try. Indeed, the oxygen vacancy concentration just under the
Pt top electrode became considerably larger in the HRS than
in the LRS, which was also confirmed from measurements of
the oxygen intensity using secondary ion mass spectrome-
try.197 These experiments clearly showed that the oxygen
vacancies migrate inside the oxide cell under an electric field
and that such movement can induce resistance changes (see
also Sec. V C 3 for an explanation of the relationship
between resistance and the oxygen vacancy concentration).
Other studies have been carried out to directly detect
and/or visualize the migration of the oxygen vacancies inside
an oxide sample. One such experiment was performed using
spectroscopic tools, which can provide the local chemical
stoichiometric information directly. Janousch et al.114 used
micro X-ray fluorescence and X-ray absorption near-edge
spectroscopy on a Cr-doped SrTiO3 single crystal cell and
found that an oxygen vacancy-rich region had formed near
the electrodes after a forming process, as shown in Fig. 5(b).
Another interesting experiment was performed using
electrocoloration, also known as electrochromism. Under an
electric field, the color of some materials (i.e., SrTiO3 single
crystal198 and BaTiO3 single crystal
199) is known to change
reversibly due to electrochemical redox reactions. Waser
et al. used an Fe-doped SrTiO3 single crystal,
200 which has
different optical properties depending on the valence state of
Fe. They were able to visualize the oxygen vacancy concen-
tration using a color gradient. When an external electric field
was applied to the single crystal for a few minutes, the color
near the cathode became brighter because positively charged
oxygen vacancies migrated toward the cathode; thus, the
concentration of Fe4þ decreased there.
b. Switching-time dynamics. The dynamics of ionic
migration have been studied intensively and are well estab-
lished for electrochemical metallization cells,41,44,52,201,202
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whose CFs are formed by metal ions (Ag190,203,204 or
Cu205–208) dissolved from electrodes. Before discussing the
oxygen vacancy migration, we first review metal ion migra-
tion in the electrochemical metallization cell. The electro-
chemical metallization cells make use of electrochemical
aggregation and dissolution of metal ions for RS opera-
tions.38,44,190,201–205,207–210 The cells typically have an elec-
trode/insulator/electrode structure, in which one electrode is
an electrochemically active metal and the other is an electro-
chemically inert metal. The insulator is a thin film of a solid
electrolyte. When an electric field is applied to the electro-
des, active metal ions can migrate to the inert metal through
the electrolyte and then aggregate near the inert electrode.
Such migration and aggregation of active metal ions can be
directly observed by using TEM and SEM.189,190
Figure 6(a) shows the electric-field dependence of the
wait time measured from Ag/SiO2/Pt electrochemical metal-
lization cells. Here, the wait time tW is the duration between
the voltage being applied to the cell and a sudden RS event
occurring. The wait time decreases exponentially as the elec-
tric field increases. This switching-time dependence can be
understood from the ionic motion inside an electrolyte.190
Although some debate exists as to whether migration or
aggregation is the rate-limiting process,207 the exponential
decrease in the wait time can be explained in terms of ionic
transport. Consider, for example, a periodic potential that is
inclined when an electric field E is applied to the device, as
shown in Fig. 7(a). If we assume that ionic transport is the
rate-limiting process, the wait time tW can be expressed as
190
tW / 1
v
eb EaqaEð Þ; (1)
where v is the attempt frequency; b is the inverse tempera-
ture, i.e., ¼ 1/kBT, where kB is Boltzmann’s constant and T is
the temperature; Ea is the activation energy; a is the lattice
constant; and q is the charge of the ion. The exponential
decrease in tW as a function of the electric field [i.e., follow-
ing Equation (1)] has been widely accepted as evidence of
ionic transport.
FIG. 5. (a) The upper and lower panels show electron energy-loss spectra
(EELS) O-K (O 1s ! 2p, 532 eV) edge mapping images of the LRS and the
HRS, respectively. Reproduced with permission from Lee et al., APL Mater.
2, 066103 (2014). Copyright 2014 AIP Publishing. (b) An X-ray fluores-
cence map of Cr in Cr-doped SrTiO3 resistance change memory. The red
color represents oxygen vacancies in the Cr octahedral. Reproduced with
permission from Janousch et al., Adv. Mater. 19, 2232 (2007). Copyright
2007 John Wiley & Sos, Inc.
FIG. 6. The switching dynamics during RS processes. (a) The wait-time de-
pendence on an external electric field as observed in an Ag/SiO2/Pt device.
In this case, the wait time is the duration of time before a sharp resistance-
switching event occurs. Reprinted with permission from Yang et al., Nat.
Commun. 3, 732 (2012). Copyright 2012 Macmillan Publishers. (b) The
wait-time dependence on an applied pulse amplitude observed in Pt/SrTiOx/
Pt cells. Reprinted with permission from Lee et al., Appl. Phys. Lett. 98,
053503 (2011). Copyright 2011 AIP Publishing.
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A similar switching-time dependence was observed in
oxide RS cells. Figure 6(b) shows the dependence of the
waiting time on the electric field in Pt/SrTiOx/Pt cells.
211 In
this case, the waiting time is the forming time, which is
defined as the time from the application of an external volt-
age pulse to the occurrence of an abrupt increase in the cur-
rent. The figure shows that the waiting time decreases
exponentially with increasing pulse amplitude, supporting
the theory that ionic migration is involved in RS phenomena
in oxides. The oxygen-vacancy motion under no external
bias can be described as random hopping from one site to a
neighboring site, with an energy barrier of a few electron
volts.193,195,196 This energetic barrier for hopping declines
when an external electric field is applied. At this point, the
oxygen vacancies migrate in one direction by hopping, as
shown in Fig. 7(a), which is governed by the Arrhenius equa-
tion (1). Therefore, the observed switching-time dependence
in oxide RS cells strongly supports oxygen vacancy migra-
tion during RS.
The migration of oxygen vacancies under an electric
field can be reasonably described by the thermally activated
process in Equation (1). However, more than one exponen-
tial regime exists, as shown in Fig. 6(b), which strongly sug-
gests the presence of other competing microscopic origins
for oxygen vacancy motion. A full understanding of such an
oxygen vacancy mechanism is important in understanding
RS. Therefore, in Sec. III A 3, we review three important ori-
gins of the microscopic forces that determine the dynamics
of oxygen vacancy migration.
3. Microscopic origins for oxygen vacancy migration
a. Electric field. The primary source of the microscopic
forces inducing oxygen vacancy migration in RS is the elec-
tric field. Since oxygen vacancies are positively charged and
oxygen ions are negatively charged, oxygen vacancies will
move toward the cathode and oxygen ions will move toward
the anode. The resulting ionic motion is therefore parallel to
the applied electric field. When the matrix oxide is crystal-
line, the migration of oxygen vacancies can be thought of as
a hopping process in a periodic potential, as shown in Fig.
7(a), called the “washboard potential.” When an electric field
E is applied, the hopping rate rhop is proportional to the
inverse of tW [see Equation (1)],
212 i.e.,
rhop ¼ vebðEaqaEÞ: (2)
The attempt rate is typically   1013 Hz,213 and the typical
activation energy is Ea  1:0 eV.214
Note that at room temperature, the effect of the electric
field on the process of hopping is not sufficiently large to
explain the actual hopping occurring inside RS materials.
For example, when q ¼ 2, E  0:1 V=nm and a  0:5 nm,
and at room temperature, b  40 eV1; the effect of the elec-
tric field is quite small, giving rhop  104 s1, or approxi-
mately one hop per hour. A small value of rhop will result in
a long retention time and very slow switching during the
write/erase processes. The latter is not compatible with next-
generation memory device requirements and so this issue has
been termed the “voltage–time dilemma.”214–216 However,
RS phenomena actually occur on a much faster timescale;
even (sub)nanosecond switching has been reported.28,30 It
follows that the electric field cannot be the only force that
can induce ion migration, and some other acceleration mech-
anism is required for fast switching.
One such acceleration mechanism is local Joule heating.
Under the external bias, a current flows in the conducting
channel, so the temperature is able to rise locally near to the
channel. Some studies have reported that Joule heating can
raise the local temperature by several hundred Kelvins near
the CFs.109,126,217,218 At such temperatures, the hopping rate
becomes accelerated, as in Eq. (2), and can reach  107 s1.
FIG. 7. Three microscopic forces that induce oxygen vacancy migration.
The black dot denotes an oxygen anion. (a) The drift by electric field. (b)
Soret diffusion by temperature gradient. (c) Fick diffusion by density gradi-
ent. Reprinted with permission from Strukov et al., Appl. Phys. A: Mater.
Sci. Process. 107, 509 (2012). Copyright 2012 Springer. (d) A large electri-
cal current (yellow line) due to the soft dielectric breakdown produces Joule
heat, which gives the temperature gradient (red region) around the electrical
filament. The electric field, temperature gradient, and density gradient simul-
taneously lead to the three microscopic forces (electric, Soret, and Fick) that
move the oxygen anion or vacancies.
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This rhop value is comparable to the observed nanosecond
switching speed of RS.30 In addition to this acceleration
mechanism, the temperature gradient generated by Joule
heating can provide another way to affect the motion of ions,
as described in Sec. III A 3 b.
b. Soret force due to Joule heating. Without an electric
field, the temperature gradient rT can result in anisotropic
hopping, giving rise to a net motion of ions. As shown in
Fig. 7(b), an oxygen ion can be expected to move from a hot-
ter to a cooler region because the thermal energy of the parti-
cle in the hotter region is greater than that in the cooler
region. Since the average velocity of the oxygen ion is higher
in the hotter region, oxygen vacancies are expected to move
from cooler to hotter regions. Such a motion resulting from
rT can be represented by a microscopic force, termed a
Soret force.
The Soret force can act as a microscopic force that
attracts oxygen vacancies, giving rise to regions that are oxy-
gen vacancy-rich during the forming and set processes.
Some researchers have claimed that the forming and set
processes consist of two steps.44,108,111 The first step is re-
sponsible for the formation of electrical current filaments,
shown by the yellow curves in Fig. 7(d). Note that this elec-
trical filament is a temporary pathway of electrons without
atomic rearrangement, so it is different from the usual non-
volatile CF. The argument has been made that the electrical
filaments are formed due to “soft electrical break-
down”;44,219 thus, they disappear when an electrical stimulus
is disrupted.44,111 These electrical filaments give rise to sig-
nificant Joule heating, which in turn creates a large rT.
Since the average direction of the electrical filament should
be parallel to the applied electric field, rT will be almost
perpendicular to the electric field. It follows that the Soret
force acts effectively in a perpendicular direction to the elec-
tric field. This force will attract oxygen vacancies to the elec-
trical filament and form an oxygen vacancy-rich region,
which makes nonvolatile percolating CFs. Since rT does
not depend on the current direction, the Soret force is there-
fore polarity-independent and should thus play an important
role in unipolar switching phenomena.
c. Restoring or Fick force due to Joule heating. Joule heat-
ing can provide another microscopic force, which is the op-
posite of the Soret force, and can restore the oxygen
vacancy-rich region to its original configuration. When the
oxygen vacancy concentration n is highly non-uniformly dis-
tributed, nature will try to make n uniform to minimize the
free energy (i.e., to maximize the entropy term). Thus, oxy-
gen vacancies tend to move from regions of higher concen-
tration to regions of lower concentration owing to diffusion,
as shown in Fig. 7(c). Such motion due to rn can be effec-
tively described in terms of a microscopy force, called the
Fick force,216 which becomes important in regions of high
temperature because the hopping rate for ions depends expo-
nentially on the temperature, as described in Sec. III A 2 b.
Note that the Fick force plays an important role during
the reset process. When the oxide is in the original atomic
configuration (i.e., the pristine state), n oxygen vacancies
will be roughly uniform throughout the material. Therefore,
no diffusive flow of ions can occur due to the negligible rn
of the ion concentration. On the other hand, when the oxide
is LRS after forming or set processes, percolating CFs appear
close to where many oxygen vacancy clusters are formed.
The concentration in those regions then becomes larger than
in the surrounding oxide matrix and rn develops. With
Joule heating, the Fick force dominates and oxygen vacan-
cies tend to move from regions that are rich in vacancies into
the surrounding oxide. Thus, the LRS changes to become the
HRS.
In Secs. III A 3 a–III A 3 c, we described three micro-
scopic forces that can give rise to ion migration: the electric
field, the Soret force (resulting from Joule heating), and the
Fick force. In general, these three forces may be present
simultaneously,38 as shown in Fig. 7(d). Note that the current
flow induced by the electric field gives rise to Joule heating
simultaneously in RS phenomena. Competition among these
three forces will then determine the resulting motion of the
ions inside the oxide. However, a detailed microscopic
description of the motion of these ions for a particular type
of switching process still remains to be studied. Experiments
to visualize the atomic structure in real time during switch-
ing using, for example, in situ TEM,190,220 will provide valu-
able information. Theoretical studies based on molecular
dynamics are also highly valuable to better understand the
microscopic details regarding the motion of ions during
switching.221,222
B. Unipolar switching
1. What happens in an oxide during unipolar
switching?
a. Microscopic studies. Many microscopy experiments
have been carried out to gain insights into the RS
mechanisms involved in unipolar switch-
ing.44,45,54,60,77,115,118,119,129,131,132,134,135,185,223–231 Figure 8
shows a conductive atomic force microscopy (C-AFM)
experiment on a TiO2 film,
77 while Fig. 8(a) presents a sche-
matic diagram of the C-AFM measurements in which the ox-
ide film is located on a Pt bottom electrode, and the C-AFM
tip is used as the top electrode. Figure 8(b) shows I–V curves
measured at a single point on the oxide surface. Application
of Vext to the C-AFM tip induces unipolar switching, and
thus, forming, reset, and set processes can be achieved. The
C-AFM experiment provides information on how the con-
ducting percolating path will touch the top surface with a
high lateral spatial resolution. Namely, it shows the top cross
section of the local current pathways formed inside the oxide
film. Figure 8(c) shows current maps of the oxide surface for
the LRS (i.e., after the forming process), and Fig. 8(d) dis-
plays maps for the HRS (i.e., after the reset process). In the
LRS, several highly conducting regions were observed that
were 3–10 nm across, while in the HRS, these conducting
regions disappeared. The experiments show that local con-
ductive pathways between the bottom electrode and the top
surface should be present in the LRS, but should be disrupted
in the HRS.
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In a similar experiment,127 liquid Hg was used as a
removable top electrode for a NiO film. Following switching
of the NiO film to the LRS or HRS, the top liquid electrode
was able to be removed, and current maps were then meas-
ured using C-AFM. This experiment also supported the exis-
tence of local current pathways in the LRS, which were
disrupted by the reset process. However, such C-AFM stud-
ies using the capacitor geometry cannot describe the detailed
changes occurring inside the bulk.
Using the in-plane geometry described in Fig. 3(b),
more physical insights can be obtained on the percolating
conductive pathways.24,29,115,116,132,232–234 Figure 9 shows
SEM images of a planar Ni/CuO/Ni cell.115 As shown in Fig.
9(a), after the forming process a bridge-like structure was
observed in the CuO, which corresponds to the LRS. The
structure was then cut using a focused ion beam, as displayed
in Fig. 9(b). The resistance of the cell increased from 3.3 kX
to 196 kX upon entering into the HRS, which indicates that
the bridge between the conducting Ni electrodes was a con-
ductive filament channel. Subsequently, an electric field was
applied again to the cell. As shown in Fig. 9(c), another
bridge structure formed and the resistance of the cell
dropped, returning the cell to the LRS. This work clearly
demonstrated that unipolar switching occurs by the forma-
tion and rupture of percolating CFs inside a sample.
Recent in situ TEM measurements have enabled obser-
vations of the filament formation process in real time.232
Figure 10 shows the in situ TEM images, while generating
and disrupting a percolating CF in a ZnO film during RS
operations. The upper panels of Fig. 10 reveal sequential
TEM images of the growth of a CF during the forming pro-
cess. The boundary of the filament is indicated by a white
dashed line. Note that an intermediate dendritic structure
finally percolated through the oxide. The lower panels show
sequential TEM images of the reset process during which the
CF was partially ruptured—consistent with the sudden disap-
pearance of the conductive spikes observed in the C-AFM
experiments following switching to the HRS.
Based on the observations of these C-AFM, SEM, and
in situ TEM experiments, unipolar switching appears to be
due to the formation and rupture of the CFs, as shown sche-
matically in Fig. 11. As revealed in Fig. 11(a), no CF is pres-
ent inside the sample in the pristine state. When a large
FIG. 8. Conductive atomic force mi-
croscopy (C-AFM) experiments. (a)
Schematic of the experiment; here, the
C-AFM tip is used as a top electrode.
(b) The IV curves obtained from the
C-AFM experiment. The curves show
unipolar switching. (c) and (d) Two-
dimensional conductance maps. Local
conducting spots are produced after the
forming process (c). After the reset
process, the conductance of the con-
ducting spots is drastically diminished
(d). Reprinted with permission from
Chae et al., Adv. Mater. 20, 1154
(2008). Copyright 2008 John Wiley &
Sons, Inc.
FIG. 9. Scanning electron microscopy (SEM) image of a bridge-cutting experi-
ment. A bridge-like structure in CuO is formed after a forming process (a) and
the cell enters a LRS with a resistance of 3.3 kX. After cutting the bridge using
a focused ion beam (b), the resistance of the cell becomes 196 kX, which is the
HRS. Applying an electric field to the cut cell again will generate another
bridge structure (c) and the cell then returns back to the LRS with a resistance
of 3.0 kX. Reproduced with permission from Fujiwara et al., Jpn. J. Appl.
Phys., Part 1 47, 6266 (2008). Copyright 2008 IOP Publishing.
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electric field is applied to a cell, the forming process occurs:
as shown in Fig. 11(b), a percolating CF is formed and the
cell enters the LRS. By applying a suitable external bias, the
CF becomes locally ruptured, as indicated in Fig. 11(c). The
cell then switches to the HRS (the reset process). The rup-
tured CFs then reconnect and again form percolating path-
ways during the set process.
Although Figs. 9 and 10 show that the CFs can have
dendritic structures, observing details of these intriguing ge-
ometrical structures is difficult with conventional micros-
copy techniques. The conducting spots in the current maps
obtained from the C-AFM experiments therefore correspond
to the ends of the percolating CFs. Note that the CF images
obtained from the C-AFM and SEM are two-dimensional (2-
D) projections of what is actually a three-dimensional (3-D)
structure. In addition, TEM images are averaged images of
the CF through the sample thickness onto a 2-D plane, so the
details of the 3-D structures still cannot be easily investi-
gated systematically. The detailed geometry and the fractal
nature of the CFs have been investigated using scaling
theory,235 which is described in Secs. IV C 2 and IV C 3.
b. Temperature, area, and thickness dependence. To better
understand the electronic property of a CF, the temperature
dependence of the resistance of the LRS and HRS states has
been measured experimentally.44,100,120,236 Figure 12(a)
shows the temperature dependence in a pristine state, the
HRS, and the LRS of Pt/NiO/Pt cells, which shows unipolar
switching.236 The strong increase of the conductance of the
HRS and the pristine state with a temperature increase indi-
cates that both the HRS and the pristine state should be insu-
lating states. In contrast, the conductance of the LRS
decreased slightly as the temperature increased, indicating
that the LRS is a metallic state, i.e., CFs should exhibit me-
tallic behavior.
Studies have frequently reported that the conductance of
a device in the LRS is not dependent on the size of electro-
des.44,236 Figure 12(b) shows the area–size dependence of Pt/
NiO/Pt samples.236 Note that the LRS of the samples is
weakly dependent on the electrode area, which is due to the
local nature of the CFs, i.e., the area of the conductive spot is
independent of the size of the electrodes. Suppose that a sin-
gle CF is formed in the LRS; the conductance is not expected
to vary with the size of the electrodes. Note that this size-
independent behavior of unipolar switching indicates the
potential for RRAM to overcome the scaling limits of
charge-based memory devices.176
However, a few studies have reported that the conduct-
ance of the LRS sometimes weakly decreases as the area of
the electrodes decreases.30,127 This phenomenon has been
attributed to the generation of multiple CFs;127 even though
the size of the CF does not depend on the area of the electro-
des, multiple CFs can be generated throughout the surface of
the oxide. Therefore, if the number of CFs increases with the
FIG. 11. A simple schematic of a unipolar switching mechanism. The pris-
tine state is transformed into a LRS by the forming process, where a con-
ducting filament (CF) percolates through an oxide bulk. The CF consists of a
locally oxygen-vacancy-rich region. This local conducting region can be
thought of as a metallic state in a coarse-grained scheme. The forming pro-
cess is generally irreversible, so the device cannot return to the pristine state.
The formed CF is partially ruptured by the reset process and the device goes
into the HRS. This broken area is a locally oxygen-vacancy-deficient region,
which can be thought of as an insulating state. The broken filament is recon-
nected by the set process. Set and reset processes are reversible, however, so
the filament shape can be varied.
FIG. 10. Upper panels: sequential in
situ transmission electron microscopy
(TEM) images of the ZnO forming
processes. A series of TEM images for
a pristine device during a voltage
sweep process until it undergoes a
forming process. The leftmost and
rightmost figures show the initial and
final states of the ZnO cell, respec-
tively. The growing filaments are
denoted by the white-dashed lines.
Lower panels: sequential in situ TEM
images for the filament rupturing pro-
cess. The filament is partially ruptured
during the reset process. Reproduced
with permission from Chen et al.,
Nano Lett. 13, 3671 (2013). Copyright
2013 ACS Publications.
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electrode area, the conductance of the LRS will also weakly
depend on the area of the electrodes. In the HRS, the con-
ductance depends on the electrode area, as shown in Fig.
12(b), which indicates that the local nature of the current
pathways is relatively unimportant because the CFs are rup-
tured. Also, some studies have reported that the conductance
of the HRS is not dependent on the area of the electrodes,44
which suggests that the current mainly flows in localized
regions, even in the HRS. This electrode size-independent
behavior might be possible when the HRS is formed with a
nearly percolating channel but with a weak CF at the end
near an interface, as described in the unified picture of RS in
Sec. V B 2.
Figure 13 shows the film thickness dependence of the
forming, reset, and set processes for the Pt/Fe2O3/Pt cells.
224
The forming voltage is approximately proportional to the
thickness of the film. As the forming process has been shown
to be triggered by dielectric breakdown with thermal assis-
tance,211 the applied electric field should be approximately
close to the threshold for dielectric breakdown. In the pris-
tine state, the electric field is nearly uniformly distributed
throughout the sample to induce dielectric breakdown;
therefore, the voltage can be expected to increase in propor-
tion to the film thickness, as shown in Fig. 13(a). However,
during the reset and set processes, the rupture and formation
of the CFs occur locally, as shown in Fig. 11. Then, the set
and reset voltages are required to reconnect and rupture the
small local region of CFs, so they would not depend on the
film thickness. The lack of dependence of the set and reset
voltages on the film thickness is clearly demonstrated in Fig.
13(b).224
2. Forming and set processes via soft dielectric
breakdown
a. Generation of oxygen vacancies and O2 molecules. In
general, as-grown oxide cells are highly insulating and do
not exhibit RS. To create RS devices, electroforming is
required by applying a large external bias in a controlled
manner. This process typically results in the generation of
oxygen vacancies, creating CFs inside the oxide cells, as
shown schematically in Fig. 11. The electroforming process
in unipolar switching is known to be triggered by the soft
dielectric breakdown,44,211 which is a controlled dielectric
breakdown limited by the compliance current. This dielectric
breakdown supplies thermal energy to the ions in an oxide
cell. Thus, when a large electric field is applied to a pristine
oxide cell, oxygen ions move to the anodic interface because
they are negatively charged. Oxygen vacancies are widely
accepted to be created at the anodic interface via the follow-
ing electrolytic reaction:51
OO $ 1
2
O2 þ VO þ 2e: (3)
We follow the notations of Kr€oger and Vink,237 and thus OO
denotes an oxygen ion in a regular lattice and Vo€ indicates
an oxygen vacancy.
FIG. 12. (a) Temperature dependence on resistance for a NiO device. This
shows that the LRS is metallic and the HRS is insulating or semi-
conducting. (b) Area dependence on resistance for a NiO device. This shows
that the LRS has no dependence on pad size, while the HRS does.
Reproduced with permission from Shima et al., Appl. Phys. Lett. 91,
012901 (2007). Copyright 2007 AIP Publishing.
FIG. 13. Switching the voltage dependence on the oxide thickness between
the electrodes. (a) The forming voltage is linearly proportional to the thick-
ness. (b) The set and reset voltages are independent of the thickness variation.
This indicates that forming occurs through the bulk of the oxide, while set
and reset occur locally. Reproduced with permission from Inoue et al., Phys.
Rev. B 77, 035105 (2008). Copyright 2008 American Physical Society.
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Morphological deformations sometimes accompany this
process since O2 gas molecules tend to escape from the sur-
face when negatively charged oxygen ions are attracted to-
ward the top anode.176,238 For example, in Pt/TiO2/Pt bipolar
switching cells,36 the gas eventually erupted from the TiO2
layer and became trapped as bubbles in the space between
the TiO2 and top electrode layers. Notably, this process can
be reversible. A positive bias induces gas bubbles at the top
electrode, whereas a negative bias leads to shrinkage of the
gas bubbles.36 When the forming was performed with oppo-
site polarity, the O2 gas became trapped in the space between
the TiO2 and bottom electrode layers.
The growth behaviors of the CFs during the forming
process might differ depending on the dominant force for ox-
ygen vacancy migration. If the electric field effect is the
dominant force, positively charged oxygen vacancies are
expected to migrate toward the cathode and accumulate
there. This process leads to CFs composed of oxygen vacan-
cies accumulating near the cathode and subsequently grow-
ing throughout the cell. The CFs generated via this
mechanism have been proposed to have a conical structure,
which has been observed in TiO2.
132,239,240 This CF growth
process is schematically shown in Fig. 14(a). However, if the
Soret force (see Sec. III A 3 b) dominates, oxygen vacancies
are more likely to move perpendicularly to the electric field.
These then form CF pathways that are rich in oxygen vacan-
cies. In this case, the shape of the CFs is expected to be more
cylindrical, as shown in Fig. 14(b).131,241–247
b. The microscopic nature of conducting filaments. The
forming process generates localized CFs in an oxide sample.
The origin of the local change in conductance is closely
related to changes in the chemical stoichiometry of the
oxide. The detailed mechanism for how the oxygen stoichi-
ometry will change the local conductance will vary from one
material to another: i.e., it should be closely related to the
phase diagram of the composing oxide. For example, in the
complex phase diagram of titanium oxide,248 many stoichio-
metric line phases exist, denoted by TinO2n1 (n: integer),
close to the TiO2 phase. These line phases are termed
Magneli phases and are known to have metallic properties.
In such a case, the formation energy of the Magneli phases
should be lower than that of the other solid solution phases,
so line phases such as these can easily form during the RS.
Many other oxides do not have such line phases. In these
cases, one may naturally assume that the conducting phases
formed during RS should be oxygen-deficient solid
solutions.
Formation of the Magneli phases during RS of TiO2
cells was directly studied using in situ TEM.132 In the pris-
tine state, the whole of the oxide was a stoichiometric TiO2
phase. However, Kwon et al. observed that percolating CFs
composed of a Magneli phase were generated in the TiO2
layer following the forming process. Therefore, the forma-
tion of a CF in the TiO2 cell appears to be related to forma-
tion of the particular phase inside the titanium oxide.
A CF can also be generated by the formation of a metal-
rich or metallic region. Park et al.24 investigated the changes
of the microscopic structure of NiO before and after the
forming process using a cross-sectional high-angle annular
dark-field scanning TEM. This work suggested that the
metal-rich region observed in the defective area could result
in a local increase in the conductance by creating metallic fil-
aments, which form conducting pathways. Yao et al.116 also
observed similar behavior in an SiOx device. Using in situ
TEM experiments, they observed an increase of semimetallic
silicon nanocrystals during the forming process, which may
account for the increased conductance.
The formation of a metal-rich region in NiO is consist-
ent with the results of ab initio calculations of the electronic
band structure. Figure 15 shows the calculated partial density
of states (PDOS) of Ni atoms using the local density approxi-
mation with an on-site Coulomb interaction (LDAþU) simu-
lation.111 Figure 15(a) shows the crystal structure of NiO;
Ni64O64 was used in the simulations. Figure 15(b) shows the
PDOS of Ni atoms calculated in the Ni64O64 structure with
no vacancies. Figures 15(c), 15(d), 15(e), and 15(f) show the
PDOS with 1, 2, 3, and 4 nearest-neighbor oxygen vacancies,
respectively. These data show that the presence of the oxy-
gen vacancies leads to impurity states near the Fermi level.
As the number of oxygen vacancies increases, more impurity
states should appear, which makes the system more
conductive.
These experimental and theoretical results indicate that
main microscopic origin of the local conductivity change in
most oxides should be the change in oxygen stoichiometry.
When the arrangement of the oxygen ions deviates from that
of the ideal stoichiometric sample, or when oxygen vacan-
cies accumulate in a particular region, the conductivity
locally increases. During the forming process, such changes
can occur non-uniformly and suddenly produce CFs that per-
colate through the sample. Such a collective behavior is
FIG. 14. Two filament-growing models. For both cases, the process is initi-
ated by Joule heating (orange) caused by an electric current. (a) When the
vacancies are positively charged, they are attracted toward the cathode and
build a CF. (b) When the oxygen vacancies are electronically neutral, the
Soret and Fick forces are the main factors inducing migration of the oxygen
vacancies. Reprinted with permission from Strukov et al., Appl. Phys. A:
Mater. Sci. Process. 107, 509 (2012). Copyright 2012 Springer.
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shown schematically in the bottom panel of Fig. 11. On the
other hand, when the atomic structure of a local region
returns to the original configuration, the corresponding resis-
tivity returns to the original state in a process that should be
closely related to the rupturing CFs.
3. The reset process via rupturing of conducting
filaments
When an electric current is localized in a nanometer-
scale CF formed during either a forming or set process, the
Joule heating produced from the current can raise the local
temperature up to several hundred Kelvins.109,126,217,218 For
example, in a Pt/NiO/Pt unipolar switching cell, the maxi-
mum temperature in the vicinity of the CF could reach
higher than 900 K with a bias of 2 V applied to the electro-
des.109 Note that this temperature is comparable to the proc-
essing (such as sintering as annealing) temperature of many
oxides, wherein the samples become more homogeneous via
solid-state diffusion processes.
When an electric field is applied to a CF, the generated
Joule heating can provide the oxygen vacancies with suffi-
cient thermal energy to overcome the energetic barrier for
hopping. In this situation, two microscopic forces act perpen-
dicularly to the electric field: the Soret force and the Fick
force (see Secs. III A 3 b and III A 3 c). The temperature gra-
dient attracts the oxygen vacancies toward the CF (the Soret
force), and the density gradient repels them from the CF (the
Fick force). Strukov et al.131 suggested that the Fick force
dominates during the reset process and the CF becomes par-
tially ruptured. Thus, to decrease the free energy by increas-
ing the entropy term, the oxygen vacancies will move from
the higher density region of the CFs to the surrounding lower
density region, thus rupturing the CFs.
Note that the rupturing process will not make all sec-
tions of the CFs disappear at once and enter the pristine state.
During the reset process, current will flow into weaker links
of CFs, near which local temperatures rise significantly. The
rupturing then occurs at the hottest spot, i.e., near the weak-
est link of the CFs. As shown in Fig. 11, after the rupturing
process, the sample does not go back to the pristine state but
to the HRS, when a significant portion of the CFs remains
intact. The main difference between the HRS and LRS is
whether the largest cluster of CFs can form a percolating
conduction channel. When a section of the CFs breaks, the
current flow across the sample drops suddenly and the sam-
ple goes into the HRS.
During the rupturing process, the temperature distribu-
tion inside the CFs should play an important role. Russo
et al. simulated the CF dissolution mechanism due to Joule
heating during the reset process.126 Figure 16(a) shows a
schematic diagram of the simulated geometry. The NiO film
(shown by the gray region) was sandwiched by the top and
bottom electrodes (shown in the blue regions). The CF (the
red cylinder) at the center of the oxide had a radius /. Figure
16(b) shows the simulated temperature distributions at
applied biases of A ¼ 0.53 V, B ¼ 0.78 V, C ¼ 0.85 V, and
D ¼ 0.87 V during the voltage sweep shown in Fig. 16(c).
The black circle symbols denote experimentally extracted
temperature data, which are in good agreement with the
simulated data shown by the red circles. In Fig. 16(b), the
center of the CF has the highest temperature; therefore, it is
more like to be ruptured. The green curves correspond to the
boundary of the CF. These simulated data clearly show that
the rupturing should occur locally due to the nonuniform
temperature distribution inside the CF during the reset
process.
FIG. 15. The calculated partial density
of states of a Ni atom from the local
density approximation with an on-site
Coulomb interaction (LDAþU) simu-
lation. (a) The crystal structure of NiO.
(b) The partial density of states
(PDOS) of a Ni atom without an oxy-
gen vacancy. (c)–(f) The PDOS (solid
line) of Ni with 1, 2, 3, and 4 nearest-
neighbor oxygen vacancies. The calcu-
lated PDOS shows that the oxygen
vacancies generate an impurity energy
level that makes the system metallic.
Reprinted with permission from He
et al., Nano Lett. 11, 4601 (2011).
Copyright 2011 ACS Publications.
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Note that the localized Joule heating during the reset
process also results in nonlinear transport behavior. As
described in Sec. III B 1 b, the LRS exhibits metallic behav-
ior. The I–V curve for the LRS is therefore ohmic at low vol-
tages,125 although the I–V curve generally becomes
nonlinear (i.e., a downward concave) at biases close to the
reset voltage.125,126 This nonlinear increase in the resistance
of the CF is also due to Joule heating. As shown in Fig.
16(b), the local temperature of the CF becomes higher near
the reset voltage. Due to the temperature-dependent resist-
ance behavior of a metal, the resistance of the higher temper-
ature region will increase, which explains the nonlinear I–V
relationships.249
C. Bipolar switching
1. What causes polarity-dependent operation?
In comparison to unipolar switching, bipolar switching
has polarity-dependence; if the set (reset) process occurs at a
positive voltage, the reset (set) process then occurs at a nega-
tive voltage, as described in Figs. 4(b) and 4(c). This indi-
cates that some charged species reacting under the electric
field exists in an oxide, which induces a resistance change in
the material during bipolar switching. Through extensive
studies on the basic mechanisms of bipolar switching, two
representative charged species are assumed to play the most
important roles in inducing bipolar switching: oxygen vacan-
cies44,152,212,250–252 and electrons.137,154,172,188 Secs. III C 1 a
and III C 1 b explain how oxygen vacancies and electrons
affect the polarity-dependent RS behaviors.
Let us digress a little bit. Note that numerous recent
studies have been carried out on the production of two resist-
ance states by changing the orientation direction of dipoles
(i.e., polarization) in so-called ferroelectric tunnel junction
(FTJ) devices. However, the basic operation of FTJ devices
is different from that of RRAM: it does not need a forming
process and compliance current. In addition, the resistance
changes in FTJ devices are mainly due to the electronic
structural changes near the junction and not due to the inho-
mogeneity, which is different from the main issues of this
review. As numerous good review articles have dealt with
FTJs,253,254 we will not cover FTJs and the associated resist-
ance changes in this review.
a. Movement of oxygen vacancies. An oxygen vacancy is
a point defect, which is an object in thermodynamic equilib-
rium. In other words, oxygen vacancies should always exist
in any oxide at a finite temperature due to entropic disorder.
Oxygen vacancies can be created in numerous ways, but in
most cases, they are known to be positively charged
defects.186 For example, many oxygen vacancies can be cre-
ated via the forming process as explained in Sec. III B 2 a.
During the forming process, an electrolytic reaction, Eq. (3),
occurs, and positively charged oxygen vacancies are created
at the anodic interface.51 Alternatively, the oxygen vacancies
in single-phase oxide materials can be created by partial sub-
stitution with dopants, e.g., Y-doped ZrO2,
255 Gd-doped
CeO2,
255 and Ca-doped BiFeO3.
256 Due to charge neutrality,
the creation of oxygen vacancies always yields electrons to
compensate the hole carriers introduced by the doping spe-
cies, so oxygen vacancies become positively charged.
Since oxygen vacancies have charge, they are forced to
move under an external electric field, and depending on the
situation, their detailed motions can vary. When the oxygen
vacancies are formed in a solid with a periodic potential,
their motion under an electric field is described by a simple
thermally assisted hopping process, as explained in Fig.
7(a).214,216,257 For SrTiO3 single crystals, high concentra-
tions of oxygen vacancies were found to exist along a net-
work of extended defects, such as dislocation.258–260 In this
case, dislocation is known to play the role of a fast transport
pathway for oxygen vacancy migration.44 Therefore, oxygen
vacancies can migrate much more easily through this net-
work under an electric field. Grain boundaries and disordered
interfaces can also play very important roles for oxygen va-
cancy migration.261–266
b. Trap/detrap of electrons. Electronic transport in oxides
is sometimes dominated by the trapping and detrapping of
electrons by defects. These processes are usually described
by three conduction models: Poole–Frenkel emission,
space–charge limited current, and trap-assisted tunneling.
Some review articles and books have described these mecha-
nisms,267,268 and the descriptions are summarized as follows.
(1) The Poole–Frenkel emission model is basically related to
the thermal fluctuations of trapped electrons.269–272 The ran-
dom thermal fluctuations give the trapped electron in local-
ized states enough energy to escape its localized state. Once
the electrons transfer to the conduction band, they can move
FIG. 16. Thermal dissolution model. (a) Schematic of the model: / is the initial diameter of the CF. (b) The calculated temperature maps at different voltages
(A, B, C, D) in the voltage sweep (c). In (c), the circular points and the curve denote experimentally extracted and calculated data, respectively. Reproduced
with permission from Russo et al., IEEE Trans. Electron Devices 56, 193 (2009). Copyright 2009 IEEE.
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through the crystal before becoming trapped by another
localized state. The IV curves behave as IVexp(V1/2). (2)
The space–charge limited current model is considered when
the external charge carriers injected from an electrode are
more dominant than the free carriers inside the film.273–275
At low voltage, the electrical conduction of the film is domi-
nated by the thermally generated free carriers inside the films
over the injected charge carriers. In this case, the IV curve
has a linear relationship as IV. When the applied voltage
increases further, the population of the external charge car-
riers increases and electrons begin to be trapped in the
defects. The IV curve has a nonlinear relationship as IVn,
n > 1. At a larger applied voltage, electrons are fully trapped
in defects, and finally, excess electrons are able to flow freely
again and a linear relationship, IV, is recovered. (3) The
trap-assisted-tunneling model is considered when the elec-
trons can be tunneled from trap to trap via hopping.276,277
The electrons are tunneled from cathode to traps (or from
traps to anode) in oxides. Like the Poole–Frenkel emission
model, the trapped electrons in traps inside the oxides are
emitted to the conduction band by random thermal fluctua-
tions. The overall conduction is dominated by tunneling
between the cathode (or anode) and the traps in oxides. The
IV curves behave as ln(I/V2)1/V. These three conduction
mechanisms can be experimentally examined by fitting the
IV curves.
Note that different oxide materials exhibit different trap-
ping and detrapping mechanisms. For ITO/LaAlO3/SrTiO3,
269
SrTiO3/YBa2Cu3O7,
278 and Cr2O3 films,
279 the Poole–Frenkel
emission is reported to be the dominant conduction mech-
anism. For Pr0.7Ca0.3MnO3,
280 La0.7Ca0.3MnO3,
281,282 La0.5
Sr0.5CoO3,
283 and TiO2 films,
106 the observed conduction char-
acteristics are reported to exhibit the trap-controlled space–-
charge-limited current effects. For TiN/HfOx/Pt films,
277 a
trap-assisted tunneling model has been reported to be valid.
2. Forming process
a. Formation of conducting filaments. Bipolar switching
is known to take place near a metal–oxide inter-
face,36,38,41,44,45 so the forming process does not seem to be
required at first sight. Indeed, studies have reported that such
a process is not necessary for some oxide thin
films.36,155,180,263 However, most other studies have shown
that the forming process is needed to obtain bipolar switch-
ing, just like unipolar switching. Previously, the necessity
for the forming process had presented a great deal of
confusion.
To obtain some insight, let us consider some experi-
ments conducted with decreasing film thickness. For a typi-
cal film, the forming process is necessary to create the CFs
and initiate bipolar switching.33,36,37,284 However, when the
film thickness is reduced to a few nanometers, bipolar
switching can be initiated without the forming process. Yang
et al.36 postulated that forming produces the CFs in the bulk
TiO2 film and the actual RS occurs at the metal–oxide inter-
face in bipolar switching. To support their idea, they reduced
the thickness of a TiO2 film to 4 nm to eliminate the bulk
region and effectively leave only the switching interface.
They showed that this device exhibited bipolar switching
without the forming process; the I–V curves for the as-grown
samples were similar to the I–V curves of the HRS obtained
in subsequent bipolar switching operations. Also, other simi-
lar experiments have been performed relating to forming
free bipolar switching materials, and these have included
Al2O3 films
155 and HfO2 films
180 being realized when the
film thickness was reduced.
This thickness dependence behavior can be understood
by Fig. 2. As discussed in Sec. I B, the generation of the
localized CFs is the most efficient way to induce a very large
resistance change, with the resistivity change in a very small
volume fraction p. Therefore, in most bipolar switching
materials, the localized CFs are formed via the forming
process as in Fig. 2(d).28,37,285,286 The CFs were observed
by TEM experiments in bipolar switching devices such
as Pt/Ta2O5–x/TaO2x/Pt, Pt/TaOx/Ta and Pt/TiO2/Pt
cells.33,151,159,218 However, in the ultrathin films, with thick-
nesses as low as 4 nm, the microscopic resistivity change
occurs near one of the interface layers, as shown in Fig.
2(c). In this case, the effective p value can be quite large,
and the forming process is not necessary for bipolar
switching.
For some binary oxides, the chemical composition and
crystal structure of the CFs have been characterized by using
ex situ microscopic techniques.33,159,218 It happens that the
CFs formed in bipolar switching are similar to those from
unipolar switching; they have metallic behaviors. In a TaOx
device, the CF was revealed to consist of metallic Ta-rich
regions surrounded by a stoichiometric and nanocrystalline
Ta2O5 from TEM, EELS, and hard X-ray spectromicro-
scopy.159 The CFs in TiO2 films were also analyzed by
X-ray absorption spectromicroscopy and TEM.33 Within the
TiO2 matrix, the formation of a Ti4O7 Magneli phase was
found that exhibited metallic properties and ordered planes
of oxygen vacancies. By X-ray spectromicroscopy, 100-
nm conducting channels in TiO2 were also investigated.
218
The channels were identified to be oxygen-deficient
(vacancy-rich) regions compared with the as-grown material.
b. Bipolar switching operations after the forming process.
Since most bipolar switching requires the forming process,
we will now focus on bipolar switching with the CFs. The
resulting bipolar switching process can be schematized as in
Fig. 17. Figure 17(a) shows a pristine sample that does not
have many oxygen vacancies. By applying an external bias
to the pristine sample, localized metallic CFs, colored
brown, are generated in most of the bulk region, as shown in
Figs. 17(b) and 17(c). The actual bipolar switching opera-
tions take place in the gap region between the electrode and
the large cluster of CFs. In the LRS, the gap region, colored
yellow, has intermediate resistance: i.e., it becomes more
conducting compared with the surrounding oxide matrix, but
usually less so than the CFs. In the HRS, the gap region of
the intermediate resistance state is recovered to that of the
original insulating state. The detailed switching mechanisms
that induce the reset and set operations depend on a material,
which will be discussed in Sec. III C 2 c.
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Note that both the LRS and HRS can be reached after
the bipolar switching forming process, as depicted in Fig.
17.36,150,287,288 Some studies have reported that cells (e.g.,
TiO2 nano-crossbar
36 and Ta2O5/TaOx nanodevices
150)
entered into the LRS (HRS) when a negative (positive) volt-
age was applied for the forming process, which differs from
the unipolar switching forming process, whereby only the
LRS is reached after the forming process.
c. Role of conducting filaments in bipolar switching. The
high conductivity of the CFs localizes the electronic current
in nanoscale conducting spots, as observed on the surface of
bipolar switching materials using a C-AFM tip.136,158,176,289
The electrical conduction of the conducting spots in SrTiO3
thin films can be reversibly modulated over several orders of
magnitude by the application of an appropriate electric
field.136 In ZnO films, the bipolar switching was observed in
epitaxial nanoislands with a diameter of 30 nm.289 In WO3
films, the bipolar switching occurred at the grain surface
region, not at the grain boundary.158 Indeed, all of the con-
ductance spots observed in the C-AFM experiments should
correspond to the cross section of the localized conducting
channels in Fig. 17.
The existence of the CFs can also influence numerous
physical properties. When the CFs are formed during bipolar
switching, conductivity or resistance will not be dependent
on the electrode area. Figure 18 shows the electrode-size de-
pendence on the resistance of bipolar Ta2O5x/TaO2x cells.
As shown in the figure, the resistance of both the LRS and
HRS is not sensitive to the electrode area.28 For comparison,
the figure also includes the electrode-size dependence on re-
sistance of the NiO cells exhibiting unipolar switching,
which originates from the formation and rupture of localized
conducting channels. Similar dependence on the electrode
area clearly shows that current is localized in the CFs of
Ta2O5x/TaO2x cells. On the other hand, a few reports
have shown that the resistance scales with the electrode size.
This type of bipolar switching is sometimes called
“homogeneous” interface-type switching,45 indicating that
the CF is absent or not sufficiently strong to localize the cur-
rent. However, as mentioned in Sec. II B 2, we will call this
“laterally uniform switching along the interface.” Figure 18
also shows one example of laterally uniform switching along
the interface for Nb:SrTiO3 single crystal cells. However,
such examples are quite scarce compared to the cases of CF
formation.
Since CFs can be formed in both unipolar and most
bipolar switching, many similarities should exist between the
two RS phenomena. The schematic diagrams for unipolar
and bipolar switching are displayed in Figs. 11 and 17,
respectively. The HRS clearly has the same configuration
with the largest cluster of non-percolating CFs. An important
difference exists only in the LRS. During unipolar switching,
the soft dielectric breakdown (Joule heating) will generate
(rupture) CFs in the gap region between the largest cluster to
the remaining electrode. However, during bipolar switching,
the CFs remain intact and the electrical connection in the
gap region occurs via polarity-dependent processes, as
described in Secs. III C 1 and III C 3. Due to the similarity in
Figs. 11 and 17, conversion can occur between the unipolar
and bipolar switchings, which will be discussed in detail in
Sec. V B.
3. Models for set and reset processes
As shown in Figs. 17(b) and 17(c), in most bipolar
switching, the actual bipolar switching operations take place
FIG. 17. Simple schematic of the bipolar switching mechanism. Different to the unipolar switching, the pristine state can change into either the LRS or HRS via the
forming process. An incomplete percolating path, denoted by the brown path (and yellow dashed path) in an oxide, is formed as (b) and (c) by the forming process. The
LRS (b) and HRS (c) of bipolar switching can be reversibly switched by application of the opposite external bias. The resistance of the yellow region is larger than the
brown but smaller than the surrounding matrix. (d) Schematic of a virtual cathode model. A virtual cathode grows from the cathode. When it touches an anode, the cell
changes into a LRS. Reprinted with permission from Waser et al., Adv. Mater. 21, 2632 (2009). Copyright 2009 John Wiley & Sons, Inc.
FIG. 18. The electrode area dependence of resistance values in the LRS and
HRS for Nb-doped SrTiO3 (Nb:SrTiO3), Ta2O5-x/TaO2-x, and NiO memory
cells. Reproduced with permission from Sim et al., IEEE Int. Electron
Devices Meet., Tech. Dig. 2005, 758. Copyright 2005 IEEE and Lee et al.,
Nat. Mater. 10, 625 (2011). Copyright 2011 Macmillan Publishers.
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in the gap region between the electrode and the large cluster
of CFs. Such polarity-dependent operations have been
described by three different models. The first two models are
described by the motion of oxygen vacancies, and the last
one is associated with the electron trap/detrap processes.
a. Growth/shrinkage of a virtual cathode by oxygen va-
cancy movements. Since the accumulation (depletion) of oxy-
gen vacancies generally increases (decreases) the
conductance, the migration of oxygen vacancies under an
electric field can induce a polarity-dependent RS. This mech-
anism is described in the left-hand panel of Fig. 17(d) and is
generally called the “virtual cathode” model.44,252 The vir-
tual cathode denotes a region with a high concentration of
oxygen vacancies and thus exhibits a higher conductance
compared with the surrounding matrix. Although not clearly
stated in the literature, the virtual cathode should be closely
related to CFs. In comparison with Figs. 17(b)–17(d), the vir-
tual cathode corresponds to the large cluster of the CFs and
the regions of intermediate resistance states, colored yellow.
When a virtual cathode is formed, it will grow from the
cathode by oxygen vacancy accumulation because the oxy-
gen vacancies are positively charged, as shown in the figure.
After the forming process, the size of the gap between the
virtual cathode and the anode becomes only a few nano-
meters wide. Thus, one can control the percolating path of
the virtual cathode by applying an external electric field,
which induces bipolar switching. Such an operation should
depend on the polarity. At a negative bias, the virtual cath-
ode is attracted to an anode, the oxygen vacancy-rich region
becomes percolated, and the cell enters the LRS. At a posi-
tive bias, the virtual cathode is repelled from the anode, the
percolating channel becomes ruptured, and the cell enters the
HRS.
b. Modulation of the Schottky barrier by oxygen vacancy
movements. The intermediate resistance state in Fig. 17(b)
can originate from a Schottky barrier formed in the narrow
gap region between the large cluster of the CFs and the elec-
trode. Note that the Schottky barrier will be formed depend-
ing on the choice of electrode. With the n-type
semiconductor, a metal with a small work function, such as
Ti, leads to an ohmic interface. On the other hand, a metal
with a larger work function, such as Pt or Au, leads to a
Schottky barrier at the interface.137 The width of the
Schottky barrier is inversely proportional to the square root
of the dopant concentration.268 Since oxygen vacancies act
as donors in oxides, any change in their concentration within
the Schottky barrier will affect the barrier width.37,290 Such a
change will then provide the intermediate resistance state in
Fig. 17(b).
Bipolar switching can therefore be achieved by modulat-
ing the Schottky barrier using the motion of the oxygen
vacancies. Figure 19(a) shows the Schottky barrier modula-
tion via oxygen vacancy migration in a Pt/TiO2/Pt bipolar
switching cell.290 When a negative voltage is applied to the
anode, positively charged oxygen vacancies are attracted to-
ward the electrode, thereby narrowing the Schottky barrier
width and inducing HRS to LRS switching. When a positive
voltage is applied at the anode, oxygen vacancies are
repelled from the electrode, thereby recovering the original
width of the Schottky barrier and inducing LRS to HRS
switching.
To provide more quantitative simulations on the
Schottky barrier effects, Lee et al.212 developed a semicon-
ductor with a mobile dopant (SMD) model. The SMD model
quantitatively considers the effects of a nonuniform distribu-
tion of oxygen vacancies on the Schottky barrier width in
semiconducting materials. As shown in Fig. 20(a), the SMD
model considers a 3-D lattice. Oxygen vacancies (yellow
FIG. 19. Schematics of the set/reset process in bipolar switching. (a)
Modulation of the Schottky barrier by oxygen vacancy movements. Top:
when a negative voltage is applied to the electrode, positively charged oxygen
vacancies move towards the electrode. This results in a narrowing of the
Schottky barrier width and changes the HRS into a LRS. Bottom: when a pos-
itive voltage is applied at the electrode, oxygen vacancies move away from
the electrode. This results in recovery of the original width of the Schottky
barrier and resets the LRS into HRS. Reprinted with permission from Yang
et al., Adv. Mater. 21, 3754 (2009). Copyright 2009 John Wiley & Sons, Inc.
(b) The trap/detrap of electrons. Left: when a positive voltage is applied to the
electrode, electrons escape from the defect sites, so many defects remain near
the Schottky barrier. This results in narrowing of the Schottky barrier width
and induces HRS-to-LRS switching. When a negative voltage is applied at
the electrode, electrons are trapped at the defect sites, so many defects are
neutralized near the Schottky barrier. This results in recovery of the original
width of the Schottky barrier and induces LRS-to-HRS switching. Reprinted
with permission from Seong et al., Electrochem. Solid-State Lett. 10, H168
(2007). Copyright 2007 The Electrochemical Society.
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balls) are redistributed due to a hopping motion with thermal
assistance in a periodic potential that is modified (i.e., tilted)
by an external bias. With a given oxygen-vacancy distribu-
tion and an applied voltage, the conduction band energy, or
Schottky barrier, can be calculated by self-consistently solv-
ing the Poisson equation and the distribution of electrons.
Using the SMD, Lee et al.212 found that attracting the
oxygen vacancies toward the anode does not always narrow
the Schottky barrier width or induce HRS to LRS switching.
They found that the opposite can occur when the oxygen va-
cancy distribution is concentrated near to the anodic inter-
face. They simulated the attraction of oxygen vacancies from
the cathode to the anode, as shown in Fig. 20(b). From 0 to
7.5 ls, the attraction caused the Schottky barrier width to
become narrower, as shown in Fig. 20(c). However, further
attraction widens the Schottky barrier width, as shown in
Fig. 20(d). Using these results, the origin of the coexistence
of the cF8 and F8 polarities in one sample was able to be
explained (see also Sec. V C 3).
Other effects of oxygen vacancy migration on the modula-
tion of the Schottky barrier have been investigated.152,212,250,251
In the reference by Jeon et al.,250 a change in the Schottky bar-
rier height of an SrRuO3/SrTiO3 (electrode/oxide) junction due
to oxygen vacancy migration has been studied using first-
principle calculations. They found that the oxygen vacancy
inside the SrTiO3 layer lowers the height of the Schottky barrier
significantly. However, when the oxygen vacancy is inside the
SrRuO3 electrode, the height of the Schottky barrier is compa-
rable to that of an interface with no vacancy. Hur et al.152 stud-
ied the resistance change of Pt/Ta2O5/TaOx/Pt bipolar
switching devices based on the model using a variable Schottky
barrier and were able to reproduce the rectifying I–V behavior
in the HRS and disrupt RS. Jeong et al.251 studied the effect of
a Helmholtz layer in Pt/TiO2/Pt devices and found that the
Schottky barrier height at the interface could be modulated by
electrochemical reactions involving oxygen vacancies at an
interface between the Pt and TiO2 solid electrolyte.
c. Trap/detrap of electrons. A few models have suggested
that the modulation of the Schottky barrier can be obtained
by the trapping and detrapping of electrons, instead of oxy-
gen vacancy motions.137,154,188 In particular, the claim was
made that the trapping and detrapping mechanisms can cause
the modulation of the Schottky barrier in defect-rich oxides.
Figure 19(b) shows a metal–oxide contact, whereby the
Schottky barrier is formed at the interface due to oxygen
vacancies.188 When a negative voltage is applied to the elec-
trode, the electrons are assumed to be injected into the
oxides. They are then trapped at the defect sites and neutral-
ize the oxygen vacancies, making the Schottky barrier wider.
As a result, the tunneling current decreases and the device
enters into the HRS. When a positive voltage is applied to
the electrode, electrons are detrapped and the charge of the
defects is recovered. The Schottky barrier then narrows again
and the device goes into the LRS. Therefore, LRS to HRS
and HRS to LRS switching occur when negative and positive
voltages are applied to the electrodes, respectively.
Fujii et al.172 claimed that trapping and detrapping mecha-
nisms can also induce RS even without affecting the Schottky
barrier. In their model, the Schottky barrier is not modulated by
a change of the charged defect concentration; instead, the tun-
neling pathways are controlled by the trapping and detrapping
of electrons at trap sites. When a negative voltage is applied at
the anode, electrons are injected and captured in the trap sites,
which leads to the closure of resonant tunneling pathways. As a
result, electrons cannot resonantly tunnel through the Schottky
barrier and the cell enters the HRS. When a positive voltage is
applied at the anode, trapped electrons are extracted from the
trap sites, resulting in the trap sites becoming available as path-
ways for resonant tunneling through the Schottky barrier, and
the cell enters the LRS.
IV. IMPORTANCE OF INHOMOGENEITYAND
STATISTICAL PHYSICS APPROACHES TO
RESISTIVE SWITCHING
A. Limitations of microscopic approaches:
Fluctuations due to inhomogeneity
In Sec. III, the microscopic origins and mechanisms
inducing RS phenomena were reviewed. Such microscopic
studies enable us to understand why the resistance of a local
FIG. 20. (a) Simulation configuration of a semiconductor with a mobile dop-
ant (SMD) model. A three-dimensional lattice is considered with Schottky
and ohmic contacts. An electric field is applied to the electrode of the
Schottky contact while grounding the electrode of the ohmic contact.
Donors are represented by the yellow circles. (b) Changes in the donor den-
sity distribution from t¼ 0 to 14ls when a negative bias is applied. Oxygen
vacancies are attracted toward the electrode of the Schottky barrier. (c) and
(d) Changes to the Schottky barrier when most of the donors are distributed in
the far-from-Schottky and near-Schottky regions, respectively. In all figures,
red, cyan, blue, green, and gold are used to represent data collected at t¼ 0, 1,
7.5, 10, and 12 ls, respectively. Reproduced with permission from Lee et al.,
Appl. Phys. Lett. 102, 253503 (2013). Copyright 2013 AIP Publishing.
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region inside a material can change its state during RS opera-
tions at the microscopic level. Note that when a sample is in-
homogeneous as a metal-insulator composite, as is the case
for most RS, its average resistance value may depend on the
conductivity value of the metallic region, but it will depend
much more on how the highly conducting regions are inter-
connected. Microscopic studies usually fail to clarify the
details of such interconnection, so they do not provide quan-
titative information on the numerous physical properties of
RS.
To obtain further insight, we consider resistor network
modeling,93 which is commonly used in percolation theory
in statistical physics, as shown in Fig. 21. Figure 21(a) shows
a two-dimensional metal-insulator composite in a real con-
figuration. This can be divided by the coarse-grained lattice
denoted by thin lines, as shown in the figure. Cyan color
indicates that most of the area in the square is composed of
metallic balls, and orange color indicates otherwise, as
shown in Fig. 21(b). If two cyan-colored squares are con-
nected, a resistor is placed between them. Then, a resistor
network can be obtained, as shown in Fig. 21(b). Figures
21(c) and 21(d) show other configurations of resistor net-
works with the same number of resistors as that of Fig.
21(b), but with different interconnections. When top and bot-
tom electrodes are attached to the top and bottom edges of
the lattices and the total resistances are measured, it is clear
that the total resistances of the networks in Figs. 21(b)–21(d)
differ significantly from each other due to the different
interconnectivity. Therefore, it is important to have theories
that can describe how the interconnection between the con-
ducting regions is formed during RS.
One of the most important RS properties, which arises
from the form of interconnectivity, is the large fluctuation in
transport properties. Nearly, all RS phenomena are accompa-
nied by large fluctuations in transport properties. For exam-
ple, Lee et al. measured 100 I–V curves from seven Pt/NiO/
Pt cells, as shown in Fig. 22(a).125 The red and blue lines
correspond to the reset and set processes, respectively. Note
that there are wide distributions in Vreset and Vset. In some
similar studies, the distributions were so large that an overlap
FIG. 21. Resistor-network modeling. (a) Two-dimensional metal-insulator
composite; this can be divided by a coarse-grained lattice. (b) If most of the
area in a square of the lattice is composed of metallic balls, it is colored
cyan, otherwise it is colored orange. If two cyan-colored squares are con-
nected, a resistor is placed between them. (c) and (d) Other configurations of
the resistor network with the same number of resistors as that of (b) but dif-
ferent interconnections: (c) and (d) have the lowest and highest resistances,
respectively, and that of (b) is between the two.
FIG. 22. Fluctuation in switching parameters. (a) Fluctuation in IV curves
observed in NiO films. The inset shows the definition of the reset current
Ireset, reset voltage Vreset, and LRS resistance at low voltage Ro. Reprinted
with permission from Lee et al., Appl. Phys. Lett. 93, 212105 (2008).
Copyright 2008 AIP Publishing. (b) Fluctuation between power and resist-
ance observed in NiO films. Reprinted with permission from Yoo et al.,
Appl. Phys. Lett. 104, 222902 (2014). Copyright 2014 AIP Publishing.
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between Vreset and Vset was observed, so there was no opera-
tional voltage window for memory devices.75 The resistance
values for the LRS and the HRS also vary significantly.74,75
Recently, Yoo et al.291 systematically investigated the fluctu-
ation between power and resistance for a Pt/NiOx/Pt cell.
They applied more than 1900 cycles and collected current-
voltage data during both set and reset process. As shown in
Fig. 22(b), there were large fluctuations in Vreset and Vset, and
even larger fluctuations in the corresponding currents.
Additionally, they found that their distribution could not be
explained in terms of normal or log-normal: wide distribu-
tions or long tails were observed for both reset and set
switchings. Such large fluctuations in the switching parame-
ters are one of the major problems in RRAM technology.89
These large variations in interconnectivity and the
resulting fluctuations are caused partly by the diverse distri-
butions of defects in the pristine state, before the forming
process. No material in the real world is free of defects, and
numerous kinds of defects are found in nature, including
impurities, vacancies, dislocations, and grain boundaries.
Even when oxide cells are all fabricated under the same ex-
perimental conditions, the detailed distribution of such
defects cannot be controlled. So, with an external voltage,
the detailed electric field distribution throughout an as-
grown oxide will vary from one cell to another. Such an
initial variation in electric field distribution will result in dif-
ferent forming, reset, and set processes. Therefore, large
fluctuations in the switching parameters become inevitable
in all RS phenomena.
The initial variation in the electric-field distribution of
an oxide cell leads to fluctuations in the dielectric breakdown
voltage. In oxides, oxygen vacancies are the most common
defects. When they are located close together, a cluster of
oxygen vacancies forms, and this chemically nonstoichio-
metric object behaves as a conductor. Under an external
electric field, a very large local electric field can be gener-
ated near the defect clusters, similar to a lightning rod. Such
local electric fields can significantly reduce the dielectric
breakdown voltage, Vforming. For example, the dielectric
strength of high purity SiO2 is 470670 MV/m.292 However,
most SiO2 cells have a voltage of only 10 MV/m during
the RS forming process.116 The magnitude of the reduction
in breakdown voltage depends on the location, size, and elec-
trical properties of the oxygen vacancies in the pristine state.
Therefore, a random initial defect distribution can give rise
to wide fluctuations in Vforming.
Additionally, more oxygen vacancies are created during
the forming process, and the conducting defect clusters form
in an unpredictable way. It has frequently been observed that
the electrolysis reaction, Equation (3), occurs at the anodic
interface.54 Thus, a large amount of oxygen vacancies are
created. Under an electric field, these oxygen vacancies
migrate to form a cluster, which results in CFs. The location
and structure of the newly formed CFs vary significantly,
depending on the magnitude of the applied electric field, as
well as the initial electric field distribution inside the oxide.
It is nearly impossible to predict and control the precise loca-
tion and structure of a CF in a real sample. This unpredict-
able nature of structure and location is a general feature of
CFs in RS phenomena.132 Because the resistance of the LRS
depends mainly on the resistance of CFs, the various struc-
tures of CFs lead to fluctuations in resistance in the first LRS
following the forming process.
After forming, successive RS processes can intensify
defect structures and make the interconnections of CFs more
inhomogeneous, resulting in fluctuations in switching vol-
tages and resistance values in later processes. As described
in Sec. III B 2 b, modulation of the local stoichiometry in an
oxide induces a localized change in resistance. This modula-
tion also generates defects or inhomogeneous structural con-
figurations during the switching process. Figure 23 shows
the creation of such defect structures due to RS.234 Figure
23(a) shows cross-sectional TEM images of a pristine NiO
cell; there are several grain boundaries, as indicated by the
red lines. Following switching, many new grain boundaries
are created, as indicated by the yellow lines in Fig. 23(b);
furthermore, the form of the grain boundaries is irregular. It
follows that the structure becomes more inhomogeneous af-
ter RS. This inhomogeneous defect structure changes during
successive RS operations, and as a result, the switching pa-
rameters also vary persistently.
To understand the physics behind these fluctuations and
control them, we need theoretical approaches that can handle
the random defect distributions and the structural informa-
tion of CFs systematically. Note that most microscopic theo-
ries do not deal with the detailed electric-field distribution
inside the oxide and the structure or the interconnection of
CFs. Moreover, defect formation and clustering processes
seem to be irregular and random. Due to the randomness of
these processes, we can rely on statistical physics
FIG. 23. Cross-sectional TEM images of a NiO cell showing the structure of
the grain boundaries. (a) A NiO virgin cell. Several grain boundaries (red
lines) are apparent in the cell. (b) New grain boundaries (yellow lines) are
created after RS occurs. Reprinted with permission from Yoo et al., IEEE
Trans. Nanotechnol. 9, 131 (2010). Copyright 2010 IEEE.
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approaches, especially those based on percolation theories,
to understand the large fluctuations and associated phenom-
ena in RS.
B. Percolation approaches to unipolar switching
Percolation refers to the movement of fluids through po-
rous media, as seen in a coffee percolator. Percolation phe-
nomena are dominated by the properties of connected
clusters, specifically passages for fluid movement in the po-
rous media. Therefore, percolation theory deals with the
physical and mathematical properties of the connected clus-
ters. One representative percolation model is the bond perco-
lation model suggested by Broadbent and Hammersley in
1957.293 Following this model, percolation theory has been
intensively studied in a variety of fields in mathematics and
statistical physics.93
The random resistor network model has been widely
used to understand the electrical phase transition observed in
a metal-insulator mixture.294 The procedure of modeling
from a metal-insulator mixture to a resistor network is
depicted in Figs. 21(a) and 21(b). The random resistor net-
work is composed of resistors (or metals) and insulators
(unconnected) as shown in Fig. 21(b). The resistance state of
each bond is determined randomly: the probability that it is
occupied by a resistor is p and by an insulator is 1  p.
When p is smaller than a threshold value pc, there is no per-
colating path consisting of resistors from one end of the net-
work to the other, so the whole network becomes insulating.
In contrast, when p is larger than pc, a percolating path is
formed and the network becomes conducting. Close to pc
(p > pc), the direct current (DC) conductivity of this network
scales as (p  pc)t, where t is a conductivity exponent. This
scaling exponent exhibits a universal behavior, so it is inde-
pendent of the details of the material properties. Based on
universal scaling behavior, the percolation system can be an-
alyzed using scaling and renormalization theories and the
percolating cluster can be described as a fractal structure.
The LRS and HRS of unipolar switching can be viewed
conceptually as the appearance and disappearance of a per-
colating cluster in a network, similar to the random resistor
network model, i.e., Fig. 21(b). This simple analogy can ena-
ble a deeper understanding of the universal behaviors under-
lying the observed large fluctuations in unipolar switching.
Such a model will also yield a quantitative computer simula-
tion tool for examining the unipolar switching phenomena
and methods to control parameters and thereby reduce fluctu-
ations. One important aspect of RS is that the appearance
and disappearance of the percolating cluster is considered to
be controlled by the external electric field, so it is a time-
dependent phenomenon. Additionally, changes between the
LRS and the HRS should be repeatable and at least seem-
ingly reversible. Here, “reversible” does not necessarily
mean that an RS cell returns to the previous state at the mi-
croscopic level. In reality, the microscopic state of a CF in
one LRS (HRS) could differ from that in another LRS
(HRS). Here, “reversible” switching means that the resist-
ance of the cell can be switched back and forth between LRS
and HRS. Therefore, a percolation model is needed to deal
with the time-dependent and reversible RS processes.
Until 2008, many studies had reported that unipolar
switching occurred by generation and rupture of percolating
CFs.23,24,130 However, no percolation model could describe
the reversible processes in unipolar switching. Note that the
random resistor network model by itself is not an appropriate
percolation model for RS, because the value of p is a static
parameter and the resistance state of a bond is fixed in time.
Therefore, it cannot describe any time-dependent phenom-
ena, including RS. Another percolation model was proposed,
called the random fuse network model,295 where the resistors
were replaced by another circuit element, i.e., a fuse. When a
current flowing through a fuse is over some threshold value,
the fuse blows and its state changes from conducting to insu-
lating. However, this process is irreversible, so it cannot
describe the reversibly switchable RS phenomena. In 2008,
to explain time-dependent reversible changes caused by
external voltages, Chae et al. used another electrical circuit
element instead of resistors or fuses: they used circuit break-
ers,77 which can have two bistable states. By making a net-
work of circuit breakers, they developed a new type of
percolation model, called the RCB network model.
1. Description of the random circuit breaker network
model
Unipolar switching originates from the formation and
rupture of CFs, as shown in Fig. 11. Localized CFs are cre-
ated when the concentration of oxygen vacancies
increases.24,116,132 A decrease in the density of oxygen
vacancies can induce locally insulating regions. To model
these RS phenomena, consider a modeling procedure for
oxides similar to that for a resistor network depicted in Figs.
21(a) and 21(b): oxides are divided by a coarse-grained lat-
tice. A square is regarded as a metal if it is sufficiently con-
ductive due to the accumulation of oxygen vacancies,
otherwise it is in an insulating state, as shown in the lower
panels of Fig. 11. Instead of a normal resistor or a fuse, a cir-
cuit breaker, which can be in either an on or off state and
permits switching between them, is inserted as a circuit ele-
ment between the two squares. If the two metal squares are
connected, an on-state circuit breaker with resistance rl is
inserted, otherwise an off-state circuit breaker with resist-
ance rh is used. Then, the entire oxide cell can be mapped to
a network composed of circuit breakers, as shown in Fig.
24(a). This new percolation model is called the RCB net-
work model.
To describe the reversible actions of CFs in the RCB
network model, simple switching rules are required to
explain how the state of each circuit breaker can be changed
between on and off states, as schematically displayed in Fig.
24(b). Switching rules for the changes between on and off
states can be imposed by considering the physical mecha-
nisms. First, off/on switching, i.e., off ! on, corresponds to
the formation of a conducting region due to dielectric break-
down. Thus, off/on switching is assumed to occur when the
voltage applied to the off-state circuit breaker, Dv, is greater
than the threshold value, von.
77 That is,
031303-25 Lee, Lee, and Noh Appl. Phys. Rev. 2, 031303 (2015)
 This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to  IP:
147.46.19.34 On: Tue, 13 Oct 2015 06:35:15
off-state ! on-state; when Dv > von:
In contrast, on/off switching physically corresponds to the
recovery of the original insulating state due to Joule heating.
Therefore, it is reasonable to assume that the on state
changes to the off state by the thermal annealing process.
However, the original RCB network model simply assumed
that on/off switching occurs when the voltage applied to the
on-state circuit breaker Dv is greater than another threshold
value voff. That is,
on-state ! off-state; when Dv > voff :
The switching rule, considering the thermal process, will be
reviewed later in Sec. IV B 3 a.
Due to these two switching rules, localized reversible
RS can occur. These coarse-grained switching rules are ap-
plicable to any RS system regardless of the detailed micro-
scopic mechanisms for RS. Even carbon-based unipolar
switching phenomena induced by sp3 (on state)/sp3 (off
state) orbital phase transition,296 and oxygen-vacancy-medi-
ated RS phenomena, are well described by these switching
schemes. Therefore, this model can be material-independent
and is focused on the collective behavior of the circuit
breakers.
Many natural defects exist inside an as-grown sample.
To represent such defects in the pristine state of the simula-
tion, a small fraction of the randomly chosen circuit breakers
are assumed to be in the on state as an initial defect. Other
kinds of defects can also be used in simulations. For exam-
ple, a fraction of circuit breakers can be assumed to be ran-
domly eliminated or replaced by conductors, but simulations
based on such defects will result in essentially the same RS
behaviors. With this initial configuration, an external voltage
is applied to the network. The voltage applied to each circuit
breaker is calculated by solving Kirchhoff’s equations. Next,
the voltage is examined to determine whether it satisfies the
switching rules. When off/on or on/off switching occurs in
any circuit breaker, the voltage distribution is recalculated
and rechecked again using the same switching rules. This
calculation should be reiterated until the system reaches a
metastable state, where no more switching occurs. Once the
iteration process stops at a given value of external bias,
another iteration process starts with another bias value.
During these simulations, off/on switchings occur in an
avalanche-like manner at certain voltages. These correspond
to the set and forming processes. During such cases, the iter-
ative process stops when the total current in the circuit-
breaker network exceeds the compliance current. Such sim-
ple simulations, based on the RCB network model, success-
fully explain most experimentally observed RS phenomena,
as discussed in Sec. IV B 2.
2. Understanding on experimental data
Studying the detailed configuration of RCB networks,
obtained by simulations, can help clarify what is happening
during the forming, reset, and set processes. For example,
Fig. 24(c) shows a sequence of snapshots from a simulation
during the forming process. A CF forms via a self-
organizing avalanche process. During the simulation, the
small seed of the CF (left) grows and finally percolates
throughout the network. Note that the simulated shapes of
the growing CF are qualitatively similar to the microstruc-
ture observed by TEM, shown in the upper panels of Fig. 10.
In particular, a similar dendritic structure of the CF is formed
in the simulation. The local nature of the CF generation pro-
cess explains why unipolar switching has a weak dependence
on the size of the electrodes.25,224
FIG. 24. The random circuit breaker (RCB) network model. (a) Schematic
of the RCB network model. The network consists of a circuit breaker, which
can be either in rl (on) or rh (off) state. (b) Switching rules of a circuit
breaker. Off/on (on/off) switchings occur when the applied voltage Dv is
larger than v0n (voff). (c) Snapshots of the RCB network simulation. First:
pristine state of the RCB network. Second: generation of a conducting chan-
nel. Third and fourth: percolated state or LRS. Reproduced with permission
from Chae et al., Adv. Mater. 20, 1154 (2008). Copyright 2008 John Wiley
& Sons, Inc. Comparison between the experiments and simulation results of
the RCB network model. Experimental results from TiO2 (d) and NiO (f)
thin films. (e)–(g) RCB network simulation results. (d) and (e) Fluctuation in
the switching voltages. (f) and (g) Abnormal behavior observed during the
reset process. Correspondence between the experiments and the simulations
indicates that the various experimental observations in unipolar switching
phenomena originate from the collective behavior of the circuit-breaker net-
work. Reprinted with permission from Chae et al., Adv. Mater. 20, 1154
(2008). Copyright 2008 John Wiley & Sons, Inc. and Liu et al., J. Phys. D:
Appl. Phys. 42, 015506 (2009). Copyright 2009 IOP Publishing.
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Figures 24(d)–24(e) compare the experimental results
for polycrystalline TiO2 thin films with the two-dimensional
RCB network simulation results.77 The figures in the left and
right panels correspond to experimental and simulation
results, respectively. Figure 24(d) shows characteristic I–V
curves for unipolar switching measured in numerous TiO2
cells. The pristine state, HRS, and LRS are shown by the
green, red, and orange curves, respectively. Although the
cells were prepared under the same sample fabrication condi-
tions, significant fluctuations occurred in Vforming, Vset, and
Vreset voltages. Figure 24(e) shows a series of simulated I–V
curves for numerous pristine configurations created by
choosing the defect circuit breakers randomly, but with the
same initial defect fraction. The observed I–V features and
fluctuations in switching voltages were reproduced well in
the simulations.
Other peculiar RS phenomena, such as irregular reset
and multiple switching, have been reported experimentally.
For example, in some rare cases of LRS, CFs may be
strengthened during the reset process. Such abnormal behav-
ior was reported in NiO thin films by Liu et al., as shown in
Fig. 24(f).297 The current increased abruptly prior to the sud-
den decrease during the reset process. This strange behavior
can be reproduced in RCB simulations, as shown in Fig.
24(g). Although on/off switching is the major transition that
occurs during the reset process, off/on switching can also
(but rarely) occur for some circuit breakers. This reinforces
the CFs and results in a sudden increase in the current, even
during the reset process. Another unusual but frequently
observed behavior is multiple switching:26,129 this phenom-
enon can also be reproduced and understood using an RCB
network model, including multiple reset process (see also
Sec. VI D).
Besides explaining the fluctuating feature of the I–V
curves, the RCB network model can also explain the distri-
bution of resistance. Kim et al. performed an interesting
experiment using two stainless steel balls with diameters of
0.95 cm.298 The surface of the stainless steel balls was cov-
ered in a 5 nm-thick oxide layer. When the two balls were
in contact with each other, as shown in the left figure of
Fig. 25(a), the contact point (red boxed area) could be
approximated to a capacitor-like structure, i.e., electrode-
oxide(10 nm thickness)-electrode, as depicted in the right
dashed box in Fig. 25(a). The resistance between the balls
was high (in the order of MX) due to the insulating oxide
layer. However, when sufficient current was applied, an ab-
rupt decrease in resistance occurred, possibly due to the gen-
eration of percolating CFs through the oxide layer. These
measurements were repeated easily after vibrating the balls
and obtaining a new pristine oxide layer. Figure 25(b) shows
the experimentally obtained distribution of stainless steel
ball contact resistance after applying 1lA. Two peaks
occurred: a high-resistance peak at 1.2 MX (without perco-
lating CF) and a low-resistance peak at 20 X (with perco-
lating CF). The low-resistance peak was well fitted to the
log-normal curve, as shown in the figure. This resistance dis-
tribution was confirmed by a three-dimensional RCB net-
work model. Figure 25(c) shows the simulated resistance
distribution of the oxide layer with percolating CFs in the
LRS. As the figure shows, the RCB network model can be
used to explain the electrical contact resistance between the
stainless steel balls. All of the results shown in Figs.
24(d)–24(g) and 4–5 demonstrate that the RCB network
model is quite successful in describing unipolar switching,
especially fluctuation phenomena.
FIG. 25. Electric contact resistance experiment. (a) Schematic of the experi-
ment. Two identical stainless steel balls are in contact with each other. Each
ball is covered in an oxide layer approximately 5 nm thick. The contact point
(red boxed area) can be approximated as a capacitor-like structure, i.e.,
electrode-oxide (10 nm)-electrode. (b) Measured distribution of stainless
steel ball contact resistance after applying 1lA. The distribution around the
low resistance peak is well fitted to a log-normal curve. (c) The simulated dis-
tribution of contact resistance after applying 1lA using a three-dimensional
RCB network model. The simulated distribution is well fitted to a log-normal
distribution (red curve). Reprinted with permission from Kim et al., Appl.
Phys. Lett. 102, 241605 (2013). Copyright 2013 AIP Publishing.
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3. Variations in the switching rules of the random
circuit breaker network model
a. Temperature-dependent switching rule. As described in
Sec. IV B 1, the original RCB network model assumed for
simplicity that on/off switching occurs when the voltage
applied to the on-state circuit breaker is greater than a thresh-
old value.77 Later, Chang et al.110 used a more realistic
model, called the “thermal RCB network model,” where the
on/off switching rule is governed by temperature instead of
voltage. In this model, the electric current and temperature
increases due to Joule heating were calculated for each cir-
cuit breaker by solving the Laplace and heat transport equa-
tions simultaneously. Here, the heat dissipation to the
thermal bath from the circuit breaker was also taken into
account, as described in Fig. 26(a). If T is the local tempera-
ture of a circuit breaker at a certain moment, on/off switch-
ing is dependent on the following switching rule, as shown
in Fig. 26(a):
on-state ! off-state; when T > Tc:
Note that the off/on switching rule is the same as the original
one, i.e., based on the applied voltage to the circuit breaker.
This temperature-dependent switching rule gives a clear
explanation of the nonlinear behavior of the I–V curve near
Vreset. The inset of Fig. 22(a) shows a nonlinear I–V curve in
a TiO2 cell; the curve deviates from the ohmic line near
Vreset. Similar nonlinear I–V curves have been observed in
most unipolar switching materials.126,239 This nonlinear
behavior can be reproduced by the thermal RCB network
model. Figure 26(b) shows a simulated I–V curve for a reset
process using the thermal RCB network model. Figures
26(c)–26(e) correspond to the circuit-breaker configurations
obtained from the simulations. The configuration at each
numbered point in the I–V plot is denoted by the same label,
and the red shading indicates elevated temperatures. Note
that the temperature rise is greatest in the local region near
the weakest link in CFs. The Joule heating is insufficient at a
low bias, so the I–V curve remains in a linear regime. Close
to the reset, the temperature increases significantly. This
higher temperature increases the resistance, which results in
a deviation from the ohmic response.
Note that the Joule heating is concentrated at the nar-
rowest region of the CF, so that temperature-dependent on/
off switching occurs near the hottest point of the CF net-
work. Only a few circuit breakers are switched off and the
percolating conducting cluster becomes ruptured during the
reset process. During the set process, the CF becomes recon-
nected in the ruptured region. In contrast to the forming pro-
cess, only a few circuit breakers are switched on during the
set process and the required voltage Vset can be lower than
Vforming. This local rupturing and reconnecting of CFs
explains the observed lack of dependence of Vreset and Vset
on film thickness, as shown in Fig. 13(b).224 The
temperature-dependent switching rule also explains other RS
behaviors quite well, including conversion between unipolar
memory and threshold switchings due to variations in tem-
perature110 and electrode thickness299 (see Sec. V A 1).
b. Stochastic switching rules. In the original and thermal
RCB network models, switching rules are deterministic: if a
proper switching condition is satisfied, the state of the circuit
breaker will always be changed. It is also worth mentioning
that the switching rules can be given in a probabilistic
way:300–303 i.e., off/on or on/off switching occurs with a given
probability. For example, the fluctuation behavior of NiO
RRAM cells has been investigated using a percolation model
with stochastic switching rules.300 The NiO layer is approxi-
mated by a three-dimensional lattice of small identical cubes.
When an external bias is applied to the top and bottom electro-
des, the electric field and temperature for the whole lattice can
be calculated. According to the calculated electric field and
temperature, the state of each cube is updated. First, off/on
switching of a cube occurs with probability p1 as:
off-state ! on-state with probability p1
 p10 exp GTDv
 
;
where Dv is voltage applied to the cube, G is an experimen-
tally determined constant, and p10 is a normalization con-
stant. This probability was introduced to describe the
dielectric breakdown.300,304,305 Second, on/off switching of a
cube occurs with probability p2 as:
on-state ! off-state with probability p2
 p20 exp  Ea
kBT
 
;
where Ea is the activation energy, kB is the Boltzmann con-
stant, and p20 is a normalization constant. This probability
FIG. 26. Thermal RCB network model. (a) Left: schematic showing the
thermal contact of a circuit breaker to a thermal bath. Right: switching rules
for the thermal RCB network model. On/off switching occurs when the tem-
perature of a circuit breaker is larger than some threshold temperature Tc.
Off/on switching is the same as in the original. (b) IV curves for the reset
processes and (c)–(e) corresponding configurations of the RCB network.
The configuration at each numbered point in the IV plot is denoted by the
same label. Before the reset occurs, the IV curve deviates from the ohmic
line. This nonlinear behavior can be attributed to the resistance increase of the
CF due to a local temperature increase. Here, the deeper color red denotes
hotter regions. Due to local Joule heating at the bottleneck, only a few circuit
breakers are ruptured. Reproduced with permission from Chang et al., Phys.
Rev. Lett. 102, 026801 (2009). Copyright 2009 American Physical Society.
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originates from the Arrhenius equation because thermal dis-
solution is induced by oxygen vacancy migration. Using
these two probabilistic switching rules, the authors reported
that they could obtain more realistic and accurate calculation
of switching parameters for NiO RRAM cells.
C. Scaling behaviors
Variations in cell resistance and switching voltages are
commonly observed in unipolar switchings, as shown in Fig.
22. At first, these variations appear to be random and unpre-
dictable, but careful analysis reveals that they are governed
by some simple scaling relations. Moreover, these scaling
relations could be material-independent and provide valuable
information about the structure of the CFs. In this section,
we present some experimental results for such scaling behav-
iors, and then describe how these scaling relations are related
to the fractal structure of the CFs.
1. Scaling behaviors of physical properties
a. Scaling behavior of 1/f noise. Noise is an important
feature of all electrical circuits,306 and the characteristics of
noise are of scientific and technological significance. From
an applications perspective, a smaller (or minimal) noise for
RRAM is highly desirable. Additionally, because noise can
have several different origins, analysis of noise can provide
valuable information about the electronic transport and the
microscopic switching mechanisms.307–309 Analyses of the
noise in many electronic devices and electrical circuits typi-
cally reveal that the power spectral density is inversely pro-
portional to the frequency f in the low-frequency regime,
which is termed Flicker noise, or 1/f noise. This 1/f scaling
behavior has also been found in cells exhibiting both unipo-
lar223 and bipolar switchings.310 Figure 27(a) shows the 1/f
noise measured in a Pt/NiO/Pt cell exhibiting unipolar
switching. Note that the noise intensity, SV, in the HRS is
several orders of magnitude larger than that in the LRS.
There are a number of possible origins of 1/f noise. The
observed 1/f noise in unipolar switching should be closely
related to the resistance noise in a random resistor network,
which consists of a fraction of resistors p and a fraction of
insulators 1  p.97,311–313 When p is larger than a percolation
threshold, pc, the resistors form a percolating cluster through
the whole network, and an electric current, I, can flow. The
noise power, SR, is defined as
309
SR ¼ SV
I2
:
When p is just slightly larger than pc, random resistor net-
work theory expects that
R / ðp pcÞt ;
and
SR / ðp pcÞj;
where R is the total resistance of the random resistor net-
work, and t and j are positive exponents. Thus
SR / R2þd;
where dþ 2 ¼ j=t. It follows that the noise power and re-
sistance will have a scaling relation close to the percolation
threshold, with an exponent, d. Since unipolar switching can
be mapped to a network of circuit breakers,77,110 it is
expected that a similar scaling behavior may be observed.
This idea has been experimentally confirmed, as shown
in Fig. 27(b).223 As expected from random resistor network
theory, for the LRS, SR / R2þd with the exponent d ¼ 1.8
6 0.3. For the HRS, SR/R
2 becomes very large and is scat-
tered around 108 Hz1. The exponent d for the LRS
decreases with the ambient temperature and appears to satu-
rate at d  1.6. The RCB network simulation model also
FIG. 27. 1/f noise experiment. (a) 1/f noise for the pristine state, HRS, and
LRS as measured from NiO cells exhibiting unipolar RS. (b) Different noise
behaviors between the LRS and HRS as measured in NiO cells. (c) Noise
behavior observed from HfOx cells exhibiting bipolar RS. The LRS exhibits
1/f noise, while the HRS exhibits a crossover behavior from 1/f to 1/f 2.
Reproduced with permission from Lee et al., Appl. Phys. Lett. 95, 122112
(2009). Copyright 2009 AIP Publishing and Yu et al., IEEE Int. Electron
Devices Meet. (IEDM) 2011, 275. Copyright 2011 IEEE.
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gives an exponent of d  1.5.223 This scaling behavior in 1/f
noise indicates that the CFs in unipolar switching can be
explained in terms of percolation theory.
Similar 1/f scaling behaviors were also observed in
HfOx cells exhibiting bipolar switching, as shown in Fig.
27(c).310 For the LRS, the SR spectra always follow 1/f scal-
ing. However, for the HRS, they have a 1/f dependence at
low frequency, but there is a crossover from 1/f to 1/f 2 with
the increase in f. The authors attributed the observed 1/f 2
behavior in the HRS to electron tunneling between the elec-
trode and the nearest trap sites.
b. Scaling behaviors between reset current, third harmonic
signal, and resistance in the low-resistance state. A wide varia-
tion in I–V curves is very common in unipolar switching.
Figure 22(a) shows 100 I–V curves from 7 NiO thin films
with a 30  30 lm2 electrode area.125 The variation in the
reset voltage Vreset appears random and unpredictable. The
inset shows the LRS resistance at low voltage R0 and the
reset current Ireset. R0 and Ireset also exhibit wide variations,
which are seemingly random. However, simple scaling rela-
tions were found to explain these fluctuations.125
Figure 28(a) shows Ireset as a function of Ro from the
I–V curves that were plotted in Fig. 22(a). As the figure
shows, Ireset follows a simple power law, Ireset / Rc0 , with a
crossover at R0 ¼ Rco: for Rco > R0, c ¼ 1:86 0:2, and for
Rco < R0, c ¼ 0:760:1. The two different scaling regimes
also exhibited different features in the I–V characteristic
curve. When Rco > R0, both Vreset and Ireset decrease as R0
increases. However, when Rco < R0, Vreset increases but Ireset
decreases as R0 increases. Similar power-law behaviors with
somewhat different exponents were also reported for CoO
thin films with 0.5-mm electrode diameter films:314 for
Rco > R0, c ¼ 1:26 0:1, and for Rco < R0, c ¼ 0:66 0:1.
Interestingly, similar scaling behavior was observed
much earlier in classical percolation systems. Yagil et al.
prepared semi-continuous metal percolating films via the
evaporation of metals.99 They applied a current to both sides
of these films and measured the breakdown current Ic and the
resistance before breakdown. Here, Ic is defined as the cur-
rent at which the film underwent the first irreversible resist-
ance change, where hot spots were formed and the melting
point of the metallic grain was reached. This process is anal-
ogous to the reset phenomena, and hence Ic is similar to
Ireset. They found that R0 and Ic exhibited scaling behavior
with Ic / Rc0 , and that there was a crossover resistance Rc0
 2 kX as shown in Fig. 28(b). For R0 < 2 kX, c ¼ 1.75
6 0.4, and for R0 > 2 kX, c ¼ 0.85 6 0.2. This scaling
behavior was attributed to the detailed structure of the nar-
row bottlenecks, which carried a large current density in the
percolating network.99 Therefore, the existence of similar
scaling behavior observed in unipolar switching suggests
that such power laws originate from the peculiar geometry of
CFs, particularly a bottleneck structure.
Along with the relation between Ireset and R0, a scaling
behavior was also found between R0 and the third harmonic
signal. Here, the third harmonic signal B3f is an electrical
response with a tripled frequency 3f, where the input frequency
is f.97,315 Figure 29 shows the plot for B3f and R0 normalized by
crossover values measured in NiOw, SrTiOx, FeOy, and TiOz
cells.235 They follow a power law, B3f / Rk0 with a crossover:
for Rco > R0, k ¼ 3:1, and for Rco < R0, k ¼ 6:7.
The power law relationship between B3f and R0 indicates
there should be a simple scaling principle for the structure or
interconnectivity of CFs. This is because B3f and resistance
are strongly dependent on the microgeometry of CFs. First,
from the random resistor network theory, when an alternat-
ing current I ¼ I0 cosð2pftÞ is applied to both side bars of
the network, B3f is proportional to the fourth moment of
FIG. 28. Scaling behaviors during the reset process. (a) Scaling behavior
between IR and Ro measured from NiO thin films with a 30 30lm2 electrode
area. Two scaling regimes are separated at the cross-over resistance Rco.
Reproduced with permission from Lee et al., Appl. Phys. Lett. 93, 212105
(2008). Copyright 2008 AIP Publishing. (b) Scaling relation between Ic and the
resistance of semi-continuous metal percolating films. Reprinted with permis-
sion from Yagil et al., Phys. Rev. Lett. 69, 1423 (1992). Copyright 1992
American Physical Society.
FIG. 29. Scaling plot of B3f-R0 for NiOw, SrTiOx, FeOy, and TiOz. Here, B3f
and R0 are normalized by their crossover values. Reprinted with permission
from Lee et al., Phys. Rev. Lett. 105, 205701 (2010). Copyright 2010
American Physical Society.
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current flowing through all resistors in the resistor network,
as follows:
B3f / 1
I40
X
n
r2ni
4
n ; (4)
where rn is the resistance of a resistor labeled n in the resistor
network, and in is the local current flowing through the resis-
tor rn. Note that because higher moments of the current dis-
tribution are much more sensitive to microgeometry
details,311 B3f can be used as a nondestructive tool for inves-
tigating changes in interconnectivity within the resistor net-
work.99 Second, the total resistance of a resistor network, R,
is proportional to the second moment of the current distribu-
tion. From the conservation of energy, i.e., I2R ¼Pn i2nrn,
the resistance, R, is given by
R ¼ 1
I2
X
n
rni
2
n: (5)
From Equations (4) and (5), it is clear that both B3f and total
resistance depend on how the conducting resistors are inter-
connected within the resistor network. Therefore, the scaling
behavior shown in Fig. 29 suggests that there should be a
certain scaling property in the interconnectivity of CFs. This
scaling property was found to be the fractal geometry of the
CF,235 which will be discussed in Secs. IV C 2 and IV C 3.
Note that the scaling exponents for the B3f–R0 plot of
NiOw, SrTiOx, FeOy, and TiOz cells are the same, as shown
in Fig. 29. The exponents for the Ireset–Ro plot of the four
oxides were also found to be the same,235 indicating that the
observed scaling exponents are universal and material-
independent. This universality, which is one of the most im-
portant concepts in statistical mechanics and solid state
physics, denotes a property in which some physical quanti-
ties are independent of microscopic details in the system.
Therefore, if one physical, observable behavior belongs to a
universal class, it is not changed by varying the material.
However, material-independent observable behavior can
usually be changed by varying a dimension or the size of a
system. This has also been observed in NiO nanowire sys-
tems with unipolar switching.316 Kim et al. fabricated NiO
nanowires with diameters of 200, 80, and 30 nm, as shown in
Fig. 30(a), and measured the scaling exponents from the
Ireset-R0 and B3f-Ro plots. Note that as the diameter of the
nanowire decreases, the oxide approaches a one-dimensional
system. Figure 30(b) shows the measured Ireset-R0 plot. As
the diameter of the nanowire decreases from 200, to 80, to
30 nm, the exponent increases as 0.86 6 0.04, 1.25 6 0.02,
and 1.28 6 0.06, respectively. This clearly shows that the
exponents depend on system dimension or size. Figure 30(c)
shows the measured B3f-R0 plot. In this case, unlike in the
Ireset-R0 plot, the scaling exponent is not dependent on the
system size but is a constant value of 3.25 6 0.06. Another
interesting finding from this nanowire experiment is that
there is only one scaling regime, while there are two scaling
regimes in thin film experiments.
The existence of the scaling behaviors described above
also reveals a very important limitation in microscopic the-
ories. The behaviors do not originate from individual re-
sistance changes in the microscopic parts of an oxide, but
from how they cooperatively interact with each other under
an electric field, and construct a unique interconnectivity
of CFs. Therefore, the origin of these scaling behaviors
cannot be understood using microscopic approaches. This
limitation is very critical for RRAM applications, because
RS phenomena are changes in transport properties and
associated fluctuations will limit the performance of
RRAM. In contrast, an appropriate scaling theory based on
statistical physics can reveal the physics behind these scal-
ing behaviors.
FIG. 30. Scaling behaviors observed in a NiO nanowire. (a) A field-emission
SEM image of the NiO single nanowire device. (b) IR–Ro plot for nanowires
with diameters 30, 80, and 200 nm. (b) B3f –R0 plot for nanowires with diame-
ters 30, 80, and 200 nm. Reproduced with permission from Kim et al., Appl.
Phys. Lett. 104, 023513 (2014). Copyright 2014 AIP Publishing.
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2. Experimental observations of fractal structures in
percolating conducting filaments
As mentioned earlier, it is important to investigate the
structural properties of CFs to understand and control unipo-
lar switching phenomena. Some experimental works have
addressed the shape of CFs. It was previously assumed that
CFs were cylindrical,126 but further studies involving high
resolution TEM revealed conical CF structures.132 The over-
all shape of CFs could be varied depending on the micro-
scopic forces during CF formation, as shown in Figs. 30(a)
and 30(b). However, as in classical percolation systems, the
interconnection inside the 3-dimensional CF is a more im-
portant geometrical factor affecting transport properties.
It is quite difficult to investigate the exact 3-dimensional
structure of CFs because most experimental imaging techni-
ques (such as TEM and SEM) use 2-dimensional projection.
However, some reports have revealed the complex nature of
CF geometry. Figure 23(b) shows that a complex network of
grain boundaries was formed in a NiO cell following the
switching process, which is believed to form conducting
pathways.234 As shown in Fig. 10, a dendritic structure of the
CF reportedly appeared during the forming process in a ZnO
cell.232 As shown in Fig. 31(a), a similar dendritic structure
was also reported in a Pt/CuO/Pt cell based on SEM studies
with in-plane geometry.115 Note that multiple CFs were
formed following the forming process. These results indicate
that CFs might not be formed in simple cylinders or cones,
but may instead have complex dendritic-like structures.
Growth in dendritic structures has been reported in
numerous systems in nature.90,317–319 Figure 31(b) shows the
results of an electro-deposition experiment,320 which
involves the same mechanism as electro-chemical metalliza-
tion. When an external bias is applied to an (initially clean)
sample, Agþ ions migrate from the anode toward the cath-
ode. The light-colored areas at either side of the figure are
metal electrodes (Ag and Ni). Note that dendritic clusters of
Ag particles started to form near an electrode but grew into a
percolating channel between the electrodes.190 Figure 31(d)
shows the dendrite pattern of metal clusters when the
electro-deposition experiment was carried out by placing a
higher voltage tip inside the medium. Dielectric breakdown
also produces a similar dendrite growth pattern.321,322 Figure
31(c) shows a two-dimensional radial pattern (a Lichtenberg
figure), which was formed during the discharge process by
placing a higher voltage tip at the center. Note that the dis-
charge is a dielectric breakdown process,318 which appears
to occur during the set process in unipolar switching, and the
forming process in both unipolar and bipolar switching. This
discharge pattern is quite similar to the other dendrite
patterns.
The mathematical properties of these dendritic patterns
were extensively investigated in the 1980s and 1990s.317,319
Metal ion aggregation during electro-deposition has been
studied using the diffusion limited aggregation model.323–325
Earlier studies demonstrated that the dendrite patterns ex-
hibit a fractal dimensionality.
A fractal is a mathematical object exhibiting self-similar
or scale-invariant patterns.92 Fractals are distinguished from
ordinary integer-dimensional objects in that they have a frac-
tional dimension. For example, doubling the diameter of a
circle increases the area by a factor of 22, and doubling the
diameter of a sphere increases the volume by a factor of 23.
However, if the length of one side of a fractal is doubled, the
volume of the fractal is increased by 2Df , where Df is termed
a fractal dimension and has a non-integer value. For exam-
ple, the fractal dimension of the radially grown Zn-dendritic
structure on the 2-dimensional plate shown in Fig. 31(d) is
1.7.319 In this case, Df can be determined from the follow-
ing scaling relation:
LðtÞ / tDf ; (6)
where t is the radius of an imaginary circle, the center of
which coincides with the center of the dendrite, and L(t) is
the total length of the dendritic structure within the imagi-
nary circle.
Interestingly, although these patterns are formed by dif-
ferent mechanisms, the dielectric breakdown pattern in two
dimensions, shown in Fig. 31(c), has the same fractal dimen-
sion (of 1.7) and electro-deposition pattern.318 This is not a
coincidence, because the pattern-formation processes
induced by electro-deposition and by 2-dimensinal dielectric
breakdown belong to the same universal growth process, i.e.,
Laplacian growth.319 Note that CF formation in unipolar
switching occurs via aggregation of oxygen vacancies, the
migration of which is triggered by dielectric breakdown.
Therefore, it is reasonable to expect that the dendritic
FIG. 31. Various dendritic structures. (a) SEM image of the CFs, showing mul-
tiple bridge-like conducting structures formed after the forming process.
Reprinted with permission from Fujiwara et al., Jpn. J. Appl. Phys., Part 1 47,
6266 (2008). Copyright 2008 IOP Publishing. (b) Electrodeposition experiment.
The light-colored areas at both sides of the figure are the metal electrodes (Ag
and Ni). When an external bias is applied to the initial clean sample (upper),
the dendritic Ag-structure is formed (lower). This is the basic mechanism for an
electro-chemical metallization cell. Reprinted with permission from Kozicki
et al., J. Non-Cryst. Solids 352, 567 (2006). Copyright 2006 Elsevier B.V. (c)
A Lichtenberg figure induced by electric breakdown. Reprinted with permission
from Niemeyer et al., Phys. Rev. Lett. 52, 1033 (1984). Copyright 1984
American Physical Society. (d) A Zn-dendritic structure formed during a zinc
electrodeposition experiment. Reprinted with permission from L. M. Sander,
Nature 322, 789 (1986). Copyright 1986 Macmillan Publishers.
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structure of the CF formed after the forming process may be
inherited from the Laplacian growth.
3. Scaling theory based on fractal structure
a. Derivation of scaling exponents. A scaling theory, of
how the CFs are interconnected inside the sample, has been
developed to understand the scaling properties in unipolar
switching systems.235 In this section, we review this scaling
theory for CF. As in other dendrite systems, it can be
assumed that the total length, L, of all branches inside a
circle of radius, t, is proportional to tDf , as follows
from Equation (6).318 Thus, nt  dLðtÞ=dt  tDf1 and
qt  nt=pt2  tDf3, where nt is the number of branches and
qt is the density of the branches at a given distance, t, from
the center. For CFs in unipolar switching, nt can be defined
as the number of branches passing through a cross-section,
where the distance from the top surface is t and qt is the
density of the branches, as shown in Fig. 32(a). The diffu-
sion limited aggregation pattern may be inherent to the ge-
ometry of the current paths in the CF. Then, nt and qt can
be expressed as
nt  ðc0 þ tÞDf1; (7)
and
qt  ðc0 þ tÞDf3; (8)
where c0 is a positive constant. The constant, c0, is inserted
because n0 should be non-zero at t ¼ 0 because there will be
a finite bottleneck area. Here, c0 / s0, where s0 is the lateral
size of the bottleneck, because s0 
ﬃﬃﬃﬃﬃ
A0
p ¼ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃn0=q0p  c0,
where A0 is the spot area at t ¼ 0. Therefore, s0 can be substi-
tuted for c0 in the derivation of scaling relations.
Using the scaling relations given in Equations (7) and
(8), Lee et al. calculated the resistance, R0, and the third har-
monic signal, B3f.
235 From Equations (4) and (5), R0 and B3f
are proportional to the second and fourth powers of the cur-
rent distribution, respectively,97,315 i.e.,
Ro / M2 ¼
X
m
im
Itot
 2
; (9)
and
B3f / M4 ¼
X
m
im
Itot
 4
; (10)
where the index m denotes each conducting bond, and Itot is
the total current passing through the network. If the electric
current is assumed to be uniformly divided among nt
branches at the cross-section t,326 i.e.,
i1  i2  …  int 
Itot
nt
;
then, from Equation (9) the resistance is given by
R0 /
X
t¼0
1
nt
 2
 nt ¼
X
t¼0
1
s0 þ tð ÞDf1
 s0
Dfþ1 for small s0;
s0
Dfþ2 for large s0:

(11)
In the same way, from Equation (10), B3f becomes
B3f /
X
t¼0
1
nt
 4
 nt 
s0
3Dfþ3 for small s0;
s0
3Dfþ4 for large s0:
(
(12)
Note that the above scaling relations, i.e., Equations (11) and
(12), are divided into two regimes depending on the size of
s0, as shown in Fig. 32(b). This can explain the observed two
scaling regimes, as shown in Figs. 28 and 29.
The reset current Ireset can also be evaluated. The ruptur-
ing of CFs occurs at a bottleneck (t ¼ 0), because the bottle-
neck will be the hottest point in the CF network due to the
largest current density. If ireset is defined as the threshold cur-
rent to induce transition to an insulating state at a given
branch of the network, then the reset current, Ireset, is given
by
Ireset  iresetn0  iresetsDf10 : (13)
Using Equations (11)–(13), with the assumption that ireset
does not depend on s0, we may calculate the scaling expo-
nents between the quantities Ro, B3f, and Ireset. In fact, how-
ever, ireset depends on s0 because of the Joule heating
dissipation process. Taking into account Joule heating, the
reset current is given by
FIG. 32. (a) Fractal structure of the CF. (b) Origin of the two scaling regimes.
The size of the bottleneck determines the scaling exponents: a multiple-
connected bottleneck for the low resistance regime and a single-connected bottle-
neck for the high resistance regime. Reprinted with permission from Lee et al.,
Phys. Rev. Lett. 105, 205701 (2010). Copyright 2010 American Physical Society.
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ireset ¼
ﬃﬃﬃﬃﬃﬃﬃ
s20q
n0
s
 s
3/Df
2
0 ; (14)
where / ¼ 1:650:01.235 The scaling exponents can be calcu-
lated by using Equations (11)–(14) and are listed in the first
row of Table III. In the table, subscript l and h indicate the
cases for R0 < Rco and Ro > Rco, respectively.
b. Comparison with experimental results. Table III also
contains the exponent data from the experiments described
in Sec. IV C 1 b. The exponents in the second row were
measured from experiments involving NiO thin films.125
These experimental values were also confirmed in studies
involving NiOw, SrTiOx, FeOy, and TiOz cells.
235 With a
fractal dimension of 2.54, which is the fractal dimension of
usual 3-dimensional diffusion-limited aggregation models,
the experimentally measured exponents agree well with the
theoretical values, as presented in the table. The data in the
third row were measured from CoO thin films with a 0.5 mm
electrode diameter.314 In this case, when the fractal dimen-
sion is 2.96, two measured exponents correspond to the theo-
retical values quite well. It is not clear why the fractal
dimension in this case is close to 3 but the difference may
originate from the system size difference: the size of the NiO
layer is 30 lm 30 lm 80 nm and that of CoO is
0.5 mm-diameter 150 nm.
For a nanowire, the effective dimension can be varied
by the ratio between diameter and length. If the ratio
approaches zero, the nanowire should behave as a one-
dimensional object. In contrast, the effective dimension
should increase with an increase in diameter. As mentioned
earlier, Kim et al.316 performed scaling experiments using
nanowires with various diameters. The data in the fourth,
fifth, and sixth rows of Table III come from nanowires with
200, 80, and 30 nm diameters, respectively. For all these
cases, the exponent for the B3f-R0 plot is 3.25, which is in
reasonable agreement with the theoretical value of 3. The
fractal dimension estimated from the Ireset-Ro plot decreases
as the diameter of the nanowire decreases. This should origi-
nate from the confinement of CFs: for a very narrow nano-
wire, the CFs should be confined to narrow cylindrical space,
which forces them to have a one-dimension-like shape. This
may be the reason for the fractal dimension coming close to
1 when the diameter is reduced. This experiment suggests
that the scaling theory could be applicable to a device with
width down at least to 30 nm. However in this size limit, the
CF in a device should behave as an almost one-dimensional
object
V. CONVERSION BETWEEN RESISTIVE SWITCHING
TYPES AND THE IMPORTANCE OF STATISTICAL
PHYSICS
A. Conversion between memory and threshold
switchings
As introduced in Sec. II B, there are two types of unipolar
switching whose IV curves are symmetrical about the applied
bias, i.e., memory and threshold switching. Memory switching
has two meta-stable resistance states, as shown in Fig. 4(a), and
its mechanism is explained in Sec. III B. In contrast to memory
switching, threshold switching has only one stable resistance
state without an external bias, as shown in Fig. 4(d).1,26,181
Memory and threshold switching are seemingly quite different
and have usually been considered independently; the connec-
tion between them has rarely been discussed.
However, several recent experiments have reported the
co-existence of both memory and threshold switching in the
same NiO cells108–112 and HfO2 cells.
327 The conversion
between memory and threshold switching has also been
observed using several methods: namely, by modulating the
film stoichiometry,26,112 by varying the thickness of the elec-
trode,109 by changing the ambient temperature,110 and by
controlling the compliance current.111,112,327 Such coexis-
tence and conversion of memory and threshold switching
indicate that the basic mechanisms of these two switching
types should be related. Therefore, a deeper understanding of
the conversion mechanism for these switching types will
provide a better understanding of both phenomena. In Secs.
V A 1 and V A 2, we deal mainly with the mechanism of the
coexistence of memory and threshold switching, based on
the stability of CFs and the associated percolation model,
known as the thermal RCB network model.
1. Experimental observation of the conversion
between memory and threshold switchings
Since the early 2000s, interesting observations of the
coexistence of memory and threshold switching in the same
material have been reported. Seo et al. observed that memory
TABLE III. Comparison between measured and calculated exponents k, c, and g for low (subscript l) and high (subscript h) resistance regimes for various
experiments. Data for (a), (b), and (c) were extracted with permission from Lee et al., Phys. Rev. Lett. 105, 205701 (2010); Wang et al., J. Phys. D: Appl.
Phys. 43, 385105 (2010); and Kim et al., Appl. Phys. Lett. 104, 023513 (2014), respectively.
B3f  Rko IR  Rco IR  Bg3f
kl kh cl ch gl gh
Theoretical formula
3Df  4
Df  2 3
Df  bþ 1
2ðDf  2Þ
Df  bþ 1
2ðDf  1Þ
Df  bþ 1
2ð3Df  4Þ
Df  bþ 1
6ðDf  1Þ
Expt. 1a (theory, Df¼ 2.54) 6.76 0.3 (6.7) 3.16 0.2 (3) 1.86 0.2 (1.8) 0.76 0.1 (0.61) 0.36 0.1 (0.26) 0.3 6 0.01 (1.20)
Expt. 2b (theory, Df¼ 2.96) … … 1.26 0.1 (1.2) 0.66 0.1 (0.59) … …
Expt. 3c (theory, Df¼ 1.49) … 3.256 0.06 (3) … 0.866 0.04 (0.86) … …
Expt. 4c (theory, Df¼ 1.23) … 3.256 0.06 (3) … 1.256 0.02 (1.26) … …
Expt. 5c (theory, Df¼ 1.22) … 3.256 0.06 (3) … 1.286 0.06 (1.29) … …
031303-34 Lee, Lee, and Noh Appl. Phys. Rev. 2, 031303 (2015)
 This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to  IP:
147.46.19.34 On: Tue, 13 Oct 2015 06:35:15
switching in NiO films could be turned into threshold switch-
ing when the oxygen content was increased during growth.26
By using Rutherford back-scattering and X-ray diffraction
methods, a higher concentration of nickel vacancies was
found in the NiO samples exhibiting memory switching,
compared with the samples showing threshold switching.
The authors insisted that a lack of nickel vacancies resulted
in the absence of charge trapping sites near the Fermi level,
making the LRS unstable, leading to threshold switching.
Similar observations of both memory and threshold
switching were also made by changing the thickness of the
bottom electrode. Chang et al.109 fabricated Pt/NiO/Pt cells
with various thicknesses of bottom electrode. For all cells,
the fabrication conditions and the thickness of the NiO layers
were kept constant. These cells, however, exhibited different
switching types depending on the thickness of the bottom
electrode, tBE; devices with a smaller tBE exhibited threshold
switching, whereas devices with a larger tBE exhibited mem-
ory switching. More experiments on this conversion were
carried out on the same sample using thermal cycling.110
Figures 33(a)–33(d) show the switching type change when
the IV curves of the NiO devices were measured at low
(118 K) ! high (300 K) ! low (80 K) ! high (300 K) tem-
peratures. The IV curves at both low and high temperatures
consistently represented memory and threshold switching,
respectively. This result indicates the importance of thermal
effects in conversion between memory and threshold
switching.
In addition, the compliance current was found to be an
important factor in controlling the switching type between
memory and threshold switching. With Ni/NiO core-shell
nanowires, He et al.111 found that threshold switching
occurred when the compliance current was set to 10 lA,
while memory switching was observed when the compliance
current was set to 100 lA. With HfO2 cells, Saura et al.
327
also showed that both threshold and memory switching could
be obtained by using different values of the compliance cur-
rent during the forming process. They found that a cell
exhibits threshold switching when the compliance current is
lower than 100 lA, but that memory switching occurs with a
higher compliance current value. With NiO thin films, how-
ever, Peng et al.112 observed the opposite behavior; they
reported that memory switching was observed at a compli-
ance current of 1 mA, but that it turned into threshold switch-
ing at 10 mA.
2. Mechanisms for the conversion between memory
and threshold switchings: The thermal random circuit
breaker network model
Two groups have attempted to attribute the conversion
of switching type to film stoichiometry.26,112 Peng et al.112
performed first-principles calculations on NiO to calculate
the electronic band structure depending on the chemical stoi-
chiometry. Figure 34(a) shows the electronic band structure
of stoichiometric Ni32O32, which involves the upper/lower
Hubbard band and the oxygen 2p band. They argued that a
high electric field could facilitate transfer of electrons from
the oxygen 2p valence band into the upper Hubbard conduc-
tion band. The resulting metallic Ni is responsible for the
formation of CFs in memory switching, as shown in Fig.
34(b). Since the energy gap between the upper Hubbard
band and the oxygen 2p band is sufficiently large, electrons
cannot return with the small electric field, resulting in stable
CFs. Figure 34(c) shows the electronic band structure of
non-stoichiometric Ni31O32 with nickel vacancies. The oxy-
gen 2p band is split and an additional band is formed just
above the Fermi energy. The charge transfer is not stable
since the Fermi level is between the lower and higher oxygen
2p bands. They argued that a low electric field mainly excites
the charge fluctuations between the two oxygen 2p bands,
and a stable metallic filament cannot be maintained, giving
rise to threshold switching, as shown in Fig. 34(d). From this
scenario, they claimed that the modification of band structure
holds significance in the volatility of RS.
A more convincing scenario was formulated to explain
the conversion between memory and threshold switching in
terms of the thermal stability of CFs due to Joule heating.110
As described in Sec. III B 3, Joule heating provides energy
for oxygen vacancies to be released from the oxygen-vacancy
FIG. 33. Conversion between unipolar memory and unipolar threshold switch-
ing as observed in NiOx depending on the ambient temperature Ta. When
Ta¼ 118 K, memory switching is observed (a). When Ta¼ 300 K, threshold
switching is observed (b). When Ta¼ 80 K, memory switching is observed (c).
When Ta¼ 300 K, threshold switching is observed (d). (e) Simulation results of
the thermal RCB network model. When the thermal bath temperature is low,
memory switching occurs. However, when the temperature is high, threshold
switching occurs. Reproduced with permission from Chang et al., Phys. Rev.
Lett. 102, 026801 (2009). Copyright 2009 American Physical Society.
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cluster, which results in rupture of the CFs due to out-
diffusion of oxygen vacancies by Fick force. This indicates
that the stability of the CFs is affected by their local tempera-
ture: at low temperature the CF is stable, whereas the CF
becomes unstable at high temperature. Therefore, a stable
CF can be formed during the set process at low ambient tem-
perature, which results in memory switching. However,
when the surrounding temperature is sufficiently high, a sta-
ble CF can rarely be formed during the set process, which
leads to threshold switching.
By using the thermal RCB network model, it was shown
that thermal stability of CFs is the basis of the temperature
cycling experiment displayed in Figs. 33(a)–33(d).110 In con-
trast to the original RCB network model,77 Chang et al.
assumed that a circuit breaker in the on state could be
switched back to the off state when the temperature exceeded
a threshold value, Tc (see Sec. IV B 3 a for a detailed expla-
nation of the thermal RCB model and its switching rules).
Figure 33(e) shows the simulated IV curves from the ther-
mal RCB network model. When the thermal bath tempera-
ture, Tb ¼ 0.3 Tc, the obtained IV curves exhibited memory
switching, as shown in the left panel of Fig. 33(e). In this
case, circuit breakers in the on state formed a percolating
cluster inside the network, following the set process. When
Tb ¼ 0.75 Tc, threshold switching was predicted, as shown in
the right panel of Fig. 33(e). In this case, a percolating clus-
ter of on-state circuit breakers could not be formed because
the on-state circuit breakers generated during the set process
were immediately switched to the off state due to a higher
temperature. These results demonstrate that the conversion
between threshold and memory switching can result from
thermal instabilities in CFs in the LRS.
The conversion experiment investigating the impact of
changing the thickness of the bottom electrode, introduced in
Sec. V A 1, can also be explained by the same origin as the
temperature cycling experiment.109 Kim et al.299 investi-
gated the origin of the conversion by using the three-
dimensional thermal RCB network model. They performed
voltage-sweeping simulations using the circuit-breaker net-
works depicted in Figs. 35(a) and 35(c) with different bottom
electrode thicknesses tBE ¼ 0.2 lm and tBE ¼ 0.01 lm,
respectively. They found that immediately after the forming
process, the oxide temperature increased to 500 K for the
device with tBE ¼ 0.2 lm, as shown in Fig. 35(a). In contrast,
with the same conditions, the oxide temperature for the de-
vice with tBE ¼ 0.01 lm increased to 600 K, as shown in
Fig. 35(c). This temperature difference originates from the
fact that heat sinks more effectively through the thicker bot-
tom electrode. Therefore, a percolating cluster of on-state
circuit breakers can be formed in the sample with the thicker
bottom electrode, which results in memory switching, as
shown in the IV curve in Fig. 35(b). However, for the sam-
ple with the thinner bottom electrode, threshold switching
appeared after the forming process because the percolating
cluster cannot be formed due to high temperature.
Finally, further studies are needed to clarify the reason
that threshold switching appears at both low and high values
of compliance current. Some researchers have claimed that
during the set process with a low compliance current value,
the produced Joule heating is insufficient to move the oxygen
vacancy to form nonvolatile CFs.44,108,111 Thus, only a tem-
porary electrical pathway is formed (as also described in
Sec. III A 3 b), and threshold switching occurs. On the other
hand, Peng et al.112 claimed that a large amount of Joule
heat generated during the set process increase the concentra-
tion of oxygen ions in the cell. So, with a higher compliance,
the Joule heat disturbs the formation of an oxygen-vacancy
cluster and threshold switching occurs.
B. Conversion between unipolar and bipolar
switchings
In Secs. III B and III C, the mechanisms of unipolar and
bipolar switching are discussed, respectively. In unipolar
switching, percolating channels of CFs are generated by
aggregation of the oxygen vacancies via soft dielectric
breakdown during the forming process. On the other hand, in
the bipolar switching forming process, it is widely accepted
for various oxides that CFs are generated but fail to form
percolating channels between the electrodes.44,100,151,214 The
gap between the CF and the electrodes remains insulating or
semiconducting, but its resistance can be altered by the
motion of oxygen vacancies or electrons.131,214,241–247 Note
that some reports, such as of TaO cells, claim that a metallic
CF percolates through the system in the LRS of bipolar
switching.159 However, such exceptional cases have been
very limited. Therefore, in this section, we will deal with the
case of both the LRS and HRS of bipolar switching showing
FIG. 34. Schematics of the correlation between the band structure and the LRS
volatility. (a) Energy diagram of stoichiometric NiO as a charge-transfer insula-
tor. D and U represent the energy of the ligand-to-metal charge-transfer and the
intra-atomic d-d Coulomb energy, respectively. This band structure corresponds
to memory switching (b). (c) Energy diagram of non-stoichiometric Ni1xO as
a negative-charge-transfer insulator. The band gap is determined by the split
oxygen 2p bands. The band structure of Ni-deficient Ni1xO corresponds to
threshold switching (d). Reprinted with permission from Peng et al., Sci. Rep.
2, 442 (2012). Copyright 2012 Macmillan Publishers.
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nonmetallic behavior, which is typical for cells exhibiting a
coexistence of unipolar and bipolar switching.
If the mechanisms of unipolar and bipolar switching are in-
dependent of each other, it should not be possible to initiate
conversion between the two RS modes in one sample.
However, there have been numerous experimental reports on
mode conversion between unipolar and bipolar switch-
ing.100–107,238,328 These experiments suggest that both switching
phenomena share some common mechanisms. Specifically, if
unipolar and bipolar switching have a common percolation na-
ture due to the existence of CFs, it would be possible to develop
a statistical model for bipolar switching by extending the RCB
network model for unipolar switching. Therefore, careful inves-
tigation of conversion between switching modes could provide
further insight into the underlying physics of both unipolar and
bipolar switching systems and provide greater understanding of
the fluctuations in bipolar switching. In Secs. V B 1–V B 4, we
review studies on the coexistence of bipolar and unipolar
switching, as well as on conversion between the two modes,
and discuss the mechanisms of conversion. Then, we describe
how to develop a percolation model for bipolar switching devi-
ces involving CFs.
Note that unipolar and bipolar switching have an LRS
and HRS. It is difficult to distinguish between the two resist-
ance states, i.e., the LRS and HRS, in each of the unipolar
and bipolar switching modes. Therefore, there is a need to
introduce new notations that will enable distinction. In Secs.
V B 1–V B 4, we use the following new abbreviations: uLRS
and uHRS to denote the LRS and HRS in unipolar switching,
respectively, and bLRS and bHRS to denote the LRS and
HRS in bipolar switching, respectively.
1. Experimental observations of the conversion
between unipolar and bipolar switchings
It has been reported that many oxide materials, includ-
ing NiO,103,329,330 TiO2,
101,102,105,107 SrTiOx,
100,238,331,332
ZnO,328,333–335 Mn:Ba0.7Sr0.3TiO3,
104 HfOx
336,337 TaOx,
338
and BiFeO3,
339 exhibit the coexistence of bipolar and unipo-
lar switching in the same device. Figures 36(a) and 36(b)
show an example of the coexistence of unipolar and bipolar
switching observed in a single Pt/SrTiOx/Pt cell.
100 As
denoted by the blue dashed line in Fig. 36(a), a pristine
SrTiOx cell exhibited bipolar switching following the initial
forming process; set and reset processes occurred at different
polarities. After the application of a large positive voltage
(red solid curve), the bipolar switching changed to unipolar
switching. Then, the set and reset processes occurred with
the same voltage polarity. Figure 36(b) shows that, during re-
petitive switching operations, a sudden mode change in the
SrTiOx sample can occur from unipolar to bipolar switching.
Although this seemingly reversible switching-mode conver-
sion has been observed in a few oxide materials,100,104 these
experiments indicate that the observed unipolar and bipolar
switching modes are not independent phenomena, but are in
fact closely related.
From the literature, there are a couple of important con-
trol parameters that can induce the conversion between uni-
polar and bipolar switching. The first is the magnitude of the
compliance current. During the forming process, a large
compliance current usually leads to unipolar switching,
whereas a smaller compliance current leads to bipolar
switching.102,104 In such cases, conversion from bipolar to
unipolar switching can also occur by increasing the compli-
ance current during the set process. The second important
control parameter is the voltage-sweep range. Shen et al.104
observed switching-mode conversion when controlling the
voltage-sweep range using Pt/Mn:Ba0.7Sr0.3TiO3/Pt cells.
When they initially swept the voltage from 0 to 10 V, the
cell exhibited unipolar switching, with a reset voltage of
0.7 V and a set voltage of 4 V. Specifically, the uHRS
changed to the uLRS above 4 V in unipolar switching. On
the other hand, when the cell was in the uHRS, if the
FIG. 35. Upper figures: temperature
profiles of a unipolar switching cell with
Pt bottom electrodes of 0.2lm thickness
(left) and 0.01lm thickness (right).
Bottom figures: the corresponding
behavior of memory switching (left) and
threshold switching (right). Reprinted
with permission from Kim et al., Appl.
Phys. Express 7, 024203 (2014).
Copyright 2014 IOP Publishing.
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voltage-sweep range was reduced to 2 V, less than the unipo-
lar switching set voltage, the mode changed to bipolar
switching. The application of a (negative) voltage resulted in
a cell entering a more (less) resistive state. This bipolar
switching mode can revert to unipolar switching when the
voltage-sweep range is returned to the original range. In this
way, unipolar and bipolar switching can be obtained repeat-
edly by controlling the voltage-sweep range.
The aforementioned experimental reports provide us
with some important insight into the relationship between
unipolar and bipolar switching. First, more electrical power,
i.e., a larger compliance current or switching bias range, is
required for unipolar compared with bipolar switch-
ing.100,104,105,107,238,328–332,338,339 This implies that Joule
heating plays a more important role in unipolar switching.
As explained in Secs. III A 3 b and III A 3 c, local Joule heat-
ing can attract and repel the oxygen vacancies from CFs due
to Soret and Fick forces, respectively, which induce the set
and reset processes. Since Joule heating is independent of
the direction of the electric field, these two Joule heating
effects result in polarity-independent switching, i.e., unipolar
switching. However, if the electric force is more dominant
than the Joule heating, the ionic motions become polarity-
dependent, resulting in bipolar switching.
Second, the uHRS could be closely related to the bipolar
switching operation for the following reasons. (i) Existence
of non-percolating CF clusters is common in the uHRS and
both bipolar switching resistance states. As described in Sec.
III B 1 a, locally ruptured CFs are formed in the uHRS. And,
as explained in Sec. III C 2, the forming process is required
for bipolar switching to generate similar non-percolating
CFs.44 (ii) The temperature dependence of samples in the
bHRS and bLRS is typically that of a nonconductor, as in the
uHRS. Figure 37 shows the temperature dependence of all
resistance states during mode conversions of Ba0.7Sr0.3TiO3
thin film.104 Only the uLRS resistance increases with temper-
ature, showing a metallic behavior. For the resistances of all
other states, resistance decreases with temperature, i.e., it
behaves as an insulator or a semiconductor. Similar tempera-
ture dependence was also observed in SrTiO3 cells
100 and
ZnO cells.333 These temperature-dependence experiments
support the hypothesis that CFs percolate through the sample
only in the uLRS. The nonmetallic behaviors of uHRS sug-
gest that this state might be related to bipolar switching
where both resistance states have nonmetallic temperature
dependence.
2. Unified description of unipolar and bipolar
switchings
The experimental observations discussed in Sec. V B 1
can be explained qualitatively by using the following unified
picture of bipolar and unipolar switching, illustrated in Fig.
38. By applying a proper external bias to the pristine sample,
shown in Fig. 38(a), either bipolar or unipolar switching can
be generated. The resulting switching modes depend on the
electrical power dissipated in the oxide cell during the form-
ing process. When a relatively small electrical power is
applied during the forming process, bipolar switching can be
obtained. In this switching mode, extended CFs are formed
but fail to generate a percolating channel, as shown in Figs.
38(b) and 38(c). On the other hand, when a larger electric
power is applied, unipolar switching can be obtained, as
shown in Fig. 38(d). The resulting CFs form a percolating
channel between the top and bottom electrodes, and the sam-
ple goes into the uLRS. All of these forming processes are ir-
reversible: after forming, the original pristine state cannot be
recovered by applying an external voltage.
Figures 38(b) and 38(c), and the corresponding red lines,
represent the bLRS, bHRS, and the operations of bipolar
switching, respectively, which are consistent with Fig. 17 in
FIG. 36. Conversion between unipolar and bipolar switchings in a Pt/
SrTiO3/Pt cell. (a) IV curves showing mode conversion from bipolar to
unipolar switching. (b) IV curves showing mode conversion from unipolar
to bipolar switching. Simulated I–V curves of reversible RS-type changes
between bipolar and unipolar switchings using the interface-modified RCB
network model. (c) RS-type change from bipolar to unipolar switching. (d)
RS-type change from unipolar to bipolar switching. Reproduced with per-
mission from Lee et al., Appl. Phys. Lett. 98, 033502 (2011). Copyright
2011 AIP Publishing.
FIG. 37. Temperature dependence of the HRS and LRS for both bipolar and
unipolar switching. Reproduced with permission from Shen et al., J. Appl.
Phys. 107, 094506 (2010). Copyright 2010 AIP Publishing.
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Sec. III C 2. Note that the bLRS (Fig. 38(b)) and bHRS (Fig.
38(c)) have different properties in the region between the
extended CF and the electrode. The two states can be reversi-
bly obtained by applying an external bias of the opposite po-
larity. The channel near one of the interfaces in the bLRS,
marked by a yellow dashed line, has a lower resistance than
the surrounding area. To distinguish this channel from the or-
dinary CF, it is termed a weakly conducting filament (wCF),
since it typically shows markedly lower conductance than
the metallic CF, and usually, with some exceptions, has
semiconducting temperature dependence.159 On the other
hand, such a wCF disappears in the bHRS. A wCF can be
formed under the electric field as a result of various micro-
scopic origins, explained in Sec. III C 3. For example, the
wCF can originate from a reduction in the Schottky barrier
width due to the migration of oxygen vacancies,44 or from
the opening of a tunneling path due to the extraction of
trapped electrons.172 It should be noted that the other parts of
CFs, connected to the wCF in the bulk, are not removed dur-
ing bipolar switching, so these invariant channels can be
interpreted as a virtual cathode.44
Figures 38(c) and 38(d), and the corresponding blue
lines, represent the uHRS, uLRS, and the operations of uni-
polar switching, respectively, that are consistent with Fig. 11
in Sec. III B 1 a. The main difference between Figs. 38(c)
and 38(d) is whether the CF channel becomes percolated or
not. When the CF percolates through the entire oxide cell,
corresponding to the uLRS, its resistance is significantly
smaller than that of the uHRS. If a large current flows
through this percolating CF, significant Joule heating is pro-
duced and the filament is ruptured, leading to the uHRS as
shown in Fig. 38(c). These percolating and ruptured states
can be reversibly switched via set and reset processes with
the same polarity, which corresponds to unipolar switching.
Note that the configuration of Fig. 38(b) can also be reached
during unipolar switching. Since the generation of the wCF
depends on the polarity, it is logical that the state in Fig.
38(b) could be reached, depending on the polarity when the
percolating CF is ruptured. However, since the resistance
difference between Figs. 38(b) and 38(d) is typically very
large, the configuration of Figs. 38(b) and 38(c) can be rec-
ognized as the uHRS.
Within this unified picture, the mode conversion experi-
ments presented in Sec. V B 1 can be easily understood.
These are possible because bipolar and unipolar switching
share very similar CF configurations. When the thermal
annealing process due to Joule heating locally ruptures the
percolating CF in the uLRS, the resulting state should belong
to one of the bipolar switching configurations. In this situa-
tion, if a relatively small electrical power (by setting a small
compliance current or sweeping over a smaller voltage
range) is applied, a fully percolating CF is not formed, but a
polarity-dependent physical process, such as oxygen vacancy
movement or an electron trap, can occur. So, bipolar switch-
ing can be obtained. On the other hand, if greater electrical
power is applied (by setting a large compliance current or
sweeping over a larger voltage range) to the material, a per-
colating CF is re-generated, and the operating mode changes
to unipolar switching. Therefore, studies on the conversion
between bipolar and unipolar switching can provide us with
an important testing ground for a unified picture of
switching.
3. Percolation model for bipolar switching: The
interface-modified random circuit breaker network
model
A unified picture, Fig. 38, was quantitatively described
by a statistical percolation model, called the interface-
modified RCB network model.100 In the original RCB net-
work model, locally conducting and insulating regions of the
oxide are modeled as the on and off states of a circuit
breaker, respectively, as shown in Fig. 24(a). In the
interface-modified RCB network model, there should also be
on (metallic) and off (non-metallic) states. The difference is
that the off state is divided into two sub-states: off1 and off2,
where the resistance of off1 is lower than that of off2. The
reason that off1 and off2 states are introduced is to describe
the forming and disappearing states of the wCF, respectively,
in the bLRS (Fig. 38(b)) and bHRS (Fig. 38(c)).
In the interface-modified RCB network model, off1 and
off2 states are assumed to be located only near the interface,
as shown in Fig. 39(a).100 In principle, two types of off state
can exist in any location, either inside the bulk or near the
interface. However, numerous experimental studies have
reported that the weakest part of the CF, i.e., the most
FIG. 38. Unified picture of the unipolar and bipolar switchings. (a) Pristine
state. Green and blue areas represent an oxide and the electrodes, respec-
tively. If the electrical field is not sufficiently high during the forming pro-
cess, an incomplete percolating path, denoted by a brown path in the oxide,
is formed as (b) and (c). Then, the bipolar switching mode can be initiated;
bLRS (b) and bHRS (c) of bipolar switching can be reversibly obtained by
the application of the opposite external bias. The yellow dashed path shown
in (b) denotes the region where the local resistance is reduced compared
with the surrounding oxide. The resistance of the yellow region is larger
than the brown path. If sufficiently high electrical power is applied during
the forming process, a percolating path is formed as (d), which results in the
uLRS. When a large amount of Joule heating are applied to the percolating
path, it ruptures as (b) and (c), which are also the uHRS. The uLRS and
uHRS can also be reversibly switched to each other by the application of a
high electric field with the same polarity.
031303-39 Lee, Lee, and Noh Appl. Phys. Rev. 2, 031303 (2015)
 This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to  IP:
147.46.19.34 On: Tue, 13 Oct 2015 06:35:15
probable location for rupture, might be near the inter-
face,130,132,239 and that the physical phenomena that under-
pin bipolar switching occur mainly near the
interface.37,41,44,114,143,176,340,341 Based on these observa-
tions, for simplicity in the simulation, the off1 and off2 states
are assumed to occur only in the interface region. Therefore,
in the interface region, three resistance states in the circuit
breaker should be considered: on, off1, and off2, whose
resistances are denoted by rl
bulk, rl
int, and rh
int (rl
bulk  rlint
< rh
int), respectively. For the bulk region, there are two re-
sistance states, as in the original RCB network model: on
and off states, whose resistances are denoted by rl
bulk and
rh
bulk, respectively.
The switching rules for the circuit breakers at the inter-
face and in the bulk are presented schematically in Figs.
39(b) and 39(c), respectively. For the bulk circuit-breakers,
the switching rules are the same as those of the original RCB
network model, as described in Sec. IV B 1. For circuit
breakers near the interface, two types of switching rule are
used depending on the polarity: (i) polarity-dependent
switching rules between rh
int (off2) and rl
int (off1) causing
bipolar switching; and (ii) polarity-independent switching
rules between rl
int or rh
int and rl
bulk (on) causing unipolar
switching. Detailed switching rules can be found in Ref. 100.
Because these polarity-dependent switching rules are given
without specifying detailed microscopic mechanisms, the
interface-modified RCB network model was applied to
investigate the statistical features of any bipolar switching
phenomena with extended CFs. Except for the switching
rules for interfacial circuit breakers, the simulation methods
for the interface-modified RCB network model are essen-
tially identical to those for the original RCB network model,
as described in Sec. IV B 1.
One of the advantages of simulations based on the RCB
network model is that they can provide us with detailed con-
figurations of what occurs during RS processes.100,150,342,343
Figure 39(d) shows how the forming process occurs in bipo-
lar switching. Initially, wCFs develop in the interfacial
region. Since they can provide a non-uniform voltage distri-
bution inside the bulk, like a lightning rod, a soft dielectric
breakdown is more likely to occur from the wCFs, and the
CFs will be generated from that point. The resulting CF does
not percolate through the sample, so bipolar switching
occurs. As shown in Fig. 39(e), when the compliance current
is small, the sample can be switched between the bHRS and
bLRS. In the bipolar switching mode, the extended CFs in
the bulk change little and most of the change occurs in the
gap between the CF and the electrode. Note that the
FIG. 39. (a) Schematic diagram of the
interface-modified RCB network com-
posed of circuit breakers. Detailed
switching rules for circuit breakers at
the interface and bulk regions are
described in (b) and (c), respectively.
Configuration changes of the circuit
breakers during (d) the bipolar switch-
ing forming process and during the
reset and set processes of (e) bipolar
switching and (f) unipolar switching,
respectively. Reprinted with permis-
sion from Lee et al., Appl. Phys. Lett.
98, 033502 (2011). Copyright 2011
AIP Publishing.
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configurations in the left and right sides of Fig. 39(e) corre-
spond to Figs. 38(b) and 38(c), respectively. When the com-
pliance current becomes large, the circuit breakers in the gap
can adopt the on state (i.e., with rl
bulk) and then the CF will
percolate through the sample, as shown in the left picture of
Fig. 39(f). Then, unipolar switching can occur. Note that the
configurations in the left and right sides of Fig. 39(f) corre-
spond to Figs. 38(d) and 38(c), respectively.
Experimentally observed mode conversions between
bipolar and unipolar switching can be reproduced in
interface-modified RCB network model simulations. Figures
36(c) and 36(d) show simulated IV curves from the
interface-modified RCB network model.100 After a forming
process with a low compliance current value, bipolar switch-
ing occurred, as denoted by the blue dashed curve in Fig.
36(c). When a higher compliance current was set, the switch-
ing changed to unipolar switching, as denoted by the purple
curve in Fig. 36(c). Sometimes, this unipolar switching
mode could be converted back to a bipolar switching mode,
as shown in Fig. 36(d). When a lower compliance current
was set after this transition, bipolar switching operated reli-
ably again. These simulation results explain well the experi-
mental results in Figs. 36(a) and 36(b).
Several scanning probe microscopy studies have
reported local conducting spots appearing on oxide surfaces
in the bLRS.41,44,136,158,176 When a conductive area on a
thermally reduced SrTiO3 bipolar switching device was
scanned by C-AFM,176 it was observed that nanoscale con-
ductive spots were distributed unevenly on the surface. The
simulations also explain why local conducting spots can be
observed in the bLRS. They should originate from the CFs in
the bulk region, generated in the forming process. The region
where the CF is nearly touching the oxide surface should
have a higher local conductance than its surrounding region.
The simulations also explain why the forming process
was not required in some very thin films during bipolar
switching.36,155,180 Most pristine cells have a very large re-
sistance due to their thick bulk region, which is not suitable
for switching operations. This is the reason that the forming
process is needed. With the extended CFs generated inside
the bulk during the forming process, the effective thickness
for RS is reduced significantly, as can be seen in Figs. 38(b)
and 38(c). Then, bipolar switching can take place at the
interface region. Therefore, when the film thickness is
reduced to less than several nanometers, bipolar switching
can occur without the extended CF. Such forming-free bipo-
lar switching devices were realized in 4-nm-thick TiO2
cells.36
4. Artificial control of unipolar to bipolar switching
by inserting an interfacial layer
Secs. V B 1–V B 3 discussed mode conversion between
unipolar and bipolar switching in the same sample, induced
by controlling compliance current value or voltage range.
The mechanism of the mode conversions can be explained
by the precise control of CFs near the interface layer.
However, the boundary between the two layers is not appa-
rent for a real capacitor-type cell since it is usually prepared
by depositing a single oxide layer. Note that the local micro-
structure of the extended CF inside the bulk layer can be var-
ied by adjusting several factors: the defect configuration of
the pristine state; the applied voltage; the compliance cur-
rent; and so on. Therefore, it is sometimes difficult to choose
the correct experimental parameters that make it possible to
observe mode conversion between unipolar and bipolar
switching in a single-layer cell.
Systematic studies using two-layer cells, namely, by
artificially inserting an insulating layer between the electrode
and the original single layer, were performed to provide new
insights into mode conversion. Yoo et al.342 fabricated Pt/
TaOx/Pt cells and artificially inserted an insulating Ta2O5
layer between the top electrode and the TaOx. Figures 40(a)
and 40(b) show the cross-sectional TEM image of Pt/TaOx/
Pt and Pt/Ta2O5/TaOx/Pt cells, respectively. As shown in
Fig. 40(c), the Pt/TaOx/Pt cell demonstrated unipolar switch-
ing after the forming process. However, when the Ta2O5 was
inserted, the resulting cell underwent bipolar switching, as
shown in Fig. 40(d). In addition, by increasing the Ta2O5
layer thickness, the forming voltage and the current value of
the bLRS could be controlled systematically.342
These interesting results can also be explained by the
interface-modified RCB network model, whose results are
shown in Figs. 40(e)–40(h). When there is no interface layer,
as shown in Fig. 40(e), unipolar switching occurs, as shown
in Fig. 40(g). The cell enters the uLRS when the CFs perco-
late through the sample, while it enters the uHRS when the
percolating CF becomes disconnected. In contrast, when the
Ta2O5 interface layer is inserted as shown in Fig. 40(f), CFs
consisting of on-state circuit breakers do not percolate the
interfacial Ta2O5 layer, but exist only inside the bulk region.
Then, bipolar switching occurs, as shown in Fig. 40(h). This
work demonstrates that RS characteristics can be controlled
by inserting an artificial layer.
Similar research using double-layer cells has been per-
formed by other researchers,28,37,151,157 since these cells
have many advantages for use in practical RRAM applica-
tions, namely, high scalability, fast switching, high endur-
ance, good retention, and low power consumption.28,37 Lee
et al.28 at Samsung Electronics attributed such high perform-
ance to a double-layer Pt/Ta2O5/TaOx/Pt structure, where the
TaOx layer acts as a uniform conductor and the CF develops
in the Ta2O5 layer, as shown in Fig. 41(a). Note that this
structure differs from that in Fig. 40(f), i.e., the interpretation
by Yoo et al.342 of the RS mode in the Pt/Ta2O5/TaOx/Pt cell
changes.
Recently, the Samsung research team revisited the
Ta2O5 /TaOx bilayer structure by using in-situ scanning
TEM.151 From cross-sectional high-angle annular dark-field
scanning TEM images, they produced pseudo-color maps of
the structural evolution in a TaOx layer, as displayed in Fig.
41(b). Yellow and blue colors represent the Ta-rich phase
(conducting paths) and non-conducting clusters, respec-
tively. After the set process (left panel), the bright and yel-
low regions appeared, indicating the formation of conductive
percolation paths in both the Ta2O5 and TaOx layer. After
the reset process (right panel), the bright and yellow regions
partially disappeared near the top (i.e., in the Ta2O5 layer)
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but many CFs remained in the TaOx layer. The TEM result
indicated that the CFs were formed inside both the TaOx and
the Ta2O5 layer, as schematically shown in Fig. 41(c). A
major change, inducing bipolar switching, occurs in the insu-
lating Ta2O5 layer. The CFs inside the Ta2O5 layer are con-
nected (top panel) and ruptured (bottom panel) for the set
and reset processes, respectively, while the CFs inside the
TaOx layer do not undergo many changes. These recent
TEM findings support the explanation of the interface-
modified RCB network model in Fig. 40.
C. Conversion between figure-of-eight and counter-
figure-of-eight polarities in bipolar switching
As introduced in Sec. II B 2, one puzzling phenomenon
in bipolar switching is that there are two types of hysteretic
IV curve: F8 type45,172,344 and cF8 type.28,34,37,345 With F8,
as shown in Fig. 4(b), the IV curves exhibit HRS-to-LRS
and LRS-to-HRS changes following the application of posi-
tive and negative voltages, respectively. In contrast, as
shown in Fig. 4(c), the cF8 IV curve shows LRS-to-HRS
and HRS-to-LRS changes at positive and negative voltages,
respectively.
Numerous mechanisms have been proposed to explain
the different switching polarities.44,137,154,172,188,290,346 For
cF8 switching, the virtual cathode model described in
Sec. III C 3 a has been commonly used to describe the
polarity-dependent resistance changes.44 For a system with a
Schottky barrier forming at the anodic interface, when a neg-
ative voltage is applied to the anode, positively charged oxy-
gen vacancies are attracted towards the electrode, thereby
narrowing the Schottky barrier and inducing HRS-to-LRS
switching. When a positive voltage is applied to the anode,
oxygen vacancies are repelled from the electrode, thereby
recovering the original width of the Schottky barrier, and
inducing LRS-to-HRS switching. Thus, the corresponding
IV curve should be cF8-type when the oxygen vacancies
are mobile.
For F8-type bipolar switching, an electronic model
based on trapping and detrapping of electrons at fixed defect
sites, as described in Sec. III C 3 c, has been commonly
used.93,96,101,114,216,268 In this model, a Schottky barrier is
also formed at the anodic interface. Application of a negative
voltage to the anode injects electrons into the oxides. Then,
trapped electrons at the defect sites neutralize the oxygen
vacancies, which widens the Schottky barrier and the device
enters the HRS. On the other hand, a positive voltage makes
electrons detrapped, and then, the width of the Schottky bar-
rier becomes narrower and the device goes into the LRS.
Thus, the corresponding IV curve should be the F8-type.
The coexistence of both types of bipolar switching
in the same sample has also been reported experimentally
in numerous materials, such as Fe-doped SrTiO3,
179
Sr2TiO4,
346 SrTiO3,
347 Arþ-bombarded SrTi0.993-
Nb0.007O3,
348 and TiO2.
37,290,349 Here, the switching-type
coexistence is not attributed to the simple change of the
grounded reference electrode. For example, Fig. 42(a) shows
IV curves obtained using a symmetric Pt/TiOx/Pt device
structure.349 A Schottky barrier was formed at both top and
bottom electrode/oxide interfaces due to the large work func-
tion of the Pt. The authors observed that both polarity modes
could be switched by applying an external bias. Figure 42(b)
shows another IV curve of Au/Sr2TiO4/Nb:SrTiO3,346
where both cF8 and F8 bipolar switching can exist in the
same cell. A Schottky barrier was formed only at the Au/
Sr2TiO4 interface, and the other electrode/oxide interface
exhibited ohmic behavior. This cell also exhibited coexis-
tence of the two polarities that could be reversibly switched
by an external bias.
At first glance, bipolar-switching mechanisms based on
oxygen vacancy and electron motion do not seem to be com-
patible. Thus, such experimental observation of the coexis-
tence of F8 and cF8 types has caused confusion about RS
mechanisms. Therefore, efforts have been made to explain
such interesting coexistence phenomena and the conversion
FIG. 40. (a) and (b) Cross-sectional TEM images for Pt/TaOx/Pt and Pt/Ta2O5/TaOx/Pt cells, respectively. (c) and (d) IV curves for (a) and (b) cases, respec-
tively. The insertion of an insulating layer changes the switching polarity from unipolar to bipolar. An interface-modified RCB network model. (e) and (f)
Simulation results for without and with insulating layer films, respectively. (g) and (h) Corresponding simulated IV curves for unipolar switching (without)
and bipolar switching (with insulating layer films), respectively. These simulation results agree well with the experimental results. Reprinted with permission
from Yoo et al., Appl. Phys. Lett. 98, 183507 (2011). Copyright 2011 AIP Publishing.
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between F8/cF8 switching types. To date, three possible
mechanisms have been proposed, based on the role of oxy-
gen vacancy migration in bipolar switching. The first model
was suggested to explain the conversion observed in sym-
metric devices, e.g., Pt/TiOx/Pt cells, where a Schottky bar-
rier is formed at both top and bottom interfaces (see Sec.
V C 1).290,349 In this model, it was claimed that the conver-
sion comes from the change in active interface. However,
this model cannot be used to understand the conversion of
F8 and cF8 in asymmetric interface devices, e.g., Au/
Sr2TiO4/Nb:SrTiO3 cells. Therefore, a second model that
combined the oxygen-vacancy-migration and electron-trap-
detrap mechanisms has been proposed (see Sec. V C 2).179
Recently, Lee et al.212 suggested a quantitative model for
investigating the effect of the nonuniform distribution of ox-
ygen vacancies on the Schottky barrier (see Sec. V C 3).
They found that oxygen vacancy migration could induce F8
as well as cF8 bipolar switching.197,212 In Secs. V C 1–V C 3,
we will review in detail the above-mentioned three mecha-
nisms for coexistence of cF8 and F8 in the same cells.
1. Changes in the active interface of a symmetric
device
Polarity conversion between F8 and cF8 was observed
in a Pt/TiO2/Pt cell and explained in terms of the conversion
of the active interfaces in a symmetric device.290,349 The
changes inside the cell are schematically shown in the bars
FIG. 41. (a) Schematic description of Pt/Ta2O5/TaOx/Pt cells. Conducting
channels form at the Ta2O5 layer. The TaOx layer acts as an oxygen reser-
voir to provide oxygen vacancies for the conducting channels in the Ta2O5
layer. Reprinted with permission from Lee et al., Nat. Mater. 10, 625
(2011). Copyright 2011 Macmillan Publishers. (b) Pseudocolour maps of the
structural evolution in the TaOx layer taken by cross-sectional high-angle an-
nular dark-field scanning TEM. Yellow and blue colors represent the Ta-rich
phase (conducting paths) and non-conducting clusters, respectively. After
the set process (left), yellow color indicates the formation of CFs in the
TaOx layer. However, after the reset process (right), the yellow color
becomes sparse. While the CFs are ruptured, their residuals are left in the
TaOx layer. Reprinted with permission from Park et al., Nat. Commun. 4,
2382 (2013). Copyright 2013 Macmillan Publishers. (c) Formation (top) and
rupture (bottom) of conducting channels in asymmetric Pt/SiO2/Ta2O5/
TaOx/Pt cells. Pink colored pathways represent the conducting channels,
composed of the Ta-rich phases. Reprinted with permission from Park et al.,
Nat. Commun. 4, 2382 (2013). Copyright 2013 Macmillan Publishers.
FIG. 42. Coexistence of cF8 and F8-type IV curves in a cell. (a) Coexistence
in Pt/TiOx/Pt. Schottky barriers exist at both top and bottom interfaces. The
inset shows the cell schematics. Reprinted with permission from Miao et al.,
Nanotechnology 22, 254007 (2011). Copyright 2011 IOP Publishing. (b)
Coexistence in Au/Sr2TiO4/Nb:SrTiO3. The Schottky barrier exists only at the
top interface. The inset shows the cell schematics. Reproduced with permission
from Shibuya et al., Adv. Mater. 22, 411 (2010). Copyright 2010 John Wiley &
Sons, Inc.
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of Fig. 43. They assumed that, during RS, there should be
three types of layer: the top interface, the bulk, and the bot-
tom interface. A Schottky barrier can be formed at the top
and bottom interfaces and either height or width can be con-
trolled by the density of the oxygen vacancies. A metal/semi-
conductor interface under heavy doping typically exhibits
ohmic behavior, whereas low doping results in rectifying
(Schottky) behavior. The effective circuits are displayed on
the left side of the figure. A lightly doped layer becomes an
active layer, which dominates the resistance of the cell,
because the largest voltage drop occurs across the Schottky
barrier. Therefore, the resistance of the oxide cell is deter-
mined by the oxygen-vacancy density at the interfaces.
When the oxygen-vacancy density is large at the bottom
(top) interface, the top (bottom) interface becomes the active
electrode and the cell functions as a forward (reverse) recti-
fier, as shown in the top (bottom) right (left) part of Fig. 43.
These different oxygen-vacancy configurations lead to
different polarities when oxygen vacancies move in the inter-
facial layers in response to an applied bias. When the top
interface is the active electrode, the application of a negative
(positive) bias to the top electrode attracts (repels) oxygen
vacancies toward (from) the active electrode, which
decreases (increases) the resistance of the cell. Thus, this
configuration generates a cF8 hysteresis curve. When the
bottom interface is the active electrode, a positive effect
occurs; thus the reverse rectifier generates an F8 hysteresis
curve. Conversion between the two different polarities can
be realized by applying a large electric field. When a suffi-
ciently large negative voltage is applied to the top electrode
of the forward rectifier, oxygen vacancies will be attracted to
the top interface. Through this process, the cell changes to
become a reverse rectifier; the top interface becomes a
highly doped layer, whereas the bottom interface becomes
lightly doped. The opposite transition, from a reverse to a
forward rectifier, is also possible when a large positive volt-
age is applied to the top electrode.
2. Homogeneous and inhomogeneous switching
Contrasting with the symmetric device explained in Sec.
V C 1, it has been observed that asymmetric devices, such as
Au/Sr2TiO4/Nb:SrTiO3, also exhibit coexistence of and con-
version between F8 and cF8 polarities in a single de-
vice,179,346,349 as shown in Fig. 42(b). In such an asymmetric
device, a Schottky barrier is formed at the top electrode,
whereas the bottom interface is ohmic; thus, an explanation
based on polarity conversion due to changes in the active
electrode is not suitable for asymmetric devices. In addition,
in the symmetric device290 cF8 and F8 share almost the
same LRS, while the resistance level of HRS of cF8 is simi-
lar to that of LRS of F8 in some asymmetric devices.346,349
These facts indicate that a different model is needed for the
asymmetric devices.
To explain the coexistence of the two polarities in an
Au/Sr2TiO4/Nb:SrTiO3 device, Shibuya et al.
346 proposed
that two different mechanisms are responsible for the two
polarities. First, they described the cF8 hysteresis IV curves
using the virtual cathode model with a Schottky barrier. A
detailed explanation of this model is given in Sec. III C 1 a.
Such cF8 IV hysteresis curves were observed over a volt-
age range of 4 V to þ4 V. When the negative voltage
exceeded 4 V, the electrical conductance started to
decrease, and the switching polarity was converted to F8.
The authors attributed the F8 behavior to trapping of elec-
trons at the interface. They considered that the concentration
of positively charged oxygen vacancies at the Au/Sr2TiO4
interface saturates at a bias of approximately 4 V, and once
this is exceeded, electrons are captured in the trap sites, i.e.,
the oxygen vacancies. This leads to a reduction in the net
positive charge in the depleted region, which increases the
width of the barrier. Under positive biases, electrons are
extracted from the trap states, and the Schottky barrier
becomes narrower.
It has subsequently been reported that the observation of
both polarities in an asymmetric device may originate from
oxygen-vacancy migration. Muenstermann et al.179 found
the coexistence of both polarities in an asymmetric Pt/
Fe:SrTiO3/Nb:SrTiO3 cell, that is similar to those shown in
Fig. 42(b). One observed distinction between the two polar-
ities was that they exhibited different electrode-area-scaling
behavior. The F8 polarity scaled with the electrode size,
FIG. 43. Change of active interface. When the oxygen-vacancy deficient
region, TiO2, is close to the top electrode (top), the top electrode becomes an
active electrode where the Schottky barrier is formed. When the oxygen-
vacancy deficient region is close to the bottom electrode (bottom), the bottom
electrode becomes an active electrode. Reproduced with permission from Yang
et al., Adv. Mater. 21, 3754 (2009). Copyright 2009 John Wiley & Sons, Inc.
031303-44 Lee, Lee, and Noh Appl. Phys. Rev. 2, 031303 (2015)
 This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to  IP:
147.46.19.34 On: Tue, 13 Oct 2015 06:35:15
whereas the cF8 polarity had no clear dependence on the size
of the electrodes. When the F8 polarity was obtained, the
switching area was distributed laterally and uniformly along
the interface. With the cF8 polarity, the switching area was
localized as a filamentary channel.
To explain the relation between electrode-size scaling
and polarity, Muenstermann et al.179 proposed the following
mechanism. First, consider the case in which the laterally
nonuniform filamentary channel is dominant in switching.
During the forming process, a non-stoichiometric filamen-
tary channel is generated. The switching mechanism inside
the filamentary channel is expected to be the same as that in
the conventional virtual cathode model. This leads to cF8 po-
larity. When a negative voltage is applied to the Pt/Fe-doped
SrTiO3 interface, however, oxygen vacancies accumulate at
that interface. If this accumulation process is allowed to con-
tinue, a region that is depleted in oxygen vacancies forms lat-
erally and uniformly along the interface in the bulk of the
oxide cell, because the number of oxygen vacancies in a thin
film is limited. This region, which is depleted in oxygen
vacancies, is electrically insulating; thus, the cell enters the
HRS. A positive voltage applied at the upper interface repels
oxygen vacancies from the interface and the LRS state is
restored. This generates the F8 polarity.
3. Variation in spatial distribution of oxygen
vacancies: The semiconductor with mobile dopant
model
As described in Sec. V C 2, oxygen-vacancy migration
is expected to be associated with both F8 and cF8 polarities.
To quantitatively describe the role of oxygen vacancies in
the resistance of an oxide cell, Lee et al. proposed the SMD
model212 (see Sec. III C 3 b for more about the SMD model).
The SMD model predicts that the migration of oxygen
vacancies near a Schottky interface will result in two differ-
ent sets of conductance behavior, depending on the spatial
distribution of the vacancies. It was assumed that right and
left interfaces faced with metals were Schottky and ohmic
contacts, respectively. In this asymmetric geometry, most re-
sistance change comes from the Schottky contact interface,
so they could understand how oxygen vacancy distribution
near the Schottky interface would determine the polarity of
the bipolar switching. Consider the case in which oxygen
vacancies are initially distributed far from the Schottky inter-
face, as shown in Fig. 44(a). When a negative (positive) volt-
age is applied at the Schottky interface, oxygen vacancies
are attracted towards (repelled from) the Schottky interface,
which results in a decrease (increase) in the width of the
Schottky barrier, and the cell enters the LRS (HRS). This
leads to cF8 polarity, as shown in Fig. 44(b). This relation-
ship between the motion of the oxygen vacancies and the
conductance change corresponds to the conventional expla-
nation in the virtual cathode model.
Now consider the case in which oxygen vacancies accu-
mulate near the interface, as shown in Fig. 44(c). In this
case, SMD model calculations predict that attracting (repel-
ling) oxygen vacancies to (from) the interface by applying a
negative (positive) voltage results in an increase (decrease)
in the width of the Schottky barrier. That is, the SMD model
predicts that more (less) doping at the Schottky interface will
increase (decrease) the resistance, leading to F8 polarity, as
shown in Fig. 44(d). This appears to contradict the conven-
tional semiconductor theory of doping. Note that this result
appears to be similar to that of Jeon et al.,250 where the
Schottky barrier height increased when oxygen vacancies
accumulated at the electrode; however, in the SMD model,
such penetration through the electrode need not be taken into
account. This seemingly contradictory prediction was
recently corroborated by experiments in Nb-doped SrTiO3
single-crystal cells,197 as explained in Sec. III A 2 a (see Fig.
5(a)).
Based on the above results, the observed polarity con-
version179,346 is easily understood. When oxygen vacancies
are distributed far from a Schottky barrier and the polarity is
cF8, if a large negative voltage is applied to the Schottky
interface, oxygen vacancies are attracted to the interface and
the polarity is converted to F8. If a positive voltage is applied
to such a cell, where the oxygen vacancies are distributed
primarily near the Schottky interface, oxygen vacancies are
repelled from the interface, and the polarity is switched to
cF8.
VI. CHALLENGES IN APPLICATIONS
A. Applications of resistive switching to
next-generation nonvolatile memories
Following the development of metal oxide semiconduc-
tor field-effect transistors, silicon-based devices have domi-
nated the market for over 50 years. One of the driving forces
of such a development has been the successful reduction in
size of silicon-based devices every year, represented by
“Moore’s law.”16,17 As the size of such devices approaches
that of atoms or molecules in the near future, it is expected
that conventional silicon-based devices will face their scal-
ing limits.350 Therefore, much effort has been devoted to the
development of new scientific and technical concepts and
FIG. 44. The SMD model to explain the coexistence of cF8 and F8-type IV
curves in a cell. When the oxygen vacancies are distributed far from the
Schottky interface (a), their motion causes the cF8 direction (b). When the ox-
ygen vacancies are distributed near the Schottky interface (c), their motion
causes the F8 direction (d). Reproduced with permission from Lee et al.,
Appl. Phys. Lett. 102, 253503 (2013). Copyright 2013 AIP Publishing.
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advanced technologies for next-generation electronic
devices.39
Memory is one of the most important building blocks of
many modern electronic devices. The basic requirements for
next-generation random-access memory (RAM) are nonvola-
tility, high speed, durability, and low energy consumption.
The first part of Table IV presents an overview of the physi-
cal mechanisms and operating parameters of commercially
available memories (namely, static RAM (SRAM), dynamic
RAM (DRAM), and FLASH).38,39,54,351 Both SRAM and
DRAM are volatile, and only FLASH can work as a nonvola-
tile memory with a long retention time (>10 yr), but it has a
very long write/erase time (1 ls  1 ms), a poor write cycle
(105), and high write and read operating voltages. To over-
come such difficulties, several prototypes of next-generation
nonvolatile memories have been proposed and extensively
investigated, including phase-change RAM (PCRAM), spin-
transfer torque RAM (STT-RAM), ferroelectric RAM
(FRAM or FeRAM), and RRAM. The physical mechanisms
and largest operating-parameter values for these new proto-
type memories are presented in the second part of Table IV,
which shows that RRAM has high potential as the next-
generation nonvolatile memory.
As RRAM uses the RS phenomenon as the basic princi-
ple of its memory operations, it has several advantages for
next-generation memory,38,44,45,51,54,56,352 which are not
clearly stated in Table IV. First, a material with RS has two
metastable states that can be used, the “0” and “1” states of
nonvolatile memory. Because such states are stable without
external bias, the operational energy for RRAM can be quite
small. Second, in RRAM, the “0” and “1” states can be
switched with external electric pulses, rendering its operation
is simple and easy. Third, the resistance value of each state
can be easily read by applying a very small voltage without
disturbing the original state, which allows non-destructive
reading. Fourth, the simple capacitor geometry of a RRAM
cell without a transistor makes the device highly scalable.
Finally, as RS has been observed in numerous insulating
materials, it should be easier to find appropriate RS materials
that are compatible with the current complementary metal
oxide semiconductor technologies than is the case for other
memory candidates. Due to these advantages, RRAM has
attracted much attention from researchers, and good operat-
ing performance for a single cell unit has been already been
achieved, as shown in Table IV.
In addition, RRAM devices can be used to overcome the
scaling limit of modern silicon-based devi-
ces.38,44,45,51,54,56,352 As shown in Table IV, it has already
been demonstrated that the scaling limits of RRAM can
allow very small feature sizes (F) and a small cell area of
4F2/n (n: number of layers in three-dimensional structures).
Furthermore, the two-terminal configuration of RRAM devi-
ces makes them suitable for a stacked structure.28,29,353 For
example, a passive two-terminal stacked structure consisting
of units with one diode and one resistor may be considered
more advantageous than active configurations that include a
transistor (>6–8 F2). Such a stacked structure offers signifi-
cant advantages for increasing memory storage capacity
compared with simple two-dimensional layered structures.
The stacked RRAM implementation also has the potential to
TABLE IV. Requirements for various memory devices. Data extracted with permission from Jeong et al., Rep. Prog. Phys. 75, 076502 (2012); Yang et al.,
Nat. Nanotechnol. 8, 13 (2013); S. Yu, Ph.D. thesis, Stanford University, 2013; and Emerging Research Devices (International Technology Roadmap for
Semiconductors, 2013).
Commercially available technologies Prototypical technologies
SRAM DRAM FLASH STT-RAM PCRAM FeRAM
RRAM
(bipolar filament)
Cell elements
6T 1T1C 1T 1(2)T1R 1T(D)1R 1T1C 1T(D)1R
Storage
mechanism
Interlocked
state of
logic gates
Charge on
a capacitor
Charge trapped
in floating gate
or in gate insulator
Magnetization
of ferromagnetic
layer
Reversibly
changing
amorphous
and crystalline
phases
Remnant
polarization on a
ferroelectric
capacitor
Valence
change filament
formation
Stand
alone Embedded
NOR
embedded
NAND
stand alone
Feature size
F (nm)
45 36 65 45 16 65 45 180 <5
Cell area 140F2 6F2 (12–30)F2 10F2 4F2 20F2 4F2 22F2 4F2
Read time 0.2 ns <10 ns 2 ns 15 ns 0.1 ms 35 ns 12 ns 40 ns <1 ns
Write/erase time 0.2 ns <10 ns 2 ns 1 ls/10 ms 1/0.1 ms 35 ns 100 ns 65 ns <1 ns
Retention time Volatile 64 ms 4 ms 10 yr 10 yr >10 yr >10 yr 10 yr >10 yr
Write cycle >1  1016 >1  1016 >1  1016 1  105 1  105 >1  1012 1  109 1  1014 >1  1012
Write operating
voltage (V)
1 2.5 2.5 8–10 15–20 1.8 3 1.3–3.3 <1
Read operating
voltage (V)
1 1.8 1.7 4.5 4.5 1.8 1.2 1.3–3.3 0.1
Array write
energy (J/bit)
Unavailable 1  10–13 1  10–13 2  10–10 1  10–11 Unavailable Unavailable Unavailable Unavailable
Single cell write
energy (J/bit)
5  1016 4  1015 5  1015 1  1010 4  1016 2.5  1012 6  1012 3  1014 1  1016
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be combined with other devices to obtain the desired proper-
ties of future nonvolatile memory devices.
B. Reducing switching parameter distribution
Although RS phenomena offer many advantages for
memory applications, as explained in Sec. VI A, there are
several technological difficulties that should be overcome
before the actual commercialization of RRAM. One of the
major technical obstacles is the wide distribution of switch-
ing parameters, including switching voltages.73–88 For exam-
ple, Fig. 45(a) shows 100 I–V curves in Pt/NiO/Pt cells
exhibiting typical unipolar switching.74 Reset processes
occur when voltages of 0.5–1 V are applied and the set vol-
tages fluctuate greatly between 1 and 4.5 V. It should be
noted that both set and reset processes in unipolar switching
occur under the same voltage polarity. Therefore, these wide
distributions make the ranges of set and reset voltages over-
lap at around 1.0 V, which will cause switching failures.
Occasionally, when the set voltage is smaller than the reset
voltage, the operation of the reset process can be accompa-
nied by the set process. This operational error is called the
“reset failure” phenomenon. When such failures occur, the
basic write operations of the RRAM cannot work, possibly
leading to severe data-writing/erasing problems in the
RRAM. Therefore, reducing variations in switching parame-
ters has been one of the major technological challenges in
RS studies.89
1. In unipolar switching
Several technical methods have been suggested and
examined to overcome the difficulties caused by the wide
distribution in unipolar switching voltages: artificial engi-
neering at an electrode–oxide interface; the error-correction
algorithm; and the insertion of artificial defects in oxides.
a. Artificial engineering at an electrode–oxide
interface. Layer-insertion techniques have been used to
reduce the variation in switching parameters in unipolar
switching devices.73,74,79,82,85,354 Kim et al.74 showed that
the wide distribution of switching parameters in Pt/NiO/Pt
unipolar switching cells was minimized by inserting a thin
IrO2 layer between the NiO and the Pt electrodes. As shown
in Fig. 45(b), the reset failure of the Pt/NiO/Pt disappeared;
that is, the set and reset voltages became clearly separated by
a gap of 0.5 V. The authors assumed that the CF would be
formed via generation of oxygen-related defects by a high
electric field, with the possible assistance of the Joule heat-
ing effect. Thus, they attributed the reduction in the switch-
ing voltage distribution to the IrO2 layers that stabilized
oxygen migration during the formation and rupture of CFs.
Jeong et al.73 fabricated failure-free Pt/NiO/Pt cells by form-
ing a very thin Ni–Pt layer at the bottom interface. The
authors assumed that the superior oxidation ability of the
Ni–Pt electrode compared with that of pure Pt may assist sta-
ble RS behavior during the formation and rupture process.
Similar experiments were performed on HfOx unipolar
switching devices by inserting an additional layer at the
interface with Al2O3 layer
82 or Ti layer.85
The failure-free cells were also fabricated by inserting
artificial structure at electrode–oxide interfaces. Wang et al.
improved the unipolar switching behavior in a Pt/InGaZnO/
Al memory device by creating an arc-shaped bottom elec-
trode.79 Figures 46(a) and 46(b) show the schematics of cell
geometry with and without the arc-shaped bottom electrode,
respectively, and the corresponding evolution of CFs. The
electric field for the device with an arc-shaped bottom elec-
trode would point to the center of the arc, like a lightning
effect, as shown in Fig. 46(a). Then, the CFs were expected
to form a simple, radial structure around the arc-shaped bot-
tom electrode. This controlled-CF shape is effective for
achieving a narrower resistance distribution and clear
switching without multiple transitions in reset and set proc-
esses. More complex CF structures are easily formed for the
device without an arc-shaped bottom electrode, as shown in
Fig. 46(b). This CF results in an unpredictable rupture and a
large resistance fluctuation in reset and set processes.
b. Insertion of artificial defects in oxides. The fluctuation
in switching parameters in unipolar switching can be also
reduced significantly by inserting artificial defects in the ox-
ide.76–78,80,83,86,355 The RCB network model revealed that
the performance of unipolar switching RRAM can be
enhanced dramatically by the presence of defects at specific
locations in the percolating network.77 Figure 47(a) shows
the distribution of the forming, reset, and set biases in which
the pristine on-state circuit breakers were chosen randomly
FIG. 45. (a) Large reset and set voltage fluctuations measured during 200
successive reset and set operations in a Pt/NiO/Pt cell. Due to the wide dis-
tribution, switching voltages are sometimes overlapped. (b) Fluctuation
reduction of reset and set voltages in a Pt/IrO2/NiO/IrO2/Pt cell. Reprinted
with permission from Kim et al., Appl. Phys. Lett. 88, 232106 (2006).
Copyright 2006 AIP Publishing.
FIG. 46. Schematic diagram illustrating the CF structure in devices (a) with
and (b) without arc-shaped BE. The CF structure is simplified and localized
with the arc-shaped BE. Reproduced with permission from Wang et al.,
Appl. Phys. Express 8, 014101 (2015). Copyright 2015 AIP Publishing.
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in the RCB network. The three distributions exhibited large
variations, which explain the commonly observed fluctuation
in switching voltages. Similar simulations were repeated by
inserting artificial defects, in this case by setting four-aligned
on-state circuit breakers near the top electrode in the pristine
state. As shown in Fig. 47(b), the variation in the forming,
reset, and set processes was significantly reduced. This fluc-
tuation reduction originated from reducing the variation in
the shape and location of the CFs.
This idea has actually been demonstrated experimen-
tally. As shown in the inset of Fig. 47(d), Yoon et al. embed-
ded Ru nanodots near the top Pt electrodes in Pt/TiO2/Pt
cells using atomic layer deposition.78 Figures 47(c), 47(d),
and 47(e) show the cumulative probabilities of the set volt-
age, reset power, and reset voltage, respectively. When the
areal density of Ru nanodots increased (i.e., the number of
deposition cycles increased), the switching parameters
become more uniform.
c. Error-correction algorithm. To overcome the failure
problem, an error-correction algorithm could be used for
RRAM.81 In fact, similar methods have been widely used in
conventional memory devices, including FLASH memory
and DRAM.356 Lee et al.75 demonstrated that the “reset fail”
phenomenon can be avoided by using a software error-
correction algorithm instead of the additional layer in the
RRAM structure. Figure 48(a) shows their measured plots of
Vreset and Vset according to the switching cycle number,
measured from unipolar NiO cells, where Vreset and Vset have
a very wide distribution. The voltage overlap during succes-
sive RS operations is clearly seen, as indicated by circles.
The largest value of Vreset and the smallest value of Vset were
1.39 and 1.12 V, respectively, indicating that Vreset and Vset
sometimes overlapped with each other near 1 V. Such over-
lap should induce switching failure.
Lee et al.75 proposed that the reset current Ireset value for
the next reset process could be predicted using the scaling
relationship between Ireset and the third harmonic signal B3f,
which is outlined in Table III and Sec. IV C 1 b. In terms of
scaling relation, they used B0, which is the dc limit for B3f.
Here, B0 can be estimated from the fitting curve V/I ¼ Ro
þ BoI2 using the experimentally measured I–V curve in the
LRS, where Ro is the resistance value of the LRS at the limit
of zero-external voltage. Namely, each Bo can be obtained
from each LRS I–V curve. Without actually performing the
next reset process, the forthcoming Ireset value, Ireset(Pre),
can be predicted by using the scaling relationship, Ireset
¼ CBog, where C and g are experimentally determined pa-
rameters. The value of Vreset for the next reset process,
Vreset(Pre), can also be predicted from Vreset ¼ IresetRreset 
Ireset(Pre)(Ro þ BoIreset(Pre)2).
Using the estimated Vreset (Pre), Lee et al.
75 developed
an error-correction scheme for RRAM by controlling the
maximum value of the allowed Vreset distribution. They
defined Vthreset as a preassigned threshold voltage for the
maximum value of Vreset. For a given LRS cell, when Vreset
(Pre) > Vthreset, the LRS should be discarded because it is
highly probable that the real Vreset will be larger than V
th
reset.
Therefore, this LRS has to be erased by the subsequent set
process, which makes the device enter a new LRS. Then, the
above process should be repeated until Vreset (Pre) < V
th
reset.
Through this algorithm, it is expected that the maximum
value of Vreset will be smaller than V
th
reset. This algorithm
was actually applied to the Pt/NiO/Pt cells exhibiting the
overlap behavior, as shown in Fig. 48(a). The results after
applying the error-correction scheme are shown in Fig.
48(b). They clearly demonstrate that Vreset is always smaller
than Vthreset and that the error-correction method can lead to
a clear voltage window between Vset and Vreset. Thus, this
error-correction scheme guarantees that the reset failure due
FIG. 47. Enhancement of the switch-
ing voltage distributions. (a) and (b)
Prediction of the RCB network model.
Insets show the schematics of the cell
structures. (a) No additional treatment
is needed for the cell. (b) An artificial
defect is inserted into the oxide. This
simulation shows that the voltage dis-
tributions will be enhanced when the
artificial defect is inserted into an ox-
ide. Reprinted with permission from
Chae et al., Adv. Mater. 20, 1154
(2008). Copyright 2008 John Wiley &
Sons, Inc. (c)–(e) Experimental real-
ization of an artificial defect. The inset
in (d) shows the schematic of the experi-
ment. Ru nano-dots are inserted inside
the TiO2 near the top electrode. As the
number of atomic layer depositions for
the Ru nano-dots is increased, the fluc-
tuations are enhanced. Reprinted with
permission from Yoon et al., Adv.
Mater. 25, 1987 (2013). Copyright 2013
John Wiley & Sons, Inc.
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to voltage fluctuation in unipolar switching can be
overcome.
2. In bipolar switching
The aforementioned techniques used for unipolar
switching cells can be applied to reduce the fluctuations in
switching parameters in bipolar switching. To improve the
switching parameter distributions, Lee et al.357 and Sadaf
et al.358 fabricated ZrOx/HfOx and WOx/NbOx bilayer struc-
tures, respectively, which is essentially the same technique
as the layer insertion described earlier in Sec. VI B 1 a with
regard to unipolar switching. In these devices, the improve-
ment in the fluctuations was attributed to the formation of a
single CF in one of the two layers, which does not disappear
even in the HRS. This CF can effectively act as an artificial
defect or a lightning rod, which stabilizes the bipolar switch-
ing operations in the other oxide layer. Experiments involv-
ing insertion of artificial defects were also performed in
bipolar Ag/ZrO2/Pt devices.
76 By inserting Cu-nanocrystals
near the bottom interfaces, bipolar switching properties
developed excellent uniformity. This enhancement was inter-
preted as the Cu-nanocrystals acting as seeds for nucleation
and growth of conducting channels.
To reduce the distribution of switching parameters in
bipolar switching, Lee et al. proposed a new architecture
using vertically aligned heterointerfaces.263 It has been well
established that, when more than one immiscible oxide is de-
posited in a simple film form, a very simple and self-
assembled structure, called a nanoscaffold film, can be fabri-
cated.359,360 Figure 49(a) shows a scanning TEM image of a
nanoscaffold film containing Sm2O3 nanocolumns and a
SrTiO3 matrix with 10-nm-radius and 10-nm-intercolumnar-
spacing. Figure 49(b) shows the cross-sectional TEM image,
which depicts the atomic arrangement at the vertical hetero-
interfaces of nanocolumns and matrices. Due to the structural
incompatibility of Sm2O3 and SrTiO3, there should be many
oxygen deficiencies at the vertical heterointerfaces, forming
FIG. 48. Solution for the overlap of the switching voltages. (a) When Vreset
and Vset in a NiO unipolar switching device are plotted according to cycle
number, Vreset and Vset have a very wide distribution. Voltages occasionally
overlap during successive RS operations, as indicated by the circles. (b)
Separation of the switching voltage windows after applying the error-
correction method with a threshold voltage of VR
th¼ 0.9 V. Reprinted with
permission from Lee et al., Appl. Phys. Lett. 94, 173504 (2009). Copyright
2009 AIP Publishing.
FIG. 49. Localization of oxygen vacancies at vertical heterointerfaces due to
structural discontinuity of a SrTiO3 matrix and Sm2O3 nanocolumn. (a)
Spontaneous phase ordering of SrTiO3 and Sm2O3 in a cross-sectional TEM
image. (b) High-resolution TEM image of the vertical interface between a
SrTiO3 matrix and Sm2O3 nanocolumn. Atomic arrangement at the vertical
interface can be crystallographically modelled. (c) Uniform resistance varia-
tion with repeated cycles. Reproduced with permission from Lee et al., Adv.
Mater. 26, 6284 (2014). Copyright 2014 John Wiley & Sons, Inc.
031303-49 Lee, Lee, and Noh Appl. Phys. Rev. 2, 031303 (2015)
 This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to  IP:
147.46.19.34 On: Tue, 13 Oct 2015 06:35:15
the oxygen migration highway. Bipolar switching was
observed without the forming process at room temperature.
As shown in Fig. 49(c), resistance variations exceeded two
orders of magnitude, with extreme uniformity. Using numer-
ical simulations, the bipolar switching in nanoscaffold films
was explained by the Joule heating-accelerated drift of oxy-
gen vacancies, localized at vertical heterointerfaces.
Therefore, local ionic conduction along vertical heterointer-
faces can reduce the wide fluctuation in switching
parameters.
C. Multilevel resistive switching
Throughout this review, we have explained that there
are two resistance states, LRS and HRS, in RS phenomena,
which can be used as binary states for memory devices. In
fact, most resistive memory cells can exhibit more than two
resistance states between LRS and HRS in a single cell,
which can be applied to multibit memories. This can increase
the storage capacity, that is, the information density, can
increase for a given number of RS cells.
There are two typical ways to obtain multiple resistance
states in RS phenomena. The first is by varying the defect
concentration during switching, which is usually used in
bipolar switching.18 Because the resistance of a cell in bipo-
lar switching is determined by the concentration of oxygen
vacancies or electron-trap sites, as explained in Sec. III C, if
we can vary their concentrations, it is possible to have multi-
ple resistance states. This can be accomplished by applying
different external biases to the bipolar cells; a larger bias can
induce a larger concentration change. Figure 50(a) shows
such multilevel RS of an epitaxial Pt/(Ba,Sr)TiO3/SrRuO3
bipolar switching cell.361 When biases of 2, 3, and 5 V were
applied successively, stable resistance states of 40, 60, and
85 kX, respectively, were measured. The three different re-
sistance states can form bits as they are clearly
distinguishable.
The second way to obtain multiple resistance states is by
varying the interconnection inside the CFs.155,362–367 This is
usually used in unipolar switching. Because the resistance of
the cell is strongly dependent on the interconnection between
the conducting regions inside the CFs, if we gradually vary
the interconnections, we obtain multiple resistance values.
This can be achieved by controlling the compliance current
or the external voltages during the switching opera-
tion.26,129,363,364 Seo et al.26 reported multilevel resistance
states in unipolar switching NiO films. By changing the com-
pliance current from 1 to 20 mA, they found that the resist-
ance of the LRS varied linearly with the compliance current,
which originates from the variation in CF structure.368
Similarly, by carefully controlling the bias around the reset
voltage, Chae et al.129 found that the resistance of unipolar
switching TiO2 films could vary over a range between those
of the LRS and the HRS. Using C-AFM, they revealed that
multilevel RS was accompanied by changes in the area and
conductance of the conducting regions at the top surface, as
shown in the upper figures of Fig. 50(b). This systematic
behavior could be successfully confirmed by simulations
using the RCB network model, as shown in the lower figures
of Fig. 50(b): the red, orange, and green-colored regions
show the area of the conducting regions at the top surface.
These simulations indicate that different resistance states can
be obtained from partial rupture of CFs.
D. The sneak-path problem in crossbar arrays
As device features are pushed towards the deep sub-
100-nm regime, the conventional scaling methods of the
semiconductor industry face increasing technological and
fundamental challenges. For example, fluctuations in device
size may result in a large spread in device characteristics at
the nanoscale, affecting key parameters such as the opera-
tional voltages and on/off currents. Therefore, crossbar archi-
tecture, shown in Fig. 51, is a new paradigm for RAM
technology; it has been lauded for its simplicity, robust
switching, promising performance metrics, and its potential
for terabit-scale density.369–372 A crossbar structure is com-
posed of a set of parallel bottom electrodes, called bit-lines,
and perpendicular top electrodes, called word-lines. The
word- and bit-lines sandwich memory devices. When þVext/2
and Vext/2 are applied to one of the word-lines and one of
FIG. 50. (a) Multi-level resistive states observed in a Pt/(Ba,Sr)TiO3/
SrRuO3/SrTiO3 cell for bipolar switching. Programming voltages for multi-
level switching for the three resistance states are 2.4, 3.3, and 5.0 V. The
erasing voltage is 5.0 V. Reprinted with permission from Oligschlaeger
et al., Appl. Phys. Lett. 88, 042901 (2006). Copyright 2006 AIP Publishing.
(b) Multi-level switching for unipolar switching observed in a Pt/TiO2/Pt ca-
pacitor. Upper panels: successive C-AFM images. The left image is the most
conductive and the right is the least conductive state. For more conductive
states, the conductive area is wider and the conductance higher. Bottom pan-
els: simulation snapshots of the RCB network model for multi-level con-
ductance states from the most conductive state (left) to the least conductive
state (right). Reproduced with permission from Chae et al., Appl. Phys. Lett.
95, 093508 (2009). Copyright 2009 AIP Publishing.
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the bit-lines, respectively, the information stored in devices
between the two lines can be read. This information is also
changeable when appropriate voltage is applied to the word-
line.
In terms of RRAM applications, the same device struc-
ture has been extensively investigated to increase the density
of the integration of these devices.28,156,185,353,373–377
However, the crossbar structure in RRAM applications leads
to a problem with reading the correct information in a desig-
nated cell, which is termed the sneak-path problem. Consider
high-resistance cell #1, which is surrounded by low-
resistance cells. To read the information in cell #1, a voltage
is applied between bit-line A2 and word-line B3. The current
is expected to flow from A2 ! cell #1 ! B3, as shown by
the solid line in the figure, to read the data from cell #1.
However, due to surrounding low-resistance cells, the cur-
rent flows through them, as shown by the dashed line, lead-
ing to cell #1 being incorrectly read as in a low-resistance
state. In principle, the sneak-path problem can be overcome
by incorporating active elements such as transistors with RS
cells; under such conditions, all bypass currents can be
blocked by controlling the transistors. However, the intro-
duction of these additional active devices and related circuits
significantly reduces integration density.
It is highly desirable to find the simplest structure that
solves both the sneak-path and the memory density prob-
lems. To this end, several device structures combining two
different switching elements into one have been pro-
posed.55,290,373–375,377–379 Linn et al.353 addressed the sneak-
path problem by connecting two resistive memory cells in an
anti-serial configuration. The I–V curves of bipolar switching
are asymmetric at the origin for positive and negative vol-
tages, as shown in the left portion of Fig. 52(a). When two
resistive memories are connected in an anti-serial configura-
tion, the current is reduced near the origin of the I–V curve,
as shown in the right portion of Fig. 52(a). Anti-serial con-
nection was realized for oxide-resistive memories using
double-layered Ta2O5x/TaO2x cells.
28 Each of the double-
layered Ta2O5x/TaO2x cells showed asymmetric bipolar
switching I–V curves, similar to the left portion of Fig. 52(a).
When two Ta2O5x/TaO2x cells are anti-serially connected,
the overall I–V curves should be similar to the right side of
Fig. 52(a). That is, the current level near V¼ 0 V is
suppressed.
Switching elements, so-called selectors, can also block
leakage currents to facilitate the correct reading of the
desired cell. Figure 52(b) shows a schematic illustrating the
RS layer connected to a switch in one cell. This switch can
suppress the current when the applied voltage is less than the
switching voltage. For unipolar RRAM, a VO2 switch can be
used to overcome the sneak-path problem in unipolar
RRAM; Lee et al.185 demonstrated that the sneak-path cur-
rent in a NiO memory cell was suppressed at low voltages by
connecting memory cells to the VO2 switch. A similar
approach has been taken with regard to bipolar RRAM.
Chang et al.156 realized this concept by connecting TiO2-
resistive memory to a VO2 switch. Unlike the anti-serial con-
nection method, the intermediate electrode is not necessary
in this method. This approach has been applied to other
threshold-switching and resistive-switching devices, includ-
ing NbOx-WOx cells
380 and WOx-VO2 cells.
381
VII. CONCLUSION
In this article, we reviewed the basic mechanisms of RS
phenomena observed in oxide materials. Instead of covering
all the detailed mechanisms that are applicable to specific
materials, we tried to provide general insights into RS mech-
anisms by focusing on the roles of common defects in oxides.
FIG. 51. Sneak path problem, which can occur in a cross-bar array structure.
For example, suppose cell #1 is in the OFF state. The direct pass for cell #1
is denoted by the solid line. However, there is a bypass, represented by the
dashed line, consisting of several ON-state cells. Therefore, the resistance
between the bars A2 and B3 is measured not as the OFF state, but as almost
the ON state.
FIG. 52. (a) Anti-serial structure. Left: two bipolar switching cells with a
mirror-symmetric structure, exhibiting opposite switching polarities in
voltage-current curves. Here, metal 1 (M1) can be the same as metal 2 (M2).
Right: anti-serial connection of the two mirror-symmetric bipolar switching
cells. Due to the composite RS behaviors, the cells exhibit low conductivity
for a small external voltage region. (b) RS cellþ switch structure. Left: the
upper schematic shows the bipolar cell and its voltage-current curve. The
bottom schematic shows the threshold switching cell and its voltage-current
curve. Here, metal 1 (M1) can be the same as metal 2 (M2). Right: compos-
ite structure of the bipolar cell and the threshold switching cell. Due to the
composite RS behaviors, the cell exhibits low conductivity for a small exter-
nal voltage region.
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Oxygen vacancies were our major concern at the microscopic
level, because they are intrinsic defects in oxides and, in gen-
eral, strongly affect the transport behaviors of oxides.
Therefore, based on various experimental and theoretical stud-
ies, we first reviewed how local electric resistance can be
changed by the microscopic change in the oxygen vacancy con-
figuration. The important microscopic mechanisms were: (i) the
formation and rupture of CFs by aggregation and dissociation
of oxygen vacancies; (ii) the modulation of the Schottky barrier
by changes in the oxygen vacancy concentration; and (iii) the
trap-and-detrap of electrons in oxygen vacancy sites. We also
discussed the roles of the electric field and Joule heating as the
driving forces of oxygen vacancy migration.
However, in this review, we have demonstrated that such
microscopic studies are limited in their ability to provide a suf-
ficient understanding of the observed statistical properties of
RS behaviors. Note that defects, such as oxygen vacancies, are
not arranged periodically as in a solid, but are instead distrib-
uted nonuniformly. Thus, the oxygen vacancy configuration in
a given sample can differ from that in another, although the ex-
perimental conditions are the same. Additionally, when oxygen
vacancies are clustered in a local region, they form a CF. The
difference in the oxygen vacancy (i.e., CF) configuration is the
major reason for the wide distribution in the fluctuations of the
switching parameters. Therefore, it is of critical importance that
we understand the collective behaviors of oxygen vacancies
and the statistical properties of the diverse patterns of the CF
configurations.
For this reason, we used a statistical physics to provide an
overview of the RS research. Specifically, percolation theory,
which enables us to investigate RS phenomena at the meso-
scopic level, is among the important approaches in this domain.
In contrast to microscopic approaches, material-independent
modeling is possible at the mesoscopic level, regardless of mi-
croscopic detailed mechanisms. Therefore, various statistical
features observed in RS phenomena and some switching-type
conversion phenomena were well explained quantitatively and
qualitatively by the percolation models. In addition, we have
shown that the statistical physics approaches help us to discover
that there are universal scaling laws behind seemingly random
noise-like fluctuations in RS phenomena that originate from the
material-independent structure of the CFs.
These studies also indicate the importance of oxygen va-
cancy configuration engineering when viewed from statisti-
cal physics perspectives. As reviewed in Section VI, the
wide fluctuations in switching parameters can be reduced by
controlling the CF shapes. Because the reduction of the large
fluctuations is the major issue for the practical use of RS
phenomena as memory devices, we hope the statistical
physics approaches will provide a fundamental theoretical
basis for RRAM technology in the future. Considerable
research effort based on these approaches is needed to fur-
ther explore the potential application of RS phenomena and
to exploit their operational limits.
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