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The permanence of disease in a family of vector-borne disease
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Abstract
This paper investigates the deterministic permanence of a family of malaria models with
multiple random delays, where some of the delays are superimposed (or occur in series).
The family type is determined by a general nonlinear incidence function. An extensive
algorithmic procedure to obtain an eventual lower bound for the states of the system is
presented. Results are interpreted.
Keywords: Endemic steady state, Limit-infinimum and limit-supremum, Random delays,
Lyapunov functional, Incidence function
1. Introduction
Recently, Wanduku[1] presented and studied the following novel family of epidemic dy-
namic models for malaria with three distributed delays:


dS(t) =
[
B − βS(t)
∫ h1
t0
fT1(s)e
−µsG(I(t− s))ds− µS(t) + α
∫∞
t0
fT3(r)I(t− r)e
−µrdr
]
dt,
dE(t) =
[
βS(t)
∫ h1
t0
fT1(s)e
−µsG(I(t− s))ds− µE(t)
−β
∫ h2
t0
fT2(u)S(t− u)
∫ h1
t0
fT1(s)e
−µs−µuG(I(t− s− u))dsdu
]
dt,
dI(t) =
[
β
∫ h2
t0
fT2(u)S(t− u)
∫ h1
t0
fT1(s)e
−µs−µuG(I(t− s− u))dsdu− (µ+ d+ α)I(t)
]
dt,
dR(t) =
[
αI(t)− µR(t)− α
∫∞
t0
fT3(r)I(t− r)e
−µsdr
]
dt,
(1.1)
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2where the initial conditions are given in the following: let h = h1 + h2 and define
(S(t), E(t), I(t), R(t)) = (ϕ1(t), ϕ2(t), ϕ3(t), ϕ4(t)) , t ∈ (−∞, t0],
ϕk ∈ C((−∞, t0],R+), ∀k = 1, 2, 3, 4, ϕk(t0) > 0, ∀k = 1, 2, 3, 4,
(1.2)
where C((−∞, t0],R+) is the space of continuous functions with the supremum norm
||ϕ||∞ = sup
t≤t0
|ϕ(t)|. (1.3)
The disease spreads in the human population of total size N(t) = S(t) +E(t) + I(t) +R(t),
where S(t), E(t), I(t) and R(t) represent the susceptible, exposed, infectious and naturally
acquired immunity classes at time t, respectively. The positive constants B, and µ represent
the constant birth and natural death rates, respectively. Furthermore, the disease related
deathrate is denoted d. For simplicity the vector and human natural death rates are the
same, and β is the average effective contact rate per infected mosquito per unit time. The
recovery rate from malaria with acquired immunity is α. Also, the incubation delays inside
the mosquito and human hosts are denoted T1 and T2, respectively, and the period of effective
naturally acquired immunity is denoted T3. Moreover, the delays are random variables with
arbitrary densities denoted fT1 , fT2 and fT3 , and their supports given as T1 ∈ [t0, h1], T2 ∈
[t0, h1] and T3 ∈ [t0,+∞). The nonlinear incidence function G which signifies the response to
disease transmission by the susceptible class as malaria increases in the population, satisfies
the following assumptions
Assumption 1.1. A1 G(0) = 0; A2: G(I) is strictly monotonic on [0,∞); A3: G′′(I) <
0;A4. limI→∞G(I) = C, 0 ≤ C <∞; and A5: G(I) ≤ I, ∀I > 0.
More details about the derivation of the model in (1.1) is given in Wanduku[1]. Whilst
permanence of diseases in some delay type systems are known, such as for single finite, or
single distributed, and also for double finite delay systems ( cf.[2, 3]), the permanence of
disease in systems with multiple random delays that occur in series2 is new in the literature.
It appears that [1, 4] lead in addressing some properties of systems with multiple delays in
series.
This short paper presents an inherent algorithmic technique to analyze the permanence
of disease in a complex multiple distributed delay system in the line of thinking of [2]. The
primary goal is to add to the literature an algorithmic method to establish deterministic
permanence of complex multiple random delay systems.
Observe from (1.1) that the equations for E and R decouple from the other two equations
in the system. Therefore, the results in this paper will be shown for the decoupled system
2Delays that occur in series in this write-up have a superimposed effect.
3containing equations for S and I. Nevertheless, the following notations are utilized:
Y (t) = (S(t), E(t), I(t), R(t))T and N(t) = S(t) + E(t) + I(t) +R(t). (1.4)
2. Model Validation and Preliminary Results
The results in [Theorem 3.1, Wanduku[1]] show that the system (1.1) has a positive
solution Y (t) ∈ R4+. Moreover,
lim sup
t→∞
N(t) ≤ S∗0 =
B
µ
. (2.1)
Furthermore, there is a positive self invariant space for the system denotedD(∞) = B¯
(−∞,∞)
R
4
+
,
(
0, B
µ
)
,
where D(∞) is the closed ball in R4+ centered at the origin with radius
B
µ
containing all pos-
itive solutions defined over (−∞,∞).
In the analysis of the deterministic malaria model (1.1) with initial conditions in (1.2)-
(1.3) in Wanduku[1], the threshold values for disease eradication such as the basic reproduc-
tion number for the disease when the system is in steady state are obtained in both cases
where the delays in the system T1, T2 and T3 are constant, and also arbitrarily distributed.
When the delays in the system are all constant, the basic reproduction number of the
disease is given by
Rˆ∗0 =
βS∗0
(µ+ d+ α)
. (2.2)
Furthermore, the threshold condition Rˆ∗0 < 1 is required for the disease to be eradicated
from the steady state human population.
On the other hand, when the delays in the system Ti, i = 1, 2, 3 are random, and arbi-
trarily distributed, the basic reproduction number is given by
R0 =
βS∗0Kˆ0
(µ+ d+ α)
+
α
(µ+ d+ α)
, (2.3)
where, Kˆ0 > 0 is a constant that depends only on S
∗
0 (in fact, Kˆ0 = 4 + S
∗
0). In addition,
malaria is eradicated from the system in the steady state, whenever R0 ≤ 1,
The results in [Theorem 5.1, Wanduku[1]] also show that when R0 > 1, and the delays
in the system Ti, i = 1, 2, 3 are random, and arbitrarily distributed, the deterministic system
(1.1) has a unique positive equilibrium state denoted by E1 = (S
∗
1 , E
∗
1 , I
∗
1 ).
3. Permanence of the disease in the deterministic system
The following lemma will be used to establish the results about the permanence of the
disease in the population.
4Lemma 3.1. Suppose the conditions of [Theorem 5.1, Wanduku[1]]are satisfied, and let the
nonlinear incidence function G characterized by the assumptions in Assumption 1.1 satisfy
the additional condition(
G(x)
x
−
G(y)
y
)
(G(x)−G(y)) ≤ 0, ∀x, y ≥ 0. (3.1)
Then every positive solution (S(t), I(t)) of the decoupled deterministic system (1.1) with
initial conditions (1.2) and (1.3) satisfies the following conditions:
lim inf
t→∞
S(t) ≥ v1 ≡
B
µ+ βG(S0)
and lim inf
t→∞
I(t) ≥ v2 ≡ qI
∗
1e
−(µ+d+α)(ρ+1)(ρ+1)h , (3.2)
where h = h1 + h2, and ρ > 0 is a suitable positive constant, S
∗
1 < min{S0, S
△} and
0 < q < q¯ < 1, given that,
q¯ =
BβE(e−µT1)G(I∗1 )− µαE(e
−µT3)I∗1
(B + αE(e−µT3)I∗1 ) βI
∗
1
, S△ =
B
k
(
1− e−kρh
)
, k = µ+ βG(qI∗1 ). (3.3)
Proof:
Recall, [Theorem 3.1, Wanduku[1]] and (2.1) assert that for N(t) = S(t)+E(t)+I(t)+R(t),
lim supt→∞N(t) ≤ S
∗
0 =
B
µ
. This implies that lim supt→∞ S(t) ≤ S
∗
0 . This further implies
that for any arbitrarily small ǫ > 0, there exists a sufficiently large Λ > 0, such that
I(t) ≤ S∗0 + ε, whenever, t ≥ Λ. (3.4)
Without loss of generality, let Λ1 > 0 be sufficiently large such that
t ≥ Λ ≥ max
(s,r)∈[t0,h1]×[t0,∞)
(Λ1 + s,Λ1 + r).
It follows from Assumption 1.1 and (1.1) that
dS(t)
dt
≥ B − βS(t)
∫ h1
t0
fT1(s)e
µsG(S∗0 + ǫ)ds− µS(t),
≥ B − [µ+ βG(S∗0 + ǫ)]S(t). (3.5)
From (3.5) it follows that
S(t) ≥
B
k1
−
B
k1
e−k1(t−t0) + S(t0)e
−k1(t−t0), (3.6)
where k1 = µ+ βG(S
∗
0 + ǫ).
5It is easy to see from (3.6)
lim inf
t→∞
S(t) ≥
B
µ+ βG(S0 + ǫ)
. (3.7)
Since ǫ > 0 is arbitrarily small, then the first part of (3.2) follows immediately.
In the following it is shown that lim inf t→∞ I(t) ≥ v2. In order to establish this result,
it is first proved that it is impossible that I(t) ≤ qI∗1 for sufficiently large t ≥ t0, where
q ∈ (0, 1) is defined in the hypothesis. Suppose on the contrary there exists some sufficiently
large Λ0 > t0 > 0, such that I(t) ≤ qI
∗
1 , ∀t ≥ Λ0. It follows from (1.1) that
S∗1 =
B + αE(e−µT3)I∗1
µ+ βE(e−µT1)G(I∗1 )
=
B
µ+
BβE(e−µT1 )G(I∗
1
)−µαE(e−µT3 )I∗
1
B+αE(e−µT3 )I∗
1
. (3.8)
But, it can be easily seen from (1.1) that
BβE(e−µT1)G(I∗1 )− µαE(e
−µT3)I∗1 =
µ(µ+ d+ α)
[
S∗0 −
αE(e−µT3 )E(e−µT2 )
(µ+d+α)
S∗1
]
E(e−µT2)S∗1
I∗1
≥
µ(µ+ d+ α)(S∗0 − S
∗
1)
E(e−µT2)S∗1
> 0, since S∗0 =
B
µ
≥ S∗1 . (3.9)
Therefore, from (3.8), it follows that
S∗1 <
B
µ+ βI∗1q
≤
B
µ+ βG(qI∗1 )
, (3.10)
where 0 < q < q¯, and q¯ is defined in (3.3).
For all vector values (s, r) ∈ [t0, h1]× [t0,∞) define
Λ0,max = max
(s,r)∈[t0,h1]×[t0,∞)
(Λ0 + s,Λ0 + r), (3.11)
It follows from Assumption 1.1 and (1.1) that for all t ≥ Λ0,max,
S(t) ≥
B
k
−
B
k
e−k(t−Λ0,max) + S(Λ0,max)e
−k(t−Λ0,max), (3.12)
where k is defined in (3.3). For t ≥ Λ0,max + ρh, where h = h1 + h2, and ρ > 0 is sufficiently
6large, it follows from (3.12) that
S(t) ≥
B
k
[
1− e−k(t−Λ0,max)
]
≥
B
k
[
1− e−kρh
]
= S△. (3.13)
Hence, from (3.10) and (3.13), it follows that for some suitable choice of ρ > 0 sufficiently
large, then
S△ > S∗1 , ∀t ≥ Λ0,max + ρh. (3.14)
For t ≥ Λ0,max + ρh, define
V (t) = I(t) + βS∗1
∫ h2
t0
∫ h1
t0
fT2(u)fT1(s)e
−µ(s+u)
∫ t
t−s
G(I(v − u))dvdsdu
+βS∗1
∫ h2
t0
∫ h1
t0
fT2(u)fT1(s)e
−µ(s+u)
∫ t
t−u
G(I(v))dvdsdu. (3.15)
It is easy to see from (1.1) and (3.15) that differentiating V (t) with respect to the system
(1.1), leads to the following
V˙ (t) = β
∫ h2
t0
∫ h1
t0
fT2(u)fT1(s)e
−µ(s+u)G(I(t− s− u))[S(t− u)− S∗1 ]dsdu
+
[
βS∗1E(e
−µ(T1+T2))
G(I(t))
I(t)
− (µ+ d+ α)
]
I(t). (3.16)
For all t ≥ Λ0,max + ρh+ h > Λ0,max + ρh + h2, it follows from (3.1), (3.14) and (1.1) that
V˙ (t) ≥ β
∫ h2
t0
∫ h1
t0
fT2(u)fT1(s)e
−µ(s+u)G(I(t− s− u))[S△ − S∗1 ]dsdu
+
[
βS∗1E(e
−µ(T1+T2))
G(I∗1 )
I∗1
− (µ+ d+ α)
]
I(t)
= β
∫ h2
t0
∫ h1
t0
fT2(u)fT1(s)e
−µ(s+u)G(I(t− s− u))[S△ − S∗1 ]dsdu. (3.17)
Observe that the union of the subintervals
⋃
(s,u)∈[t0,h1]×[t0,h2]
[t0 − (s+ u), t0] = [t0 − h, t0],
where h = h1 + h2. Denote the following
imin = min
θ∈[t0−h,t0],(s,u)∈[t0,h1]×[t0,h2]
I(Λ0,max + ρh + h+ s+ u+ θ). (3.18)
7Note that (3.18) is equivalent to
imin = min
θ∈[t0−h,t0]
I(Λ0,max + ρh + h+ h+ θ). (3.19)
It is shown in the following that I(t) ≥ imin, ∀t ≥ Λ0,max + ρh + h ≥ Λ0,max + ρh + u,
∀u ∈ [t0, h2].
Suppose on the contrary there exists τ1 ≥ 0 such that I(t) ≥ imin for all t ∈ [Λ0,max+ρh+
h,Λ0,max+ρh+h+h+τ1] ⊃ [Λ0,max+ρh+h,Λ0,max+ρh+h+s+u+τ1], ∀(s, u) ∈ [t0, h1]×[t0, h2]
I(Λ0,max + ρh+ h + h+ τ1) = imin, and I˙(Λ0,max + ρh+ h + h+ τ1) ≤ 0. (3.20)
For the value of t = Λ0,max + ρh + h + h + τ1, it follows that S(t − u) > S
△ > S∗1 , and
t− s− u ∈ [Λ0,max + ρh+ h,Λ0,max + ρh+ h+ h+ τ1], ∀(s, u) ∈ [t0, h1]× [t0, h2], and it can
be further seen from (1.1), (3.14) and (3.1) that
I˙(t) ≥ βE(e−µ(T1+T2))G(imin)S
△ − (µ+ d+ α)imin,
=
[
βE(e−µ(T1+T2))
G(imin)
imin
S△ − (µ+ d+ α)
]
imin,
>
[
βE(e−µ(T1+T2))
G(I∗1 )
I∗1
S∗1 − (µ+ d+ α)
]
imin,
= 0. (3.21)
But (3.21) contradicts (3.20). Therefore, I(t) ≥ imin, ∀t ≥ Λ0,max+ρh+h ≥ Λ0,max+ρh+u+s,
∀(s, u) ∈ [t0, h1]× [t0, h2].
It follows further from (3.16)-(3.18), and the Assumption 1.1 that for ∀t ≥ Λ0,max+ ρh+
h+ h ≥ Λ0,max + ρh+ h + s+ u, ∀(s, u) ∈ [t0, h1]× [t0, h2].
V˙ (t) ≥ β
∫ h2
t0
∫ h1
t0
fT2(u)fT1(s)e
−µ(s+u)G(I(t− s− u))[S△ − S∗1 ]dsdu
> βE(e−µ(T1+T2))G(imin)(S
△ − S∗1) > 0. (3.22)
From (3.22), it implies that lim supt→∞ V (t) = +∞.
On the contrary, it can be seen from [Theorem 3.1, Wanduku[1]] and (2.1) that lim supt→∞N(t) ≤
S∗0 =
B
µ
, which implies that lim supt→∞ I(t) ≤ S
∗
0 =
B
µ
. This further implies that for every
ǫ > 0 infinitesimally small, there exists τ2 > 0 sufficiently large such that I(t) ≤ S
∗
0 + ε, ∀t ≥
τ2. It follows that from Assumption 1.1 that
G(I(t−s−u)) ≤ G(I(v−u)) ≤ G(I(t−u)) ≤ G(I(t)) ≤ G(S∗0+ǫ), ∀v ∈ [t−s, t], (s, u) ∈ [t0, h1]×[t0, h2].
(3.23)
8From (3.23), it follows that
lim sup
t→∞
G(I(t− s− u)) ≤ lim sup
t→∞
G(I(t)) ≤ G(S∗0). (3.24)
It is easy to see from (3.15) and (3.24) that
lim sup
t→∞
V (t) ≤ S∗0 + βS
∗
1G(S
∗
0)E
(
(T1 + T2)e
−µ(T1+T2)
)
<∞. (3.25)
Therefore, it is impossible that I(t) ≤ qI∗1 for sufficiently large t ≥ t0, where q ∈ (0, 1).
Hence, the following are possible, (Case(i.)) I(t) ≥ qI∗1 for all t sufficiently large, and
(Case(ii.)) I(t) oscillates about qI∗1 for sufficiently large t. Obviously, we need show only
Case(ii.). Suppose t1 and t2 are are sufficiently large values such that
I(t1) = I(t2) = qI
∗
1 , and I(t) < qI
∗
1 , ∀(t1, t2). (3.26)
If for all (s, u) ∈ [t0, h1] × [t0, h2], t2 − t1 ≤ ρh + h, where h = h1 + h2, observe that
[t1, t1 + ρh + s+ u] ⊆ [t1, t1 + ρh+ h], and it is easy to see from (1.1) by integration that
I(t) ≥ I(t1)e
−(µ+d+α)(t−t1) ≥ qI∗1e
−(µ+d+α)(ρ+1)h ≡ v2. (3.27)
If for all (s, u) ∈ [t0, h1] × [t0, h2], t2 − t1 > ρh + h ≥ ρh + s + u, then it can be seen easily
that I(t) ≥ v2, for all t ∈ [t1, t1 + ρh + s+ u] ⊆ [t1, t1 + ρh+ h].
Now, for each t ∈ (ρh + h, t2) ⊇ (ρh + s + u, t2), ∀(s, u) ∈ [t0, h1] × [t0, h2], one can
also claim that I(t) ≥ v2. Indeed, as similarly shown above, suppose on the contrary for
all (s, u) ∈ [t0, h1] × [t0, h2], ∃T
∗ > 0 such that I(t) ≥ v2, ∀t ∈ [t1, t1 + ρh + h + T
∗] ⊇
[t1, t1 + ρh + s+ u+ T
∗]
I(t1 + ρh + h+ T
∗) = v2, but I˙(t1 + ρh+ h + T
∗) ≤ 0. (3.28)
It follows from (1.1) and (3.1) that for the value of t = t1 + ρh+ h + T
∗,
I(t) ≥ βE(e−µ(T1+T2))G(v2)S
△ − (µ+ d+ α)v2
>
[
βE(e−µ(T1+T2))
G(v2)
v2
S∗1 − (µ+ d+ α)
]
v2,
≥
[
βE(e−µ(T1+T2))
G(I∗1 )
I∗1
S∗1 − (µ+ d+ α)
]
v2,
= 0. (3.29)
Observe that (3.29) contradicts (3.28). Therefore, I(t) ≥ v2, for t ∈ [t1, t2]. And since [t1, t2]
is arbitrary, it implies that I(t) ≥ v2 for all sufficiently large t. Therefore (3.2) is satisfied.
9Theorem 3.1. If the conditions of Lemma 3.1 are satisfied, then the system (1.1) is per-
manent for any total delay time h = h1 + h2.
Remark 3.1.
1. It can be seen from Lemma 3.1 (3.2) that when β = 0, then v1 =
B
µ
. That is, when
transmission stops, then asymptotically, the smallest total susceptible that remains will be all
new births over the average lifespan of a human being in the population, which is also the
disease free state S∗0 =
B
µ
(see [1]).
2. From (3.2), observe that e−(µ+d+α)(ρ+1)h is the survival probability from natural death (µ),
disease mortality (d), and from infectiousness (α), over the total duration of the life cycle
of the parasite h. Thus, the smallest total infectious class that remains asymptotically v2 ≡
qI∗1e
−(µ+d+α)(ρ+1)h is a fraction of the endemic equilibrium population I∗1 that survives from
all sources of death and disease over the parasite life cycle.
From the above discussion, an extensive inherent algorithmic technique to analyze the per-
manence of disease in a complex multiple distributed delay system is presented in the proof
of Lemma 3.1. The sufficient conditions for the permanence of disease are exhibited, and
interpretated.
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