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Abstract
We consider a nonlinear Schro¨dinger equation with a bounded localized potential in R3:
The linear Hamiltonian is assumed to have three or more bound states with the eigenvalues
satisfying some resonance conditions. Suppose that the initial data is localized and small of
order n in H1; and that its ground state component is larger than n3e with e40 small. We
prove that the solution will converge locally to a nonlinear ground state as the time tends to
inﬁnity.
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1. Introduction
Consider the nonlinear Schro¨dinger equation
i@tc ¼ ðDþ VÞcþ ljcj2c; cðt ¼ 0Þ ¼ c0; ð1:1Þ
where V ¼ VðxÞ is a smooth localized real potential, l ¼71 and c ¼ cðt; xÞ :R
R3-C is a wave function. We will often drop the x dependence and write cðtÞ: For
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any solution cðtÞAH1ðR3Þ the L2-norm and the Hamiltonian
H½c
 ¼
Z
1
2
jrcj2 þ 1
2
V jcj2 þ 1
4
ljcj4 dx ð1:2Þ
are constant for all t: The global well-posedness for small solutions in H1ðR3Þ can be
proven using these conserved quantities and a continuity argument, no matter what
the sign of l is. We assume that the linear Hamiltonian H0 :¼ Dþ V has N þ 1
simple eigenvalues e0oe1o?oeN with normalized eigenvectors fk; k ¼ 0; 1;y; N;
where NX2: These eigenvalues are assumed to satisfy some resonance conditions to
be speciﬁed later on. The nonlinear bound states to the Schro¨dinger equation (1.1) are
solutions to the equation
ðDþ VÞQ þ ljQj2Q ¼ EQ; ð1:3Þ
for some E: They are critical points to the HamiltonianH½c
 deﬁned in (1.2) subject
to the constraint of ﬁxed L2-norm. For any nonlinear bound state Q ¼ QEðxÞ; the
function cðt; xÞ ¼ QðxÞeiEt is an exact solution to the nonlinear Schro¨dinger
equation (1.1). We may obtain N þ 1 families of such nonlinear bound states by
standard bifurcation theory, corresponding to the N þ 1 eigenvalues of the linear
Hamiltonian. For any E sufﬁciently close to e0 so that E  e0 and l have the same
sign, there is a unique positive solution Q ¼ QE to (1.3) which decays exponentially
as x-N: We call this family the nonlinear ground states and we refer to it as fQEgE :
Similarly, for each k40 there is a nonlinear excited state family fQk;EkgEk for Ek near
ek: These solutions are small and jjQk;Ek jjBjEk  ekj1=2: See Lemma 2.1.
Our goal is to understand the long-time dynamics of the solutions at the presence
of nonlinear bound states. One ﬁrst considers the stability of nonlinear ground
states. There are two different concepts: orbital stability and asymptotic stability. It is
well-known that nonlinear ground states are orbitally stable in the sense that the
difference
inf
Y;E
jjcðtÞ  QE eiYjjL2ðR3Þ
remains small for all time t if it is initially small. On the other hand, one expects that
the difference actually approaches zero locally, as the majority of the difference is a
dispersive wave which escapes to inﬁnity. Hence one expects that it is asymptotically
stable in the sense that
jjcðtÞ  QEðtÞeiYðtÞjjL2
loc
-0
as t-N; for a suitable choice of EðtÞ and YðtÞ: Here jj  jjL2
loc
denotes a local L2
norm, a precise choice will be made later on in (1.8). One also wants to determine the
decay rate and whether EðtÞ has a limit. A more difﬁcult problem, which one studies
next, is the asymptotic dynamics of the solutions when the initial data are away from
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nonlinear ground states. As in the previous problem, one wants to identify their local
behavior.
If Dþ V has only one bound state, i.e., with no excited states, the asymptotic
stability is proved in [15]. The solution eventually settles down to some ground state
QEN with EN close to E and the local difference is bounded by Ct
3=2; as the decay
rate of the free evolution eitD: This result is extended in [10] to all small initial data,
not necessarily near ground states. See also [1,4].
Suppose Dþ V has two bound states. We proved in [18] that the evolution with
initial data c0 near some QE will eventually settle down to some ground state QEN
with EN close to E: The local difference is, however, only bounded by Ct
1=2 due to
the persistence of the excited state. The key mechanism here is the resonance decay of
the excited state due to resonance with the continuous spectrum. See [2,3] for an one-
dimensional equation, [5] its extension to higher dimensions, and [16] for real-valued
nonlinear Klein–Gordon equations.
The problem becomes more delicate when the initial data are away from ground
states. Based on physical intuition, one expects that all solutions near excited states
decay to ground states unless initially they are exactly excited states. However, we
proved [20] that there exists a family of ‘‘ﬁnite co-dimensional manifolds’’ in the
space of initial data so that the dynamics asymptotically converge to some excited
states. Outside a small neighborhood of these manifolds, the asymptotic proﬁles are
given by some ground states [19]. We further showed [21] that there are exactly three
asymptotic proﬁles: vacuum, excited states or ground states. The last problem is also
considered in [17]. Earlier works concerning related linear analysis were obtained in
[6,7,12,13,22].
In this paper, we extend the results in [18,19] to the case when Dþ V has three or
more bound states.
Our assumptions on the operator H0 ¼ Dþ V are as follows:
Assumption A0. H0 ¼ Dþ V acting on L2ðR3Þ has N þ 1 simple eigenvalues
e0oe1o?oeNo0; NX2; with normalized eigenvectors f0;y;fN :
Assumption A1. VðxÞ is a real-valued function. For lQ2E sufﬁciently small, the
bottom of the continuous spectrum to Dþ V þ lQ2E ; 0; is not a generalized
eigenvalue, i.e., not an eigenvalue nor a resonance. Also, we assume that V satisﬁes
the assumption in [23] so that the W k;p estimates kp2 for the wave operator WH0 ¼
limt-N e
itH0eitD hold for kp2; i.e., there is a small s140 such that,
jraVðxÞjpC/xS5s1 ; for jajp2:
Also, the functions ðx  rÞkV ; for k ¼ 0; 1; 2; 3; are D bounded with a D bound
less than 1:
jjðx  rÞkVfjj2ps2jj  Dfjj2 þ Cjjfjj2; s2o1; k ¼ 0; 1; 2; 3:
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Assumption A2. Resonance condition. Denote ek0 ¼ ek  e0: We assume that
e0o2e1: ð1:4Þ
Hence 2ek04je0j for all k40: We further assume that, for some small s040;
g0  inf
1pkpN
jsjos0
lim
r-0þ
Im f0f
2
k;
1
Dþ V þ e0  2ek  s  ri Pcf0f
2
k
 
40: ð1:5Þ
Assumption A3. No-resonance condition (between eigenvalues). Let jmax ¼ 3: For all
j ¼ 2;y; jmax and for all k1;y; kj; l1;y; ljAf0;y; Ng with fk1;y; kjgafl1;y; ljg
as sets with multiplicities, (e.g., f0; 0; 1gaf0; 1; 1g),
ek1 þ?þ ekjael1 þ?þ elj : ð1:6Þ
Assumption A1 contains some standard conditions to assure that most tools for
linear Schro¨dinger operators apply. These conditions are certainly not optimal. (For
example, it is sufﬁcient to assume 0 is not a resonance or eigenvalue of H0; which
implies the same statement for Dþ V þ lQ2: See [20].) The main assumption in A2
is the condition e0o2e1: Since the expression for g0 is quadratic, it is nonnegative
and g040 holds generically. The condition e0o2e1 states that the energies of the
excited states are closer to the continuum spectrum than to the ground state energy.
It guarantees that, for each k40; 2ek  e040 becomes a resonance in the continuum
spectrum of H0: (H0 þ e0  2ek is not invertible in L2:) This resonance produces the
main relaxation/growth mechanism. If this condition fails, the resonance occurs in
higher order terms and a proof of relaxation will be much more complicated. Also,
the rate of decay will be different. Assumption A3 is a new condition to avoid direct
resonance between the eigenvalues. It is trivial if N ¼ 0; 1: It holds true generically
and is often seen in dynamical systems of ODEs. See Example 2 at the end of this
section for what may happen if this assumption fails. If we relax the assumption
e0o2e1; we may need to increase jmax:
Denote by L2r the weighted L
2 spaces (r may be positive or negative),
L2r ðR3Þ ¼ ffAL2ðR3Þ: ð1þ x2Þr=2fAL2ðR3Þg: ð1:7Þ
Fix r143 large enough, to be determined by estimates (2.5) and (2.30). We denote by
L
p
loc; p ¼ 1; 2; the local Lp spaces given by the norm
jjfjjLp
loc
ðR3Þ 
Z
R3
ð1þ jxjÞ2r1 jfjpd3x
 1=p
: ð1:8Þ
Now we are ready to state our main theorem.
Theorem 1.1 (Main theorem). Suppose Assumptions A0–A3 on H0 ¼ Dþ V hold
and let e40 be any small constant. Then there is a small constant n040 such that the
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following holds. Let cðt; xÞ be a solution of (1.1) with initial data c0 decomposed as
c0 ¼ x00f0 þ x01f1 þ?þ x0NfN þ x0
with respect to H0; where x
0
kAC; k ¼ 0; 1;y; N; and x0AHcðH0Þ: Suppose that
jjc0jjY ¼ n; 0onpn0; jx00jXn3e; jjx0jjYpn=2; ð1:9Þ
where Y is the space for initial data,
Y  H1-L1ðR3Þ: ð1:10Þ
Then there exists an EN with jjQEN jjL2Bn and a real function YðtÞ ¼ ENt þ
Oðlog tÞ such that
jjcðtÞ  QENeiYðtÞjjL2
loc
pC2ð1þ tÞ1=2; ð1:11Þ
for some constant C240 depending on n: Suppose, furthermore, maxNk¼1 jx0kjXn=100;
we also have a lower bound
jjcðtÞ  QENeiYðtÞjjL2
loc
XC1ð1þ tÞ1=2; ð1:12Þ
for some constant C140 depending on n.
The condition jx00jXn3e is certainly not optimal and can be greatly relaxed. It
ensures that c0 is away from nonlinear excited states and that the dispersion
component, x0; is not extremely large compared with x00: This condition, however,
still allows the ground state component to be much smaller than other components
and exhibit the main phenomena.
Depending on the relative sizes of the bound states, there are three regimes:
I. when an excited state is dominant;
II. when the ground state and the excited states are comparable;
III. when the ground state is dominant.
Because the dominant terms are different in different regimes, the natural linear
operators and the corresponding decompositions of the wave function
are different. In regime II we can use H0 as the linear operator and decompose a
function cAL2 as
c ¼ x0f0 þ?þ xNfN þ x; ð1:13Þ
with xkAC and xAHcðH0Þ: When the function c is close to a nonlinear ground state
QE ; i.e., in regime III, it is natural to use L ¼LE ; the linearized operator
around QE ;
Lh ¼ ifðDþ V  E þ 2lQ2Þ h þ lQ2 %hg; ð1:14Þ
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and decompose the wave function according to the spectral decomposition with
respect to L: Notice that L is not self-adjoint. Similarly, we can use linearized
operators around excited states in regime I.
The picture of the dynamics is as follows. Suppose the ground state component is
initially of order n3e and the solution is in regime II. The ground state component
will gradually grow while the excited states gradually decay, until the solution enters
regime III, i.e., when the ground state component becomes much larger than other
components. This time interval is called the transition regime. After entering regime
III, the solution will converge locally to some nonlinear ground state as time tends to
inﬁnity, with the excited state components vanishing and the dispersion component
escaping to inﬁnity. This time interval is called the stabilization regime.
As indicated above, we will use different operators and coordinate systems for
these two regimes. Besides technical problems associated with changing coordinate
systems, there is an intrinsic difﬁculty related to the time reversibility of the
Schro¨dinger equations; it is not sufﬁcient to control only the usual Sobolev space
norms at the time of coordinates changing. To overcome this difﬁculty, we will use a
concept introduced in [19,21], the out-going estimates, to capture the time-direction
sensitive information of the dispersive waves.
As it will be seen from examples below, there are energy transfers from higher
modes to lower modes. Although all excited states eventually vanish, in an
intermediate time an excited state may actually grow because it gains more energy
than it loses. This complicates the analysis: one cannot prove the decay of each
individual excited state for all time. Instead, we have derived some monotonicity
formulas for their sum, see (4.58). Because the energy transfer between excited states
is relatively small in the stabilization regime, the phenomenon mentioned above is
only apparent in the transition regime.
We now give two examples illustrating some phenomena of many bound states, in
particular the relaxation/growth mechanism. We ﬁrst recall the concept of phase
factor. In our analysis it is essential to identify the main oscillation factors of various
terms. If we decompose the solution cðtÞ according to (1.13), the equation for a
component xkðtÞ is
i ’xk ¼ ekxk þ ðfk; lc2 %cÞ: ð1:15Þ
From the linear part we ﬁnd that xkðtÞ has an oscillation factor eiekt: We write
xkðtÞ ¼ eiektukðtÞ and say that its phase factor is ek: We will talk about phase
factors of polynomials in xk in a similar way. For example, the phase factor of xlxm %xj
is el  em þ ej:
Example 1 (Three bound states case in transition regime). Suppose H0 has three
bound states and denote xðtÞ ¼ x0ðtÞ; yðtÞ ¼ x1ðtÞ and zðtÞ ¼ x2ðtÞ: The leading
terms of x are generated by bound states and are cubic in xj: Those with resonant
coefﬁcient functions, i.e., those with negative phase factors, give the relevant part of
x;
x ¼ ðy2 þ z2 þ yzÞ %x þ z2 %y þ? : ð1:16Þ
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Here we have ignored their coefﬁcient functions, which are nonlocal and complex
because of the resonance with the continuous spectrum. Denote w ¼PNj¼0 xjfj ¼
xf0 þ yf1 þ zf2: The main terms of (1.15) for xk are
i ’xk ¼ ekxk þ ðfk; lw2 %xþ 2lw%wxÞ þ? ; ð1:17Þ
where? denotes irrelevant terms. Substituting (1.16) into (1.17), we get
’x ¼ ½g022jzj4 þ 4g012jyj2jzj2 þ g011jyj4
x þ?;
’y ¼ ½g122jzj4  4g012jxj2jzj2  2g011jxj2jyj2
y þ?;
’z ¼ ½2g022jxj2jzj2  4g012jxj2jyj2  2g122jyj2jzj2
z þ? : ð1:18Þ
Here ? denotes irrelevant and error terms; g011; g
0
12; g
0
22 and g
1
22 are nonnegative
constants to be deﬁned later in (4.26). These constants (except g122; depending on
whether e1  2e2o0) are generically positive. They are the nonlinear analogue of the
Fermi golden rule, extensively studied in, e.g., [2,3,5,14,16,20]. The irrelevant terms
have two kinds. The ﬁrst kind consists of terms with different phase factors. They
have few effect averaging over time and can be removed using a normal form
procedure, see Lemma 4.2. The second kind consists of terms with same phase
factors but with purely imaginary coefﬁcients. They only contribute to the phase of
xk; not to the magnitude. To illustrate further, let us assume g011 ¼ g012 ¼ g022 ¼ g122 ¼
1 and denote A ¼ jxj2; B ¼ jyj2; C ¼ jzj2: By (1.18) we have
’A=2 ¼ 4ABC þ AB2 þ AC2 þ?;
’B=2 ¼ 4ABC  2AB2 þ BC2 þ?;
’C=2 ¼ 4ABC  2AC2  2BC2 þ?; ð1:19Þ
where? denotes irrelevant terms. Although the above system is accurate only in the
transition regime, corresponding equations for other regimes are similar. From
(1.19) we can read the energy transfers from higher modes to lower modes. Only half
of the energy decrease in a higher mode goes to lower modes, while the other half
goes to dispersion (radiation). The lowest mode (ground state) is only receiving
energy while the highest mode ðxNÞ is only losing energy. The intermediate modes
receive energy from higher modes and release energy to lower modes and radiation.
Richer phenomena occur when the constants gjlm have different sizes. For example,
suppose g122 is much larger than other constants and initially the energy is
concentrated in the third mode z: Then the second mode y will ﬁrst grow
exponentially, acquiring energy from z; and then gradually decay. Another
phenomenon to be noticed is the interaction between three modes, the ABC terms
in (1.19). They have the same coefﬁcients 74g012 in (1.18). Hence this interaction is
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more apparent when g012 is much larger than other coefﬁcients. This phenomenon is
present only for many bound states case, NX2:
Example 2 (No-resonance Assumption A3 violated). Still assume e0o2e1 and three
bound states. The only possibility for Assumption A3 to fail is
e0 þ 2e2 ¼ 3e1: ð1:20Þ
An example is e0 ¼ 10; e1 ¼ 4 and e2 ¼ 1: Note that
e1  2e2 ¼ e0  2e1o0: ð1:21Þ
Hence g122 is generically positive. Because of (1.20), when we substitute (1.16) into
(1.17) we get new resonant terms in (1.18):
’x ¼ ½?
x þ y2ðz2 %yÞ þ?;
’y ¼ ½?
y þ z2ðy2 %xÞ þ x %yð %yz2Þ þ?;
’z ¼ ½?
z þ y%zð %xy2Þ þ?: ð1:22Þ
The ﬁrst group of terms on the right side are those in (1.18). The cubic terms in the
parentheses ðÞ are from (1.16). For example, y2ðz2 %yÞ has phase factor 2e1 
ð2e2 þ e1Þ ¼ e0; the same as x; due to (1.20). Although these new terms on the
right side have same phase factors as the left side, their phases are not exactly the
same. Moreover, their coefﬁcients are not quadratic and it is unclear how to
determine their signs. Hence it is difﬁcult to predict the dynamics of this system.
2. Preliminaries
We ﬁrst ﬁx the notation. Let Hk denote the Sobolev spaces W k;2ðR3Þ: The
weighted Sobolev space L2r ðR3Þ is deﬁned in (1.7). Denote by conj the conjugation
operator. The L2 inner product ð ; Þ is
ð f ; gÞ ¼
Z
R3
%fg d3x: ð2:1Þ
For a function fAL2; denote by f> the L2-subspace fgAL2: ðf; gÞ ¼ 0g:
In what follows we collect some facts about nonlinear bound states and linear
analysis. Their proofs can be found in [18–20]. Although the proofs there are for two
bound states case, the proofs for the many bound states case are the same.
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2.1. Nonlinear bound states
Recall that nonlinear bound states of Eq. (1.1) are solutions of (1.3). They are
critical points of the energy functionalH½c
 deﬁned in (1.2), subject to the constraint
of ﬁxed L2-norm. For each such solution QE ; the function cðt; xÞ ¼ QEðxÞeiEt is an
exact solution of (1.1). Since we have N þ 1 simple eigenvalues, we have N þ 1
families of corresponding nonlinear bound states. The existence and basic properties
of these nonlinear bound states are summarized in the following lemma. They are
proven in [18,19] using a contraction mapping argument.
Lemma 2.1 (Nonlinear bound states). Suppose Dþ V satisfies Assumptions A0 and
A1. Let n0 be sufficiently small. For each eigenvalue ek with normalized bound state fk;
k ¼ 0; 1;y; N; there is a family of nonlinear bound states fQk;EkgEk to (1.1) for Ek
between ek and ek þ ln20 such that Qk;Ek are real, localized, smooth, and l1ðEk 
ekÞ40;
Qk;Ek ¼ n fk þ h; h>fk; h ¼ Oðn3Þ in H2;
where n ¼ ½ðEk  ekÞ=ðl
R
f4k dxÞ
1=2: Moreover, we have @Ek Qk;Ek ¼ Oðn2Þ Qk;Ek þ
OðnÞ ¼ Oðn1Þ; and @2EQk;E ¼ Oðn3Þ: For ground states we will drop the subscript and
write QE and RE ¼ @EQE : We have RE ¼ Cn2QE þ OðnÞ: If we define c1 
ðQE ; REÞ1; we have c1 ¼ Oð1Þ and lc140:
The following lemma summarizes the renormalization results near ground states.
They are proven in [18] using implicit function theorem. The L2-subspace M ¼ ME
will be deﬁned in Lemma 2.4(8).
Lemma 2.2 (Decomposition). Let Y1 ¼ Y ; defined in (1.10), or Y1 ¼ L2loc; defined in
(1.8). There are small constants n040 and E040 such that the following hold. Suppose
cAY1 is close to a nonlinear ground state QE eiY with jjcjjY1 ¼ n; jjc
QE e
iYjjY1ptn; 0onpn0; 0otpE0:
(1) There are unique small a; yAR and hAME such that
c ¼ ½QE þ aRE þ h
 eiðYþyÞ: ð2:2Þ
Moreover, jjQE jjY1Bn; a ¼ Oðtn2Þ; h ¼ OðtnÞ and y ¼ OðtÞ:
(2) (Best approximation) There is a unique E near E such that the component along
the RE direction as defined by (2.2) vanishes, i.e., there are unique small yAR and
hAME such that
c ¼ ½QE þ h
eiðY1þyÞ:
Moreover, E  E ¼ Oðtn2Þ; h ¼ OðtnÞ and y ¼ OðtÞ:
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(3) Suppose E 0 ¼ E þ g with jgjpt2n2: By part (1) we can rewrite c uniquely with
respect to E0 as
c ¼ ½QE0 þ a0RE0 þ h0
 eiðYþy
0Þ;
where h0AME0 ; h0; a0 and y0 are small. We have the estimates
E þ a  E0  a0 ¼ OðtgÞ; h  h0 ¼ Oðn1tgÞ; y y0 ¼ Oðn2tgÞ: ð2:3Þ
Notice that n2tgpCE30 is small.
2.2. Linear analysis
We ﬁrst recall some local decay estimates for eitH0 : The decay estimate (2.4) is
proved in [9,23] using estimates in [8,11]. Estimate (2.5) is taken from [16,18].
Estimate (2.5) holds only if we take r-0þ; not r-0 :
Lemma 2.3 (Decay estimates for eitH0 ). Suppose that H0 ¼ Dþ V satisfies the
Assumptions A0–A2. For qA½2;N
 and q0 ¼ q=ðq  1Þ;
jjeitH0 PcfjjLqpC jtj
3ð1
2
1
q
ÞjjfjjLq0 : ð2:4Þ
For sufficiently large r1; for all k; l; mAf0;y; Ng; we have
lim
r-0þ
/xSr1
eitH0
ðH0 þ ek  el  em  riÞ Pc/xS
r1f




L2
pC/tS3=2jjfjjL2 : ð2:5Þ
We now consider the linearized operators around nonlinear ground states. Let
Q ¼ QE be a nonlinear ground state with jjQE jjL2 small. If we consider solutions
cðt; xÞ of (1.1) of the form
cðt; xÞ ¼ ½QEðxÞ þ hðt; xÞ
eiEt;
with hðt; xÞ small in a suitable sense, then hðt; xÞ satisﬁes
@th ¼Lh þ nonlinear terms;
where the linearized operator L ¼LE is deﬁned by
Lh ¼ ifðDþ V  E þ 2lQ2Þ h þ lQ2 %hg: ð2:6Þ
The properties of L are best understood in the complexiﬁcation of L2ðR3;CÞ:
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Deﬁnition 2.1. Identify C with R2 and L2 ¼ L2ðR3;CÞ with L2ðR3;R2Þ: Denote by
CL2 ¼ L2ðR3;C2Þ the complexiﬁcation of L2ðR3;R2Þ: CL2 consists of two-
dimensional vectors whose components are in L2: We have the natural embedding
j : fAL2-
Re f
Im f
" #
ACL2:
We equip CL2 with the natural inner product: For f ; gACL2; f ¼ ½f1
f2

; g ¼ ½g1
g2

; we
deﬁne
ðð f ; gÞÞ ¼
Z
R3
%f  g d3x ¼
Z
R3
ð %f1g1 þ %f2g2Þ d3x: ð2:7Þ
Denote by RE the operator ﬁrst taking the real part of functions in CL2 and then
pulling back to L2:
RE :CL2-L2; RE
f
g
" #
¼ ðRe f Þ þ iðRe gÞ:
We have RE3 j ¼ idL2 :
The operatorL can be naturally extended to an operator acting on CL2 with the
following matrix form:
0 L
Lþ 0
" #
; where
L ¼ Dþ V  E þ lQ2;
Lþ ¼ Dþ V  E þ 3lQ2:
(
ð2:8Þ
Recall the Pauli matrices
s1 ¼
0 1
1 0
" #
; s2 ¼
0 i
i 0
" #
; s3 ¼
1 0
0 1
" #
:
They are self-adjoint. We have REL ¼LRE and
s1L ¼Ls1; s3L ¼ Ls3; ð2:9Þ
where L has the matrix form 0
L
Lþ
0
h i
:
We summarize the properties of L in the following lemma, whose proof is the
same as that in [18,20, Theorem 2.1]. For convenience of notation, we identify L2 as
a subspace of CL2 and make no difference between cAL2 and jðcÞACL2:
Lemma 2.4 (Spectral properties). Suppose Assumptions A0 and A1 hold. Let Q ¼ QE
be a nonlinear ground state, jjQE jjL2 ¼ n; 0onpn0: Let L ¼LE be defined as in
(2.6).
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(1) The eigenvalues ofL are 0 and7iok; k ¼ 1;y; N; where ok ¼ ek  e0 þ Oðn2Þ
are real and positive. All eigenvalues are simple except 0 which has multiplicity two.
The continuous spectrum of L is
Sc ¼ fsi: sAR; jsjXjEjg: ð2:10Þ
There is no embedded eigenvalue. The bottoms of the continuous spectrum, 7iE; are
not eigenvalue nor resonance.
(2) The 0-eigenspace is spanned by ½0
Q

 and ½R
0

: Note L½0
Q

 ¼ 0 and ½R
0

 is a generalized
0-eigenvector with L½R
0

 ¼ ½0
Q

: We denote
S ¼ span
R
0
Q
" #
;
R
0
" #( )
CL2 ðor S ¼ span
R
fiQ; RgÞ:
(3) For each eigenvalue iok; k ¼ 1;y; N; there is an eigenvector Uk of the form
Uk ¼ ½ ukivk
; where uk and vk are real-valued L2-functions satisfying
Lþuk ¼ okvk; Lvk ¼ okuk; ðuk; vkÞ ¼ 1:
Moreover, they are perturbations of fk: uk; vk ¼ fk þ Oðn2Þ: %Uk ¼ ½ukivk
 is an
eigenvector of iok: We denote the combined eigenspaces of 7ok as
CEk ¼ span
C
fUk; %UkgCCL2; Ek ¼ span
R
uk
0
" #
;
0
vk
" #( )
CL2:
(4) The continuous spectrum subspace, HcðLÞ; is equal to
HcðLÞ ¼ fcAL2: ððs1c; f ÞÞ ¼ 0; 8fAS"E1"?"ENg:
(5) The space L2ðR3;CÞ; as a real vector space, can be decomposed as the direct sum
of N þ 2 L-invariant subspaces:
L2ðR3;CÞ ¼ S"E1"?"EN"HcðLÞ: ð2:11Þ
For any f and g belonging to two different invariant subspaces, we have the
orthogonality relation
ððs1f ; gÞÞ ¼ 0: ð2:12Þ
(6) For any function zkAEk; k ¼ 1;y; N; there is a unique akAC so that
zk ¼ RE akUk:
Since LRE ¼ REL; we have
Lzk ¼ RE iokakUk; etLzk ¼ REetiokakUk:
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(7) By the orthogonality relation (2.12), any cAL2 can be decomposed with respect
to (2.11) as
c ¼ aR þ biQ þ
XN
k¼1
RE akUk þ Z; ð2:13Þ
with ZAHcðLÞ; ak ¼ ck þ idk;
a ¼ ðQ; RÞ1ðQ;Re cÞ; ck ¼ ðuk; vkÞ1ðvk;Re cÞ;
b ¼ ðQ; RÞ1ðR; Im cÞ; dk ¼ ðuk; vkÞ1ðuk; Im cÞ: ð2:14Þ
Note ðQ; RÞ1 ¼ c1 ¼ Oð1Þ and ðuk; vkÞ1 ¼ 1:
(8) Let M ¼ E1"?"EN"HcðLÞ: We have L2ðR3;CÞ ¼ S"M and M ¼ ½Q>R>
:
For m ¼ 0; 1; 2; there is a constant C41 such that, for all fAM-H2 and all tAR; we
have
C1jjfjjHmpjjetLfjjHmpCjjfjjHm : ð2:15Þ
As in [18], in order to prove various estimates and make explicit computations, we
will introduce an L2-subspace X and two operators A : X-X and U : M-X so that
LjM ¼ U1ðiÞAU : ð2:16Þ
Explicitly, let X be the L2-subspace orthogonal to Q:
X ¼ PðL2Þ ¼ ffAL2ðR3Þ: f>Qg; X2 Q
>
Q>
" #
; ð2:17Þ
where P is the orthogonal projection which eliminates Q-direction: Ph ¼ h  ðQ;hÞðQ;QÞQ:
Let PM be the projection (not orthogonal) from L
2 onto M according to the
decomposition L2ðR3Þ ¼ S"M: PM has the matrix form P10 0P2
h i
; where the
projections P1 and P2 are given by ðc1 ¼ ðQ; RÞ1Þ
P1 :L
2-Q>; P1 ¼ id c1jRS/Qj;
P2 :L
2-R>; P2 ¼ id c1jQS/Rj: ð2:18Þ
Clearly P1R ¼ 0 and P2Q ¼ 0: One can check easily that the maps
RMX 
I 0
0 P
" #
: M-X; RXM 
I 0
0 P2
" #
: X-M ð2:19Þ
T.-P. Tsai / J. Differential Equations 192 (2003) 225–282 237
are inverse to each other. We now deﬁne H ¼ L and
A  ½ðH2 þ H1=2P2lQ2PH1=2Þ
1=2 ¼ ½H1=2LþH1=2
1=2: ð2:20Þ
A is a self-adjoint operator acting in L2ðR3Þ; with Q as a 0-eigenvector. We shall
often view A as an operator restricted to its invariant subspace X: Deﬁne
U0 : X-X; U0 
A1=2H1=2 0
0 A1=2H1=2
" #
; ð2:21Þ
and let
U  U0RMX : M-X; U1  RXMU10 : X-M: ð2:22Þ
Notice that H1=2 is deﬁned only in Q>: We summarize the properties of A and U in
the following lemma.
Lemma 2.5 (Similarity relation). (1) Let X; A; U and U1 be defined as in (2.17),
(2.20) and (2.22), respectively. Then (2.16) holds in M. If we denote by PAk ; k ¼
1;y; N; and PAc the orthogonal projections onto the eigenspaces and continuous
spectrum subspace of A, we have
UPLk ¼ PAk UPM ; UPLc ¼ PAc UPM : ð2:23Þ
(2) The operators U : M-X and U1 : X-M are bounded in W k;p and L2r norms
for k ¼ 0; 1; 2; 1ppoN; and jrjpr1: Here r140 is determined by (2.30) later. The
operator U  1 is localized and bounded by n2; and hence so is ½U ; i
 ¼ ½U  1; i
; in the
sense that
jjðU  1ÞfjjL1-L5=4 þ jj½U ; i
fjjL1-L5=4pCn2jjfjjL5 : ð2:24Þ
We have
U ¼ Uþ þ Uconj; U1 ¼ Uþ  Uconj; ð2:25Þ
where conj is the conjugation operator with the Pauli matrix s3 as its matrix form, and
the duals of Uþ and U are respect to the L2 inner product (2.1). The operators Uþ and
U are given by
U7 ¼ 12ðPA1=2H1=2P17PA1=2H1=2PÞ; ð2:26Þ
ðU7Þ ¼ 12ðP2H1=2A1=2P7PH1=2A1=2PÞ: ð2:27Þ
In particular, Uþ ¼ 1þ Oðn2Þ; U ¼ Oðn2Þ: They are not self-adjoint but they
commute with i and conj:
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(3) For m ¼ 0; 1; 2; there is a constant C41 so that
C1jjfjjHmpjjeitAfjjHmpCjjfjjHm ; ð2:28Þ
for all fAX-Hm and all tAR: For qA½2;N
 and q0 ¼ q=ðq  1Þ;
jjeitAPAcPfjjLqpC jtj
3ð1
2
1
q
ÞjjfjjLq0 : ð2:29Þ
For sufficiently large r140 and for all k; lAf1;y; Ng; we have
/xSr1 eitA
1
ðA  0i  ok  olÞ P
A
cP/xS
r1f




L2
pC/tS3=2jjfjjL2 ; ð2:30Þ
where 0i means ri with limr-0þ outside of the norm. Finally,
f0f
2
k; Im
1
A  0i  2ok P
A
cPf0f
2
k
 
¼ f0f2k; Im
1
H0  E  0i  2ok Pcf0f
2
k
 
þ Oðn2Þ40: ð2:31Þ
Estimate (2.29) for A ¼ Dþ V was proven in [9,23] using estimates from [8,11].
Estimate (2.30) for A ¼ ðDþ V þ m2Þ1=2 was proven in [16]. Lemma 2.5 is a
summary of [18, Lemmas 2.5–2.9]. We omit the proof.
3. Stabilization regime
In this section we study the dynamics of the solution when it is close to nonlinear
ground states. We want to show that the solution cðtÞ converges to some nonlinear
ground state locally as the time tends to inﬁnity. In this time regime, the natural
decomposition of cðtÞ is
cðtÞ ¼ ½QE þ aðtÞRE þ zðtÞ þ ZðtÞ
eiEtþiyðtÞ ð3:1Þ
with respect to a ﬁxed E: Here aðtÞ; yðtÞAR; zðtÞ ¼ z1ðtÞ þ?þ zNðtÞ; zkAEkðLEÞ;
k ¼ 1;y; N; and ZðtÞAHcðLEÞ; see Lemma 2.4. Deﬁne
gþ0  max
1pk;lpN
jsjos0
lim
r-0þ
Im f0fkfl ;
1
Dþ V þ e0  ek  el  s  ri Pcf0fkfl
 
; ð3:2Þ
and (recall c1 ¼ ðQ; RÞ1 and g0 is deﬁned in (1.5))
D ¼ 6Njc1jgþ0 =g0 ¼ Oð1Þ: ð3:3Þ
We will prove the following theorem.
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Theorem 3.1 (Dynamics in stabilization regime). Assume Assumptions A0–A3. There
are small constants n0; E040 such that the following holds. Suppose that the initial data
c0 with jjc0jjH151 is close to a nonlinear ground state QE0eiY0 in L2loc-norm with
jjQE0 jjL2 ¼ npn0; and that in decomposition (3.1) of c0 with E ¼ E0 one has
XN
k¼1
jjzk;E0 jj2L2
 !1=2
p1
2
r0; jaE0 jpDr20; r0pE0n: ð3:4Þ
Suppose, furthermore, for all E close to E0 with jE  E0jp3Dr20; the dispersive part
ZEð0Þ in decomposition (3.1) satisfies
jjesLZEð0ÞjjL5pn4=5rðsÞ8=5;
jjesLZEð0ÞjjL2
loc
pLðsÞ  ð1þ sÞ1=2r2ðsÞ; ð3:5Þ
for all sX0; where
rðsÞ ¼ ½r20 þ N1g0n2s
1=2: ð3:6Þ
Then there is a frequency EN with jEN  E0jp3Dr20 and a function YðtÞ ¼
ENt þ OðlogðtÞÞ for tA½0;NÞ such that, for some constant C341 independent of n;
jjcðtÞ  QENeiYðtÞjjL2
loc
pC3rðtÞ ðtX0Þ: ð3:7Þ
Suppose, furthermore, that ðPNk¼1 jjzk;E0 jj2L2Þ1=2X14 r0: Then we also have a lower
bound
C13 rðtÞpjjcðtÞ  QENeiYðtÞjjL2
loc
ðtX0Þ: ð3:8Þ
We call Eq. (3.5) the out-going estimates of Zð0Þ: The theorem holds true if they are
replaced by the following stronger but simpler assumption that
c0AY  H1-L1ðR3Þ; jjZð0ÞjjYpr20; ð3:9Þ
since (3.9) implies (3.5) by Lemma 2.3. Eq. (3.9) means that the data c0 is localized.
In contrast, Eq. (3.5) only requires the data to be ‘‘out-going’’ in some sense. This
will be useful when we prove Theorem 1.1 using Theorem 3.1 in Section 4.
Our strategy of proof is as follows. For each T40; we choose QEðTÞ to be the best
approximation of cðTÞ given by Lemma 2.2. We will prove estimates for the
components of cðtÞ in decomposition (3.1) with respect to E ¼ EðTÞ for tA½0; T 
:
We will then use a continuity argument to show that EðTÞ can always be chosen and
we have uniform estimates as T-N: It then follows that EðTÞ converges to some
EN close to Eð0Þ as T-N:
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3.1. Equations
Let Q ¼ QE be a ﬁxed nonlinear ground state with frequency E near e0; and
R ¼ RE ¼ @EQE : We write the solution cðt; xÞ of (1.1) in the form
cðt; xÞ ¼ ½QEðxÞ þ aðtÞREðxÞ þ hðt; xÞ
 eiEtþiyðtÞ; ð3:10Þ
where aðtÞ; yðtÞAR and hðt; :ÞAME : ME is deﬁned in Lemma 2.4(8). Substituting the
ansatz (3.10) into (1.1) and using LiQ ¼ 0 and LR ¼ iQ; we get
@th ¼Lh þ i1ðF þ ’yðQ þ aR þ hÞÞ  aiQ  ’aR: ð3:11Þ
Here
F ¼ lQð2jhaj2 þ h2aÞ þ ljhaj2ha; ha ¼ aR þ h:
We want to choose aðtÞ and yðtÞ so that hðtÞAM; that is, hð0ÞAM and i1ðF þ
’yðQ þ aR þ hÞÞ  aiQ  ’aRAM: Since M ¼ ½Q>
R>

; aðtÞ and yðtÞ satisfy
ðQ; ImðF þ ’yhÞ  ’aRÞ ¼ 0;
ðR;ReðF þ ’yðQ þ aR þ hÞÞ  aQÞ ¼ 0:
Denote c1 ¼ ðQ; RÞ1: We have
’a ¼ ðc1Q; ImðF þ ’yhÞÞ;
’y ¼ ½a þ ðc1R; Re FÞ
  ½1þ aðc1R; RÞ þ ðc1R;Re hÞ
1:
Eq. (3.11) for h becomes
@th ¼Lh þ PMFall ; Fall ¼ i1ðF þ ’yðaR þ hÞÞ: ð3:12Þ
We decompose hðtÞ with respect to the spectral decomposition (2.11),
hðtÞ ¼ zðtÞ þ ZðtÞ; z ¼ z1 þ?þ zN ;
where zkAEkðLÞ; k ¼ 1;y; N; and ZAHcðLÞ: For each zkðtÞ we associate a
function zkðtÞAC by writing zk ¼ ReðzkÞ uk þ ImðzkÞ ivk: In other words, zkðtÞ ¼
RE zkðtÞUk: If we deﬁne u7k ¼ 12ðuk7vkÞ; we can write
zk ¼ ReðzkÞ uk þ ImðzkÞ ivk ¼ zkuþk þ %zkuk : ð3:13Þ
Projecting (3.12) to EkðLÞ we get
’zk ¼ iok zk þ ðvk;Re FallÞ þ iðuk; Im FallÞ ¼ iok zk þ ðuþk ; FallÞ  ðuk ; %FallÞ:
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From the linear part, we identify the phase factor of zk as ok: Hence we deﬁne
pkðtÞ ¼ eioktzkðtÞ; which has the same magnitude as zk but with no strong oscillation.
pkðtÞ satisfy
eiokt ’pkðtÞ ¼ ðuþk ; FallÞ  ðuk ; %FallÞ
¼ i1fðuþk ; FÞ þ ðuk ; %FÞ þ ½ðuþk ; hÞ þ ðuk ; %hÞ þ ðuk; RÞa
’yg:
Also, projecting (3.12) to HcðLÞ we get @tZ ¼L Zþ PLc Fall :
Summarizing, for
cðtÞ ¼ ðQ þ aðtÞR þ hðtÞÞ eiEtþiyðtÞ;
h ¼ zþ Z; z ¼ z1 þ?þ zN ; zk ¼ zkuþk þ %zkuk ; zk ¼ eiokt pk;
we have
’a ¼ ðc1Q; ImðF þ ’yhÞÞ;
ieiokt ’pk ¼ ðuþk ; FÞ þ ðuk ; %FÞ þ ½ðuþk ; hÞ þ ðuk ; %hÞ þ ðuk; RÞa
’y;
@tZ ¼LZþ PLc i1ðF þ ’yðaR þ hÞÞ;
8><
>: ð3:14Þ
where c1 ¼ ðQ; RÞ1;
F ¼ lQð2jhaj2 þ h2aÞ þ ljhaj2ha; ha ¼ aR þ h; ð3:15Þ
’y ¼ Fy  ½a þ ðc1R;Re FÞ
  ½1þ aðc1R; RÞ þ ðc1R;Re hÞ
1: ð3:16Þ
This is a system of equations involving a; zk and Z only. Note that y enters (3.14)
only via ’y ¼ Fy: It will appear in the form eiy when we integrate Z: Hence we do not
need estimates of y for the proof.
For convenience, we will use the following convention.
Convention 3.1. For k ¼ 1; 2;y; N; denote
ok ¼ ok; zk ¼ %zk; pk ¼ %pk: ð3:17Þ
We have zkðtÞ ¼ eioktpkðtÞ for both k40 and ko0: We also denote
O ¼ f71;y;7Ng: ð3:18Þ
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3.2. Decompositions of F ; a and Z
Most quantities in our system of equations are strongly oscillatory. It is necessary
to identify their oscillatory parts before we can estimate. In this subsection we
identify the leading oscillatory terms of a and Z; and decompose F according to
order. We will treat zk and a again in Section 3.3. Note that
Q ¼ OðnÞ; R ¼ Oðn1Þ; c1 ¼ Oð1Þ; uþk ¼ fk þ Oðn2Þ; uk ¼ Oðn2Þ: ð3:19Þ
In fact, since jjQE0 jjL2 ¼ n and jE  E0jp3De20n2; we have jjQE jjL2 ¼ ½1þ Oðe20Þ
n
and Q ¼ ð1þ Oðe20ÞÞnf0 þ Oðn3Þ: We will prove that
jzkðtÞjpCt1=2; jaðtÞj þ jjZðtÞjjL2
loc
pCt1; as t-N: ð3:20Þ
Hence the main term in ha ¼ aR þ zþ Z is z: Therefore, the main part of F ; deﬁned
in (3.15), is
F1 ¼ lQð2jzj2 þ z2Þ: ð3:21Þ
3.2.1. Decomposition of a
We now identify the main oscillatory terms of aðtÞ: Recall from (3.14) that ’a ¼
ðc1Q; Im F þ ’yhÞ; c1 ¼ ðQ; RÞ1: We shall impose the boundary condition of a at
t ¼ T ; which is in fact a condition imposed on the choice of EðTÞ: Hence we use the
following equivalent integral equation:
aðtÞ ¼ aðTÞ þ
Z t
T
ðc1Q; Im F þ ’yhÞðsÞ ds:
The main term of ImðF þ ’yhÞ is Im F1 ¼ Im lQz2: Thus the main oscillatory terms of
aðtÞ are from the integral R t
T
Að2Þ ds with
Að2Þ  ðc1Q; Im lQz2Þ ¼ c1lQ2; Im
XN
k;l¼1
zkzl
 !
:
Since
Im zkzl ¼ Imðzkuþk þ %zkuk Þðzluþl þ %zlul Þ
¼ ImðzkzlÞðuþk uþl  uk ul Þ þ Imðzk %zlÞðuþk ul  uk uþl Þ;
we have
Að2Þ ¼
XN
k;l¼1
fakl;1ImðzkzlÞ þ akl;2Imðzk %zlÞg;
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where akl;1 ¼ ðc1lQ2; ðuþk uþl  uk ul ÞÞ and akl;2 ¼ ðc1lQ2; uþk ul  uk uþl Þ are real
constants bounded by n2: We can integrate by parts Að2Þ to get
Z t
T
Að2Þ ds ¼ Im
XN
k;l¼1
Z t
T
akl;1ðzkzlÞ þ akl;2ðzk %zlÞ ds
¼ Im
XN
k;l¼1
Z t
T
eiðokþolÞsakl;1ðpkplÞ þ eiðokolÞsakl;2ðpk %plÞ ds
¼ Im
XN
k;l¼1
½iakl;3zkzl þ iakl;4zk %zl 
tT 
Z t
T
A2;rmdðsÞ ds; ð3:22Þ
where
akl;3 ¼ ðok þ olÞ1 akl;1; akl;4 ¼ dlkðok  olÞ1 akl;2; ð3:23Þ
A2;rmd ¼ Im
XN
k;l¼1
eiðokþolÞsiakl;3
d
ds
ðpkplÞ þ eiðokolÞsiakl;4 d
ds
ðpk %plÞ
 
: ð3:24Þ
Here we put dlk in the deﬁnition of akl;4 to impose akk;4 ¼ 0: We have the factor dlk in
akl;4 since Im zk %zl ¼ 0 if k ¼ l: Also note that akl;3 and akl;4 are real constants
bounded by n2: The ﬁrst part in (3.22) can be rewritten as að2ÞðtÞ  að2ÞðTÞ; where
að2Þ ¼ Im
XN
k;l¼1
iakl;3zkzl þ iakl;4zk %zl ¼
X
k;lAO
aklzkzl : ð3:25Þ
Here we have used Convention 3.1. The constants akl ¼ 12 akl;3 if k and l have the
same sign; akl ¼ 12 akl;4 otherwise. In particular, akl are real constants bounded by n2:
að2ÞðtÞ contains the main oscillatory part of a: We denote the rest of aðtÞ by bðtÞ;
aðtÞ ¼ að2ÞðtÞ þ bðtÞ: ð3:26Þ
Thus bðtÞ ¼ aðTÞ  að2ÞðTÞ þ R t
T
’bðsÞ ds with
’b ¼ ðc1Q; Im½F  F1 þ ’yh
Þ  A2;rmd : ð3:27Þ
As we will see later that ’bðtÞ is smaller than ’að2ÞðtÞ: However, bðtÞ is the main part of
aðtÞ: We have bðtÞtr2ðtÞ while að2ÞðtÞtn2r2ðtÞ:
3.2.2. Decompositions of F
Recall (3.15),
F ¼ lQð2jhaj2 þ h2aÞ þ ljhaj2ha; ha ¼ aR þ h:
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In view of (3.20), we decompose ha ¼ zþ bR þ ðZþ að2ÞRÞ and decompose F as
F ¼ F1 þ F2 þ F3 þ F4 þ F5; ð3:28Þ
where
F1 ¼ lQð2jzj2 þ z2Þ;
F2 ¼ 2lQRbð2zþ %zÞ þ 3lQR2b2 þ lðzþ bRÞ2ð%zþ bRÞ;
F3 ¼ 2lQRað2Þð2zþ %zÞ;
F4 ¼ 2lQ½ðzþ %zÞZð2Þ þ z%Zð2Þ
;
F5 ¼ 2lQ½ðzþ %zÞZð3Þ þ z%Zð3Þ

þ lQ½2jZaj2 þ Z2a
 þ 2lQRbð2Za þ %ZaÞ ðZa ¼ Zþ að2ÞRÞ
þ lðaR þ hÞ2ðaR þ %hÞ  lðzþ bRÞ2ð%zþ bRÞ: ð3:29Þ
Here F1 consists of terms of order nz
2; F2; F3 and F4 consist of terms no smaller than
n2z3; and F5 higher order terms.
3.2.3. Decomposition of Z
We now identify the main terms in Z: We ﬁrst recall from (3.14) that
@tZ ¼LZþ PLc i1½F þ ’yðaR þ zþ ZÞ
:
Using Lemma 2.5 that L ¼ U1ðiÞAU on HcðLÞ and UPLc ¼ PAc U ; we have
@tUZ ¼  iAUZþ PAc Ui1½F þ ’yðaR þ zþ ZÞ

¼  iAUZ i ’yUZþ PAc Ui1½F þ ’yðaR þ zÞ
  PAc ½U ; i
’yZ:
Here we have used the commutator ½U ; i
 to interchange U and i so as to produce the
term i ’yUZ: This term is a global linear term in UZ and cannot be treated as error
(however ½U ; i
U1 ’yZ is a localized error term). We can eliminate it by introducing
*ZðtÞ  eiyðtÞUZðtÞ; yðtÞ ¼
Z t
0
FyðsÞ ds: ð3:30Þ
We have *Zð0Þ ¼ UZð0Þ and
@t *Z ¼ iA*Zþ eiyPAc Ui1½F þ ’yðaR þ zÞ
  eiyPAc ½U ; i
’yZ:
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Hence *ZðtÞ satisﬁes the integral equation (using eiAt *Zð0Þ ¼ UetLZð0Þ)
*ZðtÞ ¼ UetLZð0Þ þ
Z t
0
eiAðtsÞPAc FZðsÞ ds; ð3:31Þ
FZ  eiyUi1½F þ ’yðaR þ zÞ
  eiy½U ; i
’yZ: ð3:32Þ
Since U and U1 are bounded in Sobolev spaces by Lemma 2.5, and
ZðtÞ ¼ U1eiyðtÞ *ZðtÞ; ð3:33Þ
for the purpose of estimation we can treat Z and *Z as the same.
To identify the main term of *Z; we decompose FZ as follows:
FZ ¼ FZ;2 þ FZ;3;
FZ;2 ¼ eiyUi1F1;
FZ;3 ¼ eiyUi1½ðF  F1Þ þ ’yðaR þ zÞ
  eiy½U ; i
’yZ: ð3:34Þ
The leading part of *Z is from FZ;2: Recall F1 ¼ lQðz2 þ 2z%zÞ; and U ¼ Uþ þ conj U
with Uþ and U commuting with i and conj; see (2.25). Hence
FZ;2 ¼ eiyUi1lQðz2 þ 2z%zÞ
¼ eiyi1ðUþ  conj UÞlQðz2 þ 2z%zÞ
¼ eiyi1fUþlQðz2 þ 2z%zÞ  UlQð%z2 þ 2z%zÞg:
Substituting z ¼PNl¼1 zl and zl ¼ zluþl þ %zlul ; we have
FZ;2 ¼ eiyi1
XN
k;l¼1
fUþlQðzkzl þ zk %zl þ %zkzlÞ  UlQð%zk %zl þ zk %zl þ %zkzlÞg
¼ eiyi1
X
k;lAO
zkzlFkl :
In the last line, Convention 3.1 is used. In particular, zk ¼ %zjkj if ko0: The
functions Fkl are deﬁned as follows. For ko0; denote uþk ¼ uþjkj and uk ¼ ujkj:
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We deﬁne
k; l40: Fkl ¼ UþlQðuþk uþl þ uþk ul þ uk uþl Þ
 UlQðuk ul þ uþk ul þ uk uþl Þ;
k40; lo0: Fkl ¼ UþlQðuþk ul þ uþk uþl þ uk ul Þ
 UlQðuk uþl þ uþk uþl þ uk ul Þ;
ko0; l40: Fkl ¼ Flk;
k; lo0: Fkl ¼ UþlQðuk ul þ uþk ul þ uk uþl Þ
 UlQðuþk uþl þ uþk ul þ uk uþl Þ: ð3:35Þ
Since uk ¼ Oðn2Þ and U ¼ Oðn2Þ; we have Fkl ¼ Oðn3Þ if k; lo0; Fkl ¼ OðnÞ
otherwise.
We now integrate FZ;2: Using zkðsÞ ¼ eiokspkðsÞ (see Convention 3.1) and
integrating by parts we getZ t
0
eiAðtsÞPAc FZ;2 ds ¼
XZ t
0
eiAðtsÞeiyi1zkzlPAc Fkl ds
¼
X
i1
Z t
0
eiAteisðA0iokolÞðeiypkplÞPAc Fkl ds
¼
X
eiyzkzl *Zkl 
X
eiAtðeiyzkzlÞð0Þ*Zkl

XZ t
0
eiAteisðA0iokolÞ
d
ds
ðeiypkplðsÞÞ*Zkl ds;
where the summation is over k; lAO and
*Zkl ¼ lim
r-0þ
1
A  ok  ol  ri P
A
c Fkl ðk; lAOÞ: ð3:36Þ
Here we add ri since A  ok  ol may not be invertible. We take r-0þ; not
r-0; to get the decay of the second and the last terms above, see Lemma 2.5(3).
Recall okBek  e040 for k40 and ok ¼ ojkj if ko0: Since A has a spectral gap
Bje0j; A  ok  ol is not invertible only if k40 and l40; by Assumption A2. Hence
*ZklAL2 unless both k and l are positive.
We denote the main term above by *Zð2Þ;
*Zð2Þ ¼
X
k;lAO
eiyzkzl *Zkl ; ð3:37Þ
and denote the rest of *Z by *Zð3Þ: We decompose *Zð3Þ ¼ *Zð3Þ1 þ?þ *Zð3Þ4 where
*Zð3Þ1 ¼ UetLZð0Þ;
*Zð3Þ2 ¼ 
X
k;lAO
eiAtðeiyzkzlÞð0Þ*Zkl ¼ eiAt *Zð2Þð0Þ;
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*Zð3Þ3 ¼ 
X
k;lAO
Z t
0
eiAteisðA0iokolÞ
d
ds
ðeiypkplðsÞÞ*Zkl ds;
*Zð3Þ4 ¼
Z t
0
eiAðtsÞPAc FZ;3 ds: ð3:38Þ
We have
*Z ¼ *Zð2Þ þ *Zð3Þ; *Zð3Þ ¼ *Zð3Þ1 þ?þ *Zð3Þ4 :
Correspondingly, we deﬁne
Zð2Þ ¼ U1eiy *Zð2Þ ¼ U1
X
k;lAO
zkzl *Zkl ;
Zð3Þ ¼ U1eiy *Zð3Þ; Zð3Þj ¼ U1eiy *Zð3Þj ð j ¼ 1;y; 4Þ: ð3:39Þ
Lemma 3.2 (Basic estimates). Suppose, for a fixed time, for some r5npn0;
jjQjj ¼ n; jjZjjL2-L551; jjZjjL2
loc
pn;
max
k¼1;y;N
jzkjpr; jajpCr2: ð3:40Þ
Denote
X˜ ¼ r2jjZjjL2
loc
þ njjZjj2L2
loc
þ jjZ3jjL1
loc
;
X ¼ nrjjZjjL2
loc
þ njjZjj2L2
loc
þ jjZ3jjL1
loc
: ð3:41Þ
We have
jjF5jjL1
loc
tnr4 þ nrjjZð3ÞjjL2
loc
þ X˜;
jjF3 þ F4 þ F5jjL1
loc
tn2r3 þ X ;
jjF  F1jjL1
loc
tr3 þ X ; jjF jjL1
loc
tnr2 þ X ;
jjFyjjL1
loc
tr2 þ n1X ;
max
k
j ’pkjtnr2 þ X ; j ’bjtnr3 þ nX ;
jjFZ;3jjL5=4-L1tr3 þ nrjjZjjL2
loc
þ njjZjj2L2
loc
-L5 þ jjZ3jjL5=4-L1 þ n2r2jjZjjL5 ;
jjFZjjL5=4tnr2 þ nrjjZjjL2
loc
þ njjZjj2L2
loc
-L5 þ jjZ3jjL5=4 þ n2r2jjZjjL5 : ð3:42Þ
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Proof. By (3.40) we have jað2Þjtn2r2; jbjtr2 and jjZð2ÞjjL2
loc
pnr2: Also recall (3.19).
Hence for F5 deﬁned in (3.29) we have
jjF5jjL1
loc
t nrjjZð3ÞjjL2
loc
þ nðjjZjjL2
loc
þ nr2Þ2 þ r2ðjjZjjL2
loc
þ nr2Þ þ jjZ3jjL1
loc
t nr4 þ nrjjZð3ÞjjL2
loc
þ r2jjZjjL2
loc
þ njjZjj2L2
loc
þ jjZ3jjL1
loc
¼ nr4 þ nrjjZð3ÞjjL2
loc
þ X˜;
where X˜ is deﬁned in (3.41). Combining Zð2Þ þ Zð3Þ ¼ Z in the deﬁnition (3.29) of F4
and F5; we can use the same argument for jjF5jjL1
loc
to show
jjF4 þ F5jjL1
loc
tnr4 þ nrjjZjjL2
loc
þ X˜tnr4 þ X :
By their explicit form in (3.29), we have jjF3jjL1
loc
tn2r3; jjF2jjL1
loc
Bjbzj þ b2=n þ ðz þ
b=nÞ3tr3; and jjF1jjL1
loc
tnr2: Hence
jjF3 þ F4 þ F5jjL1
loc
tn2r3 þ X ; jjF  F1jjL1
loc
tr3 þ X ; jjF jjL1
loc
tnr2 þ X :
From deﬁnition (3.16) of Fy we have
jFyjtjaj þ n1jjF jjL1
loc
tr2 þ n1ðnr2 þ XÞtr2 þ n1X :
By (3.14), we have
j ’pkjt jjF jjL1
loc
þ ðrþ jjZjjL2
loc
ÞjFyj
t nr2 þ X þ ðrþ jjZjjL2
loc
Þðr2 þ n1X Þtnr2 þ X :
By (3.27),
j ’bjpCnjjF  F1jjL1
loc
þ jðc1Q; Im hÞj  jFyj þ jA2;rmd j:
Note that jðc1Q; Im hÞjtn3jjhjjL1
loc
since Im h>R and Q ¼ Cn2R þ Oðn3Þ by Lemma
2.1. Also jA2;rmd jtn2rmaxkj ’pkj by deﬁnition (3.24) of A2;rmd : Thus
j ’bjtnðr3 þ X Þ þ n3ðrþ jjZjjL2
loc
Þðr2 þ n1XÞ þ n2rðnr2 þ XÞtnr3 þ nX :
Let r ¼ 1 or r ¼ 5=4: The estimate for jjF  F1jjLr is the same as that for jjF 
F1jjL1
loc
except for the nonlocal term lZ2 %Z and jjnZ2jjLrtnjjZjj2L2
loc
-L5 : Thus
jjF  F1jjLrtr3 þ nrjjZjjL2
loc
þ njjZjj2L2
loc
-L5 þ jjZ3jjLr :
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From deﬁnition (3.34) of FZ;3; the boundedness of U ; and estimate (2.24) for ½U ; i
;
we have
jjFZ;3jjLrt jjF  F1jjLr þ jFyjðn1jaj þmaxjzkjÞ þ n2jFyjjjZjjL5
t r3 þ nrjjZjjL2
loc
þ njjZjj2L2
loc
-L5 þ jjZ3jjLr
þ ðr2 þ n1XÞðrþ n2jjZjjL5Þ
t r3 þ nrjjZjjL2
loc
þ njjZjj2L2
loc
-L5 þ jjZ3jjLr þ n2r2jjZjjL5 :
Here we also used jjZ3jjL1
loc
tjjZ3jjLr : Since jjFZjjL5=4tnr2 þ jjFZ;3jjL5=4 ; the estimate for
jjFZjjL5=4 in (3.42) follows. &
3.3. Normal forms for equations of bound states
Recall that zkðtÞ ¼ eioktpkðtÞ and aðtÞ ¼ að2ÞðtÞ þ bðtÞ: Many terms in the
equations of pk and b are oscillatory and only contribute to the phases. We will
derive the normal forms of these equations where those terms are removed. For this
process, we will need the following lemma which is a consequence of Assumption A3.
Lemma 3.3 (Zero phase factor condition). Suppose k0; k1;y; kjAf1;y; Ng with
jpjmax ¼ 3 satisfy
ok07ok17?7okj ¼ 0: ð3:43Þ
Then j is odd and, after a relabeling, the two sets (with multiplicities) fk0;y; kj1
2
g and
fkjþ1
2
;y; kjg are the same.
Proof. Recall ok ¼ ek  e0 þ Oðn2Þ40: Hence the left side of (3.43) is approxi-
mately equal to
ðek0  e0Þ7ðek1  e0Þ7?7ðekj  e0Þ: ð3:44Þ
For the left side of (3.43) to be zero, one of the okm must be with a negative sign.
Hence two e0’s in (3.44) cancel and (3.44) equals the sum of j ek’s minus the sum of
another j ek’s where k can be zero. Since jpjmax; Assumption A3 implies that they
can be divided to two equal sets. Since there are ð j  1Þ e0’s and all km’s are positive,
these e0’s have to cancel with each other and j must be odd. Moreover, the other ek’s
form two equal sets. &
We now state the normal form lemma. Convention 3.1 for ok; zk and pk with ko0
is used.
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Lemma 3.4 (Normal form). Suppose, for some rðtÞAð0; E0n
 and nAð0; n0
;
jjQjj ¼ n; jjZðtÞjjL2-L551; jjZðtÞjjL2
loc
pn;
max
k¼1;y;N
jzkðtÞjprðtÞ; jaðtÞjpCr2ðtÞ: ð3:45Þ
Then there are perturbations p˜kðtÞ of pkðtÞ; k ¼ 1;y; N; and b˜ðtÞ of bðtÞ satisfying
jp˜k  pkjpCnr2; jb  b˜jpCnr3 þ n2rjjZjjL2
loc
; ð3:46Þ
such that
d
dt
p˜k ¼
X
l¼1;y;N
Dkl jp˜l j2p˜k þ iJkðtÞp˜k þ gk; ð3:47Þ
d
dt
b˜ ¼
X
1pkplpN
Bkl jzkj2jzl j2 þ gb; ð3:48Þ
where JkðtÞ are real functions bounded by Cr2 to be defined in (3.55). The constants Dkl
are complex and bounded by n2; with their real parts given by (3.52) satisfying
5gþ0 n2pRe DklpCn4; Re Dkkp g0n2: ð3:49Þ
The order one constants g0 and g
þ
0 are defined in (1.5) and (3.2). The constants Bkl are
real and Bkl ¼ 12 c1Re Dkl þ Oðn4Þ: Moreover,
jgkjtnr4 þ n4r3 þ nrjjZð3ÞjjL2
loc
þ X˜; ð3:50Þ
jgbjtnr5 þ n4r4 þ nr2jjZð3ÞjjL2
loc
þ n3r2jjZjjL2
loc
þ n2jjZjj2L2
loc
þ njjZ3jjL1
loc
; ð3:51Þ
where X˜ ¼ r2jjZjjL2
loc
þ njjZjj2L2
loc
þ jjZ3jjL1
loc
is defined in (3.41).
Remark. We bound the error terms gk and gb in terms of two small quantities n and
r (and the local norms of Z). Although we assume r=npe051; we want to allow a
broader range for r and avoid a power bound assumption such as rpn1þs; so that
there is a better chance to apply Theorem 3.1 at the end of the transition regime to
prove Theorem 1.1. For this purpose, we need to take special care of Fy; whose
denominator is of the form 1þ Cn2b ¼ 1þ Oðn2r2Þ; and has to be included in the
normal form. This is why functions JkðtÞ appear in (3.47) as coefﬁcients. In contrast,
all coefﬁcients in Lemma 4.2 are constants. Lemma 3.4 is similar to [19, Lemma A.1].
Proof. Part 1 (Excited states): Since many parts of the proof are similar to that in
[18,19], we will only give a sketch. First consider pk: Recall their equations
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from (3.14):
’pk ¼ i1eiokt ½ðuþk ; FÞ þ ðuk ; %FÞ þ ½ðuþk ; hÞ þ ðuk ; %hÞ þ ðuk; RÞa
Fy
;
where h ¼ z1 þ?þ zN þ Z: The nonlinear terms F and Fy are given in (3.15)–(3.16)
and F ¼ F1 þ?þ F5 is decomposed in (3.29). We need to integrate by parts the
following terms (in the listed order):
1. Terms of the form nz2: They are i1eioktfðuþk ; F1Þ þ ðuk ; %F1Þg; with F1 ¼ lQð2z%zþ
z2Þ being part of F :
2. Terms of the form nzZð2Þ with Zð2Þ ¼ U1Pl;mAO zlzm *Zlm: They are i1eioktðuþk ; F4Þ
with F4 ¼ 2lQ½ðzþ %zÞZð2Þ þ z%Zð2Þ
 being part of F :
3. Other smaller terms which are not smaller than n2r3: They are from the
integration remainders of the terms of the previous two kinds, and from
i1eioktfðuþk ; F2 þ F3Þ þ ðuk ; %F2Þ þ ½uþk ; zÞ þ ðuk ; %zÞ
Fyg:
These terms in general can be written as eimtf ðp1;y; pN ; bÞ; where m is a sum of
eigenvalues ok; and either f or ½1þ ðc1R; RÞb
 f is a polynomial in pkðtÞ and bðtÞ (see
(3.54)). If m ¼ 0; it is a resonant term (with zero phase factor) and cannot be
integrated. We will leave it in the equation. If ma0; it can be integrated as
eimtf ¼ d
dt
1
im
eimtf
 
þ 1
im
eimt
d
dt
f ;
with the last term being smaller. The middle term 1
im
eimtf will be substracted from pk
to deﬁne the perturbation p˜k of pk: In other words, p˜k is of the form p˜k ¼
pk 
P
mja0
1
imj
eimjtfj:
A typical term of the ﬁrst kind is of the form eiok zlzm; with phase factor ok 
ol  om; which is nonzero by Lemma 3.3. Hence every term of the ﬁrst kind is
nonresonant and can be integrated.
A term of the second kind can be written in the form eiok zlzmzj; with phase factor
ok  ol  om  oj: By Lemma 3.3, the phase factor is nonzero unless one of jlj; jmj;
jjj is k and the other two are the same. In this exceptional case eiokt zlzmzj is of the
form eiokt zkzl %zl ¼ jpl j2pk: For ﬁxed l40; there are six such terms if lak; and three
terms if l ¼ k: We denote the sum of their coefﬁcients as Dkl : The total of these
resonant terms is then
PN
l¼1 Dkl jpl j2pk: The other terms of the second kind can be
integrated.
To compute Re Dkl ; we need to collect terms of the form Ce
ioktzl %zlzk with
Im Ca0: We have
Re Dkl ¼  2ð2 dlkÞð1þ oð1ÞÞn2 Im f0fkfl ;
1
A  ok  ol  0i P
A
c f0fkfl
 
þ Oðn4Þ: ð3:52Þ
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The computation is similar to that in [18, pp. 183–184] and is hence omitted. We
conclude (3.49) by Assumption A2 and Lemma 2.5(3).
For the third kind of terms, the main difﬁculty is from Fy; since it is not a
polynomial expression in zk and b: Recall (3.16) that FyðtÞ is a quotient,
Fy  ½a þ ðc1R; Re FÞ
  ½1þ aðc1R; RÞ þ ðc1R;Re hÞ
1; a ¼ b þ að2Þ:
In the denominator, since að2Þ ¼ Oðn2r2Þ; R ¼ Oðn1Þ; Re h>Q and R ¼ Cn2Q þ
OðnÞ; we ﬁnd that bðc1R; RÞ ¼ Oðn2r2Þ is larger than að2Þðc1R; RÞ þ ðc1R;Re hÞ ¼
OðnrÞ: Hence
Fy ¼ ½a þ ðc1R; Re FÞ
  ½1þ bðc1R; RÞ
1 þ error:
We cannot get rid of bðc1R; RÞ since it is only bounded by n2r2pE20; but not by any
positive power of n or r: Denote
B ¼ bðc1R; RÞ; jBjpCn2r2: ð3:53Þ
The sum of all terms of the third kind can be written as
ieiokt
1þ B f ðBÞn
1b2 þ
X
jAO
f ðBÞbzj þ
X
j1;j2AO
f ðBÞn1bzj1zj2
"
þ
X
j1;j2;j3AO
f ðBÞzj1zj2zj3 þ
X
j1;j2;j3AO
f ðBÞn1zkzj1zj2zj3
#
; ð3:54Þ
where f ðBÞ are polynomials in B with real coefﬁcients bounded by one. We have
omitted their dependence on the summation indexes. They are bounded by Cr3: The
phase factors of the above summands are
ok; ok7ojj1j; ok7ojj1j7ojj2j; ok7ojj1j7ojj2j7ojj3j; 7ojj1j7ojj2j7ojj3j;
respectively. By Lemma 3.3, only terms of the form bzj and zj1zj2zj3 may have zero
phase factor, and they can be written as ifbkðBÞ
1þB e
ioktbzk and
ifklðBÞ
1þB e
ioktzkzl %zl : The sum of
these terms is equal to iJke
ioktzk ¼ iJkpk; where
JkðtÞ  fbkðBÞ
1þ B b þ
XN
l¼1
fklðBÞ
1þ B jzl j
2; ð3:55Þ
fbkðBÞ and fklðBÞ are polynomials in B with real coefﬁcients bounded by one. Hence
JkðtÞ are real functions bounded by Cr2: These functions, iJkðtÞpkðtÞ; are the only
resonant terms of the third kind. Other terms of the third kind are nonresonant and
can be integrated.
Finally, we deﬁne a perturbation p˜k of pk by substracting those three kinds of
terms which are integrated out. These terms are of the form nz2; n2z3 and the form in
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(3.54). Hence
jp˜k  pkjtnr2 þ n2r3 þ r3tnr2:
The function p˜k satisﬁes
d
dt
p˜k ¼
X
l¼1;y;N
Dkl jpl j2pk þ iJkpk þ error ¼
X
l¼1;y;N
Dkl jp˜l j2p˜k þ iJkp˜k þ gk;
where gk is an error term satsifying (3.50).
Part 2 (Ground state): We have derived the main oscillatory terms of aðtÞ in (3.26)
aðtÞ ¼ að2ÞðtÞ þ bðtÞ; að2Þ ¼
X
k;lAO
aklzkzl ;
with bðtÞ given by (3.27). We have
’b ¼ðc1Q; Im ½F  F1
Þ þ ðc1Q; Im hÞFy
 Im
XN
k;l¼1
eiðokþolÞsiakl;3
d
ds
ðpkplÞ þ eiðokolÞsiakl;4 d
ds
ðpk %plÞ
 
: ð3:56Þ
As for the excited states pk; we want to ﬁnd a perturbation b˜ðtÞ of bðtÞ so that
oscillatory terms no smaller than n2r4 on the right side of (3.56) are removed. We
have observed in Lemma 3.2 that j ’bjtnr3 þ nX and jðc1Q; Im hÞjtn3jjhjjL1
loc
since
hAM is almost orthogonal to Q: Hence the right side of (3.56) is of the form
’b ¼ nf/z3 þ /bz þ /n1bz2 þ /n2b2z þ /nzZþ /z2Zð2Þ þ z2Zð3Þ þ nZ2 þ ðZ3Þlocg
þ n3zf/z2 þ /b þ n1zð/z2 þ /bÞ þ Oðn2r4Þg þ n3ZFy
þ n2zf/nz2 þ /z3 þ /bz þ Oðr4=nÞ þ nzZþ z2Zþ nZ2 þ ðZ3Þloc þ?g: ð3:57Þ
Here ðZ3Þloc means terms with same bound as jjZ3jjL1
loc
: We shall calculate the normal
form for b by integrating by parts those terms with orders which were crossed out.
Notice that there are resonant terms with crossed-out orders, explicitly, terms of the
form n2jzkj2jzl j2: These terms cannot be integrated by parts and will remain on the
right-hand side. The ﬁnal normal form equation is of the form (3.48). This procedure
is the same as that for excited states and we shall not repeat it in details but point out
a few key steps.
1. There are no terms of the form b2; b3 or jzkj2b in the ﬁrst line of (3.57). Terms of
these forms are eliminated by the Im operator.
2. Terms of the form Czkzlb
j are oscillatory if k þ la0: These terms can be
integrated. Similarly, by the observation for (3.43), terms of the form Czm1zm2zm3 ;
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zmb and Czm1zm2zm3zm4zm5 are also oscillatory with nonzero phase factors. These
terms can be integrated.
3. Most terms of the form Czm1zm2zm3zm4 are oscillatory. The only terms with zero
phase factor, om1 þ?þ om4 ¼ 0; are of the form Cjzkj2jzl j2 by the observation for
(3.43). These terms cannot be integrated and will remain in the ﬁnal equation.
Moreover, in order to survive the Im operator, these terms from F  F1 must have
complex coefﬁcients, i.e., they must involve Zð2Þ and are of the order nz2Zð2Þ:
4. We need to integrate terms of the form n2zjZ: They are from ðc1Q; Im 2lQ½ðzþ
%zÞZþ z%Z
Þ in the ﬁrst line of (3.57). Since there is only one zj involved, the Green’s
function is approximately ½H0  e07ðej  e0Þ
1 and is invertible in L2: Hence there
is no resonance with the continuous spectrum. This integration is carried out in
details in [18, pp. 193–195]. In contrast, resonant terms are of the form nzkzlZð2Þ and
are mentioned in point 3.
In conclusion, we can ﬁnd a perturbation b˜ðtÞ of bðtÞ of the form
b˜ ¼ b þRe
X
Cnzk1zk2zk3 þ Cnzkb þ n2ðzkck; ZÞ
n o
þ Re
X
ok1þ?þok4a0
Czk1zk2zk3zk4 þRe
X
okþola0
Czkzlb
þ RefCzk1?zk5=n þ Czk1?zk6=n2g; ð3:58Þ
so that b˜ðtÞ satisﬁes a normal form equation,
d
dt
b˜ ¼
X
1pkplpN
Bkl jzkj2jzl j2 þ gb: ð3:59Þ
Here C denote complex constants bounded by one, and ck denote some explicit
localized functions. Bkl are real constants bounded by n
2; and gb is an error term of
the form
gbBnz5 þ n4z4 þ nz2Zð3Þ þ n3z2Zþ n2Z2 þ nZ3 þ?;
and we have the bounds jb˜  bjtnr3 þ n2rjjZjjL2
loc
and
jgbjtnr5 þ n4r4 þ nr2jjZð3ÞjjL2
loc
þ n3r2jjZjjL2
loc
þ n2jjZjj2L2
loc
þ njjZ3jjL1
loc
: ð3:60Þ
We now compute Bkl ; the coefﬁcients of jzkj2jzl j2: The main contribution comes
from
ðc1Q; Im lz2Zð2ÞÞ; ð3:61Þ
where lz2Zð2Þ is from F5: Although there are terms from ðc1Q; Im 2lz%zZð2ÞÞ and
ðc1Q; Im 2lQ½ðcþ cÞZð2Þ þ c%Zð2Þ
Þ with c ¼ að2ÞR þ Zð2Þ; their coefﬁcients are small of
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order Oðn4Þ: Since Zð2Þ ¼Pk;lAO U1 zkzl *Zkl ; and by (2.25) U1 ¼ Uþ  U conj; the
expression is (3.61) is a sum of terms of the form zk1zk2zk3zk4 : Moreover, since *Zkl has
nontrivial imaginary part only if both k; l40; hence
Zð2Þ ¼
X
k;l40
conj Uþzkzl *Zkl 
X
k;l40
Uzkzl *Zkl þ irrelevant terms:
To get jzkj2jzl j2 from Im lz2Zð2Þ; the relevant terms in z2 are nklðzkuþk zluþl Þ and
nklð%zkuk %zlul Þ; where nkl  2 dlk: Therefore
ðc1Q; Im lz2Zð2ÞÞ ¼
X
k;l40
ðc1Q; Im lnklðzkuþk zluþl Þ %zk %zl conj Uþ *ZklÞ
þ
X
k;l40
ðc1Q; Im lnklð%zkuk %zlul Þ zkzlð1ÞU *ZklÞ þ ðÞ;
where ðÞ denotes terms of the form zk1zk2zk3zk4 with ok1 þ?þ ok4a0: Irrelevant
terms with ok1 þ?þ ok4 ¼ 0 are eliminated by the Im operator. Moreover, we can
disregard the second sum since U ¼ Oðn2Þ is smaller than Uþ: Since *Zkl ¼ OðnÞ; we
have
Bkl ¼ ðUþðc1Qlnkluþk uþl Þ;Im *ZklÞ þ Oðn4Þ
¼ c1nkl UþðlQfkflÞ; Im
1
A  ok  ol  0i P
A
c Fkl
 
þ Oðn4Þ:
In view of (3.52), we have
Bkl ¼ c1
2
Re Dkl þ Oðn4Þ: ð3:62Þ
The proof of Lemma 3.4 is complete. &
3.4. Main estimates
Theorem 3.1 can be proved using the following proposition and a continuity
argument. Recall rðtÞ  ½r20 þ N1g0n2t
1=2; LðtÞ ¼ ð1þ sÞ1=2r2ðsÞ; and D ¼
6Njc1jgþ0 =g0:
Proposition 3.5 (Main estimates in stabilization regime). Assume the same assump-
tions of Theorem 3.1. Suppose for a fixed T40 we can find the best approximation
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QEðTÞ of cðTÞ; i.e., aEðTÞ ¼ 0 in decomposition (3.1) of cðTÞ with E ¼ EðTÞ: Define
MT  sup
0ptpT
max rðtÞ1
XN
k¼1
jzkðtÞj2
 !1=2
; 2D1r2ðtÞjaðtÞj;
8<
:
n4=5rðtÞ8=5jjZðtÞjjL5 ; ½LðtÞ þ n1=3r8=3ðtÞ
1jjZð3ÞðtÞjjL2
loc
;
2ð3DÞ1r20 jEðTÞ  E0j
o
: ð3:63Þ
Suppose, furthermore, MTp2: Then we have MTp3=2:
Proof. Since MTp2; we have jEðTÞ  E0jp3Dr20 and, for tA½0; T 
;
XN
k¼1
jzkðtÞj2
 !1=2
p2rðtÞ; jaðtÞjpDrðtÞ2;
jjZðtÞjjL5p2n4=5rðtÞ8=5;
jjZð3ÞðtÞjjL2
loc
p2LðtÞ þ 2n1=3r8=3ðtÞ: ð3:64Þ
Since Z ¼ Zð2Þ þ Zð3Þ; jjZð2ÞjjL2
loc
tnr2 and rpe0n;
jjZðtÞjjL2
loc
pCnr2 þ jjZð3ÞðtÞjjL2
loc
pCnr2 þ 2LðtÞ: ð3:65Þ
Note that LðtÞpr2 by its deﬁnition. Therefore jjZðtÞjjL2
loc
pCr2; jjZðtÞjjL2
loc
-L5p
Cn2=5r8=5; and assumptions of Lemmas 3.2 and 3.4 are satisﬁed with r ¼ rðtÞ:
We have, using Lemma 2.2, (3.4) and (3.64),
jEðTÞ  E0jpjEðTÞ  Eð0Þj þ jEð0Þ  E0jp98 ½jaEðTÞð0Þj þ jaE0 j
p94 Dr20: ð3:66Þ
Since jjcðtÞjjL2 ¼ jjc0jjL251; we have jjZðtÞjjL251: By Ho¨lder inequality,
jjZ3jjL5=4tjjZjj2=3L2 jjZjj
7=3
L5
toð1Þðn4=5rðtÞ8=5Þ7=3 ¼ oð1Þn28=15r56=15;
jjZ3jjL1tjjZjj4=3L2 jjZjj
5=3
L5
toð1Þðn4=5rðtÞ8=5Þ5=3 ¼ oð1Þn4=3r8=3;
jjZ3jjL1
loc
tjjZjj4=3
L2
loc
jjZjj5=3
L5
tjjZjj4=3
L2
loc
n4=3r8=3: ð3:67Þ
Recall X˜ ¼ r2jjZjjL2
loc
þ njjZjj2L2
loc
þ jjZ3jjL1
loc
and XtnrjjZjjL2
loc
þ X˜: We have
r2jjZjjL2
loc
þ njjZjj2L2
loc
tr2ðnr2 þ LÞ þ nðnr2 þ LÞ2tnr4 þ r2Lþ nL2: ð3:68Þ
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Since jjZ3jjL1
loc
5r2jjZjjL2
loc
by (3.67), we have
X˜tnr4 þ r2Lþ nL2; Xtn2r3 þ nrLþ nL2: ð3:69Þ
We now estimate ZðtÞ: Recall from (3.33),(3.31) that ZðtÞ ¼ U1eiyðtÞ *ZðtÞ and
*ZðtÞ ¼ UetLZð0Þ þ
Z t
0
eiAðtsÞPAc FZðsÞ ds:
By Lemma 3.2, (3.64), (3.67), jjZðtÞjjL2
loc
pCr2; and jjZðtÞjjL2
loc
-L5pCn2=5r8=5;
jjFZjjL5=4t nr2 þ nrjjZjjL2
loc
þ njjZjj2L2
loc
-L5 þ jjZ3jjL5=4 þ n2r2jjZjjL5
t nr2 þ nrðr2Þ þ nðn2=5r8=5Þ2 þ n28=15r56=15 þ n2r2ðn4=5r8=5Þtnr2:
Using (3.5) for Zð0Þ; the decay estimates of etL and eitA; and the boundedness in
Sobolev spaces of U and U1 from Lemma 2.5, we have
jjZðtÞjjL5p jjetLZð0ÞjjL5 þ C
Z t
0
jt  sj9=10jjFZðsÞjjL5=4 ds
p n4=5r8=5 þ C
Z t
0
jt  sj9=10nrðsÞ2 dspn4=5rðtÞ8=5 þ Cn4=5r2r0 r9=52r;
for any r40: Here we have used rðsÞ ¼ Cn1ðDt þ sÞ1=2 with Dt ¼ Cn2r20 andZ t
0
jt  sj9=10ðDt þ sÞ1 dspDtrðDt þ tÞ9=10þr; ð3:70Þ
for any r40: Taking 2r ¼ 1=5; we get jjZðtÞjjL5p32 n4=5rðtÞ8=5:
We now consider the L2loc estimates of Z: Recall Z
ð3Þ ¼ Zð3Þ1 þ?þ Zð3Þ4 : The
estimate of Zð3Þ1 is by (3.5) and that U
1eiyU ¼ eiy þ Oð1Þ½i; U 
 ¼ eiy þ Oðn2Þ;
jjZð3Þ1 ðtÞjjL2
loc
pð1þ oð1ÞÞLðtÞ:
By the singular decay estimate (2.30) in Lemma 2.5 and deﬁnition (3.36) of *Zkl with
*Zkl ¼ OðnÞ; we have
jjZð3Þ2 ðtÞjjL2
loc
tnr20ð1þ tÞ3=25LðtÞ;
jjZð3Þ3 ðtÞjjL2
loc
t
Z t
0
/t  sS3=2nðr2j’yj þ r max
k
j ’pkjÞ ds:
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By the bounds of ’y and maxjj ’pjj in Lemma 3.2, and Lpr2; we have
nðr2j’yj þ r max
k
j ’pkjÞtnr2ðr2 þ n1XÞ þ nrðnr2 þ X Þtn2r3 þ nrX
tn2r3 þ nrðn2r3 þ nrLþ nL2Þtn2r3:
Hence
jjZð3Þ3 ðtÞjjL2
loc
t
Z t
0
/t  sS3=2n2r3ðsÞ dstn2r3ðtÞ:
Finally, by Lemma 3.2, (3.67), jjZðtÞjjL2
loc
-L5pCn2=5r8=5; and Lpr2;
jjFZ;3jjL5=4-L1t r3 þ nrjjZjjL2
loc
þ njjZjj2L2
loc
-L5 þ jjZ3jjL5=4-L1 þ n2r2jjZjjL5
t r3 þ nrðnr2 þ LÞ þ nðn2=5r8=5Þ2 þ oð1Þn4=3r8=3 þ n2r2ðn4=5r8=5Þ
t r3 þ n4=3r8=3 þ nrL:
Hence, bounding the integrand of Zð3Þ4 by either L
N or L5-norm, we have
jjZð3Þ4 ðtÞjjL2
loc
p
Z t
0
minfjt  sj3=2; jt  sj9=10gjjFZ;3ðsÞjjL5=4-L1 ds
t
Z t
0
minfjt  sj3=2; jt  sj9=10g½r3 þ n4=3r8=3 þ nrL
ðsÞ ds
t ½r3 þ n4=3r8=3 þ nrL
ðtÞ:
Summing the estimates, we conclude
jjZð3ÞðtÞjjL2
loc
p
X4
j¼1
jjZð3Þj jjL2
loc
p5
4
Lþ Cr3 þ Cn4=3r8=3p5
4
ðLðtÞ þ n1=3r8=3ÞðtÞ:
We now estimate the error terms gk and gb: Using rpe0n; (3.50), (3.51), (3.64)–(3.69)
and Lpr2; we have
jgkjt nr4 þ n4r3 þ nrjjZð3ÞjjL2
loc
þ X˜
t nr4 þ n4r3 þ nrðLþ n1=3r8=3Þ þ ðnr4 þ r2Lþ nL2Þ
t ðe2=30 þ n2Þn2r3 þ nrL: ð3:71Þ
jgbjt nr5 þ n4r4 þ nr2jjZð3ÞjjL2
loc
þ n3r2jjZjjL2
loc
þ n2jjZjj2L2
loc
þ njjZ3jjL1
loc
t nr5 þ n4r4 þ nr2ðLþ n4=3r8=3Þ þ n3r2ðnr2 þ LÞ þ n2ðnr2 þ LÞ2
þ nðnr2 þ LÞ4=3n4=3r8=3
t ðe2=30 þ n2Þn2r4 þ nr2L: ð3:72Þ
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We now estimate aðtÞ: By (3.46) of Lemma 3.4 we have
jb˜  ajpjb˜  bj þ jb  ajpðCnr3 þ Cn2rjjZjjL2
loc
Þ þ Cn2r2:
Since jjZjjL2
loc
tr2; we get jb˜  ajpCn2r2: Since aðTÞ ¼ 0; we have jb˜ðTÞj ¼ jb˜ðTÞ 
aðTÞjpCn2r2ðTÞ: Using (3.48) and (3.72) for gb; we have
jb˜ðtÞjp jb˜ðTÞj þ
Z T
t
X
jBkl jjzkj2jzl j2 þ jgbðsÞj ds
pCn2r2ðTÞ þ
Z T
t
max
k;l
jBkl j
 
r4 þ C½ðe2=30 þ n2Þn2r4 þ nr2L
ðsÞ ds
p 1
2
Dr2ðtÞ þ oð1Þr2ðtÞp5
8
Dr2ðtÞ:
Here we have used rðsÞ ¼ ðr20 þ N1g0n2sÞ1=2 and ðmaxk;l jBkl jÞ=ðN1g0n2ÞpD=2:
We also have used LðsÞ ¼ n1=2ð1þ sÞ1=2r2ðsÞ; rðsÞ ¼ Cn1ðDt þ sÞ1=2 with Dt ¼
Cðnr0Þ2; and the following estimate: for tX0 and DtX1; m; r40; m þ r41;Z N
t
ðDt þ sÞmð1þ sÞr dsp
Z N
t
ðDt þ sÞmr dspCðDt þ sÞmrþ1: ð3:73Þ
Hence
jaðtÞjpjb˜ðtÞj þ jaðtÞ  b˜ðtÞjp5
8
Dr2ðtÞ þ Cn2r2ðtÞp3
4
Dr2ðtÞ:
We now estimate the excited states zkðtÞ: For their initial value, we have
jjðzE  zE0Þð0ÞjjpCn1ðr0=nÞjE  E0jpCn2r30; ð3:74Þ
by (2.3) of Lemma 2.2 and jE  E0jp3Dr20: In particular, ð
PN
k¼1 zk;Eð0Þ2Þ1=2p58 r0 by
(3.4). Let fk ¼ jp˜kj2: By (3.46), f ð0Þp12 r20: By (3.47) and that JkðtÞ are real, we have
’fk ¼
XN
l¼1
2 Re Dklflfk þ 2 Rep˜kgk ðk ¼ 1;y; NÞ: ð3:75Þ
Let f ¼ f1 þ?þ fN : Since jRe Dkl jp5gþ0 n2; summing (3.75) over k we get
j ’fjpð10gþ0 n2Þ f 2 þ 2N max
k
jp˜kgkjpCn2r4 þ Crððe2=30 þ n2Þn2r3 þ nrLÞ;
by (3.71). Let t0 ¼ n35n2r20 : For tA½0; t0
; LðtÞpr20ð1þ tÞ1=2 and
jf ð0Þ  f ðtÞjt
Z t
0
n2r4 þ nr2L dstn2r40t0 þ nr40
ﬃﬃﬃﬃ
t0
p
5r20;
since t05n2r20 : We conclude f ðtÞBf ð0Þ for tA½0; t0
: For tXt0; we have
jgkðtÞjtðe2=30 þ n2Þn2r3 þ nrLtðe2=30 þ n1=2Þn2r3: ð3:76Þ
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Since the positive part of Re Dkl is bounded by n
4 and Re Dkkp g0n2; we have
’fp
XN
k¼1
2g0n
2f 2k þ Cn4f 2 þ 2N max
k
jp˜kgkjp 3
2N
g0n
2f 2 þ 2N max
k
jp˜kgkj:
Using r2ðtÞ ¼ ðr20 þ N1g0n2tÞ1 and (3.76), we have
d
dt
ðr2Þ ¼ N1g0n2r4X
3
2N
g0n
2ðr2Þ2 þ 2N max
k
jp˜kgkj:
Since we have shown previously that r2ðtÞXf ðtÞ for tA½0; t0
; in particular
r2ðt0ÞXf ðt0Þ; we have r2ðtÞXf ðtÞ for all tXt0 by comparison principle. Thus we
have r2ðtÞXf ðtÞ for all tX0: &
We now prove Theorem 3.1 using Proposition 3.5 and a continuity argument.
Proof of Theorem 3.1. By the assumption of Theorem 3.1, we have MTp3=2 for
T ¼ 0: Denote by J the set of all T for which we can ﬁnd a best approximation QEðTÞ
of cðTÞ and we have MTp3=2 with respect to E ¼ EðTÞ: Clearly J is a closed
interval containing 0 by the continuity of the Schro¨dinger equations.
Suppose T 0AJ: By continuity there is a d40 which may depend on c0 and T
0 such
that, for all TA½T 0; T 0 þ d
; there is a best approximation QEðTÞ of cðTÞ; and with
respect to E ¼ EðTÞ we have MTp2: By Proposition 3.5, we have MTp3=2: Hence
ð0; T 0 þ dÞCJ: This shows the right end of J is open and hence J ¼ ½0;NÞ:
For toT ; we have jEðtÞ  EðTÞjp5
4
jaT ðtÞjpDrðtÞ2 by Lemma 2.2 and Proposi-
tion 3.5. This uniform bound shows EðtÞ has a unique limit EN as t-N and
jEðtÞ  ENjpDrðtÞ2: By continuity of MT in T we have MNp3=2:
Finally we prove the lower bound (3.8). If ðPNk¼1 jjzkjj2L2Þ1=2X14 r0; we have
f ð0ÞXCr20: We have shown previously that f ðtÞBf ð0Þ for tpt0: Summing (3.75)
over k and using the error estimates, we have, for tXt0;
’fX 10gþ0 n2f 2 þ 2N max
k
jp˜kgkjX 12gþ0 n2f 2:
By a similar comparison argument we have f ðtÞXð f ðt0Þ1 þ 12gþ0 n2ðt  t0ÞÞ1:
Hence f ðtÞXCr2ðtÞ for all tX0: This completes the proof of Theorem 3.1. &
We remark that, since Bkl are (almost) positive, b˜ðtÞ and hence aðtÞ are increasing
as t-N: This shows that the ground state gains energy from excited states even in
the stabilization regime.
4. Transition regimes
In this section we study the dynamics in the transition regime. We will prove
Theorem 1.1 using Theorem 3.1. In this regime the natural operator is H0 ¼ Dþ V
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and the natural decomposition is
c ¼ x0f0 þ?þ xNfN þ x; xAHcðH0Þ:
4.1. Equations
Recall H0 ¼ Dþ V has N þ 1 simple eigenvalues ek; k ¼ 0;yN; with
corresponding normalized eigenvectors fk: H0fk ¼ ekfk; jjfkjj2 ¼ 1: We can
decompose the solutions cðtÞ ¼ cðt; xÞ respect to H0:
cðtÞ ¼ wðtÞ þ xðtÞ; wðtÞ ¼
XN
k¼0
xkðtÞfk; ð4:1Þ
where xkðtÞAC and xðtÞAHcðH0Þ: Substituting (4.1) into (1.1), we obtain the
following system for these components:
i ’xk ¼ ekxk þ ðfk; GÞ ðk ¼ 0;y; NÞ;
i@tx ¼ H0xþ PcG; G ¼ lc2 %c;
(
ð4:2Þ
with initial conditions xkð0Þ ¼ x0k and xð0Þ ¼ x0: From these equations we ﬁnd that
each xkðtÞ is oscillatory with a main oscillation factor eiekt: We say that the phase
factor of xk is ek: Deﬁne ukðtÞ by
xkðtÞ ¼ eiektukðtÞ: ð4:3Þ
The function ukðtÞ has the same magnitude as xkðtÞ but is not as oscillatory. In
particular, j ’ukj is smaller than j ’xkj: We shall study the following system for uk and x;
which is equivalent to (4.2):
’ukðtÞ ¼ eiektðfk; GðtÞÞ ðk ¼ 0;y; NÞ; ð4:4Þ
xðtÞ ¼ eiH0tx0 þ
Z t
0
eiH0ðtsÞ Pci1GðsÞ ds; G ¼ lc2 %c: ð4:5Þ
4.2. Decompositions of G and x
It is useful to decompose various terms according to their orders in n; so that we
can identify the main terms. We expect that xk ¼ OðnÞ and x ¼ Oðn3Þ locally after an
initial layer of time. We ﬁrst decompose G ¼ c2 %c: Using (4.1) that c ¼ wþ x with
w ¼PNk¼0 xkfk; we decompose G as
G ¼ lc2 %c ¼ lðwþ xÞ2ð%wþ %xÞ ¼ G3 þ G5 þ G7; ð4:6Þ
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where
G3 ¼ lw2 %w; ð4:7Þ
G5 ¼ lw2 %xþ 2ljwj2x; ð4:8Þ
G7 ¼ l%wx2 þ 2lwjxj2 þ lx2 %x: ð4:9Þ
Note that G3 ¼ Oðn3Þ; G5 ¼ Oðn5Þ and G7 ¼ Oðn7Þ:
We now identify the main term of x using the integral equation (4.5). The main
term of the integrand is i1G3: Using (4.3) and factoring out the main phase factors
in G3 we have
G3ðtÞ ¼
XN
l;m;j¼0
eiðelemþejÞt ulum %ujðtÞflmj; ð4:10Þ
where
flmj ¼ lflfmfj: ð4:11Þ
We now integrate by parts a typical term in i1G3:Z t
0
eiH0ðtsÞ Pci1eiðelemþejÞs ulum %ujðsÞflmj ds
¼ lim
r-0þ
i1eiH0t
Z t
0
eisðH0elemþejriÞ ulum %ujðsÞPcflmj ds
¼ lim
r-0þ
i1eiH0t
1
iðH0  el  em þ ej  riÞ
 ½eiH0s eiðelemþejÞs ulum %ujðsÞPcflmj 
t0
n

Z t
0
eiH0s eiðelemþejÞs
d
ds
ðulum %ujÞPcflmj ds

:
We need to take a limit since H0 þ ej  el  em may not be invertible. Deﬁne
K
j
lm  lim
r-0þ
1
H0  el  em þ ej  ri Pc; ð4:12Þ
x jlm  K jlmPcflmj : ð4:13Þ
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K
j
lm are bounded operators in BðL2r ; L2r0 Þ with r; r041=2 and r þ r042; see [8]. Hence
we have x jlmAL
2
r0 : We may have x
j
lmeL
2 and Im x jlma0 only if
ej  el  emo0; ð4:14Þ
in particular jol; m: We can now rewrite the above integral as
xlxm %xjðtÞ x jlm  xlxm %xjð0Þ eiH0t x jlm

Z t
0
eiH0ðtsÞ eiðelemþejÞs
d
ds
ðulum %ujÞx jlm ds:
Note that the choice r-0þ; instead of r-0; ensures the local decay of eiH0t x jlm ¼
eiH0t K jlmPcflmj and of the last integral, see Lemma 2.3.
Summing these terms over l; m; j; we can decompose xðtÞ as
xðtÞ ¼ xð2ÞðtÞ þ xð3ÞðtÞ ¼ xð2Þ þ ðxð3Þ1 þ?þ xð3Þ5 Þ; ð4:15Þ
where xð2ÞðtÞ is the main part of xðtÞ;
xð2ÞðtÞ ¼
XN
l;m;j¼0
xlxm %xjðtÞxjlm; ð4:16Þ
and xð3ÞðtÞ ¼ xð3Þ1 þ?þ xð3Þ5 is the rest,
xð3Þ1 ðtÞ ¼ eiH0tx0;
xð3Þ2 ðtÞ ¼ eiH0txð2Þð0Þ;
xð3Þ3 ðtÞ ¼ 
Z t
0
eiH0ðtsÞ Pc
XN
l;m;j¼0
eiðelemþejÞs
d
ds
ðulum %ujÞ xjlm ds;
xð3Þ4 ðtÞ ¼
Z t
0
eiH0ðtsÞ Pci1ðG  G3  lx2 %xÞ ds;
xð3Þ5 ðtÞ ¼
Z t
0
eiH0ðtsÞ Pci1ðlx2 %xÞ ds: ð4:17Þ
We single out ljxj2x since it is the only nonlocal term in G  G3:
We have the following estimates for nonlinear terms.
Lemma 4.1 (Basic estimates). Suppose, for a fixed time t; for some npn0;
jxkðtÞjp2n; jjxðtÞjjL2
loc
-L5p2n; jjxðtÞjjL251: ð4:18Þ
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We have
jjG7jjL1
loc
tnjjxjj2L2
loc
þ jjxjj4=3
L2
loc
jjxjj5=3
L5
;
jjG5 þ G7jjL1
loc
tn2jjxjjL2
loc
;
jjGjjL1
loc
þmax
k
j ’ukjtn3;
jjG5 þ G7  lx2 %xjjL1-L5=4tn2jjxjjL2
loc
: ð4:19Þ
Proof. For the nonlocal term lx2 %x we have, using Ho¨lder inequality,
jjlx2 %xjjL5=4tjjxjj2=3L2 jjxjj
7=3
L5
; jjlx2 %xjjL1tjjxjj4=3L2 jjxjj
5=3
L5
: ð4:20Þ
Similarly, jjlx2 %xjjL1
loc
tjjxjj4=3
L2
loc
jjxjj5=3
L5
: Using deﬁnition (4.9) of G7; we have
jjG7jjL1
loc
tnjjxjj2L2
loc
þ jjxjj4=3
L2
loc
jjxjj5=3
L5
:
By (4.7) and (4.8), we have jjG3jjtn3 and jjG5jjtn2jjxjjL2
loc
: By (4.18),
jjG5 þ G7jjL1
loc
tn2jjxjjL2
loc
þ njjxjj2L2
loc
þ jjxjj4=3
L2
loc
jjxjj5=3
L5
tn2jjxjjL2
loc
;
and jjGjjL1
loc
pjjG3jjL1
loc
þ jjG5 þ G7jjL1
loc
tn3 þ n2jjxjjL2
loc
tn3: Since j ’ukjpjjGjjL1
loc
by
(4.4), the estimate for ’uk follows. Finally, G7  lx2 %x is of the form nx2 and
jjG7  lx2 %xjjL1-L5=4tnjjxjj2=3L2
loc
-L5 jjxjj
4=3
L2
loc
tn2jjxjjL2
loc
by (4.18). Since jjG5jjL1-L5=4tn2jjxjjL2
loc
; the last estimate follows. &
4.3. Normal forms for equations of bound states
Recall we write xkðtÞ ¼ eiektukðtÞ: In this subsection we derive the normal form
for the equations of ’uk; where terms of different phase factors are removed.
Lemma 4.2 (Normal form). Suppose for some npn0;
jxkðtÞjp2n; jjxðtÞjjL2
loc
-L5p2n; jjxðtÞjjL251: ð4:21Þ
There are perturbations mkðtÞ of ukðtÞ; k ¼ 0; 1;y; N; to be defined in (4.39),
satisfying
jukðtÞ  mkðtÞjpCn3; ð4:22Þ
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such that
’mk ¼
XN
l¼0
ckl jml j2mk þ
XN
a;b¼0
dkab jmaj2jmbj2mk þ gk: ð4:23Þ
Here gk are error terms, to be defined in (4.40), satisfying
jgkðtÞjtn7 þ n2jjxð3ÞjjL2
loc
þ njjxjj2L2
loc
þ jjxjj4=3
L2
loc
jjxjj5=3
L5
: ð4:24Þ
The coefficients ckl and d
k
ab are constants independent of n: The coefficients c
k
l are purely
imaginary. The real parts of dkab are given by
Re dkab ¼ ð2 dbaÞgkab  2ð2 dbkÞgakb; ð4:25Þ
where, with fabk ¼ lfafbfk;
gkab  Im fabk;
1
H0  ea  eb þ ek  0i Pcfabk
 
X0: ð4:26Þ
Note gkab may be positive only if ea  eb þ eko0; in particular koa; b: By
Assumption A2 we have g0kkXg040 for k40: The ﬁrst part of Re d
k
ab is positive and
the second part negative. If k ¼ 0; gakb ¼ 0 for all a; b; hence Re dkabX0: If k ¼ N;
gkab ¼ 0 for all a; b; hence Re dkabp0: For intermediate k the sign of Re dkab depends on
the relative size of these coefﬁcients. Let fk ¼ jmkj2; k ¼ 0;y; N: Since ddtjmj2 ¼
2 Re %m ’m and ckl are purely imaginary, we have
’fk ¼
XN
a;b¼0
2ðRe dkabÞ fa fb fk þ 2 Re %mkgk: ð4:27Þ
Example 1 in Section 1 follows by letting N ¼ 2; x ¼ m0; y ¼ m1 and z ¼ m2:
Proof. Recall (4.4) that
’uk ¼ i1eiekt ðfk; GÞ ðk ¼ 0;y; NÞ: ð4:28Þ
We now proceed to derive the normal form in two steps.
Step 1: Integration of terms of order n3: Substituting G ¼ G3 þ G5 þ G7 and
expression (4.10) for G3; we get
’ukðtÞ ¼
XN
l;m;j¼0
i1eiektxlxm %xjðtÞðfk;flmjÞ þ Rk
¼
XN
l;m;j¼0
i1eiðekelemþejÞtulum %ujðtÞðfk;flmjÞ þ Rk; ð4:29Þ
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Rk ¼ i1eiektðfk; G5 þ G7ÞðtÞ:
By Assumption A3,
ek  el  em þ eja0; ð4:30Þ
unless the two sets fk; jg and fl; mg are the same. Hence
’ukðtÞ ¼
XN
l¼0
ckl jul j2uk þ
X
ð4:30Þ
i1eiðekelemþejÞtulum %ujðtÞðfk;flmjÞ þ Rk; ð4:31Þ
where ckl are purely imaginary constants deﬁned by
ckl ¼ 2i1ðfk;fllkÞ ðkalÞ; ckk ¼ i1ðfk;fkkkÞ:
Terms in the second group of (4.31) are oscillatory and can be integrated. Deﬁne
uk;1 ¼ uk  uk;1;
where
uk;1ðtÞ ¼
X
ð4:30Þ
i1eiðekelemþejÞt
iðek  el  em þ ejÞ ulum %ujðtÞðfk;flmjÞ;
gk;1ðtÞ ¼ 
X
ð4:30Þ
i1eiðekelemþejÞt
iðek  el  em þ ejÞ
d
dt
ðulum %ujÞðtÞðfk;flmjÞ:
We have
’uk;1 ¼ ’uk  ’uk;1 ¼
XN
l¼0
ckl jul j2uk þ Rk þ gk;1:
We further deﬁne
gk;2 ¼
XN
l¼0
ckl fjul j2uk  jul;1j2uk;1g:
We have
’uk;1 ¼
XN
l¼0
ckl jul;1j2uk;1 þ i1eiektðfk; G5 þ G7Þ þ gk;1 þ gk;2: ð4:32Þ
Step 2: Integration of terms of order n5: We next integrate Oðn5Þ terms. We ﬁrst
decompose gk;1 and gk;2 since they contain Oðn5Þ terms. Using their explicit form we
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can decompose them as
gk;1 ¼ eiektgk;1;5 þ gk;1;7; ð4:33Þ
gk;2 ¼ eiektgk;2;5 þ gk;2;7; ð4:34Þ
where gk;1;7 and gk;2;7 are higher order terms with
jgk;1;7jtn2 max
j
jRj j; jgk;2;7jtn7: ð4:35Þ
gk;1;5 and gk;2;5 are explicit homogeneous polynomials of degree 5 of the form
Cxl1xl2xl3 %xl4 %xl5 ; ð4:36Þ
where ljAf0;y; Ng and C is a purely imaginary coefﬁcient. The claim on gk;1;5 can
be seen by substituting (4.29) into
d
dt
ðulum %ujÞ in the deﬁnition of gk;1: The claim on
gk;2;5 can be seen from the deﬁnitions of gk;2 and u

k;1:
We next decompose i1eiektðfk; G5Þ: Recall G5 ¼ lw2 %xþ 2ljwj2x with w ¼PN
l¼0 xlfl : Using the decomposition x ¼ xð2Þ þ xð3Þ with xð2Þ ¼
PN
l;m;j¼0 xlxm %xj x
j
lm;
we can decompose
G5 ¼ G5;1 þ G5;2 þ G5;3;
where
G5;1 ¼ lw2
XN
l;m;j¼0
%xl %xmxjði Im xjlmÞ þ 2ljwj2
XN
l;m;j¼0
xlxm %xjði Im xjlmÞ;
G5;2 ¼ lw2
XN
l;m;j¼0
%xl %xmxjðRe xjlmÞ þ 2ljwj2
XN
l;m;j¼0
xlxm %xjðRe xjlmÞ;
G5;3 ¼ lw2 %xð3Þ þ 2ljwj2xð3Þ:
Recall that Im xjlma0 only if ej  el  emo0: The term G5;3 will be shown to be
smaller than G5;1 and G5;2: Both G5;1 and G5;2 are homogeneous polynomials of
degree 5 of the form (4.36). However, the coefﬁcients C of G5;2 are real-valued L
2
loc
functions, while those of G5;1 are purely imaginary.
We can now rewrite (4.32) as
’uk;1 ¼
XN
l¼0
ckl jul;1j2uk;1 þ R˜k þ ði1eiektðfk; G5;3 þ G7Þ þ gk;1;7 þ gk;2;7Þ;
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where R˜k consist of terms of order Oðn5Þ;
R˜k ¼ eiektfi1ðfk; G5;1 þ G5;2Þ þ gk;1;5 þ gk;2;5g: ð4:37Þ
Inside the bracket are polynomials in xl and %xl ; l ¼ 0;y; N: The only terms with
real coefﬁcients are those from G5;1: As in Step 1, the above expression can be
separated into two groups: those with zero phase factor and those with nonzero
phase factors. The phase factor of a typical term in the above expression is of the
form
ek  el1  el2  el3 þ el4 þ el5 ;
where ljAf0;y; Ng: To get zero, we must have the form ek  ek  ea  eb þ ea þ eb
for some a; b by Assumption A3. Thus a typical term in the ﬁrst group is of the form
Ceiektxkxaxb %xa %xb ¼ Cjuaj2jubj2uk:
We can integrate by parts those terms with nonzero phase factors as in Step 1. The
other terms remain. Hence we can rewrite R˜k as
R˜k ¼
XN
a;b¼0
dkabjuaj2jubj2uk þ
d
dt
ðuk;2Þ þ gk;3;
for some order one constants dkab; some explicit homogeneous polynomials u

k;2 of
degree 5; and remainder terms gk;3 with
jgk;3jtn4 max
j
j ’ujj: ð4:38Þ
We will identify Re dkab in a moment. Deﬁne
mk  uk;1  uk;2 ¼ uk  uk;1  uk;2: ð4:39Þ
We have
’mk ¼ ’uk;1  ’uk;2
¼
XN
l¼0
ckl jul;1j2uk;1 þ
XN
a;b¼0
dkabjuaj2jubj2uk þ gk;3
þ ði1eiektðfk; G5;3 þ G7Þ þ gk;1;7 þ gk;2;7Þ
¼
XN
l¼0
ckl jml j2mk þ
XN
a;b¼0
dkabjmaj2jmbj2mk þ gk;
where
gk ¼ i1eiektðfk; G5;3 þ G7Þ þ gk;1;7 þ gk;2;7 þ gk;3 þ gk;4; ð4:40Þ
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gk;4 ¼
XN
l¼0
ckl fjul;1j2uk;1  jml j2mkg þ
XN
a;b¼0
dkab fjuaj2jubj2uk  jmaj2jmbj2mkg:
We have jgk;5jtn7: Collecting estimates, using the explicit form of G5;3; jRkjtjjG5 þ
G7jjL1
loc
; and Lemma 4.1, we get
jgkjt jjG5;3jjL1
loc
þ jjG7jjL1
loc
þ n2 max
j
jRjj þ n7 þ n4 max
j
j ’uj j þ n7
t n7 þ n2jjxð3ÞjjL2
loc
þ n4jjxjjL2
loc
þ njjxjj2L2
loc
þ jjx3jjL1
loc
:
Using jjxjjL2
loc
tn3 þ jjxð3ÞjjL2
loc
; we can remove n4jjxjjL2
loc
and get (4.24).
We have noted that ckl are purely imaginary. We now compute the real parts of
dkab: From the previous discussions on gk;1;5; gk;2;5; G5;1 and G5;2; we know that the
only contribution to Re dkab is from i
1eiektðfk; G5;1Þ: We have
i1eiektðfk; G5;1Þ ¼
X
a;b;l;m;j
eiekt xaxb %xl %xmxjðfk; lfafb Im xjlmÞ
þ
X
a;b;l;m;j
2eiekt xa %xbxlxm %xjðfk; lfafb Im xjlmÞ;
and we are interested in those terms of the form Ceiektjuaj2jubj2uk: As mentioned,
Im xjlma0 only if ej  el  emo0; in particular jal; m (not sufﬁcient though).
Therefore, to get products in the ﬁrst summation we need j ¼ k and the
two sets fl; mg and fa; bg are the same; in the second summation we need j ¼ a
and the two sets fl; mg and fk; bg are the same. HencePNa;b¼0 ðRe dkabÞ juaj2jubj2uk is
equal to
XN
a;b¼0
ð2 dbaÞjxaj2jxbj2ukðfk; lfafb Im xkabÞ
þ
XN
a;b¼0
2ð2 dbkÞ jxaj2jxbj2ukðfk; lfafb Im xakbÞ:
Note we have the factors ð2 dbaÞ and ð2 dbkÞ since we have two choices for
assigning l and m if aab (or kab). Recall lfafbfk ¼ fabk; xjlm ¼ KjlmPcflmj ; and
gjlm ¼ ðflmj; Im KjlmPcflmjÞ: We conclude
Re dkab ¼  ð2 dbaÞðfabk; Im xkabÞ þ 2ð2 dbkÞðfkba; Im xakbÞ
¼ ð2 dbaÞgkab  2ð2 dbkÞgakb: &
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4.4. Main estimates
In this subsection we prove Proposition 4.4, which consists of the main estimates
in the transition regime for the solution cðtÞ: It can be used to prove Theorem 1.1
under weaker assumptions. We formulate this stronger result as the following
theorem.
Theorem 4.3 (Strengthened main theorem). Assume Assumptions A0–A3 given in
Section 1. Then there is a small constant n040 such that the following hold. Suppose
cðtÞ ¼ cðt; xÞ is a solution of (1.1) with the initial data cð0Þ ¼ c0 ¼ x00f0 þ?þ
x0NfN þ x0 satisfying, for some npn0; 0oso1=10;
3
4
n2pjx00j2 þ?þ jx0N j2pn2; jjc0jjH151;
jx00jXn3e;
XN
k¼1
jx0kj2
 !1=2
X2jx00j1þs; ð4:41Þ
and for some tA½1; n42s
; for all tX0;
jjeitH0x0jjL5pL5ðtÞ  nð1þ tÞ9=10 þ Cn3tðt þ tÞ9=10;
jjeitH0x0jjL2
loc
pLðtÞ  nð1þ tÞ3=2 þ Cn3 t
t þ tð1þ tÞ
1=2: ð4:42Þ
Then the conclusions of Theorem 1.1 remain true.
In the above theorem, the assumption that jjx0jjYpn=2 in (1.9) of Theorem 1.1 is
replaced by jjx0jjH151 and (4.42). By Lemma 2.3, the assumption jjx0jjYpn=2
implies
jjeitH0x0jjL5tnð1þ tÞ9=10; jjeitH0x0jjL2
loc
tnð1þ tÞ3=2;
and hence (4.42). Thus Theorem 4.3 includes Theorem 1.1 as a special case.
Eq. (4.42) is motivated by [21] and (4.46) below, and may be more convenient for
future application when we study the asymptotic proﬁles of all small solutions. See
[21] for two bound state case. By (4.41), we have jjcðtÞjjL2 ¼ jjc0jjL251 and hence
maxkjxkðtÞj; jjxðtÞjjL251: However, we do not assume any bound of jjc0jjL2 in terms
of n: This is essential for future application. We now state the main proposition.
Proposition 4.4 (Main estimates in transition regime). Assume the same assumptions
of Theorem 4.3 and let t0 ¼ n2: Then there exist t2Xt1Xt0 such that
t1pC4n4 log
1
n
; C14 n
4pt2pC4n42s; ð4:43Þ
T.-P. Tsai / J. Differential Equations 192 (2003) 225–282 271
for some constant C441 independent of n; and we have, at t ¼ t1 and t ¼ t2;
jx0ðt1Þj2; jx0ðt2Þj2X3
4
22Nn2;
XN
k¼1
jxkðt2Þj2
 !1=2
pjx0ðt2Þj1þs: ð4:44Þ
Moreover, for 0ptpt2;
jx0ðtÞjX3
4
sup
0pspt
jx0ðsÞj;
jxkðtÞjp54 n ðk ¼ 0;y; NÞ;
jjxðtÞjjL5pC5 n3t1=10 þ 54L5ðtÞ;
jjxðtÞjjL2
loc
pC5n3 þ 54LðtÞ;
jjxð3ÞðtÞjjL2
loc
pC5n5; for tXt0; ð4:45Þ
where C5 is an explicit constant. We also have the following out-going estimates for
xðt2Þ: For all tX0;
jjeitH0xðt2ÞjjL5pCn3ðt þ t2Þðt2 þ tÞ9=10;
jjeitH0xðt2ÞjjL2
loc
pCn3 t þ t2
t2 þ t ð1þ tÞ
1=2: ð4:46Þ
If we assume, furthermore, that maxNk¼1jx0kjXn=100; then
XN
k¼1
jxkðt2Þj2
 !1=2
X
1
2
jx0ðt2Þj1þs: ð4:47Þ
The time t2; determined by (4.44), is the time when the size of excited states decays
to the order n1þs: This is more than sufﬁcient for proving Theorem 4.3 since we only
need the size of excited states to be smaller than e0n in order to apply Theorem 3.1.
We will prove estimates (4.43)–(4.45) using a continuity argument. Hence we can
assume the following weaker estimates: For 0ptpt2:
jx0ðtÞjX1
2
sup
0pspt
jx0ðsÞj;
jxkðtÞjp32 n ðk ¼ 0;y; NÞ;
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jjxðtÞjjL5p2C5n3t1=10 þ 2L5ðtÞ;
jjxðtÞjjL2
loc
p2C5n3 þ 2LðtÞ;
jjxð3ÞðtÞjjL2
loc
p2C5n5; for tXt0: ð4:48Þ
If we can prove (4.43)–(4.45) assuming (4.48), then (4.43)–(4.45) hold true for all
tA½0; t2
 since (4.48) is never violated.
From the deﬁnition we have L5ðtÞ;LðtÞpn: By (4.48) we have jjxðtÞjjL2
loc
-L5p2n:
Hence assumptions of Lemmas 4.1 and 4.2 are satisﬁed. Since jjcðtÞjjL2 ¼
jjc0jjL251; we have jjxðtÞjjL251: Also, since tpt2pC4n42s;
jjxjjL5tn3t1=102 þ nð1þ tÞ9=10 þ Cn3t1=10 tn13=5s=5 þ nð1þ tÞ9=10; ð4:49Þ
jjxjjL2
loc
tn3 þ nð1þ tÞ3=2 þ Cn3ð1þ tÞ1=2tn3 þ nð1þ tÞ3=2: ð4:50Þ
The proof of Proposition 4.4 is split into the following three lemmas.
Lemma 4.5 (Estimates of dispersive wave). Under assumptions of Proposition 4.4 and
(4.48), the estimates of xðtÞ in (4.45) are true.
Proof. Recall (4.5),
xðtÞ ¼ eitH0x0 þ
Z t
0
eiðtsÞH0Pci1GðsÞ ds:
Note jjGjjL5=4tjjG3jjL5=4 þ jjG  G3  lx2 %xjjL5=4 þ jjlx2 %xjjL5=4 and jjG3jjL5=4pCn3:
Using Lemma 4.1, (4.49) and (4.50),
jjG  G3  lx2 %xjjL1-L5=4tn2jjxjjL2
loc
tn2ðn3 þ nð1þ sÞ3=2Þ; ð4:51Þ
jjlx2 %xjjL5=4tjjxjj2=3L2 jjxjj
7=3
L5
poð1Þ½n13=5s=5 þ nð1þ sÞ9=10
7=3: ð4:52Þ
Hence jjGðsÞjjL5=4tn3 þ n7=3/sS21=10 and
jjxðtÞjjL5p jjeitH0x0jjL5 þ C
Z t
0
jt  sj9=10jjGðsÞjjL5=4 ds
pL5ðtÞ þ C
Z t
0
jt  sj9=10½n3 þ n7=3/sS2110
 ds
p 5
4
L5ðtÞ þ Cn3t1=10:
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Hence jjxðtÞjjL5 is estimated. For the L2loc norm, we use decomposition (4.15) that
xðtÞ ¼ xð2Þ þ xð3Þ with xð3Þ ¼P5j¼1 xð3Þj : We have jjxð2ÞjjL2
loc
pCn3 by its explicit form.
By (4.42) for x0 we have
jjxð3Þ1 ðtÞjjL2
loc
pLðtÞ:
By the singular decay estimate (2.5) in Lemma 2.3 and deﬁnition (4.13) of xjlm; we
have
jjxð3Þ2 ðtÞjjL2
loc
pCn3ð1þ tÞ3=2pCn2LðtÞ:
Using (2.5), (4.13) again and the bound of maxj j ’uj j in Lemma 4.1, we have
jjxð3Þ3 ðtÞjjL2
loc
pC
Z t
0
/t  sS3=2n2 max
j
j ’ujj dspC
Z t
0
/t  sS3=2n5 dspCn5:
For xð3Þ4 ðtÞ; bounding its integrand by either LN or L5-norm and using (4.51), we
have
jjxð3Þ4 ðtÞjjL2
loc
t
Z t
0
minfjt  sj3=2; jt  sj9=10gjjðG  G3  lx2 %xÞðsÞjjL1-L5=4 ds
t
Z t
0
minfjt  sj3=2; jt  sj9=10gn2ðn3 þ nð1þ sÞ3=2Þ ds
t n5 þ n2LðtÞ:
Finally we give two estimates for xð3Þ5 : By Ho¨lder’s inequality and (4.49),
jjx3jjL1-L5=4p jjxjj4=3L2-L5 jjxjj
5=3
L5
poð1Þðn13=5s=5 þ nð1þ sÞ9=10Þ5=3
t n13=3s=3 þ n5=3ð1þ sÞ3=2: ð4:53Þ
The same estimate for xð3Þ4 shows
jjxð3Þ5 ðtÞjjL2
loc
tn13=3s=3 þ n2=3LðtÞ:
Summing the estimates we conclude
jjxjjL2
loc
pjjxð2ÞjjL2
loc
þ
X5
j¼1
jjxð3Þj jjL2
loc
pC5n3 þ 5
4
LðtÞ:
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We now estimate xð3Þ5 in another way. We have
jjx2 %xjjL6=5-L5=4p jjxjj7=9L2-L5 jjxjj
20=9
L5
poð1Þðn13=5s=5 þ nð1þ sÞ9=10Þ20=9
p n52=94s=9 þ n20=9ð1þ sÞ2:
Bounding the integrand of xð3Þ5 ðtÞ by either L6 or L5 norm we have
jjxð3Þ5 ðtÞjjL2
loc
t
Z t
0
minfjt  sj1; jt  sj9=10gjjlx2 %xðsÞjjL6=5-L5=4 ds
t
Z t
0
minfjt  sj1; jt  sj9=10gðn52=94s=9 þ n20=9ð1þ sÞ2Þ ds
t n52=94s=9 log ð1þ t2Þ þ n20=9ð1þ tÞ1 log ð1þ t2Þ:
Summing the estimates and using t2pC4t42s; we get
jjxð3ÞjjL2
loc
p
X5
j¼1
jjxð3Þj jjL2
loc
pCn5 þ 5
4
LðtÞ þ n20=9ð1þ tÞ1 logð1þ t2Þ:
Clearly we have jjxð3ÞðtÞjjL2
loc
pCn5 for t4t0 ¼ n2: &
Lemma 4.6 (Estimates of bound states). Under assumptions of Proposition 4.4 and
(4.48), t1 and t2 satisfying (4.43) can be defined, and the estimates of xkðtÞ ðk ¼
0; 1;y; NÞ in (4.44), (4.45) and (4.47) are true.
Proof. We ﬁrst estimate the error terms gkðtÞ in Eq. (4.23) of uk: Recall (4.24),
jgkðtÞjtn7 þ n2jjxð3ÞjjL2
loc
þ njjxjj2L2
loc
þ jjxjj4=3
L2
loc
jjxjj5=3
L5
:
By (4.48)–(4.50), L5ðtÞ;LðtÞpn; and the computation in (4.53),
jgkðtÞjt n7 þ n2jjxð3ÞjjL2
loc
þ nðn3 þ LÞ2 þ ðn3 þ LÞ4=3ðn13=3s=3 þ n2=3LðsÞÞ
t n7 þ n2jjxð3ÞjjL2
loc
þ n14=3s=3Lþ nL2:
For tpt0 ¼ n2; using the ﬁrst estimate of jjxð3Þ5 jjL2
loc
; we have
jjxð3ÞjjL2
loc
pP5j¼1 jjxð3Þj jjL2
loc
tn13=3s=3 þ L: Hence
jgkðtÞjtn6þ1=3s=3 þ n2L ðtA½0; t0
Þ: ð4:54Þ
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For tXt0 we have jjxð3ÞðtÞjjL2
loc
pCn5 and LðtÞtn2: Thus
jgkðtÞjtn7 ðtA½t0; t2
Þ: ð4:55Þ
We now estimate bound states. As illustrated in Example 1 of Section 1, some
bound states may grow at intermediate time. We will use the following monotonicity
properties. Recall that fk ¼ jmkj2; k ¼ 0;y; N; satisfy (4.27). Motivated by (1.19), we
consider the following functions:
f ðtÞ ¼ f0ðtÞ; gðtÞ ¼
XN
k¼1
fk; gþðtÞ ¼
XN
k¼1
2kfk: ð4:56Þ
By (4.41), (4.42) and (4.22) we have
f ð0ÞX21n62e; 2n2Xf ð0Þ þ gð0ÞX21n2; f ð0Þ þ gþð0ÞX21Nn2; ð4:57Þ
if n is sufﬁciently small. Although g and gþ are comparable, ð f þ gÞðtÞ is almost
monotone decreasing while ð f þ gþÞðtÞ is almost monotone increasing in the
following sense:
d
dt
ð f þ gÞðtÞp2ðN þ 1Þmax
k
j %mkgkj;
d
dt
ð f þ gþÞðtÞX 2ðN þ 1Þmax
k
j %mkgkj: ð4:58Þ
We now prove (4.58). By (4.25) and (4.27),
d
dt
ð f þ gÞ 
XN
k¼0
2 Re %mkgk ¼
XN
a;b;k¼0
2ðRe dkabÞ fa fb fk
¼
XN
a;b;k¼0
2½ð2 dbaÞgkab  2ð2 dbkÞgakb
 fa fb fk: ð4:59Þ
Switching a and k in the terms with minus sign, we see that the above sum is
nonpositive. Similarly,
d
dt
ð f þ gþÞ 
XN
k¼0
21k Re %mkgk ¼
XN
a;b;k¼0
21kðRe dkabÞ fa fb fk
¼
XN
a;b;k¼0
21k½ð2 dbaÞgkab  2ð2 dbkÞgakb
 fa fb fk
¼
XN
a;b;k¼0
½21kð2 dbaÞgkab  22að2 dbaÞgkab
 fa fb fk:
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In the last line we have switched a and k for terms with minus sign. If kXa then
gkab ¼ 0: Hence 21kX22a for nonzero terms and the above sum is nonnegative. We
have shown (4.48). We now estimate the bound states in three steps.
Step 1 (Initial layer): In this period the dispersive part disperses away so much that
it becomes negligible locally. The time it takes is less than t0 ¼ n2; which is not long
enough to change the magnitudes of the bound states. Explicitly, by (4.27), (4.48)
and (4.54) we have
j ’fkðsÞjpCn4a2 þ aðn6þ1=3s=3 þ n2LðsÞÞ;
for k ¼ 0; 1;y; N; where a ¼ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃfkð0Þp : Thus, for tA½0; t0
;
jfkðtÞ  fkð0Þjt
Z t
0
n4a2 þ aðn6þ1=3s=3 þ n2LðsÞÞ ds
t n4a2t0 þ an6þ1=3s=3t0 þ an2ðn þ n3
ﬃﬃﬃﬃ
t0
p Þ
t n2a2 þ n3a:
Since n3apnea2 þ n6e; we have jfkðtÞ  fkð0Þjtnefkð0Þ þ n6e: By (4.57), we have
jf0ðtÞ  f0ð0Þj5f0ð0Þ; jgðtÞ  gð0Þj5gð0Þ; and jgþðtÞ  gþð0Þj5gþð0Þ:
Step 2 (Transition regime (i)): After time t ¼ t0 most mass of the dispersive wave is
far away and has no effect on the local dynamics. Two possible situations can occur:
We either have f ðt0ÞX22Nn2 or the opposite. In the ﬁrst case we deﬁne t1 ¼ t0 and
jump to next step. We now focus on the second case. In the second case the ground
state begins to grow exponentially until it is of order n: The time it takes is of order
n4 log n1: Deﬁne
t1  sup tXt0: sup
t0pspt
f0ðsÞp22Nn2
 
: ð4:60Þ
By assumption t14t0: We want to show that
t0ot1pt01  t0 þ 28þ2NNg10 n4 log
1
n
: ð4:61Þ
Suppose (4.61) fails, that is, f0ðtÞo22Nn2 for all tpt01: We have by (4.57), (4.55)
and (4.58), for all tA½t0; t01
;
gþðtÞX ð f0 þ gþÞðt0Þ  f0ðtÞ  C
Z t
t0
max
k
jmkjjgkj ds
X 21Nn2  22Nn2  Cnn7 n4 log 1
n
 
X23Nn2:
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In particular, the coefﬁcient
PN
a;b¼0 2ðRe d0abÞ fa fb of the linear term in (4.27) for ’f0
can be bounded from below as follows:
XN
a;b¼0
2ðRe d0abÞ fa fb ¼
XN
a;b¼0
2ð2 dbaÞg0ab fa fbX
XN
a¼1
2g0 f
2
aX2g0N
1g2
X 2g0N
1g2þX2
52Ng0N
1n4: ð4:62Þ
Since
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
f0ðtÞ
p ¼ f0ðtÞ=jm0ðtÞjp3f0ðtÞ=jm0ð0Þjp4f0ðtÞn3þe by (4.41) and (4.48), we
have for tXt0;
’f0ðtÞX252Ng0N1n4f0 
ﬃﬃﬃﬃ
f0
p
Cn7X262Ng0N
1n4f0;
if n is sufﬁciently small. Hence
f0ðtÞXf0ðt0Þ expf262Ng0N1n4ðt  t0Þg; ð4:63Þ
for tA½t0; t01
: However, using the deﬁnition of t01 and
f0ðt0ÞX34jx0ðt0Þj2X 316jx0ð0Þj2X 316 n62e;
(4.63) implies f0ðt01Þ422Nn2; which is a contradiction. This contradiction shows
the existence of t1A½t0; t01
 so that f0ðt1Þ ¼ 22Nn2: We also have (4.45) and (4.63) for
all tpt1:
Step 3 (Transition regime (ii)): For tXt1; f0ðtÞ is large enough to cause gðtÞ to decay
in a rate we can control. Deﬁne
t2  sup tXt1: inf
t1pspt
gðsÞXn2þ2s
 
: ð4:64Þ
We want to show that
t1pt2pt02  t1 þ n42s: ð4:65Þ
Suppose the contrary, then gðtÞXn2þ2s for all tpt02: By (4.48) and (4.60), for t4t1
we have
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
f0ðtÞ
p
pf0ðtÞð12 f0ðt1ÞÞ1=2p2ð3þNÞ=2nf0ðtÞ: Recall from (4.62) thatPN
a;b¼0 2ðRe d0abÞfa fbX2g0N1g2: Hence for tA½t1; t02
;
’f0ðtÞX2g0N1g2 
ﬃﬃﬃﬃ
f0
p
Cn740:
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Thus ’f040 and f0ðtÞX22Nn2 for tA½t1; t02
: In particular (4.45) holds for t4t1 and
(4.44) holds for x0ðt2Þ should t2 exist. By Eq. (4.27) for ’f0;
’gðtÞp  ’f0ðtÞ þ
XN
k¼0
2 Re %mkgk
¼ 
XN
a;b¼0
2ðRe d0abÞfa fb
( )
f0 þ
XN
k¼1
2 Re %mkgk
p  2g0N1g2f0 þ
XN
k¼1
2 Re %mkgk
p  21Nn2g0N1g2 þ Cnn7
o  22Ng0N1n2g2;
if n is sufﬁciently small. In the second line we have cancelled 2 Re %m0g0: In the third
line we used (4.62). Thus, by comparison principle,
gðtÞo½gðt1Þ1 þ 22Ng0N1n2ðt  t1Þ
1 ðt1otpt02Þ:
for tAðt1; t02
: However, by the deﬁnition of t02 this implies gðt02Þon2þ2s; which is a
contradiction. This contradiction shows the existence of t2 satisfying (4.65).
Similarly, since ’gðtÞ4 Cn2gðtÞ2 for t1ptpt2; we have a lower bound
gðtÞX½gðt1Þ1 þ Cn2ðt  t2Þ
1 by comparison principle. This implies t2  t1XCn4
in (4.43). Finally, (4.47) is by deﬁnition (4.64) of t2; and the fact that t2at1 if
maxNk¼1jx0kj4n=100: &
We have proven (4.43)–(4.45) in Proposition 4.4 using assumption (4.48). Since
(4.48) holds for t ¼ 0; it holds for all tpt2 by continuity. Hence (4.43)–(4.45) are
proven.
Lemma 4.7 (Out-going estimates). Out-going estimates (4.46) for xðt2Þ are true.
Proof. Let t ¼ t2 þ t: We have
eitH0xðt2Þ ¼ eitH0x0 þ JðtÞ; JðtÞ 
Z t2
0
eiðtsÞH0PcGðsÞ ds:
The estimate of eitH0x0 is by (4.42), since L5ðtÞpCn3ðt þ t2Þð1þ tÞ9=10 and
LðtÞpCn3ðt þ t2Þð1þ tÞ1ð1þ tÞ1=2 if t2Xn2: To estimate JðtÞ; we use the
following integral inequalities: For tXTX1;
Z T
0
jt  sj9=10 dspCTt9=10; ð4:66Þ
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Z T
0
minfðt  sÞ3=2; ðt  sÞ9=10g dspCTt1/t  TS1=2: ð4:67Þ
See [21, Lemma 2.6]. Since jjGðsÞjjL1-L5=4pCn3 for sA½0; t2
; we have
jjJðtÞjjL5pC
Z t2
0
jt  sj9=10jjGxðsÞjjL5=4 dspC
Z t2
0
jt  sj9=10n3 ds
pCn3t2ð1þ tÞ9=10;
jjJðtÞjjL2
loc
pC
Z t2
0
minfjt  sj3=2; jt  sj9=10gfGðsÞgL1-L5=4 ds
pC
Z t2
0
minfjt  sj3=2; jt  sj9=10gn3 ds
pCn3t2t1ð1þ t  t2Þ1=2:
The proof of Proposition 4.4 is complete. &
Proof of Theorem 4.3. To prove Theorem 4.3 using Theorem 3.1, we want to use
cðt2Þ as the initial data and decompose cðt2Þ according to (3.1), i.e., with respect to
L; and check assumptions (3.4)–(3.5). If the last condition in (4.41) fails, we simply
set t2 ¼ 0: We have jx0ðt2ÞjBn: We may redeﬁne n ¼ jx0ðt2Þj: Let r0 ¼ ðjx1ðt2Þj2 þ
?þ jxNðt2Þj2Þ1=2: We have
jx0ðt2Þj ¼ n; r0pCn1þs; jjxðt2ÞjjL2
loc
pCn3 ð4:68Þ
ðr0Bn1þs if maxNk¼1jx0kjXn=100:) Let QE0 be the unique nonlinear ground state so
that QE0 ¼ nf0 þ k with k>f0; k ¼ Oðn3Þ: Also choose eiy0 ¼ n1x0ðt2Þ: We have
jjcðt2Þ  QE0eiy0 jjL2
loc
pjjkjjL2
loc
þ jjcðt2Þ  x0ðt2Þf0jjL2
loc
tn3 þ r0 þ n3tr0; which is
much smaller than n: By Lemma 2.2, for each E close to E0; we can decompose
cðt2Þ as cðt2Þ ¼ ½QE þ aRE þ zþ Z
eiy using decomposition (3.1) with respect toLE :
We have
eiycðt2Þ  QE ¼ aR þ zþ Z ¼ k þ Z þ x; ð4:69Þ
where Z ¼ eiy½x1ðt2Þf1 þ?þ xNðt2Þ
 and x ¼ eiyxðt2Þ: With E ¼ E0 in (4.69), we
have aE0 ¼ ðc1Q;Re k þ Z þ xÞ ¼ c1ðnf0 þ k;Re k þ Z þ xÞ: Since f0>ðk þ Z þ
xÞ; we have
jaE0 jpn3ðn3 þ r0 þ n3ÞtCn3r0;
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which is much smaller than r20: Denote PE ¼
PN
k¼1 PEk : We also have
jjz PEZjj ¼ jjPEðk þ xÞjjtn3 þ n2jjxjjL2
loc
tn3;
and hence jjzjj ¼ r0 þ Oðn3Þ: We have veriﬁed (3.4) with E ¼ E0: For all E with
jE  E0jpDr20; write Z1 ¼ PLc ðk þ ZÞ and Z2 ¼ PLc x ¼ PLc eiyxðt2Þ: We have
esLZ ¼ esLZ1 þ esLZ2:
Since Z1 is a localized function bounded by jjkjj þ n2jjZjjtn3; we get
jjesLZ1jjL5pCn3ð1þ sÞ9=105n4=5rðsÞ8=5;
jjesLZ1jjL2
loc
pCn3ð1þ sÞ3=25n1=2ð1þ sÞ1=2r2ðsÞ:
Recall rðsÞ ¼ ½r20 þ N1g0n2s
1=2 with r0Bn1þs: Write L as L ¼ iðH0  EÞ þ
W ; where Wh ¼ 2lQ2h þ lQ2 %h is a localized operator bounded by n2: We have
etLZ2 ¼ PLc eitðH0EÞeiyxðt2Þ þ PLc
Z t
0
eðtsÞLWeisðH0EÞeiyxðt2Þ ds:
Hence
jjetLZ2jjL5pjjeitH0xðt2ÞjjL5 þ
Z t
0
jt  sj9=10n2jjeisH0xðt2ÞjjL2
loc
ds;
jjetLZ2jjL2
loc
p jjeitH0xðt2ÞjjL2
loc
þ
Z t
0
minfjt  sj3=2; jt  sj9=10gn2jjeisH0xðt2ÞjjL2
loc
ds:
Using the out-going estimates (4.46) for eisH0xðt2Þ; we conclude estimates (3.5) for
ZE for all E close to E0 with jE  E0jpDr20: Hence assumptions of Theorem 3.1 are
veriﬁed for cðt2Þ and Theorem 4.3 is proven. &
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