On simply-laced generalized root systems by Nakamura, Shunsuke et al.
ar
X
iv
:1
60
3.
07
82
1v
1 
 [m
ath
.A
G]
  2
5 M
ar 
20
16
ON SIMPLY-LACED GENERALIZED ROOT SYSTEMS
SHUNSUKE NAKAMURA, YUUKI SHIRAISHI, AND ATSUSHI TAKAHASHI
Abstract. We show the uniqueness and existence of the Euler form for a simply-laced
generalized root system. This enables us to show that the Coxeter element for a simply-
laced generalized root system is admissible in the sense of R. W. Carter. As an appli-
cation, the isomorphism classes of simply-laced generalized root systems with positive
definite Cartan forms are classified by Cartar’s admissible diagrams associated to their
Coxeter elements.
1. Introduction
The notion of simply-laced generalized root systems is introduced by Kyoji Saito [4]
in his study of period mappings of primitive forms in the deformation theory of isolated
hypersurface singularities. This is an axiomatization of the tuple consisting of the middle
homology group of the Milnor fibration, the intersection form, the set of vanishing cycles
and the Milnor monodromy (see Definition 2.1). One of the most famous examples of
them is from the deformation theory of a simple elliptic singularity, which is called an
elliptic root system. The elliptic root systems and the Lie algebras associated to them
are beyond the theory of Kac–Moody Lie algebras. This class is extensively studied by
many researchers including K. Saito. We suggest only [5, 6] here for the relevance to the
present paper. A finite root system, an affine root systems, or the set of real roots in
the lattice with the Cartan form of a Kac–Moody Lie algebra, which is called a KM root
system here, also appears as a substructure of a simply-laced generalized root system.
The difference between simply-laced generalized root systems and such root systems is
the Coxeter element, which plays an important role.
Certain simply-laced generalized systems are constructed from the deformation the-
ory of affine cusp polynomials x1 + x
a2
2 + x
a3
3 − cx1x2x3 (see [7, 8, 10]). If we forget
their Coxeter elements, then they all give the affine root system of type A˜a2+a3 . These
simply-laced generalized root systems have the different Coxeter elements corresponding
to different pairs (a2, a3) with a2 ≤ a3 and hence they are non-isomorphic to each other.
Therefore, simply-laced generalized root systems have finer information than the usual
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ones. Due to the Coxeter elements, simply-laced generalized root systems can be equipped
with not only representation theoretic information but also geometric one.
Except for studies of elliptic root systems mentioned above, general properties of
simply-laced generalized root systems are hardly known. However, it is shown by [8] that
they are constructed from triangulated categories with good algebraic origins; the tuple
consisting of the Grothendieck group, the symmetrized Euler form, the set of isomorphic
classes of exceptional collections and the automorphism induced by the Serre functor.
It is important to note here that the Euler form, the definitely important pairing, gives
the Cartan form. Therefore, it is natural to ask whether a simply-laced generalized root
system has such a nice bilinear form.
The main result of the present paper is the following positive answer to this:
Theorem 1.1 (Theorem 2.11). Let R = (K0(R), IR,∆re(R), cR) be a simply-laced gen-
eralized root system. There exists a unique non-degenerate bilinear form χR : K0(R) ×
K0(R) −→ Z satisfying the following properties:
(i) We have IR = χR + χ
T
R, namely,
IR(λ, λ
′) = χR(λ, λ
′) + χR(λ
′, λ), λ, λ′ ∈ K0(R).
(ii) We have
χR(λ, λ
′) = −χR(λ
′, cRλ), λ, λ
′ ∈ K0(R).
In particular, the Coxeter transformation cR is equal to −χ
−1
R χ
T
R.
If the Cartan form of a simply-laced generalized root system is positive definite,
we can show that the Coxeter element is admissible (see Definition 3.5) in the sense
of R. W. Carter (see Proposition 3.9) by Theorem 2.11. Here we define morphisms
between simply-laced generalized root systems as isometric Z–homomorphisms which are
compatible with Coxeter transformations and induce maps between the sets of real roots
(see Definition 2.6). Then we can classify isomorphism classes of simply-laced generalized
root systems whose Cartan forms are positive definite by admissible diagrams introduced
and classified by R. W. Carter:
Theorem 1.2 (Theorem 3.12). Let Rirr,pd be the set of irreducible positive definite gen-
eralized root systems, Γ the set of diagrams in Proposition 3.6 (ii) and AR the diagram
in Proposition 3.6 (ii) which is isomorphic to the admissible diagram associated to the
Coxeter element cR of R. The map
ϕ : Rirr,pd −→ Γ, R 7→ AR,
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induces the natural bijection:
ϕ : Rirr,pd/ ∼
∼=
−→ Γ, [R] 7→ AR,
where [R] is the isomorphism class of R ∈ Rirr,pd.
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2. Simply-laced generalized root systems
2.1. Simply-laced generalized root systems and morphisms. We recall the defini-
tion of simply-laced generalized root systems introduced by K. Saito [4]. In addition, we
define a certain class of morphisms between simply-laced generalized root systems.
Definition 2.1. A simply-laced generalized root system R of rank µ consists of
• a free Z-module K0(R) of rank µ called the root lattice,
• a symmetric bilinear form IR : K0(R)×K0(R) −→ Z called the Cartan form,
• a subset ∆re(R) of K0(R) called the set of real roots,
• an element cR of W (R) called the Coxeter transformation,
such that
(i) K0(R) = Z∆re(R).
(ii) For all α ∈ ∆re(R), IR(α, α) = 2.
(iii) For all α ∈ ∆re(R), the element rα of Aut(K0(R), IR), the group of automor-
phisms of K0(R) respecting IR, defined by
rα(λ) := λ− IR(λ, α)α, λ ∈ K0(R)
makes ∆re(R) invariant, namely, rα(∆re(R)) = ∆re(R).
(iv) Let W (R) be the Weyl group of R defined by
W (R) := 〈rα | α ∈ ∆re(R)〉 ⊂ Aut(K0(R), IR)〉.
Then there exists an ordered set B = (α1, . . . , αµ) of elements of ∆re(R) called a
root basis of R which satisfies
(a) K0(R) =
µ⊕
i=1
Zαi,
(b) W (R) = 〈rα1 , . . . , rαµ〉,
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(c) ∆re(R) = W (R)B,
(d) cR = rα1 · · · rαµ .
Definition 2.2. Let R = (K0(R), IR,∆re(R), cR) be a simply-laced generalized root sys-
tem. R is called reducible if there exist subsets ∆1,∆2 ⊂ ∆re(R) satisfying the following
conditions:
∆re(R) = ∆1 ∪∆2, ∆1 ∩∆2 = ∅,
IR(α1, α2) = 0 for α1 ∈ ∆1, α2 ∈ ∆2.
A simply-laced generalized root system R is called irreducible if R is not reducible.
Definition 2.3. Put
rad(IR) := {λ ∈ K0(R) | IR(λ, λ
′) = 0 for all λ′ ∈ K0(R)}
and call it the radical of R.
Lemma 2.4. Let R = (K0(R), IR,∆re(R), cR) be a simply-laced generalized root system.
(i) If α ∈ ∆re(R), then −α ∈ ∆re(R).
(ii) Suppose that α ∈ ∆re(R). Then cα ∈ ∆re(R) for some constant c ∈ Z if and only
if c = ±1.
(iii) If α ∈ ∆re(R), then r−α = rα.
Proof. It is almost clear from the facts that −α = rα(α), IR(cα, cα) = 2c
2 and the
definition of reflections. 
Proposition 2.5. Let R = (K0(R), IR,∆re(R), cR) be a simply-laced generalized root
system. Let I : K0(R) × K0(R) −→ Z be a symmetric bilinear form which satisfies the
following conditions:
• For all α ∈ ∆re(R), we have I(α, α) = 2.
• For all α ∈ ∆re(R), we have I(rα(λ), rα(λ
′)) = I(λ, λ′) for all λ, λ′ ∈ K0(R).
Then we have I = IR.
Proof. For all λ ∈ K0(R) and α ∈ ∆re(R), we have
I(λ, α) = I(rα(λ), rα(α)) = −I(rα(λ), α)
= −I (λ− IR(λ, α)α, α) = −I(λ, α) + 2IR(λ, α).
Therefore, we have I(λ, α) = IR(λ, α) and hence I = IR. 
Definition 2.6. Let R = (K0(R), IR,∆re(R), cR) and R
′ = (K0(R
′), IR′ ,∆re(R
′), cR′) be
simply-laced generalized root systems. A morphism φ : R −→ R′ is a Z-homomorphism
φ : K0(R) −→ K0(R
′) satisfying the following conditions:
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(i) For all λ1, λ2 ∈ K0(R), we have
IR′ (φ(λ1), φ(λ2)) = IR(λ1, λ2).
(ii) For all α ∈ ∆re(R), we have φ(α) ∈ ∆re(R
′).
(iii) We have φ ◦ cR = cR′ ◦ φ, namely, The following diagram commutes:
K0(R)
φ
//
cR

K0(R
′)
cR′

K0(R)
φ
// K0(R
′)
.
Remark 2.7. The notion of isomorphisms of simply-laced generalized root systems is de-
fined in the obvious way. Namely, a morphism φ : R −→ R′ is an isomorphism if there
exists a morphism ψ : R′ −→ R such that ψ ◦ φ = idR and φ ◦ ψ = idR′ .
Lemma 2.8. Let R = (K0(R), IR,∆re(R), cR) and R
′ = (K0(R
′), IR′ ,∆re(R
′), cR′) be
simply-laced generalized root systems and φ : R −→ R′ a morphism. If λ ∈ K0(R)
satisfies φ(λ) = 0, then λ belongs to rad(IR).
Proof. For all λ′ ∈ K0(R), we have
IR(λ, λ
′) = IR′ (φ(λ), φ(λ
′)) = 0.
Therefore this lemma holds. 
Lemma 2.9. Let R = (K0(R), IR,∆re(R), cR) and R
′ = (K0(R
′), IR′ ,∆re(R
′), cR′) be
simply-laced generalized root systems and φ : R −→ R′ a morphism. For α ∈ ∆re(R), we
have
φ ◦ rα = rφ(α) ◦ φ.
Proof. For any λ ∈ K0(R), we have
φ (rα(λ)) = φ (λ− IR(λ, α)α)
= φ(λ)− IR(λ, α)φ(α)
= φ(λ)− IR′ (φ(λ), φ(α))φ(α)
= rφ(α) (φ(λ)) .
Therefore this lemma holds. 
Lemma 2.10. Let R = (K0(R), IR,∆re(R), cR) and R
′ = (K0(R
′), IR′,∆re(R
′), cR′) be
simply-laced generalized root systems and φ : R −→ R′ a morphism. The Z-submodule
Im(φ) ⊂ K0(R
′) is invariant under the Coxeter transformation cR′ :
cR′ (Im(φ)) ⊂ Im(φ).
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Proof. It is obvious from the definition cR′ ◦ φ = φ ◦ cR. 
2.2. Euler form. In this subsection, we show the existence and uniqueness of the Euler
form on a simply-laced generalized root system.
Theorem 2.11. Let R = (K0(R), IR,∆re(R), cR) be a simply-laced generalized root sys-
tem. There exists a unique non-degenerate bilinear form χR : K0(R) × K0(R) −→ Z
satisfying the following properties:
(i) We have IR = χR + χ
T
R, namely,
IR(λ, λ
′) = χR(λ, λ
′) + χR(λ
′, λ), λ, λ′ ∈ K0(R). (2.1a)
(ii) We have
χR(λ, λ
′) = −χR(λ
′, cRλ), λ, λ
′ ∈ K0(R). (2.1b)
In particular, the Coxeter transformation cR is equal to −χ
−1
R χ
T
R.
Proof. First, we show the existence of such a bilinear form. We prove it by exactly the
same argument in Proposition 2.4 in [3]:
Lemma 2.12. Let (α1, . . . , αµ) be a root basis of a simply-laced generalized root system R.
Define the bilinear form χR on K0(R) by the upper triangular part of the Cartan matrix
IR, namely,
χR(αi, αj) :=

IR(αi, αj) if i < j,
1 if i = j,
0 if i > j.
Then the bilinear form χR satisfies the properties in Theorem 2.11.
Proof. Set Ei := (α1, . . . , αi) for i = 1, . . . , µ. We show this lemma by the induction for
i. For y = mα1 ∈ Zα1, we have
χR(y, rα1(x)) = χR(y, x)− IR(x, α1) · χR(y, α1)
= χR(y, x)− IR(x, α1) ·m
= χR(y, x)− IR(x, y) = −χR(x, y).
Assume that χR(y, rα1 · · · rαi(x)) = −χR(x, y) for y ∈
i⊕
j=1
Zαj . Under this assump-
tion, we shall show that χR(y, rα1 · · · rαi+1(x)) = −χR(x, y) for y ∈
i+1⊕
j=1
Zαj . In order to
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show this, it is sufficient to consider the following two cases; y ∈
i⊕
j=1
Zαj and y ∈ Zαi+1.
For the case that y ∈
i⊕
j=1
Zαj , we have
χR(y, rα1 · · · rαi · rαi+1(x)) = −χR(rαi+1(x), y)
= −χR(rαi+1(x)− x, y)− χR(x, y)
= −χR(x, y),
since rαi+1 · · · rαµ(x)− x ∈
µ⊕
j=i+1
Zαj . For the case that y = mαi+1 ∈ Zαi+1, we have
χR(y, rα1 · · · rαi · rαi+1(x)) = χR(y, rα1 · · · rαi · rαi+1(x)− rαi+1(x)) + χR(y, rαi+1(x))
= χR(y, rαi+1(x))
= χR(y, x)− IR(x, αi+1) · χR(y, αi+1)
= χR(y, x)− IR(x, αi+1) ·m
= χR(y, x)− IR(x, y) = −χR(x, y)
since rα1 · · · rαi · rαi+1(x)− rαi+1(x) ∈
i⊕
j=1
Zαj . Therefore this lemma holds. 
We show the following lemma necessary to prove the uniqueness.
Lemma 2.13. There exist finitely many sub Z–modules Vi indexed by a certain finite set
I satisfying the following conditions:
(i)
∑
i∈I
Vi = K0(R).
(ii) Vi ⊕ rad(IR) = K0(R) for all i ∈ I. In particular, the restriction of IR to Vi × Vi
is non-degenerate for all i ∈ I.
Proof. Set µ0 := rank rad(IR). We shall construct the sub Z–modules Vi explicitly. It is
obvious that there exists a Z–basis β1, . . . , βµ of K0(R) such that the restriction of IR to
µ−µ0∑
i=1
Zβi ×
µ−µ0∑
i=1
Zβi is non-degenerate and IR(βj, βj) 6= 0 for all j = 1, . . . , µ. Indeed we
can take β1, . . . , βµ as an appropriate permutation of the initial root basis (α1, . . . , αµ).
A Z–basis of rad (IR) can be written as follows:
δi :=
µ∑
k=1
mikβk, i = 1, . . . µ0.
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If there exists a nontrivial sequence of integers (k1, . . . kµ0) such that
µ0∑
j=1
kj
(
µ∑
k=µ−µ0+1
mjkβk
)
= 0, (2.2)
then the equation (2.2) implies
µ0∑
j=1
kjδj ∈
µ−µ0∑
i=1
Zβi by the equations
µ∑
k=µ−µ0+1
mjkβk = δj −
µ−µ0∑
k=1
mjkβk, j = 1, . . . , µ0. (2.3)
The equation (2.2) is contradictory to the assumption for
µ−µ0∑
i=1
Zβi. Hence the elements
µ∑
k=µ−µ0+1
mjkβk for j = 1, . . . , µ0 are linearly independent. Moreover, by the equation
(2.3), we have the following equation:
K0(R) =
µ−µ0∑
i=1
Zβi +
µ0∑
i=1
Zδi =
µ−µ0∑
i=1
Zβi +
µ0∑
i=1
Z
(
µ∑
k=µ−µ0+1
mikβk
)
. (2.4)
Thus the elements βi for i = 1, . . . , µ − µ0 and
µ∑
k=µ−µ0+1
mjkβk for j = 1, . . . , µ0 are
generators of K0(R).
We consider the following Z–homomorphism f : K0(R)→ K0(R):
f(βi) = βi if i = 1, . . . , µ− µ0,
f(βi+µ−µ0) =
µ∑
k=µ−µ0+1
mikβk if i = 1, . . . , µ0.
By the equation (2.4), we have Coker(f) = 0. We denote the representation matrix of f
restricted to the sub Z–module
µ∑
k=µ−µ0
Zβk as follows:
M ′ :=

aµ−µ0+11 · · · aµ−µ0+1j · · · aµ−µ0+1µ0
...
. . .
...
ak1 akj akµ0
...
. . .
...
aµ1 · · · aµj · · · aµµ0

.
If the absolute value of det(M ′) is greater than one, the cokernel of f is nontrivial and
has torsions by the theory of elementary divisors.
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By the above argument, the matrix M ′ is an element in GL(µ0,Z). Then we have
the following equation:
(βµ−µ0+1, . . . , βµ) = (δ1, . . . δµ0)(M
′)−1 + (−
µ−µ0∑
k=1
m1kβk, . . . ,−
µ−µ0∑
k=1
mµ0kβk)(M
′)−1.
We set L
(1)
i (δ1, . . . , δµ0) and L
(2)
i (β1, . . . , βµ−µ0) as follows:
(L
(1)
1 (δ1, . . . , δµ0), . . . , L
(1)
µ0
(δ1, . . . , δµ0)) := (δ1, . . . δµ0)(M
′)−1
(L
(2)
1 (β1, . . . , βµ−µ0), . . . , L
(2)
µ0
(β1, . . . , βµ−µ0) := (−
µ−µ0∑
k=1
m1kβk, . . . ,−
µ−µ0∑
k=1
mµ0kβk)(M
′)−1.
It is clear that the elements L
(1)
i (δ1, . . . , δµ0) for i = 1, . . . , µ0 form a Z–basis of rad(IR)
by their constructions.
Since β1, . . . , βµ are linearly independent, we can define the following set:
Supp
(
µ∑
k=1
mkβk
)
:= {i ∈ {1, . . . , µ}|mi 6= 0}.
Since IR(βµ−µ0+i, βµ−µ0+i) 6= 0, we have Supp(L
(2)
i (β1, . . . , βµ−µ0)) 6= ∅. For i = 1, . . . , µ0,
we take numbers pi ∈ Supp(L
(2)
i (β1, . . . , βµ−µ0)). We check that the following sub Z–
modules V(i,pi) and the sub Z–module V1 :=
µ−µ0∑
i=1
Zβi are the desired ones:
V(i,pi) := Zβµ−µ0+i +
∑
1≤j≤µ−µ0,j 6=pi
Zβj , i = 1, . . . µ0.
A nonzero element in V(i,pi) and L
(1)
j (δ1, . . . , δµ0) for all j = 1, . . . , µ0 are linearly inde-
pendent. Hence the restriction IR to V(i,pi) × V(i,pi) is non-degenerate. In addition, we
have
∑
i∈I
Vi = K0(R) and Vi ⊕ rad(IR) = K0(R) for each element i ∈ I where we set
I := {1, (1, p1), . . . , (µ0, pµ0)}. 
Next, we show the uniqueness of such a bilinear form.
Lemma 2.14. Assume that there exists a non-degenerate bilinear form χ satisfying (2.1a)
and (2.1b). Then the bilinear form χ is unique.
Proof. Set Bi,1 := {βj}βj∈Vi and Bi,2 := {L
(1)
j (δ1, . . . , δµ0)}1≤j≤µ0 as in Lemma 2.13 and
denote by Ii, Xi and Ci the representation matrices of IR, χ and cR concerning the Z–basis
Bi,1 ∪Bi,2 respectively.
The bilinear form χ (resp. IR) defines an element in HomZ(K0(R),HomZ(K0(R),Z))
by a 7→ (b 7→ χ(a, b)) (resp. a 7→ (b 7→ IR(a, b))). Then X
−1
i
is the representation matrix
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between the Z–bases B′
i,1 ∪ B
′
i,2 and Bi,1 ∪ Bi,2 where B
′
i,1 and B
′
i,2 are the dual Z–basis
of Bi,1 and Bi,2 respectively.
Denote by (M)B,B′ the submatrix of the representation matrix M corresponding to
sub Z–bases B and B′. The submatrix (Ii)Bi,1B′i,1 is invertible by Lemma 2.13. Therefore
we have
(X−1
i
)B′
i,1
,Bi,1 = (1(µ−µ0)×(µ−µ0) − (Ci)Bi,1,Bi,1)((Ii)Bi,1B′i,1)
−1,
(X−1
i
)B′
i,1
,Bi,2 = −((Ci)Bi,1,Bi,2)((Ii)Bi,1,B′i,1)
−1.
Thus we can determine the representation matrix of χ−1 concerning the Z–bases
⋃
i∈I
B′
i,1
and
⋃
i∈I
Bi,1. Therefore, the bilinear form χ should be unique if it exists. 
We have finished the proof of this theorem. 
Definition 2.15. Let R = (K0(R), IR,∆re(R), cR) be a simply-laced generalized root
system. The bilinear form χR in Proposition 2.11 is called the Euler form of R.
2.3. Properties of morphisms. In this subsection, we give a sufficient condition for
monomorphism. Moreover we also give an example of a morphism which is not monomor-
phism.
Proposition 2.16. Let φ : R → R′ be a morphism. If the Cartan form IR of R is
non-degenerate, then φ is a monomorphism.
Proof. We show that a morphism φ induces an isometric Z–homomorphism for Euler
forms:
Lemma 2.17. Let φ : R → R′ be a morphism. Assume that the Cartan form IR of R is
non-degenerate. Then we have
χR′ (φ(λ1), φ(λ2)) = χR(λ1, λ2)
for all λ1, λ2 ∈ K0(R).
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Proof. Set χ′R(λ1, λ2) := χR′ (φ(λ1), φ(λ2)) for all λ1, λ2 ∈ K0(R). By the Serre duality
for χR′ and the commutativity cR′ ◦ φ = φ ◦ cR, we have
IR(λ1, λ2) = IR′ (φ(λ1), φ(λ2))
= χR′ (φ(λ1), φ(λ2)) + χR′ (φ(λ2), φ(λ1))
= χR′ (φ(λ1), φ(λ2)) + χR′ (φ(λ1),−cR′(φ(λ2)))
= χR′ (φ(λ1), φ(λ2)) + χR′ (φ(λ1), φ(−cR(λ2)))
= χR′ (φ(λ1), φ((1− cR)(λ2)))
= χ′R(λ1, (1− cR)(λ2))
= χ′R(λ1, (χ
−1
R ◦ χR ◦ (1− cR))(λ2)) (2.5)
= χ′R(λ1, (χ
−1
R ◦ IR)(λ2)). (2.6)
Here we regard the bilinear forms χR and IR as elements of HomZ(K0(R),HomZ(K0(R),Z))
as in Lemma 2.14 in the lines (2.5) and (2.6). Therefore the non-degeneracy of IR implies
χ′R ◦ χ
−1
R = idHomZ(K0(R),Z) and hence χ
′
R = χR. 
If the Z–homomorphism φ has the nontrivial kernel, it is contradictory to the non-
degenerate property of χR. Therefore the Z–homomorphism φ is injective. Assume that
φ ◦ φ1 = φ ◦ φ2 for morphisms φ1, φ2 : R
′′ → R. Then the induced Z–homomorphism on
the lattices φ1, φ2 : K0(R
′′) → K0(R) are equal, and obviously, the induced maps on the
sets of real roots φ1, φ2 : ∆re(R
′′)→ ∆re(R) are also equal. Therefore the morphism φ is
a monomorphism if IR is non-degenerate. 
Remark 2.18. If the Cartan form IR is degenerate, there is an example of a morphism
which is not a monomorphism. Let R be the simply-laced generalized root system which is
generated by the root basis (α1, α2, α3) satisfying IR(αi, αj) = 2 for i, j = 1, 2, 3. Moreover
we set R′ the simply-laced generalized root system which is generated by β1. Then we
can check that the Z-linear map φ : K0(R) → K0(R
′) mapping αi to β1 for i = 1, 2, 3
induces a morphism which is not a monomorphism by easy calculation.
3. Classification of Positive definite generalized root systems
3.1. Positive definite generalized root systems. In this subsection, we shall show
irreducible simply-laced generalized root systems with positive definite Cartan forms con-
tain irreducible classical root systems as parts of them.
Definition 3.1. A simply-laced generalized root system R = (K0(R), IR,∆re(R), cR) is
called positive definite if the Cartan form IR on K0(R)⊗Z R is positive definite.
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Definition 3.2 (Section 6.1.1 in [1]). Let V be a µ-dimensional R-vector space with an
inner product (−,−). A subset Φ ⊂ V is called a simply-laced classical root system of V
if it satisfies the followings:
(i) Φ is a finite set such that (v, v) = 2 for all v ∈ Φ and RΦ = V .
(ii) For α ∈ Φ, the reflection rα of V is defined as follows;
rα(λ) := λ− (λ, α)α, λ ∈ V.
For α, β ∈ Φ, rα(β) ∈ Φ.
(iii) For α, β ∈ Φ, (β, α) ∈ Z.
(iv) If α, cα ∈ Φ for some c ∈ R, then c = ±1.
Proposition 3.3. Let R = (K0(R), IR,∆re(R), cR) be a positive definite generalized root
system. The set of real roots ∆re(R) is a classical root system of K0(R) ⊗Z R with the
inner product IR.
Proof. By the condition (iii) in Definition 2.1, the condition (ii) in Definition 3.2 is satis-
fied. Since IR(α, β) ∈ Z for all α, β ∈ ∆re(R) ⊂ K0(R), the condition (ii) in Definition 3.2
is satisfied. By Lemma 2.4, the condition (iv) in Definition 3.2 is satisfied. By the condi-
tion (i) and (ii) in Definition 2.1, we only need to show the following
Lemma 3.4. The set of real roots ∆re(R) is a finite set.
Proof. Let B = (α1, α2, . . . , αµ) be a root basis. Set α = c1α1 + c2α2 + · · · + cµαµ ∈
∆re(R) \B where c1, c2 . . . , cµ ∈ Z. Define the Cartan matrix C ∈M(n,Z) as follows:
C :=

IR(α1, α1) · · · IR(αµ, α1)
IR(α1, α2) · · · IR(αµ, α2)
...
IR(α1, αµ) · · · IR(αµ, αµ)
 .
The matrix C is invertible since IR is positive definite and {α1, α2, . . . , αµ} are linearly
independent. Then we have 
c1
c2
...
cµ
 = C−1

IR(α, α1)
IR(α, α2)
...
IR(α, αµ)
 .
By the exactly same argument in classical root systems (cf. Section 6.1.3 in [1]), we have
−2 ≤ IR(α, β) ≤ 2 for all α, β ∈ ∆re(R), in particular, IR(α, β) = ±2 if and only if
α = ±β. Since IR(α, αi) ∈ Z, the cardinality of ∆re(R) is at most 3
µ + µ. 
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We have finished the proof of the proposition. 
3.2. Admissible diagrams. In this subsection, we recall admissible diagrams and their
properties introduced and studied by R. W. Carter. Then see [2] and also [9] for proofs
of assertions in this subsection.
We denote by (−,−) an inner product on a µ-dimensional R-vector space V , by
Φ ⊂ V a classical root system and by W the Weyl group associated to Φ throughout this
and next sections.
Definition 3.5. Assume that an element w ∈ W is expressed as
w = (rβ1rβ2 · · · rβk1 )(rβk1+1rβk1+2 · · · rβk2 ), 1 ≤ k1 ≤ k2 ≤ µ, (3.1)
such that
(i) β1, . . . , βk1, βk1+1, . . . , βk2 ∈ Φ are linearly independent over R,
(ii) β1, . . . , βk1 are orthogonal to each other and βk1+1, . . . , βk2 are also orthogonal to
each other.
We call an expression (3.1) an admissible representation of w. An element w is called
admissible if an admissible representation of w satisfies
W = 〈rβ1, . . . , rβk1 , rβk1+1, . . . , rβk2〉.
For an admissible element w ∈ W with an expression (3.1), an admissible diagram asso-
ciated to w is defined as follows:
(i) the set of vertices is {β1, . . . , βk1, βk1+1, . . . , βk2},
(ii) the edge between the vertices βi and βj is given by the following rule:
◦βi ◦βj if (βi, βj) = 0,
◦βi ◦βj if (βi, βj) 6= 0.
Proposition 3.6 (Theorem A in [2], Theorem 4.1 and Theorem 6.5 in [9]). We have the
followings:
(i) Assume that Φ is irreducible. For two expressions (3.1) of an admissible element
w ∈ W , admissible diagrams associated to them are isomorphic to each other.
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(ii) If Φ is irreducible, then the admissible diagram associated to w ∈ W is isomorphic
to the one of following diagrams:
Aµ :     
Dµ :    

✂✂✂✂

❁❁
❁❁ (4 ≤ µ)
Dµ(ak) :
k


✂✂✂✂

❁❁
❁❁

❁❁
❁❁
✂✂✂✂
µ

k − 1

2

1
 (4 ≤ µ, 1 ≤ k ≤
[
µ+ 1
2
]
)
E6 :     

E6(a1) :   
  
E6(a2) :   
  
E7 :      

E7(a1) :   
  

E7(a2) :   
  

E7(a3) :   
  

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E7(a4) : 

⑦⑦⑦⑦

❅❅
❅❅



⑦⑦⑦⑦
❅❅
❅❅

❅❅
❅❅
⑦⑦⑦⑦
E8 :       

E8(a1) :   
  
 
E8(a2) :   
  

E8(a3) :   
  


E8(a4) :   
  
 
E8(a5) :   
  


E8(a6) :   
  


E8(a7) : 

⑦⑦⑦⑦

❅❅
❅❅



⑦⑦⑦⑦
❅❅
❅❅

❅❅
❅❅
⑦⑦⑦⑦

E8(a8) :  
 

✁✁✁


⑧⑧⑧
✁✁✁
The next proposition follows from Theorem A, Theorem B, Proposition 21 in [2]:
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Proposition 3.7. We have the followings:
(i) For a diagram A in Proposition 3.6 (ii), there exists a pair of a classical root sys-
tem and an admissible element (Φ, w) such that the admissible diagram associated
to w is isomorphic to A.
(ii) If a pair (Φ, w) gives the diagram Aµ, Dµ or Dµ(ak), E6 or E6(ak), E7 or E7(ak),
E8 or E8(ak) in Proposition 3.6, then Φ is the one of types Aµ Dµ, E6, E7, E8
respectively.
(iii) If the admissible diagram associated to w is isomorphic to the one associated to
w′ for pairs (Φ, w) and (Φ′, w′), then Φ is isomorphic to Φ′.
3.3. Classification. Admissible diagrams by R. W. Carter associated to their Coxteter
elements enable us to classify positive definite generalized root systems.
We denote by R = (K0(R), IR,∆re(R), cR) an irreducible positive definite general-
ized root systems throughout this subsection.
The next proposition follows from Lemma 3, Lemma 5 and Theorem C in [2]:
Proposition 3.8. Any element in W can be expressed by an admissible representation.
The following is the key proposition to connect irreducible positive definite general-
ized root systems with admissible diagrams.
Proposition 3.9. The Coxeter element cR is admissible.
Proof. Take an admissible representation cR = (rβ1rβ2 · · · rβk)(rβk+1rβk+2 · · · rβk′ ) of the
Coxeter element.
Lemma 3.10 (Lemma 3 in [2]). For an element w′ ∈ W , set l(w′) := min{k ∈ Z | w′ =
rα1rα2 · · · rαk , α1, α2, . . . , αk ∈ Φ}. For the element w = rγ1 · · · rγk ∈ W , one has k = l(w)
if and only if γ1, . . . , γk ∈ Φ are linearly independent.
Denote a root basis of R by (α1, . . . , αµ). It is obvious that k
′ ≤ µ since β1, . . . , βk′
are linearly independent and (α1, . . . , αµ) are root basis. If k
′ < µ, the elements α1, . . . αµ
would be linearly dependent by Lemma 3.10. However the elements α1, . . . αµ must be
linear independent since they form a root basis. Therefore an admissible representation
of cR is written as cR = (rβ1rβ2 · · · rβk)(rβk+1rβk+2 · · · rβµ) where 1 ≤ k ≤ µ.
Lemma 3.11. Take an element c ∈ W and an admissible representation of c, c = (rβ1 · · · rβk1 )(rβk1+1 · · · rβk2 )
where 1 ≤ k1 ≤ k2 ≤ µ. There exists the positive definite generalized root system R
′ whose
root basis is the ordered set (β1, . . . , βk1, βk1+1, . . . , βk2) and, in particular, whose Coxeter
element is c.
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Proof. Define the simply-laced generalized root system R′ = (K0(R
′), IR′ ,∆re(R
′), cR′) as
follows:
K0(R
′) := Zβ1 + · · ·+ Zβk2 ,
IR′(βi, βj) := IR(βi, βj) (1 ≤ i 6= i ≤ k2),
W (R′) := 〈rβ1, . . . , rβk2〉,
∆re(R
′) := W (R′){β1, . . . , βk2},
cR′ := (rβ1rβ2 · · · rβk1 )(rβk1+1rβk1+2 · · · rβk2 ).
The elements β1, . . . , βk1, βk1+1, . . . , βk2 are linear independent over R by Definition 3.5.
It is obvious that a root basis of R′ is (β1, . . . , βk1 , βk1+1, . . . , βk2). Moreover R
′ is positive
definite since R is so. It is also obvious that cR′ is the Coxeter element of R
′. 
Lemma 3.11 gives the natural simply-laced generalized root system R′ whose root
basis is (β1, . . . , βk, βk+1, . . . , βµ). Then we have the natural monomorphism ι : R
′ −→ R
since the root basis (β1, . . . , βk, βk+1, . . . , βµ) is a subset of ∆re(R) and cR = cR′ .
Let χR|R′ be the restriction of χR to K0(R
′). By Theorem 2.11, we have
χR|R′ = χR′ .
Let A,B ∈Mµ(R) be the matrix representations of χR|R′ , χR′ under the root beses above
respectively. Since (β1, . . . , βµ) ⊂ K0(R), there exists the matrix P satisfying
(β1, . . . , βµ) = (α1, . . . , αµ)P, P ∈Mµ(Z),
B = P TAP.
Then P ∈ GL(µ,Z) since detA = detB = 1 and detP = ±1. We have K0(R) =
K0(R
′) and IR = IR′ . Hence R and R
′ have the sets of real roots which is isomorphic
to the classical root system defined by IR. Therefore we have W (R) = W (R
′) and cR is
admissible. 
By Proposition 3.9, the Coxeter element is admissible. Hence we can choose the
diagram AR in Proposition 3.6 (ii) which is isomorphic to the admissible diagram as-
sociated to the Coxeter element cR of R. Therefore we have the map ϕ from the set
Rirr,pd of irreducible positive definite generalized root systems to the set Γ of diagrams in
Proposition 3.6 (ii):
ϕ : Rirr,pd −→ Γ, R 7→ AR.
We denote the natural equivalence relation on Rirr,pd by R ∼ R′ if and only if R is
isomorphic to R′. Under this notation, we have the main theorem of this section:
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Theorem 3.12. The map
ϕ : Rirr,pd −→ Γ, R 7→ AR,
induces the natural bijection:
ϕ : Rirr,pd/ ∼
∼=
−→ Γ, [R] 7→ AR,
where [R] is the isomorphism class of R ∈ Rirr,pd.
Proof. We divide the proof of this theorem into the following three steps.
(i) ϕ is well-defined.
Lemma 3.13. If R is isomorphic to R′, then the admissible diagram associated to cR is
isomorphic to the one associated to cR′.
Proof. Assume that there exists an isomorphism φ : R −→ R′. We denote by cR =
(rα1rα2 · · · rαk)(rαk+1 · · · rαµ) an admissible representation of cR. By Lemma 2.9, we have
φ ◦ cR ◦ φ
−1 = φ ◦ (rα1rα2 · · · rαkrαk+1 · · · rαµ) ◦ φ
−1
= (φ ◦ rα1 ◦ φ
−1)(φ ◦ rα2 ◦ φ
−1) · · · (φ ◦ rαµ ◦ φ
−1)
= rφ(α1)rφ(α2) · · · rφ(αµ)
= (rφ(α1)rφ(α2) · · · rφ(αk))(rφ(αk+1) · · · rφ(αµ)). (3.3)
By Definition 2.6 (iii), we have cR′ = (rφ(α1)rφ(α2) · · · rφ(αk))(rφ(αk+1) · · · rφ(αµ)). Moreover
the representation (3.3) should be an admissible representation of cR′ by Definition 2.6
(i). Again by Definition 2.6 (i), the admissible diagram associated to cR is isomorphic to
the one associated to cR′ under above admissible representations. 
(ii) ϕ is injective.
The following lemma is necessary to show that ϕ is injective.
Lemma 3.14. If the admissible diagram associated to cR is isomorphic to the admissible
diagram associated to cR′, then there exists an R–isometric isomorphism f : K0(R)⊗R −→
K0(R
′)⊗ R such that f(∆re(R)) = ∆re(R
′).
Proof. By Proposition 3.7, the classical root system obtained from the admissible diagram
associated to cR is isomorphic to the one obtained from the admissible diagram associated
to cR′ . Then there exists an isomorphism between ∆re(R) and ∆re(R
′). Denote by
{α1, . . . , αµ} a classical root basis of the classical root system obtained from R. Here we
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can choose a classical root basis {β1, . . . , βµ} of the classical root system obtained from
R′ such that
IR′(βi, βj) = IR(αi, αj) (1 ≤ i 6= j ≤ µ).
This Lemma holds. 
Proposition 3.15 (Theorem 6.5 in [9]). Assume that Φ is irreducible and w1, w2 ∈ W are
admissible elements whose admissible diagrams are isomorphic to each other. If Φ is the
one of types Aµ, Dµ, E6, E7, E8, then w1 and w2 are conjugate.
Combining above lemma and proposition, we show that ϕ is injective.
Lemma 3.16. If the admissible diagram associated to cR is isomorphic to the one associated
to cR′, then R is isomorphic to R
′.
Proof. Assume that the admissible diagram associated to cR is isomorphic to the one
associated to cR′ . We denote the admissible representations of cR and cR′ by cR =
(rα1rα2 · · · rαk)(rαk+1 · · · rαµ) and cR′ = (rβ1rβ2 · · · rβk)(rβk+1 · · · rβµ) respectively.
By Lemma 3.14, there exists an element c ∈ W (R), whose admissible representation
is given by (rβ′
1
rβ′
2
· · · rβ′
k
)(rβ′
k+1
· · · rβ′µ), satisfying the following;
IR(β
′
i, β
′
j) = IR′(βi, βj) (1 ≤ i 6= j ≤ µ).
Lemma 3.11 gives the natural generalized root system R′′ whose root basis is (β ′1, . . . , β
′
µ).
Then R′′ is isomorphic to R′. Indeed, if we set a linear map φ by
φ : K0(R
′′) −→ K0(R
′), β ′i 7−→ βi,
it is obvious from the construction of (β ′1, . . . , β
′
µ) that φ defines a morphism and φ is
isomorphism. Here the admissible diagram associated to cR is isomorphic to the one
associated to c. By Proposition 3.15, cR and c are conjugate in W (R), namely, there
exists an element w ∈ W (R) satisfying
cR = w
−1cw.
If we define the Z-linear map as follows;
ψ : K0(R) −→ K0(R
′), α 7−→ w(α),
then ψ defines a morphism and ψ is the isomorphism. Therefore ψ ◦ φ : R −→ R′ is the
isomorphism between R and R′. 
(iii) ϕ is surjective.
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Lemma 3.17. For a diagram A in Proposition 3.6 (ii), there is an irreducible positive
definite generalized root system R such that an admissible diagram associated to cR is
isomorphic to A.
Proof. This lemma follows from Proposition 3.7 and Lemma 3.11. 
We have finished the proof of this theorem. 
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