Study on performance evaluations of variable-length source coding based on the asymptotic normality by 野村 亮
漸近正規性を用いた可変長無歪み情報源符号化
の性能評価に関する研究
A Study on Performance Evaluations of
Variable-Length Source Coding




第 1章 序論 1
1.1 研究背景 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 1
1.2 研究目的と位置づけ : : : : : : : : : : : : : : : : : : : : : : : : : : : 3
1.3 本論文の構成 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 7
第 2章 準備 8
2.1 情報源符号化 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 8
2.1.1 情報源モデル : : : : : : : : : : : : : : : : : : : : : : : : : : : 8
2.1.2 ユニバーサル情報源符号化 : : : : : : : : : : : : : : : : : : : : 9
2.1.3 可変長情報源符号化 : : : : : : : : : : : : : : : : : : : : : : : 10
2.2 符号の評価基準 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 11
2.2.1 平均符号長 : : : : : : : : : : : : : : : : : : : : : : : : : : : : 11
2.2.2 オーバーフロー確率 : : : : : : : : : : : : : : : : : : : : : : : 13
2.3 可変長符号 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 13
2.3.1 ハフマン符号 : : : : : : : : : : : : : : : : : : : : : : : : : : : 14
2.3.2 ベイズ符号 : : : : : : : : : : : : : : : : : : : : : : : : : : : : 14
第 3章 自己情報量の漸近正規性を用いた最大符号長の下限の評価 17
3.1 本章の目的 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 17
3.2 一般化オーバーフロー確率 : : : : : : : : : : : : : : : : : : : : : : : : 18
3.3 自己情報量のモーメント : : : : : : : : : : : : : : : : : : : : : : : : : 19
3.4 準備 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 20
3.4.1 従来研究 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 20
3.4.2 最大符号長の下限 : : : : : : : : : : : : : : : : : : : : : : : : : 23
i
3.5 オーバーフロー確率最小の符号 : : : : : : : : : : : : : : : : : : : : : 23
3.6 達成可能最小符号長の評価 : : : : : : : : : : : : : : : : : : : : : : : : 28
3.6.1 達成可能な数列の必要十分条件 : : : : : : : : : : : : : : : : : 29
3.6.2 ²達成可能な数列の必要十分条件 : : : : : : : : : : : : : : : : 30
3.7 定理の証明 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 31
3.7.1 定理 3.6.1の証明 : : : : : : : : : : : : : : : : : : : : : : : : : 31
3.7.2 定理 3.6.2の証明 : : : : : : : : : : : : : : : : : : : : : : : : : 37
3.8 本章のまとめ : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 42
第 4章 符号長の漸近正規性を用いた最大符号長の評価 43
4.1 本章の目的 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 43
4.2 符号長のモーメント : : : : : : : : : : : : : : : : : : : : : : : : : : : 43
4.3 符号長の分散を用いたオーバーフロー確率の評価 : : : : : : : : : : : 44
4.4 符号に対する達成可能性 : : : : : : : : : : : : : : : : : : : : : : : : : 48
4.5 符号長の漸近正規性を用いた最大符号長の評価 : : : : : : : : : : : : : 48
4.5.1 符号に対して達成可能な数列の必要十分条件 : : : : : : : : : : 48
4.5.2 符号に対して ²-達成可能な数列の必要十分条件 : : : : : : : : 51
4.6 本章のまとめ : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 53
第 5章 ベイズ符号のメモリ量低減アルゴリズムの提案と評価 54
5.1 本章の目的 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 54
5.2 ベイズ符号化法 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 55
5.2.1 FSMX情報源 : : : : : : : : : : : : : : : : : : : : : : : : : : : 55
5.2.2 FSMX情報源に対するベイズ符号化法 : : : : : : : : : : : : : 56
5.2.3 ベイズ符号化法の問題点 : : : : : : : : : : : : : : : : : : : : : 59
5.3 FSMX情報源に対するベイズ符号の性質 : : : : : : : : : : : : : : : : 59
5.4 提案アルゴリズム : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 66
5.5 提案アルゴリズムの漸近評価 : : : : : : : : : : : : : : : : : : : : : : 71
5.5.1 符号長の漸近評価 : : : : : : : : : : : : : : : : : : : : : : : : : 73
5.5.2 メモリ容量・計算量に関する評価 : : : : : : : : : : : : : : : : 75
ii
5.6 数値実験による性能評価 : : : : : : : : : : : : : : : : : : : : : : : : : 75
5.6.1 実験条件 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 76
5.6.2 実験結果に関する考察 : : : : : : : : : : : : : : : : : : : : : : 76
5.7 提案文脈グラフ更新アルゴリズム : : : : : : : : : : : : : : : : : : : : 79
5.8 補題 5.3.2の証明 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 79
5.9 本章のまとめ : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 83
第 6章 結論 84
6.1 本研究の成果 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 84
6.2 今後の課題 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 85
6.2.1 最大符号長に関して : : : : : : : : : : : : : : : : : : : : : : : 85



























1微少な誤り ( ² > 0) を許容する問題設定も存在する．このような問題設定を ²-通信路符号化と呼
ぶ [26]．
























が提案され，数多くの符号が提案されてきた [13, 16, 39, 57, 73, 81, 82]．現在実用
化されている無歪みデータ圧縮ソフトの多くは 1970年代に提案されたユニバーサル
符号の一つである Ziv-Lempel符号が基礎となっている [81, 82]．ユニバーサル符号
の性能は当初，平均符号長が漸近的にエントロピーに一致する2ことで評価されてき
2漸近最良性と呼ぶ．




が [3, 21, 20, 63, 80]，近年では特に，ユニバーサル符号の性能をより細かく評価
するためにクラスを限定して平均符号長をより精密に評価する研究もなされている





















サル符号の評価基準として次の四つが重要であるとした [77, 78] ．

























































































Merhav[45], 植松 [68] Wyner ら [75], 　
本論文（5章）















情報源アルファベットをA = f0; 1; ¢ ¢ ¢ ; kgとし，x1x2 ¢ ¢ ¢ xn = xn 2 An，を長さ
nの情報源系列とする．また，xji を x
j




わち，An上に値を取る確率変数Xnに対して，その確率分布を P (xn) = PrfXn =
xng(xn 2 An) と表す．代表的な情報源を次に記す．







定義 2.1.2 l次Markov情報源: l次Markov情報源は状態S0; S1; ¢ ¢ ¢ ; SAlを持つ．こ
の状態に対して初期状態確率 q0; q1; ¢ ¢ ¢ ; qAlと遷移確率行列
Q = [Qij]; Qij = P (SjjSi); i; j 2 f0; 1; ¢ ¢ ¢ ; Alg
が決まることによりMarkov情報源が定義される．このとき，
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と書ける． ¤
























例 2.1.1 £を任意の 2値定常無記憶情報源の集合とする．ここで，2値であるとし
たので情報源アルファベットをA = f0; 1g とすると µ = P (0)と書くことができる．
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情報源 符号器 復号器
xn u1u2 ¢ ¢ ¢ um 2 U¤ x^n
図 2.1: 情報源符号化モデル
2.1.3 可変長情報源符号化
情報源系列 xn 2 Anを関数 Ánにより，符号アルファベットU = f0; 1; ¢ ¢ ¢ ; K ¡ 1g
への文字列に変換することを符号化と呼び，関数 Ánを符号化関数（符号器）と呼
ぶ．また，Án(xn)を xnの符号語と呼ぶ．ここで，符号化関数を Án : jAjn ! U¤とす
るとき2，この符号器を可変長符号器と呼ぶ．また，復号器と呼ばれる復号化関数を
'n(x
n) : fÁn(xn)gxn2An ! Anと定める．図 2.1に情報源符号化のモデルを示す．情
報源系列 xn 2 Anと復号化後の系列 x^n 2 Anとの間の距離を d(xn; x^n)としたとき，
全ての xnに対して d(xn; x^n) = 0 を要請する場合を無歪み可変長情報源符号化と呼
び，そのような符号化関数を一意復号可能であるという3．
一意復号可能な符号化関数は次式を満たす必要がある [14].


















































Rv(X) , inffBjBが達成可能レート g:
¤
























補題 2.2.2 [26] 任意の一般情報源に対して
















































Step 1. 情報源アルファベットの生起確率を大きい順に並べ，A(0) = Aとする．
Step 2. j = 1とする．A(0)の生起確率の最も小さい二つの記号に，それぞれ "0"と
"1"を割り当てる．同時に，これらの確率の和を一つの記号の確率とみなし，
記号の生起確率の大きい順に並べ替えたA(1)を作る．
Step 3. j = k ¡ 1まで j = j + 1とし，Step 2を繰り返す．
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符号化確率と呼ばれ，この符号化確率を用いて実際にはハフマン符号化や算術符号
化することを想定している．ベイズ符号は非逐次型と逐次型の 2つに大別できる．
































ここで w(µjxt¡1)はパラメータ µの系列 xt¡1のもとでの事後確率と呼ばれる．逐次
型ベイズ符号の符号長は下記のようになる．
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与えられた xnに対して，非逐次型ベイズ符号と逐次型ベイズ符号の符号長は一致
することが知られている．すなわち

































考慮せずに出現確率が 1 ¡ ²より大きい系列の集合を対象とした最大符号長を表す
ことになる．



















定義 3.2.1 数列 fZng1n=1が与えられたもとで，符号化関数 Ánを用いた際の n文字
あたりのオーバーフロー確率は以下で与えられる，
²0n(Án(X
n); Zn) , PrfL(Án(Xn)) ¸ Zng:









n); Z1n) · ²0n(Án(Xn); Z2n); (3.1)
が成立する．
注意 3.2.1 fZng1n=1は log jAjn > Zn > H(Xn)を満たす任意の数列であるので，B
を定数とし，Zn = nB，すなわち，













































を持つ正規分布に従う量 Yn より確率 1で大きくなることを示している．Minimal
coding varianceは情報源に固有の量であり，情報源の性質を表す一つの量である．
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n); B) = 0:
さらに達成可能しきい値の下限を次のように定義する．





























L(rjX) , inffBjBが r達成可能しきい値 g:
¤
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内田らは上記の量L(rjX)と固定長符号化における誤り確率が指数的に減少するレー
トの関係を示した．この結果はオーバーフロー確率に関する次の結果を示している．
補題 3.4.2 [65] 任意の一般情報源Xと r > 0に対して，
L(rjX) = sup
B¸0
fB ¡ ¾(B)j¾(B) < rg;
が成立する．ここで，¾(B)は次で定義される．








































n); Zn) · ²:
¤
² = 0のとき，特に，次のように定義する．







n); Zn) = 0:
¤
3.5 オーバーフロー確率最小の符号




² 次の式を見たす 自然数 J を求める2,
J = argmax
j
fj ¯¯jK¡dZn¡1e < 1g: (3.2)
2dzeは z以上の最小の整数を表す.
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² 上で求めた J より，次を満たす ±を求める．
± = 1¡ JK¡dZn¡1e: (3.3)
² 系列 xn を出現確率 P (xn)の高い順に並べ替える．並べ替えたもとでの i番目
の系列を xn(i)とする. ここで，1 · i · jAjnである．さらに，xnの集合とし
て次を定義する．
Bn = fxn(i)j1 · i · Jg:
² 系列 xnに対し，以下のような符号長を割り当てる，8<: dZn ¡ 1e if xn 2 Bnl¡ log ±jAjn¡J m if xn 2 BCn ;
ここで，BCn は集合Bnの補集合を表す． ¤
上記の符号に対して jBCn j = jAjn ¡ J ¸ 1;であることは次のようにして確かめら
れる．
jBCn j = 0であるためには，jBnj = jAjnでなければならないが (3.2)式より
jBnj = J < KdZn¡1e;
が成立し，定義 3.2.1より，
jAjn > KZn ;
であるため，
jAjn > jBnj;
となる．これは jBCn j ¸ 1;を示している．
上記の符号化法で作られる符号はクラフトの不等式を満たすので，一意復号可能
である．またBnの定義より次が成立する．
KdZn¡1e > jBnj ¸ KdZn¡1e ¡ 1: (3.4)
この符号に対して次の定理が成り立つ．
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となる．ここでZn未満の最大の整数長は dZn ¡ 1e ;であることに注意すると，上式
と一意復号を可能にする為にはクラフトの不等式を満たす必要があることより，確
率の高い J 個の系列を Zn未満の最大の整数長で符号化し，それ以外の jAjn ¡ J 個
の系列をクラフトの不等式を満たすように符号化する方法がオーバーフロー確率を
最小にすることが分かる． ¤



















定理 3.5.1の証明より任意のオーバーフロー確率を最小にする符号は xn 2 Bnに対
して dZn ¡ 1eの符号長を割り当てることがわかる．ここで明らかに
dZn ¡ 1e < Zn; (3.5)
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である．次に，xn 2 BCn に対する符号長を考える．まず (3.2)，(3.3)式より
± = 1¡ JK¡dZn¡1e · K¡dZn¡1e; (3.6)
が成立する．ここで jBCn j = 1;の場合と jBCn j ¸ 2,の場合に分けて考える．
1) jBCn j = 1;の場合: このとき xn 2 BCn に対する符号長はクラフトの不等式より
d¡ log ±e以上でなければならない．さらにこの場合，(3.6)式で表される ±の
上界が
± = 1¡ JK¡dZn¡1e < K¡dZn¡1e;
となることが次のようにして確かめられる．まず
1¡ JK¡dZn¡1e = K¡dZn¡1e;
であると仮定し，矛盾を導く．仮定より
1 = (J + 1)K¡dZn¡1e;
が成立するが，これは
(J + 1) = KdZn¡1e;
を意味する．ここで，jBCn j = 1;より J + 1 = jAjn;となるが定義 3.2.1より




d¡ log ±e ¸ Zn; (3.7)
を意味している．
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2) jBCn j ¸ 2;の場合: 系列 xn(k) 2 BCn に対する符号長が Zn未満である符号化関数
Ácnを考える．すなわち
L(Ácn(x
n(k))) · dZn ¡ 1e;
であると仮定する．このときクラフトの不等式を満たさないことを示す．


































































(J + 1)K¡dZn¡1e ¸ 1;
である．一方
jBCn j = jAjn ¡ J ¸ 2;

















n(k))) > dZn ¡ 1e; (3.8)
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が成立する．ここでM(X)2は自己情報量の分散（Minimal coding variance[38]) を
表す． ¤
この仮定の下で，0 · ² < 1が与えられた際に ²達成可能な数列の必要十分条件を求
める．² = 0の場合と 0 < ² < 1の場合に分けて考える．
3.6.1 達成可能な数列の必要十分条件
本節では，² = 0における達成可能な数列の必要十分条件を求める．² = 0の場合，
達成可能な数列の必要十分条件を表した次の定理が成り立つ．
定理 3.6.1 仮定 3.6.1のもとで数列 fZng1n=1が達成可能であるための必要十分条件




































る．すなわち定理 3.6.1と補題 3.3.1を比較すると定理 3.6.1の仮定する情報源の方が
広いため，定理 3.6.1を導くために補題 3.3.1を直接用いることができない．本研究
では補題 3.3.1の結果を用いず，オーバーフロー確率最小の符号を評価することによ
り定理 3.6.1を得たが，仮定 3.6.1が成立する情報源に対して補題 3.3.1と同様の結果
を導き，その結果を用いて定理 3.6.1の結果を導くことも可能である． ¤
3.6.2 ²達成可能な数列の必要十分条件
本節では，1 > ² > 0における達成可能な数列の必要十分条件を求める．1 > ² > 0
の場合，²-達成可能な数列の必要十分条件を表した次の定理が成り立つ．




































任意の定数 1 < T <1に対して (3.9)式を満たす任意の数列 fZng1n=1が達成可能で
あることを示す．
まずある数列 fZng1n=1に対して次のような集合Knを定める．
Kn = fxn j¡ logP (xn) < Zn ¡ 2g ;
すると集合Knの大きさは次のように評価される．Knの定義より任意の xn 2 Knに
対して





P (xn) > jKnjK¡Zn+2;
3本章を通じて xn の任意の集合Dn に対して簡単のため
Pr fDng = Pr fxn 2 Dng ;
とする




















































PrfL¤(Xn) ¸ Zng · 0;














を満たすあるC <1と定数 1 < T <1が存在する．必要条件はこの fZng1n=1が達
成可能でないことを示す．本証明でもオーバーフロー確率最小の符号を考える．ま




















ここでDは，T 0 = T + 2´; としたときD > T 0 ¢ T 02
T
02¡1 > 1; を満たす定数である．
このもとで証明の方針は次のようになる．
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が成立することに注意すると十分大きい nで

















































































であることに注意すると上の議論より任意の ² > 0に対して十分大きい nで
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であることとD > T 0 > 1であることと ² > 0が任意であることより，²を十分小さ
く取れば，十分大きい nで
Pr fKn(T ) \Kn(D)g ¸ ® > 0; (3.16)
であることがわかる．ここで® > 0はT;C;Dに依存した定数である. 次にKn(D)C ½
BCn ;を示す．




が成立することより，任意の xn 2 Kn(T )に対して次が成立する．









jKn(T ) \Kn(D)j ¸ KH(Xn)+(T+´)
p
nM(X)2+C0 ; (3.17)
となる．ただし，ここでC 0 = C + log®;とおいた．
またオーバーフロー確率最小の符号を用いることを考えると (3.4)式より，
jBnj < KdZn¡1e;
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となる nが加算無限個存在するため，(3.17)式より
















となる nが加算無限個存在することがわかる．ただし (a)の不等式は，´ > 0; 1 ¸




nM(X)2 + log® > ¯;
であることを用いた．
さらに，Kn(D)の定義より任意の xn 2 Kn(D)に対して








C ½ BCn ;
となることを意味している．
オーバーフロー確率最小の符号のオーバーフロー確率は定義より
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であるので，上の議論と (3.15)式より (3.14)式を満たす nが加算無限個存在する系
列 fZng1n=1に対しては































² lim supn!1 Pr fxn 2 Kng · ².
² 十分大きい nで log jKCn j · Zn .
を示す．上記が示されると，jKCn j =Mnかつオーバーフロー確率最小符号を用いる
ことにより十分条件が証明される．Knの定義より次が成立する．
Pr fxn 2 Kng = Pr
n


































が成立する，ここで º > 0は任意に小さい数である．ゆえに
lim sup
n!1
Pr fxn 2 Kng · ²: (3.20)
が成立する．
次に jKCn jを評価する．Knの定義より 8xn 2 KCn に対して次が成立する．
















n¾2¡1e ¡ 1 · jBnj;
を得る．これより，
log jKCn j < log jBnj
が十分大きい nに対して成り立つ.




PrfL¤(Xn) ¸ Zng · ²
が成立する．これは定理の十分条件を示している．
（必要条件）
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式 (3.10)を満たさない任意の fZng1n=1は ²-達成可能でないことを示す．この条件
は，次のように書ける．すなわち，単調増加な整数列 nj(j = 1; 2; ¢ ¢ ¢ ;1)と定数
± > 0が存在して，
Znj · H(Xnj) + (T ¡ ±)
p
nj¾2: (3.21)
























すると明らかに In µ Jnが成立するが，この集合を用いて次の矛盾を導く．すなわち，
1. lim sup ²0n(Á
c
n(X
n); Zn) · ²が成立すると仮定したとき，十分大きいnで jJnj ·
Mnが成立する．













































次に jInjを評価する．Inの定義より 8xn 2 Inに対して
P (xn) · K¡(H(Xn)+(T¡ ±3 )
p
n¾2);



























ここで º > 0は任意に小さい数である. これは十分大きい nで
Prfxn 2 Ing ¸ ®
を満たす ® > 0が存在することを意味する．ゆえに
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が十分大きい nに対して成り立つ．
ここで，jJnj ¸ jInjであったので，式 (3.23)より






従って，上の不等式と式 (3.21)より全ての n = njに対して次の式を満たす単調増
加な整数列 nj(j = 1; 2; ¢ ¢ ¢ ;1)が存在する．




nj¾2 ¸ ´nj : (3.25)
次にMnを評価する. fZng1n=1 が ²-達成可能であると仮定したので次式が成立する．
lim sup
n!1
(logMn ¡ ´n) · 0:
これは任意の ° > 0が与えられたとき，8n > N0に対して次式を満たすN0が存在
することを意味している．
logMn · ´n + °: (3.26)




n¾2 ¸ °; (3.27)
が成立するN0が存在する．
従って，式 (3.25)， (3.26)より 全ての n = njに対して次の式を満たす単調増加
な整数列 nj(j = 1; 2; ¢ ¢ ¢ ;1)が存在する．




nj¾2 > ´nj > logMnj :
一方，fZng1n=1 は ²-達成可能であると仮定したので，式 (3.22) が十分大きい nに
対して成立しなければならない．これは矛盾である．ゆえに定理の必要条件が導か
れた． ¤
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符号長の分散は情報源と符号によって決まる量であり，ある符号の符号長を確率変
数，平均符号長を平均値と考えた際の分散と考えることができる．分散の定義より
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正規分布の計算は積分を含んでいるので，一般的には容易に求めることはできな
い．次の補題は，標準正規分布の上側確率のバウンドを示している [18]．







































定理 4.3.1 符号長 L(Ácn(xn))が漸近正規性を満たすとき，次が成立する．


















































n); Zn) = 0， (4.4)
が成立する．
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(証明)
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となる．また条件より任意の定数U が与えられたとき，次を満たすN1が存在する．
















































































n); Zn) · ²;
ならば数列 fZng1n=1は符号化関数列 fÁcng1n=1に対して ²-達成可能であるという．¤
特に，² = 0のとき，次のように定義する．






n); Zn) = 0;






この節では，符号化関数列 fÁcng1n=1が与えられたとき，数列 fZng1n=1が ²-達成可
能であるための必要十分条件を示す．² = 0の場合と 0 < ² < 1の場合に分けて考
える．
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4.5.1 符号に対して達成可能な数列の必要十分条件
² = 0の場合，符号に対する ²-達成可能な数列の必要十分条件は次のようになる．
定理 4.5.1 符号長L(Ácn(xn))が漸近正規性を満たすとき，数列 fZng1n=1が符号化関
数列 fÁcng1n=1に対して達成可能であるための必要十分条件は次のようになる．すな














´n = Zn ¡ E[L(Ácn(Xn))];とおく．
(十分条件)
























を満たすあるC <1と 1 < T <1が存在することである．上の条件が満たされる
ときに fZng1n=1が達成可能でないことを示す．
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n); Z 0n); (4.7)
が成立する．
また T;C <1は定数であることと，­2c > 0であることより
0 < lim sup
n!1
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例としてシャノン符号の理想符号長¡ logP (xn)を考える．この場合 i.i.d.情報源




0 < ² < 1が与えられた際，数列 fZng1n=1が ²-達成可能であるための必要十分条件
を示す．





















´n = Zn ¡ E[L(Ácn(Xn))];とおく．
(十分条件)
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おける状態の集合を S(m)であるとし，この情報源系列 xt¡1から状態 s 2 S(m)へ
の写像を s(xt¡1)とする．ここで，情報源アルファベットは a 2 A = faj0 · a ·
kgであるので各状態 sでのシンボルの出現確率は k次元パラメータベクトル µs =
fµs1; µs2; ¢ ¢ ¢ ; µskgによって決まる．従って，シンボル xtの xt¡1のもとでの条件付き確
率は P (xtjµs(xt¡1); s(xt¡1))となる．
結局，情報源系列 xtの発生確率は以下で表される．
P (xt) = P (x1jµs(¸); s(¸))P (x2jµs(x1); s(x1)) ¢ ¢ ¢P (xtjµs(xt¡1); s(xt¡1));
ここで，s(¸)は初期状態を表す．









図 5.1に 2元 FSMX情報源モデルm1の木表現例を示す．文脈 xt¡1 = ¢ ¢ ¢ 10で決
定される状態を s10と書くことにすると，系列 x5 = 10010において t = 2時点の状









図 5.1: 2元 FSMX情報源モデル（木表現）
態は s(1) = s1，t = 3時点の状態は s(10) = s10，t = 4時点の状態は s(100) = s00と
なる．また，S(m1) = fs1; s10; s00gである．
なお，本章では 2元 FSMX情報源（k = 1）を考え，パラメータのとりうる範囲






メータ µmが共に未知でありかつ，FSMX情報源モデルmの事前確率 P (m)，モデ
ルmのもとでのパラメータ µmの事前確率P (µmjm)が既知であるとき，ベイズ符号
の符号化確率は以下の式で求められる．






P (xtjxt¡1; µm;m)P (µmjm;xt¡1)P (mjxt¡1)dµm; (5.1)
である．ここで，P (µmjm;xt¡1)は FSMX情報源mと xt¡1のもとでの µmの事後確
率，また P (mjxt¡1)は xt¡1のもとでのmの事後確率を表す． ¤







部分系列 xji を x
j
i = xixi+1 ¢ ¢ ¢ xj とする．t時点のシンボル xtに対してそのポスト
フィクス1に対応するノード s(¸); s(xtt¡1); s(xtt¡2); ¢ ¢ ¢ ; s(xt1)のうち，既に文脈木に含
まれているノードを除いたノードを文脈木に加える． ¤
t時点のポストフィクスに対応するノードの集合を Stと書くことにする．つまり
















1x5 = 01001のとき，x5(= 1)のポストフィクスは，部分系列の集合 f¸; 0; 00; 100; 0100gである．
ここで ¸は空系列を表す．








P s(xtjxt¡1; s)P (sjxt¡1); (5.3)
ここで，
P s(xtjxt¡1; s) = n(xtjx
t¡1; s) + ¯(xtjs)Pl¡1
i=0 n(ijxt¡1; s) + ¯(s)
;
である．また，¯(xtjs)，¯(s) はそれぞれ既知のディレクレ分布のパラメータである．













AP (xtjxt¡1) ; if s 2 St
P (sjxt¡1); if s =2 St

















































となる．上式は各ノードにおいてシンボル iの出現頻度が µ¤si に概収束することを意
味する．これより文脈木における任意の FSMX情報源モデルmに対して，真のパ
ラメータ, µ¤m = fµ¤si1 ; ¢ ¢ ¢ ; µ¤sijS(m)jg;ここで si1; ¢ ¢ ¢ ; sijS(m)j 2 S(m), が定義できる．
さらに仮定の前に次を準備する．深さ J の葉ノード sJ を持つ FSMX情報源モ
デル msJ に対して，S(msJ ) = fsi1; ¢ ¢ ¢ ; si(jS(m)j¡1); sJgであるとし，J 6= 0であ




様にノード sJ¡1に対しても sJ¡1 6= s¸であれば，FSMX情報源モデルmsJ¡2が定義で
きる．このように一つのFSMX情報源モデルに対して，ある深さJの葉ノード sJに
注目し上記の操作を繰り返すとJ+1個のFSMX情報源モデルが定義できる．すると
sJ ; ¢ ¢ ¢ ; s0はポストフィクスをなす．すなわち，s0 = s¸であり，s0 ¿ s2 ¿ ¢ ¢ ¢ ¿ sJ
が成立している．次に仮定を述べる．















が成立する．ここで，P ¤mは確率分布 P (Xjµ¤m;m)を表す．また，D(P (X);Q(X))




例 5.3.1 深さ 2の 2元マルコフ情報源を考える．各状態でのシンボルの出現確率
が次のような場合，この情報源は仮定 5.3.1を満たす．P (0j00) = 0:2; P (0j10) =
0:3; P (0j01) = 0:4; P (0j11) = 0:5．
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また，最大深さ2のFSMX情報源の各状態でのシンボルの出現確率が次のような場
合を考える．P (0j0) = 0:5; P (0j01) = 0:4; P (0j11) = 0:6: ここで，s2 = s11であると
すると，s1 = s1; s0 = s¸である．ここで，S(ms1) = fs0; s1gであり，S(ms0) = fs¸g


























系 5.3.1 [22] µ^m(xn)を µmの最尤推定量とすると，




2 ) a:s:; (5.5)
が成立する． ¤
性質 5.3.2 [22] パラメータの最尤推定量が以下を満たす．






det I(µ^m(xn)jm) + o(n km2 ) a:s:; (5.6)
ここで，I(µmjm)は，パラメータ µmの Fisher情報量行列を表す．すなわち，









注意 5.3.1 性質 5.3.2は最尤推定量の漸近正規性を述べている．第 3章，第 4章で
用いた漸近正規性は法則収束を表しているが，この章で用いる漸近正規性は密度の
収束を示している．詳しい議論については，[23]を参照されたい． ¤











m ) = o(1) a:s:; (5.7)
となる．ここで，D(pµ¤m¤jjpµmm )は分布P (Xjµm¤ ;m¤)と分布P (Xjµm;m)の間のKL情
報量を示す． ¤
上記のもとで後藤らは次の補題を示した [22]．






























を満たす s : s0 ¿ s¿s¤(s¤¿s ¿ s0)が存在する．ただし s¿s0は，s ¿ s0または
s = s0，を意味することとする．



































P (xnjm¤)P (m¤) ，(5.8)
である．上式分子の集合は可算無限個の要素を持つ．そこで，次のように分けて考
える．
¹Ms = fmjD (P ¤m¤ ;P ¤m) > 0g;
¹MCs = fmjD (P ¤m¤ ;P ¤m) = 0g:
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である．また，任意のm 2 ¹MCs において，km > k¤mである．故に ciを， ¹MCs におい




m2 ¹MCs P (x
njm)P (m)









































































)i¡1 ¡ 1 = 0;
となる．上式は式 (5.9)が 0に収束することを示している．
一方， ¹MsはD (P ¤m¤ ;P ¤m)の値により，さらにいくつかの集合に分割することがで
きる．
例えば，
S(m¤) = fs(000); s(100); s(10); s(01); s(011); s(111)g
であるとし，s¤ = s(000)，s = s(00)，であるとする．
この場合，S(m) = fs(00); s(10); s(1)g，というモデルと同様の確率分布を表現する
集合と，S(m) = fs(00); s(10); s(01); s(11)g，というモデルと同様の確率分布を表現
する集合，f s(00), s(10),s(01),s(011),s(111)g,と同様の確率分布を表現する集合の三
つに分けることができる．
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この集合を ¹Ms1; ¹Ms2; ¢ ¢ ¢ ; ¹Msj,とすると，j はm¤と sに依存するが有限である．




P (xnjm¤) = O(2





m2 ¹Msi P (x
njm)P (m)
























m2 ¹Msi P (x
njm)P (m)
P (xnjm¤)P (m¤) +
P
m2 ¹MCs P (x
njm)P (m)



























理 5.3.1より，任意の º > 0に対して十分大きい nでX
s:s 6=s¤;s¿s¤;s2Sn
P (sjxn)
P (s¤jxn) < º
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である．
一方，s¤のSnに含まれる子ノードを s1，その子ノードを s2とし以下，s¤ ¿ s1 ¿








である．ゆえに任意の ¹ > 0に対してX
s:s 6=s¤;sÀs¤;s2Sn
P (sjxn)
P (s¤jxn) < ¹ a:s:;
となるように nを選ぶことができる．
定理 3.1と上記の議論から任意の ² > 0X
s:s2Sn;s6=s¤
P (sjxn)































t¡1) = fsjM(xt¡1) \ Stg
jSp(xt¡1)j = C;







i)において s(xij); s(xij+1) 2 Sp(xi)となる場合 s(xij)を s(xij+1)の子ノード
と呼ぶことにする．























APp(xtjxt¡1) ; if s 2 Sp(xt¡1)
Pp(sjxt¡1); if s =2 Sp(xt¡1)
である．
3.文脈グラフの更新









ば，ノード s(xt¡1j+C¡1) を M(xt) から削除する．さらに s(x
t¡1
j+C¡1) の子ノー




jM(C; s(xt¡1j+C¡1))j = 2C ,である．
ステップ 2 追加ノードの n(ijxt)は系列を遡って数え上げる．そのため， 任意の
i 2 Aに対して，P s(ijxt; s) は従来のベイズ符号化法と同様の値となる．また，




j¡1)jxt) = P s(xtjs(xt¡1j¡1))P (s(xt¡1j¡1)); (5.12)
ここで
P s(xtjs) = ¡(¯(s))¡(¯(sjx
t) + n(0jxt; s))
¡(¯(xtjs))¡(¯(s))
¢¡(¯(s)¡ ¯(sjx
t) + n(1jxt; s))
¡(
P1
















を計算し，¯ より小さければノード s(xt¡1i+1) を M(xt) に付
























s2Sp(xt¡1) Pp(sjxt¡1) = 1;が成立するが
P
s2Sp(xt) Pp(sjxt¡1) =
1; が成立するとは限らない．例えば，M(xt¡1) = fs(¸); s(0); s(1)g; C = 2の場合を
考え，Pp(s(¸)jxt¡1)+Pp(s(0)jxt¡1) = 1; Pp(s(¸)jxt¡1)+Pp(s(1)jxt¡1) = 1;であると
する．ここで xt¡1 = ¢ ¢ ¢ 00であった場合，Sp(xt¡1) = fs(¸); s(0)g;であり，符号化
確率は次のようになる．
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となることに注意されたい． ¤










M(2; s(0)) = fs(000); s(100); s(110); s(010)g;
である．図 5.2,5.3で示すように各ポストフィクスにおいて常に C = 2個のノード
が保持されている．すなわち，ここで t + 1時点のポストフィクス St+1を，St+1 =
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s(1)s(0)
)(λs
s(00) s(10) s(01) s(11)
図 5.2: 提案文脈グラフ (C = 2)
s(1)s(0)
)(λs
s(00) s(10) s(01) s(11)
s(000) s(100) s(010) s(110)
図 5.3: 提案文脈グラフ (C = 2)更新後
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5.5.1 符号長の漸近評価
まず，提案文脈グラフの漸近的な性質に関する定理を述べる．
定理 5.5.1 仮定 3.1を満たす任意の FSMX情報源に対して，次を満たすN0が存在
する．8n > N0において s¤ 2 Sp(xn)がほとんどすべての xnで成立する．
(証明）
提案アルゴリズムにおける P s(ijxn; s)は系列を溯って数えられていることより，任










njm)P (m) : (5.15)
二番目の等式は P (sjxn)の定義より成立する．
ここで，定理 3.1の証明と同様に考えると，式 (5.15)の右辺は 0に概収束する．故
に式（5.15）より，s0 ¿ s ¿ s¤であるような任意の s0 ¿ sに対して一様に次が成





Pp(sjxn) < ® a:s:;
が成立する．同様に式（5.15）と補題 4.1より，s¤ ¿ s ¿ s0であるような任意の






Pp(sjxn) < ¯ a:s:;
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補題 5.5.1 s; s¤ 2 Sn，8s 6= s¤を満たす任意の s; s¤に対して仮定 3.1のもとで，一



















njm)P (m) ; (5.16)

















AP (xtjxt¡1) = 0 a:s:;
が成り立つ．
(証明）
定理 5.5.1より，提案アルゴリズムを用いたとき Spは確率 1で s¤を含むことがわか









APp(xtjxt ¡ 1)¡ P s(xtjs¤(xt¡1); xt¡1)
¯¯
= 0 a:s:; (5.17)

























sanenの提唱した記述長最小基準 [57]に基づく符号 (Minimum Description Length
符号，以下MDL符号）とも関係が深い．ここで，MDL符号もモデルを探索する際
に全てのノードを保持しておく必要があり，ベイズ符号と同等のメモリ量が必要に









により評価する．実験には最大深さ 9の 2元FSMX情報源（状態数 28）を用い，50
系列に対する一文字あたりの符号長の平均を取った．実験 1では提案アルゴリズム
の符号長を評価する実験を行った．この結果を図 5.4に示す．Bayesはベイズ符号化
法，MDLはMDL符号，C = 3は ® = ¯ = 0:3; C = 3の場合を表している．
実験 2では ®と ¯の違いに提案アルゴリズムの性能を見た．使用した情報源は実
験 1と同様である．この情報源に対して 1000時点毎に真のノード 28個のうちいく
つが提案文脈グラフに含まれるかを調べた．条件は ® = ¯ = 0:1，® = ¯ = 0:3，






























































































add M(C; s(xt¡1j+C¡1)) to M(x
t)
delete s(xt¡1j+C¡1) from M(x
t);
else
while nc ¸ 0 do
j := j ¡ 1;
nc := nc¡ 1;
end-while
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add s(xt¡1j+1) to M(x
t);
nc = C;








P (xnjms) = 0 a:s:;
となるmsが存在することを示す．性質 3.2より，






det I(µ^jm) + o(n km2 );
である．また，
P (xnjm) = P (x
njm; µ^m)P (µ^mjm)




P (xnjms) = log














P (µ¤ms jms) + o(1):
ここで，log
p
det I(µ¤ms0 jms0 )p
det I(µ¤ms jms)
; log
P (µ¤ms0 jms0 )




P (xnjms) = log
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次に¡ logP (xnjms; µ^ms)を評価する．
まず，¡ logP (xnjms; µ^ms)をテイラー展開すると，
¡ logP (xnjms; µ¤ms)









(µ¤ms ¡ µ^ms)T @





+o((µ¤ms ¡ µ^ms)T @




(µ¤ms ¡ µ^ms)): (5.20)













= I(µ^ms jms) + o(1):
つまり，@















(µ¤ms ¡ µ^ms)T I(µ^ms jms)(µ¤ms ¡ µ^ms) = O(log log n) a:s: (5.21)
(5.21)式を (5.20)式に代入すると，




P (xnjms) = log
P (xnjms0 ; µ¤ms0 )






= ¡nD(pµ¤ms0 ; pµ
¤
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である．
ここで，s¤ ¿ s¿ s0の場合を考える．明らかに任意のms0に対して，以下を満た
すmsが存在する．




P (xnjms) = log
P (xnjms0 ; µ¤ms0 )




















P (xnjms0 ; µ¤ms0 )




P (xnjms¤ ;µ¤ms¤ )
P (xnjms;µ¤ms )
P (xnjms¤ ;µ¤ms¤ )






P (xnjms¤ ; µ¤ms¤ )




P (xnjms¤ ; µ¤ms¤ )





)¡D(p¤m¤ ; p¤ms) > 0;
であるので，(5.7)式より，任意のms0に対して
log
P (xnjms0 ; µ¤ms0 )












P (xnjms) = log
P (xnjms0 ; µ¤ms0 )




















P (xnjms) = 0 a:s:;
故に補題は証明された． ¤
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