Spectral estimation can be preformed using a THREE-like approach. Such method leads to a convex optimization problem whose solution is computed through its dual problem. In this paper, we show that the dual problem can be seen as a different spectral estimation problem. This interpretation implies that the THREE-like solution is optimal in terms of closeness to the correlogram over a certain parametric family of spectral densities, enriching in this way its meaningfulness.
Introduction
In science and engineering it is often required to identify a complex model through a simpler model where the latter is an approximation of the former. The quality of this approximation heavily depends on its intended use. For instance, if the objective is prediction, then the prediction error identification method (PEM), is optimal, see [15] , [18] and [14] . Therefore, the more interpretations the solution of an identification method admits, the more "qualities" such a solution gains.
In this paper, we deal with a spectral estimation problem called THREE-like approach, see the former work in [3] . Such method leads to a convex optimization problem called spectrum approximation problem. The optimal solution is computed solving the dual problem. We show that the dual problem can be seen also as a spectral estimation problem wherein the optimal solution is the closest spectral density to the correlogram, according to a suitable pseudo-distance, belonging to a certain parametric class. Therefore, this new interpretation enriches the meaningfulness of the optimal solution. Moreover, two specific THREE-like solutions can be also interpreted as solution of a PEM. A similar interpretation has been observed in [13] for a particular setting. Moreover, in [2] it has been observed the connection between PEM and the prefiltered covariance extension approach.
The outline of the paper follows. In section 2 we review the THREE-like approaches. In Section 3 we define two types of weighted pseudo-distance needed to introduce, in Section 4, the interpretation of the dual problem. Finally, in Section 5 we show the link between THREE and PEM.
Throughout the paper we use the following notation. Q n denotes the vector space of n × n symmetric matrices, and N + = N \ {0}. We drop the dependence of the domain for functions which are defined over T, for instance for spectral densities. If a function Φ is positive (semi)definite on T we write Φ ≻ 0 (Φ 0). The shorthand notation Φ means the integration of Φ over T with respect to the normalized Lebesgue measure.
A review of the THREE-like Approaches
Let y = {y(t)} t∈Z be a R m -valued zero-mean stationary purely nondeterministic Gaussian process. Such a process is completely characterized by its spectral density denoted by Φ. Recall that, Φ is a m × m Hermitian-valued positive semidefinite function defined over the unit circle T. We assume that Φ belongs to the set S + m (T) of spectral densities which are bounded and coercive on T, that is there exist two scalar constants
A THREE-like approach is a procedure to estimate Φ. It needs in input a finite length sequence y N = {y(t)} N t=1 extracted from a realization of y, an priori spectral density Ψ ∈ S + m (T) for y, and a filter G(z) = (zI − A) −1 B. The filter is tuned by the user, for more details see [3] and [8] , with A ∈ R n×n strictly stable, B ∈ R n×m , n > m, and such that the pair (A, B) is reachable. In this way, Σ := E[x(t)x(t) T ] ≻ 0 where x = {x(t)} t∈Z is the zero-mean stationary Gaussian process at the output of the filter G(z) when fed by y.
We are now ready to sketch the procedure in detail. First, it is required to compute an estimateΣ of Σ from y N . We consider the procedure in [23] which is based on the characterization of Σ in terms of G(z) and the covariance lags sequence of y. It has been shown thatΣ 0 (andΣ ≻ 0 in all simulations) and such that
whereΦ(y N ) is the biased correlogram, eventually truncated with the BaclmanTukey method [19] . Note that,Φ(y N ) 0 over the unit circle and it represents a "natural" and nonparametric estimate for the spectral density of y. It is worth noting that Σ can be estimated setting a convex optimization problem, see [6] , however, condition (1) does not hold with the correlogram but for some unknown spectral density. Finally, note thatΣ represents a way to encode information about y N . OnceΣ is computed, an estimate of the spectral density of y is given solving the following spectrum approximation problem
where S is a pseudo-distance (or divergence index) between two spectral densities in S + m (T), that is S(Φ Ψ) 0 for any Φ, Ψ ∈ S + m (T) and equality holds if and only if Φ = Ψ. Accordingly, Φ
• is the closest spectral density to Ψ matchinĝ Σ. Note that, the specification of the prior Ψ is not strictly necessary: if no a priori information is available, we set Ψ = I corresponding to white Gaussian noise with variance equal to the identity (WGN), i.e. the most unpredictable process. Finally, we assume that Ψ has bounded McMillan degree, that is the process admits a state space representation whose state dimension is bounded.
Solution with the Alpha Divergence Family
In [22] , it has been considered the Alpha divergence family
For α = 0 and α = 1, it is defined by continuity
where S KL is the Kullback-Leibler divergence
By considering the scalar case, m = 1, and the parametrized family S
(1−ν −1 ) A (Φ Ψ) with ν ∈ N + , Problem (2) admits a unique family of solutions having the following structure, see also the former works [10] , [16] and [7] ,
whereΘ N ∈ Q n is computed solving the dual problem
with
The multivariate case m > 1, however, cannot be tackled with such divergence family. On the other hand, for the case m = 1 and ν = 2, (3) is the Hellinger distance and it can be extended to the case m > 1 in such a way Problem (2) can be addressed, see [5] and [17] .
Solution with the Beta Divergence Family
Consider the Beta Divergence Family [20] S (β)
For β → 0 and β → 1 it is defined by continuity
Here, S IS denotes the Itakura-Saito distance
In [20] and [4] , it has been shown that Problem (2) with the parametrized divergence family S
whereΘ N ∈ Q n is computed through the dual problem:
The above solution also holds for the multivariate case, i.e. m > 1, however, it requires the additional assumption that Ψ ν −1 has bounded McMillan degree. Finally, it is worth noting that the limit case β → 1 has been addressed in [9] and it represents the first THREE-like method for the multivariate case.
Solution with the Tau Divergence
In [21] , it has been proposed the divergence family
where W Ψ is a left squared spectral factor of Ψ, that is Ψ = W Ψ W * Ψ . Moreover, for τ → 0 and τ → 1 we have
Probelm (2) with S
andΘ N ∈ Q n is given solving the dual problem
Note that, the above solution holds for m ≥ 1 under the mild assumption that Ψ has bounded McMillan degree. Moreover, Φ
Finally, it is worth noting that
Here, W
is the spectral density of the prediction error processε = {ε(t)} t∈Z such thatε
where y Φ = {y Φ (t)} t∈Z is the stochastic process having spectral density Φ and y Ψ = {ŷ Ψ (t)} t∈Z is the one step ahead predictor of y Φ based on the a priori spectral density Ψ. Accordingly, S
(1−ν −1 ) T (Φ Ψ) represents a way to measure the mismatch betweenε and WGN. Therefore, (17) is also the spectral density matchingΣ and minimizing the prediction errorε. Problem (2), however, cannot be reformulated as a PEM. Indeed, in the latter the prediction error is optimized by tuning the one-step ahead predictor, see Section 5, rather than the shaping filter of the process.
Weighted Beta Divergence Families
Before to introduce our interpretation of the dual problem of the THREE-like approaches of Section 2, we need to define two different types of Beta divergence weighted according to a weight function Q ∈ S + m (T).
First type
We can define the weighted Beta divergence as follows
where W Q is a left squared spectral factor of Q, i.e. Q = W Q W * Q .
where S KL1,Q is the weighted Kullback-Leibler divergence
Proof. The statement can be proved by using the same lines of Proposition 2.1 in [21] . The unique difference regards the limit β → 0:
where we exploited the property, see [11] ,
with Φ 1 , Φ 2 ∈ S + m (T) and Φ 2 = W Φ2 W * Φ2 . In view of (26), it is worth noting that S IS (Φ Ψ) represents a way to measure the mismatch between the prediction error (21) and WGN. Finally, choosing Q = Ψ −1 we obtain the Tau divergence
Second type
Another way to define the weighted Beta divergence follows 
where S IS,Q and S KL,Q are the weighted Itakura-Saito distance and the weighted Kullback-Leibler divergence, respectively,
Proof. Let β ∈ R \ {0, 1}. It is not difficult to show that S B2,Q is a divergence index. The same line can be exploited to show that S IS,Q and S KL2,Q are divergence indexes. Since it allowed to pass the limits β → 0 and β → 1 under the integral sign, see [20] , then such limits can be easily proved by using Proposition 3.1 in [20] . Note that, for the scalar case m = 1 we have
therefore it represents a way to measure the mismatch between the prediction error (21) and WGN weighted according to the weight function Q. Finally, choosing Q = Ψ 1−β we obtain the Alpha divergence
The Dual Problem Interpretation
We start by considering the dual problem (18) with ν > 1. Taking into account (1), we obtain
where Φ
• T,ν has been defined in (17) . Since the term tr [νW
] plays no role in the optimization with respect to Θ, we can add it to J T,ν :
Consider the parametric family of spectral densities
where the parameter matrix Θ ∈ D T = {Θ ∈ Q n s.t. I+ν −1 W * Ψ G * ΘGW Ψ ≻ 0}. Therefore, the dual problem (18) is equivalent tô
Similarly, it can be proved that (38) also holds for the case ν = 1. This interpretation of the dual problem allows to characterize the solution to the spectrum approximation problem with S 
with 
with D B = {Θ ∈ Q n s.t.
We conclude that the solution to the spectrum approximation problem (2) can be seen as the solution of a spectral estimation problem wherein the best estimate is the closest one to the correlogram according to an appropriate divergence index. Moreover, Ψ belongs to the interior of M . This means that the a priori spectral density Ψ always belongs to the parametric family. Finally, it is worth noting that the dual problem is always characterized by Beta-like divergence families. Indeed, such divergence indexes are the unique to contain a linear term inΦ(y N ) corresponding to the term tr(ΘΣ) in the dual function.
The connection between THREE and PEM
First, we review the prediction error identification method (PEM), see [15] . Let y = {y(t)} t∈Z be a R m -valued, zero-mean, purely nondeterministic, full rank, stationary, Gaussian stochastic process having model
where e := {e(t)} t∈Z is the normalized innovation process, i.e. WGN, and W θ,k ∈ R m×m . Moreover, M(θ) belongs to the set of models
wherein each model is parametrized using the parameter vector (or eventually matrix) θ ∈ D ⊂ R d . Let {H θ,k } k∈Z, k≥0 be the impulse response of the inverse filter of the shaping filter (41). Therefore, y is equivalently described by its one step ahead predictor
which represents a way of predicting future values of y. The prediction error ε θ = {ε θ (t)} t∈Z is defined as
If M(θ) is the true model for y, then ε θ = e, that is ε θ is WGN. On the contrary, the closer ε θ is to be WGN, the better M(θ) describes y.
Consider now the situation that a finite length sequence y N := {y(t)} N t=1
extracted form a realization of y is given. We consider the problem to select an appropriate valueθ N ∈ D of the parameter vector, and therefore an appropriate model M(θ N ) ∈ M ⋆ , by using the information in y N . The resulting mapping y N →θ N is called parameter estimation method. The prediction error identification method judges the performance in respect to the prediction error ε θ of each model M(θ) ∈ M ⋆ and then selects asθ N the one with the best performance. More precisely, we consider the cost function
where ℓ is a scalar-valued positive function. Therefore,θ N is obtained solving the following optimization problem
If we choose
we obtain the standard PEM [15] . Let W θ be the Fourier transform of the sequence {W θ,k } k∈Z, k≥0 . Then, Φ(θ) = W θ W * θ is the spectral density of y and is equivalent to M(θ). Starting from this observation we show that the models Φ 
where yΦ (y N ) is the process having spectral densityΦ(y N ) andŷ Φ • A,1 (Θ) is the one step ahead predictor of yΦ (y N ) based on the model Φ
where ζ(ε Θ ) denotes the spectral density of ε Θ . Accordingly, by choosing
we obtain the PEMΘ 
Solution
where W 
where
Here, ε Θ is the prediction error process such that ε Θ (t) = yΦ (y N ) (t)−ŷ Φ • T ,1 (Θ) (t) andŷ Φ • T ,1 (Θ) is the one step ahead predictor of yΦ (y N ) based on the model Φ 
only contains spectral densities whose inverse is sparse [1] or sparse plus low rank [24] . Such parametric classes are important in graphical modeling [12] where the process y is "attached" to a graph: each node corresponds to a variable in y and there is a direct link between two variables if and only if are conditional dependent given the remaining variables. We conclude that also the solutions presented in [1] and in [24] admit a PEM interpretation similar to (53).
Conclusions
In this paper, we presented an interpretation of the dual problem rising from the THREE-like methods. From this interpretation it turns out that the solution to a THREE-like problem is also solution to a different spectral estimation problem. Moreover, two particular solutions can be seen also as solution to a PEM.
