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Abstract
In this paper we develop an efficient procedure for computing a (scaled)
Hadamard product for commutative polynomials. This serves as a tool to
obtain faster algorithms for several problems. Our main algorithmic results
include the following:
• Given an arithmetic circuit C of poly(n) size computing a polynomial
f ∈ F[X] and a parameter k, we give a deterministic algorithm of run
time O∗(nk/2+c log k) for some constant c to compute the sum of the
coefficients of multilinear monomials of degree k in f , that answers
an open question mentioned by Koutis and Williams in [KW16].
• Given an arithmetic circuit C of size s computing a polynomial
f ∈ F[X] (where F could be any field where the field arithmetic
is efficient), and a parameter k, we give a randomized algorithm of
run time 4.32k · poly(n, s) to check if f contains a multilinear mono-
mial of degree k or not. Our algorithm uses poly(n, k, s) space. The
recent algorithm of Brand et al. [BDH18] solves this problem over
fields of characteristic zero using exterior algebra.
• If the given circuit C is a depth-three homogeneous circuit computing
f ∈ Q[X] of degree k, we give a deterministic parameterized algo-
rithm of run time 4k ·poly(n, s) to detect degree k multilinear terms,
and an algorithm of run time 2k · poly(n, s) to compute the sum of
their coefficients in f . For finite fields also we can detect degree k
multilinear terms in f in deterministic ekkO(log k)(2ck+2k)·poly(n, s)
time for c ≤ 5.
Other results include Hadamard product based algorithms for deter-
ministic polynomial identity testing algorithm for depth three circuits over
Q and C, and a fast deterministic algorithm for monomial type detection
in depth three homogeneous circuits.
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1 Introduction
Two important algebraic problems studied in parameterized complexity are
multilinear monomial detection (k -MMD) and computing sum of the coefficients
of multilinear monomials ((k,n)-MLC) in arithmetic circuits. The k -MMD prob-
lem is defined as follows : Given an arithmetic circuit C computing a polyno-
mial f ∈ F[X]1 and a parameter k, the problem is to test if f has a nonzero
degree-k multilinear monomial. In the (k,n)-MLC problem we are required to
compute the sum of the coefficients of all degree-k multilinear monomials of f .
These problems are natural generalizations of the well-studied k-path detection
and counting problems in a given graph, which are benchmark problems for
parameterized algorithm design. In fact, the first randomized O∗(2k) 2 algo-
rithm [Wil09] for detecting length-k paths was obtained from an algorithm for
k -MMD for monotone circuits over Z using group algebras. Recently, Brand et
al. [BDH18] have given the first FPT algorithm for k -MMD for general circuits
over characteristic zero fields and the algorithm runs in randomized O∗(4.32k)
time. Their method is based on exterior algebra and color coding [AYZ95].
They also give a randomized O∗(4k) approximation algorithm for (k,n)-MLC,
when the input is a skew-circuit over Z, which yields an FPT algorithm for
approximate counting of bounded pathwidth k-vertex subgraphs. In general,
(k,n)-MLC is #W[1]-hard and improving the naive O∗(nk) algorithm is con-
sidered an important open problem [KW16]. In [KW16], Koutis and Williams
give a O∗(nk/2) algorithm to compute the sum of coefficients modulo 2. In this
work, we obtain a O∗(nk/2+c log k) time algorithm (c constant) for (k,n)-MLC
for general circuits over all fields. We also obtain an algorithm for k -MMD for
general circuits over all fields, which uses only polynomial space and matches
the run time of [BDH18].
Techniques used
The techniques based on group algebra [Kou08,Wil09] and exterior algebra can
be broadly classified as multilinear algebra techniques. We give a new approach
to the k -MMD, (k,n)-MLC problems, and related problems. Our algorithm
is based on computing the Hadamard product of polynomials. The Hadamard
product (also known as Schur product) generally refers to Hadamard product of
matrices and is used in matrix analysis. We consider the Hadamard product of
polynomials (e.g., see [AJS09]). Given polynomials f, g ∈ F[X], their Hadamard
product is defined as
f ◦ g =
∑
m
([m]f · [m]g)m,
where [m]f denotes the coefficient of monomial m in f .
The Hadamard product has proven to be a useful tool in the study of non-
commutative computation [AJS09,AS18].
A contribution of the present paper is to develop an efficient way to im-
plement Hadamard product in the commutative setting. Interestingly, the
1F[X] is the shorthand notation for F[x1, x2, . . . , xn].
2The O∗ notation suppresses polynomial factors.
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Hadamard product has been useful in arithmetic circuit complexity results,
e.g., showing hardness of the noncommutative determinant [AS18]. Transfer-
ring techniques from circuit complexity to algorithm design is an exciting recent
area of research. We refer the reader to the survey article of Williams [Wil14a],
see also [Wil14b]. Our paper adds to the list of techniques from arithmetic
circuit complexity to algorithm design.
When the input is a homogeneous ΣΠΣ circuit, where the product gates
have fan-in k, we give a deterministic O∗(2k) algorithm for polynomial identity
testing over Q and C. We also give a deterministic O∗(4k) algorithm for k -MMD
for such ΣΠΣ circuits. Furthermore, we get a deterministic O∗(2k) algorithm
for (k,n)-MLC for such ΣΠΣ circuits. It is to be noted that the problem is
#W[1]-hard for general circuits. A deterministic algorithm for k -MMD of gen-
eral circuits seems difficult to obtain as polynomial identity testing (PIT) seems
to be required. Beyond multilinearity, we can apply the technique to solve the
more general monomial type detection problem for this class of circuits.
Our Results
We apply the Hadamard product of polynomials in the setting of commutative
computation. This is achieved by combining earlier ideas [AJS09,AS18] with a
symmetrization trick shown in Section 3. As we have shown in this paper, this
yields efficient algorithms for (k,n)-MLC, k -MMD, and related problems.
Consider the elementary symmetric polynomial Sn,k of degree k over the n
variables x1, x2, . . . , xn. By definition, Sn,k is the sum of all the degree k multi-
linear monomials. Computing the Hadamard product of Sn,k and a polynomial
f sieves out precisely the degree k multilinear part of f . This connection with
the symmetric polynomial gives the following result.
Theorem 1. Given a commutative homogeneous circuit C of size poly(n) com-
puting a polynomial f ∈ F[X] and a parameter k, there is an algorithm to
compute the sum of the coefficients of the degree k multilinear monomials in
f , running in deterministic O∗(nk/2+c log k) time algorithm for some constant
c. The field F could be any field where the field operation can be efficiently
computable.
The above run time O∗(nk/2+c log k) (where c is a constant) beats the
O∗(nk) bound that answers an open question addressed by Koutis and
Williams [KW16].
An ingredient of the proof is a result in [AS18] that allows us to efficiently
compute the Hadamard product of a noncommutative ABP with a noncom-
mutative polynomial even when we only have access to an algorithm for the
polynomial that can be evaluated over matrices. The other ingredient is an
algorithm of Bjo¨rklund et al. [BHKK10] for evaluating rectangular permanent
over noncommutative rings, that can be viewed as an algorithm for evaluating
S∗n,k (a symmetrized noncommutative version of Sn,k) over matrices. Now, ap-
plying the routine conversion of a commutative circuit to an ABP, which incurs
only a quasi-polynomial blow-up, we get a faster algorithm for (k,n)-MLC of
general circuits.
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We show that, we can compute Hadamard product of two commutative
polynomials efficiently when one of the polynomials is given by a ΣΠΣ circuit.
This allows us to obtain the subsequent results.
Theorem 2. Given an arithmetic circuit C of size s computing a polynomial
f ∈ F[X] and an integer k, we have a randomized algorithm to check if there
exists a multilinear monomial of degree k in f running in 4.32k ·poly(n, s) time
using poly(n, k, s) space. The field F could be any field where the field operation
can be efficiently computable.
The main idea in the proof of Theorem 2 is the use of color coding [AYZ95]
to construct a depth three circuit which is ‘weakly equivalent’ to Sn,k. Then we
take the Hadamard product of the given circuit with the depth three circuit,
and finally check whether the resulting circuit is identically zero using Demillo-
Lipton-Schwartz-Zippel Lemma [DL78,Zip79,Sch80].
Next, we state results showing deterministic algorithms for depth-three cir-
cuits.
Theorem 3. Given a homogeneous depth-three circuit C computing f ∈ Q[X],
and an integer k, we can detect whether there exists a multilinear monomial of
degree k in f in deterministic 4k ·poly(n, s) time. If F is a finite field, we can do
multilinear monomial detection in deterministic ekkO(log k)(2ck +2k) · poly(n, s)
where c ≤ 5.
Here the key observation is that we can efficiently compute the commutative
Hadamard product of a depth three circuit with any circuit. We can use the
homogeneous ABP for the symmetric polynomial Sn,k. We take the Hadamard
product of the given depth three circuit with that homogeneous ABP for Sn,k,
and finally check whether the resulting depth three circuit is identically zero or
not. The same idea gives the algorithm to compute the sum of the coefficients
of the multilinear terms as well.
We call a monomial of form xe1i1 x
e2
i2
. . . x
eq
iq
such that e1 ≤ e2 ≤ . . . ≤ eq
to be a monomial of type e = (e1, . . . , eq). Monomial type detection problem
is a natural generalization of k -MMD that detects a monomial of certain type
(e1, . . . , eq) in a given polynomial. The ideas used are similar to the proof of
Theorem 3.
Theorem 4. Given a homogeneous depth three circuit of top gate fan-in s and
the product gate fan-in k computing a degree k polynomial f ∈ Q[X], and a q-
tuple e = (e1, e2, . . . , eq) where
∑q
i=1 ei = k, we can detect whether f contains
a monomial of type e in deterministic ek ·22k+O(log
2 k) poly(n, s) time. Over any
finite field F such that Char(F) > k the run time is ek · 2ck+O(log
2 k) · poly(n, s)
where c ≤ 5.
Organization
The paper is organized as follows. In Section 2 we cover the background mate-
rials. In Section 3 we discuss the Hadamard product framework. In Section 4
we apply it to compute the sum of coefficients of multilinear terms and prove
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Theorem 1. We also obtain a hardness result for evaluating rectangular per-
manent over noncommutative rings. In Section 5 we prove Theorem 2. Finally,
in Section 6 we present some deterministic parameterized algorithms when the
input is a ΣΠΣ circuit.
2 Preliminaries
Arithmetic circuits
For a monomial m and a polynomial f , let [m]f denote the coefficient of the
monomial m in f . We denote the field of rational numbers as Q, and the field
of complex numbers as C. We use the notation Σ[s]Π[k]Σ for depth three ho-
mogeneous circuits computing polynomials in F[x1, x2, . . . , xn] of the following
form
C(x1, . . . , xn) =
s∑
i=1
k∏
j=1
Li,j(x1, . . . , xn),
where each Li,j is a linear form over F. We also recall the definition of algebraic
branching program.
An algebraic branching program (ABP) is a directed acyclic graph with one
vertex of in-degree zero, which is called source, and another vertex of out-degree
zero, which is called sink. The vertices of the graph is partitioned into levels
0, 1, , . . . , d and the edges only go between consecutive levels i and i + 1. The
source and the sink are at levels zero and d respectively. Each edge is labeled by
a linear form over the input variables. The polynomial computed by the ABP
is the sum over all directed paths from source to sink of the product of linear
forms that label the edges of the path. An ABP is said to be homogeneous if
all edge labels are homogeneous linear forms.3
Given an arithmetic circuit and an integer parameter k, one can efficiently
find a circuit for the homogeneous degree k part of the circuit. This is a standard
fact [SY10].
Fact 1. Given an arithmetic circuit C (respectively ABP) computing f ∈
F[x1, x2, . . . , xn] of degree d and of size s, for each 0 ≤ k ≤ d we can com-
pute a homogeneous circuit Ck (respectively ABP) of size O(sk
2) computing the
degree k homogeneous part of C in deterministic poly(n, s, k) time.
Because of the above fact, in this paper we assume that the circuits and
ABPs are always homogeneous. For general circuits, this is an assumption
without loss of generality. For depth three circuits, if we allow the linear forms
Li,j to be affine, then we do not know how to get the homogeneous degree k
part as a depth three circuit of comparable size. So, whenever we consider
depth three circuits in this paper, they are always homogeneous to begin with.
We say a monomial m is of type e = (e1, e2, . . . , eq) if m = x
e1
i1
xe2i2 . . . x
eq
iq
for
e1 ≤ e2 ≤ . . . ≤ eq and each ij is distinct. For the monomial m = x
e1
i1
xe2i2 . . . x
eq
iq
we usem! to denote the product e1!·e2! · · · ek! as a convenient abuse of notation.
3In the commutative setting ABPs are equivalent to skew-circuits.
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Hadamard Product
We recall the definition of Hadamard product of two polynomials.
Definition 1. Given two polynomials f, g ∈ F[x1, x2, . . . , xn], the Hadamard
product f ◦ g is defined as
f ◦ g =
∑
m
([m]f · [m]g) m.
In this paper we adapt the notion of Hadamard product suitably and define
a scaled version of Hadamard Product of two polynomials.
Definition 2. Given two polynomials f, g ∈ F[x1, x2, . . . , xn], their scaled
Hadamard Product f ◦s g, is defined as
f ◦s g =
∑
m
(m! · [m]f · [m]g) m,
where m = xe1i1 x
e2
i2
. . . xerir and m! = e1! · e2! · · · er!, as already defined.
Remark 1. Given two polynomials f ∈ F[X] and g ∈ F[X], if one of these
two is a multilinear polynomial then scaled Hadamard product f ◦s g is same as
Hadamard product f ◦ g.
Connection to noncommutative computation
In this paper, we will also deal with the free noncommutative ring F〈Y 〉, where
Y is a set of noncommuting variables. In this ring, monomials are words in Y ∗
and polynomials in F〈Y 〉 are F-linear combinations of words. We define non-
commutative arithmetic circuits essentially as their commutative counterparts.
The only difference is that at each product gate in a noncommutative circuit
there is a prescribed left to right ordering of its inputs.
Given a noncommutative monomial m = yi1yi2 . . . yid of degree d and a
permutation σ ∈ Sd, we use m
σ to denote the position-permuted monomial
yiσ(1)yiσ(2) . . . yiσ(d).
Given a commutative circuit C computing a polynomial in F[x1, x2, . . . , xn],
the noncommutative version of C, Cnc as the noncommutative circuit obtained
from C by fixing an ordering of the inputs to each product gate in C and
replacing xi by the noncommuting variable yi, 1 ≤ i ≤ n.
Thus, Cnc will compute a polynomial fncC in the ring F〈Y 〉, where Y =
{y1, y2, . . . , yn} are n noncommuting variables. Similarly, given an ABP B, one
can obtain its noncommutative version Bnc by just replacing noncommuting
variable yi by commuting variable xi for each 1 ≤ i ≤ n.
Over noncommutative rings too, one can define the notion of Hadamard
product in exactly same way. The concept of Hadamard product in non-
commutative computation is used to prove several interesting results recently
[AJS09,AS18].
In particular, we recall the following results from [AJS09,AS18] that show
that, in noncommutative domain, computing Hadamard product of two poly-
nomials is easy when one of the polynomials is given by an ABP.
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Lemma 1. (Restating Theorem 4 of [AJS09]) Given a noncommutative ABP of
size S′ for degree d polynomial f ∈ F〈y1, y2, . . . , yn〉 and a noncommutative ABP
of size S for another degree k polynomial g ∈ F〈y1, y2, . . . , yn〉, we can compute
a noncommutative ABP of size SS′ for f ◦ g in deterministic SS′ · poly(n, d)
time.
The following theorem was first proved in [AJS09]. We state a version
from [AS18].
Lemma 2. (Restating Corollary 4 of [AS18]) Given a noncommutative circuit
of size S′ for f ∈ F〈y1, y2, . . . , yn〉 and a noncommutative ABP of size S for
g ∈ F〈y1, y2, . . . , yn〉, we can compute a noncommutative circuit of size O(S
′S3)
for f ◦g in deterministic S3S′ ·poly(n, d) time where d is the degree upper bound
for f and g.
If the polynomial f is accessed by an algorithm that can evaluate f over
matrix algebra of suitable dimension, then also the Hadamard product of f and
g is efficiently computable.
Lemma 3. (Restating Corollary 5 of [AS18]) Suppose A is a T (n, d, S)-time al-
gorithm for evaluating a homogeneous degree d polynomial f ∈ F〈y1, y2, . . . , yn〉
on S×S matrices over F. Given as input a noncommutative ABP of size S com-
puting a degree d polynomial g ∈ F〈y1, y2, . . . , yn〉, and scalars a1, a2, . . . , an ∈
F, we can compute (f ◦ g)(a1, a2, . . . , an) in time T (n, d, S) · poly(n, d, S).
Since Lemma 3 is used crucially later, we give an informal and brief descrip-
tion of how the proof proceeds. For each i ∈ [n], each matrix Mi ∈ MS(F) are
computed from the noncommutative ABP of g that encode layers. We define
Mi[k, ℓ] = [xi]Lk,ℓ,
where Lk,ℓ is the linear form on the edge (k, ℓ). Now to compute (f ◦
g)(a1, a2, . . . , an) where ai ∈ F for each 1 ≤ i ≤ n, we compute
f(a1M1, a2M2, . . . anMn) using the evaluation algorithm A of f over matrices.
The value (f ◦ g)(a1, a2, . . . , an) is present in the (1, S)
th entry of the matrix
f(a1M1, a2M2, . . . , anMn).
The Permanent
We recall a result of Ryser [Rys63] that gives a Σ[2
n]Π[n]Σ circuit for the Per-
manent polynomial of n× n symbolic matrix.
Lemma 4 (Ryser [Rys63]). For a matrix X with variables xij : 1 ≤ i, j ≤ n as
entries,
Perm(X) = (−1)n
∑
S⊆[n]
(−1)|S|
n∏
i=1

∑
j∈S
xij

 .
Remark 2. We note here that Ryser’s formula holds over all fields F. Fur-
thermore, if X is a matrix of free noncommuting variables yij : 1 ≤ i, j ≤ n as
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entries, then also Ryser’s formula holds. More precisely, we have
Perm(X) = (−1)n
∑
S⊆[n]
(−1)|S|
n∏
i=1

∑
j∈S
yij

 ,
where the order of linear forms in each product gate is increasing order of index
i ∈ [n].
Symmetric polynomial
The symmetric polynomial of degree k over n variables {x1, x2, . . . , xn}, denoted
by Sn,k, is defined as follows:
Sn,k(x1, x2, . . . , xn) =
∑
T⊆[n],|T |=k
∏
i∈T
xi.
Notice that, Sn,k contains all the degree k multillinear terms. It is easy to
construct a homogeneous ABP of size k(n − k + 1) for Sn,k [Sta16].
Weakly equivalent polynomial
A polynomial f ∈ F[X] is said to be weakly equivalent to a polynomial g ∈ F[X],
if the following is true. For each monomial m, [m]f = 0 if and only if [m]g = 0.
Moreover, if [m]f ≥ 0 for each monomial f , we define f to be a positively weakly
equivalent polynomial to g. One can define the same in noncommutative setting
also. In this paper, we will use polynomials weakly equivalent to Sn,k.
Perfect Hash Functions
We recall the notion of perfect hash functions from [NSS95,AG10]. An (n, k)-
family of perfect hash functions is a collection of functions F from [n] to [k]
such that for every subset S ⊆ [n] of size k, there exists at least one function
f ∈ F such that f is one-one on S. Explicit deterministic construction of
(n, k)-family of perfect hash function is well-known [NSS95, AG10]. For the
best known construction, the size of the family is ekkO(log k) log n, and the run
time of the construction is O(ekkO(log k) log n).
Graph polynomial
Let G(V,E) be a directed graph with n vertices where V (G) = {v1, v2, . . . , vn}.
A k-walk is a sequence of k vertices vi1 , vi2 , . . . , vik where (vij , vij+1) ∈ E for
each 1 ≤ j ≤ k− 1. A k-walk is a k-path where no vertex is repeated. Let F be
any field, A be the adjacency matrix of G, and let x1, x2, . . . , xn be variables.
Let us define a n×nmatrix B such that B[i, j] = A[i, j]·xi for each 1 ≤ i, j ≤ n.
Let ~1 be the n length row vector of all 1’s, and ~x be the n length column vector
defined by ~x[i] = xi. The graph polynomial over F[x1, x2, . . . , xn] is defined as
CG(x1, x2, . . . , xn) = ~1 · B
k−1 · ~x. Let W be the set of all k-walks in G. The
following observation is folklore.
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Observation 1.
CG(x1, x2, . . . , xn) =
∑
vi1vi2 ...vik∈W
xi1xi2 · · · xik .
Hence, G contains a k-path if and only if the graph polynomial CG contains a
multilinear term.
3 Hadamard Product Framework
We recall from Section 2 that the Hadamard product of two polynomials f, g ∈
F[X] is defined as
f ◦ g =
∑
m
([m]f · [m]g)m.
Computing the Hadamard product when f and g are given by small circuits
(or formulas) is, in general, computationally hard. For example, the Hadamard
product of the determinant with itself gives the permanent. On the other hand,
for noncommutative polynomials f and g, given by ABPs (or one of them is an
ABP and the other a noncommutative circuit), we can compute f ◦g efficiently.
Nevertheless, we develop a method for some special cases, that is efficient
in the parameterized complexity sense, for computing the scaled Hadamard
product (see Definition 2) of commutative polynomials. This is key to our
algorithms for k -MMD and (k,n)-MLC. The method broadly works as follows:
we transform polynomials f and g to suitable noncommutative polynomials. We
compute their (noncommutative) Hadamard product efficiently [AJS09,AS18],
and we finally recover the scaled commutative Hadamard product f ◦s g (or
evaluate it at a desired point (a1, a2, . . . , an) ∈ F
n).
Suppose f ∈ F[x1, x2, . . . , xn] is a homogeneous degree k polynomial
given by a circuit C. As explained in Section 2, its noncommutative ver-
sion Cnc computes some noncommutative homogeneous degree k polynomial
fˆ ∈ F〈y1, y2, . . . , yn〉.
Let Xk denote the set of all degree k monomials over X. As usual, Y
k
denotes all degree k noncommutative monomials (i.e., words) over Y . Each
monomial m ∈ Xk can appear as different noncommutative monomials mˆ in fˆ .
We use the notation mˆ → m to denote that mˆ ∈ Y k will be transformed to
m ∈ Xk by substituting xi for yi, 1 ≤ i ≤ n. Then, we observe that
[m]f =
∑
mˆ→m
[mˆ]fˆ . (1)
The noncommutative circuit Cnc is not directly useful for computing
Hadamard product. However, the following symmetrization trick will help.
We first explain how permutations σ ∈ Sk act on the set of degree k monomials
Y k (and hence, by linearity, act on homogeneous degree k polynomials).
For each monomial mˆ = yi1yi2 · · · yik , the permutation σ ∈ Sk maps mˆ to
the monomial mˆσ which is defined as mˆσ = yiσ(1)yiσ(2) · · · yiσ(k). Consequently,
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by linearity, fˆ =
∑
mˆ∈Y k [mˆ]fˆ · mˆ is mapped by σ to the following polynomial,
fˆσ =
∑
mˆ∈Y k
[mˆ]fˆ · mˆσ.
The symmetrization f∗ of f is defined as the following homogeneous degree-
k noncommutative polynomial:
f∗ =
∑
σ∈Sk
fˆσ.
The following propositions explain the use of symmetrization in computing
the scaled Hadamard product f ◦s g.
Proposition 1. For a homogeneous degree k commutative polynomial f ∈
F[x1, x2, . . . , xn] given by circuit C, and its noncommutative version C
nc com-
puting polynomial fˆ ∈ F〈y1, y2, . . . , yn〉, consider the symmetrized noncommu-
tative polynomial
f∗ =
∑
σ∈Sk
fˆσ.
Then for each monomial m ∈ Xk and each word m
′ ∈ Y k such that m′ → m,
we have:
[m′]f∗ = m! · [m]f.
Proof. Let f =
∑
m[m]f ·m and fˆ =
∑
mˆ[mˆ]fˆ · mˆ. Notice that
[m]f =
∑
mˆ→m
[mˆ]fˆ .
Now, we write
f∗ =
∑
m′
[m′]f∗ ·m′.
The group Sk acts on Y
k (degree k words in Y ) by permuting the positions.
Suppose m = xe1i1 · · · x
eq
iq
is a type e = (e1, . . . , eq) degree k monomial over X
and m′ → m. Then, by the Orbit-Stabilizer lemma the orbit Om′ of m′ has size
k!
m! . It follows that
[m′]f∗ =
∑
mˆ∈Om′
m! · [mˆ]fˆ = m!
∑
mˆ→m
[mˆ]fˆ = m! · [m]f.
It is important to note that for some mˆ ∈ Y k such that mˆ→ m, even if [mˆ]fˆ = 0
then also [mˆ]f∗ = m! · [m]f .
Next, we show how to use Proposition 1 and the lemmas stated in the
earlier section to get a circuit for the scaled Hadamard product of two
polynomials f and g in F[X]. We note that given a circuit C computing f ,
the noncommutative polynomial fˆ is dependent on the circuit structure of C,
however f∗ depends only on the polynomial f .
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Proposition 2.
1. Let C be a circuit for a homogeneous degree k polynomial g ∈ F[X]. For
a polynomial f ∈ F[X], suppose that B is a noncommutative ABP for
f∗. Then, in time |B|3 · |C| poly(n, k), we can compute a circuit C¯ of size
O(|C| · |B|3) for the scaled Hadamard product f ◦s g.
2. Suppose g(X) is given by an ABP P and there is a black-box for evaluating
of the noncommutative polynomial f∗ on t× t matrix inputs from Mt(F).
Then we can evaluate the Hadamard product (f ◦sg)(a1, a2, . . . , an) at any
given scalar input (a1, a2, . . . , an) ∈ F
n, in deterministic time T (n, k, t) ·
poly(n, k), where T (n, k, t) bounds the cost of evaluating f∗ on t×t matrix
inputs.
Proof. To prove the first part, we write f =
∑
m[m]f ·m and g =
∑
m′ [m
′]g ·m′,
and notice that
f ◦s g =
∑
m
m! · [m]f · [m]g ·m.
Now, suppose we have a noncommutative ABP B for the polynomial f∗.
Lemma 2 yields a circuit C˜ of size O(|C| · |B|3) for the noncommutative
Hadamard product Cnc ◦ B in time |C| · |B|3 · poly(n, k). Suppose the poly-
nomial computed by Cnc is
gˆ(Y ) =
∑
m∈Xk
∑
mˆ→m
[mˆ]gˆ · mˆ.
By Proposition 1, the ABP B computes the noncommutative polynomial
f∗(Y ) =
∑
m∈Xk
∑
m′→m
m! · [m]f ·m′.
Hence the coefficient of monomial mˆ ∈ Y d in C˜ is the following:
[mˆ]C˜(Y ) = [mˆ]gˆ · [mˆ]f∗ = m! · [m]f · [mˆ]gˆ.
Let C¯ denote the commutative version of the circuit C˜. The coefficient of each
monomial m ∈ Xk in C¯ is
[m]C¯(X) =
∑
mˆ→m
m! · [m]f · [mˆ]gˆ
= m! · [m]f ·
∑
mˆ→m
[mˆ]gˆ
= m! · [m]f · [m]g,
which implies that C¯ compute f ◦s g. This proves the first part of the proposi-
tion.
The second part of the proposition is the commutative analog of Lemma 3.
Consider the noncommutative version Pnc of the ABP P , and let gˆ denote
the noncommutative polynomial it computes. Consider the noncommutative
Hadamard product polynomial h = gˆ ◦ f∗. Let h¯ denote its commutative
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version, obtained from h by replacing variable yi by xi for 1 ≤ i ≤ n. As
shown in the first part, we observe that h¯ is precisely the scaled commutative
Hadamard product f ◦s g. Furthermore, if f∗ is given by black-box access that
can be evaluated on matrix valued inputs, then by making matrix substitutions
that encode the transitions of the ABP Pnc in the black-box for f∗ we can
evaluate f ◦s g on scalar inputs ai ∈ F, 1 ≤ i ≤ n. We omit the details which
are on the same lines as the proof of Lemma 3.
In the rest of this section, we will apply the above propositions and design
algorithms for computing the commutative Hadamard product in the following
cases: (i) f is a single degree-k monomial, (ii) f is a k-product of homogeneous
linear forms, and (iii) f is a sum of k-products of homogeneous linear forms. In
all cases, g is given by a circuit.
Computing the Coefficient of a Monomial in a Circuit
Given a circuit C computing a polynomial f ∈ F[X] and a monomial m, com-
puting the coefficient of the monomial in f is #P-hard in general. It can be
seen easily from the following well-known fact. Given a matrix A ∈ Zn×n, the
coefficient of x1x2 . . . xn in the polynomial
∏n
i=1(
∑n
j=1Ai,jxj) is the permanent
of the matrix A. However, if the given monomial is of degree k then we can
compute the coefficient using the partial derivative technique [BS83] in time
O∗(5k). The following lemma shows that we can improve it to O∗(2k) time
using Hadamard product technique.
Lemma 5. Given an arithmetic circuit C of size s and syntactic degree at
most d, computing f ∈ F[X] (where F is either Q or C), and a monomial m
of degree k as input, we can compute the coefficient of m in f in deterministic
2k · poly(n, s, k, d) time, and in poly(n, s, k, d) space.
Proof. By Fact 1, from C, in polynomial time, we can compute a circuit C˜ which
computes the degree-k homogeneous part fk of f . Notice that the coefficient
[m]f = [m]fk of m in f is just the Hadamard product m ◦ fk evaluated at ~1.
In order to apply Proposition 2 to compute m ◦ fk, we first obtain an ABP for
the polynomial m∗.
Let m = xi1xi2 . . . xik be the given commutative monomial, where the vari-
ables xij need not be distinct. Define the k × k matrix T such that each row
of T is given by the k noncommuting variables yi1 , yi2 , . . . , yik in that order.
Then, the (noncommutative) permanent of the matrix T is given by
Perm(T ) =
∑
σ∈Sk
d∏
j=1
yiσ(j) ,
which is just the noncommutative polynomial m∗.
We can apply Ryser’s formula given by Lemma 4 (noting the fact that it
also holds for the noncommutative permanent), to express Perm(T ) as a depth-3
homogeneous noncommutative Σ[2
k]Π[k]Σ formula P =
∑2k
i=1 Ti where each Ti
is a Π[k]Σ circuit (i.e., each Ti is a product of homogeneous linear forms).
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For each 1 ≤ i ≤ 2k, we apply Lemma 2 to obtain a circuit Ci for the
Hadamard product Cnc ◦ Ti such that the size of Ci is poly(n, s, k), and it can
be computed in time poly(n, s, k). By distributivity of Hadamard product, it
follows that the circuit
∑2k
i=1 Ci computes the Hadamard product C
nc ◦ P .
By Proposition 2, the commutative version of
∑2k
i=1Ci is f ◦
s m. Hence we
can evaluate
(
∑2k
i=1 Ci)(
~1)
m! to obtain [m]f .
Clearly, the entire computation can be performed in deterministic time 2k ·
poly(n, s, k, d). For a polynomial space implementation, first note that we can
compute Ci(~1) in poly(n, k, s) space for each i. We can now incrementally
compute the summation
∑2k
i=1 Ci(
~1) in poly(n, k, s) space. 4
Computing Hadamard Product with ΠΣ circuits
Now we generalize Lemma 5 from a monomial to a ΠΣ circuit. First, we show
that given a Π[k]Σ circuit computing a polynomial f , we can construct an
ABP for f∗. We require the following simple lemma about the coefficients of
monomials in a product of homogeneous linear forms.
Lemma 6. For a degree k monomial m = xi1xi2 · · · xik (where the variables
can have repeated occurrences) and a homogeneous Π[k]Σ circuit C =
∏k
j=1 Lj,
the coefficient of monomial m in C is given by:
[m]C =
1
m!
∑
σ∈Sk
k∏
j=1
([xij ]Lσ(j)).
Proof. We assume, without loss of generality, that repeated variables are ad-
jacent in the monomial m = xi1xi2 · · · xik . More precisely, suppose the first e1
variables are xj1 , and the next e2 variables are xj2 and so on until the last eq
variables are xjq , where the q variables xjk , 1 ≤ k ≤ q are all distinct.
We notice that the monomial m can be generated in C by first fixing an
order σ : [k] 7→ [k] for multiplying the k linear forms as Lσ(1)Lσ(2) · · ·Lσ(k), and
then multiplying the coefficients of variable xij , 1 ≤ j ≤ k picked successively
from linear forms Lσ(j), 1 ≤ j ≤ k. However, these k! orderings repeatedly
count terms.
We claim that each distinct product of coefficients term is counted exactly
m! times. Let Ej ⊆ [k] denote the interval Ej = {ℓ | ej−1 + 1 ≤ ℓ ≤ ej}, 1 ≤
j ≤ q, where we set e0 = 0.
Now, to see the claim we only need to note that two permutations σ, τ ∈
Sk give rise to the same product of coefficients term if and only if σ(Ej) =
τ(Ej), 1 ≤ j ≤ q. Thus, the number of permutations τ that generate the same
term as σ is m!.
4As a technical point, we remark that since we started with a syntactic degree bound,
any scalar that appears in the original circuit C can always be represented using polynomial
number of bits. This is a standard assumption in deterministic algorithm design for arithmetic
problems.
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Therefore the actual coefficient [m]C, which is the sum of distinct product of
coefficients is given by 1m!
∑
σ∈Sk
∏k
j=1([xij ]Lσ(j)), which completes the proof.
Now we generalize Lemma 5 to ΠΣ circuits.
Lemma 7. Given an arithmetic circuit (or an ABP) C of size s computing
g ∈ F[X], and a Π[k]Σ circuit computing f ∈ F[X] as input, we can get a circuit
(respectively an ABP) of size 2k · poly(n, s, k) computing f ◦s g in deterministic
2k · poly(n, s, k) time. Furthermore, for a scalar input ~a ∈ Fn, we can evaluate
(f ◦s g)(~a) in poly(n, k, s) space.
Proof. By Fact 1, we can assume C computes a homogeneous degree-k polyno-
mial. Write f =
∏k
j=1 Lj, for homogeneous linear forms Lj. The corresponding
noncommutative polynomial fˆ is defined by the natural order of the j indices
(and replacing xi by yi for each i).
Claim 1. The noncommutative polynomial f∗ has a (noncommutative)
Σ[2
k]Π[k]Σ circuit, which we can write as
f∗ =
2k∑
i=1
Ci,
where each Ci is a (noncommutative) Π
[k]Σ circuit.
Before we prove the claim, we show that it easily yields the desired algo-
rithm: First we notice that
Cnc ◦ f∗ =
2k∑
i=1
Cnc ◦ Ci.
Now, by Lemma 2 (resp. Lemma 1), we can compute in poly(n, s, k) time
a poly(n, s, k) size circuit (resp. ABP) for the (noncommutative) Hadamard
product Cnc ◦ Ci. As argued in the proof of Proposition 2, for any ~a ∈ F
n we
have
(g ◦s f)(~a) = (C ◦s f)(~a) = (Cnc ◦ f∗)(~a).
Thus, we can evaluate (g ◦s f)(~a) by incrementally computing (Cnc ◦Ci)(~a) and
adding up for 1 ≤ i ≤ 2k.
Now, we prove the above claim. Consider f = L1L2 · · ·Lk. Then fˆ =
Lˆ1Lˆ2 · · · Lˆk, where Lˆj is obtained from Lj by replacing variables xi with the
noncommutative variable yi for each i. We will require the following claim.
Claim 2.
f∗ =
∑
σ∈Sk
Lˆσ(1)Lˆσ(2) · · · Lˆσ(k).
Proof of Claim. Let us prove the claim, monomial by monomial. Fix a
monomial m′ in f∗ such that m′ → m. Suppose m′ = yi1yi2 . . . yik . Note that,
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m = xi1xi2 . . . xik . Recall from Proposition 1, [m
′]f∗ = m! · [m]f . Now, the
coefficient of m′ in
∑
σ∈Sk
∏k
j=1 Lˆσ(j) is
[m′]

∑
σ∈Sk
k∏
j=1
Lˆσ(j)

 =
∑
σ∈Sk
k∏
j=1
[yij ]Lˆσ(j).
Let us notice that, [yij ]Lˆσ(j) = [xij ]Lσ(j). Hence,
[m′]

∑
σ∈Sk
k∏
j=1
Lˆσ(j)

 =
∑
σ∈Sk
k∏
j=1
[xij ]Lσ(j).
Now, the claim directly follows from Lemma 6 as
∑
σ∈Sk
∏k
j=1[xij ]Lσ(j) = m! ·
[m]f .
Now define the k × k matrix T such that each row of Ti is just the linear
forms Lˆ1, Lˆ2, . . . , Lˆk appearing in f . The (noncommutative) permanent of T is
given by
Perm(T ) =
∑
σ∈Sk
k∏
j=1
Lˆσ(j),
which is just f∗.
We now apply Ryser’s formula given by Lemma 4 (noting the fact that it
holds for the noncommutative permanent too), to express Perm(T ) as a depth-3
homogeneous noncommutative Σ[2
k]Π[k]Σ formula. It follows that f∗ = Perm(T )
has a Σ[2
k]Π[k]Σ noncommutative formula.
Remark 3. Given two Π[k]Σ circuits C and Cˆ computing f ∈ F[X] and
g ∈ F[X] of degree k respectively, as f∗ has a Σ[2
k]Π[k]Σ circuit C˜ and Hadamard
product distributes over addition, C˜ ◦ Cˆnc can be computed by summing over
Hadamard product of noncommutative Π[k]Σ circuits. Following the construc-
tion of [AJS09], Hadamard product of two noncommutative Π[k]Σ circuits is
again a Π[k]Σ circuit. Hence, C ◦s Cˆ has a Σ[2
k]Π[k]Σ circuit.
Computing Hadamard Product with ΣΠΣ Circuits
The following lemma is an easy consequence of Lemma 7 and we use it repeat-
edly for the remaining parts of the paper.
Lemma 8. Given an arithmetic circuit (or an ABP) C of size s′ computing
g ∈ F[X], and Σ[s]Π[k]Σ circuit of top fan-in s and formal degree k computing
f ∈ F[X] as input, we can compute a circuit (respectively an ABP) computing
f ◦s g in deterministic 2k · poly(n, s, s′) time.
Proof. The proof follows from the distributive property of scaled Hadamard
product over addition combined with the Lemma 7 that gives us a Σ[2
k·s]Π[k]Σ
circuit computing f∗. Following Proposition 2, we can then compute f ◦s g.
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Remark 4. Given two Σ[s]Π[k]Σ circuits C and Cˆ computing f ∈ F[X] and
g ∈ F[X] of degree k and top fain-in s and s′ respectively, as f∗ has a Σ[2
k·s]Π[k]Σ
circuit C˜ and Hadamard product distributes over addition, we can compute a
Σ[2
k·s·s′]Π[k]Σ for C ◦s Cˆ following Remark 3.
A Related Hardness Result
We conclude this section by showing that under a standard complexity theoretic
hardness assumption, it is unlikely to compute the scaled Hadamard product of
a ΠΣΠ circuit with any circuit efficiently. In fact we show the hardness result
when the bottom product gates are just powering gates (denoted by ∧).
Lemma 9. Given an arithmetic circuit (even an ABP) C computing f ∈ F[X]
of degree k and of size s and a ΠΣ∧ circuit computing g ∈ F[X] of degree k,
computing f ◦s g is not fixed parameterized tractable parameterized by k unless
Exponential time hypothesis fails.
Proof. Assume to the contrary, we can compute f ◦s g in O∗(h(k)) time for
some computable function h. We show that counting the number of k-path
in a graph G, a well-known #W[1]-complete problem [DF13], reduces to this
problem.
Following Observation 1, counting the number of k-paths in a graph G re-
duces to counting the number of k-degree multilinear monomials of a monotone
circuit CG. We know from [HY11] that, the elementary symmetric polynomial
of degree k, Sn,k has a homogeneous ΣΠΣ∧ circuit C
′ of size 2O(
√
k) ·nO(1) and
scaled Hadamard product distributes over addition. Hence, CG ◦
s C ′ over F[X]
can be computed in O∗(2O(
√
k) · h(k)) time that contains all the degree k mul-
tilinear terms in CG and evaluating (CG ◦
s Sn,k)(~1) we can count the number
of terms and hence the number of k-paths in G also.
4 The Sum of Coefficients of Multilinear Monomials
In this section we prove Theorem 1. We start by defining the problem formally.
Definition 3. (k, n)-MLC
Given a commutative arithmetic circuit C computing a polynomial f ∈ F[X]
of degree d, compute the sum of the coefficients of the degree k multilinear
monomials in f .
Let us recall the statement of Theorem 1.
Theorem 1. Given a commutative homogeneous circuit C of size poly(n) com-
puting a polynomial f ∈ F[X] and a parameter k, there is an algorithm to
compute the sum of the coefficients of the degree k multilinear monomials in
f , running in deterministic O∗(nk/2+c log k) time algorithm for some constant
c. The field F could be any field where the field operation can be efficiently
computable.
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Before we prove Theorem 1, let us recall the notion of rectangular perma-
nent. The permanent of a rectangular k × n matrix A = (aij), with k ≤ n is
defined as
Perm(A) =
∑
σ∈S
a1σ(1)a2σ(2) · · · akσ(k)
where S is the set of all injections from [k] to [n]. Also, following Proposition 1,
we define the noncommutative polynomial S∗n,k as
S∗n,k(x1, x2, . . . , xn) =
∑
T⊆[n],|T |=k
∑
σ∈Sk
∏
i∈T
xσ(i)
which is the symmetrized version of the elementary symmetric polynomial Sn,k
as defined in Proposition 1. Given a set of matrices M1, . . . ,Mn define the
rectangular matrix A = (ai,j)1≤i≤k,1≤j≤n such that ai,j = Mj . Now we make
the following crucial observation.
Observation 2.
S∗n,k(M1, . . . ,Mn) = Perm(A).
We also recall a result from [BHKK10], that shows that over any ring R,
the permanent of a rectangular k×n matrix can be evaluated using O∗(k
( n
↓k/2
)
)
ring operations. In particular, if R is a matrix ring Ms(F), the algorithm runs
in time O(k
( n
↓k/2
)
) poly(n, s). In the following lemma, we prove a special case
of (k,n)-MLC when the input polynomial is given by an ABP.
Lemma 10. Given a commutative ABP B of size s computing a polynomial
f ∈ F[X] of degree k, we can compute the sum of the coefficients of the degree
k multilinear monomials in f in deterministic O∗(k
( n
↓k/2
)
) time where
( n
↓k
)
=∑k
i=0
(n
i
)
.
Proof. Notice that, we can compute the sum of the coefficients of the degree-
k multilinear terms by evaluating (f ◦ Sn,k)(~1). Following the second part
of Proposition 2 we know that given a polynomial f by an ABP, to evaluate
(f ◦ Sn,k)(~1) it suffices to have an algorithm for S
∗
n,k that can be evaluated
on matrix inputs. Recall that Bnc defines the noncommutative version of the
commutative ABP B. For our purpose, it suffices to compute (Bnc◦S∗n,k)(~1). We
compute the description of the matricesM1, . . . ,Mn from the given ABP B for f
in deterministic poly(s, n) time and also note that the dimension of the matrices
are s×s. Then using the algorithm of Bjo¨rklund et al. for evaluating rectangular
permanent over noncommutative ring [BHKK10], we can evaluate (Bnc◦S∗n,k)(~1)
by computing S∗n,k(M1, . . . ,Mn) deterministically in time O(k
( n
↓k/2
)
poly(s, n))
following Lemma 3 and the discussion thereafter.
Now, we are ready to prove Theorem 1.
Proof of Theorem 1. The following transformation from circuit to ABP is
standard [VSBR83]. Given an arithmetic circuit of size s′ computing a poly-
nomial f of degree k, f can also be computed by a homogeneous ABP of size
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s′O(log k) [SY10]. Hence given a polynomial f by a poly(n) sized circuit, we can
get a circuit of poly(n) size for degree k part of f using Fact 1 and convert it to
a homogeneous ABP of size nO(log k). Now, our goal is to evaluate (f ◦Sn,k)(~1).
We do this by computing the description of the matrices M ′1,M
′
2, . . . ,M
′
n of
dimension nO(log k) from that ABP and evaluating S∗n,k(M
′
1,M
′
2, . . . ,M
′
n) fol-
lowing Lemma 3. Following Lemma 10, the entire computation can be done in
deterministic O∗(nk/2+c log k) for some constant c.
Hardness for Computing Rectangular Permanent over any Ring
In [BHKK10], it is shown that a k×n rectangular permanent can be evaluated
in commutative rings and semirings in time O(2k · poly(n, k)). In other words,
the problem is in FPT parameterized by the number of rows. An interesting
question is to ask whether one can get any FPT algorithm when the entries are
from noncommutative rings (in particular, matrix rings). We observe that such
an algorithm is unlikely to exist. We show that counting the number of k-paths
in a graph G, a well-known #W[1]-complete problem, reduces to this problem.
So, unless ETH fails we do not have such an algorithm [DF13].
Lemma 11. Computing the permanent of a k × n matrix over any ring is
#W[1]-hard parameterized by k.
Proof. If we have an algorithm to compute the permanent of a k×n matrix over
noncommutative rings which is FPT in parameter k, that yields an algorithm
for evaluating the polynomial S∗n,k on matrix inputs. Now, given a graph G,
using Observation 1 we can compute an ABP for the graph polynomial CG.
Combining Proposition 2 and Lemma 3, we can compute (CG ◦ Sn,k)(~1) which
gives us the number of k-paths in G in FPT(k) time.
One can apply the same argument to observe the following fact regarding
the circuit complexity of S∗n,k.
Observation 1. Under ETH, we cannot compute a noncommutative circuit of
size h(k) · poly(n) for the noncommutative symmetric polynomial S∗n,k (for any
computable function h).
5 Multilinear Monomial Detection
In this section, we prove Theorem 2. Formally, the multilinear monomial de-
tection problem is defined as follows.
Definition 4. k -MMD
Given an arithmetic circuit C computing a polynomial f ∈ F[X] of degree
d, detect whether there exists a multilinear term of degree k in f .
Over fields of characteristic zero, using the exterior algebra framework
Brand et al. have given a randomized O∗(4.32k) time algorithm for this problem
(Theorem 3, [BDH18]). Here we show that the Hadamard product framework
also gives an algorithm that works over all fields with same run time. The
algorithm uses only polynomial space.
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Theorem 2. Given an arithmetic circuit C of size s computing a polynomial
f ∈ F[X] and an integer k, we have a randomized algorithm to check if there
exists a multilinear monomial of degree k in f running in 4.32k ·poly(n, s) time
using poly(n, k, s) space. The field F could be any field where the field operation
can be efficiently computable.
Proof. From Fact 1, we can assume that C computes a homogeneous degree
k polynomial f . We go over a collection of colorings {ζi : [n] → [k]} chosen
uniformly at random and define a Π[k]Σ formula
Pi =
k∏
j=1
∑
ℓ:ζi(ℓ)=j
xℓ
for each coloring ζi. We say that a monomial is covered by a coloring ζi if the
monomial is in Pi. We note that, given any multilinear monomial of degree k,
the probability that some coloring will cover the monomial is exactly k!
kk
= e−k.
Hence, going over a collection of colorings {ζi : [n]→ [k]} of size O(e
k) chosen
uniformly at random, with a good probability all the multilinear terms of degree
k can be covered.
For each such coloring ζi, we construct a circuit C
′
i taking the scaled
Hadamard product of C and each Π[k]Σ formula Pi. By Lemma 7 each such
circuit C ′i can be constructed deterministically in time 2
k · poly(n, s) time. No-
tice that we are interested only in multilinear monomials and for each such
monomial m, the additional multiplicative factor m! = 1. Also notice that, the
coefficient of each monomial is exactly 1 in each Pi, and if f contains a multi-
linear term then it will be covered by some Pi. Now we perform PIT test on
each C ′i using Demillo-Lipton-Schwartz-Zippel Lemma [DL78,Zip79, Sch80] in
randomized polynomial time to complete the procedure. To do PIT over small
finite fields, we go to a suitable extension field. Clearly, the algorithm works
over finite fields of all characteristic.
To improve the run time from O∗((2e)k) to O∗(4.32k), we can use the idea of
Hu¨ffner et al. [HWZ08]5. Note that, using more than k colors would reduce the
number of colorings and hence the number of ΠΣ circuits, but it will increase
the formal degree of each Pi. Following [HWZ08], we use 1.3k many colors and
each Pi will be a Π
[1.3k]Σ circuit. For each coloring ζi : [n] → [1.3k] chosen
uniformly at random, we define the following Π[1.3k]Σ formula,
Pi(x1, x2, . . . , xn, z) =
1.3k∏
j=1

 ∑
ℓ:ζi(ℓ)=j
xℓ + z

 .
We modify the circuit C computing f ∈ F[X] of degree k to C ′ computing
f ′(x1, x2, . . . , xn, z) = f ·z0.3k. Clearly, any multilinear monomial of degree k in
C is contained in some (C ′◦Pi) |z=1 with good probability. Following Lemma 7,
the cost of each Hadamard product of C ′ and Pi will be O∗(2.4623k), however
we need to go over only O∗(1.752k) many such Pi’s [HWZ08]. Hence the total
5This is also used in [BDH18].
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run time will be O∗(4.32k) 6. The fact that the algorithm runs in polynomial
space follows from an identical argument used in the proof of Lemma 7. It
completes the proof of Theorem 2.
6 Deterministic Algorithms for Depth Three Cir-
cuits
The main results of this section are Theorem 3 and Theorem 4 which show fast
deterministic algorithms for multilinear monomial detection, multilinear mono-
mial counting and multilinear type detection for depth three circuits. Before
we prove the main results, we show a simple application of Hadamard product
technique in depth three polynomial identity testing problem.
6.1 Polynomial Identity Testing
For general depth three circuits of form ΣΠ[k]Σ, using Hadamard product frame-
work we can get a faster deterministic identity testing algorithm over Q (and
also over C).
Theorem 5. Given a Σ[s]Π[k]Σ circuit C computing f ∈ F[X] (where F is
either Q or C ), we can test whether f is identically zero or not in deterministic
2k · poly(n, s) time.
Proof. Given the circuit C over Q, we take the scaled Hadamard product with
itself computing C ◦s C. Observe that, in C ◦s C each monomial has positive
coefficient and more importantly [m](C ◦sC) = 0 if and only if [m]C = 0, hence
it preserves the identity. Now, we can do PIT of f just by evaluating (C◦sC)(~1).
By Lemma 8 (also, Remark 4), a circuit for C ◦s C of size 2k · poly(n, s) can be
obtained in deterministic 2k ·poly(n, s) time. Also the evaluation of (C ◦sC)(~1)
can be done in same time.
To adapt the algorithm over C, we need to just compute C ◦s C¯ where
C¯ is the polynomial obtained from C by conjugating each coefficient. Note
that a circuit computing C¯ can be obtained from C by just conjugating the
scalars that appear in the linear forms of C. This follows from the fact that
the conjugation operation distributes over addition and multiplication. Now
we have [m](C ◦s C¯) = |[m]C|2, so the coefficients are all positive and thus
evaluating (C ◦s C¯)(~1) is sufficient for the PIT algorithm. The cost of the
computation is exactly same as the case over Q.
We note that from a result of Saxena [Sax08] on diagonal circuit identity
testing, one can obtain an algorithm of run time 2ck · poly(n, s). To the best of
our understanding, the constant c is at least the exponent for matrix multipli-
cation (and at most 5).
6 Since here the syntactic degree of the circuit is not bounded, and if we have to account
for the bit level complexity (over Z) of the scalars generated, in the intermediate stage we may
get field elements whose bit level complexity is exponential in the input size. So, a standard
technique is to take a random prime of polynomial bit-size and evaluate the circuit modulo
that prime.
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6.2 Multilinear Monomial Detection
In this section, we show that given a Σ[s]Π[k]Σ circuit, we can design fast de-
terministic multilinear monomial detection algorithm.
Theorem 3. Given a homogeneous depth-three circuit C computing f ∈ Q[X],
and an integer k, we can detect whether there exists a multilinear monomial of
degree k in f in deterministic 4k ·poly(n, s) time. If F is a finite field, we can do
multilinear monomial detection in deterministic ekkO(log k)(2ck +2k) · poly(n, s)
where c ≤ 5.
Proof. Given any Σ[s]Π[k]Σ circuit C over Q, we take the Hadamard prod-
uct of C with itself using Lemma 8 to get a Σ[2
k·s2]Π[k]Σ circuit C ′(see Re-
mark 4)7.Clearly C ′ has the following property that a monomial m is present
in C if and only if [m]C ′ > 0. To get such C ′, we apply Lemma 8 on the
given depth three formula C to take the Hadamard product. The size of C ′ is
2k · poly(n, s) and it can be obtained in deterministic time 2k · poly(n, s).
Next, we use the homogeneous ABP B of size k(n−k+1) for Sn,k. To detect
a multilinear term in C, we compute Cˆ = C ′ ◦B using Lemma 8 and evaluate
Cˆ at ~1. By Lemma 8 the entire computation can be done deterministically in
time 4k · poly(n, s).
Over the finite fields, we use the idea similar to the proof of Theorem 2. We
go over a collection of colorings {ζi : [n]→ [k]} of size e
kkO(log k) log n (precisely,
the (n, k)-family of perfect hash functions) and define a Π[k]Σ formula
Pi =
k∏
j=1
∑
ℓ:ζi(ℓ)=j
xℓ
for each coloring ζi. Now, we can construct a circuit C
′
i taking Hadamard
product of C and each Π[k]Σ formula Pi. By Lemma 7, each C
′
i is a Σ
[s·2k]Π[k]Σ
circuit and it can be obtained in deterministic 2k · poly(n, s) time. Clearly, if C
contains a multilinear monomial, we can detect it by doing PIT of each C ′i. Now
we use a result of Saxena [Sax08] where he shows that PIT of a ΣΠ[k]Σ over
any finite field can be done in deterministic O∗(2ck) time where the constant
c ≤ 5. The final run time will be ekkO(log k)(2ck + 2k) · poly(n, s).
Computing the Sum of Coefficients of Multilinear Monomials
As a byproduct of the above technique, we get a fast deterministic algorithm
to compute the sum of the coefficients of degree k multilinear monomials in a
depth there circuit.
Lemma 12. Given a Σ[s]Π[k]Σ circuit C computing homogeneous f ∈ F[X]
and an integer k, we can compute the sum of coefficients of the multilinear
monomials in f in deterministic 2k · poly(n, s) time.
7Over C, we need to take the Hadamard product of C with the C¯ where the circuit C¯ is
obtained from C by just conjugating the scalars that appear in the linear forms of C.
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Proof. We follow the same proof strategy as Theorem 3. Again we use the
homogeneous ABP B of size k(n − k + 1) computing Sn,k. Now, we can apply
Lemma 8 to compute the Hadamard product C ◦ B. Clearly, by evaluating
(C ◦ B)(~1) we can compute the sum of the coefficients of all the multilinear
terms. Again, the cost of computation follows from Lemma 8.
6.3 Monomial Type Detection
Monomial type detection is a natural generalization of multilinear monomial
detection problem. It is the problem of detecting a monomial of certain type
in a given polynomial. We first formally define the notion of type and k -MTD
as follows.
Definition 5. Let m = xe1i1 x
e2
i2
. . . x
eq
iq
be a monomial of total degree d over the
variables x1, . . . , xn where e1 ≤ e2 ≤ . . . ≤ eq and each ij is distinct. Then the
type of m is the q-tuple e = (e1, e2, . . . , eq).
Definition 6. k -MTD
Given an arithmetic circuit C computing a degree d polynomial f ∈ F[X]
and a q-tuple e = (e1, e2, . . . , eq) where
∑q
i=1 ei = k ≤ d, detect whether f
contains a monomial of type e.
We show that, if the given circuit is a ΣΠ[k]Σ circuit then k -MTD problem
can be solved in FPT time parameterized by k.
Theorem 4. Given a homogeneous depth three circuit of top gate fan-in s and
the product gate fan-in k computing a degree k polynomial f ∈ Q[X], and a q-
tuple e = (e1, e2, . . . , eq) where
∑q
i=1 ei = k, we can detect whether f contains
a monomial of type e in deterministic ek ·22k+O(log
2 k) poly(n, s) time. Over any
finite field F such that Char(F) > k the run time is ek · 2ck+O(log
2 k) · poly(n, s)
where c ≤ 5.
To effectively use typed part of a polynomial for a specific type, the following
notion of Hadamard Product is very useful. Given two linear forms L1 =∑n
i=1 aixi and L2 =
∑n
i=1 bixi, define
L1 ◦
p L2 =
n∑
i=1
ai · bi x
2
i .
We can naturally extend the notion to define L1 ◦
p . . . ◦p Lk.
Given a type e = (e1, e2, . . . , eq) and a product of linear forms L1L2 · · ·Lk
where Li may be same as Lj for distinct i, j, we define
Lj,ej = Le[j−1]+1 ◦
p Le[j−1]+2 ◦
p . . . ◦p Le[j−1]+ej
where e[j−1] =
∑j−1
t=1 et. For any σ ∈ Sk we define,
Lσj,ej = Lσ(e[j−1]+1) ◦
p Lσ(e[j−1]+2) ◦
p . . . ◦p Lσ(e[j−1]+ej).
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Lemma 13. For any monomial m = xe1i1 x
e2
i2
. . . x
eq
iq
of degree k and of type
e = (e1, e2, . . . , eq) and a homogeneous Π
[k]Σ circuit P =
∏k
j=1 Lj we have:
m! · [m]P =
∑
σ∈Sk
d∏
j=1
[xij ]Lσ(j) =
∑
σ∈Sk
q∏
j=1
[x
ej
ij
]Lσj,ej .
Proof. The proof directly follows from Lemma 6.
Now we carefully merge the linear forms in a Π[k]Σ circuit and obtain a
ΠΣ∧ circuit. For each product gate Pi =
∏d
j=1Lij , we define the polynomial
Pi,e =
∑
σ∈Sk
q∏
j=1
Lσij,ej .
Notice that, all the monomials of Pi,e are of form x
e1
i1
xe2i2 . . . x
eq
iq
where each
ij may not be distinct, but for those monomials m where each ij is distinct,
[m]Pi,e = m! · [m]P from Lemma 13. Now we are ready to describe the proof
of Theorem 4.
Proof. Given the Σ[s]Π[k]Σ circuit C =
∑s
i=1 Pi, we construct the following
Σ[s]Π[q]Σ∧ circuit Ce =
∑s
i=1 Pi,e. Now we introduce a set of new variables
{zi,ej}i∈[n],j∈[q] and replace x
ej
i with zi,ej at the bottom of the circuit Ce and get
a Σ[s]Π[q]Σ circuit, call it C ′
e
. Now for a monomial mz = zi1,ei1zi2,ei2 . . . ziq ,eiq , if
i1, i2, . . . , iq are distinct then mz is uniquely decoded into the monomial mx =
x
ei1
i1
x
ei2
i2
. . . x
eiq
iq
and Lemma 13 tells us that
[mz]C
′
e
= [mx]Ce = m! · [mx]C.
Notice that since F is either Q,C or any finite field such that Char(F) > k, the
multiplicative factor m! is a nonzero in F.
Hence, we are only left with the following problem. Given a Σ[s]Π[q]Σ cir-
cuit C ′
e
computing a homogeneous polynomial over {zi,ej}i∈[n],j∈[q], we want
to get another Σ[s]Π[q]Σ circuit Cˆe keeping only the monomials of the form
zi1,e1zi2,e2 . . . ziq ,eq where i1, . . . , iq are distinct.
We do not extract all these monomials at once, instead we use a (n, q)-perfect
hash family F such that |F| ≤ eqqO(log q) log n and extract those multilinear
monomials that are hashed by a function ζ ∈ F . We achieve this by creating a
Π[q]Σ circuit that contains monomials hashed by ζ and take Hadamard Product
with C ′
e
.
For a fixed type e = (e1, e2, . . . , eq), define E as the set of distinct ej ’s. For
each type e and each function ζ ∈ F we construct the following Π[q]Σ circuit:
Pζ,e =
q∏
j=1

∑
eˆ∈E
∑
i∈ζ−1(j)
zi,eˆ

 .
Note that all monomials of Pζ,e have distinct first indices, and using Lemma 7,
we construct the circuit for
C ′ζ,e = C
′
e
◦s Pζ,e.
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The new depth three circuit C ′ζ,e is a Σ
[2q·s]Π[q]Σ circuit.
Now for each such coloring we need to run PIT algorithm on the circuit C ′ζ,e
to check whether it is zero or not. Over Q, or C the PIT test takes 22q ·poly(n, s)
time using Theorem 5. Over finite fields, the PIT test takes time 2cq · poly(n, s)
where c ≤ 5 using the result of Saxena [Sax08]. To the best of our understanding
the constant c is at least the exponent of matrix multiplication. The final run
time follows from the size of the (n, q)-perfect hash family.
7 Concluding Remarks
As shown in Proposition 2, it is clearly possible to improve the run time of
multilinear monomial detection by designing a suitably small-size noncommu-
tative ABP or a circuit or even an evaluation algorithm for a noncommutative
polynomial positively weakly equivalent to S∗n,k. As shown in the proof of
Theorem 2, the color coding technique of [AYZ95] can be used to construct a
homogeneous ΣΠΣ circuit for a polynomial that is positively weakly equivalent
to S∗n,k. Interestingly, using the technique of exterior algebra, we can design a
noncommutative ABP of size O∗(4k) for a polynomial positively weakly equiva-
lent to S∗n,k. Can we obtain a smaller ABP which is positively weakly equivalent
to S∗n,k? We conclude with the following observation: a noncommutative circuit
of size O∗(2k) (or even an evaluation algorithm of run time O∗(2k)) for some
polynomial that is positively weakly equivalent to S∗n,k will yield a deterministic
O∗(2k) time algorithm for the k-path in graphs, which is a long-standing open
problem.
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