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I.

Abstract
As technology improves, the automotive industry is rapidly changing and
improving, especially in the area of autonomous vehicles. However, research and
education surrounding autonomous vehicles can be challenging, due to the inherent cost
of maintaining and developing these vehicles, as well as the ethical, social, and
safety-related concerns of introducing self-operating vehicles into a primarily
man-controlled transportation infrastructure. For smaller-scale purposes, MIT’s
“Duckietown” provides an excellent platform to safely and affordably research this
developing technology, educate rising engineers to participate in autonomous vehicle
fields, and positively outreach to normal community members to educate people on the
possibilities and benefits of autonomous travel infrastructure. The University of Alabama
in Huntsville (UAH) is in the process of establishing their own Duckietown in order to
increase outreach concerning autonomy, enable ongoing research in the field, and better
equip its students to work in this growing field. The process of establishing a
Duckietown is multifaceted, including track design and construction, assembly and
calibration of autonomous “Duckiebots” to roam the track, a proposed method to improve
the Duckiebot’s collision-avoidance systems, and testing to establish current limits and
areas for improvement on the platform.

II.

Overview
i.

Problem Statement
In 2016, a graduate class at MIT created Duckietown to be a small-scale,
cute platform that could explore real autonomous vehicle issues while remaining
accessible to students and those unfamiliar with robotics. Since then, Duckietown
has rapidly grown into an internationally popular robotics platform, constructed
almost entirely from off-the-shelf parts, that enables education at all levels in
autonomous vehicle topics. Schools and organizations across the globe implement
Duckietown platforms to study and improve autonomous vehicle technology, and
educate students in these complex topics.
This platform, consisting of small self-driving “Duckiebots” and
adjustable tracks, allows the study of autonomous vehicles in a low-risk
environment. Duckietown allows its users to:
● Examine autonomous decision-making algorithms without risking damage
to life and property
● Test prototypes of different combinations of sensors in a low-cost
environment
● Introduce complex concepts of autonomous vehicles without requiring a
full (expensive and risky) autonomous vehicle
As the University of Alabama in Huntsville prepares to increase its local
outreach and research in the autonomous vehicle field, the Mighty Ducks Senior
Design team’s goals include preparing and assembling a Duckietown for UAH,
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researching the platform, discovering its limitations and capabilities, and
delivering a fully-functional Duckietown platform based on the specifications
provided by the Duckietown Foundation. This ready-to-go platform should
prepare UAH to introduce new senior design projects, and potentially new
classes, that cover various autonomous vehicle topics; additionally, UAH will be
ready to launch into a wide range of outreach projects regarding autonomy,
ranging everywhere from trips to elementary schools (with easily transportable
track elements and Duckiebots), highlights in visiting tours, day-camp
demonstrations and projects, and much more.
ii.

Patent/Literature Research
Since its creation at MIT in 2016, the Duckietown platform has been
featured in multiple sources. One of the various reasons is because of its
usefulness in simulating the challenges that developers face in the advances of
autonomous vehicles. In Arian Houshmand’s article [5], “Control algorithms to
improve traffic,” the author discusses how traffic congestion is getting worse
worldwide and explains how the development of automated vehicles can lead to a
solution to this problem. As part of the research process, researchers used the
Duckietown program to test some of the algorithms that would be used on actual
cars concerning the exchange of information between self-driving cars and traffic
lights. Houshmand praises the platform for having an easy setup, “built in
perception and lane keeping capabilities,” and the ability to simulate city-like
scenarios. In another paper, “Duckietown: An Innovative Way to Teach
Autonomy” [6], the authors discuss the many benefits of the Duckietown platform
to aid in the teaching of robotics in school. Students are able to learn about the
hardware assembly, programming, complex system behaviors, and many more
aspects of robotics in a classroom setting. This is the ultimate goal that our group
hopes to bring to the University of Alabama in Huntsville as well with our design
project.
The Duckietown platform is designed to teach users about the scientific
challenges for autonomous robots. These are a few patents that are worth
considering when discussing this topic:
● US Patent #10551509
Description: Methods and systems for vehicle localization are
disclosed. An exemplary system includes a navigation system configured to
generate navigation data corresponding to a global position of the vehicle, at
least one image sensor configured to capture image data of a selected
roadway feature along a projected path of the vehicle, a database comprising
map data corresponding to lateral and longitudinal coordinates for a plurality
of roadway features along the projected path of the vehicle; and a controller,
the controller configured to receive the image data, the map data, and the
navigation data, calculate a first distance from the selected feature to the
vehicle using the navigation data and the image data, calculate a second
4

distance from the selected feature to the vehicle using the navigation data and
the map data, and determine a localization error by comparing the first
distance to the second distance.
An important aspect of the Duckietown project is for each of the
Duckiebots to have a sense of where they are on the track and where they are
headed. The inclusion of a camera on the autonomous vehicle is part of the
Duckiebots’ navigation system and should be considered the image sensor that
is used to view the roadway features.
● US Patent #10545024
Description: Methods and systems for autonomous and
semi-autonomous vehicle routing are disclosed. Roadway suitability for
autonomous operation is scored to facilitate use in route determination. Maps
of roadways suitable for various levels of autonomous operation may be
generated. Such map data may be used by autonomous vehicles or other
computer devices in determining routes based upon criteria for vehicle trips.
Such routes may be automatically updated based upon changes in road
conditions, vehicle conditions, operator conditions, or environmental
conditions. Emergency routing using such map data is described, such as
automatic routing and travel when a passenger is experiencing a medical
emergency.
The Duckietown platform is used as a small scale model to emulate the
performance of autonomous vehicles. The features of the Duckiebot vehicles
allow each robot to have the capability to observe its surroundings and
determine the route that it should take.
iii.

Report Structure
This report, in discussing the process taken to establish a Duckietown at
UAH, will cover everything from the various tasks the team took to prepare their
Duckietown, to a proposed test plan to determine the platform’s limitations, to a
logistical breakdown of the team’s structure and resources. Due to the COVID-19
Pandemic and the ensuing social distancing measures established by UAH, the
team has been unable to work together in the lab to fully complete UAH’s
Duckietown in the allotted time frame. However, their work and the information
in this report should allow other students or faculty to complete the Duckietown
with relative ease.
This report will be broken down into the following sections:
●
●
●
●

Team Organization
Goals for the Duckietown project (its “design specifications”)
Analysis of various design constraints to consider
The technical approach taken for the project
5

●
●
●
●
●
●
●
III.

Proposed adjustment of design to account for low visibility
Safety considerations
Project cost and budget information
Proposed Test Plan to determine platform limitations
Summary and concluding thoughts
Recommendations for future work on the project
Appendices

Team Organization
Each member of The Mighty Ducks senior design team has different experience
and skills. As such, they have loosely divided their roles to ensure that their skills are
being maximized, while also working together to ensure that each team member has at
least a basic understanding of the whole project.
i.

Project Lead – Mary Beth Lofink
As Project Lead, Mrs. Lofink reviews all documentation and coordinates
schedules and tasking for her team members to ensure that tasks are completed in
a timely manner. She supports the team by acquiring and providing any necessary
materials and manpower, and by acting as primary liaison with project sponsors.
Qualifications:
● Two years of experience in robotics, with focuses in both hardware
and software
● Solid understanding of and interest in digital logic, electronics/circuits,
solid state physics, electromagnetics, control systems, and signal
processing
● Elective tracks in electromagnetics and antenna design
● Diverse education in various supplementary topics for a well-rounded
perspective, including foreign languages, economics,
mathematics/sciences, art, and literature/writing
● Experience in MATLAB, Python, Powershell, Linux Command Line,
C++, Javascript,/CSS, Multisim, AutoCAD, Visio, and GitHub
● Experience with cable creation, soldering, circuit design/construction,
oscilloscopes, and signal generators
● Extensive background in leadership, organization, and teamwork
● Strong writing skills and public speaking experience
● Focused work ethic and motivation to perform with excellence

ii.

Software Lead – James Dalton
As Software Lead, Mr. Dalton is in charge of handling the programming
aspects of the project. His responsibilities include maintaining a strong
knowledge of the functions of past and future calibrations, properly documenting
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any calibration processes that are written, and troubleshooting any software issues
that arise during configuration and testing.
Qualifications:
●
●
●
●
iii.

Experience with MATLAB, Python/Jupyter Notebook, and C++
Experience with MSP430 and Arduino microcontrollers
Experience with PCB design using FreePCB
Exposed to circuit simulation tools such as Ltspice and Multisim

Hardware Lead – Leah Purves
As Hardware Lead, Ms. Purves leads the assembly and maintenance of
hardware components. She also troubleshoots hardware issues and determines
any components that are needed for maintenance and repair of the Duckiebots.
Qualifications:
●
●
●
●
●
●
●
●

iv.

Team player with a strong work ethic
Understands the importance of well-documented work
Experience in MATLAB, Python, PowerShell, C++, and C
Knowledge of classical and modern control methods, including PID
control design, state variable control design, observer design, simple
nonlinear control design, and discrete-time control design
Exposed to models of DC motors, robot manipulators, and
microelectronic circuits
Strong understanding of signal processing methods
Practiced at creative problem solving, especially for troubleshooting
networking hardware and software
Awfully fond of small yellow ducks

Research Lead – Joshua Quarshie
As Research Lead, Mr. Quarshie is in charge of finding documentation for
the Duckietown platform that has already been published, managing the team’s
intellectual resources that they collect for the project, and discovering different
resources that could be of use for Duckietown assembly and troubleshooting. He
also conducts market, product, and literature research on Duckietown.
Qualifications:
● Experience in coding with Arduino microcontrollers, C++, Python,
and MATLAB
● Experience in soldering and construction of circuits on PCBs
● Understanding of digital logic, electromagnetics, and electrical circuit
analysis
● Strong work ethic
7

● Works well with others
In addition to the team members, The Mighty Ducks have received extensive help
from their Project Director and a UAH Network expert.
i.

Project Director - Dr. Jennifer English
Dr. English has provided extensive assistance in determining goals and
limitations for the project, as well as providing funding for resources and assisting
the team in finding contacts for more specific expertise. She was intending to
prepare a second track for testing before the COVID-19 shelter-in-place measures
were implemented and the testing was cut short.

ii.

UAH Networking - Jason Winningham
Jason Winningham has provided countless hours of help to the team to
prepare the lab computers, troubleshoot hostname issues, and problem-solve any
issues that arose while working with UAH networks. He and Dr. English were
intending to work together to create a second track for testing before the labs
closed.

While certain elements of the project were unable to be completed during the lab
shutdowns, the full scope of the project, including test plans and division of tasks, is
included in the Work Breakdown Structure in Figure B.4.
IV.

Design Specifications
For this project, the team followed the guidelines provided from the Duckietown
website. This included building eight Duckiebots according to the DB18 hardware
configuration, and having the software of three of them fully configured as well
according to the Duckiebot Operation Manual [2]. The software configuration involved
steps such as:
●
●
●
●

Downloading an image onto the Raspberry Pi
Setting up the Docker workflow
Calibrating the camera
Controlling the movement of the Duckiebot from a computer

For the three robots that had their software configured, the team was able to begin
testing the Duckiebots by running the Lane-Following and Indefinite Navigation demos
on the Duckietown track before the lab was shut down due to COVID-19. The design
specifications for the Duckietown platform for this project are as follows:
● Lab Computers
○ Ubuntu version 18.04
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○ Docker version 19.03.5
○ Duckietown Shell version 5.1.6
○ GIT version 2.17.1
● Duckiebots
○ DB18 configuration (hardware) [2] and DB19 configuration (software) [3]
○ Raspberry Pi 3 B+
○ 32 GB micro SD card
○ DT01G 4.5V DC Motors
○ Camera with 160 FOV lens
○ Duckietown Motor/LED hut
The Duckietown track must be prepared according to the Daffy configuration
from the Duckietown Operation Manual [4]. The manual states the specific dimensions
and has templates for all potential track tiles and guidelines for the creation of a
Duckietown. The team was able to create the track with the street tiles and also complete
most of the signs, but was unable to completely calibrate the traffic light before going
remote. The rest of the Duckietown specifications are listed below:
● Track 1 (Figure B.1)
○ Floor space: 13’ 9” x 13’ 9”
○ 4 curved tiles
○ 12 straight tiles
○ 4 three-way stops
○ 1 four-way traffic light
○ Straight one-way section
● Track 2 (to be designed by project director and unseen by team until testing)
○ Using the same basic tiles and signs
○ Following all Duckietown topographical specifications
V.

Design Constraints
i.

Aesthetic
Duckiebots and the Duckietown are designed to look cute and friendly in
an effort to make robotics look approachable to visitors, so the team took care to
not alter the overall look of the Duckiebots or the Duckietown during assembly or
testing.

ii.

Economic
This project was very inexpensive compared to the available budget of
approximately $5,000, and thus had very few meaningful economic constraints.
Painting supplies and a fog machine for testing were the most expensive items,
but together cost less than $200 (more details in section VII on Cost and Budget).
Had the team not already been provided an ample number of Duckietown items
and Duckiebots, a budget of $5,000 would likely have still been sufficient, but
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there would have been less room for error if equipment had needed to be replaced.
A Classroom Kit that consists of 12 Duckiebots and a good portion of track pieces
costs $4,000.
iii.

Environmental
This project had no appreciable environmental constraints, but as studies
of autonomous vehicles become more prevalent, and occur on a larger scale, real
autonomous automobiles will become necessary. No matter how the automobiles
are powered, there will be some environmental impact that those who perform the
studies must consider.

iv.

Ethical/Legal
As with the environmental constraints, this team was not bound by any
ethical or legal concerns, but the future of autonomous vehicles is fraught with
such issues. As automobiles become smarter and require less human input to
function properly, certain problems will arise whenever something goes awry.
Lines between manufacturer and owner responsibility will grow blurry if
measures are not taken to clearly define them. There is also the question of how
autonomous vehicles will be programmed with regard to things like unavoidable
collisions: should each vehicle try to save its own passengers, or will the vehicles
come to an agreement about which one must sacrifice itself to save the most
lives?

v.

Health/Safety
When working with any electronics, such as the Raspberry Pi and motors
that run a Duckiebot, there are minor electrical hazards, such as the potential for
electric shocks. Thankfully, the Duckiebots are assembled in a way such that the
top and bottom of the Raspberry Pi are covered with hard plastic pieces, which
prevent a user from touching the Pi directly and possibly harming themselves or
unintentionally damaging the board with static electricity.
Painting parts of the Duckietown track could have posed a health risk if
spray paint were used. Spray painting indoors increases the chances of harmful
amounts of fume inhalation, and due to weather conditions painting outdoors
would have been difficult. Since this group used acrylic paint, and only small
quantities in a fairly large room, there were very few health constraints to be
conscious of.
When working with many small components on a floor track, Duckietown
necessarily poses a tripping hazard. Care was taken to control any clutter and
minimize the hazard, and warnings would have been posted for any visitors that
came to an outreach event.
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vi.

Manufacturability
The Duckiebots are built from kits with guidance from detailed instruction
manuals, so the manufacturing process is rather streamlined as long as the
network and supplies are arranged according to the manual. As with assembling
anything, though, the process still takes a certain amount of time, so the team
needed to work quickly to allow time for the testing phase of the project. When
configuring Duckiebots on the campus network, there are some inherent
complications since the campus network is configured differently from what the
manual suggests, but as a whole the manufacturing process has few constraints.

vii.

Political
While this project has no political constraints (other than offering proper
credit to the MIT creators of the platform), autonomous vehicles represent a large
number of political constraints since this new development in transportation
technology would require vast re-workings of road laws. In the far future, when
all vehicles are autonomous, it is likely that all road laws that pertain to humans
will be repealed, as they will be unnecessary.

viii.

Social
Autonomous vehicles represent numerous social constraints as the change
in how transportation is handled would affect many people’s lives. For this
project specifically, since UAH intends to perform outreach with the Duckietown
platform, this project should have some slight social impact. When an outreach
event is held, those who come to experience it should leave with a greater
understanding of robotics and how autonomous vehicles will likely become more
and more common as the years go by. Due to this constraint, the team needed to
plan for a potential outreach event near the end of the semester, which involved
discussing what they would demonstrate and how to demonstrate it.

ix.

Sustainability
This project presents virtually no sustainability constraints due to its small
scale, but autonomous (and electrical) vehicles pose an exciting advancement in a
large industry that could reduce pollution and potentially introduce a huge
increase in vehicle sustainability.

V.

Technical Approach
This team’s technical approach, in their limited time frame, followed the track
assembly, basic computer setup, Duckiebot assembly, configuration, and lane following
demo for several Duckiebots. The majority of the time, they used the DT19 version
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instructions [3], with exceptions noted. Tables D.2 and D.3 detail the state of each of the
Duckiebots in the calibration process at the time when the lab was closed.
i.

Track Assembly
When beginning the project, the team was provided with a track
configuration layed out with tape. Due to the humidity of the environment, the
tape was not sticking, so they used this tape as a guide to paint the lines with
acrylic paint (Figure B.1). For the reduced scope of the project due to campus
shutdowns, the curved and straight lines were the only track elements needed to
verify the demos the team was able to run.

ii.

Computer Setup
To be able to prepare the Duckiebot image, calibrate the Duckiebots, and
run demos, the team prepared lab computers with the necessary software, with the
latest version at the time of installation, as listed in section III - Design
Specifications. Further details on their installation can be found in the Duckiebot
Operation Manual Unit C-1.

iii.

Duckiebot Image/Hardware Assembly
This section will cover the steps taken by the team to perform the image
and hardware assembly for each of the eight Duckiebots constructed.
The first time someone uses the Duckietown shell, they must choose
which version of the Duckietown Shell commands they are going to use; note that
this is different from the shell version that is installed - the given version of the
shell has several versions of the commands to choose from. To set the version to
master19, use command C.1.
Now they will be able to follow the instructions to initialize the SD card in
Unit C-3, sections 3.1 and 3.2, of the Duckiebot Operation Manual [3]. It is at this
stage that they must assemble the Duckiebot hardware, but they should not try to
boot it up yet.
The Duckiebots for this project were assembled from DB18 kits following
the instructions from the Duckiebot Operations Manual [2] Unit B-4 (Figure B.2).
The team learned that it is very important to not plug in the battery before
the manual states to do so, and when that does happen, the battery should be fully
charged. Once the Duckiebot has been plugged in for the first time, it will take
several hours to initialize and if anyone unplugs it, or if there is some other
interruption of power, the SD card image will become corrupted and will have to
be reflashed from scratch.
When the Duckiebot is plugged in, a green LED should begin to flicker for
a while, then red and green LEDs will blink alternately for several hours. Once
the Duckiebot has finished initializing, the green LED will be solid. If at all
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possible, no one should unplug the Duckiebot before establishing a connection to
the Raspberry Pi to shut it off safely.
Note: As a test, duckiebot8 was reflashed with the command’s version of
the Duckietown shell set to “daffy”. The daffy version of the image was
initialized in ~30 minutes, rather than several hours.
iv.

Network Connection
At UAH, the established campus network is not suitable for following the
Duckiebot manual exactly as written. The manual assumes that the team can
establish its own network to be used exclusively for Duckietown, while campus
policy prohibits the introduction of new networks. However, on the campus
network, certain methods of node-to-node communication have been disabled for
security purposes, but these methods are vital in the manual’s version of
Duckiebot control.
As such, there are several extra steps needed to be able to follow the
demos in the manual. These issues could arise with other typical large university
networks, and their resolution depends on working with the IT management with
the university. When first encountered, these issues caused this team’s progress to
be set back significantly, but the solutions suggested here could expedite the
process significantly for a group in a similar network situation.
Once the Duckiebot is initialized, no one will be able to connect to it over
the network via hostname right away. To connect to the Duckiebot the first time,
there are two options:
● Connect via HDMI and USB
To interact with the Duckiebot via HDMI and USB, first unscrew the front
bumper and carefully move it out of the way of the Raspberry Pi. Once the
bumper has been moved out of the way, an HDMI cable can be fed into
the HDMI port on the Raspberry Pi, and a keyboard and mouse can be
connected to the available USB ports on the side of the robot. From here
the Raspberry Pi login should display on the screen via HDMI, and one
can log in to the Duckiebot
● Connect via Ethernet Cable
To connect via an ethernet cable, plug in one end of the ethernet cable to
the Duckiebot and the other to a computer. On the computer, open up a
terminal window and type command C.2, substituting HOSTNAME for
the chosen Duckiebot’s name (determined when flashing the SD card).
When connected directly via the ethernet cable, using this command
should be successful. Now, use command C.3 to log in to the Duckiebot.
The Duckiebot may be safely powered off at any time after gaining access
to the command line by typing command C.4. Be sure to wait 20-30 seconds after
the device is powered off to remove the battery. The Duckiebot is off when the
LED on the Raspberry Pi is solid red with no activity from the green LED.
13

Note: If you remove the power too soon, you may corrupt the SD card and
have to start over, as this team did by accident several times.
At first, once the team had accessed the Duckiebots, they simply recorded
the ip addresses of each Duckiebot to interact over wifi (one can determine the IP
address by typing the command “ip address” while logged into the Duckiebot);
however, it was necessary to retrieve the IP address every time they turned on the
Duckiebots due to the campus network being very crowded and quickly
reassigning dynamic IP addresses. This issue was solved by assigning a static IP
address to each Duckiebot. To do this, the team collected the MAC address from
the Raspberry Pi of each Duckiebot, and gave the hostnames and MAC addresses
to Jason Winningham (who acted as the team’s point of contact with UAH’s IT
department) who assigned the static IP addresses.
To collect the MAC address, log into the Raspberry Pi via HDMI and
USB, or Ethernet, and type command C.5.
The output of this command will have a set of values associated with
“wlan0”, which will include the MAC address in the form
XX:XX:XX:XX:XX:XX.
Even knowing the IP address for a Duckiebot, there still are some
commands and demos in the Duckiebot operation manual that require using the
Duckiebot’s hostname. To be able to use these commands, the team needed to edit
the host file on each lab computer so that the computer would recognize
“HOSTNAME.local” as the IP address of each Duckiebot. To establish these
hostnames, use command C.6.
From within the editing window that opens from command C.6, you must
add the Duckiebot IP address and hostname to the file. There may be some entries
there already (e.g. 127.0.0.1 for hostname “localhost”), but if your IP address is
<IP> and your hostname is HOSTNAME, append those values to the document as
shown in C.7. Save and exit the text editor. Now the computer should be able to
communicate with the Duckiebot using HOSTNAME.local, as directed by the
Duckiebot Operation Manual [3].
v.

Docker and Dashboard
When setting up the Duckiebots, the next major steps the team
encountered were setting up the Docker workflow and Duckiebot dashboard, as
shown in Units C-5 and C-6 of the Duckiebot Operation Manual [3]. Once a
network connection has been established, these are straightforward.
Note: one issue that the team occasionally ran into with the Docker
workflow setup was failure to download and build the image properly. This issue
is still not completely resolved, but network latency has been considered as a
possible cause because of the large downloads required to build the Docker
images.
Being able to run a Docker image and interact with the Duckiebot
dashboard is very important moving forward. To get an idea for how the process
of getting and running a Docker image takes place, view Figure B.3. It’s
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important to note that once the container image is on the Duckiebot, most
interaction occurs through the Portainer Interface and through the Dashboard.
vi.

Making the Duckiebot Move
Unit C-7 of the Duckiebot Operation Manual [3] details how to make the
Duckiebot run with the virtual joystick. This demo sometimes is difficult to run,
but the team eventually figured out what appear to be the limitations of the
joystick demo in the current configuration.
Before starting, the team discovered that they must ensure that the
Duckiebot is neither too hot nor has been running for too long - sometimes
running the demos and other calibrations non-stop causes the Raspberry Pi to
malfunction, which may lead to loss of connection with the Duckiebot.
Even when certain that the Duckiebot is ready to go, for the Duckiebots
with SD cards initialized using the master19 commands, the Duckietown shell
does not successfully run the joystick demo. The resolution to this issue was to
run the demo using a docker command from the older DT18 Duckietown
Operation Manual [2].
To make the Duckiebot move, go into the Portainer interface to view the
current containers, and check if “rosco re” is running. If it is not, select it and start
the container. Now from a terminal on the lab computer, command C.8 can be run
to activate the joystick container.
Note: this command should run the joystick container, and it may take a
while the first time. Once your command has finished, the Duckiebot should be
able to move.
The DT18 guide instructs to use the keyboard control through the
command line to control the Duckiebot, but throughout the entire scope of the
project the team was never able to get the command line keyboard interface
working for simple command input for the wheels (forward, back, turn left, turn
right). The Duckiebot dashboard (the second option in the Duckiebot Operation
Manual DT19 [3] Unit C-7) seems to be far more reliable. To enable this control,
go to the Duckiebot Dashboard by typing HOSTNAME.local into a web browser,
and navigate to Mission Control on the top menu. On this page, toggle the switch
on the upper right to “take over” the Duckiebot; if this is successful, the window
should become highlighted in yellow. If the Duckiebot dashboard and joystick
containers are running (you can verify this in the portainer interface), you should
be able control the Duckiebot wheels by using the arrow keys on your computer
keyboard.
Note: often the team would not be able to control a Duckiebot despite
following these instructions exactly, and determined that often they would be able
to gain control after giving the Duckiebot an ample amount of time (2-3 minutes)
to finalize any connections or container initialization. The Duckiebot was able to
move once one of the default windows in the Mission Control interface,
displaying motor power vs time, began scrolling to indicate the passage of time.
At that point the arrow key controls began to work.
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Note: During the test of the “daffy” version image and instructions on
duckiebot8, the joystick worked only through the command line, and not the
dashboard.
vii.

See What The Duckiebot Sees/Camera Calibration
The instructions in Unit C-8 of the DT19 Duckiebot Operation Manual [3]
walks through checking the camera connection, and appears to have no issues
during the project.
In the Duckiebot Operation Manual [3], camera calibration (Unit C-9)
caused some issues through the beginning of the project. Originally, when
following the instructions to run the camera calibration, the required demo
wouldn’t run, or the calibration window would appear and disappear very quickly.
However, during the last week of the project, the team was able to complete 3
successful camera calibrations in a row. Though the cause of the sudden success
is still unknown (and there was not enough time left in the lab to determine the
cause), there may have been a different level of network load that week due to
increasing social distancing, or the fresh start on the camera calibration may have
meant the Duckiebots had not been powered on for as long, so they were not as
likely to have overheated already. Once the issue disappeared, the instructions
were accurate and easy to follow to complete the calibration.
Note: During the test of the “daffy” version and instructions on
duckiebot8, “See what your Duckiebot Sees” did not function at all, but the
camera calibration went smoothly as per the instructions.

viii.

Wheel Calibration
The wheel calibration procedure (Duckiebot Operation Manual [3] Unit
C-10) is relatively simple: run the Duckiebot forward along 2 meters of straight
tape, measure the distance it goes to the right or left, and adjust the trim level
accordingly. The team ran into 2 main issues with this:
● The wheels of the Duckiebot would slip on the lab’s slick floor
● The Raspberry Pi would shut down its peripherals with a low voltage error
The wheel-slip issue was mitigated by running the calibration on some of
the mats provided for the Duckietown track; this was fairly successful in helping
the wheels stay steady enough to get an adequate calibration.
The low-voltage issue is still unresolved, but it appears that if the motors
draw too much from the battery, the power to the Raspberry Pi drops too low and
it ceases normal function. This appears in the joystick logs, as well as one
Raspberry Pi error that can be viewed with the HDMI output. To mitigate this
issue, the team could sometimes catch a Duckiebot seeming too warm before it
completely shut off the peripheral devices and were able to power it off safely to
cool down, but the issue requires further investigation.
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ix.

Lane Following
The last big goal in the guide that was able to be completed before losing
access to the lab was the Lane Following demo, which is contained in Unit E-4 of
the DT19 Duckietown Operation Manual [3]. These instructions work, but they
require very careful monitoring of the Portainer Interface on the Duckiebot. The
lane following demo must be still running, but the other containers requiring the
camera and joystick cannot be.
Note: The “daffy” version also was able to complete lane following
successfully.

VI.

Additional Sensor Input
i.

Duckiebot Functionality Extension
For this portion of the Duckietown project, several potential test scenarios
involved how the Duckiebots performed in a foggy setting and when meeting an
unusual obstacle; however, this testing was interrupted by the COVID-19 crisis
and could not be completed as originally planned. Nevertheless, a proposed
method to improve the Duckiebot’s flexibility in certain scenarios can still be
considered. While the standard Duckietown vehicle utilizes a single front-facing
camera and image processing to gather information for its real-time decision
making, this structure fails to account for unusual circumstances that limit the
reliability of its data (e.g. low visibility conditions or atypical obstacles). With
this in mind, the team’s expectation is that the Duckiebot will have a difficult time
navigating when its vision is impaired by fog, or if it encounters an abnormal
obstacle. The plan to overcome these concerns is to integrate an ultrasonic range
sensor with the existing Duckiebot’s structure. In the case of heavy fog, the range
sensing would not be able to detect the colored lines to assist with the Duckiebots’
navigation, since the range-sensor has no visual input. However, it would be able
to keep the Duckiebot from colliding with any street signs or other obstacles in or
near the road in the event that the fog becomes too heavy for the Duckiebot to
navigate via the lines on that road. In the case of atypical obstacles, the
Duckiebot’s range-sensing capabilities would keep the Duckiebot from colliding
with obstacles in the road, even if the coloration or other features were irregular.

ii.

Sensor Integration
The sensor chosen to integrate with the Duckiebot is an HCSR04
Ultrasonic Ranging Module. This module was chosen because of its low cost and
relatively simple digital interface, detailed in the sensor’s datasheet [7]. The
digital sensor greatly reduces the complexity of the additional hardware because
the Raspberry Pi does not have an onboard analog to digital converter (DAC), so
an analog sensor would also require us to add a DAC.
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The only additional hardware to integrate this sensor to a regular
Raspberry Pi is a simple voltage divider, shown in Figure B.5. The voltage divider
is necessary because the sensor output is a 5V output and the digital pins on the
Raspberry Pi are 3.3V. To mount the sensor and attach the resistors would require
the use of a small breadboard, headers, and jumpers.
The most difficult adjustment would be changing the configuration in
Figure B.5 so that it could attach to pins on the Duckietown Motor hat instead of
the Raspberry Pi, as all of the available pins on the Pi are attached to the Motor
hat; these available pins are shown in Figure B.6. Unfortunately, the schematics
for the Duckietown Motor Hat are not available through the Duckietown docs, so
it will be necessary to use the available hardware in the lab to determine which
pins on the Raspberry Pi correspond to which pins on the motor hat. A suggested
way to accomplish this would be to perform a preliminary visual check to
determine which pins drive the LEDs. Once it has been determined how to control
the LEDs, other components can be tested without accidentally reverse biasing
them. After the visual check, it may be possible to safely run some simple code to
drive the pins on the Raspberry Pi to determine how the available pins on the
motor hat are affected by the code.
To integrate the software for the additional sensor, it will be necessary to
clone the Duckietown software from GitHub for editing. If the communication
from the Raspberry Pi to the sensor is correct, it should be possible to integrate
the sensor input from the ultrasonic range detector into the processes for the
Duckiebots’ decisions.
iii.

Design Adjustments
Although the concept of extending the Duckiebot’s functionality through
the addition of a range sensor is relatively simple, the implementation may be
anything but simple. Unfortunately the COVID-19 pandemic prevented the team
from completing its original goals as stated, and thus the integration of new
sensors had not taken place when the labs closed. However, based on experiences
earlier in the semester, it would be wise to revise some of the team’s original
assumptions regarding the process of integrating a new sensor.
The Duckietown Project, as a whole, requires virtually no original code to
function. The majority of the testing, calibration, and operation of the Duckiebots
is done through Docker containers, pulled from Github and downloaded onto each
Duckiebot, and then controlled through the Portainer interface. While the Github
code is open source and could thus be adjusted to account for this new sensor,
there are so many levels of abstraction required to prepare the code to run on the
Duckiebot that errors could be easily introduced at different levels and could
compound before the team notices an issue. Based on previous attempts at
calibration, it could be expected that troubleshooting and fine-tuning the adjusted
code for the Duckiebot’s autonomous roaming would take much longer than
anticipated.
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One of the most concerning issues that the team discovered was the
low-power error that caused Duckiebots to occasionally shut off mid-calibration if
they had been running too long, when a moment of excess power drawn exceeded
the power supplied. It is distinctly possible that adding a new sensor would
augment this issue. Therefore, it is likely that a solution for the insufficient
battery power will need to be found before testing with a proximity sensor could
be practical.
Although the team was unable to complete their testing before the labs closed,
their experience with the calibration process suggests that an additional sensor could
indeed be effective in improving the Duckiebot’s capabilities. The Duckiebots are an
effective low-cost proxy for autonomous vehicles, but their navigation and line-detection
is imprecise compared to what would be necessary on a public road; even during
calibration, it becomes clear that the Duckiebot line-detection software is crude and only
gathers vague outlines, rather than precise images. If extending the Duckiebot concept to
a true autonomous vehicle, it would be completely necessary to include safeguards that
protect the Duckiebot from collisions if its visibility is imperfect.
VII.

Safety
Although this is a small-scale project, the team has taken reasonable precautions
to mitigate any potential safety hazards that could arise during the project. After
discussion, the team has determined that the potential hazards can be loosely broken up
into three categories: electrical, fumes, tripping.
To mitigate electrical hazards, any assembly that involved exposed electrical
components carefully referenced all instructions from the Duckiebot Operation Manual
[2], and all power sources were disconnected before working on the electronics. All
batteries were removed from chargers once they were fully charged to prevent
overcharging, and all connection points were inspected at assembly to ensure solid
connection and insulation.
To mitigate fume hazards, the team elected to use a non-toxic acrylic paint to
complete the track, rather than spray paint. All painting occurred in a large room with
ample air flow.
To mitigate tripping hazards, any small pieces (Duckiebots or testing materials)
were cleared away from the floor when not in use. Any track pieces were either kept
neatly on the track, or were stored on tables and in shelves where they would not pose a
tripping hazard. Throughout the project, the team was intentional to maintain a neat and
orderly workspace to prevent accidental hazards. Although no outreach events occurred
before campus shut down, any outreach events would have had warnings posted for
visitors about potential tripping hazards.

VIII.

Cost and Budget
This project had a generous budget from a generous grant provided by DENSO
North America Foundation. This budget allowed for buying supplies to paint road
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markings on the track, a fog generator and fluid to produce low visibility weather
conditions in Duckietown, a USB charger to charge several Duckiebot batteries
simultaneously, and supplies for printing as required for the project and senior design
requirements. The breakdown of costs and supplies is shown in Table D.1. Due to the
interruption of the semester from COVID-19, it is not practical to retrieve the detailed
breakdown of what was purchased (i.e. receipts) from UAH at this time.
The supplies for the Duckiebot construction had been purchased already by Dr.
English, and were not considered as a part of the budget. A full Bill of Materials (BOM)
required for each Duckiebot can be found in Unit B-4 of the Duckiebot Operation Manual
[2].
IX.

Test Plan
Although work on the project was cut short before testing could begin, the team
prepared a comprehensive test plan to evaluate the limits of the platform. The following
list of testing conditions should be applied to 4 of the 8 total assembled Duckiebots to
evaluate the effectiveness, strengths, and weaknesses of the Duckiebot Platform.
i.

Lane Following/Obstacle Avoidance
Place at least two Duckiebots on the track, and activate the Indefinite
Navigation demo (which causes the Duckiebot to autonomously roam the track).
Run the demo for 5 minutes per vehicle, and for each Duckiebot record an
individual count of each of the following traffic infractions:
● Collisions with other Duckiebots or duckies on the track
● Drifting over lane boundaries
● Disregarding traffic signs
The Lane Following and Obstacle Avoidance tests are run simultaneously
in order to see how the Duckiebot behaves on the track in general, as well as with
objects that would normally be in its path (i.e. other Duckiebots or duckies).

ii.

Intersection Navigation
Place two Duckiebots on the track such that they will arrive at the same
intersection at the same time, from different directions. Repeat the trial 10 times,
with the Duckiebots approaching each other from varying directions, and count
either satisfactory or unsatisfactory navigation (no collisions, adherence to “right
of way”) for each vehicle over the course of the 10 trials.
The Intersection Navigation test is used to observe the communication
between the Duckiebots in a scenario where they would be forced to interact. The
10 trials would be split up to be 4 head-on approaches, 3 with one Duckiebot
coming in from the right, and 3 with the other Duckiebot coming in from the left.
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This division of approach configurations is designed to ensure that the Duckiebots
can communicate with other Duckiebots approaching from any direction.
iii.

Low Visibility Settings (Fog)
Cover the track with light fog from a fog machine and repeat the Lane
Following/ Obstacle Avoidance test. The exact amount of fog covering the track
is not as important as ensuring that all trials have a consistent amount of fog,
which can be measured by placing a consistent light mark on the other side of the
track, standing in a fixed location, and visually inspecting the mark until the fog is
dense enough to render it invisible from the other side of the track (with the same
measure inspecting each time to mitigate any differences in vision).
The Low Visibility test is to be tested using a fog machine, which could
increase the risk of tripping hazards while performing the tests. Notifications must
be posted to ensure that any passerby is notified of the fog tests with several days
of advance notice, and unnecessary movement around the room will be limited
while the fog is on the track. The fog machine uses a non-toxic water-based
solution, and thus the fog machine does not pose a significant fume hazard.
Since the Duckiebots’ only external sensors are front-facing cameras, this
tests how well the Duckiebots cope when their visibility is limited and whether or
not they can react appropriately if they cannot detect an object in their path until
they are very close.

iv.

Unusual Obstacle in Path
For each Duckiebot, allow the vehicle to roam the track, and place
different types of unusual obstacles in its path. These unusual obstacles are
objects that the Duckietown Operation Manual does not describe that the
Duckiebot can recognize; since the Duckiebots should be able to account for
small yellow rubber duckies, these tests will be conducted with objects that test
the Duckiebot’s ability to handle different colors, shapes, and patterns of objects
approximately the same size as a duckie: a pink flamingo, a duckie in a “Batman”
costume, and a rock. These items will be placed in the road while each Duckiebot
is going around the track, and any instances of crashing into objects will be
recorded.

v.

Never-before-seen Track
The project sponsor (Dr. English) and Jason Winningham will work
together to design and assemble a second track, as described in section III (Design
Constraints), that the team has never seen before. Each Duckiebot will
autonomously roam on the new track for 5 minutes, with a team member counting
traffic infractions over that time. This never-before-seen track will then be
compared to the Duckiebot’s performance during the Lane Following test to see
how the Duckiebots respond to the new environment. This is to ensure that the
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Duckiebot is not simply using a machine learning algorithm to memorize a track
it knows, but is actually following the instructions of the traffic signs and rules of
the road, regardless of whether it has ever seen the track before.
For each testing condition, the number of traffic infractions observed would be
recorded on an excel spreadsheet in order to see how the Duckiebots performed across all
tests, and to compare the Duckiebots’ results to each other to determine an average result.
Unfortunately, the team was still testing the demos for the Duckiebots when the lab shut
down for social distancing, so none of these tests were completed.
IX.

Summary and Conclusions
Although the original goals of the project were unable to be completed due to the
premature closure of campus for COVID-19, this project has provided a valuable
foundation to allow UAH to relatively easily establish its own Duckietown for outreach
and research. The track has been completed, with the exception of final traffic light
calibration and a few missing traffic signs that the team was in the process of procuring.
Eight Duckiebots have been assembled and loaded with Duckiebot images, and of those
eight three have been through the calibration process and were in the final stages of demo
testing before they were declared complete. A plan has been prepared to improve the
Duckiebots’ capabilities in setting where the camera is insufficient. Finally, a
comprehensive test plan was built based on personal experience the team had with the
Duckiebots, and their understanding of the Duckiebots’ capabilities, to provide a holistic
view of the limitations future demonstrations and research may encounter.
Although the Duckietown Foundation has a wide range of reference materials for
preparing and running a Duckietown, those instructions are based on assumptions that the
Duckietown network and environment are exactly the same as the ones at MIT where the
platform was designed. Since UAH has a different network and environment, the team
encountered several issues that they needed to troubleshoot and solve before being able to
continue with the Duckietown Operation Manual. These solutions that the team
discovered to solve the various issues they encountered, as detailed in section V
(Technical Approach), will dramatically simplify the process for any future teams
working on the Duckietown.
Some issues still remain to be resolved, such as the incompatibility of different
versions of the Duckiebot Operation Manual with the current versions of software (e.g.
Python vs Python3), and the inability of the default battery packs to provide sufficient
power for the Duckiebot without it occasionally encountering low-voltage errors.
However, at least at this point, the main networking/connectivity issues have been solved
and that foundation has been laid for any future work on the platform.
Whenever developing a new product, engineers must consider the social, ethical,
and economic impacts of their work. While the Duckietown itself is a small-scale project
with limited impact outside of the lab walls, it opens the door to a whole field that could
dramatically change how the world handles transportation. A college sophomore with an
interesting idea may be able to use the platform to develop an advanced decision-making
algorithm that advances the field of artificial intelligence. A 1st-grader who visits campus
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and becomes fascinated with the concept of a self-driving car may grow up to be the
leading innovator in the first line of fully-autonomous vehicles. Since it is impossible to
predict how far-reaching the impacts of this project could be in the long-term, it is vital
that every aspect of the project is performed with integrity and excellence, and that any
outreach emphasizes the importance of ethical decision-making and quality whenever
working with projects that could affect human life, safety, well-being, financial stability,
and peace of mind. This project may be small, but its impacts could be monumental.
X.

Recommendations
Future work on the platform should be streamlined due to the work done on this
project, but there are a few notes that this team advises for future teams working on the
platform:
i.
ii.

iii.
iv.

v.

Determine which version of the Duckietown Manual is best to be used for UAH’s
network configuration (DT18 [2], DT19 [3], or Daffy [1]), and stick with that
manual throughout the entire process
Prioritize completing the assembly, software setup, and testing phases on one
Duckiebot instead of trying to progress all eight Duckiebots at the same pace. By
prioritizing the completion of one Duckiebot, other tasks would become available
to the rest of the group members. One member could paint/tape the Duckietown
road markings, while another could assemble the traffic lights/road signs, and a
third could begin testing a Duckiebot.
Calibrate the Duckiebot motors/wheels only on the foam tiles of the Duckietown
Utilizing a network other than that of the university caused much delay on the
project. To prepare for off-campus outreach, the team suggests finding a solution
for the network issues, even if that means simply getting permission to set up a
separate (transportable) router for the Duckiebot network.
Once enough Duckiebots are completely calibrated, perform the tests as outlined
in section VIII (Test Plan) to verify the current limitations of the platform before
attempting to improve the performance of the platform at all.
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XII.

Appendix B - Figures

Figure B.1. Duckietown Track 1 (no signs)

Figure B.2. Assembled Duckiebot, DT19 Manual
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Figure B.3. Docker Data Flow Diagram

Figure B.4. Work Breakdown Structure

26

Figure B.5 Raspberry Pi HCSR04 Guide

Figure B.6 Duckiebot Motor Hat, Duckiebot DT19 Manual
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XIII.

Appendix C - Code

dts --set-version master19

(C.1)

ping HOSTNAME.local

(C.2)

ssh duckie@HOSTNAME.local

(C.3)

sudo poweroff

(C.4)

ip a

(C.5)

sudo gedit /etc/hosts

(C.6)

127.0.0.1
IP

localhost
HOSTNAME

(C.7)

docker -H <hostname>.local run -dit --privileged --name joystick --network=host -v
/data:/data duckietown/rpi-duckiebot-joystick-demo:master18
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(C.8)

XIV.

Appendix D - Data
Table D.1. Supplies and Costs

Paint Supplies

Source

Other

Source

Red Acrylic Paint (32 oz)

Home Depot

400W Heavy Duty Fog Effect
Generator

Amazon

Yellow Acrylic Paint (32 oz)

Walmart

Odorless Water-based Fog Fluid (1
gal)

Amazon

White Acrylic Paint (32 oz)

Home Depot

6 Port 5V USB Charger

Amazon

Paint Rags

Walmart

HC-SR04 Ultrasonic Range Sensors
(x5)

Amazon

Paint Brushes

Walmart

0.1" Pin 40 Piece Female Breakaway
Headers (x10)

Amazon

Disposable trays to hold paint

Walmart

0.1" Pin 40 Piece Male Breakaway
Headers (x10)

Amazon

Yellow Washable Paint (32 oz)

Home Depot

Printer Ink (HP 5200)

Staples

Printer Paper (RelayMP)

UAH

Paints Total

$156.67 Other Total

$147.80

Semester Total

$304.47

Table D.2. Calibration State (1)
Chip
Computer
Docker Workflow Dashboard
Extracted? Connected? set up?
Set up?

Hostname

IP Address

MAC Address

duckiebot1

10.1.89.1

b8:27:eb:85:c2:0b yes

yes

yes

yes

duckiebot2

10.1.89.2

b8:27:eb:a9:33:68 yes

yes

yes

yes

duckiebot3

10.1.89.3

b8:27:eb:d6:a1:25 yes

duckiebot4

10.1.89.4

b8:27:eb:a4:04:d4 yes

yes

yes

yes

duckiebot5

10.1.89.5

b8:27:eb:86:f6:0b

yes

yes

yes

yes

duckiebot6

10.1.89.6

b8:27:eb:11:77:29 yes

yes

yes

yes

duckiebot7

10.1.89.7

b8:27:eb:f7:9e:8c

yes

duckiebot8

10.1.89.8

b8:27:eb:2f:8f:de

yes

yes

yes

yes

10.1.90.144/
duckielight1 10.1.90.115 b8:27:eb:b5:78:a1 yes

yes

yes
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Table D.3. Calibration State (2)

Hostname

See
Make
Can
what it Duckiebot Camera
Wheel
Take System
Lane
sees? move?
Calibration Calibration a Log Identification Following Notes

duckiebot1
duckiebot2 yes

yes

yes

yes

duckiebot3
duckiebot4

duckiebot5

duckiebot6 yes

yes

issues moving,
camera doesn't
work

yes

will follow only
the warning
documentation

duckiebot7
duckiebot8 yes

yes

yes

yes

yes

duckielight1
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yes

Calibrated with
daffy
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