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MARK SHOEMAKER
ABSTRACT. These expository notes are based on a series of lectures given
at the May 2018 Snowbird workshop, Crossing the Walls in Enumerative
Geometry. We give an introductory treatment of the notion of a virtual
fundamental class in algebraic geometry, and describe a new construc-
tion of the virtual fundamental class for Gromov–Witten theory of a hy-
persurface via the derived category of factorizations. The results pre-
sented here are based on joint work with I. Ciocan-Fontanine, D. Favero,
J. Gue´re´, and B. Kim.
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0. INTRODUCTION
0.1. Motivation. Let M g,n denote the moduli space of stable (complex)
curves. This space is a compactification of the moduli space Mg,n, itself
parametrizing smooth genus g curves with n distinct marked points. The
compactification M g,n introduces nodal curves of genus g, with the re-
quirement that the automorphisms of the marked curve are finite. With
the introduction of marked points and nodal curves, we can define maps
between these spaces for different choices of g and n. For instance one can
forget a marked point, or one can glue two marked points together to ob-
tain a nodal curve. We obtain maps
for : M g,n+1 →M g,n,(0.1)
gl1 : M g,n+2 →M g+1,n,
gl2 : M g1,n1+1 ×M g2,n2+1 →M g1+g2,n1+n2 .
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2 SHOEMAKER
These maps are the first evidence of connections between the spaces
M g,n for varying g and n. In 1991, Witten proposed a remarkable con-
jecture [Wit91], which can be briefly summarized by stating that a large
class of integrals over these spaces have a beautiful and surprising recur-
sive structure. This was proven by Kontsevich in [Kon92] and now goes by
the name of the Witten–Kontsevich theorem.
Since the Witten–Kontsevich theorem an effort has been made to under-
stand how far and in what directions this recursive structure can be gener-
alized. A natural approach to generalization is to enhance the moduli space
of curves, defining new moduli spaces which parametrize curves together
with some “extra structure.” This extra structure could be for instance a
vector bundle with a section, a map from the curve to a target variety X, or
something more exotic. Let us consider the second approach.
Fix X a smooth projective variety. One can define a moduli spaceM g,n(X, d)
parametrizing stable maps
f : C → X,
where C is a smooth or nodal curve of genus g with n marked points, f
is a regular map of degree d, and the automorphisms of C which preserve
f are required to be finite. One then considers integrals over these mod-
uli spaces, with the hopes of obtaining useful invariants of the variety X.
These are known as Gromov–Witten invariants of X. In particularly simple
cases these invariants give counts of curves in X, although in general such
a direct enumerative interpretation is not possible.
Gromov–Witten theory, the study of these integrals, has proven to be a
deep and exciting field. For instance when X is a single point the Gromov–
Witten invariants are simply integrals overM g,n, the moduli space of stable
curves. These invariants already have a rich structure, and form the basis
of the Witten–Kontsevich theorem mentioned above.
In attempting to rigorously define Gromov–Witten invariants, a serious
technical challenge arises. In contrast to M g,n, the moduli space of sta-
ble mapsM g,n(X, d) is generally not smooth and often contains many ir-
reducible components of different dimension. The fundamental class of
M g,n(X, d) is not well-defined; it is therefore unclear how one should “in-
tegrate” overM g,n(X, d).
0.2. The “virtual” fundamental class. The solution is the notion of a vir-
tual fundamental class, a choice of element in the Chow group ofM g,n(X, d)
which behaves in many ways like a fundamental class. To be more pre-
cise, one hopes to construct an element of A∗
(
M g,n(X, d)
)
which satisfies
a number of properties analogous to those of a fundamental class, together
with some additional properties reflecting the goals of the previous section.
In particular one requires:
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• the virtual fundamental class is supported entirely in a single de-
gree of A∗
(
M g,n(X, d)
)
, the so-called expected dimension (see Sec-
tion 1.4);
• the virtual fundamental class is compatible with the various gluing
and forgetful maps of (0.1) (see [Beh99, Section 2] for precise state-
ments);
• Gromov–Witten invariants of X, defined by integrating certain classes
against the virtual fundamental class, are invariant under deforma-
tions of X.
It is not clear a-priori that such a class should exist, and in general there is
no guarantee that a choice of such a class is unique. The construction of the
virtual fundamental class has been a fundamental challenge in Gromov–
Witten theory (as well as other curve counting theories). Unfortunately
any construction of the virtual fundamental class is necessarily technical,
especially in its full generality. As such, the virtual fundamental class is one
of the more formidable hurdles for graduate students learning the theory.
Constructing the virtual fundamental class has now been successfully
carried out in a number of different ways. In Gromov–Witten theory this
has been done by Behrend–Fantechi in [BF97], Fukaya–Ono in [FO99], Li–
Tian in [LT98], Ruan in [Rua99], and others.
0.3. Summary. These expository notes have two complementary goals. The
first is to give a friendly introduction to the concept of a virtual fundamen-
tal class. This is done in Section 1, where we explain the connection to more
classical intersection theory. There we detail the case ofM g,n(Pr, d) where
the construction can be simplified significantly.
The second goal of these notes is to present a new method, developed
by Ciocan-Fontanine, Favero, Gue´re´, Kim, and the author in [CFG+18], of
constructing a virtual class for the Gromov–Witten theory of a hypersurface
using the derived category of factorizations.
The construction of the virtual class using the category of factorizations
has a number of advantages. First, it applies in a general setting which goes
beyond Gromov–Witten theory. Second, the construction yields an object
in a certain derived category (See Section 4) and so is in fact more akin
to a virtual structure sheaf. It is therefore useful for defining more refined
invariants, such as K-theoretic counterparts to Gromov–Witten invariants
(see for instance [Lee04, GT14]). Finally, we hope this perspective will lead
to new computational advances in Gromov–Witten and related theories.
As evidence of this possibility, see [Gue´16].
0.4. A note on generality. The method described in these notes is a partic-
ular case of a much more general construction developed in [CFG+18]. The
setting in which these techniques apply is that of a gauged linear sigma model
(GLSM), which simultaneously generalizes Gromov–Witten theory of hy-
persurfaces as well as FJRW theory [FJR13] of homogeneous singularities.
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GLSMs were first described in physics by Witten in [Wit97], while the first
mathematical definition was given by Fan–Jarvis–Ruan in [FJR17].
In the particular case of FJRW theory, Polishchuck–Vaintrob used the de-
rived category of factorizations to give an algebraic construction of the vir-
tual fundamental class in [PV16]. The paper [CFG+18] was inspired by the
work in [PV16] and [FJR17]. Our goal was to use factorizations in a man-
ner analogous to that of [PV16] to define Gromov–Witten-like invariants
for a large class of GLSMs. For a more detailed discussion of connections
to other results, see Section 6.
Although these notes do not make further mention of the GLSM, it is in
the background of everything that follows. We hope that by focusing on
a special case, these notes will provide a simplified roadmap for readers
interested in [CFG+18].
0.5. Plan of paper. In each of the first three sections we construct a vir-
tual fundamental class (or some analogous object) in successively greater
generality.
In the Section 1 we provide a motivating example of a virtual class and
give a general procedure to define a virtual class on a space of sections.
As a special case, we then construct a virtual class for the moduli space
M g,n(Pr, d) of stable maps to projective space.
In Section 2 we consider a hypersurface Xk ⊂ Pr, and define, with the
help of one simplifying assumption, a virtual class for the moduli space
M g,0(Xk, d) of stable maps to Xk with no marked points. It is in this section
that we first encounter a Koszul factorization, an object which plays a crucial
role in the rest of the paper.
In Section 3 we extend the considerations of Section 2 to the case of
curves with marked points. We construct, again under a simplifying as-
sumption, a Koszul factorization which can be thought of as playing the
role of the virtual fundamental class (or, more accurately, the virtual struc-
ture sheaf) forM g,n(Xk, d). We call this the fundamental factorization.
In Section 4 we introduce the derived category of factorizations. We
show how the fundamental factorization can be used as the kernel of an
integral transform to define curve counting invariants for Xk.
In Section 5 we remove all simplifying assumptions from the construc-
tions of Sections 2 and 3 via a “two-step procedure,” so-called because
it involves twice resolving the pushforward of a certain tautological vec-
tor bundle. We conclude by defining curve-counting invariants for Xk via
the fundamental factorization and state a comparison result with Gromov–
Witten theory.
We conclude in Section 6 with connections to related works, and give
suggestions for further reading.
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1. STABLE MAPS TO PROJECTIVE SPACE
In this section we construct a virtual fundamental class for the moduli
space of stable maps to projective space, M g,n(Pr, d). We begin with an
extended motivating example, the zero locus of a section of a vector bun-
dle. In this context, virtual fundamental classes arise naturally and are rel-
atively simple to define. The hope is that this example will motivate the
construction of virtual classes as a natural outgrowth of more classical in-
tersection theory.
In the remainder of the section we will see that the virtual class for
M g,n(Pr, d) is in fact a special case of this example.
1.1. The zero locus of a section. The material of this section is described
in detail in [Ful13].
Let X be a smooth variety of dimension n and let E → X be a vector
bundle of rank r. Let s ∈ Γ(X, E) be a section, and define Z := Z(s) to be
the scheme-theoretic zero locus of the section s. Recall that the total space
of the vector bundle E is given by
(1.1) tot(E) := Spec
(
Sym E∨
)
.
If s is a regular section, then Z will be of dimension
n− r = (n + r)− r− r = dim(tot(E))− codim(X)− codim(s(X)).
The class
[Z] ∈ An−r(Z)
can be viewed as the intersection of [X] and [s(X)] in tot(E), where X is
embedded in tot(E) via the zero section.
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We write [X] · [s(X)] = [Z]. The quantity n− r is called the expected dimen-
sion of the intersection, it is the dimension in the particularly nice case that
s is regular.
If s ∈ Γ(X, E) is no longer a regular section, then dim(Z) will be strictly
greater than the expected dimension n− r. In this case we would still like
to construct a class in the Chow group of Z which represents the “correct”
intersection of [X] and [s(X)]. In particular the class should be of the ex-
pected dimension n− r 1.
Example 1.1. Let us consider what is in some sense the worst possible case,
that is, s ∈ Γ(X, E) is the zero section 0 ∈ Γ(X, E). In this case s(X) = X
and so we are looking for the intersection of X with itself in tot(E). In this
case we define
[X] · [X] = e(E) ∈ An−r(X),
where e(E) denotes the Euler class (equal to the top Chern class) of E [Ful13].
Under the cycle map A∗(X)→ H∗(X) ∼= H∗(X), e(E) maps to the topolog-
ical Euler class of, e.g. [BT82].
If there exists a regular section s′ ∈ Γ(X, E) and Z′ = Z(s′) is the zero
locus, then the class [Z′] ∈ An−r(X) is equal to e(E). In this sense e(E) is the
correct intersection of [X] and [X] = [s(X)], as it coincides with the class
obtained by deforming s into s′ and then taking the intersection of [X] with
[s′(X)].
For a more general section s ∈ Γ(X, E), not necessarily regular or zero,
we would like to be able to define a class
[X] · [s(X)] ∈ An−r(Z).
In this case we use the so-called refined Euler class e(E, s) which is still of
degree n− r, but is supported on the zero locus Z. It agrees with the usual
Euler class in the sense that under the pushforward map
i∗ : A∗(Z)→ A∗(X),
e(E, s) maps to e(E). To define it we require some machinery from intersec-
tion theory:
1The problem of defining an intersection product has a long history. It has been defini-
tively answered in a very general context. See for instance [Ful13] and the references
therein. The case at hand of [X] intersected with [s(X)] becomes a special case of this gen-
eral theory.
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Definition 1.2. If i : Z ↪→ X is defined by a sheaf of ideals I , the normal cone
of Z in X is
CZX := Spec
(
∞⊕
k=0
Ik/Ik+1
)
.
In the case that Z ↪→ X is a regular embedding, this is actually equal to (the
total space of) the normal bundle of Z in X: CZX = NZX.
It is a fact [Ful13, Appendix B.6.6] that CZX is of pure dimension n.
Consider the following diagram:
Z X
X tot(E).
i
s
0
Let I denote the ideal sheaf associated to i : Z ↪→ X, and let J denote the
ideal sheaf of X in tot(E) (embedded as the zero section). There is a natural
surjection
s∗(J ) I
which in turn induces a surjection
∞⊕
k=0
s∗
(
J k/J k+1
)

∞⊕
k=0
Ik/Ik+1.
We obtain a closed embedding
CZX ↪→ i∗(CX tot(E)) = i∗(NX tot(E)) = i∗(tot(E)) = tot(E)|Z,
where NX tot(E) is the total space of the normal bundle of X in tot(E). Note
that the inclusion of X in tot(E) via the zero section is regular, so the nor-
mal cone of X in tot(E) is the normal bundle, which is simply tot(E). In
particular, the normal cone can be viewed as lying inside the restriction of
tot(E) to Z. The projection pi|Z : tot(E)|Z → Z is flat, and so defines a map
pi|∗Z : Ak(Z)→Ak+r(tot(E)|Z)
[V] 7→[pi|−1Z (V)].
It is a (nontrivial) fact that this map is an isomorphism. We denote its in-
verse by 0|∗Z : Ak+r(tot(E)|Z) → Ak(Z), as we may view it as pullback by
the zero section 0|Z : Z → tot(E)|Z. With this setup, one can define the
following:
Definition 1.3. The refined Euler class of E→ X with respect to s ∈ Γ(X, E)
is the pullback of the normal cone of Z in X via the zero section:
e(E, s) := 0|∗Z
(
[CZ|X]
)
.
The pullback preserves codimension, so this class lies in An−r(Z).
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Definition 1.4. Define the intersection
[X] · [s(X)] := e(E, s).
One checks that this agrees with the definition in the previous two ex-
treme cases where s is regular or s is the zero section. This class lies in the
scheme-theoretic intersection of X with s(X), however it always has the
dimension one would expect from taking the zero locus of a section of a
rank r vector bundle. This can be viewed as the first example of a virtual
fundamental class.
1.2. Spaces of sections. In this section we demonstrate a special case of the
example given above.
Let pi : C → S be a flat (and proper) family of pre-stable curves lying
over a smooth variety (or stack) S. Let V → C be a vector bundle on C.
Then for each geometric point s ∈ S, the fiber of pi is a (at worst) nodal
curve Cs, equipped with a vector bundle Vs → Cs.
Vs V
Cs C
s S.
pis pi
We would like to define a space, which we denote by tot(pi∗V), lying over
S, whose fiber over a closed point s ∈ S is the vector space of sections
Γ(Cs, Vs). We refer to this as the space of sections of V . Note that pi∗V is not
usually a vector bundle, in particular the rank of Γ(Cs, Vs) will vary as we
vary s. Consequently the space tot(pi∗V) will not be smooth.
It is tempting to simply define this space as the “total space” of the push-
forward sheaf pi∗V , in analogy with the total space of a vector bundle (1.1).
This cannot work, however, because the pushforward does not commute
with base change. In particular, it often happens that
pi∗(V)|s 6= pi∗(Vs).
For a simple example of this consider a trivial family of elliptic curves C =
E × S with V a nontrivial family of degree zero line bundles on E. Then
pi∗V will be zero, but Γ(Cs, Vs) ∼= Cwhenever Vs ∼= OCs .
On the other hand, because pi : C → S is flat of relative dimension one,
R1pi∗(−) does commute with base change. Thus we can employ Serre du-
ality to construct the desired space.
Definition 1.5. Let pi : C → S and V → C be defined as in the introduction
to this section. Define the space of sections of V to be
tot(pi∗V) := Spec
(
Sym
(
R1pi∗(ωpi ⊗ V∨)
))
,
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where ωpi is the relative dualizing sheaf for pi.
Given a sheaf A over S, recall that the s-points of Spec (Sym(A)) are the
elements of hom(A,Os). With this we observe that
tot(pi∗V)|s = hom
(
R1pi∗(ωpi ⊗ V∨)s,Os
)
= hom
(
R1pis∗(ωpis ⊗V∨s ),Os
)
= Γ(Cs, Vs)
as desired. Here the second equality is by base change (see [GD63], or [Oss,
Theorem 1.2] for a summary of the case at hand). The third equality is Serre
duality.
As mentioned above, the space tot(pi∗V) is not usually smooth and in
fact is not even of pure dimension. Nevertheless we can exploit the ideas
of Section 1.1 to construct a virtual class which is supported on tot(pi∗V)
and of pure degree. The idea is to embed V into a larger vector bundle
A → C which is pi-acyclic.
Lemma 1.6. If pi : C → S is projective, there exists an embedding of V into a
vector bundle A satisfying R1pi∗(A) = 0.
Proof. Let O(1) → C be a pi-relatively ample line bundle. Then for suffi-
ciently large n,
R1pi∗(V∨(n)) = R1pi∗(O(n)) = 0
and the map
pi∗(pi∗(V∨(n)))→ V∨(n)
is surjective. Twisting by O(−n), we see
pi∗(pi∗(V∨(n)))(−n)→ V∨
is surjective. Dualizing this map, we see that V embeds into
A := pi∗(pi∗(V∨(n))∨)(n).

Given such an embedding V ↪→ A, let B denote the cokernel. Define
A :=pi∗(A),
B :=pi∗(B).
The short exact sequence
0→ V → A → B → 0
induces a long exact sequence
(1.2)
0 pi∗V A B
R1pi∗V R1pi∗A R1pi∗B 0.
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Note, however, that R1pi∗A = 0 by construction and so R1pi∗B = 0 as
well. Because the Euler characteristic is constant in flat families, the fibers
of A and B have constant rank. By Grauert’s criterion [Har77, 12.9], they
are vector bundles. We conclude that the two-term complex [A → B] is a
resolution of Rpi∗V by vector bundles.
Consider the total space of A,
X := tot(A),
and the forgetful map τ : X → S. Define the vector bundle E := τ∗(B) over
X. The map A → B induces a natural section s ∈ Γ(X, E). One can check
using (1.2) that tot(pi∗V) is exactly the zero section Z(s) ↪→ X. We are now
exactly in the situation of Section 1.1. We proceed as before.
Definition 1.7. Define the virtual fundamental class of the space of sections
tot(pi∗V) to be
[tot(pi∗V)]vir := e(E, s) ∈ A∗(tot(pi∗V)).
Note in the above that [tot(pi∗V)]vir ∈ Ak(tot(pi∗V)), where
k =dim(tot(A))− rank(E)
=dim(S) + rank(A)− rank(B)
=dim(S) + χ(Cs, Vs),
for s a geometric point of S.
One must check the following:
Proposition 1.8. The class [tot(pi∗V)]vir is independent of the choice of embed-
ding V → A.
Proof. This follows from more general constructions such as in [BF97]. How-
ever in this simple case one can prove it more easily. The sketch of the proof
is the following:
(1) Reduce to the case of two embeddings V → A and V → A′, where
the second map factors through an embedding A → A′. This can
be accomplished by embedding A and A′ in a common larger pi-
acyclic vector bundle A˜.
(2) By a deformation argument, reduce to the case that A′ = A⊕A′′
and the embedding A → A′ is given by (idA, 0) (see [Ful13, Propo-
sition 18.1] for such an argument).
(3) In this simple case, one observes from the definition that e(E′, s′)
and e(E, s) coincide.

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1.3. Stablemaps as a space of sections. Recall that the moduli spaceM g,n(Pr, d)
is the stack representing families
C Pr
S
pi
f
{σi}ni=1
where
(1) pi is a flat family of prestable curves of genus g. Included in this is
the condition that the sections {σi}1≤i≤n are disjoint from each other
and from the nodes of Cs;
(2) f restricts on each fiber to a degree d map fs : Cs → Pr;
(3) the line bundle ωpi,log ⊗ f ∗(OPr(3)) is ample.
Denote by pi ⊂ C the ith marked point divisor defined by σi. Let Σ :=
∑ni=1 pi. Recall that the log canonical bundle ωpi,log is defined as
ωpi,log := ωpi ⊗O (Σ) .
There is a natural notion of equivalence of such families. See [FP96] for
a construction ofM g,n(Pr, d), and a proof that the coarse moduli space is
projective. We argue below thatM g,n(Pr, d) can be realized as (a substack
of) a space of sections, this time over a (smooth!) Artin stack.
First, we rephrase the functor. A degree d map f : C → Pr is determines
(up to a scaling) a degree d line bundle L → C together with a nowhere-
vanishing section s ∈ Γ(C, L⊕r+1). Thus we can viewM g,n(Pr, d) as repre-
senting families
L⊕r+1
C
S
pi
s
σi
where L is degree d on each fiber Cs, and the family satisfies:
(1) pi is a flat family of prestable curves of genus g. The sections {σi}1≤i≤n
are disjoint from each other and from the nodes of Cs;
(2) The section s ∈ Γ(C,L⊕r+1) is nowhere vanishing;
(3) The line bundle ωpi,log ⊗L⊗3 is ample.
Here we must specify that two families are equivalent if the sections of
L⊕r+1 differ only by a scaling. This can all be made precise as in, e.g.
[CFK10, Man14].
Forgetting the section s, we obtain a map to the following stack.
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Definition 1.9. Define the stackBung,n,d, to be the stack representing families
L
C
S
pi
σi
where L is degree d on each fiber and condition (1) is satisfied.
Define Bun◦g,n,d ⊂ Bung,n,d to be the open substack consisting of families
such that Condition (3) above is also satisfied.
Note that all families in Bun◦g,n,d have (in addition to automorphisms
of the underlying curve C) a C∗-family of automorphisms obtained by the
scaling automorphisms of L.
Proposition 1.10. [CKM14, Proposition 2.1.1] The stack Bung,n,d is a smooth
Artin stack of dimension 4g− 4+ n. Over the open locus Bun◦g,n,d, the universal
curve pi : C→ Bun◦g,n,d is projective.
Note that with regards to the second point of the Proposition, the line
bundle ωpi,log ⊗ L⊗3 is relatively ample by construction (see Condition (3)
above).
Consider the universal curve pi : C → Bun◦g,n,d, and the universal line
bundle L → C. Define the vector bundle V := L⊕r+1 over C. We see
from the discussion above thatM g,n(Pr, d) is a substack of tot(pi∗V) (Def-
inition 1.5). More precisely, M g,n(Pr, d) is described in tot(pi∗V) by the
condition that s ∈ Γ(Cb, Vb) is nowhere vanishing. The complement of
M g,n(Pr, d) in tot(pi∗V) is seen to be a closed set, and
M g,n(P
r, d) ↪→ tot(pi∗V)
is an open immersion.
1.4. The virtual class. Finally, we construct a virtual class forM g,n(Pr, d)
via a very minor modification of the procedure in Section 1.2. Let V be as
in the previous paragraph. Note that pi : C → Bun◦g,n,d is projective. As
described in Section 1.2, embed V into a pi-acyclic vector bundle A → C.
Define B as the cokernel of V → A, and let
A :=pi∗(A),
B :=pi∗(B).
Then [A → B] is a two-term resolution of Rpi∗V by vector bundles. Define
τ : tot(A) → Bun◦g,n,d and E := τ∗(B) as before. Because Bun◦g,n,d is a
smooth Artin stack, tot(A) will be as well.
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For b ∈ Bun◦g,n,d, the fiber of tot(A) over b is given by
tot(A)b = {s ∈ Γ(Cb,A|Cb)}.
Define the open substack
U ⊂ tot(A)
by the condition that the section s is nowhere vanishing on each fiber.
Again this is an open condition. One can check that U is a Deligne–Mumford
stack. In particular the automorphism group of each point of U is finite. As
described in Section 1.2, the map A → B of vector bundles induces a nat-
ural section which we denote β in Γ(U, E). The zero locus of β cuts out
exactly those sections of A which are sections of V = L⊕r+1. As we have
restricted to the locus of nowhere vanishing sections, we see that
M g,n(P
r, d) = Z(β) ⊂ U ⊂ tot(A).
Definition 1.11. Define the virtual class
[M g,n(P
r, d)]vir := e(E, β) ∈ A∗(M g,n(Pr, d)).
As a quick check that this definition is reasonable, we do a dimension
count. The refined Euler class e(E, β) lies in Ak(M g,n(Pr, d)), where
k = dim(Bung,n,d) + rank(A)− rank(B)
= dim(Bung,n,d) + χ(Vs)
= 4g− 4+ n + (r + 1)(1− g + d)
= (3g− 3)r + n + (r + 1)d
=: virdim
(
M g,n(P
r, d)
)
.
This is the expected dimension ofM g,n(Pr, d).
Proposition 1.12. The virtual class of Definition 1.11 agrees with the Gromov–
Witten theory virtual fundamental class forM g,n(Pr, d) as defined by Behrend–
Fantechi in [BF97].
Proof. Definition 1.11 is essentially a special case of the construction given
in [BF97]. 
Remark 1.13. The construction of this section can be generalized to define
the virtual classM g,n(X, d) whenever X = [V // G] is a GIT quotient. By
changing the stability condition one can also define the virtual class for
quasi-maps in this way. See e.g. [CFK10] for the toric case, where they use
a similar method to this.
2. STABLE MAPS TO A HYPERSURFACE (n = 0)
Let w = w(x0, . . . , xr) be a non-degenerate homogeneous polynomial of
degree k. Let Xk ⊂ Pr be the smooth hypersurface defined as the vanishing
locus of w. In this section we expand the ideas of the previous section to
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construct a virtual class onM g,0(Xk, d). Here we restrict to the special case
of no marked points. We will add marked points in Section 3.
Related to the moduli space of stable maps to Xk is the space of maps to
Pr with p-fields, which has the advantage of being a space of sections of a
vector bundle as in Section 1.2. This moduli space and various generaliza-
tions have appeared in e.g. [CL11, Cla17, FJR17].
Definition 2.1. [CL11] Given k ∈ Z>0, define the space of stable maps to
Pr with a p-field of degree k to be the moduli space lying overM g,0(Pr, d)
parametrizing families of stable maps f : C → Pr of degree d from genus g
curves C, together with a section
p ∈ Γ(C, f ∗(OPr(−k)⊗ωC)).
This moduli stack is denoted byM g,0(Pr, d)p.
The stackM g,0(Pr, d)p is easily seen to be a Deligne–Mumford stack be-
causeM g,0(Pr, d) is. We can also view the stack as representing families of
the form
L⊕r+1 ⊕L⊗−k ⊗ωpi
C
S
pi
s⊕p
where L is degree d on each fiber Cs, and the family satisfies:
(1) pi is a flat family of prestable curves of genus g.
(2) The section s ∈ Γ(C,L⊕r+1) is nowhere vanishing;
(3) The line bundle ωpi ⊗L⊗3 is ample.
Again we see that M g,0(Pr, d)p is (an open subset of) a space of sections
over Bun◦g,0,d.
We can repeat the argument of the previous section to realizeM g,0(Pr, d)p
as the zero locus of a section of a natural vector bundle defined over a
smooth Deligne–Mumford stack.
2.1. Smooth embedding via resolutions. Let
L
C
S
pi
be a family in Bun◦g,0,d, viewed as pulled back from a map S→ Bun◦g,0,d.
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Definition 2.2. Define the fiber products
M g,0(P
r, d)S :=S×Bun◦g,0,dM g,0(Pr, d)(2.1)
M g,0(P
r, d)pS :=S×Bun◦g,0,dM g,0(Pr, d)p
M g,0(Xk, d)S :=S×Bun◦g,0,dM g,0(Xk, d)
Let
V1 :=L⊕r+1,
V2 :=L⊗−k ⊗ωpi,
V :=V1 ⊕ V2.
Choose pi-acyclic vector bundles A1 and A2 together with embeddings of
V1 and V2 to obtain short exact sequences
0→ V1/2 → A1/2 → B1/2 → 0
where B1 and B2 are defined as the cokernels. Define
A := A1 ⊕ A2 :=pi∗(A1)⊕ pi∗(A2)
B := B1 ⊕ B2 :=pi∗(B1)⊕ pi∗(B2).
Then the two-term complex of vector bundles A → B gives a resolution of
Rpi∗(V) over Bun◦g,0,d.
Definition 2.3. Define
U ⊂ tot(A) = tot(A1 ⊕ A2)
to be the open locus where the section s ∈ Γ(C,A1) is nowhere vanishing.
Let τ : U → Bun◦g,0,d be the forgetful map, and define
E := τ∗(B).
The map A→ B induces a section β ∈ Γ(U, E). We conclude that
M g,0(P
r, d)pS = Z(β) ⊂ U
as desired.
Remark 2.4. One is tempted at this point to construct a virtual class in
A∗
(
M g,0(Pr, d)
p
S
)
using the refined Euler class e(E, β) as in the previous
section. However, becauseM g,0(Pr, d)
p
S is non-compact, one cannot inte-
grate over this class. In a sense, we must refine the Euler class even further.
The data which has not yet been used is the polynomial w = w(x0, . . . , xr)
defining Xk.
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2.2. Incorporating w. Recall that w(x0, . . . , xr) is a homogeneous polyno-
mial of degree k defining a hypersurface Xk ⊂ Pr. Define
wˆ = wˆ(x0, . . . , xr, y) := y · w(x0, . . . , xr).
If y is given degree−k, then wˆ is homogeneous of degree zero. In particular
observe that wˆ defines a function on tot(OPr(−k)). Note further that the
degeneracy locus of wˆ is exactly Xk:
Z(dwˆ) :=
{
∂
∂y
wˆ = 0,
∂
∂xi
= 0
}
= Xk.
Let pi : C → S be the universal curve. If s0, . . . , sr ∈ Γ(C,L) and p ∈
Γ(C,L⊗−k ⊗ ωpi) are sections, we see that wˆ(s0, . . . , sr, p) defines a section
of ωpi. Thus wˆ defines a map of vector bundles
Symk+1 V → ωpi.
Pushing forward, we obtain a morphism Rpi∗(Symk+1 V) → Rpi∗(ωpi) in
the derived category of S. Consider the following composition in the de-
rived category:
(2.2)
Symk+1([A→ B]) Symk+1(Rpi∗V) Rpi∗(Symk+1 V) Rpi∗(ωpi)
R1pi∗(ωpi)[−1]
OS[−1].
∼
[α˜]
nat
trace
For simplicity of exposition, we will make the following assumption for the
remainder of this section.
Assumption 2.5. Assume that the bundles A and B are such that the map [α˜]
exists as a map of complexes.
We warn the reader that this assumption may not in fact hold in all cases.
We will explain how to work around it in Section 5.
Given Assumption 2.5, [α˜] can be represented by a map of chain com-
plexes
(2.3)
Symk+1(A) Symk(A)⊗ B Symk−1⊗∧2 (B) · · ·
0 OS 0 · · ·
dk+1
α˜
dk dk−1
where we denote by α˜ : Symk(A)⊗ B→ OS the only non-zero vertical map.
A map of vector bundles Symk(A)⊗ B → OS is equivalent to a section of
E∨ = τ∗(B∨) on tot(A) or, alternatively, a cosection
α : E→ Otot(A).
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We now have
OU E OU
M g,0(Pr, d)
p
S = Z(β) U
β α
The differential dwˆ defines a map of sheaves over S:
d˜wˆ : Symk(pi∗V)⊗R1pi∗(V)→ OS
(2.4)
(s, p)⊗ (s˙, p˙) 7→ 1
k + 1
(
k
r
∑
i=0
∂wˆ
∂xi
∣∣∣
(s0,...,sr ,p)
s˙i + p˙w(s0, . . . , sr)
)
.
This is described carefully in [CFG+18, Equation (3.29)]. In the above equa-
tion, we view s˙i ∈ R1pi∗(L) as an element of pi∗(L∨ ⊗ ω)∨, noting that
∂wˆ
∂xi
|(s0,...,sr ,p) lies in pi∗(L∨ ⊗ω).
The map d˜wˆ corresponds to a cosection over M g,0(Pr, d)
p
S (which by
abuse of notation we also denote by dwˆ):
dwˆ : τ∗
(
R1pi∗V
)
→ OM g,0(Pr ,d)pS .
Since w is assumed to be non-degenerate, the cosection dwˆ is identically
zero when p ≡ 0 and w(s0, . . . , sr) = f ∗(w) ≡ 0. But M g,0(Xk, d)S ⊂
M g,0(Pr, d)S is exactly the locus where f ∗(w) ≡ 0, so
{dwˆ ≡ 0} =M g,0(Xk, d)S.
Proposition 2.6. [CFG+18, Lemma 3.6.3] The following diagram commutes
Symk(pi∗V)⊗ B OS
Symk(pi∗V)⊗R1pi∗(V)
id⊗H1(−)
α˜
d˜wˆ
where H1(−) is the map B→ B/A = R1pi∗V .
The above proposition should be interpreted as follows. We have a co-
section α : E → OU of E on U. After restricting to Z(β) and identify-
ing this locus with M g,0(Pr, d)
p
S, the proposition implies that α factors as
a surjection followed by dwˆ. Thus the locus {α ≡ 0} must be equal to
{dwˆ ≡ 0} =M g,0(Xk, d)S. This proves the following.
Corollary 2.7. The closed substack Z(β) ∩ {α ≡ 0} is equal toM g,0(Xk, d)S ⊂
U.
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2.3. Z2-localized Chern character. In Section 1.1, we saw that given a vec-
tor bundle with a section, one could construct a refined Euler class sup-
ported on the vanishing locus of the section. In this section we have con-
structed a vector bundle E → U together with a section and cosection of
E, which simultaneously vanish on a closed substack of U. We would
like to “refine further” to incorporate the data of the cosection. This was
done in [PV01]. The key is a modification of MacPherson’s graph construction
[Ful13, Mac74].
Given a smooth variety X and a rank r vector bundle E → X, recall the
identity
(2.5) e(E) = ch(∧•E∨)Td(E)
where ch is the Chern character, Td is the Todd class (viewed as an element
of A∗(X)), and ∧•E∨ is the class in K-theory given by the alternating sum
⊕rk=0(−1)k ∧k E∨. This identity can be refined to include a section. Let
s ∈ Γ(X, E). Define the Koszul complex
K := ∧rE∨ → · · · → ∧2E∨ → E∨ → 0,
where the differential is given by contraction with respect to s, −ys. Since s
is non-vanishing outside of Z = Z(s), by a standard linear algebra exercise
this complex is exact outside of Z(s), i.e. K is supported on Z. MacPher-
son’s graph construction (see [Ful13, Section 18.1] and [Mac74] for details)
defines a localized Chern character:
chXZ (K) : A∗(X)→ A∗(Z).
The following identity holds:
e(E, s) = chXZ (K)(Td(E)).(2.6)
An insight of Polishchuk–Vaintrob in [PV01] was to adapt the definition of
the localized Chern character to the case of 2-periodic complexes. Given an
infinite 2-periodic complex K of vector bundles, let Z denote the support of
K. In [PV01] a Z2-localized Chern character is defined:
Z2 chXZ (K) : A∗(X)→ A∗(Z).
The construction is a Z2-graded version of the original construction.
Assume now we have E→ X a vector bundle with a section t ∈ Γ(X, E)
and a cosection s ∈ hom(E,OX).
Definition 2.8. Define the vector bundles
F0 := ⊕k ∧2k E∨
F−1 := ⊕k ∧2k+1 E∨,
and define a differential between them d := −∧ s+−yt. Define the Koszul
factorization {s, t} to be the 2-periodic chain of vector bundles:
{s, t} := · · · → F−1 → F0 → F−1 → F0 → · · · .
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One can check that d2 = idFi ·(s ◦ t).
Therefore in the case that s ◦ t = 0, {s, t} is a 2-periodic complex. One
can check that the support of {s, t} is Z(t)∩ {s ≡ 0}. In this case {s, t}may
be viewed as a 2-periodic generalization of the Koszul complex to include
a cosection; we refer it as a Koszul factorization of 0.
2.4. The virtual class. Given Assumption 2.5, we have a vector bundle
E→ U, together with a section β ∈ Γ(U, E) and a cosection α ∈ hom(E,OU).
The composition α ◦ β is given by the linear map
α˜ ◦ dk+1 : Symk+1(A)→ OS
which is zero by (2.3). Furthermore, the locus Z(β)∩{α ≡ 0} =M g,0(Xk, d)S.
Construct the Koszul factorization {α, β} as above. Then the support of
{α, β} is M g,0(Xk, d)S. In analogy with (2.6), we can make the following
definition.
Definition 2.9. LetMXk :=M g,0(Xk, d)S. Define the virtual class[
M g,0(P
r, d)pS
]vir
:= Z2 chUMXk ({α, β})(Td(E)) ∈ A∗(M g,0(Xk, d)S).
Remark 2.10. If Assumption 2.5 held for S = Bun◦g,0,d, we would obtain a
virtual class [
M g,0(P
r, d)p
]vir ∈ A∗(M g,0(Xk, d))
as desired. Unfortunately Assumption 2.5 may not hold in this case. We
explain in Section 5 how to overcome this difficulty.
3. STABLE MAPS TO A HYPERSURFACE (n > 0)
As before, let Xk be a smooth hypersurface of degree k in Pr, defined
by the vanishing of a polynomial w. In the previous section we defined a
virtual fundamental class for n = 0. We would like to construct a virtual
class onM g,n(Xk, d) for all g, n, d such that 2g− 2 + n ≥ 0. In this section
we incorporate marked points and evaluation maps into the previous con-
struction. We will construct a Koszul factorization which will be used in
Section 4 to define enumerative invariants. The use of a Koszul factoriza-
tion to define enumerative invariants was first considered by Polishchuk–
Vaintrob in [PV16].
3.1. Gluing. A crucial feature of Gromov–Witten theory, FJRW theory, or
related enumerative theories is the existence of gluing maps between differ-
ent moduli spaces obtained by gluing marked points. Consider for instance
the case of stable maps to a smooth variety X. Let
D ⊂M g+1,0(X, d)
denote the divisor of nodal curves. Let
D˜ ⊂M g,2(X, d)
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denote the closed subvariety defined by the condition that ev1 = ev2. In
other words, D˜ parametrizes families of stable maps
{ f˜ : C˜ → X; p1, p2 ∈ C˜
∣∣∣ f (p1) = f (p2)}.
Then by gluing the points p1 and p2 together, one obtains a nodal curve
C of genus g + 1, together with a map f : C → X. This defines a gluing
morphism
gl : D˜ → D ⊂M g+1,0(X, d).
These types of morphisms between moduli spaces, and corresponding com-
patibilities between the virtual classes (see [Beh99]) give the Gromov–Witten
invariants of X the structure of a cohomological field theory. When work-
ing with moduli of sections, one would like a similar structure.
ConsiderM g+1,0(Pr, d)p as in the previous section, parametrizing fami-
lies C → S of genus g+ 1 curves together with a line bundle L and a section
(s, p) ∈ Γ(C,L⊕r+1 ⊕ L−k ⊗ωC).
Assume we have such a family, with exactly one node at each fiber. By
normalizing the curve C, one would expect to obtain a family parametriz-
ing the same type of object, but with genus g and with 2 marked points.
A subtlety arises, however, due to the well-known fact that under the nor-
malization map
ν : C˜ → C
the canonical bundle ωC does not pull back to the canonical bundle ωC˜ of
the source curve, but rather
ν∗(ωC) = ωC˜(p1 + p2)
where p1 and p2 are the two points in the preimage of the node of C. By
normalizing we obtain a genus g curve C˜, a line bundle L˜ = ν∗(L) → C˜,
and a section
(s˜, p˜) ∈ Γ(C˜, L˜⊕r+1 ⊕ L˜⊗−k ⊗ωC˜(p1 + p2)).
Alternatively, given a family of genus g marked curves with sections of
L˜⊕r+1⊕ L˜⊗−k ⊗ωC˜(p1 + p2)), if (s˜, p˜)|p1 is equal to (s˜, p˜)|p2 up to a scaling
of the fiber of L˜, we can glue the sections at the marked points to obtain a
map toM g+1,0(Pr, d)p. It is this gluing property which we would like to
preserve. We are lead to consider the relative log canonical bundle, ωpi,log =
ωpi(Σ), where recall that Σ is the divisor of marked points ∑ni=1 pi, and pi is
shorthand for σi(S).
Definition 3.1. [CL11, FJR17] Fix g, n ∈ Z≥0. Given k ∈ Z>0, define the
space of stable maps to Pr with a p-field of degree k to be the moduli space
lying over M g,n(Pr, d) parametrizing families pi : C → S of pre-stable
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genus g, n-marked curves together with a line bundle L → C and a sec-
tion
(s, p) ∈ Γ(C,L⊕r+1 ⊕L⊗−k ⊗ωpi,log)
such that s ∈ Γ(C,L⊕r+1) is nowhere vanishing and ωpi,log ⊗L⊗3 is ample.
This moduli stack is denoted byM g,n(Pr, d)p. Given a map S → Bun◦g,n,d,
define
M g,n(P
r, d)pS := S×Bun◦g,n,dM g,n(Pr, d)p.
3.2. Evaluation maps. There is a second benefit to using ωpi,log in place of
ωpi in the presence of marked points. That is the existence of evaluation
maps. Near a marked point pi ∈ C, sections of the log canonical bundle
are given by differential forms with a pole at pi. Taking the residue at the
pole, we obtain a canonical trivialization ωpi,log|pi ∼= OC |pi . Therefore at the
marked point we have a canonical isomorphism(
L⊕r+1 ⊕L−k ⊗ωpi,log
)∣∣∣
pi
∼=
(
L⊕r+1 ⊕L−k
)∣∣∣
pi
.
The section (s, p)|pi gives a well-defined point in tot(OPr(−k)). We obtain
evaluation maps:
evi :M g,n(Pr, d)
p
S → (tot(OPr(−k))) .
3.3. Admissible resolutions. Given a family S → Bun◦g,n,d, as in the pre-
vious two sections we may view M g,n(Pr, d)
p
S as a space of sections over
Bun◦g,n,d. Let
L
C
S
pi
σi
be a family in Bun◦g,n,d, viewed as pulled back from a map S → Bun◦g,n,d.
Define
V1 :=L⊕r+1,
V2 :=L⊗−k ⊗ωpi,log,
V :=V1 ⊕ V2.
We repeat the construction of Section 2.1, but replacing L⊗−k ⊗ ωpi with
L⊗−k ⊗ωpi,log in the definition of V2. We obtain a two term resolution
[A→ B] ∼ Rpi∗(V).
Let
(3.1) ˜evi : Rpi∗(V)→ Rpi∗(V|pi) ∼−→ V|pi
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denote the map in the derived category D(S) corresponding to evaluation
at the ith marked point.
Consider the function onM g,n(Pr, d)
p
S given by ev
∗
i (wˆ). This is related
to a map Sym(Rpi∗(V)) → OS in the derived category. Namely, we have
the composition
[Z˜i] : Symk+1(Rpi∗(V))→ Symk+1(Rpi∗(V|pi))(3.2)
→ Rpi∗ Symk+1(V|pi)
wˆ|pi−−→ Rpi∗ωpi,log|pi → OS
Exactly as in (2.2), the potential wˆ defines a map
Symk+1(Rpi∗(V))→ Rpi∗(ωpi,log)
One can check (see [CFG+18, Section 3.2.1]) that (3.2) is equivalent to the
map
[Z˜i] : Symk+1(Rpi∗(V))→ Rpi∗ωC,log → Rpi∗ωC,log|pi → OS,(3.3)
where the first arrow is the map defined above.
Proposition 3.2. [CFG+18, Corollary 3.4.2] The resolution [A → B] may be
chosen such that the evaluation maps extend to U. In other words one can con-
struct a resolution [A→ B] such that there exist maps
˜evi : A→ V|pi
so that the diagram
(3.4)
A B
V|pi 0.
˜evi
realizes (3.1) at the level of complexes.
Furthermore, the induced map
(3.5) Z˜i : Symk+1([A→ B]) Sym
k+1(e˜vi)−−−−−−→ Symk+1(V|pi)→ ωC,log|pi → OS
gives a chain level realization of map [Z˜i] of (3.2) and (3.3).
Remark 3.3. The first part of the proposition corresponds to Condition 1 of
Definition 3.2.1 of [CFG+18], the last part corresponds to Condition 3.
Note that e˜vi induces a map
evi : tot(A)→ [(Cr+1 ⊕C)/C∗],
where the action of C∗ on Cr+1 ⊕C has weight (1, . . . , 1,−k). One can con-
struct e˜vi such that the restriction of evi to U ⊂ tot(A) lands in the stable
locus tot(OPr(−k)) ⊂ [Cr+1 ⊕ C/C∗] (see Lemma 3.4.1 of [CFG+18] for
details).
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Definition 3.4. Define
evi : U → tot(OPr(−k))
to be the map induced by e˜vi. Define
Z˜ : Sym([A→ B])→ O⊕nS
to be the direct sum of Z˜i for 1 ≤ i ≤ n. Denote by
Zi : tot(A)→ C
the function on tot(A) corresponding to Z˜i and let
Z : tot(A)→ Cn
denote the direct sum.
By construction the following diagram commutes:
(3.6)
M g,n(Pr, d)
p
S U
tot(OPr(−k)) C.
evi evi
Zi
wˆ
Remark 3.5. The above diagram shows that Zi may be understood as an
extension of ev∗i (wˆ) fromM g,n(P
r, d)pS to U.
There exists a map from the cone C(Z˜) to OS obtained via the following
commutative diagram (see [PV16]):
(3.7)
Symk+1([A→ B]) O⊕nS C(Z˜)
Rpi∗(ωpi,log) Rpi∗(ωpi,log|Σ) Rpi∗(ωpi)[1]
OS.
Z˜
∼=
[α˜]
sum trace
Remark 3.6. We warn the reader that the dashed vertical arrow is not canon-
ical, even in the derived category. However in this situation there is a
canonical way of choosing the map. The canonical choice was first de-
scribed in [PV16]. See [CFG+18] for the construction in this context. With-
out further comment we will implicitly use this choice in the rest of the
paper.
Definition 3.7. Define an admissible resolution to be a two-term resolution of
Rpi∗(V) by vector bundles [A→ B] such that
(1) for 1 ≤ i ≤ n, there exists a surjective evaluation map
e˜vi : A→ V|pi
such that the diagram (3.4) realizes (3.1) at the level of complexes;
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(2) There exists a map α˜ : Symk(A) ⊗ B → OS such that the vertical
arrows in the diagram
(3.8)
Symk+1(A) Symk(A)⊗ B⊕O⊕nS Symk−1⊗∧2 (B) · · ·
0 OS 0 · · · .
(−dk+1, Z˜)
(α˜, sum)
−dk −dk−1
give a map of complexes realizing [α˜] at the level of complexes. The
map [α˜] is defined in (3.7) when n > 0 and in (2.2) when n = 0.
Remark 3.8. The conditions listed above to define an admissible resolution
are described slightly differently than as originally presented in Definition
3.2.1 of [CFG+18]. This difference in presentation arises out of our choice
to omit the construction of the dashed arrow of (3.7) from these notes.
We next give a condition for when an admissible resolution is known to
exist.
Definition 3.9. We say that S satisfies Condition (?) if:
(1) S is a Deligne–Mumford stack of finite type over Spec(C);
(2) S can be expressed as a global quotient stack by a linear algebraic
group action; and
(3) S has projective coarse moduli space.
Proposition 3.10. [CFG+18, Proposition 3.5.2] Given a map S → Bung,n,d, if
S satisfies Condition (?), then there exists an admissible resolution [A → B] of
Rpi∗(V).
Remark 3.11. Proposition 3.10 will be used in Section 5.2 to construct an
admissible resolution. Note in the above that we do not require that S map
to the open locus Bun◦g,n,d ⊂ Bung,n,d.
3.4. The Koszul factorization. For the remainder of this section we will
assume the following.
Assumption 3.12. For a given family S → Bun◦g,n,d, assume that there exists
over S an admissible resolution [A→ B] of Rpi∗(V).
As with Assumption 2.5, we warn the reader that this may not in fact
hold in cases we care about (such as S = Bun◦g,n,d). We explain how to
work around it in Section 5.
Nevertheless, given Assumption 3.12 we may define the open subset
U ⊂ tot(A) and a vector bundle E = τ∗(B)→ U as in Definition 2.3.
As in Section 2, the map A→ B defines a section β ∈ Γ(U, E) such that
M g,n(P
r, d)pS = Z(β) ⊂ U.
Furthermore, the map α˜ : Symk(A)⊗ B→ OS defines a cosection of E,
α : E→ Otot(A)
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on tot(A) and on U ⊂ tot(A).
Let {α, β} denote the Koszul factorization from Definition 2.8 associated
to the section β and the cosection α. This is a 2-periodic chain of vector
bundles over U. It is not, however, a complex. The composition d2 is given
by α ◦ β. This function on tot(A) corresponds to the map of vector bundles
defined by the composition
Symk+1(A)
dk+1−−→ Symk(A)⊗ B α˜−→ OS.
By the commutativity of the first square of (3.8), this is equal to the compo-
sition
Symk+1(A) Z˜−→ O⊕nS
sum−−→ OS
which corresponds to the function sum ◦Z : tot(A) → C. When restricted
to U, this is equal to
sum ◦Z|U =
n
∑
i=1
ev∗i (wˆ)
by (3.6). This proves the following:
Proposition 3.13. On U, the function α ◦ β is equal to ∑ni=1 ev∗i (wˆ). Conse-
quently, the composition of the differential of {α, β} is given by
d2 = idF0/−1 ·
(
n
∑
i=1
ev∗i (wˆ)
)
.
The 2-periodic chain of vector bundles {α, β} is called a Koszul factoriza-
tion of∑ni=1 ev
∗
i (wˆ). We will see in the next section that it gives an object in a
triangulated category defined in terms of U and the function ∑ni=1 ev
∗
i (wˆ).
Similarly to Proposition 2.6, we have the following.
Proposition 3.14. [CFG+18, Lemma 3.6.3] If [A→ B] is an admissible resolu-
tion as in Definition 3.7, then their exists a vector bundle A′ together with a map
A′ → B such that
• [A′ → B] is a two-term resolution of Rpi∗(V(−Σ));
• the following diagram commutes
Symk(pi∗V)⊗ B Symk(A)⊗ B⊕O⊕nS
Symk(pi∗V)⊗R1pi∗(V(−Σ)) OS
(α˜, sum)
d˜wˆ
where the left vertical map is obtained from the quotient B → B/A′ and
the bottom arrow is the analogue of (2.4).
Corollary 3.15. Under the conditions of Proposition 3.14, we have
Z(β) ∩ {α ≡ 0} ⊂M g,n(Pr, d)pS ∩ {dwˆ ≡ 0} =M g,n(Xk, d)S.
Remark 3.16. Under Assumption 3.12, we have obtained the following:
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• A smooth Deligne–Mumford stack U, together with a vector bundle
E→ U and a section β ∈ Γ(U, E) such thatM g,n(Pr, d)pS = Z(β);• A cosection α ∈ hom(E,OU) such that
– the 2-periodic chain of vector bundles {α, β} is a factorization
of ∑ni=1 ev
∗
i (wˆ);
– the locus Z(β)∩{α ≡ 0} is contained in the substackM g,n(Xk, d)S.
However because α ◦ β is not zero, {α, β} is not a complex and we cannot
apply the methods of the previous section to obtain a virtual class as a
localized Chern character of {α, β}. Nevertheless we would like to view
the Koszul factorization {α, β} as the object taking the place of a virtual
class. In the next section we will see how to use it to define enumerative
invariants for Xk.
4. EXTRACTING INVARIANTS
In this section we place the construction of the Koszul factorization {α, β}
in its proper context, as an object in the derived category of factorizations.
We then show how this perspective may be harnessed to construct numer-
ical invariants.
4.1. The category of factorizations. We give a brief overview of the de-
rived category of factorizations. For more details see [LP13, EP15, BDF+16].
Definition 4.1. [PV11, Section 3.1] An algebraic stack Y is a nice quotient
stack if Y = [Y˜/H] where Y˜ is a noetherian scheme and H is a reductive
linear algebraic group such that Y˜ has an ample family of H-equivariant
line bundles.
We will always assume that we are dealing with nice quotient stacks.
Definition 4.2. Let Y be a nice quotient stack, let L → Y be a line bundle
on Y, and let w ∈ Γ(Y, L) be a section. We refer this structure as a Landau–
Ginzburg space (or LG space) and sometimes denote it by (Y, w). Given a
pair of LG spaces (Y1, w1 ∈ Γ(Y1, L1)) and (Y2, w2 ∈ Γ(Y2, L2)), a function
f : Y1 → Y2 is a map of LG spaces, denoted
f : (Y1, w1)→ (Y2, w2)
if f ∗(L2) = L1 and f ∗(w2) = w1.
Definition 4.3. A factorization of w on Y is a pair of quasi-coherent sheaves
E−1, E0 on Y together with maps
φ0 :E−1 → E0
φ−1 :E0 → E−1 ⊗OY L
such that we have the following identities on the compositions
φ−1 ◦ φ0 = idE−1 ⊗w : E−1 → E−1 ⊗OY L
φ0 ◦ φ−1 ⊗ idL = idE0 ⊗w : E0 → E0 ⊗OY L
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We denote such a factorization by E• = (E−1, E0, φ−1, φ0). We may think
of the factorization as defining a sort of twisted complex
· · · → E0 ⊗ L∨ → E−1 → E0 → E−1 ⊗ L→ E0 ⊗ L→ · · ·
where the composition d2 is equal to w rather than 0.
Given two factorizations E• = (E−1, E0, φ−1, φ0) andF = (F−1,F0,ψ−1,ψ0)
of w on Y, a morphism g• : E• → F• is a pair of maps
g• = (g−1 : E−1 → F−1, g0 : E0 → F0)
such g0 ◦ φ0 = ψ0 ◦ g−1 and g−1 ⊗ idL ◦φ−1 = ψ−1 ◦ g0. In other words the
following diagram commutes
· · · E0 ⊗ L∨ E−1 E0 E−1 ⊗ L E0 ⊗ L · · ·
· · · F0 ⊗ L∨ F−1 F0 F−1 ⊗ L F0 ⊗ L · · · .
g0⊗idL∨ g−1 g0 g−1⊗idL g0⊗idL
This defines an abelian category, denoted Qcoh(Y, w). There is a natural no-
tion of homotopy between two such morphisms. The homotopy category
has the structure of a triangulated category. Taking the Verdier quotient
by acyclic objects (see [EP15] for the definition), one obtains the derived
category.
Definition 4.4. [EP15, BDF+16] Let
D(Qcoh(Y, w)) := K(Qcoh(Y, w))/ Acyc(Y, w)
denote the derived category of quasi-coherent factorizations of (Y, w), defined
as the Verdier quotient of the homotopy category by the subcategory of
acyclic factorizations. Define the derived category of coherent factorizations of
(Y, w), D(Y, w) to be the full subcategory of D(Qcoh(Y, w)) generated by
factorizations with coherent components. This has the structure of a dg
category by Corollary 2.23 of [BDF+16].
Definition 4.5. Let M be a closed substack of Y and let E• be a factorization
of Y. If for any morphism S → Y from a scheme S, the restriction of E• to
S \ S×Y M is acyclic, we say E• is supported on M. Let D(Y, w)M denote
the subcategory of D(Y, w) consisting of factorizations supported on M.
We collect here the some important facts on functors between derived
categories of factorizations.
Proposition 4.6. [EP15, BDF+16, CFG+18] One may construct the following
functors.
(1) Let f : (X, v) → (Y, w) be a map of LG spaces. There exists a derived
pullback functor
f ∗ : D(Y, w)→ D(X, v).
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(2) Let u, w ∈ Γ(Y, L) be two sections of the same line bundle. Let F• ∈
D(Y, u). There exists a derived tensor product
−⊗OY F• : D(Y, w)→ D(Y, w + u).
Note that the potentials are added.
(3) Let f : (X, v)→ (Y, w) be a map of LG spaces. Let M be a closed substack
of X and assume that f |M : M → Y is proper. Assume that f : X → Y
has finite cohomological dimension and that X has a smooth atlas. Then
there is a well-defined derived pushforward
f∗ : D(X, v)M → D(Y, w).
4.2. Koszul factorizations revisited. Let (Y, w) be an LG space where w ∈
Γ(Y, L). Let V be a locally free sheaf on Y. Assume we have sections α∨ ∈
Γ(Y, V∨ ⊗ L) and β ∈ Γ(Y, V). Assume that the following commutes
OY V Lβ
w
α
where α ∈ hom(V, L) is the OY-linear map of vector bundles correspond-
ing to α∨. Define
E0 :=⊕i≥0
(
∧2iV∨
)
⊗ Li
E−1 :=⊕i≥0
(
∧2i+1V∨
)
⊗ Li,
and define maps
φ0, φ−1 := − y β+−∧ α∨
where−y β and−∧ α∨ denote contraction with respect to β and the wedge
with respect to α∨.
Definition 4.7. Define the Koszul factorization {α, β} ∈ D(Y, w) to be
{α, β} := E•
where E• = (E−1, E0, φ−1, φ0) from above.
Proposition 4.8. [PV16, CFG+18] The support of {α, β} is given by
Supp ({α, β}) = {β = 0} ∩ {α∨ = 0} = {β = 0} ∩ {α ≡ 0}.
Example 4.9. A special case of the above construction is particularly relevant
to our setting. Let w = w(x0, . . . , xr) be a homogeneous polynomial of
degree k, defining a section s¯∨ ∈ Γ(Pr,OPr(k)). Recall wˆ = y · w defines a
function on
T := tot(OPr(−k)).
Let V = OT(−k) denote the pullback of OPr(−k) to T. There exists a tau-
tological section t = taut ∈ Γ(T, V). Let s∨ ∈ Γ(T, V∨) denote the pullback
of s¯∨. It is easy to check that s ◦ t = 〈s∨, t〉 is equal to wˆ. Thus the Koszul
factorization {s, t} is a factorization in D(T, wˆ).
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Example 4.10. We can refine the above construction by incorporating a C∗-
action, called the R-charge. Let C∗R = C
∗ denote a torus which acts on T by
scaling the fiber coordinate. Let χ : C∗R → C∗ denote the identity character,
and let
L := O[T/C∗R](χ)
denote the C∗R-equivariant line bundle on T which is topologically trivial,
with a weight one action by C∗R. Note that wˆ may be viewed as a section of
L. Furthermore, if we now define
V := O[T/C∗R](−k + χ)
to be the line bundle which is topologically the pullback of OPr(−k) but
with a torus action of weight one, we retain from the previous discussion
the existence of a tautological section t = taut ∈ Γ([T/C∗R], V). The section
s∨ is now viewed as a section of V∨⊗ L. With these considerations, we may
define the Koszul factorization {s, t} as an element of D([T/C∗R], wˆ), where
w ∈ Γ([T/C∗R], L).
Let the setup be as in the previous example. We have the following use-
ful comparison.
Proposition 4.11. [Isi12, Shi12] Let Xk = {w = 0} denote the degree k hyper-
surface in Pr defined by w. Assume that Xk is smooth. There exists an equivalence
of categories
φ˜+ : D(Xk)→ D([T/C∗R], wˆ)
sending OXk to the Koszul factorization {s, t}. Here D(Xk) denotes the bounded
derived category of Xk.
Proof. This was proven independently in [Isi12] and [Shi12]. The precise
formulation stated above can be found in in [CFG+18, Remark 2.5.6]. The
equivalence φ˜+ is given in [CFG+18, Definition 2.5.4]. 
There are various choices one can make for the equivalence D(Xk) →
D([T/C∗R], wˆ). In what follows we use φ˜+ as defined in [CFG
+18, Defini-
tion 2.5.4].
The above statement generalizes by replacingPr with a smooth Deligne–
Mumford global quotient stack, see [Hir17]. An especially simple case of
the proposition is the following.
Corollary 4.12. Let X be a smooth variety or Deligne–Mumford stack. There
exists an equivalence of categories
(4.1) D(X)→ D([X/C∗R], 0)
whereC∗R is defined to act trivially on X, and 0 is viewed as a section ofO[X/C∗R](χ).
Remark 4.13. Factorizations of a section of a trivial bundle are only Z2-
graded. The addition of the trivial action of C∗R in (4.1) has the effect of
equipping the right hand side with a Z-grading.
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4.3. Hochschild homology. Let Y be a nice quotient stack. Recall that as-
sociated to the (bounded) derived category D(Y) is the Hochschild homology
HH∗(Y) :=
⊕
i
HHi(Y),
HHi(Y) :=Hi(∆∗(∆∗(OY)))
where ∆ : Y → Y × Y is the diagonal map. Given an LG space (Y, w),
one can define the Hochschild homology as well, via an appropriate gen-
eralization of the above. Consider the product LG space (Y × Y, w−w),
where w−w is a section of pi∗1(L)⊗ pi∗2(L) on Y× Y. There is a diagonal
map of LG spaces
∆ : (Y, 0)→ (Y×Y, w−w).
Definition 4.14.
HH∗(Y, w) :=
⊕
i
HHi(Y, w),
HHi(Y, w) :=Hi(∆∗(∆∗(OY)))
where here OY denotes the factorization of 0 given by E• = (OY, 0, 0, 0).
In analogy with cohomology, there exists a categorical Chern character
ch : D(Y)→ HH∗(Y),
ch : D(Y, w)→ HH∗(Y, w).
Given a functor between derived categories, there is always an induced
map on Hochschild homology which commutes with the Chern character.
As further evidence of the connection with cohomology we have the fol-
lowing theorem.
Theorem 4.15. [HKR09, Swa96, Ca˘l05] If Y is a smooth and projective variety,
there exists an HKR isomorphism
φHKR : HH∗(Y)→ H∗(Y)
such that φHKR ◦ ch is equal to the usual Chern character.
Proof. The HKR isomorphism was proven in the affine case in [HKR09]
and in general in [Swa96]. The compatibility with the Chern character was
proven in [Ca˘l05]. 
Via resolution of singularities of the coarse space, if Y is a smooth Deligne–
Mumford stack with projective coarse moduli space one can still define an
HKR morphism:
φHKR : HH∗(Y)→ H∗(Y)
which is compatible with the Chern character. This is no longer an isomor-
phism.
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4.4. Enumerative invariants. Let the setup be as in Section 3. Choose
g, n, d ≥ 0 such that 2g− 2+ n ≥ 0. We can phrase the results of Section 3 in
the language of the current section. Given a family S→ Bun◦g,n,d satisfying
Assumption 3.12, the constructions in Section 2 yield the collection of ob-
jects described in Remark 3.16. In particular we obtain a Koszul factoriza-
tion. We will assume that the stackBun◦g,n,d itself satisfied Assumption 3.12,
in the remainder of this section we will show how, under this assumption,
one can define enumerative invariants using the Koszul factorization. We
will remove the need for this assumption in the next section.
Let S = Bun◦g,n,d. Assume S satisfies Assumption 3.12. Applying the
constructions of Section 3 we obtain a smooth Delinge–Mumford stack U
containing M g,n(Pr, d)p as a closed substack, together with a Koszul fac-
torization {α, β} of ∑ ev∗(wˆ), supported on M g,n(Xk, d). If we define an
action of C∗R on U by scaling in the A2 direction, the evaluation maps
evi : U → T
become C∗R-equivariant. Define the fundamental factorization
Kg,n,d := {−α, β} ∈ D
(
[U/C∗R],−
n
∑
i=1
ev∗i (wˆ)
)
.
We have the following diagram between derived categories
D ([U/C∗R],∑
n
i=1 ev
∗
i (wˆ)) D ([U/C
∗
R], 0)M g,n(Xk ,d)
D ([T/C∗R], wˆ)
⊗n D
(
[M g,n/C∗R], 0
)
D
(
M g,n
)
⊗Kg,n,d
proj∗ev
∗
∼=
where the C∗R-action onM g,n is trivial. To define enumerative invariants,
we would like to take the induced functor on Hochschild homology, com-
bined with the HKR morphism φHKR : HH∗(M g,n) → H∗(M g,n). How-
ever, as in Definition 2.9, we must adjust by a Todd correction to get in-
variants which are homogeneous (and which agree with Gromov–Witten
theory). This requires compactifying U (or more precisely a subspace of
U).
Let U1 denote U ∩ tot(A1) where we view tot(A1) as lying inside tot(A)
via the zero section of A2. Assume there exists a smooth Deligne–Mumford
stack U˜1 lying over Bung,n,d, with projective coarse moduli space and con-
taining U1 as an open substack. Notice that on U1, the relative tangent
bundle is equal to the pullback of A1,
TU1/Bung,n,d = τ
∗(A1).
Therefore in K-theory we have the equality
E	 τ∗(A2) = τ∗(B)	 τ∗(A)⊕ TU1/Bung,n,d = TU1/Bung,n,d 	 τ∗Rpi∗(V).
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The class Td(E)/ Td(τ∗(A2)) may therefore be viewed as the restriction of
Td(TU˜1/Bung,n,d)/ Td(τ
∗Rpi∗(V))
to U1 2. Then consider the modified diagram
(4.2)
D ([U/C∗R],∑
n
i=1 ev
∗
i (wˆ)) D ([U/C
∗
R], 0)M g,n(Xk ,d)
D ([T/C∗R], wˆ)
⊗n D
(
[U˜1/C∗R], 0
)
D(U˜1)
⊗Kg,n,d
i∗ev∗
∼=
where i : U → U1 ↪→ U˜1 is the projection followed by the inclusion. Define
ΦKg,n,d : HH∗([T/C
∗
R], wˆ)
⊗n → HH∗(U˜1)
to be the map on Hochschild homology induced by the composition of
functors (4.2). Let
φHKR : HH∗(U˜1)→ H∗(U˜1)
denote the HKR morphism, and let
proj∗ : H
∗(U˜1)→ H∗(M g,n)
denote the map forgetting sections and stabilizing the curve.
Definition 4.16. Define
Λg,n,d : HH∗([T/C∗R], wˆ)
⊗n → H∗(M g,n)
as follows. For s1, . . . , sn ∈ HH∗([T/C∗R], wˆ), let
Λg,n,d(s1, . . . , sn) = proj∗
(
Td(TU˜1/Bung,n,d)
Td(τ∗Rpi∗(V)) ∪ φHKR ◦ΦKg,n,d (s1, . . . , sn)
)
.
We may then define enumerative invariants:
〈s1, . . . , sn〉([T/C
∗
R],wˆ)
g,n,d :=
∫
M g,n
Λg,n,d(s1, . . . , sn).
In conclusion, the fundamental factorization Kg,n,d defines an integral
transform between categories of factorizations. The induced map on Hochschild
homology allows us, after correcting by a Todd class and applying the HKR
morphism to cohomology, to define numerical invariants as if we had a
2The reader may wonder why we are concerned here with Td(E)/ Td(τ∗(A2)), when in
Section 2 we simply used Td(E). The reason is that (see Definition 5.5) we apply the HKR
morphism only after projecting from U to U1. A Grothendieck–Riemann–Roch calculation
then implies that the desired Todd correction after mapping to U1 is Td(E)/ Td(TU/U1 ) =
Td(E)/ Td(τ∗(A2)).
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virtual fundamental class. It will turn out that the maps {Λg,n,d} define a
cohomological field theory. Furthermore, via the isomorphism
H∗(Xk)
∼=−→ HH∗(Xk)
∼=−→ HH∗([T/C∗R], wˆ),
these invariants agree with Gromov–Witten invariants up to a sign.
5. TECHNICAL ASSUMPTIONS AND THE “TWO-STEP PROCEDURE”
The construction of enumerative invariants in Section 4.4 rely on As-
sumption 3.12 holding for Bun◦g,n,d. This is not known, and likely not true.
In this section we describe a “two-step procedure” to circumvent the prob-
lem. For details and a general formulation see Section 4 of [CFG+18].
5.1. Step 1: a projective embedding. Fix g, n, d ≥ 0 such that 2g− 2+ n >
0. We first embedM g,n(Pr, d) into (the smooth locus of) a larger space of
stable maps.
Consider the stabilization map
st : Bun◦g,n,d →M g,n,
and the diagram
L OPN−1(1)
C Cst Cst ⊂ PN−1
Bun◦g,n,d M g,n
s˜t
pi
ρ
st
where C and Cst denote the universal curves over Bun◦g,n,d and M g,n re-
spectively, and Cst is the coarse underlying space associated to the Deligne–
Mumford stack Cst. The variety Cst is projective, and so can be embedded
into PN−1.
Let N → C denote the line bundle N = s˜t∗ ◦ ρ∗(OPN−1(1)). One can
choose an appropriate projective embedding Cst ⊂ PN−1 so that L ⊗N is
pi-acyclic. Consider the Euler sequence
0→ OPN−1 → OPN−1(1)⊕N → TPN−1 → 0.
Pulling this back to C and tensoring with V1 = L⊕r+1, we obtain
0→ V1 →M⊕M → Q → 0
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whereM := L⊗N , M = (r + 1)N and Q = V1 ⊗ s˜t∗ ◦ ρ∗(TPN−1). Push-
ing forward via pi we obtain the long exact sequence on Bun◦g,n,d:
0→pi∗(V1)→ pi∗
(
M⊕M
)
→ pi∗(Q)(5.1)
→R1pi∗(V1)→ 0
where the last terms are zero becauseM was constructed to be pi-acyclic.
Letting
A′1 :=pi∗
(
M⊕M
)
,
B′1 :=pi∗(Q),
we see that [A′1 → B′1] is a two term resolution of Rpi∗(V1) by vector bun-
dles. We also obtain an embedding tot(pi∗V1) in tot(A′1). Let
τ : tot(A′1)→ Bun◦g,n,d
denote the map forgetting the sections. Then tot(pi∗V1) is the zero locus of
the section of τ∗(B′1) induced by the map A
′
1 → B′1.
The section of N⊕N obtained by pulling back the first terms of the Eu-
ler sequence is nowhere vanishing. Therefore nowhere vanishing sections
of V1 are mapped to nowhere vanishing sections of M⊕M. Define U1 to
be the open substack of tot(A′1) consisting of sections of M⊕M which are
nowhere vanishing. Note that these sections correspond to a map to PM−1
of some degree e. This realizes U1 as an open subset ofM g,n(PM−1, e). By
construction U1 is a smooth Deligne–Mumford stack, lying in the smooth
locus ofM g,n(PM−1, e). Let U1 denote the closure of U1 inM g,n(PM−1, e).
The zero locus of τ∗(B′1)|U1 is equal toM g,n(Pr, d). We have
M g,n(P
r, d) ↪→ U1 ⊂ U1 ⊂M g,n(PM−1, e).
5.2. Step 2: an admissible resolution. The next step is to construct a sec-
ond resolution, this time over U1.
Let piU1 : CU1 → U1 and piU1 : CU1 → U1 denote the universal curves over
U1 and U1 respectively. Let LU1 , NU1 , andMU1 denote the pullback of L,N , andM from C to CU1 . These line bundles naturally extend to line bun-
dles LU1 , NU1 , and MU1 over U1 as follows. Since U1 ⊂ M g,n(PM−1, e),
there exists a universal map f : CU1 → PM−1. DefineMU1 to be the pull-
back of OPM−1(1). On the other hand by forgetting f and stabilizing the
curve, we get a map U1 ⊂ M g,n(PM−1, e) → M g,n, and consequently a
map
CU1 → Cst → Cst ↪→ PN−1.
Define NU1 to be the pullback of OPN−1(1). Finally, define
LU1 :=MU1 ⊗N ∨U1 .
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The line bundle LU1 → CU1 is a degree d line bundle over the family
CU1 → U1 of pre-stable curves, therefore there is an induced map U1 →
Bung,n,d, which, when restricted to U1 ⊂ U1, recovers the forgetful map
U1 → Bun◦g,n,d ⊂ Bung,n,d.
Let
VU1,1 :=L⊕r+1U1 ,
VU1,2 :=L⊗−kU1 ⊗ωpiU1 ,log,
and define
VU1 := VU1,1 ⊕ VU1,2.
Let VU1,1,VU1,2, and VU1 denote the corresponding restrictions to CU1 .
Proposition 5.1. [CFG+18, Proposition 3.5.2] On U1, there exist resolutions
[A′′U1,1 → B
′′
U1,1
] ∼Rpi∗(VU1,1),
[A′′U1,2 → B
′′
U1,2
] ∼Rpi∗(VU1,2)
such that, if we let
[A′′U1 → B
′′
U1
] := [A′′U1,1 ⊕ A
′′
U1,2
→ B′′U1,1 ⊕ B
′′
U1,2
],
there exists
(1) for 1 ≤ i ≤ n, a surjective evaluation map
e˜vi : A′′U1 → VU1 |pi
which induce maps
Z˜i : Symk+1(A′′U1)
Symk+1(e˜vi)−−−−−−→ Symk+1(VU1 |pi)→ ωpiU1 ,log|pi → OU1
realizing the maps (3.2) and (3.3) at the chain level.
(2) a map
α˜ : Symk(A′′U1)⊗ B
′′
U1
→ OU1
fitting into the diagram (3.8) and realizing the map [α˜] of (3.7) at the level
of complexes.
Proof. By [AGOT07, Corollary 1.0.3], the space U1 satisfies Condition (?).
By Proposition 3.10 ([CFG+18, Proposition 3.5.2]), we can construct an ad-
missible resolution over U1. By [CFG+18, Proposition 3.5.5], the admissible
resolution can be assumed to split as [A′′U1,1 ⊕ A
′′
U1,2
→ B′′U1,1 ⊕ B
′′
U1,2
].

Let
A′′U1,1 →B′′U1,1,
A′′U1,2 →B′′U1,2,
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denote the restrictions of
A′′U1,1 →B
′′
U1,1
,
A′′U1,2 →B
′′
U1,2
,
to U1. Let
A′U1,1 :=τ
∗(A′1),
B′U1,1 :=τ
∗(B′1).
In the derived category D(U1) we have the equivalence
[A′′U1,1 → B′′U1,1] ∼ [A′U1,1 → B′U1,1].
By standard arguments (see Lemma 3.6.5 of [CFG+18]) there exists another
resolution [AU1,1 → BU1,1] of Rpi∗(VU1,1) and a roof diagram
(5.2)
AU1,1 BU1,1
A′′U1,1 B
′′
U1,1 A
′
U1,1 B
′
U1,1
d1
d′′1 d
′
1
where the diagonal maps of two-term complexes are quasi-isomorphisms.
Consider the resolution of Rpi∗(VU1) given by
[AU1 → BU1 ] := [AU1,1 ⊕ A′′U1,2 → BU1,1 ⊕ B′′U1,2].
By composing the maps of Proposition 5.1 with the left diagonal map of
(5.2), we have maps
e˜vi :AU1 → VU1 |pi(5.3)
Z˜i : Symk+1(AU1)→ OU1
α˜ : Symk(AU1)⊗ BU1 → OU1 ,
which fit into diagrams (3.4), (3.5), and (3.8) realizing the maps (3.1), (3.2)
(and (3.3)), and (3.7) at the level of complexes.
Define tot(AU1)
◦ to be the open subset of tot(AU1) such that ˜evi maps to
the stable locus of VU1 |pi for all 1 ≤ i ≤ n. The evaluation maps ˜evi induce
maps
evi : tot(AU1)
◦ → tot(OPr(−k)).
One may endow tot(AU1)
◦ with a C∗R action by scaling in the AU1,2 direc-
tion. With this the evaluation maps evi are C∗R-equivariant, where recall
that C∗R acts on tot(OPr(−k)) by scaling in the fiber direction. In other
words we have a map
evi : [tot(AU1)
◦/C∗R]→ [tot(OPr(−k))/C∗R].
Consider the morphism
τ˜ : tot(AU1)
◦ → U1
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forgetting the section of AU1 . Define E := τ˜
∗(BU1). The map [AU1 → BU1 ]
defines a section
β ∈ Γ(tot(AU1)◦, E)
and the map α˜ of (5.3) defines a cosection
α ∈ hom(E,Otot(AU1 )◦).
The composition of the above maps is given by
α ◦ β =
n
∑
i=1
ev∗i (wˆ).
The Koszul factorization of Definition 2.8 defines an element
{α, β} ∈ D
(
[tot(AU1)
◦/C∗R],
n
∑
i=1
ev∗i (wˆ)
)
.
5.3. The cut-down procedure. The space tot(AU1)
◦ lies over U1 ⊂ tot(A′1),
so the relative dimension of tot(AU1)
◦ → Bun◦g,n,d is rank(AU1)+ rank(A′1).
If we view E = τ˜∗(BU1) as an obstruction bundle, the relative virtual di-
mension over Bun◦g,n,d is
rank(AU1)− rank(BU1) + rank(A′1) = χ(Rpi∗(V)) + rank(A′1)
which is too large by rank(A′1). This overcounting is due to the fact that we
resolvedRpi∗(V1) twice 3. We must correct for this redundancy by choosing
an appropriate closed subset of codimension equal to rank(A′1).
We have tautological sections taut ∈ Γ(tot(AU1)◦, τ˜∗(AU1,1)) and taut′ ∈
Γ(U1, A′U1,1). Let f1 : AU1,1 → A′U1,1 denote the surjective map from (5.2).
Consider the section
ξ := τ˜∗( f1) ◦ taut−τ˜∗(taut′) ∈ Γ(tot(AU1)◦, τ˜∗(A′U1,1)).
Definition 5.2. Define the substack of tot(AU1)
◦
 := {ξ = 0}.
By definition of ξ,  consists of triples (a′1, a1, a2) where a′1 ∈ U1 ⊂
tot(A′1), a1 ∈ tot(AU1,1)|a′1 , and a2 ∈ tot(AU1,2)|a′1 such that f1(a1) = a′1.
Because f1 is surjective,  will be smooth of relative dimension rank(AU1)
over Bun◦g,n,d. Note also that  is preserved by the action of C∗R.
Let
ι :  ↪→ tot(AU1)◦
denote the inclusion.
Definition 5.3. Define the Fundamental factorization
Kg,n,d := ι∗({−α, β}) ∈ D
(
[/C∗R],−
n
∑
i=1
ev∗i (wˆ)
)
.
3More precisely, [A′1 → B′1] resolved Rpi∗(V1), and [AU1,1 → BU1,1] resolved
τ∗(Rpi∗(V1)).
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The terms of Kg,n,d consist of the wedge powers of ι∗(E).
Proposition 5.4. The support of Kg,n,d is contained inM g,n(Xk, d).
Proof. By Proposition 4.8,
supp
(
Kg,n,d
)
= Z(ι∗(β)) ∩ {ι∗(α) ≡ 0}.
The locus Z(ι∗(β)) is equal toM g,n(Pr, d)p because we have cut down to
. By Corollary 3.15, the intersection of this with {ι∗(α) ≡ 0} is contained
in
M g,n(P
r, d)p ∩ {dwˆ ≡ 0} =M g,n(Xk, d).

5.4. Enumerative invariants. Let U˜1 denote a smooth resolution of U1. Let
i : → U˜1 denote the composition
i :  ↪→ tot(AU1)◦ → U1 ↪→ U˜1.
We mimic the procedure of Section 4.4. We have the following diagram
between derived categories
(5.4)
D ([/C∗R],∑ni=1 ev∗i (wˆ)) D ([/C∗R], 0)M g,n(Xk ,d)
D ([T/C∗R], wˆ)
⊗n D
(
[U˜1/C∗R], 0
)
D(U˜1).
⊗Kg,n,d
i∗ev∗
∼=
Define
ΦKg,n,d : HH∗([T/C
∗
R], wˆ)
⊗n → HH∗(U˜1)
to be the map on Hochschild homology induced by the composition of
functors (5.4). Let
φHKR : HH∗(U˜1)→ H∗(U˜1)
denote the HKR morphism, and let
proj∗ : H
∗(U˜1)→ H∗(M g,n)
denote the map forgetting sections and stabilizing the curve.
Definition 5.5. Define
Λg,n,d : HH∗([T/C∗R], wˆ)
⊗n → H∗(M g,n)
as follows. For s1, . . . , sn ∈ HH∗([T/C∗R], wˆ), let
Λg,n,d(s1, . . . , sn) = proj∗
(
Td(TU˜1/Bung,n,d)
Td(τ∗Rpi∗(V)) ∪ φHKR ◦ΦKg,n,d (s1, . . . , sn)
)
.
We then define enumerative invariants:
〈s1, . . . , sn〉([T/C
∗
R],wˆ)
g,n,d :=
∫
M g,n
Λg,n,d(s1, . . . , sn).
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5.5. Comparison. These invariants have been proven to agree with the
Gromov–Witten theory of Xk in the following sense. Recall by Proposi-
tion 4.11, the existence of an equivalence φ˜+ : D(Xk) → D([T/C∗R], wˆ).
This induces a map on Hochschild homology. Composing with the HKR
morphism gives an isomorphism
(φ˜+)∗ ◦ φ−1HKR : H∗(Xk)
∼=−→ HH∗([T/C∗R], wˆ).
In [CFG+18, Definition 2.5], this map is modified by precomposing with
Td (OPr(−k)) ∪− : H∗(Xk)→ H∗(Xk).
Composing these two maps, we define
ϕTd∗ = (φ˜+)∗ ◦ φ−1HKR (Td (OPr(−k)) ∪−) .
See [CFG+18, Definition 2.5.7].
Proposition 5.6. Given γ1, . . . ,γn ∈ H∗(Xk), the quantity
〈ϕTd∗ (γ1), . . . , ϕTd∗ (γn)〉([T/C
∗
R],wˆ)
g,n,d
agrees with the Gromov–Witten invariant
〈γ1, . . . ,γn〉Xkg,n,d
up to a sign.
Proof. In [CL11], a virtual class similar in spirit to that of Definition 2.9
is constructed via cosection localization. In [CFG+18, Theorem 6.1.8] it is
proven that the maps
H∗(Xk)⊗n → H∗(M g,n)
defined using the cosection-localized virtual class agree with Λg,n,d from
Definition 5.5 defined via the fundamental factorization. Next, the cosection-
localized virtual class is proven to agree with the Gromov–Witten virtual
class defined in [BF97] up to a sign of (−1)χ(L⊗−k) where L is the universal
line bundle over the universal curve C → Bung,n,d and χ(L⊗−k) denotes the
virtual rank ofRpi∗(L⊗−k). This comparison was shown in the case that Xk
is the quintic three-fold and n = 0 in [CL11]. It was proven in general in
[KO18]. 
Corollary 5.7. The invariantsΛg,n,d form a cohomological field theory in the sense
of [KM94].
Proof. Because Gromov–Witten theory of Xk has the structure of a cohomo-
logical field theory, it suffices to observe that the axioms are preserved after
modifying the maps
H∗(Xk)⊗n → H∗(M g,n)
of Gromov–Witten theory by the sign (−1)χ(L⊗−k). 
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6. CONCLUSIONS AND FURTHER DIRECTIONS
The introduction of factorizations to the setting of enumerative geometry
yields a powerful new tool for defining and computing enumerative invari-
ants. In the last four sections we have described how integral transforms
between derived categories of factorizations can be used to give a new
construction of the Gromov–Witten invariants of a projective hypersurface.
The first instance in which factorizations were used to define enumerative
invariants was by Polishchuk–Vaintrob in [PV16], where these ideas were
developed and employed to give a new construction of the FJRW theory
(see [FJR13]) of a homogeneous singularity.
This perspective has led to new methods of computation as well. In
[Gue´16], Gue´re´ used the definitions of [PV16] to compute FJRW invariants
in the so-called non-concave setting in genus zero. The analogous invariants
in Gromov–Witten theory have yet to be computed.
In fact the methods outlined above apply in much greater generality than
has been treated here. The general context in which one might use such
techniques is that of a gauged linear sigma model (GLSM). This includes both
Gromov–Witten theory of a hypersurface as well as FJRW theory of a sin-
gularity as special cases. For a detailed description of the mathematical
theory of the GLSM, as well as a construction of corresponding enumera-
tive invariants in certain cases, see [FJR17].
Although less familiar to mathematicians than Gromov–Witten theory,
one place in which GLSMs arise naturally is through mirror symmetry and
wall crossing correspondences with Gromov–Witten theory. The most well-
known example of this is the Landau–Ginzburg/Calabi–Yau correspon-
dence of e.g. [CR10], relating Gromov–Witten theory and FJRW theory of
the quintic. An analogous result involving more exotic GLSMs, known as
hybrid models, appears in [Cla17].
For hybrid model GLSMs, which still includes Gromov–Witten theory
and FJRW theory as special cases, factorizations have been employed to
define enumerative invariants in [CFG+18]. These notes are based on that
paper.
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