ABSTRACT
INTRODUCTION
The advent of genomics and post-genomics technologies is leading to the generation of vast amounts of biological data from catalogs of genes, their products, and expression profiles, to their interactions with other molecules, kinetics and cellular locations. Recently attempts have been made to place these data within the context of higher order networks (Hermjakob et al., 2004; Salwinski et al., 2004) . However, it must be appreciated that these networks are complex dynamical systems and understanding the relationships between the components is often nonintuitive. Therefore to study systems, such as signaling and metabolic pathways, involving 10's, 100's or even 1000's of different species of components, requires the development and application of novel computational methods. Previous attempts to model biochemical pathways have tended to rely on the use of ordinary and partial differential equations (ODEs and PDEs respectively) (Tomita et al., 1999; Kierzek, 2002) . However, such systems of equations are often difficult to solve and often neglect potentially important spatial and organizational factors that can significantly impact pathway behavior (Ingber et al., 1994; Ingber 2003; Vermassen et al., 2003; Ovadi and Saks, 2004; Takahashi et al., 2005) . For example, it has previously been suggested that effective signal transduction in mitogen activated protein kinase (MAPK) cascades cannot be explained by diffusion alone (Kholodenko, 2003) , but may instead be facilitated through active molecular transport and component * To whom correspondence should be addressed. co-localization. Similarly, the co-localization of common enzymes from metabolic pathways leads to the phenomenon of "metabolic channeling", increasing catalytic efficiency and preventing the build up of substrate intermediaries (Jorgensen et al., 2005) . In addition to complex formation, such co-localization of pathway components may arise from the creation of compartments created through the orchestrated interplay of membrane and/or cytoskeletal elements (Verkman, 2002; Ovadi and Saks, 2004; Takahashi et al., 2005; Monastyrskaya et al., 2005) .
The recent recognition of the importance of including spatial factors in simulations of biochemical systems, has led to the development of several new modeling applications including SmartCell (Ander et al., 2004) , project CyberCell (Broderick et al., 2004) , MesoRD (Hattne et al., 2005) and MCell (Coggan et al., 2005) . Each has successfully been applied to the study of particular classes of systems, from simple signaling systems to more complex systems such as the release of neurotransmitters in synapses and membrane growth. However, while these simulators may be adapted to explore alternative pathway architectures and spatial organizations, their ability to consider other types of biochemical systems such as metabolism is relatively limited (Takahasi et al., 2005) .
Here we present Cell++, a unique simulation environment, that provides the user with the flexibility to model a variety of biochemical pathways from signal transduction to metabolism. Combining a cellular automata engine with Brownian dynamics, Cell++ is able to simulate the bulk properties of large quantities of small molecules (e.g. pyruvate and Ca 2+ ), while simultaneously allowing more accurate representations of large molecules that can display more complex behavior. To demonstrate its capabilities, we present three case studies in which Cell++ is applied to examine the role of spatial organization in signaling and metabolic pathways. Results from these investigations reveal the potential impact of spatial organization, both in terms of pathway efficiency and in governing pathway behavior.
(e.g. membrane and cytosol) and the concentration of small molecules (see Figure 1) . The size the lattice is user defined and determines the spatial resolution of small metabolite concentrations. A fine resolution, e.g. 5 nm, allows for a more accurate spatial representation of the simulation environment, including small molecule concentrations, but will require a greater number of lattice units for a given volume. On the other hand a coarse resolution, e.g. 200 nm, can be used to reduce the number of lattice units increasing simulation speed, important for systems involving small molecule diffusion. Simulation time scales linearly with the number of lattice cells considered. Figure 1 . Two dimensional schematic of a typical simulation environment. Here, two species of discrete components (colored white and black) are allowed to move within a continuum. Underlying the continuum is a lattice which describes the local environment. The background gradient portrays the relative concentration of a small molecule (e.g. Ca 2+ ) which may affect the behavior of components (A). The hatched lattice sites (B), represent the border between separate compartments, restricting the movement of both discrete components and small molecules. When two components are in close proximity, probabilistic rules of interaction can be formulated to determine their behavior (C).
Within the simulation environment, different cell shapes and intracellular geometries are readily definable. Movement of discrete components are handled as random walks, that may be restricted by the local environment (e.g. membrane boundaries). Discrete component interactions (e.g. phosphorylation events) are modeled using a Monte-Carlo approach in which the probability of interaction depends upon the type of components, their relative distance and local environment. Small molecule diffusion is handled by deterministic sets of equations in which a proportion of each molecule (determined by its diffusion coefficient) in each lattice site is moved to adjacent lattice sites. Additional sets of equations describe changes in concentration according to interactions with other cellular components (e.g. enzyme-substrate turnover or active transport).
Simulations proceed via a series of iterations (representing discrete time steps) in which component movement and interactions are updated. System specific behaviors such as small molecule uptake or protein generation/turnover are readily incorporated by e.g. allowing a probability of such actions during each iteration. For further details of Cell++ implementation see supplementary information.
Cell++ is a standalone package written in C++. A simple graphical user interface allows the view of the system to be manipulated and provides control over its progress. New simulation systems are created by modification of the source code and its corresponding input files. Two tutorials detailing how user defined signaling and metabolic pathways may be simulated are available with the source code at http://www.compsysbio.org/CellSim/. Although outside the scope of this current work, we have also implemented more complicated behavior such as the formation of complexes and regulation of enzyme activities, the details of which we would be happy to share with interested users.
Details of Studied Systems
Full details of implementation for the three presented case studies: a simple signal transduction pathway, part of glycolysis and calcium-induced calcium-release (CICR) are provided in the supplementary material.
Signal transduction
We considered a system with five distinct types of signaling molecules: membrane receptors, three cytosolic components representing consecutive elements in a kinase cascade (kinases a-c) and nuclear pores. Each molecule was treated as a discrete component. Signal transduction was modeled as a series of 'activation' events (representing e.g. protein phosphorylation). Starting with the membrane receptors (initially all set as activated), each component is able to activate the following component in the pathway until the final component (kinase c) encounters a nuclear pore, after which the signal transduction is considered complete and the simulation terminated. : A 30x30x30 cubic lattice was used to describe four environments : an outer 'membrane' (one lattice cell thick); an inner 'nucleus' composed of 8x8x8 lattice units; a 'nuclear membrane' (one lattice cell thick) surrounding the nucleus; and a 'cytosolic' compartment located between the two membranes. For some simulations, cytosolic components (kinases a-c) were constrained within a box of dimensions 8x10x10 lattice units joining the nuclear and outer membranes.
Glycolysis (part of)
This system was composed of both discrete components -representing four types of enzymes: phosphoglycerate kinase; phosphoglycerate mutase; enolase; and pyruvate kinase -and concentrations assigned to each point on a 10x10x10 cubic lattice -representing five substrates: 1,3-bisphosphoglycerate, 3-phosphoglycerate, 2-phosphoglycerate, phosphoenolpyruvate and pyruvate enzymes. The size of each lattice unit was defined as 50 nm. In certain simulations we defined a 'constraining' environment at the center of this environment consisting of a single lattice site in which certain types of enzyme were restricted. To reduce system complexity, other small molecules involved in reaction processes (e.g. ATP) were considered to be in abundance. Enzyme kinetics were calculated with reference to one substrate-one product reversible MichaelisMenten equations. The parameters used in these simulations are listed in Supplementary Table 1 (Teusink et al., 2000) .
Calcium-induced calcium-release
Adopting a 40x40x10 cubic lattice, one half (40x40x5 lattice units) was divided into 16 equal compartments (intraluminal calcium stores), each of which consisted of 9x9x5 lattice units surrounded by a Ca 2+ impermeable membrane 1 lattice cell thick. The remaining space (40x40x4 lattice units) was defined as cytosol, through which Ca 2+ can freely diffuse. Ca
2+
-release channels were placed on the membrane separating the intraluminal stores from the cytosol in one of three spatial distributions: random, clustered and uniform (see Supplementary Information). Ca 2+ -release channels were modeled as discrete entities, with 10-250 used in each simulation. Ca 2+ was modeled as a concentration at each lattice site. Ca 2+ -release channels did not move. Once triggered by a sufficiently high cytosolic Ca 2+ concentration (2.5 units/lattice cell), the release channels allow intraluminal Ca 2+ to diffuse across the membrane for a limited number of iterations (150). For each simulation, a CICR was initiated by placing an 'open' Ca 2+ channel in one corner of the membrane. Simulations terminated once the concentration in the lattice cell in the opposite corner increased to 2.5 units/lattice cell or after 8000 iterations (after which CICR was assumed to have failed).
RESULTS

Case Study 1 -A signal transduction pathway
Signal transduction pathways, such as MAPK cascades, operate as networks of interacting proteins in which a signal may be transferred through the pathway by modification e.g. phosphorylation and subsequent spatial relocation (Kondoh et al., 2005) . Previously it has been suggested that effective signal transduction, cannot rely on simple diffusion alone but may require the formation of complexes and/or active transport processes (Kholodenko, 2003) . Further speculation suggests that pathway behavior may additionally be modified by the organization of the high density of proteins within the cell, commonly referred to as molecular crowding (Elowitz et al., 1999; Ovadi and Saks, 2004; Takahashi et al., 2005 ). Here we model a simple MAPK based cascade to: 1) explore the hypothesis that co-localization, leading to efficient signal transduction, may be achieved through subcellular compartmentalization; and 2) investigate the influence of alternative molecular crowding architectures.
As an initial trial of Cell++, we began exploring the effects of altering relative component concentrations. Figure 2A shows how the time of signal transduction (which we define as the amount of time required for the first molecule of kinase c to encounter the nuclear pore) varies as a consequence of altering relative component concentrations. For each set of simulations, we observe a distribution of times of signal transduction, demonstrating the inherent noise caused by the limited number of components in the system. Signaling efficiency (as determined by the median signal transduction time) was greatest when the relative concentration of each diffusible component was equivalent (kinase b = kinase c = kinase d = 20). Where the concentration of a particular component decreases, we witness a broadening in the distribution of signal transduction times reflecting the increasing influence of a rate limiting step into the system. We next investigated the effect of colocalizing kinase components to a discrete part of the cell by the inclusion of a 'constraining' environment (see Methods). Figures 2B and 2C reveal that co-localizing components within the same environment enhances their ability to transmit a signal. The greatest effect was observed when all three cytosolic components were restricted within the constraining environment, leading to a higher proportion of simulations completing within fewer iterations, compared with simulations performed with no constraining influences. Similar behavior, was also observed when only 2 components were co-localized. Of note, the pathway relationship between the components also appeared to have an effect, with the co-localization of components kinase a and kinase c, increasing the speed of signal transduction relative to those simulations in which kinase a and kinase b (or kinase b and kinase c -data not shown) were co-localized. This effect is presumably related to the fact that both components kinase a and kinase c directly interacts with the membrane receptor and nuclear pore respectively.
Finally we examined the influence of three different architectures of molecular crowding environments. These consisted of filled (inaccessible) lattice sites that were: 1) randomly distributed -"single particles"; 2) joined to form rods randomly connecting two sites on the outer membrane -"transverse rods"; or 3) joined to form rods that connected a site on the nuclear membrane to a site on the outer membrane -"radial rods" (rods were chosen as a coarse approximation of cytoskeletal fibres and associated proteins). Results from simulations where 20% of the cell volume was filled with crowding particles (see Supplemental Figure 1 ). Each crowding environment was found to increase the time of signal transduction. The greatest effect was observed for simulations involving transverse rods (32% of simulations took greater than 10000 iterations to complete) compared to radial rods (19%), single particles (16%) and no crowding (11%). The plot shows the cumulative proportion of simulations which had completed after a specified period of time (iterations). Each set represents a different type of constraining condition (see inset legend) and was performed using the same number of components (number of membrane receptors = number of nuclear pores = 10; number of kinase a = kinase b = kinase c = 20). For each set, 1000 replicates were performed. (C) as for (B) with the exception that the number of each kinase was each set to 40. Note, relatively low concentrations of components were adopted to exaggerate the stochastic influences on the pathway and more readily identify and interpret differences in signaling efficiency.
These results show that compartmentalization of common pathway components can play a major role in enhancing signal transduction efficiency, suggesting an alternative mechanism to complex formation (Kholodenko, 2003) . Furthermore, while the precise relationships with component diffusion and compartmentalization are unclear, our initial studies demonstrate that molecular crowding impacts the efficiency of signal transduction, and that the degree of impact may be related to its organization.
Case Study 2 -A metabolic pathway
To optimize their efficiency, many metabolic pathways are highly organized, through sub-cellular compartmentalization and/or complex formation, allowing the channeling of substrates to their target enzymes (Jorgensen et al., 2005) . Such metabolic channeling may provide additional advantages including the rapid turnover of potentially toxic intermediates and tighter control over potential metabolic cross talk. Here we investigate the ability of Cell++ to model a simple metabolic pathway and explore the potential influence of compartmentalization.
On the basis of V max values quoted previously (Teusink et al., 2000) , we initially noted that the rate of substrate diffusion effectively negated the effects of compartmentalization (data not shown). However, given the conflict with other studies (Schomburg et al., 2002 ) (see Systems and Methods), simulations were performed in which the value of V max was increased by 3 to 5 orders of magnitude relative to those listed in Supplemental Table  1 . Figure 3 shows a view from a typical simulation. Screenshot of a typical metabolic pathway simulation (case study 2). In this simulation, 1000 of each type of enzyme has been placed within the simulation environment. Two types of enzymes (phosphoglycerate mutase and enolase) have been constrained within a box at the center of the environment. Shades of purple and yellow indicate the relative concentrations of 1,3-bisphosphoglycerate and phosphoenolpyruvate respectively. Note that the gradient of the former reflects its origin at the corner of the simulation environment, while the latter is centered around the box containing the two constrained enzymes. Red dots and gray dots show the position of individual molecules of phosphoglycerate kinase and pyruvate kinase respectively (the other two types of enzyme are masked by the display of phosphoenolpyruvate). In this particular simulation, each Vmax has been increased by 5 orders of magnitude and the display shows the state of the system after 2.5 msecs.
Figure 4 presents a series of graphs showing temporal changes in substrate concentrations as a function of enzyme localization and relative reaction speed (increase in V max ). In the first set of graphs ( Figure 4A ), each enzyme is free to diffuse throughout the system. Due to their uniform distribution, these simulations are analogous to ODE models representing homogeneously distributed enzymes and substrates. Consequently, the rate of pyruvate production increases in proportion to the relative increase in V max . This is also shown in supplemental figure 1, in which T 50 values (the time at which 50% of the initial 1,3 bisphosphoglycerate is converted into pyruvate) provide a measure of the overall reaction efficiency. Examining figure 5A in more detail, the high K eq and V max associated with phosphoglycerate kinase results in the rapid production of 3-phosphoglycerate. Subsequent conversion to pyruvate proceeds at a constant, albeit relatively lower, rate (presumably related to the lower V max values associated with the intermediate reactions). Constraint of enzymes led to less intuitive patterns of behavior, with a reduction in the rate of pyruvate production dependent upon their pathway relationships (see Figure 4 and Supplemental Figure  2 ). For example, whereas the T 50 value at a relative speed of reaction of 10,000 was 33ms for the simulation involving no enzyme constraint, the values for simulations in which: all four enzymes; only phosphoglycerate kinase and pyruvate kinase; and phosphoglycerate kinase and enolase were constrained were 49.5ms, 99.5ms and 198.5ms respectively. However, at the lower relative speeds of reaction of 1000, co-localization of all four enzymes resulted in a lower T 50 values compared with their free diffusion (296.5ms versus 310ms respectively).
Closer examination of these data reveal two further relationships, reminiscent of the phenomenon of metabolic channeling. Firstly, the increase in catalytic efficiency, due to colocalization, is greatest for reactions with low equilibrium constants. Secondly, in the localized absence of the subsequent enzyme in the pathway, intermediates tend to accumulate. The first effect can be seen from comparisons of figures 4B and 4E with figures 4C and 4D. Since phosphoglycerate mutase has a relatively low equilibrium constant (0.19), its reaction rate is critically dependent on the local concentration of its product, 2-phosphoglycerate. In the simulations presented in 4B and 4E, enolase is constrained to the same locations as phosphoglycerate mutase, ensuring that 2-phosphoglycerate is rapidly converted to the next substrate in the pathway (phosphoenolpyruvate). This removes the kinetic constraint on the first reaction step, resulting in a decrease in the concentration of 3-phosphoglycerate and increase in overall reaction efficiency. In contrast, the simulations presented in figures 4C and 4D were performed by constraining either phosphoglycerate mutase or enolase to the central lattice site. Consequently, due to a much reduced concentration of the other enzyme in the same vicinity as the constrained enzyme, the concentration of 3-phosphoglycerate remains relatively high throughout the simulations and the overall reaction speed is not significantly increased by increasing the relative speed of reaction. The second interesting observation (accumulation of intermediates in the localized absence of appropriate enzymes) arises from comparisons of figures 4C and 4E with figures 4B and 4D. In the former, a substrate (2-phosphoglycerate and phosphoenol pyruvate respectively) produced within the bulk cytoplasm must diffuse to the central section of the simulation environment in which, enolase and pyruvate kinase are constrained respectively, before conversion to the next substrate intermediate. This leads to an increase in their relative concentration. In experiments used to produce the latter set of graphs, intermediate substrates are either processed immediately by co-localized enzymes located in the central lattice site (Figure 4B ), or diffuse a short distance to the bulk cytoplasm where they are rapidly converted to pyruvate ( Figure 4D ). Finally it is worth mentioning that a lower initial concentration of 1,3-bisphosphoglycerate (1 µM total concentration) resulted in qualitatively similar behavior to previous simulations ( Figures 4F and 4G) . These results demonstrate that co-localization can increase pathway efficiency, the effect being related to both the pathway relationships of the co-localized enzymes and their kinetic parameters (equilibrium constants). Furthermore, enzyme colocalization also led to a decrease in the accumulation of intermediate substrates. These findings are consistent with the phenomenon of metabolic channeling (Jorgensen et al., 2005) .
Case Study 3 -Intracellular calcium signaling
Ionized calcium (Ca 2+ ) is an important second messenger molecule involved in a number of diverse cellular processes including cell differentiation, growth and metabolism (Brini, 2003; Webb and Miller, 2003) . Propagation of intracellular Ca 2+ signals is mediated by a Ca 2+ -induced Ca 2+ -release mechanism (CICR), resulting in the formation of a so called Ca 2+ wave (Berridge et al., 2003) . For example, in muscle cells, calcium release channels populate the surface of the sarcoplasmic reticulum (S.R. propagating over the surface of the S.R. The properties of these waves (e.g. speed and amplitude) are thought to be modulated by the kinetic properties of uptake and release channels (ATPdependent Ca 2+ pumps; and inositol triphosphate and ryanodine receptors respectively) as well as their spatial distribution (Vermassen et al., 2003; Podhaisky and Wussling, 2004) . Due to limitations in optical resolution, the precise relationships between spatial organization and CICR remain unclear. Here we applied Cell++ to assess the impact of three types of release channel organization on a model of CICR. Results from these experiments qualitatively demonstrate how release channel receptor concentration and spatial organization can affect Ca 2+ wave propagation ( Figure 5 ). For example, for each of the distributions, there is an exponential relationship between the speed of the wave and the number of Ca 2+ channels. In terms of spatial organization, simulations involving the random placement of channels produced similar results to those in which channels were uniformly distributed. However, clustering of channels reduced both the probability that a wave successfully propagated and (with the exception of simulations involving only 10 channels) its average speed (see Supplemental Figure 3 for a screen shot of a typical simulation). These effects are presumably a consequence of the larger gaps in the CICR network generated by the clustering of channels. It is interesting to note, that for those simulations involving only 10 channels for which wave propagation was successful, the clustering of receptors actually led to faster wave propagation (4476 iterations versus 4872 and 4787 iterations for the uniform and random distributions respectively). Together these results show that the spatial distribution of ryanodine receptors impacts both the speed and successful propagation of CICR. It remains an interesting conjecture to propose that their organization may, at least in part, be responsible for generating different properties of Ca 2+ waves (e.g. relative speeds, amplitude and frequency). By incorporating additional factors such as Ca 2+ uptake (e.g. via SERCA pumps), we suggest that Cell++ is ideally suited to explore these relationships in more detail.
DISCUSSION
With the availability of increasingly large data sets detailing cellular components and their interactions, there is a growing need to develop novel tools capable of integrating these data to provide intuitive dynamic models of biochemical pathways. Furthermore, given the potential impact of spatial organization (Vermassen et al., 2003; Ovadi and Saks, 2004; Jorgensen et al., 2005) , it is imperative that these tools allow the incorporation of such factors. Cell++ has been designed to meet these needs. In a unique approach, Cell++ combines Brownian dynamics to model 'large' discrete molecules, such as enzymes, with a cellular automata engine to describe small molecule behavior. By adopting this dual approach, simulations involving large numbers of molecules can be performed without significantly compromising the computational overhead. As an example, the metabolic pathway simulations described here, which involved 4000 discrete enzymes and ~1.25 x 10 -19 mols (or ~92,000 molecules) of substrate, were typically completed within 2-4 hours by a single Intel (2.4GHz) processor. Cell++ thus provides the user with a fast and flexible simulation environment, which together with its real time visualization interface, is expected to find wide application within both research and educational contexts. Below are highlighted some key features:
(1) Flexibility. Cell++ provides a flexible simulation environment that models both individual discrete molecules and larger populations of small molecule concentrations.
(2) A visualization interface. The real time three dimensional visualization of simulations by Cell++, permits the user to readily investigate the behavior of the system and gain insights that are not readily obtained via numerical outputs.
(3) A spatial context. One of our main goals in creating Cell++, was to provide a tool that could readily investigate the influence of spatial factors on cellular processes. By adopting a three dimensional lattice, it is trivial to define different spatial environments that either restrict component movement or alter their behavior.
(4) Speed. We noted that for simulations (e.g. signaling pathways) which may be prone to stochastic influences, it is important to examine the output of many similar simulations from a statistical perspective. As observed from our simulations of signaling and metabolic pathways, Cell++ can provide results from several thousand simulations in only a few hours on a single Linux workstation.
(5) Accessibility. Cell++ is freely available under the GNU general public license agreement (http://www.gnu.org/copyleft/ gpl.html). A beta version of the software together with an overview of the software, some applications and a tutorial is available at http://www.compsysbio.org/CellSim/. The simulations involving calcium waves were performed using a slightly modified version of the available source code. Details of its implementation are available upon request to the authors.
Previously a number of biochemical simulation environments have been developed and applied to the study of particular classes of systems, from simple signaling pathways to more complex systems such as the release of neurotransmitters in synapses and membrane growth (Tomita et al., 1999; Kierzek, 2002; Ander et al., 2004; Broderick et al., 2004; Hattne et al., 2005; Coggan et al., 2005) . Among the better known of these platforms is the ODEbased package 'E-CELL' (Tomita et al., 1999) . As a way of comparison between E-CELL and Cell++, we applied the former to perform an analogous simulation involving the glycolysis metabolic pathway presented above, in which enzymes were either free to roam throughout the simulation environment or constrained to a smaller compartment (see Supplemental Methods for further details of the E-CELL implementation).
Qualitatively the overall results from these simulations, in terms of changes in metabolite concentrations, displayed similar behaviors to those obtained with Cell++ (see Supplemental Figures  4 and 5) . For example results for simulations in which enzymes were free to roam the entire system, displayed very similar behaviors (both qualitative and quantitative) for the two platforms (Supplemental Figure 4A) . This is perhaps unsurprising as due to the large number of enzymes used, this system represents the wellstirred reaction vessel model implicit with E-CELL. However, the incorporation of spatial constraints led to differences in the shapes and sizes of the resulting graphs of metabolite concentrations (Supplemental Figures 4B and 4C ). This reflects differences in the way in which intercompartmental diffusion is handled by the two platforms and we found that by altering the diffusion constant in the E-CELL simulations (Supplemental Figure 4C ), we were able to dramatically alter metabolite turnover. We also examined the effect of altering V max and noted that qualitatively, E-CELL and Cell++ again resulted in similar behaviors (Supplemental Figure  5) .
Given the large number of enzymes and metabolites used in these studies, it is therefore reassuring to note that Cell++ simulations were consistent with those derived using E-CELL. We suggest therefore that the since the E-CELL environment provides an intuitive interface for construction of models of well mixed systems, that E-CELL remains an ideal tool for the study of such systems. However, as we noted in setting up these systems initially, it may be difficult to accurately implement diffusion parameters for complex processes involving more detailed spatial architectures. Hence the explicit diffusion model employed by Cell++ makes it more suitable for the study of spatially complex systems. Furthermore, it may also be preferable to employ Cell++ for the study of more stochastic systems composed of e.g. limited numbers of enzymes and/or substrates (e.g. simulations of calcium waves).
While a comprehensive survey of each of the systems presented here is clearly outside the current scope of this paper, findings from our initial studies nonetheless highlight the potential importance of spatial organization and its impact on the evolution and engineering of biochemical pathways.
Given the vast array of molecular processes operating within a cell, the number of proteins assigned to any particular pathway is clearly limited. Previous studies of protein expression in yeast found that the number of each type of protein in a cell can vary from 50 to several million (Ghaemmaghami et al., 2003) . While protein expression may be highly sensitive to e.g. changes in the environment and the cell cycle, it is presumed that the relative expression of pathway components has been optimized to ensure their efficient operation. However, the spatially organization of pathways provides an additional mechanism to increase pathway efficiency and thereby limit the allocation of protein resources associated with maintaining a diverse set of biochemical pathways. In addition, component co-localization potentially offers the additional benefit of minimizing pathway cross-talk (Ahmed et al., 2005) . For example, it is well known that many signaling pathways share common components (e.g. the gene products of STE7 and STE11 is used in at least three distinct MAPK based signaling pathways in yeast (Flautner et al., 2005) ). By compartmentalizing overlapping pathways, signal fidelities and specificities are maintained (Kondoh et al., 2005) . This leads to the intriguing conjecture that the evolution of spatial organization, as a means of increasing pathway efficiency, allows the creation of novel pathways by the adoption and spatial segregation of components from existing pathways. Such a mechanism has the potential to increase the repertoire of signaling systems without compromising the need for a significant investment in additional resources. In metabolic pathways, compartmentalization of common enzymes can lead to the metabolic channeling of substrates through particular pathways within the metabolic network (Jorgensen et al., 2005) . This provides a degree of control over metabolic cross-talk that can arise from the sharing of substrate intermediates between different pathways. Thus, in addition to changes in protein expression, changes in the co-localization of enzymes may also underlie a cells ability to rapidly switch pathways, perhaps in response to changes in its local environment (Heilmann et al., 2004) . It is expected that more detailed studies of larger systems of interacting metabolic pathways will help uncover additional relationships between pathway architectures, reaction kinetics and spatial organization, thereby increasing the potential of targeted metabolic engineering.
Future directions of Cell++ include the development of additional documentation and improvement of the interfaces used to configure simulations. We are currently investigating integration of the systems biology markup language -SBML -into Cell++ (Hucka et al., 2003) . In addition to simplifying the process of system configuration through the use of existing SBML model editors such as CellDesigner (Funahasi et al., 2003) , this would offer the additional benefit of providing a mechanism to readily interconvert models between Cell++ and other simulation tools.
