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Abstract
Let fk be the Hermite spline interpolant of class Ck and degree 2k+ 1 to a real function f which is deﬁned by its
values and derivatives up to order k at some knots of an interval [a, b]. We present a quite simple recursive method
for the construction of fk . We show that if at the step k, the values of the kth derivative of f are known, then fk can
be obtained as a sum of fk−1 and of a particular spline gk−1 of class Ck−1 and degree 2k+1. Beyond the simplicity
of the evaluation of gk−1, we prove that it has other interesting properties. We also give some applications of this
method in numerical approximation.
© 2005 Elsevier B.V. All rights reserved.
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Given a bounded interval [a, b] of R and  = (a = x0<x1< · · ·<xn = b) a partition of [a, b]. Let
fk be the classical Hermite spline interpolant to a function f at the knots xi, 0in. If we denote by
P

m([a, b], ) = {s ∈ C([a, b]) : s|[xi ,xi+1] ∈ Pm}, it is well known (see, e.g., [1,2] and [4]) that
fk ∈ Pk2k+1([a, b], ) and satisﬁes the following interpolation conditions:
f
(j)
k (xi)= f (j)(xi) for all 0in and 0jk.
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Moreover, the expression of fk in the Hermite basis for the space Pk2k+1([a, b], ) is given by
fk(x)=
n∑
i=0
k∑
j=0
f (j)(xi)
j
k,i(x), (1)
where the Hermite functions {jk,i , 0in and 0jk} are deﬁned by
jk,i(x)=


(x − xi)j
j !
(
x − xi−1
xi − xi−1
)k+1 k−j∑
l=0
(
k + l
l
)(
xi − x
xi − xi−1
)l
if x ∈ [xi−1, xi],
(x − xi)j
j !
(
xi+1 − x
xi+1 − xi
)k+1 k−j∑
l=0
(
k + l
l
)(
x − xi
xi+1 − xi
)l
if x ∈ [xi, xi+1],
0 otherwise.
(2)
Though the approximation of f by fk leads to an error estimate ‖f − fk‖ = O(h2k+2), h=maxi hi and
hi=xi+1−xi , when f is of classC2k+2([a, b]), the lack of a recursive method for computing the functions
jk,i makes the use of formula (1) rather complicated. In order to remedy this problem, we have established
new properties of the basis functions jk,i , allowing to compute recursively the spline fk . In other words,
we prove that fk can be decomposed in the form: fk = fk−1+ gk−1= f0+ g0+ g1+ · · · + gk−1, where
f0 is the piecewise linear interpolant to f at knots xi and gr , 0rk− 1, is a spline of class Cr on [a, b]
and degree 2r + 3, which can be expressed only in terms of the last basis function r+1r+1,i restricted to the
interval [xi, xi+1].
Because of the simplicity of the expression of r+1r+1,i , we will see later that the above decomposition of
fk has several advantages in comparison with (1). It allows to compute fk step by step, and it can be used
for some applications in numerical approximation ﬁelds. Speciﬁcally, as an example of application, we
have developed in [6] a newmethod for smoothing functions and compressing Hermite data. This method
is based on hierarchical bases, which derive from the decomposition of fk , and does not require the
construction of wavelets. The hierarchical bases are useful in several areas of mathematics. For example,
they are used in [5] for compressing surfaces and in [3,10,11,13] for solving some boundary-value
problems.
In view of the importance of the results obtained in the univariate case, we have extended the most
of them to several variables. For more details on these topics see [7,8] and [9]. Some other applica-
tions are brieﬂy described in this paper and their detailed studies are in progress and will be published
elsewhere.
The paper is organized as follows. In Section 2, we deﬁne a modiﬁed Hermite basis for the space
Pk2k+1([a, b], ) and we give its principal properties. In Section 3, we prove the main results of the
paper. We ﬁrst show that fk = fk−1 + gk−1. Next, we study some properties of gk−1. In particu-
lar, we give error estimates for ‖gk−1‖∞ when f is of class Ck or C2k . We illustrate our results by
some numerical examples. Finally, in Section 4, we present some applications of the preceding de-
composition of fk . We brieﬂy describe the computation of integrals and the compression of Hermite
data. They are still in progress and, in forthcoming papers, we will give complete results. We will also
study other applications, for example approximation of zeros of functions and the solution of integral
equations.
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1. Spanning set for the space P2k+1([a, b], ), −1k
Let k ∈ N. For j ∈ {0, . . . , k} and i ∈ {0, . . . , n− 1}, we deﬁne the piecewise polynomial functions
jk,i and 
j
k,i by
jk,i(x)=


(x − xi)j
j !
(
xi+1 − x
xi+1 − xi
)k+1 k−j∑
l=0
(
k + l
l
)(
x − xi
xi+1 − xi
)l
if x ∈ [xi, xi+1],
0 otherwise
(3)
and

j
k,i(x)= (−1)jjk,i(xi+1 + xi − x). (4)
Then, we have the following result.
Lemma 1. For all k ∈ N, j ∈ {0, . . . , k} and i ∈ {0, . . . , n− 1} we have
jk,i(x)=


jk,i(x)+ 
j
k,i−1(x) if x ∈ [xi−1, xi+1] and j = 0,
0k,i(x)+ 0k,i−1(x) if x ∈ [xi−1, xi[∪]xi, xi+1] and j = 0,
1
2 (
j
k,i(x)+ 
j
k,i−1(x)) if x = xi and j = 0.
(5)
Proof. It follows from (2), (3) and (4) that jk,i−1(x)= 0 and jk,i(x)= jk,i(x) for all x ∈]xi, xi+1]. On
the other hand, if we take x in [xi−1, xi[ we obtain
jk,i(x)=
(x − xi)j
j !
(
x − xi−1
xi − xi−1
)k+1 k−j∑
l=0
(
k + l
l
)(
xi − x
xi − xi−1
)l
= (−1)jjk,i−1(xi + xi−1 − x)= 
j
k,i−1(x).
As jk,i(x)= 0 on [xi−1, xi[, we have jk,i(x)= 
j
k,i−1(x).
The claim follows by remarking that jk,i(xi)= jk,i(xi)= 
j
k,i−1(xi). 
Proposition 2. For all i, l ∈ {0, . . . , n} and all j, s ∈ {0, . . . , k}, we have the following properties.
(i) jk,i = jk,i and for all  ∈ R, 
j
k,i = jk,i .
(ii) (jk,i)(s)(xl)= (jk,i)(s)(x+l )= (
j
k,i)
(s)(x−l+1)= s,ji,l .
(iii) (jk,i)(s)(x−l )= (
j
k,i)
(s)(x+l+1)= 0,
where i,j is the Kronecker delta.
Proof. It derives from the deﬁnitions of jk,i and 
j
k,i . 
In a general way, if we denote Vk, = P2k+1([a, b], ),−1k, then by using suitable linear com-
binations of functions jk,i and 
j
k,i , we obtain the following result.
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Theorem 3. Given  ∈ {−1, 0, . . . , k}. Each function v ∈ Vk, can be written as a unique linear
combination of the elements of the family B = {jk,i , 1in − 1 and 0j;jk,i ,
j
k,i , 0in −
1 and + 1jk;jk,0,
j
k,n−1, 0j}.
Proof. Let v ∈ Vk,. If we put
=
n−1∑
i=1
∑
j=0
v(j)(xi)
j
k,i +
n−1∑
i=0
k∑
j=+1
[v(j)(x+i )jk,i + v(j)(x−i+1)
j
k,i]
+
∑
j=0
[v(j)(x+0 )jk,0 + v(j)(x−n )
j
k,n−1], (6)
then, by using Proposition 2.1, we verify easily that the polynomials |[xi ,xi+1] and v|[xi ,xi+1] are the same
derivatives up to order k at xi and xi+1, for all 0in−1. So, we deduce that =v on the whole interval
[a, b].
Assume now that v can be written in the form
v(x)=
n−1∑
i=1
∑
j=0
i,j
j
k,i(x)+
n−1∑
i=0
k∑
j=+1
[i,jjk,i(x)+ i,j
j
k,i(x)]
+
∑
j=0
[0,jjk,0(x)+ n−1,j
j
k,n−1(x)] = 0. (7)
Then, from (6) and (7) we obtain on the subinterval [xn−1, xn]
∑
j=0
(n−1,j − v(j)(xn−1))jk,n−1(x)+
k∑
j=+1
(n−1,j − v(j)(x+n−1))jk,n−1(x)
+
k∑
j=0
(n−1,j − v(j)(x−n ))jk,n−1(x)= 0. (8)
By the biorthogonality relations of Proposition 2.1, we deduce that n−1,j = v(j)(xn−1) for all−1j
and n−1,j = v(j)(x+n−1) for all + 1jk.
In the same way, if we put x = xn in (8), we get n−1,j = v(j)(x−n ) for all 0jk.
A similar reasoning is possible when x ∈ [x0, x1]. In this case we obtain 1,j=v(j)(x1) for all 0j,
0,j = v(j)(x−1 ) for all + 1jk and 0,j = v(j)(x+0 ) for all 0jk.
Now, if x ∈ [xi, xi+1], 1in− 2, we deduce from (6) and (7) that
∑
j=0
[(i,j − v(j)(xi))jk,i(x)+ (i+1,j − v(j)(xi+1))
j
k,i(x)]
+
k∑
j=+1
[(i,j − v(j)(x+i ))jk,i(x)+ (i,j − v(j)(x−i+1))
j
k,i(x)] = 0. (9)
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Hence, if we compute the j th derivative, 0j, of (9), we deduce from Proposition 2.1 that i,j =
v(j)(xi) and i+1,j = v(j)(xi+1).
Using the same technique for + 1jk, we get i,j = v(j)(x+i ) and i,j = v(j)(x−i+1).
Therefore, we deduce that the expression of v in terms of the elements of B is unique. 
Remark 4. (i) For 0k− 1, the elements of the family B do not belong to the space Vk,, therefore
this family cannot be a basis for this space.
(ii) For  = −1, the family B−1 = {jk,i , 
j
k,i , 0jk and 0in} forms a basis for the space
P
−1
2k+1([a, b], ).
(iii) For = k, Vk,k =Pk2k+1([a, b], ) is the Hermite spline space on the interval [a, b], and the family
Bk = {jk,i , 1in− 1 and 0jk;jk,0 and 
j
k,n−1, 0jk} is a basis for Vk,k .
In the next section, we will give a recursive process for computing any element fk in the space
Pk2k+1([a, b], ).
2. Recursive computation of Hermite interpolants
Let fk ∈ Pk2k+1([a, b], ) be the Hermite interpolant to a function f at the knots xi, 0in, of the
interval [a, b]. According to Theorem 2.1, fk can be written in the form
fk(x)=
k∑
j=0
(
f (j)(x0)
j
k,0(x)+
n−1∑
i=1
f (j)(xi)
j
k,i(x)+ f (j)(xn)
j
k,n−1(x)
)
.
In order to compute recursively fk(x), we ﬁrst establish the following technical lemma.
Lemma 5. For all j ∈ {0, . . . , k} we have
jk,i(x)− jk−1,i(x)=
k!
j !hk−ji
[(
2k − j − 1
k − 1
)
kk,i(x)− (−1)k
(
2k − j − 1
k
)

k
k,i(x)
]
,

j
k,i(x)− jk−1,i(x)= (−1)j
k!
j !hk−ji
[
(−1)k
(
2k − j − 1
k − 1
)

k
k,i(x)−
(
2k − j − 1
k
)
kk,i(x)
]
.
Proof. Let x ∈ [a, b], then there exists i ∈ {0, . . . , n− 1} such that x ∈ [xi, xi+1]. If we put 	= x−xixi+1−xi ,
then by using the deﬁnition of jk,i we get
jk,i(x)− jk−1,i(x)=
(x − xi)j
j ! (1− 	)
k

k−j∑
l=0
(
k + l
l
)
	l(1− 	)−
k−j−1∑
l=0
(
k − 1+ l
l
)
	l


= (x − xi)
j
j ! (1− 	)
k
jk,i(x),
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where

jk,i(x)=
(
2k − j
k − j
)
	k−j (1− 	)+
k−j−1∑
l=0
[(
k + l
l
)
	l(1− 	)−
(
k − 1+ l
l
)
	l
]
=
(
2k − j
k − j
)
	k−j (1− 	)−
(
2k − j − 1
k
)
	k−j .
Therefore we obtain
jk,i(x)− jk−1,i(x)=
(x − xi)j
j !
(
xi+1 − x
xi+1 − xi
)k [(2k − j
k
)(
x − xi
xi+1 − xi
)k−j (
xi+1 − x
xi+1 − xi
)
−
(
2k − j − 1
k
)(
x − xi
xi+1 − xi
)k−j]
= 1
j !
(
2k − j
k
)
(x − xi)k
h
k−j
i
(
xi+1 − x
xi+1 − xi
)k+1
− 1
j !
(
2k − j − 1
k
)
(x − xi)k
h
k−j
i
(
xi+1 − x
xi+1 − xi
)k
.
We remark that
1
j !
(
2k − j − 1
k
)
(x − xi)k
h
k−j
i
(
xi+1 − x
xi+1 − xi
)k
= 1
j !
(
2k − j − 1
k
)
(x − xi)k
h
k−j
i
(
xi+1 − x
xi+1 − xi
)k+1
+ 1
j !
(
2k − j − 1
k
)
(x − xi)k+1
h
k−j+1
i
(
xi+1 − x
xi+1 − xi
)k
.
Then we get
jk,i(x)− jk−1,i(x)=
1
j !hk−ji
[(
2k − j − 1
k − 1
)
(x − xi)k
(
xi+1 − x
xi+1 − xi
)k+1
−
(
2k − j − 1
k
)
(x − xi)k+1
hi
(
xi+1 − x
xi+1 − xi
)k]
= k!
j !hk−ji
[(
2k − j − 1
k − 1
)
kk,i(x)− (−1)k
(
2k − j − 1
k
)

k
k,i
]
.
The proof for the other equality is similar. 
Now, we are in position to give the main result of this paper.
A. Mazroui et al. / Journal of Computational and Applied Mathematics 183 (2005) 67–83 73
Theorem 6. Let gk−1 = fk − fk−1. Then we have the following properties.
(i) gk−1 is a piecewise polynomial function of class Ck−1 and degree 2k + 1 on [a, b], and it satisﬁes
g
(j)
k−1(xi)= 0 for all 0jk − 1 and 1in− 1
g
(j)
k−1(x
+
0 )= 0 and g(j)k−1(x−n )= 0 for all 0jk − 1.
(ii) gk−1 can be expressed only in terms of the functions kk,i and 
k
k,i , 0in− 1. More speciﬁcally
we have
gk−1 =
n−1∑
i=0
(ki 
k
k,i(x)+ ki kk,i(x)),
where

ki =
k!
hki
k∑
j=0
h
j
i
j !
[(
2k − j − 1
k − 1
)
f (j)(xi)− (−1)j
(
2k − j − 1
k
)
f (j)(xi+1)
]
,

k
i = (−1)k
k!
hki
k∑
j=0
h
j
i
j !
[
(−1)j
(
2k − j − 1
k − 1
)
f (j)(xi+1)−
(
2k − j − 1
k
)
f (j)(xi)
]
.
Proof. It is easy to verify that (i) is satisﬁed. In order to prove (ii), we use the fact that gk−1 ∈
P
k−1
2k+1([a, b], ). Indeed, from Theorem 2.1, we have
gk−1(x)=
n−1∑
i=1
k−1∑
j=0
g
(j)
k−1(xi)
j
k,i(x)+
n−1∑
i=0
(g
(k)
k−1(x
+
i )
k
k,i(x)+ g(k)k−1(x−i+1)
k
k,i(x))
+
k−1∑
j=0
(g
(j)
k−1(x
+
0 )
j
k,0(x)+ g(j)k−1(x−n )
j
k,n−1(x)). (10)
According to (i), the above expression of gk−1 becomes
gk−1(x)=
n−1∑
i=0
(g
(k)
k−1(x
+
i )
k
k,i(x)+ g(k)k−1(x−i+1)
k
k,i(x)). (11)
Then, on each subinterval [xi, xi+1], 0in − 1, we have gk−1(x) = g(k)k−1(x+i )kk,i(x) + g(k)k−1(x−i+1)

k
k,i(x). On the other hand, as gk−1 = fk − fk−1, we obtain when x ∈ [xi, xi+1]
gk−1(x)=
k−1∑
j=0
[f (j)(xi)(jk,i(x)− jk−1,i(x))+ f (j)(xi+1)(
j
k,i(x)− jk−1,i(x))]
+ f (k)(xi)kk,i(x)+ f (k)(xi+1)kk,i(x).
So, by using Lemma 3.1, we deduce that g(k)k−1(x
+
i )= ki and g(k)k−1(x−i+1)= 
k
i . This completes the proof
of (ii). 
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Remark 7. (i) According to Theorem 3.1, we have fk = fk−1 + gk−1. By repeating this decomposition
we ﬁnally obtain
fk = f0 + g0 + g1 + · · · + gk−1, (12)
where f0 ∈ P01([a, b], ) is the piecewise linear interpolant to f at the knots xi, 0in.
It is clear that the decomposition (12) of fk allows us to determine it step by step without computing
all the corresponding classical Hermite basis functions. The quantities gr , 0rk − 1, added to f0 are
expressed in terms of r+1r+1,i and 
r+1
r+1,i , which have simple expressions. Moreover, once their coefﬁcients
r+1i and 
r+1
i are computed in terms of Hermite data, they are stored and used in different steps of the
construction of fk . Then, the above arguments mean that the proposed method for computing fk is very
simple and easy than the classical one given in (1). Numerical experiments have still to be done in order
to compare the computational cost of evaluating fk using these two methods.
The computational scheme of fk on an interval [xi, xi+1] can be summarized as follows:
11,i 
2
2,i · · · · · · · · · · · · k−1k−1,i kk,i↓ ↓ ↓ ↓
g0 g1 · · · · · · · · · · · · gk−2 gk−1
↘ ↘ ↘ ↘
f0 −→ f1 −→f2 · · · · · · fk−2 −→ fk−1 −→ fk
(ii) The above decomposition of fk can be obtained by replacing the Lagrange formulation for the Hermite
interpolant by a variant of theNewton formulation. Indeed, if one takes theNewton form of the polynomial
interpolant fk on [xi, xi+1]
fk(x)=
2k+2∑
i=0
[t1, . . . , ti]f
∏
1j  i
(x − tj )
with the sequence t = (xi, xi+1, xi, xi+1, . . . . . .), then
fk(x)= f0(x)+
k∑
j=1
(fj (x)− fj−1(x))= f0(x)+
k∑
j=1
gj−1(x).
Therefore, our method provides on the one hand another illustration of the marvellous power of divided
differences, and on the other hand a simple recursive computation of the functions gj−1, 1jk, which
are useful in some numerical applications.
(iii) Using (11) and the fact that fk = fk−1 + gk−1, we remark that the coefﬁcients ki and 
k
i can be
written as: ki = f (k)(xi) − f (k)k−1(x+i ) and 
k
i = f (k)(xi+1) − f (k)k−1(x−i+1). Then, comparing these new
expressions of ki and 
k
i with those given in Theorem 3.1, we deduce that
f
(k)
k−1(x
+
i )=−
k!
hki
k−1∑
j=0
h
j
i
j !
[(
2k − j − 1
k − 1
)
f (j)(xi)− (−1)j
(
2k − j − 1
k
)
f (j)(xi+1)
]
,
f
(k)
k−1(x
−
i )= (−1)k
k!
hki−1
k−1∑
j=0
h
j
i−1
j !
[
(−1)j
(
2k−j−1
k
)
f (j)(xi−1)−
(
2k−j−1
k − 1
)
f (j)(xi)
]
.
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Our next goal is to compute the error estimates of ‖gr‖∞, r ∈ N. To do this, we need the following
result.
Lemma 8. Assume that f ∈ Ck([a, b]). Let (f (k), .) be the modulus of continuity of f (k) and ck =∑[ k−12 ]
l=0
(
k−1
2l
) (
2k−2l−1
k−2l
)
. Then, we have
|ki |ck(f (k), hi) and |ki |ck(f (k), hi).
Proof. From (ii) of Theorem 3.1 we have
ki = k!
k∑
j=0
h
j−k
i
j !
[(
2k − j − 1
k − 1
)
f (j)(xi)− (−1)j
(
2k − j − 1
k
)
f (j)(xi+1)
]
=
k∑
j=0
h
j−k
i (2k − j − 1)!
j !(k − j)! (kf
(j)(xi)− (−1)j (k − j)f (j)(xi+1)). (13)
Using the Taylor expansions of f (j)(xi+1), 0jk, at xi we obtain
f (j)(xi+1)= f (j)(xi)+ hif (j+1)(xi)+ · · · + h
k−j−1
i
(k − j − 1)! f
(k−1)(xi)
+ h
k−j
i
(k − j)! f
(k)(i,j ), xi < i,j < xi+1.
Hence we have
kf (j)(xi)− (−1)j (k − j)f (j)(xi+1)
= kf (j)(xi)− (−1)j (k − j)

k−j−1∑
s=0
hsi
f (j+s)(xi)
s! + h
k−j
i
f (k)(i,j )
(k − j)!


.
Consequently, the expression of ki becomes
ki = f (k)(xi)+
k−1∑
j=0
h
j−k
i (2k − j − 1)!
j !(k − j)!
×

kf (j)(xi)− (−1)j (k − j) k−j−1∑
s=0
hsi
f (j+s)(xi)
s! − (−1)
jh
k−j
i
f (k)(i,j )
(k − j − 1)!


= f (k)(xi)+
k−1∑
j=0
ki,j f
(j)(xi)−
k−1∑
j=0
(−1)j
(
k − 1
j
)(
2k − j − 1
k − j
)
f (k)(i,j ), (14)
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where
ki,j =
h
j−k
i k(2k − j − 1)!
j !(k − j)! −
j∑
s=0
(−1)s h
s−k
i (2k − s − 1)!
s!(k − s − 1)!(j − s)! .
Using the identity:
∑l
j=0 (−1)j
(
l
j
) (
m−j
n
)
=
(
m−l
n−l
)
, for allmn l, (see [12, p. 13]), we deduce on
theonehand thatki,j=0, for all j=0, . . . , k−1, andon theother hand that
∑k−1
j=0 (−1)j
(
k−1
j
) (
2k−j−1
k−j
)
=
1. Hence, (14) becomes
ki = f (k)(xi)−
k−1∑
j=0
(−1)j
(
k − 1
j
)(
2k − j − 1
k − j
)
f (k)(i,j )
= f (k)(xi)+
[ k2 ]−1∑
l=0
(
k − 1
2l + 1
)(
2k − 2l − 2
k − 1
)
f (k)(i,2l+1)
−
[ k−12 ]∑
l=0
(
k − 1
2l
)(
2k − 2l − 1
k − 1
)
f (k)(i,2l). (15)
Since 1+∑[ k2 ]−1l=0 ( k−12l+1) (2k−2l−2k−1 )=∑[ k−12 ]l=0 ( k−12l ) (2k−2l−1k−1 ), and
|f (k)(i,2l)− f (k)(i,2l′+1)|(f (k), hi) for all 0 l
[
k − 1
2
]
and 0 l′
[
k
2
]
− 1,
we can estimate (15) by a sum of∑[ k−12 ]l=0 ( k−12l ) (2k−2l−1k−1 ) terms of the form |f (k)(i,2l)−f (k)(i,2l′+1)|.
Therefore, we have
|ki |


[ k−12 ]∑
l=0
(
k − 1
2l
)(
2k − 2l − 1
k − 1
)(f (k), hi).
Using a similar technique or by symmetry, we prove that
|ki |


[ k−12 ]∑
l=0
(
k − 1
2l
)(
2k − 2l − 1
k − 1
)(f (k), hi). 
Theorem 9. If we denote by Jk−1 the operator satisfying Jk−1f = gk−1, then
Jk−1p = 0 for all p ∈ P2k−1.
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Moreover, if we put h=max0 in−1 hi , then we have
‖gk−1‖∞ = sup
x∈R
|gk−1(x)| ck
k!4k h
k(f (k), h).
Proof. Let Hkf ∈ Pk2k+1([a, b], ) be the Hermite spline interpolant to f at the knots xi , i.e., Hkf = fk .
According to the preceding decomposition of fk , we can write Hk = Hk−1 + Jk−1. As Hkq = q for all
q ∈ P2k+1, we deduce that Hkp =Hk−1p, for all p ∈ P2k−1. Then, Jk−1p = 0.
On the other hand, for all x ∈ [xi, xi+1], 0in− 1, we have
gk−1(x)= ki kk,i(x)+ ki kk,i(x)
= 1
k! (x − xi)
k
(
xi+1 − x
xi+1 − xi
)k [(
xi+1 − x
xi+1 − xi
)
ki + (−1)k
(
x − xi
xi+1 − xi
)

k
i
]
.
Since 0(x − xi)( xi+1−xxi+1−xi )
hi
4 , we deduce from Lemma 3.2 that ‖gk−1‖∞ ckh
k
k!4k (f
(k), h). 
It is to be expected, as the following table shows, that the constant ck/k!4k tends to zero when k is
large.
k 1 2 3 4 5 6 7
ck 1 3 13 65 341 1827 9913
ck
k!4k 2.5e− 001 9.37e− 002 3.38e− 002 1.06e− 002 2.77e− 003 6.19e− 004 1.2e− 004
In order to improve this convergence we assume that f is of class C2k . Hence, we obtain the following
result.
Theorem 10. If f ∈ C2k([a, b]), then we have
(i) ki = (−1)k k!(2k)! hki f (2k)(	i) and 
k
i = k!(2k)! hki f (2k)(	i),where 	i and 	i are in [xi, xi+1], 0in−1.
(ii) ‖gk−1‖∞ h2k(2k)!4k ‖f (2k)‖∞.
Proof. We ﬁrst prove (i). Using the Taylor expansions of f (j)(xi+1), 0jk, at xi with an integral form
of the remainder, we get
f (j)(xi+1)=
2k−j−1∑
s=0
hsi
f (j+s)(xi)
s! +
1
(2k − j − 1)!
∫ xi+1
xi
(xi+1 − x)2k−j−1f (2k)(t) dt . (16)
Replacing (18) in the expression of ki we obtain
ki =
k∑
j=0
ki,j (kf
(j)(xi)− (−1)j (k − j)f (j)(xi+1))
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=
k∑
j=0

kki,j f (j)(xi)− (−1)j (k − j)ki,j

2k−j−1∑
s=0
hsi
f (j+s)(xi)
s!




−
k∑
j=0
(−1)j (k − j)ki,j
(2k − j − 1)!
∫ xi+1
xi
(xi+1 − x)2k−j−1f (2k)(t) dt
=
2k−1∑
t=0

min(t,k)∑
j=0
ki,j
k
i,j,t

 f (t)(xi)
− 1
(k − 1)!
∫ xi+1
xi

k−1∑
j=0
(−1)j
(
k − 1
j
)
h
j
i (xi+1 − t)2k−j−1

 f (2k)(t) dt ,
where
ki,j =
h
j−k
i (2k − j − 1)!
j !(k − j)! and 
k
i,j,t =


(−1)j+1(k − j)ht−ji
(t − j)! if t > j,
k − (−1)j (k − j) if t = j.
It is easy to verify that ki,t =
∑min(t,k)
j=0 
k
i,j
k
i,j,t = 0, for all t = 0, . . . , 2k − 1. Then the expression of ki
becomes
ki =
−1
hki (k − 1)!
∫ xi+1
xi

k−1∑
j=0
(−1)j
(
k − 1
j
)
h
j
i (xi+1 − t)2k−j−1

 f (2k)(t) dt
= − h
k
i
(k − 1)!
∫ 1
0

k−1∑
j=0
(−1)j
(
k − 1
j
)
(1− x)2k−j−1

 f (2k)(xi + hix) dx.
As
∑k−1
j=0 (−1)j
(
k−1
j
)
(1− x)k−j = ((1− x)− 1)k−1 = (−x)k−1, we deduce that
ki =
(−1)khki
(k − 1)!
∫ 1
0
xk−1(1− x)kf (2k)(xi + hix) dx.
We remark that xk−1(1− x)k is positive on [0, 1], then there exists 	i ∈ [xi, xi+1] such that
ki =
(−1)khki f (2k)(	i)
(k − 1)!
∫ 1
0
xk−1(1− x)k dx.
On the other hand, it is easy to see that
∫ 1
0 x
k−1(1− x)k dx = k!(k−1)!
(2k)! . Therefore we get
ki =
(−1)kk!
(2k)! h
k
i f
(2k)(	i), 	i ∈ [xi, xi+1].
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Using a similar technique one can show that

k
i =
k!
(2k)! h
k
i f
(2k)(	i), 	i ∈ [xi, xi+1].
The proof of (ii) derives from (i) and Theorem 3.1. 
As shown in the table below, the constant 1/4k(2k)! which appears in inequality (ii) of Theorem 3.2
tends rapidly to zero.
k 1 2 3 4 5 6 7
4k(2k)! 8 384 46080 10321920 3.71e+ 009 1.96e+ 012 1.42e+ 015
1
4k(2k)! 1.25e− 001 2.6e− 003 2.2e− 005 9.7e− 008 2.7e− 010 5.1e− 013 7.0e− 016
In order to illustrate the theoretical results, we end this section by a numerical example.
Numerical example. In the following example, we describe a decomposition of theHermite interpolant
f3 of classC3 and degree 7,which interpolates the values of the functionf (x)=x sin(x) and its derivatives
up to order 3 at the knots of the partition = (a=−6<−5.6<−5<−4.7<−4.3<−3.9<−3.6<−
3.2<− 2.8<− 2.4<− 1.8<− 1.4<− 1<− 0.6<− 0.3< 0.1< 0.5< 0.8< 1.1< 1.3< 1.5< 1.7
< 1.8< 1.9< 2). As f3 = f0 + g0 + g1 + g2 = f1 + g1 + g2 = f2 + g2, we present in Fig. 1 the graphs
of functions f0, g0, f1, g1, f2, g2, f3, and the error function e3= f3− f . According to Theorem 3.3, the
error estimates of ‖g0‖∞, ‖g1‖∞ and ‖g2‖∞ are respectively 2.490525e− 001, 2.2401225e− 003 and
8.29116e− 006. We remark, see Fig. 1, that these estimations are optimal.
–6 –5 –4 –3 –2 –1 0 1 2
–5
–4
–3
–2
–1
0
1
2
Function f0 
–6 –5 –4 –3 –2 –1 0 1 2–0.25
–0.2
–0.15
–0.1
–0.05
0
0.05
0.1
0.15
Function g0 (a) (b)
Fig. 1.
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–6 –5 –4 –3 –2 –1 0 1 2
–5
–4
–3
–2
–1
0
1
2
Function f1 = f0 + g0 
–6 –5 –4 –3 –2 –1 0 1 2–2.5
Function g1 
–2
–1.5
–1
–0.5
0
0.5
1
1.5
x 10–3
–6 –5 –4 –3 –2 –1 0 1 2
–5
–4
–3
–2
–1
0
1
2
Function f2 = f1 + g1 
–6 –5 –4 –3 –2 –1 0 1 2
Function g2 
x 10–6
–8
–6
–4
–2
0
2
4
6
–6 –5 –4 –3 –2 –1 0 1 2
–5
–4
–3
–2
–1
0
1
2
Function f3 = f2 + g2 
–1.5
–1
–0.5
0
0.5
1
–6 –5 –4 –3 –2 –1 0 1 2
x 10–8
Error function e3 = f3 – f 
(c) (d)
(e)
(g) (h)
(f)
Fig. 1. (continued).
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3. Some applications
In this section, we brieﬂy present two applications of the preceding decomposition of fk . The results
given in this paper can be also used, for example, for the approximation of zeros of polynomials and
integral equations.
3.1. Approximate integration
Approximating
∫ b
a
f (x) dx by
∫ b
a
fk(x) dx gives rise to interesting recursive quadrature formulae.
Indeed, according to Section 3, we have fk = fk−1 + gk−1 = f0 +∑kj=1 gj−1. Then
QFn,k(f )=
∫ b
a
fk(x) dx =QFn,k−1(f )+Dn,k−1(f )
=QFn,0(f )+Dn,0(f )+ · · · +Dn,k−1(f ), (17)
where Dn,j−1(f )=∑n−1i=0 ∫ xi+1xi gj−1(x) dx, 0jk − 1.
Using the expression of gj−1 on each subinterval [xi, xi+1] we get∫ xi+1
xi
gj−1(x) dx = (j + 1)!
(2j + 2)! (
j
i + (−1)j
j
i )h
j+1
i
= 1
2
j∑
r=1
crj (f
(r)(xi)+ (−1)rf (r)(xi+1))hr+1i ,
where crj = r!2j+1
(
j
r
) (
2j−r−1
r−1
)
.
So, since
∫ xi+1
xi
f0(x) dx = hi2 (f (xi)+ f (xi+1)), we obtain
QFn,k = 12
n−1∑
i=0
hi

(f (xi)+ f (xi+1))+ k∑
j=1
j∑
r=1
crj (f
(r)(xi)+ (−1)rf (r)(xi+1))hri


.
Formula (17) is exact for the space P2k+1, i.e., QFn,k(f ) =
∫ b
a
f (x) dx for all f ∈ P2k+1. Therefore,
En,k(f )=
∫ b
a
f (x) dx −QFn,k(f )= O(h2k+2) when f ∈ C2k+2([a, b]). Moreover, as
QFn,k(f )=QFn,k−1(f )+ 12
n−1∑
i=0
k∑
r=1
crk(f
(r)(xi)+ (−1)rf (r)(xi+1))hr+1i ,
the quantityQFn,k(f ) can be computed recursively.
In the following table, we give some numerical experiments.More speciﬁcally, we compute the integral
values QFn,k(f ), 1k5, for the functions f1(x) = 1/(1 + x2) and f2(x) = x log x when [a, b] is
equipped respectively with the partition 1 = (a =−1<− 0.8<− 0.65<− 0.5<− 0.35<− 0.2<−
0.05< 0.14< 0.3< 0.46< 0.6< 0.78< 0.9<b = 1), and 2 = (a = 2< 2.25< 2.45< 2.62< 2.81< 3
< 3.11< 3.26< 3.35< 3.47< 3.59< 3.78< 3.9<b = 4). The error estimates corresponding to the
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two above functions show that this recursive method is interesting. We will give its detailed study in a
separate paper.
k QFn,k(f1) En,k(f1) QFn,k(f2) En,k(f2)
1 1.570793223165816 −3.1036290801e− 006 6.704060061686482 −4.6615275195e− 007
2 1.570796287167944 −3.9626952830e− 008 6.704060528258368 4.1913406079e− 010
3 1.570796326373669 −4.21227941416e− 010 6.704060527838621 −6.1284310959e− 013
4 1.570796326791806 −3.0904168113e− 012 6.704060527839236 1.7763568394e− 015
5 1.570796326794873 −2.3314683517e− 014 6.704060527839234 0
3.2. Compression of data
According to the multiresolution structure of the decomposition of fk , the piecewise interpolant f0
can be considered as a coarser approximation of a function f and gj−1, 1jk, are the correction
terms which we add to f0 in order to improve the approximation. Then, as in the wavelet case, the
compression can be achieved by thresholding out the small coefﬁcients of detail functions gj−1, 1jk,
i.e., remove all the coefﬁcients ji and 
j
i which are less than given threshold values j , 1jk. Since
ji = (f (j)(xi)− f (j)j−1(x+i )) and 
j
i−1 = (f (j)(xi)− f (j)j−1(x−i )), the removal of one of these coefﬁcients
is equivalent to substitute the data f (j)(xi) by f (j)j−1(x
+
i ) or by f
(j)
j−1(x
−
i ).
Concerning the choice of j , we deduce from Theorem 3.3 that we have
max(|ji |, |
j
i |)
j !
(2j)! h
2j‖f (2j)‖∞.
Hence, if we choose j ∈]0, jh2j [, where j = j !(2j)! ‖f (2j)‖∞, then the error which we make by
substituting f (j)(xi) by f (j)j−1(x
+
i ) or by f
(j)
j−1(x
−
i ) is O(h2j ). Therefore, this method allows us also to
omit some Hermite data without sacriﬁcing quality of approximation. For more details on this application
see [6].
Remark 11. In practice, making Hermite data available is a rather difﬁcult problem by itself. However,
there exist in the literature several classical methods which provide approximation of derivatives of a
function f in terms of its values at some knots of a partition  of [a, b].
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