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Abstract Three-dimensional-random-site-Ising-model (3D-RSIM) along with the Glauber 
dynamics of pseudo-spins (PSs) is applied for the first time to study the relaxion-
ferroelectric-phase-transition (RFPT) of perovskite-relaxor-ferroelectrics (PRFEs) in detail. 
To solve this model, we proposed a new method, mean-field of PS-strings (MF-PSSs), 
which includes the effect of the interfaces between the groups with or without PSs. We find: 
1) 3D-RSIM is a mixed system consisting of permanent-paraelectric-subsystem (PPSS), 
low-transition-temperature ferroelectric-subsystem (LTT-FSS), and high-transition-
temperature ferroelectric-subsystem (HTT-FSS). The contents of these three subsystems 
change with the PS concentration () of the model; 2) When  < p (p is the percolation 
threshold of the 3D-RSIM), HTT-FSS dominates the whole system. On cooling, the system 
undergoes an inhomogeneous-diffuse-ferroelectric-phase-transition (IDFPT), and as  
increases, it shows a crossover from the critical, gradually to Vogel-Fulcher, and to 
Arrehnius type slowdown. Specifically, we observe this crossover from the relationship 
between the peak temperature (Tm) of the real susceptibility of the correlated relaxation of 
PSs and angular frequency (); 3) When  = p, the three subsystems have comparable 
contents. However, when  > p, PPSS becomes the dominating subsystem. As temperature 
decreases, the spontaneous polarization and specific heat of the whole system show an 
IDFPT, but Tm shifts to lower temperature with  until 0K. Since the relaxation time of 
                                                             
* Email: ynhuang@nju.edu.cn 
2 
 
PPSS rapidly increases at lower temperature and diverges at 0K, during a cooling process 
at a limited rate, PPSS must be frozen at a certain temperature, i.e. PS glass transition 
occurs. In short, with the increase of , 3D-RSIGM gradually evolves from the IDFPT 
system to PS glass system, and p is the characteristic concentration of this evolution. 
Moreover, based on the coupling between PSs and crystal lattice, we also give a new 
possible mechanism of Burns transformation. The model predictions in this paper are 
consistent with the corresponding Monte Carlo simulations and typical PRFE experimental 
results. 
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1. Introduction  
Since the discovery of relaxor-ferroelectrics (RFEs) by Smolenskii and co-workers in 
1954 [1-3], RFEs have been often studied by many researchers [4-16] due to their (potential) 
important applications based on their huge susceptibility, piezoelectric coefficient... [5-7] 
However, unlike the conventional-ferroelectric-phase-transition (CFPT), the mechanism of 
relaxion-ferroelectric-phase-transition (RFPT) is not well understood [4-25]. 
Among the existing RFPT theories, there are some main influencing ones. In 1970, 
Smolenskii calculated the distribution of microscopic component concentration, proposing 
a composition disorder model to calculate the static susceptibility of RFEs based on an 
assumption that the local phase transition temperature is proportional to the microscopic 
concentration [3]. Random field theory studied by Westphal et al. emphasized the influence 
of such field to the phase transition and domain structures, but this theory is lack of 
quantitative predictions to compare with experiments [17-20]. In the early 1990s, Viehland 
et al. suggested a polar glass model based on the coupling between polar-nanoregions 
(PNRs), but they did not give a clear model Hamiltonian and its solutions [21-23]. The 
spherical random-field random-bond theory by Blinc et al. treated PNRs as effective 
dipoles, assuming they are in a random Gaussian internal field with their interactions also 
following a Gaussian distribution. This theory successfully predicted the ferroelectric 
phase transition and effective dipole glass transition with specific parameters. However, it 
has an unphysical assumption that the effective dipoles have an infinite long and strong 
interactions [24,25]. To make this theory better, we can further calculate the dynamics 
especially the complex susceptibility of the system, as well as writing down the 
distributions of the PNRs, the random field, and random bond on a microscopic level. 
RFEs is mainly discovered in perovskite-relaxor-ferroelectrics (PRFEs). In section 2, 
we first apply the three-dimensional-random-site-Ising-model (3D-RSIM) along with the 
Glauber dynamics of pseudo-spins (PSs), referred as 3D-RSIGM, to study the RFPT in 
PRFEs in detail. In section 3, a new method of solving 3D-RSIGM is proposed, which is 
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the mean-field of PS-strings (MF-PSSs) accounting for the effect of the interfaces between 
the groups with or without PSs. In section 4, we show computer simulations to calculate 
the distributions of the length of PSSs and their interaction with their nearest neighbors, 
and then we further calculate the order parameter, specific heat and complex susceptibility 
of the PSSs and 3D-RSIGM. Moreover, based on the coupling between PSs and crystal 
lattice, we also give a new possible mechanism of Burns transformation. In section 5, we 
compare our model predictions to related Monte Carlo simulations and experimental results, 
and they show good agreements. Later in the same section, we also propose some potential 
future study of this model to make it better. In the last section, we give the conclusion of 
this paper.  
 
2. Simplified Model of the RFPT in PRFEs 
PRFEs are systems in which two or more ions are unevenly distributed on the crystal 
lattices, also known as compositional disorder systems, for example, Sc3+, Ta5+ in 
PbSc1/2Ta1/2O3; Mg2+, Nb5+ in PbMg1/3Nb2/3O3 (PM1/3N2/3); Zr4+, Ti4+ in BaZrxTi1-xO3 
(BZxT1-x) [26-28]. 
According to the disorder ion valence, it is divided into homovalent (such as BZxT1-x) 
and heterovalent (such as PM1/3N2/3 and SrxBa1-xNb2O6) PRFEs. Both random-internal-
stress-field (RISF) and random-internal-electric-field (RIEF) are generated due to the 
differences in the size and charge of the disorder ions in the heterovalent PRFEs. However, 
there is only RISF in the homovalent ones [18]. 
Taking into account the fact that the heterovalent PRFEs (such as PM1/3N2/3 and SrxBa1-
xNb2O6) and the homovalent ones (BZxT1-x) have qualitatively the same characteristics of 
complex susceptibility [29-39], we could conclude that RIEF has no qualitative influence 
on the characteristics of RFPT (Of course, there must be some quantitative effects). In other 
words, RIEF can be ignored in a simplified microscopic model of RFPT. Considering the 
similarity between RIEF and RISF, RISF can also be neglected in the simplified model. 
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PRFEs such as BZxT1-x [37] and SrxBa1-xNb2O6 [35] show that with the increase of x, 
the system evolves from the occurrence of CFPT to RFPT on cooling. Therefore, it is 
feasible to obtain a reasonable microscopic model of RFPT by appropriately introducing 
component disorder into the existing models of CFPT. 
There are two successful schemes to describe CFPT, including pseudo-spin (PS) 
(Equivalence of the orientation movement of permanent dipoles to spin) [40], and soft-
mode [41-44]. Here, we intuitively choose the first one because it would be convenient and 
direct to introduce the composition disorder. The PS scheme includes three-dimensional 
Ising-model (3D-IM) and its extended ones. The following takes BZxT1-x as an example 
[45-49] to construct 3D-IM with disorder components, i.e. 3D-random-site-IM (3D-RSIM) 
[50, 51] of PRFEs. 
According to the experimental results, the paraelectric-ferroelectric phase transition 
temperature (𝑇𝑐1) of BaTiO3 (BT) is approximately 380K, the Curie-Weiss constant of the 
paraelectric phase (𝐶𝑤) ≈ 1.6 × 10
5K [37]. There is not any phase transition of BaZrO3 
(BZ) from 2K to 1375K, and the Curie constant of BZ (𝐶𝑐) ≈ 3.2 × 10
3K [47]. According 
to the Weiss mean field of 3D-IM, the ferroelectric interaction energy (𝐽) between PSs can 
be obtained, and 𝐽(BT) ≈
𝑇𝑐1
6
= 63K, 𝐽(BZ) ≈ 0K; the ratio of the permanent electric 
dipole moments of (BZ)  to (BT)  is: 
(BZ)
(BT)
= √
𝐶𝑐
𝐶𝑤
= 0.14 , so as a primary 
approximation, we can assume (BZ) to be zero in a microscopic model. Therefore, 
BZxT1-x can be simplified as the following 3D-RSIM [50,51]: 
1) The crystal lattice structure of the model is simple cubic, and the permanent electric 
dipoles (permanent dipole moment being ) of concentration (1-) randomly distribute 
on the lattice points. The rest of the lattice points are empty. 
2) The orientation motion of the permanent electric dipoles is equivalent to two states of 
PSs. In this paper, 𝑖 is used to represent the i
th PS in the model, and its two states are 
represented by 𝑖 = ±1 (𝑖 = 1, 2⋯𝑁(1 − ) , where N is the total number of the 
lattice points with 𝑁 → ∞ ). The lattice points without permanent dipoles are 
6 
 
equivalent to having no PS. 
3) Only the interaction between the nearest-neighbor PSs is not zero, and the interaction 
energy between the ith and its nearest-neighbor jth PS is −𝐽𝑖𝑗 . 
4) All PSs in the model are in a heat bath consisting of ions on the crystal lattice at 
temperature T. 
Therefore, the Hamiltonian of the model is, 
𝐻𝑅𝑆𝐼𝑀 = −𝐽∑ 𝑖𝑗𝑟𝑖

𝑟𝑗

{𝑛𝑛}
𝑖≠𝑗
                                                                                            (2.1A) 
where 𝑟𝑖

 is a random function that 𝑟𝑖

= 0 for  𝑟 < ,  𝑟𝑖

= 1 when 𝑟 ≥ , and 𝑟 is 
a randomly generated number between 0 and 1. {𝑛𝑛} represents the summation of all the 
nearest-neighbors. 
Moreover, in order to describe the dynamic parameters such as complex susceptibility 
of the model, we use the Glauber transition probability (𝑤(𝑖)) [52-54] from 𝑖 to −𝑖 
in unit time (appendix 1) is, 
𝑤(𝑖) =

2
[1 − 𝑖tanh (
𝐻𝑖
𝑘𝐵𝑇
)]                                                                                  (2.1B) 
where 𝐻𝑖 ≡ 𝐽∑ 𝑗𝑟𝑗
{𝑛𝑛𝑖}
𝑗  is the local field of 𝑖, {𝑛𝑛𝑖} represents the summation of the 
nearest-neighbors of 𝑖;  = 0exp (−
𝑈𝐵
𝑘𝐵𝑇
), 𝑈𝐵 is the energy barrier that PSs stride over 
during the transition from 𝑖 to −𝑖, and 0 is the orientation vibration frequency of 
PSs in their local energy valleys. For convenience, 3D-RSIM with the Glauber transition 
probability is called as 3D-random-site-Ising-Glauber-model (3D-RSIGM). 
The reasons for choosing Glauber transition probability are: 1) The Weiss mean-field 
form of 3D-RSIGM with  = 0 is same as Mason theory [55] describing the critical 
relaxation of 2nd order CFPT [56], which is nearly consistent with experiments; 2) For the 
correlated relaxation of multi-PSs, the MF-PSSs of 3D-RSIGM when  → 0 gives the 
similar critical slowdown of relaxation time to the theory (section 4.3 of this article). 
We can imagine that for BZxT1-x,  ≈ x , 𝐽 ,  , and 𝑈𝐵 are almost irrelevant to x 
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when x is small. However, when x is large enough,  > x, 𝐽, , and 𝑈𝐵 will decrease as 
x increases due to the RISF. In addition, PM1/3N2/3, PbZn1/3Nb2/3O3 and PbMg1/3Ta2/3O3 
correspond to 3D-RSIGM of  ≈ 1/3. For the more complicated case of SrxBa1-xNb2O6, 
the relationship between  and x still needs to be studied. 
It is worth noting that 3D-RSIM is recognized as one of the realistic models of spin 
glasses (such as BiScxMn1-xO3) [57-62]. Taking into account the similarity of physical 
quantities of PRFEs and spin glasses with temperature and frequency, it can be considered 
that 3D-RSIM is also one of the realistic simplified models of PRFEs. 
The solution of 3D-RSIGM consists of calculating: 1) the thermodynamic quantities 
of 3D-RSIM, such as order parameters, static susceptibility, and specific heat; 2) the 
dynamic parameters of 3D-RSIGM, such as complex susceptibility. 
 
3. New Mean-Field of PS-Strings to Solve 3D-RSIGM 
According to the author's knowledge, the exact partition function of 3D-RSIM 
(including 3D-IM) have not yet been obtained. The approximate solving methods are 
renormalization group theory (RGT) [63,64] etc. Below, we illustrate the difficulties to 
solve 3D-RSIM from simple examples. 
It can be imagined that in 3D-RSIM for 𝑁 → ∞, the following two subsystems must 
be included: 
1) Finite one-dimensional-Ising-model (1D-IM) [65] of PSs. The exact solution shows 
that 1D-IM is always at paraelectric state [66-67]. This article refers to this kind of 
subsystem as the permanent-paraelectric-subsystem (PPSS). 
2) Finite two-dimensional-Ising-model (2D-IM) of PSs. Its exact solution indicates that 
a diffuse peak of specific heat appears at a certain temperature [68, 69], and the total 
spontaneous polarization is zero [70], which leads to the conclusion that there is not 
any phase transition in finite 2D-IM. However, according to Imry-Ma theory [71], this 
originates from the boundary effect of finite systems, which leads to the multi-domain 
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formation in ferroelectric phase. Now, it is widely believed that there is a diffuse-
ferroelectric-phase-transition (DFPT) in finite 2D-IM. Here, this kind of subsystem is 
called as ferroelectric-subsystem (FSS). 
3D-RSIM includes both PPSSs and FSSs, and the phase transition temperature of FSS 
has a distribution. Therefore, in addition to the physical quantities, such as order parameter, 
specific heat, and susceptibility of CFPT in homogeneous systems, the description of 3D-
RSIM also requires the contents of different subsystems.  
The coexistence of PPSS and FSS in 3D-RSIM also indicates that RGT [63,64] has 
the following problems: 1) For  < 
p
 (
p
≈ 0.69, the percolation threshold) [72], the 
model has a 2nd order CFPT with temperature according to this theory. This obviously 
ignores PPSS, especially when  is close to 
p
; 2) Based on RGT, the model has no phase 
transition when  ≥ 
p
, which clearly neglects the phase transition of FSS. 
The finite series expansion method for solving 3D-IM is only accurate at either low 
or high temperatures, and the calculation error is larger near the phase transition. The 
coexistence of PPSS and FSS in 3D-RSIM will further increase the error of this method 
[73]. 
In this paper, we propose a new mean-field of multi-PSs, i.e. mean-field of PS-strings 
(PSSs) to solve 3D-RSIGM, and it is called MF-PSSs to distinguish from the mean-field 
of straight spin chains for solving 3D-IM [74]. The definition of a PSS is that any internal 
PS is connected to two nearest neighbor PSs, and the endpoint PS only to one nearest-
neighbor PS in the string. Here, a PSS containing 𝑛 PSs is expressed as n-PSS. MF-PSSs 
includes: 
1) PSS construction in 3D-RSIM: (1) Connect the nearest-neighbor PSs into short PSSs 
along the z-axis direction of the crystal lattice; (2) Any two nearest neighbor endpoints 
of the short PSSs are connected along the y-axis direction (An endpoint already 
connected to a PSS is no longer reconnected); (3) Continue to connect any two nearest 
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neighbor endpoints along the x-axis direction to form long PSSs. This construction 
process is schematically shown in Fig.1. 
2) Count the number of n-PSSs with the string length (𝑛) in the model, obtaining the 
corresponding distribution function (𝑞𝑛). 
3) Count the number of n-g-PSSs (n-PSSs with the nearest neighbor number of PSs being 
𝑔) in the model, getting the corresponding distribution function (
𝑛
𝑔). 
4) The interaction between n-g-PSSs and their nearest-neighbor PSs is described by the 
following mean-field of Weiss type [75] (with considering the interfacial effect 
between the groups with or without PSs [69]),  −𝐽
𝑔
𝑛
[(1 −
1
𝑛
)
𝑛
𝑔 +
1
𝑛
] ∑ 𝜎𝑖
𝑛
𝑖=1   (see 
Appendix 2 for details), where 𝜎𝑖 indicates the i
th PS states of n-g-PSSs, and, 

𝑛
𝑔 ≡
1
𝑛
∑𝑠𝑛𝑖
𝑔
𝑛
𝑖=1
                                                                                                            (3.1) 
which is the order parameter of n-g-PSSs, and 𝑠𝑛𝑖
𝑔   is the expectation value of 𝜎𝑖 
(Appendix 3-4).  
Therefore, the Hamiltonian of n-g-PSSs is, 
𝐻𝑛
𝑔 = −𝐽∑𝜎𝑖𝜎𝑖+1
𝑛−1
𝑖=1
− 𝐽
𝑔
𝑛
[(1 −
1
𝑛
)
𝑛
𝑔 +
1
𝑛
]∑𝜎𝑗
𝑛
𝑗=1
                                               (3.2A) 
From 𝐻𝑛
𝑔
, the Glauber transition probability 𝑤(𝜎𝑖) [52-54] of n-g-PSSs is obtained 
(Appendix 1): 
For 𝑛 = 1, 
𝑤(𝜎1) =

2
(1 − 𝜎1)                                                                                                      (3.2B) 
For 𝑛 = 2, 
{
𝑤(𝜎1) =

2
[1 − 𝜎1 + (− 𝜎1)𝜎2] 
𝑤(𝜎2) =

2
[1 − 𝜎2 + (− 𝜎2)𝜎1]
                                                                      (3.3C) 
For 𝑛 ≥ 3, 
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{
 
 
 
 𝑤(𝜎1) =

2
[1 − 𝜎1 + (− 𝜎1)𝜎2]                        
𝑤(𝜎𝑛) =

2
[1 − 𝜎𝑛 + (− 𝜎𝑛)𝜎𝑛−1]                   
𝑤(𝜎𝑘) =

2
[1 − 𝜎𝑘 + 𝛽(− 𝜎𝑘)(𝜎𝑘−1 + 𝜎𝑘+1)]
                                          (3.3D) 
where 𝑘 = 2,⋯𝑛 − 1 ,  ≡ tanh() ,  ≡
1
2
tanh(2) ,  ≡
𝐽
𝑇
 , 𝐽 ≡
𝐽
𝑘𝐵
 ,   ≡
tanh(),  ≡
𝑛
𝑔
𝑇
[(1 −
1
𝑛
)
𝑛
𝑔 +
1
𝑛
], 𝑛
𝑔 ≡
𝑔
𝑛
𝐽, 𝑘𝐵 is Boltzmann constant. 
 
4. Order parameter, specific heat, complex susceptibility, Burns 
transformation of 3D-RSIGM 
This section mainly includes: 1) The number of n-PSSs in 3D-RSIM was counted by 
computer simulation, and the results of 𝑞𝑛 and 𝑛
𝑔 were obtained in subsection 4.1; 2) In 
subsection 4.2, according to Eq.3.2A, we first strictly calculate the order parameter (
𝑛𝑒
𝑔 ), 
static susceptibility (
𝑠
𝑛𝑔 ) and specific heat (𝑐𝑛
𝑔
 ) of n-g-PSSs, then obtain the order 
parameter (), spontaneous polarization (𝑃𝑠), static susceptibility (𝑠
𝑝𝑠), specific heat (𝑐𝑝𝑠) 
of 3D-RSIM by these results, 𝑞𝑛, and 𝑛
𝑔, and get the contents of PSS and FSS with  in 
the model; 3) In subsection 4.3, the complex susceptibility (
𝑛
𝑔∗) of n-g-PSSs was first 
strictly calculated according to Eq.3.2, then the complex susceptibility (
𝑝𝑠
∗ ) of 3D-RSIGM 
is obtained based on 
𝑛
𝑔∗ , 𝑞𝑛  and 𝑛
𝑔 ; 4) A new possible mechanism of Burns 
transformation is given in subsection 4.4. 
 
4.1 Computer Simulations of 𝑞𝑛 and 𝑛
𝑔  in 3D-RSIM 
In this article, we use the following computer simulations to calculate 𝑞𝑛 and 𝑛
𝑔. 
Specifically: 1) Construct a three-dimensional simple cubic lattice with 400×400×400 
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grid points; 2) For any lattice point, a random number (𝑟 ) between 0 and 1 is firstly 
generated by the visual studio 2012 FORTRAN program, and there is no PS or a PS on the 
point if  𝑟 <  or  𝑟 ≥ , respectively. Fig.1A illustrates the distribution of PSs in a y-z-
plane in the simulation system when  = 0.4. 
According to the construction method of PSSs in section 3, we construct PSSs in the 
above simulation systems (as illustrated in Fig.1B-C), and the resulting 𝑞𝑛 vs n (Fig.2) 
can be described by the following exponential function, 
𝑞𝑛 = 𝑞0𝑒
−𝑛/𝑛0                                                                                                                  (4.1.1) 
where 𝑛0  is the average length of PSSs, and 𝑞0  is the normalized constant (the 
normalized condition of 𝑞𝑛 used here is ∑ 𝑛𝑞𝑛
∞
𝑛=1 = 1). 
As shown in Fig.2, the simulated 𝑞𝑛 data fluctuates regularly around the fitted values 
of Eq.4.1.1 when n is small, and the fluctuations decrease rapidly with increasing n. It is 
still unclear whether this question is derived from the construction method of PSs used in 
this paper or pseudo-random numbers. 
The probability that a PS belongs to n-PSSs is 𝑛𝑞𝑛, and 𝑛𝑞𝑛 versus (vs) 𝑛 is shown 
in the inset of Fig.2. It can be seen that 𝑛𝑞𝑛 appears as a single peak with the change of 
n, and the corresponding 𝑛 value (𝑛𝑝) of the peak position decreases until 𝑛𝑝 = 1 as  
increases (Table 1 in detail). 
Here, the maximum value (𝑛c) of 𝑛 for numerical calculation is taken as where 𝑛𝑞𝑛 
is 1% of its maximum value and 𝑛c > 𝑛𝑝, as shown in Table 1. 
Table 1:  𝑛𝑝 and 𝑛𝑐 vs  
 𝑛𝑝 𝑛𝑐 
0.10 17 132 
0.20 12 90 
0.30 9 70 
0.40 7 54 
0.50 5 42 
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0.60 4 31 
0.70 3 21 
0.80 2 14 
0.85 1 11 
0.90 1 8 
0.95 1 5 
0.99 1 3 
 
For series of  values, the resulting 𝑛0 is shown in Fig.3. It can be seen that 𝑛0 
decreases with increasing . 
In this paper, the ring PSSs in 3D-RSIM are ignored (Fig.1C). The probability (𝐸𝑅) 
that the PSs belong to the ring PSSs is equal to the number of all PSs in the ring PSSs 
dividing by the total number of PSs in the model. 𝐸𝑅 vs  is shown in the inset of Fig.3, 
and the maximum value of 𝐸𝑅 is about 2.7%. 
The simulated 
𝑛
𝑔 vs 𝑔 for series of  and n is shown in Fig.4 (the normalized 
condition of 
𝑛
𝑔 used is ∑ 
𝑛
𝑔4𝑛
𝑔=0 = 1 in this paper). It is known that there is a single peak 
of 
𝑛
𝑔 with 𝑔 for all  and n (It could be imagined that, when  → 0, 
𝑛
𝑔 is a Dirac -
function at 
𝑔
𝑛
= 4). Representing 𝑔 corresponding to the maximum value of 
𝑛
𝑔 as 𝑔𝑝
𝑛, 
it can be seen that: 1) There is a threshold at 
s
≈ 0.3, and 𝑔𝑝
𝑛 is nearly irrelevant to n 
when  ≈ 
s
 ; 2) 𝑔𝑝
𝑛 becomes larger or smaller as n decreases for  < 
s
 or  > 
s
 , 
respectively. 
 Fig.5 shows that, 
𝑛
𝑔 of 𝑛 = 𝑛𝑝 changes with 𝑔 in 3D-RSIM for series of , which 
indicates that: 1) There is another threshold at  ≈ 0.7 , and this value is near to the 
percolation threshold (
p
= 0.69) of 3D-RSIM [72] (Here, we consider this threshold is 
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equal to 
p
). When  ≥ 
p
, 𝑔𝑝
𝑛 = 0, and the 
𝑛
𝑔 peak becomes narrow with the increase 
of ; 2) For  < 
p
, 𝑔𝑝
𝑛 decreases, while 
𝑛
𝑔 peak widens as  goes up. 
 
4.2 Order Parameters, Static susceptibility and Specific Heat of 3D-RSIM 
 When the n-g-PSSs is in thermal equilibrium, the corresponding equilibrium value 
(
𝑛𝑒
𝑔 ) of 
𝑛
𝑔 is, 

𝑛𝑒
𝑔 = [
1
𝑛𝑍𝑛
𝑔
𝜕𝑍𝑛
𝑔
𝜕
]
=e
= [ +
1 − 2
𝑛𝑄𝑛
𝑔
𝜕𝑄𝑛
𝑔
𝜕
]
=e
                                                   (4.2.1) 
where 𝑍𝑛
𝑔
 is the partition function of n-g-PSSs corresponding to 𝐻𝑛
𝑔
 (Appendix 3), also 
see Appendix 3 for 𝑄𝑛
𝑔
, 
e
≡ tanh(e), and e ≡
𝑛
𝑔
𝑇
[(1 −
1
𝑛
)
𝑛𝑒
𝑔 +
1
𝑛
]. 
 From Eq.4.2.1, the static susceptibility (
𝑠
𝑛𝑔) of n-g-PSSs in thermal equilibrium is 
(Appendix 5), 
  
𝑠
𝑛𝑔 =
𝐶𝑤
𝑁0
𝑛𝑛
𝑔
𝑇−𝑛
𝑔
𝐴𝑛
𝑔                                                                                                         (4.2.2) 
Also see Appendix 5 for 𝑛
𝑔, 𝐴𝑛
𝑔 ≡ (1 −
1
𝑛
)𝑛
𝑔,  𝐶𝑤 ≡
𝑁0𝜇
2
0𝑘𝐵
 is the Curie-Weiss constant, 
𝑁0 is the number of the lattice points per unit volume, and 0 is vacuum dielectric 
constant. 
When n-g-PSSs is in thermal equilibrium, the average internal energy (𝑢𝑛
𝑔
) and specific 
heat (𝑐𝑛
𝑔
) per PS obtaining from 𝐻𝑛
𝑔
 of Eq2.3A is, 
𝑢𝑛
𝑔 = 𝑢𝑐
𝑛𝑔 + 𝑢𝑓
𝑛𝑔                                                                                                        (4.2.3A) 
𝑢𝑐
𝑛𝑔 = − [
𝐽
𝑍𝑛
𝑔
𝜕𝑍𝑛
𝑔
𝜕
]
=e
                                                                                           (4.2.3B) 
𝑢𝑓
𝑛𝑔 = −
𝐽
2
𝑔
𝑛
[(1 −
1
𝑛
)
𝑛𝐸
𝑔 +
1
𝑛
]
𝑛𝐸
𝑔                                                                     (4.2.3C) 
𝑐𝑛
𝑔 =
𝜕𝑢𝑛
𝑔
𝜕𝑇
                                                                                                                      (4.2.4) 
Here, 𝑢𝑐
𝑛𝑔
 and 𝑢𝑓
𝑛𝑔
 are the average internal energies per PS, which correspond to the 
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intra- and inter-string interactions, respectively. 
Fig.6 shows the variation of 
𝑛𝑒
𝑔 , 
𝑠
𝑛𝑔, and 𝑐𝑛
𝑔
 with T for 
𝑔
𝑛
= 3 and series of 𝑛. 
Combining with Eq.3.2A, 2nd order CFPT (the peak value of 
𝑠
𝑛𝑔 is infinite) can only 
occur in n-g-PSSs with 𝑛 → ∞. For finite n, n-g-PSSs undergoes a diffuse-ferroelectric-
phase-transition (DFPT) (
𝑠
𝑛𝑔 (Fig.6b) and 𝑐𝑛
𝑔
 (Fig.6c) is a dispersion peak at a certain 
temperature), and the phase transition spreads to a wider temperature zone as n decreases. 
In this article, we define the temperature corresponding to the maximum value of −
𝜕𝑛𝑒
𝑔
𝜕𝑇
 
as the transition temperature (𝑇𝑝
𝑛𝑔
) of the DFPT of n-g-PSSs. 
Fig.7 shows 
𝑛𝑒
𝑔  , 
𝑠
𝑛𝑔 , and 𝑐𝑛
𝑔
  vs T for 𝑛 = 10 and series of 𝑔 , indicating that 
𝑇𝑝
𝑛𝑔
 of DFPT moves to low temperature as 𝑔 drops off (Fig.7b), as well as 
𝑛𝑒
𝑔  and 𝑐𝑛
𝑔
 
are not zero at temperature far higher than 𝑇𝑝
𝑛𝑔
. 𝑇𝑝
𝑛𝑔 ≡ 0 for n-g-PSSs with 𝑔 = 0 (n-
0-PSSs), giving that n-0-PSSs is PPSS; n-g-PSSs of 𝑔 ≠ 0 is FSS. 
Physically, for finite n and 𝑔 > 0, the non-zero 
𝑛𝑒
𝑔  value at temperature higher than 
𝑇𝑝
𝑛𝑔
  originates from that, the existence of the groups without PS makes the energy 
difference between the orientational configurations of all PSs becomes larger, leading to 
the probability of the ferroelectric configurations in 3D-RSIM being higher compared with 
3D-IM [69]. 
The order parameter ( ), spontaneous polarization (𝑃𝑠 ), static susceptibility (𝑠
𝑝𝑠 ), 
average internal energy (𝑢𝑝𝑠) and average specific heat (𝑐𝑝𝑠) per PS of 3D-RSIM are, 
 = (1 − )∑∑𝑛𝑞𝑛𝑛
𝑔
𝑛𝐸
𝑔
4𝑛
𝑔=1
∞
𝑛=1
                                                                              (4.2.5A) 
𝑃𝑠 = 𝑁0                                                                                                                    (4.2.5B) 

𝑠
𝑝𝑠 ≈ (1 − )∑∑𝑞𝑛𝑛
𝑔
𝑠
𝑛𝑔
4𝑛
𝑔=0
∞
𝑛=1
                                                                                (4.2.6) 
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𝑢𝑝𝑠 = (1 − )∑∑𝑛𝑞𝑛𝑛
𝑔𝑢𝑛
𝑔
4𝑛
𝑔=0
∞
𝑛=1
                                                                            (4.2.7A) 
𝑐𝑝𝑠 = (1 − )∑∑𝑛𝑞𝑛𝑛
𝑔𝑐𝑛
𝑔
4𝑛
𝑔=0
∞
𝑛=1
                                                                             (4.2.7B) 
In the calculation of macroscopic 
𝑠
𝑝𝑠  by the microscopic 
𝑠
𝑛𝑔 , this paper uses an 
approximation similar to the parallel capacitance circuit (Eq.4.2.6). 
For series of , 𝑃𝑠, 𝑠
𝑝𝑠, and 𝑐𝑝𝑠 vs T are shown in Fig.8, and it can be seen that: 
1) 3D-RSIM has a transition from  = 0  to  ≠ 0  on cooling (Fig.8a), i.e. a 
ferroelectric phase transition occurs at a certain temperature. 
2) As  increases, 
(𝑇→0)
1−
 decreases (Fig.8a), indicating that only part of the PSs in 3D-
RSIM undergoes ferroelectric phase transition. In fact, the n-0-PSSs in the model is 
the only PPSS as mentioned above, and the content (𝑅𝑃
0) of PPSS in 3D-RSIM is, 
𝑅𝑃
0 = (1 − )∑𝑛𝑞𝑛𝑛
0
∞
𝑛=1
                                                                                           (4.2.9) 
And the static susceptibility (
𝑠
0) of PPSS is, 

𝑠
0 ≈ 𝑁0(1 − )∑ 𝑞𝑛𝑛
0
𝑠
𝑛0
∞
𝑛=1
                                                                                   (4.2.10) 
In 3D-RSIM, the transition from 0 to nonzero on cooling happens within a certain 
temperature range (Fig.8a), while 
𝑠
𝑝𝑠 and 𝑐𝑝𝑠 appear as diffuse peaks (Fig.8b-c). This is 
due to the spatial distribution of 𝑇𝑝
𝑛𝑔
 of n-g-PSSs with different 𝑛 and 𝑔, so that the 
transition is an inhomogeneous-DFPT (IDFPT). 
3) As T decreases, there is an IDFPT when  < 0.5; two distinct IDFPTs (Fig.8b) near 
 = 
p
 , and which are called as low-temperature-IDFPT (LT-IDFPT) and high-
temperature-IDFPT (HT-IDFPT), respectively; single IDFPT again for  > 0.8. 
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The detailed analysis shown in Fig.9 shows that LT-IDFPT and HT-IDFPT originate 
from n-g-PSSs of 𝑔 = 1  (n-1-PSSs) and n-g-PSS of 𝑔 ≥ 2  (n-2+-PSSs) in FSS, 
respectively. The order parameter (
1
), spontaneous polarization (𝑃𝑠
1), static susceptibility 
(
𝑠
1), and average specific heat per PS (𝑐𝑝𝑠
1 ) of n-1-PSSs are, 

1
≡ (1 − )∑𝑛𝑞𝑛𝑛
1
𝑛𝐸
1          
∞
𝑛=1
                                                                        (4.2.10A) 
𝑃𝑠
1 ≡ 𝑁01                                                                                                              (4.2.10B) 

𝑠
1 ≈ 𝑁0(1 − )∑ 𝑞𝑛𝑛
1
𝑠
𝑛1
∞
𝑛=1
                                                                                  (4.2.11) 
𝑐𝑝𝑠
1 = (1 − )∑𝑛𝑞𝑛𝑛
1𝑐𝑛
1         
∞
𝑛=1
                                                                            (4.2.12) 
The order parameter (
2+
), spontaneous polarization (𝑃𝑠
2+), static susceptibility (
𝑠
2+), 
and average specific heat per PS (𝑐𝑝𝑠
2+) of n-2+-PSSs are, 

2+
= (1 − )∑∑𝑛𝑞𝑛𝑛
𝑔
𝑛𝐸
1
4𝑛
𝑔=2
∞
𝑛=1
                                                                        (4.2.13A) 
𝑃𝑠
2+ = 𝑁02+                                                                                                          (4.2.13B) 

𝑠
2+ ≈ 𝑁0(1 − )∑∑𝑞𝑛𝑛
𝑔
𝑠
𝑛𝑔
4𝑛
𝑔=2
∞
𝑛=1
                                                                         (4.2.14) 
𝑐𝑝𝑠
2+ = (1 − )∑∑𝑛𝑞𝑛𝑛
𝑔𝑐𝑛
𝑔
4𝑛
𝑔=2
∞
𝑛=1
                                                                             (4.2.15) 
When  is small, n-2+-PSSs dominate FSS, so 3D-RSIM has a HT-IDFPT; FSS mainly 
contains n-1-PSSs for  is large enough, which shows single LT-IDFPT; Near  = 
p
, the 
contents of n-1-PSSs and n-2+-PSSs are almost the same in FSS, and both the HT- and LT-
IDFPT appear with T. 
The contents of n-1-PSSs (𝑅𝐹
1) and n-2+-PSSs (𝑅𝐹
2+) in 3D-RSIM are,  
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𝑅𝐹
1 = (1 − )∑𝑛𝑞𝑛𝑛
1
∞
𝑛=1
                                                                                           (4.2.16) 
 𝑅𝐹
2+ = (1 − )∑∑𝑛𝑞𝑛𝑛
𝑔
4𝑛
𝑔=2
∞
𝑛=1
                                                                                 (4.2.17) 
In order to quantitatively describe the HT- and LT-IDFPT of 3D-RSIM, this paper 
defines: 1) The temperatures corresponding to the maximum values of −
𝑑1
𝑑𝑇
 and −
𝑑2+
𝑑𝑇
 
being the phase transition temperatures of n-1-PSSs (𝑇𝑃
1) and n-2+-PSSs (𝑇𝑃
2+); 2) To show 
the dispersion of the phase transitions, the diffuse temperatures (𝑇𝑑
1 and 𝑇𝑑
2+) determined 
by 
𝑃𝑠
1(𝑇𝑑
1)
𝑃𝑠
1(𝑇𝑃
1)
≡
1
𝑒
 and 
𝑃𝑠
2+(𝑇𝑑
2+)
𝑃𝑠
2+(𝑇𝑃
2+)
≡
1
𝑒
; 3) The diffuse factors, 𝑑𝑝
1 ≡
𝑇𝑑
1−𝑇𝑃
1
𝑇𝑃
1  and 𝑑𝑝
2+ ≡
𝑇𝑑
2+−𝑇𝑃
2+
𝑇𝑃
2+ , 
respectively. 
The phase diagram of 3D-RSIM is shown in Fig.10, namely 𝑇𝑝
1, 𝑇𝑝
2+, 𝑇𝑑
1, 𝑇𝑑
2+, 𝑑𝑝
1 , 
𝑑𝑝
2+, 𝑅𝑃
0, 𝑅𝐹
1, 𝑅𝐹
2+, and 𝑇𝑏 (Burns temperature, see subsection 4.4 in detail) vs , which 
indicate that: 
1) As  increases, 𝑇𝑝
2+ first decreases, but it remains almost unchanged after  = 
p
; 
𝑇𝑑
2+ first goes up slightly, then drops rapidly, and keeps as a constant after  = 0.8; 
𝑇𝑑
1 first slowly, then drop rapidly, and increases slightly at the end; 𝑑𝑝
2+ shows a 
diffuse peak near  = 
p
 ; 𝑑𝑝
1   decreases first, and then increases a little.  𝑇𝑝
2+  is 
always higher than 𝑇𝑝
1, and  𝑇𝑝
1 is almost irrelevant to . 
2) With increasing , 𝑅𝑃
0 and 𝑅𝐹
2+, respectively, increases and decreases monotonically, 
with the maximum growth or drop rate near  = 0.8; 𝑅𝐹
1 shows a diffuse peak with 
the peak position near  = 0.75 . In other words, 3D-RSIM has three subsystems: 
PPSS (n-0-PSSs), low-transition-temperature FSS (LTT-FSS, i.e. n-1-PSSs), and high-
transition-temperature FSS (HTT-FSS, i.e. n-2+-PSSs). The dominant subsystem is 
HTT-FSS when  is small; PPSS, LTT-FSS, and HTT-FSS almost have the same 
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contents near  = 
p
; PPSS dominates the whole system when  is large enough. 
Along with the IDFPTs, there are at least three different kinds of interfaces in 3D-
RSIM: 1) Phase boundaries: the interfaces between adjacent paraelectric and ferroelectric 
regions; 2) Sub-phase boundaries: the interfaces between adjacent ferroelectric regions of 
different 
𝑛𝑒
𝑔  values; 3) Domain walls: the interfaces in ferroelectric regions with equal 

𝑛𝑒
𝑔  values but opposite polarization directions. According to Imry-Ma theory [69], the 
ferroelectric regions in 3D-RSIM must become multi-domains due to the influence of the 
groups without PSs within and adjacent to the regions. 
 
4.3 Complex Susceptibility of the Correlated Relaxation of PSs in 3D-RSIGM 
 In the vicinity of the transition or critical temperature of 2nd order CFPT of typical 
ferroelectrics (such as TGS), not only there is the correlated relaxation of PSs (CR-PSs) 
(Referred as critical relaxation, phase transition relaxation [55,56]), but also it includes the 
relaxation of domain walls and other defects [76, 77]. 
 In this section, the linear complex susceptibility (
𝑛
𝑔∗) of CR-PSs of n-g-PSSs is strictly 
calculated first based on Eq.3.2 (Appendix 6-9), and then by using 
𝑛
𝑔∗, 𝑞𝑛, and 𝑛
𝑔, the 
linear complex susceptibility (
𝑝𝑠
∗  ) of CR-PS in 3D-RSIGM is given according to the 
extended-Wagner-Approximation (EWA) [78]. 
The complex susceptibility (including the linear and high order) of n-g-PSSs is related 
to the change of 𝑠𝑛𝑘
𝑔
 with time (𝑡). Due to the interaction between PSs, the evolutions of 
𝑠𝑛𝑘
𝑔
 and 
𝑛𝑘
𝑔  (𝑘 =1, ⋯n) is interrelated (Appendix 6). 

𝑛
𝑔∗  is directly related to the sufficiently small deviation (𝑛𝑘
𝑔
 ) of 𝑠𝑛𝑘
𝑔
  from its 
equilibrium value (𝑠𝑛𝑘
𝑔𝑒 = 𝑠𝑛𝑘
𝑔 |
=e
), i.e. 𝑛𝑘
𝑔 ≡ 𝑠𝑛𝑘
𝑔 − 𝑠𝑛𝑘
𝑔𝑒
. With 𝑡, 𝑛𝑘
𝑔
 (𝑘 = 1,⋯𝑛) obey 
the following homogeneous linear equations (Appendix 8), 
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1

𝑑
𝑑𝑡
[
𝑛1
𝑔
⋮
𝑛𝑛
𝑔
] = − [
𝑀1,1 ⋯ 𝑀1,𝑛
⋮ ⋱ ⋮
𝑀𝑛,1 ⋯ 𝑀𝑛,𝑛
] [
𝑛1
𝑔
⋮
𝑛𝑛
𝑔
]                                                                 (4.3.1) 
where the square matrix [𝑀]𝑛,𝑛 is defined also in Appendix 8. 
The physical meaning of the solution (Eqs.A8.1B, A8.2I and A8.3H in Appendix 8) of 
Eq.4.3.1 is that, the coupling relaxation of 𝑛𝑘
𝑔
 (𝑘 = 1,⋯𝑛) is equivalent to n mutually 
independent spatial-relaxation-modes (SRMs), which have different relaxation times 
(𝑛𝑘
𝑔
, 𝑘 = 1,⋯𝑛) [79] and spatial distributions (𝑣𝑛𝑘
𝑔𝑖，𝑘, 𝑖 = 1,⋯𝑛). From short to long 
𝑛𝑘
𝑔
 (𝑘 = 1,⋯𝑛), all the SRMs are referred as 1st and nth SRM, respectively. 
Fig.11 and Fig.12 show 𝑛𝑘
𝑔
 (𝑘 = 1,⋯𝑛) vs 𝑇 for series of 𝑛 and 𝑔. We can see 
that 𝑛𝑛
𝑔
  has a diffuse peak near 𝑇𝑝
𝑛𝑔
 , while 𝑛𝑘
𝑔
  (𝑘 = 1,⋯𝑛 − 1 ) has not the 
abnormal, and except 𝑛 = 1, 𝑛𝑛
𝑔
 increases again with decreasing 𝑇, until diverges at 
𝑇 = 0K. In addition, the diffuse peak of 𝑛𝑛
𝑔
 gradually transits to a -type one as 𝑛 
goes up (Fig.12a), and approximately 𝑛𝑛
𝑔 ~
1
𝑇−𝑇𝑝
𝑛𝑔 , which is consistent with the critical 
slowdown result of Mason theory [55]. Fig.12b indicates that, as long as 𝑔 ≠ 0 , 𝑛𝑛
𝑔
 
always have a diffuse peak near 𝑇𝑝
𝑛𝑔
, and for all 𝑔 values, 𝑛𝑛
𝑔
 has the same divergent 
behavior at low temperatures. 
Fig.13 and Fig.14 show 𝑣𝑛𝑘
𝑔𝑖
 (𝑘 = 1,⋯𝑛) of SRMs vs the PS position (𝑖 = 1,⋯𝑛) in 
n-g-PSSs when 𝑛 = 3  and 4. Combining the results of 𝑛 = 2  (Eq.A8.2I), we can 
conclude that the characteristic of 𝑣𝑛𝑘
𝑔𝑖
 is similar to that of standing waves. Similarly, this 
article also introduces the nodes of 𝑣𝑛𝑘
𝑔𝑖
 (𝑘, 𝑖 = 1,⋯𝑛), where 𝑣𝑛𝑘
𝑔𝑖
 is equal to zero, or 
two neighboring 𝑣𝑛𝑘
𝑔𝑖
 intersects at zero. Moreover, the nth, ⋯ 1st SRMs, respectively, 
have 0, ⋯ 𝑛 − 1 nodes, and the larger the number of nodes, the more uneven the spatial 
distribution of SRM is; 2) For the nth, n-2th ⋯ SRMs whose node numbers are even, 
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𝑣𝑛𝑘
𝑔𝑖 = 𝑣𝑛𝑘
𝑔𝑛−𝑖−1
 (𝑘 = 𝑛, 𝑛 − 2⋯). For the n-1th, n-3th ⋯ SRMs with odd number of nodes, 
there are 𝑣𝑛𝑘
𝑔𝑖 = −𝑣𝑛𝑘
𝑔𝑛−𝑖−1
 (𝑘 = 𝑛 − 1, 𝑛 − 3⋯). 
If the measured external field (electric field, stress, etc.) can be coupled with the SRMs, 
they can be detected. As shown in Appendix 9, the exact results of the real part (
𝑛
𝑔′) and 
imaginary part (
𝑛
𝑔′′) of 
𝑛
𝑔∗ of n-g-PSSs with angular frequency () is, 

𝑛
𝑔∗ = 
𝑛
𝑔′ − 𝑖𝑐𝑛
𝑔′′ =∑
𝑛𝑘
𝑔
1 + 𝑖𝑐𝑛𝑘
𝑔
𝑛
𝑘=1
                                                                       (4.3.2) 
where 𝑖𝑐 is the imaginary unit, and 𝑛𝑘
𝑔
 is the dielectric relaxation strength of the kth 
SRM in n-g-PSSs, 
𝑛𝑘
𝑔 ≡
𝑉𝑛𝑘
𝑔𝑛
0𝐸0
∑𝑣𝑛𝑘
𝑔𝑖
𝑛
𝑖=1
                                                                                                  (4.3.3) 
Among them, 
𝑉𝑛𝑘
𝑔𝑛
0𝐸0
  is the coupling strength of the kth SRM with a sufficiently small 
external electric field (𝐸0) in dielectric spectroscopy measurements. From Eq.4.3.3, 𝑛𝑘
𝑔 =
0 (𝑘 = 𝑛 − 1, 𝑛 − 3⋯) due to that 𝑣𝑛𝑘
𝑔𝑖 = −𝑣𝑛𝑘
𝑔𝑛−𝑖+1
. 
Fig.15 shows that, compared with 𝑛𝑛
𝑔  , the rest of 𝑛𝑘
𝑔
 (𝑘 = 1,⋯𝑛 − 1 ) is much 
smaller, and by combining Eq.4.3.2 and A9.9, we get, 

𝑛
𝑔∗ = 
𝑛
𝑔′ − 𝑖𝑐𝑛
𝑔′′ ≈

𝑠
𝑛𝑔
1 + 𝑖𝑐𝑛𝑛
𝑔                                                                               (4.3.4) 
Fig.16 gives, when 
𝑔
𝑛
= 3 and 𝑈𝐵 = 50𝐽 , 𝑛
𝑔′ and 
𝑛
𝑔′′ vs 𝑇 , series of  and 𝑛 
calculated by Eq.4.3.4, which can be seen as follows: 1) When  ≠ 0, 
𝑛
𝑔′ and 
𝑛
𝑔′′ have 
respectively a diffuse peak near 𝑇𝑝
𝑛𝑔
 at the same time; 2) As  increases, the peak 
temperatures of 
𝑛
𝑔′ and 
𝑛
𝑔′′, the low temperature side of 
𝑛
𝑔′ peak, and both of the high 
and low temperature sides of 
𝑛
𝑔′′ peak, all move toward high temperature, while the high 
temperature side of 
𝑛
𝑔′ peak is almost unchanged. 
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
𝑛
𝑔∗ in 3D-RSIGM has a distribution of both 𝑛 and 𝑔 . However, there is still no 
rigorous theoretical method to calculate the complex susceptibility of heterogeneous 
systems on molecular scale. In this paper, EWA is used to calculate the real (
𝑝𝑠
′  ) and 
imaginary part (
𝑝𝑠
′′ ) of the complex susceptibility (
𝑝𝑠
∗ ) of 3D-RSIGM, that is, 

𝑝𝑠
∗ = 
𝑝𝑠
′ − 𝑖𝑐𝑝𝑠
′′ ≈ 𝑁0(1 − )∑∑𝑞𝑛𝑛
𝑔
𝑛
𝑔∗
4𝑛
𝑔=0
∞
𝑛=1
                                                (4.3.5) 
In Eq.4.3.4 and Eq.4.3.5, if 
𝑠
𝑛𝑔
𝑛
 is a constant independent of 𝑛 and 𝑔 , that is the 
Wagner approximation (Corresponding to a parallel capacitor circuit) [78]. This is why we 
call Eq.4.3.5 as EWA in this paper. 
For a system in which the relaxation units are randomly distributed in space, the 
Wagner approximation gives relatively accurate results only when the distribution of 
relaxation time is narrow. For 3D-RSIGM, since the distribution of 𝑛𝑛
𝑔
 and 
𝑠
𝑛𝑔 are wide 
(Fig.11, Fig.12, Fig.6b, and Fig.7b), the calculation of 
𝑝𝑠
∗   by EWA (Eq.4.3.5) has 
relatively large errors. 
 Express the linear complex susceptibility of PPSS (n-0-PSSs), LTT-FSS (n-1-PSSs), 
and HTT-PSS (n-2+-PSSs) in 3D-RSIGM as 
𝑝𝑠
0∗ , 
𝑝𝑠
1∗ , and 
𝑝𝑠
2+∗, the corresponding real 
and imaginary parts are 
𝑝𝑠
0′ , 
𝑝𝑠
0′′, 
𝑝𝑠
1′ , 
𝑝𝑠
1′′, 
𝑝𝑠
2+′, and 
𝑝𝑠
2+′′ respectively, it is obtained 
by Equation 4.3.5, 

𝑝𝑠
0∗ = 
𝑝𝑠
0′ − 𝑖𝑐𝑝𝑠
0′′ ≈ 𝑁0(1 − )∑𝑞𝑛𝑛
0
𝑛
0∗
∞
𝑛=1
                                                     (4.3.6A) 

𝑝𝑠
1∗ = 
𝑝𝑠
1′ − 𝑖𝑐𝑝𝑠
1′′ ≈ 𝑁0(1 − )∑𝑞𝑛𝑛
0
𝑛
1∗
∞
𝑛=1
                                                     (4.3.6B) 

𝑝𝑠
2+∗ = 
𝑝𝑠
2+′ − 𝑖𝑐𝑝𝑠
2+′′ ≈ 𝑁0(1 − )∑∑𝑞𝑛𝑛
𝑔
𝑛
𝑔∗
4𝑛
𝑔=2
∞
𝑛=1
                                        (4.3.6C) 
Fig.17 shows, when 𝑈𝐵 = 50𝐽,  =0.1、0.3、0.5 (HTT-FSS is the main in 3D-RSIM 
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from Fig.10b), the calculated 
𝑝𝑠
′  and 
𝑝𝑠
′′  vs 𝑇 and  by Eq.4.3.5, which indicates 
that: 1) Diffuse peaks of 
𝑝𝑠
′  and 
𝑝𝑠
′′  appear near the IDFPT, and the peak temperature 
(𝑇𝑚 ) of 𝑝𝑠
′  is gradually approaching the peak temperature (𝑇𝑝
𝑠 ) of 
𝑠
𝑝𝑠 , but the peak 
temperature of 
𝑝𝑠
′′  has no such limitation as  increases; 2) The low temperature side of 

𝑝𝑠
′  peak moves towards the high temperature, while the high temperature side changes 
little, and the peak height decreases with increasing . Both the high and low temperature 
sides of 
𝑝𝑠
′′  peak shift to higher temperature, and the peak height has a tendency to goes 
up first and then drops as  increases. 
Arrehnius plot of  vs 
1
𝑇𝑚
 (10−80 − 10
−30) is shown in Fig.18, when 𝑈𝐵 = 50𝐽, 
 = 0.1, 0.2, 0.3, 0.4, and 0.5, and it can be seen as follows: 1) Near critical slowdown of 
2nd CFPT, i.e. ~
1
𝑇𝑚−𝑇𝑝
𝑠  for  = 0.1 and 0.2; 2) Vogel-Fulcher type slowdown 
(ln ()~
1
𝑇𝑚−𝑇𝑣
 , 𝑇𝑣 is Vogel temperature) [80] for  = 0.3 and 0.4; 3) Arrehnius type 
slowdown for  = 0.5. Obviously, this is due to the distribution of local phase transitions. 
Fig.19 shows that, when 𝑈𝐵 = 20𝐽  and  = 0.8 (PPSS, LTT-FSS, and HTT-PSS 
contents in 3D-RSIM are nearly same), 
𝑝𝑠
′ , 
𝑝𝑠
0′ , 
𝑝𝑠
1′ , and 
𝑝𝑠
2+′ vs 𝑇 and  calculated 
by Eq.4.3.6, which indicates that: 1) Relaxation behaviors of 
𝑝𝑠
1′  and 
𝑝𝑠
2+′ are similar to 
the results of Figs.18a, c, and e; 2) Since the peak position of 
𝑠
0 appears at 0K, the 
𝑝𝑠
0′  
peak will move to low temperature until 0K with decreasing . 
It is worth noting that, except for 𝑛 = 1 , since 𝑛
0𝑛  rapidly increases at low 
temperature and diverges at 0K (Figs.12-13), PPSS is inevitably frozen in a certain 
temperature zone during a cooling process at a finite rate, and the freezing peak of 
𝑠
0 
occurs, so called PS glass transition happens. Considering the rapid increase of 𝑅𝑃
0 near 

p
, 
p
 is also defined as the characteristic concentration between IDFPT and PS glass 
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systems in 3D-RSIGM (Fig.10). 
 In fact, except for 𝑛 = 1, the average relaxation time of FSS also rapidly increases at 
low temperatures and diverges at 0K (Figs.13-14), so PS glass transitions will also occur 
during a cooling process with a finite rate, but the freeze peaks of 
𝑠
1 and 
𝑠
2+ are much 
weaker due to the influence of IDFPTs. 
 
4.4 Burns Transformation in PRFEs 
Currently, the interpretation to the Burns transformation of high temperature thermal 
strain (𝑠𝑘𝑙
𝑇 ) and refractive index (𝑛𝑘𝑙，𝑘, 𝑙 = 1,2,3) in PRFEs is based on the macroscopic 
quadratic electro-strictive and Kerr (quadradic electro-optic) effects [80-86]. Burns et al. 
[80] propose that the transformation stems from the appearance of polar nanoregions 
(PNRs) during cooling. 
Theoretically, the appearance of 𝑃𝑠 will inevitably lead to the deviations of 𝑠𝑘𝑙
𝑇  and 
𝑛𝑘𝑙 from the corresponding high temperature values. However, this does not rule out the 
possibility that other factors may cause the transformation. In this paper, based on the 
coupling between PSs and crystal lattice in 3D-RSIM, we give a new possible micro-
mechanism of Burns transformation (Appendix 10-11 for details). 
Considering the local-distortion (LD) of the crystal lattice and the change of local-
electronic-clouds (LE) induced by the local interaction (LI) between the nearest-neighbor 
PSs in 3D-RSIM, which is abbreviated as LI-LD and LI-LE couplings respectively, and 
under the weak and linear LI-LD and LI-LE coupling approximations, the high temperature 
𝑠𝑘𝑙
𝑇  and 𝑛𝑘𝑙 of PRFEs are (Appendix 10-11), 
   𝑠𝑘𝑙
𝑇 − 𝑠𝑘𝑙
0 (𝑇𝑟) ≈ 𝑘𝑙(𝑇 − 𝑇𝑟) − 𝑐𝑘𝑙
𝑢𝑝𝑠
𝐽
                                                                     (4.4.1) 
𝑛𝑘𝑙 − 𝑛𝑘𝑙
0 (𝑇𝑟) ≈ 𝑏𝑘𝑙(𝑇 − 𝑇𝑟) − 𝑑𝑘𝑙
𝑢𝑝𝑠
𝐽
                                                                  (4.4.2) 
Among them, 𝑐𝑘𝑙 and 𝑑𝑘𝑙 are LI-LD and LI-LE coupling constants; 𝑠𝑘𝑙
0  is the thermal 
strain caused by the non-harmonic part of the interaction constructing crystal lattice; 𝑛𝑘𝑙
0  
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is the refractive index independent of LI-LE; 𝑘𝑙  and 𝑏𝑘𝑙 are respectively the high-
temperature thermal expansion and thermo-optic coefficients caused by the non-harmonic 
interaction; 𝑇𝑟 is a reference temperature. 
When the temperature is higher, 𝑢𝑝𝑠 → 0 , so 𝑠𝑘𝑙
𝑇 − 𝑠𝑘𝑙
0 (𝑇𝑟) ≈ 𝑘𝑙(𝑇 − 𝑇𝑟)  and 
𝑛𝑘𝑙 − 𝑛𝑘𝑙
0 (𝑇𝑟) ≈ 𝑏𝑘𝑙(𝑇 − 𝑇𝑟) . As temperature decreases, |𝑢𝑝𝑠|  increases (Eq.4.2.3, 
Fig.8c), resulting in the deviation of 𝑠𝑘𝑙
𝑇  and 𝑛𝑘𝑙 from their linear behaviors of high 
temperature, shown in Fig.20. In addition, the Burns temperature (𝑇𝑏) increases as 𝑐𝑘𝑙 and 
|𝑑𝑘𝑙| increases. Therefore, according to the above results, the Burns transformation in 
PRFEs is a crossover of the nonharmonic interaction to LI-LD and LI-LE couplings. 
 
5. Discussions 
This section mainly includes the comparison of the model predictions with Monte 
Carlo simulations and PRFE experiments is given in subsections 5.1 and 5.2 respectively. 
The potential future study is presented in subsection 5.3. 
 
5.1 Comparison of Model Predictions with Monte Carlo Simulations 
At present, Monte Carlo simulations in 3D- and 2D-RSIM only give the results of 
specific heat and spontaneous polarization when  < 
p
 [50,51]. The main conclusions 
are as follows: 1) The system has a diffuse ferroelectric/ferromagnetic phase transition; 2) 
The transition dispersity is enhanced and the transition temperature decreases with the 
increase of . This is consistent with the MF-PSS predictions (Fig.8a and c). It should be 
noted that the phase transition temperature given by the MF-PSS is slightly higher than that 
of the simulations, which is the commonality of the mean field of Weiss type. 
 
5.2 Comparison of Model Results with PRFE Experiments 
The experimental results of 𝑃𝑠 [86-89] and domain structures [90] in SxB1-xNb2O3, 
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PM1/3N2/3, BZxT1-x, etc. show that 𝑃𝑠 ≠ 0 below the RFPT, indicating that RFPT is a 
ferroelectric phase transition. Also, due to the diffusive peak of −
𝜕𝑃𝑠
𝜕𝑇
 with 𝑇, rather than 
the -type peak of CFPT, RFPT is a diffuse phase transition. The domain structures of 
PRFEs shows that the microscopic regions of ferroelectric and paraelectric phases coexist, 
and 𝑃𝑠 is spatially inhomogeneous, so RFPT is also an inhomogeneous phase transition. 
Therefore, RFPT is an IDFPT, which is consistent with the model results (Fig.8a). It is 
conceivable that RISF and RIEF will further enhance the dispersity of the IDFPT. 
Specific heat experiments [91-94] of PbZn1/3Nb2/3O3, SrxBa1-xNbO6, PM1/3N2/3, and 
PbMg1/3Ta2/3O3 show that, the specific heat peak corresponding to RFPT appears in PRFEs, 
which is also consistent with the model results as shown in Fig.8c. According to Refs. [91, 
94], the peak heights in PbZn1/3Nb2/3O3, PM1/3N2/3, and PbMg1/3Ta2/3O3 single crystal 
samples are approximately 7, 5, and 4 JK-1mol-1, respectively; when  =
1
3
, the result of 
3D-RSIM given by the MF-PSSs is about 5.6 JK-1mol-1 (Fig.8c). So, the theoretical and 
experimental results are also almost equal to each other. 
For 3D-RSIGM of  < 
p
, the phase boundaries, sub-phase boundaries, and domain 
walls generated during the IDFPT will inevitably contribute significantly to the complex 
susceptibility below the transition temperature. Here, they are collectively referred as 
𝑏
∗ . 
Since the relaxations of the boundaries and domain walls are all derived from the overall 
movement of large number PSs, the average relaxation time of 
𝑏
∗  is longer than that of 

𝑝𝑠
∗ . Therefore, the main contributions of the complex susceptibility of 3D-RSIGM of  <

p
 are, respectively,  
𝑏
∗  or 
𝑝𝑠
∗  when 𝑇 < 𝑇𝑝
2+ or 𝑇 > 𝑇𝑝
2+. 
For the typical PRFE PM1/3N2/3, the specific heat experiments [91,94] show that 
𝑇𝑝
2+(PM1/3N2/3) ≈300K, and the frequency when 𝑇𝑚 ≈ 𝑇𝑝
2+(PM1/3N2/3) is about 200 
MHz according to the susceptibility data [31]. Therefore, according to the model 
predictions of this paper, in PM1/3N2/3, the complex susceptibility for  higher than 200 
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MHz is mainly 
𝑝𝑠
∗ . The experimental results of PM1/3N2/3 single crystals (Fig.1 of Ref.31]) 
show that, with increasing , the real part peak of the complex susceptibility moves to high 
temperature that gives the Vogel-Fulcher relation of 𝑇𝑚 with  , meanwhile its peak 
height decreases, and the imaginary part peak also shifts to high temperature, but its peak 
height goes up first and then drops. This is consistent with the behaviors of 
𝑝𝑠
∗  and the 
Vogel-Fulcher type slowdown of 𝑇𝑚 with  predicted by the present model (Fig.17b, 
Fig.17d, and Fig.18). Because the measured data of 𝑇𝑚 vs  by different research groups 
have significant differences in SrxBa1-xNb2O6 [35,36], they are not compared with the 
model predictions here. 
Since x can be continuously adjusted from 0 to 1, BZxT1-x is an ideal system to verify 
the model of this paper. However, due to the limitation of single crystal growth technology, 
large-size and high-quality single crystals with x > 0.2  cannot be grown, which has 
affected the measurement of some physical parameters (Especially high frequency 
complex susceptibility) to some extent [37,45]. In addition, because 3D-RSIGM is used 
for the first time to study RFPT in detail, the relationship between the key model parameters 
(, 𝐽, , and 𝑈𝐵) and x is not yet clear, there is a certain difficulty in comparison with the 
experimental results. However, taking into account the similarity of the real part of low and 
high frequency complex susceptibility of typical PRFE PM1/3N2/3 [31], the analogy of 𝑇𝑚 
vs x given by the real part of the low frequency complex susceptibility of BZxT1-x with the 
corresponding model result of this paper has a certain degree of rationality. 
The experimental results of the real part of the low frequency (100Hz-500kHz) 
complex susceptibility of BZxT1-x [37] show that: 1) When x increases from 0.15 to 0.75, 
𝑇𝑚 first decreases linearly with x, and then is almost constant after x ~ 0.5 (Fig.11 of 
Ref.37) This is very similar to the variation trend of 𝑇𝑝
2+ with  predicted by the present 
model, except that 
p
 corresponds to x ≈ 0.45. This may be due to the RISF produced 
by Zr4+, which annihilates some of the permanent dipoles; 2) When x increases from 0.35 
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to 0.75, the change of 𝑇𝑚 vs  varies from the Vogel-Fulcher to Arrehnius type slowdown 
(Fig.8 of Ref.37). This is also consistent with the results of the model in this paper (Fig.18). 
The existing experimental results show that there are successively intermediate 
temperature (𝑇∗) [84-85] and 𝑇𝑏 [80-83] above the RFPT. According to the current view, 
𝑇𝑏 is the temperature at which PNRs is generated on cooling, and 𝑇
∗ is the temperature 
where PNRs changes from the high temperature dynamic to low temperature static. The 
model in this paper predicts the existence of 𝑇𝑑
2+ and 𝑇𝑏 (Fig.10a and Fig.20) above 
𝑇𝑝
2+ of the IDFPT. According to 𝑇𝑝
2+(PM1/3N2/3) ≈ 300K [91,94], the model predicts 
𝑇𝑑
2+(PM1/3N2/3) ≈ 380K (Fig.10a), which is very close to 𝑇
∗ ≈  400K given by the 
neutron scattering experiment [84,85]. In other words, this article may give a new possible 
mechanism of 𝑇∗. 
In addition, according to the model results in this paper, at the temperatures of 
𝑇𝑏 ≈620K [5,80-82], 
𝑇𝑑
2++𝑇𝑏
2
≈500K, and 𝑇𝑑
2+ ≈380K in PM1/3N2/3,  ≈ 0.04, 0.06, and 
0.14, and the ratio of the internal energy (𝑢𝑝𝑠
𝑓
) contributed by  to 𝑢𝑝𝑠, i.e. 
𝑢𝑝𝑠
𝑓
𝑢𝑝𝑠
≈ 7%, 
9%, and 18%, respectively. According to Eq.4.4.1 and Eq.4.4.2, the contribution of the 
spontaneous polarization to the thermal strain and refractive index is secondary between 
𝑇𝑑
2+ and 𝑇𝑏 in PM1/3N2/3, and the main comes from the correlation between PSs. This 
result also avoids the too large 𝑃𝑠 obtained by the quadradic electrostrictive and Kerr 
effects (Eqs.A10.3 and A11.3), compared to the data of hysteresis and pyroelectric 
measurements [5]. In other words, above 𝑇𝑑
2+ in PRFEs, PNRs with excessive 𝑃𝑠 may 
not exist.  
 
5.3 Potential Future Study 
Closely related to the model of this paper, the potential future studies are: 1) To explore 
new methods that are more accurate than the EWA to calculate 
𝑝𝑠
∗  of 3D-RSIGM, so that 
quantitative comparison with the corresponding experiments of PRFEs can be performed; 
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2) To introduce RISF and RIEF into 3D-RSIGM, and the solution of the corresponding 
models; 3) The relationship of  , 𝐽 ,  , and 𝑈𝐵 with x in variable component PRFEs 
(such as BZxT1-x, and SrxBa1-xNb2O6); 4) To generalize the MF-PSSs for solving isotropic 
3D-RSIGM to anisotropic cases, so that the anisotropic PRFEs of single-axis tungsten 
bronze and layer Aurivillius structures can be described; 5) To generalize the model 
predictions of this paper to the corresponding ferromagnetic systems, in particular spin-
glasses; 6) Strong coupling of PSs with crystal lattice and possible structural phase 
transitions, etc. 
 
6. Conclusion 
In this paper, 3D-RSIGM of PSs is applied for the first time to study the RFPT of 
PRFEs in detail. To solve this model, we proposed a new method, MF-PSSs, which 
includes the effect of the interfaces between the groups with or without PSs. We find: 
1) 3D-RSIM is a mixed system consisting of PPSS, LTT-FSS, and HTT-FSS. The 
contents of these three subsystems change with . 
2) When  < p, HTT-FSS is the dominant of the model. On cooling, the model system 
undergoes an IDFPT, and as  increases, the relationship between 𝑇𝑚 and  shows a 
crossover from the critical, gradually to the Vogel-Fulcher, and to the Arrehnius type 
slowdown. 
3) When  = p, the three subsystems have comparable contents. However, when  > p, 
PPSS becomes the dominating subsystem. On cooling, the spontaneous polarization 
and specific heat of the whole system show an IDFPT, but 𝑇𝑚  shifts to lower 
temperature with decreasing  until 0K. Since the average relaxation time of PPSS 
rapidly increases at lower temperature until it diverges at 0K, during a cooling process 
of a limited rate, PPSS must be frozen at a certain temperature, i.e. PS glass transition 
occurs. In short, with the increase of , 3D-RSIGM gradually evolves from the IDFPT 
system to PS glass, and p is the characteristic concentration of this evolution. 
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Moreover, based on the coupling between PSs and crystal lattice, we also give a 
new possible mechanism of Burns transformation. 
4) The model predictions in this paper is consistent with the corresponding Monte Carlo 
simulation and typical PRFE experimental results. 
 
Appendix 1: Glauber Transition Probability for 3D-RSIM 
By the detailed balance condition of the Hamiltonian (Eq.2.1A), it is obtained that, 
𝑤(𝑖)exp (
𝑖𝐻𝑖
𝑘𝐵𝑇
) = 𝑤(−𝑖)exp (−
𝑖𝐻𝑖
𝑘𝐵𝑇
)                                                            (A1.1) 
Similar to Glauber's choice of the transition probability of one-dimensional Ising 
model [52], this paper chooses the 𝑤(𝑖) as, 
𝑤(𝑖) =

2
[1 − 𝑖tanh (
𝐻𝑖
𝑘𝐵𝑇
)]                                                                                (A1.2) 
For the Hamiltonian of Equation 3.2A, the local field (𝐻𝑛𝑖
𝑔
) of 𝑖 in n-g-PSSs is, 
𝐻𝑛𝑖
𝑔 ≡ 𝐽 {𝑖−1 + 𝑖+1 +
𝑔
𝑛
[(1 −
1
𝑛
) 𝑛
𝑔 +
1
𝑛
]}                                                        (A1.3) 
where 𝑖 = 1,⋯𝑛, 0 = 𝑛+1 = 0, and, 
{
 
 
 
 
 
 exp (−
1𝐻𝑛1
𝑔
𝑘𝐵𝑇
) ∝ 1 − 1 + (− 1)2                       
exp (−
𝑛𝐻𝑛𝑛
𝑔
𝑘𝐵𝑇
) ∝ 1 − 𝑛 + (− 𝑛)𝑛−1                 
exp (−
𝑖𝐻𝑛𝑖
𝑔
𝑘𝐵𝑇
) ∝ 1 − 𝑖 + 𝛽(− 𝑖)(𝑖−1 + 𝑖+1)    
 
Also similar to the Glauber's choice [52], we get: 
For 𝑛 ≤ 2, 
𝑤(𝑖) =

2
[1 − 𝑖 + (− 𝑖)(𝑖−1 + 𝑖+1)]                                             (A1.4A) 
For 𝑛 ≥ 3, 
{
 
 
 
 𝑤(1) =

2
[1 − 1 + (− 1)2]                                                       
𝑤(𝑛) =

2
[1 − 𝑛 + (− 𝑛)𝑛−1]                                                 
𝑤(𝑖) =

2
[1 − 𝑖 + 𝛽(− 𝑖)(𝑖−1 + 𝑖+1)]                                  
         (A1.4B) 
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where 𝑖 = 2,⋯𝑛 − 1. 
 
Appendix 2: Weiss Mean-Field Considering Interface Effect 
Ferdinand and Fisher first [69] strictly calculated the phase transition specific heat of 
finite two-dimensional Ising model containing 𝑛 × 𝑛  spins. By comparing with the 
infinite system, it was found that the boundary effect of the finite system caused the specific 
heat peak to disperse, and the peak temperature decreases, as well as the influence factor 
is approximately proportional to 
1
𝑛
. This can be understood as that the system energy and 
interface energy of two-dimensional Ising model are respectively proportional to 𝑛2 and 
𝑛, so the boundary effect factor is approximately proportional to the ratio of the interface 
energy to the system energy, i.e. 
1
𝑛
. For finite three-dimensional Ising model, it can also be 
obtained that the factor is approximately proportional to 
1
𝑛
. 
For 3D-RSIM, the interfaces between the groups with or without PSs will inevitably 
lead to the interface effect. This paper also takes that the interface effect factor is 
approximately proportional to 
1
𝑛
. 
At present, there are two schemes to introduce the interface effect in the Weiss mean-
field: 1) Introduce an internal field unrelated to the order parameter (); 2) Modify the 
Weiss mean-field proportional to the fractional mean-field (𝑓), where 0 < 𝑓 < 1. 
This paper chooses the first scheme, and the internal field is taken as −𝐽
𝑔
𝑛
𝑓𝑏
𝑛
, where 
𝑓𝑏  is the geometric factor of the interfaces (𝑓𝑏 = 1  is used herein). In addition, the 
interfacial effect corrects the Weiss mean-field to −𝐽
𝑔
𝑛
(1 −
1
𝑛
)
𝑛
𝑔. 
 
Appendix 3: Calculation of 𝑍𝑛
𝑔
 and 𝑄𝑛
𝑔
 
The partition function (𝑍𝑛
𝑔
) of n-g-PSSs corresponding to 𝐻𝑛
𝑔
 is, 
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𝑍𝑛
𝑔 ≡ ∑ exp [∑ 𝑖𝑖+1
𝑛−1
𝑖=1
+ ∑𝑗
𝑛
𝑗=1
]
1⋯𝑛
 
From exp(𝑖𝑖+1) = (1 + 𝑖𝑖+1)cosh() and exp(𝑗) = (1 + 𝑗)cosh(), we 
obtain, 
𝑍𝑛
𝑔 = 𝑄𝑛
𝑔cosh𝑛−1() cosh𝑛()                                                                                 (A3.1) 
where, 
𝑄𝑛
𝑔 ≡ ∑ ∏(1+ 𝑖𝑖+1)
𝑛−1
𝑖=1
∏(1+ 𝑗)
𝑛
𝑗=11⋯𝑛
                                                         (A3.2) 
Introduce a variable, 
𝑌𝑛
𝑔 ≡ ∑ ∏(1+ 𝑖𝑖+1)
𝑛−1
𝑖=1
∏(1+ 𝑗)
𝑛
𝑗=11⋯𝑛
𝑛                                                    (A3.3) 
Obviously, 𝑄1
𝑔 = 2 and 𝑌1
𝑔 = 2. 
The following recurrence formulas are derived from Eqs.A3.2-3, 
{
𝑄𝑛
𝑔 = 2(𝑄𝑛−1
𝑔 + 𝑌𝑛−1
𝑔 )
𝑌𝑛
𝑔 = 2(𝑄𝑛−1
𝑔 + 𝑌𝑛−1
𝑔 )
                                                                                           (A3.4) 
Let, 
𝐴𝑛
𝑔 ≡ 𝑄𝑛
𝑔 + 𝐵𝑌𝑛
𝑔                                                                                                             (A3.5) 
to make, 
𝐴𝑛
𝑔 = 𝐷𝐴𝑛−1
𝑔                                                                                                                     (A3.6) 
where 𝐵 and 𝐷 are pending constants. 
From Eqs.A3.4-6, it is obtained that, 
𝐴𝑛
𝑔 =
2
𝐷
[(1 + 𝐵)𝑄𝑛−1
𝑔 + (+ 𝐵)𝑌𝑛−1
𝑔 ]                                                                (A3.7) 
and by the comparison of this equation with Eqs.A3.5-6, we get, 
{
2(1 + 𝐵)
𝐷
= 1 
2(+ 𝐵)
𝐷
= 𝐵
                                                                                                            (A3.8) 
From this equation, two values of 𝐵 and 𝐷 are, 
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{
 
 𝐵1 =
− 1 +
2
𝐵2 =
− 1 −
2
                                                                                                         (A3.9) 
{
𝐷1 = 2(1 + 𝐵1) = 1 +  +
𝐷2 = 2(1 + 𝐵2) = 1 + −
                                                                            (A3.10) 
where  ≡ √(1 − )2 + 42. 
This gives two values of 𝐴𝑛
𝑔
, 
{
𝐴𝑛1
𝑔 = 𝐷1
𝑛−1(𝑄1
𝑔 + 𝐵1𝑌1
𝑔) = 𝐷1
𝑛
𝐴𝑛2
𝑔 = 𝐷2
𝑛−1(𝑄1
𝑔 + 𝐵2𝑌1
𝑔) = 𝐷2
𝑛                                                                         (A3.11) 
By Eqs.A3.5 and A3.11, it is obtained, 
{
𝑄𝑛
𝑔 + 𝐵1𝑌𝑛
𝑔 = 𝐷1
𝑛
𝑄𝑛
𝑔 + 𝐵2𝑌𝑛
𝑔 = 𝐷2
𝑛                                                                                                     (A3.12) 
Therefore, 
{
𝑄𝑛
𝑔 = 𝐺1𝐷2
𝑛 + 𝐺2𝐷1
𝑛 
𝑌𝑛
𝑔 =


(𝐷1
𝑛 − 𝐷2
𝑛)  
                                                                                            (A3.13) 
where 𝐺1 ≡
𝐵1
𝐵1−𝐵2
=
1
2
−
1−
2
 and 𝐺2 ≡ 
𝐵2
𝐵2−𝐵1
=
1
2
+
1−
2
. 
 
Appendix 4: Calculation of 𝑠𝑛𝑘
𝑔
 
According to 𝐻𝑛
𝑔
 (Eq.3.2A), the expectation value (𝑠𝑛𝑘
𝑔
) of 𝑘 in n-g-PSSs is, 
𝑠𝑛𝑘
𝑔 ≡
1
𝑍𝑛
𝑔 ∑ 𝑘exp [∑ 𝑖𝑖+1
𝑛−1
𝑖=1
+ ∑𝑗
𝑛
𝑗=1
]
1⋯𝑛
                                                   (A4.1) 
and, 
𝑠𝑛𝑘
𝑔 =
1
𝑄𝑛
𝑔 ∑ ∏∏(1+ 𝑖𝑖+1)(1 + 𝑗)
𝑛
𝑗=1
𝑘
𝑛−1
𝑖=11⋯𝑛
                                            (A4.2) 
By (1 + 𝑘𝑘+1)𝑘 = 𝑘 + 𝑘+1, we get, 
33 
 
𝑠𝑛𝑘
𝑔 =
1
𝑄𝑛
𝑔 [ ∑ ∏∏(1+ 𝑖𝑖+1)(1 + 𝑗)𝑘
𝑘
𝑗=1
𝑘−1
𝑖=11⋯𝑘
∑ ∏ ∏ (1
𝑛
𝑗=𝑘+1
𝑛−1
𝑖=𝑘+1𝑘+1⋯𝑛
+ 𝑖𝑖+1)(1 + 𝑗)
+  ∑ ∏∏(1+ 𝑖𝑖+1)(1 + 𝑗)
𝑘
𝑗=1
𝑘−1
𝑖=11⋯𝑘
∑ ∏ ∏ (1
𝑛
𝑗=𝑘+1
𝑛−1
𝑖=𝑘+1𝑘+1⋯𝑛
+ 𝑖𝑖+1)(1 + 𝑗)𝑘+1] 
that is, 
𝑠𝑛𝑘
𝑔 =
1
𝑄𝑛
𝑔 (𝑌𝑘
𝑔𝑄𝑛−𝑘
𝑔 + 𝑄𝑘
𝑔𝑌𝑛−𝑘
𝑔 )                                                                                 (A4.3) 
and, 
𝑠𝑛𝑘
𝑔 = 𝑠𝑛𝑛−𝑘+1
𝑔                                                                                                                  (A4.4) 
 
Appendix 5: Calculation of 
𝑠
𝑛𝑔 
Along the direction of PSs in 3D-RSIGM, the small enough external electric field (𝐸) 
is loaded, the Hamiltonian of n-g-PSSs becomes, 
𝐻𝑛𝐸
𝑔 = −𝐽∑𝜎𝑖𝜎𝑖+1
𝑛−1
𝑖=1
− {𝐽
𝑔
𝑛
[(1 −
1
𝑛
)
𝑛
𝑔𝐸 +
1
𝑛
] + 𝐸}∑𝜎𝑗
𝑛
𝑗=1
                             (A5.1) 
and the corresponding partition function (𝑍𝑛𝐸
𝑔
) and order parameter (
𝑛
𝑔𝐸) are 
respectively,  
𝑍𝑛𝐸
𝑔 ≡ ∑ exp [∑𝜎𝑖𝜎𝑖+1
𝑛−1
𝑖=1
+ 𝐸∑𝜎𝑗
𝑛
𝑗=1
]
𝜎1⋯𝜎𝑛
                                                         (A5.2A) 

𝑛
𝑔𝐸 =
1
𝑛𝑍𝑛𝐸
𝑔
𝜕𝑍𝑛𝐸
𝑔
𝜕𝐸
                                                                                                       (A5.2B) 
where 𝐸 ≡ +
𝐸
𝑘𝐵𝑇
 . Since 𝑍𝑛𝐸
𝑔
 is an even function about 𝐸 , 𝑍𝑛𝐸
𝑔 = 𝑍𝑛
𝑔 + O(𝐸2) as 
𝐸 → 0。 
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By Eqs.A5.1-2, the static susceptibility (
𝑠
𝑛𝑔) of n-g-PSSs in thermal equilibrium is, 

𝑠
𝑛𝑔 ≡
𝑛
0
𝜕
𝑛
𝑔𝐸
𝜕𝐸
=
𝑛
0
𝜕
𝑛
𝑔𝐸
𝜕𝐸
𝜕𝐸
𝜕𝐸
=
𝜕
𝑛
𝑔𝐸
𝜕𝐸
[
𝑛
0
𝜕
𝑛
𝑔𝐸
𝜕𝐸
𝐴𝑛
𝑔
𝑇
+
𝑛
𝑁0
𝐶𝑤
𝑇
]
= 𝑛
𝑔 (
𝐴𝑛
𝑔
𝑇

𝑠
𝑛,𝑔 +
𝑛
𝑁0
𝐶𝑤
𝑇
) 
and, we get, 

𝑠
𝑛𝑔 =
𝑛𝐶𝑤
𝑁0
𝑛
𝑔
𝑇 −𝑛
𝑔𝐴𝑛
𝑔                                                                                                             (A5.3) 
where 𝑛
𝑔 ≡
𝜕𝑛
𝑔𝐸
𝜕𝐸
|
𝐸→0
=
𝜕𝑛𝑒
𝑔
𝜕e
= {1 − 2 +
1
𝑛𝑄𝑛
𝑔 [
𝜕2𝑄𝑛
𝑔
𝜕2
−
1
𝑄𝑛
𝑔 (
𝜕𝑄𝑛
𝑔
𝜕
)
2
]}
=e,=e
, and 𝐴𝑛
𝑔 ≡
(1 −
1
𝑛
)𝑛
𝑔. 
 
Appendix 6: Derivation of the Relaxation Equation for 𝑠𝑛𝑘
𝑔
 
As shown in Equs3.2B-D, the Glauber transition probability of n-PSSs and infinite 
PSS chains are slightly different. For the sake of clarity, the following derivation of 
relaxation equations for 𝑠𝑛𝑘
𝑔
 is given here. 
In n-g-PSSs, the probability that 𝑛 PSs take a specific value (𝜎1,⋯ 𝜎𝑛) is, 
𝑝(𝜎1, ⋯𝜎𝑛) =
1
𝑍𝑛
𝑔 exp [∑𝜎𝑖𝜎𝑖+1
𝑛−1
𝑖=1
+ ∑𝜎𝑗
𝑛
𝑗=1
]                                                    (A6.1) 
Then, 
𝑑𝑝(𝜎1,⋯ 𝜎𝑛)
𝑑𝑡
=∑𝑤(−𝜎𝑖)𝑝(𝜎1, ⋯− 𝜎𝑖, ⋯𝜎𝑛)
𝑛
𝑖
 
−∑𝑤(𝜎𝑖)𝑝(𝜎1,⋯ 𝜎𝑖, ⋯𝜎𝑛)
𝑛
𝑗
                                                    (A6.2) 
For, 
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𝑠𝑛𝑘
𝑔 = ∑ 𝜎𝑘𝑝(𝜎1,⋯𝜎𝑛)
𝜎1,⋯𝜎𝑛
                                                                                         (A6.3) 
Multiply both sides of Eq.A6.2 by 𝜎𝑘 and calculate the sum of 𝜎1, ⋯𝜎𝑛, then obtain, 
𝑑𝑠𝑛𝑘
𝑔
𝑑𝑡
= ∑ 𝜎𝑘 [∑𝑤(−𝜎𝑖)𝑝(𝜎1, ⋯− 𝜎𝑖, ⋯ 𝜎𝑛)
𝑛
𝑖𝜎1,⋯𝜎𝑛
−∑𝑤(𝜎𝑖)𝑝(𝜎1,⋯ 𝜎𝑖, ⋯𝜎𝑛)
𝑛
𝑗
]                                                      (A6.4) 
In the right side of Eq.A6.4, the term of 𝑖 = 𝑘 is equal to, 
∑ 𝜎𝑘[𝑤(−𝜎𝑘)𝑝(𝜎1,⋯− 𝜎𝑘,⋯ 𝜎𝑛) − 𝑤(𝜎𝑘)𝑝(𝜎1,⋯𝜎𝑘, ⋯ 𝜎𝑛)]
𝜎1,⋯𝜎𝑛
= 2 ∑ 𝜎𝑘𝑤(𝜎𝑘)𝑝(𝜎1,⋯𝜎𝑘, ⋯ 𝜎𝑛)
𝜎1,⋯𝜎𝑛
                                         (A6.5) 
and by, 
∑[𝑤(−𝜎𝑖)𝑝(𝜎1,⋯− 𝜎𝑖, ⋯𝜎𝑛) − 𝑤(𝜎𝑖)𝑝(𝜎1,⋯𝜎𝑖, ⋯ 𝜎𝑛)]
𝜎𝑖
= 0 
we obtain that, in the right side of Eq.A6.4, the term of 𝑖 ≠ 𝑘 is equal zero. So, 
𝑑𝑠𝑛𝑘
𝑔
𝑑𝑡
= −2 ∑ 𝜎𝑘𝑤(𝜎𝑘)𝑝(𝜎1,⋯ 𝜎𝑛)
𝜎1,⋯𝜎𝑛
                                                                   (A6.6) 
Substituting the expression for 𝑤(𝜎𝑘) (Eqs.3.2B-D), the relaxation equations for 𝑠𝑛𝑘
𝑔
 
are, 
for 𝑛 = 1, 
1

𝑑𝑠11
𝑔
𝑑𝑡
= −𝑠11
𝑔 +                                                                                                        (A6.7A) 
for 𝑛 = 2, 
{
 
 
1

𝑑𝑠21
𝑔
𝑑𝑡
= −𝑠21
𝑔 + 𝑠22
𝑔 + (1 − 
21
𝑔 )            
1

𝑑𝑠22
𝑔
𝑑𝑡
= −𝑠22
𝑔 + 𝑠21
𝑔 + (1 − 
21
𝑔 )            
                                                     (A6.7B) 
for 𝑛 ≥ 3, 
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{
  
 
  
 
1

𝑑𝑠𝑛1
𝑔
𝑑𝑡
= −𝑠𝑛1
𝑔 + 𝑠𝑛2
𝑔 + (1 − 
𝑛1
𝑔 )                                               
1

𝑑𝑠𝑛𝑛
𝑔
𝑑𝑡
= −𝑠𝑛1
𝑔 + 𝑠𝑛𝑛−1
𝑔 + (1 − 
𝑛𝑛−1
𝑔 )                                      
1

𝑑𝑠𝑛𝑘
𝑔
𝑑𝑡
= −𝑠𝑛𝑘
𝑔 + (𝑠𝑛𝑘−1
𝑔 + 𝑠𝑛𝑘+1
𝑔 ) + [1 − (
𝑛𝑘−1
𝑔 + 
𝑛𝑘+1
𝑔 )]
                (A6.7C) 
where 𝑘 = 2,⋯𝑛 − 1。 
 
Appendix 7: Calculation of 
𝑛𝑘
𝑔
 
In n-g-PSSs, the correlation function (
𝑛𝑘
𝑔
) between the nearest neighbor kth and k+1th 
PSs, i.e. the expectation value of 𝑘𝑘+1 is, 
  
𝑛𝑘
𝑔 ≡
1
𝑍𝑛
𝑔 ∑ 𝑘𝑘+1exp [∑ 𝑖𝑖+1
𝑛−1
𝑖=1
+ ∑𝑗
𝑛
𝑗=1
]
1⋯𝑛
=
1
𝑄𝑛
𝑔 ∑ ∏(1+ 𝑖𝑖+1)
𝑛−1
𝑖=1
∏(1+ 𝑗)
𝑛
𝑗=11⋯𝑛
𝑘𝑘+1 
By (1 + 𝑘𝑘+1)𝑘𝑘+1 = + 𝑘𝑘+1, we obtain, 

𝑛𝑘
𝑔 =
1
𝑄𝑛
𝑔 [ ∑ ∏(1+ 𝑖𝑖+1)
𝑘−1
𝑖=1
∏(1+ 𝑗)
𝑘
𝑗=11⋯𝑘
∑ ∏ (1+ 𝑖𝑖+1)
𝑛−1
𝑖=𝑘+1
∏ (1
𝑛
𝑗=𝑘+1𝑘+1⋯𝑛
+ 𝑗)
+ ∑ ∏(1 + 𝑖𝑖+1)
𝑘−1
𝑖=1
∏(1+ 𝑗)
𝑘
𝑗=11⋯𝑘
𝑘 ∑ ∏ (1
𝑛−1
𝑖=𝑘+1𝑘+1⋯𝑛
+ 𝑖𝑖+1) ∏ (1 + 𝑗)
𝑛
𝑗=𝑘+1
𝑘+1] 
That is, 
 
𝑛𝑘
𝑔 =
1
𝑄𝑛
𝑔 (𝑌𝑘
𝑔𝑌𝑛−𝑘
𝑔 + 𝑄𝑘
𝑔𝑄𝑛−𝑘
𝑔 )                                                                              (A7.1) 
Obviously, 
 
𝑛𝑘
𝑔 = 
𝑛𝑛−𝑘+1
𝑔                                                                                                              (A7.2) 
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Appendix 8: Derivation and Solutions of the Homogeneous Linear 
Equations for 𝑛𝑘
𝑔
 
In this appendix, according to Eq.A6.7, we derive sufficient small 𝑛𝑘
𝑔
 (𝑘 = 1,⋯𝑛) 
to evolve with 𝑡 , which satisfy homogeneous linear equations, and give their general 
solutions.  
 
Appendix 8.1: Derivation and Solution of the Homogeneous Linear Equation for 
1
𝑔1
 
Substituting 
1𝑒
𝑔 = 𝑠11
𝑔𝑒
 , 𝑠1
𝑔1 = 𝑠11
𝑔𝑒 + 11
𝑔
 , 𝑠11
𝑔𝑒 = 
e
 ,  = 
e
+ 𝑎1
𝑔
11
𝑔
 , 𝑎1
𝑔 ≡
𝜕e
𝜕𝑠11
𝑔𝑒 =
𝜕e
𝜕e
𝜕e
𝜕
1𝑒
𝑔
𝜕1𝑒
𝑔
𝜕𝑠11
𝑔𝑒 , 
𝜕e
𝜕e
= 1 − 
e
2 , 
𝜕e
𝜕
1𝑒
𝑔 =
𝐴1
𝑔
𝑇
 , and 𝐴1
𝑔 ≡ (1 −
1
𝑛
)1
𝑔 = 0 into Eq.A6.7A, we 
obtain, 
1

𝑑11
𝑔
𝑑𝑡
= −11
𝑔                                                                                                              (A8.1A) 
The general solution of this linear homogeneous differential equation is, 
11
𝑔 = 11
𝑔 (0)exp (−
𝑡
𝜏11
𝑔 )                                                                                       (A8.1B) 
where 11
𝑔 (0) is the value of 11
𝑔
 at 𝑡 = 0, and 
𝜏11
𝑔 =
1

                                                                                                                        (A8.1C) 
 
Appendix 8.2: Derivation and Solutions of the Homogeneous Linear Equations for 
2
𝑔𝑘
 
Substituting 𝑠2𝑘
𝑔 = 𝑠2𝑘
𝑔𝑒 + 2𝑘
𝑔
 ;  = 
e
+ 𝑎2
𝑔(2
𝑔1 + 2
𝑔2) , 𝑎2
𝑔 ≡
𝜕e
𝜕𝑠2𝑘
𝑔𝑒 =
𝜕e
𝜕e
𝜕e
𝜕
2𝑒
𝑔
𝜕2𝑒
𝑔
𝜕𝑠2𝑘
𝑔𝑒 , 
𝐴2
𝑔 ≡
1
2
2
𝑔
 , 2
𝑔 =
𝑔
2
𝐽 ;  21
𝑔 = 
21
𝑔𝑒 + 𝑏21
𝑔 𝑎2
𝑔(21
𝑔 + 22
𝑔 ) ,  𝑏21
𝑔 ≡
𝜕21
𝑔𝑒
𝜕e
 , and 
21
𝑔𝑒 =

21
𝑔 |
=e
 into Eq.A6.7B, we get, 
1

𝑑
𝑑𝑡
[
21
𝑔
22
𝑔 ] = −[𝑀]22 [
21
𝑔
22
𝑔 ]                                                                                      (A8.2A) 
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where [𝑀]22 = [
1 −𝛼
−𝛼 1
] − [
𝑑21
𝑔 𝑑21
𝑔
𝑑22
𝑔 𝑑22
𝑔 ] and 𝑑21
𝑔 = 𝑑22
𝑔 ≡ 𝑎2
𝑔[1 − 𝛼(
21
𝑔𝑒 + 
e
𝑏21
𝑔 )]. 
The general solutions of the linear homogeneous differential equations are, 
[
21
𝑔
22
𝑔 ] = 𝑒
−2
𝑔
𝑡 [
𝑉21
𝑔
𝑉22
𝑔]                                                                                                   (A8.2B) 
Among them, [𝑉2
𝑔1, 𝑉2
𝑔2] is the eigenvector of 2
𝑔
. 
Substituting this general solutions into Eq.A8.2A, it is obtained, 
det |
2
𝑔 − 1 + 𝑑21
𝑔 𝛼 + 𝑑21
𝑔
𝛼 + 𝑑21
𝑔
2
𝑔 − 1 + 𝑑21
𝑔 | = 0                                                                 (A8.2C) 
and the two eigenvalues of 2
𝑔
 are, 
{
21
𝑔 = 1 + 𝛼               
22
𝑔 = 1 − 𝛼 − 2𝑑21
𝑔                                                                                                  (A8.2D) 
For 21
𝑔 = 1 + 𝛼, the corresponding eigenvector [𝑉21
𝑔1, 𝑉21
𝑔2] satisfy the following 
equations, 
21
𝑔 [
𝑉21
𝑔1
𝑉21
𝑔2] = [
1 − 𝑑21
𝑔 −𝛼 − 𝑑21
𝑔
−𝛼 − 𝑑2
𝑔1 1 − 𝑑21
𝑔 ] [
𝑉21
𝑔1
𝑉21
𝑔2]                                                        (A8.2E) 
and, 
[
𝑉21
𝑔1
𝑉21
𝑔2] = 𝑉22
𝑔1 [
−1
1
]                                                                                                       (A8.2F) 
For 22
𝑔 = 1 − 𝛼 − 2𝑑21
𝑔
, the corresponding eigenvector [𝑉22
𝑔1, 𝑉22
𝑔2] obey the 
following equations, 
22
𝑔 [
𝑉22
𝑔1
𝑉22
𝑔2] = [
1 − 𝑑21
𝑔 −𝛼 − 𝑑21
𝑔
−𝛼 − 𝑑21
𝑔 1 − 𝑑21
𝑔 ] [
𝑉22
𝑔1
𝑉22
𝑔2]                                                        (A8.2G) 
and, 
[
𝑉22
𝑔1
𝑉22
𝑔2] = 𝑉22
𝑔2 [
1
1
]                                                                                                         (A8.2H) 
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where [−1,1] and [1,1] are respectively reduced eigenvectors of 21
𝑔
 and 22
𝑔
. 
Therefore, 
[
21
𝑔
22
𝑔 ] = 𝑉21
𝑔2 [
−1
1
] exp (
𝑡
21
𝑔 ) + 𝑉22
𝑔2 [
1
1
] exp (
𝑡
22
𝑔 )                                             (A8.2I) 
and, 
2𝑘
𝑔 ≡
1
2𝑘
𝑔 , 𝑘 = 1,2                                                                                                   (A8.2J) 
 
Appendix 8.3: Derivation and Solutions of the Homogeneous Linear Equations for 
𝑛
𝑔𝑘
 
Substituting 𝑠𝑛𝑘
𝑔 = 𝑠𝑛𝑘
𝑔𝑒 + 𝑛𝑘
𝑔
 ;   = 
e
+ 𝑎𝑛
𝑔 ∑ 𝑛𝑘
𝑔𝑛
𝑘=1  ,  𝑎𝑛
𝑔 ≡
𝜕e
𝜕𝑠𝑛𝑘
𝑔𝑒 =
𝜕e
𝜕e
𝜕e
𝜕𝑛𝑒
𝑔
𝜕𝑛𝑒
𝑔
𝜕𝑠𝑛𝑘
𝑔𝑒 , 
𝜕e
𝜕𝑛𝑒
𝑔 =
𝐴𝑛
𝑔
𝑇
 ,  
𝜕𝑛𝑒
𝑔
𝜕𝑠𝑛𝑘
𝑔𝑒 =
1
𝑛
 , 𝐴𝑛
𝑔 ≡ (1 −
1
𝑛
)𝑛
𝑔 ; 
𝑛𝑘
𝑔 = 
𝑛𝑘
𝑔𝑒 + 𝑏𝑛𝑘
𝑔 𝑎𝑛
𝑔∑ 𝑛𝑘
𝑔𝑛
𝑘=1  , 𝑏𝑛𝑘
𝑔 ≡
𝜕𝑛𝑘
𝑔𝑒
𝜕e
 , 
𝜕𝑛𝑘
𝑔𝑒
𝜕𝑠𝑛𝑘
𝑔𝑒 =
𝜕𝑛𝑘
𝑔𝑒
𝜕e
𝜕e
𝜕𝑠𝑛𝑘
𝑔𝑒 = 𝑏𝑛𝑘
𝑔 𝑎𝑛
𝑔
, and 
𝑛𝑘
𝑔𝑒 = 
𝑛𝑘
𝑔 |
 =e
 into Eq.A6.7C, we obtain, 
1

𝑑
𝑑𝑡
[
𝑛1
𝑔
⋮
𝑛𝑛
𝑔
] = − [
𝑀11 ⋯ 𝑀1𝑛
⋮ ⋱ ⋮
𝑀𝑛1 ⋯ 𝑀𝑛𝑛
] [
𝑛1
𝑔
⋮
𝑛𝑛
𝑔
]                                                               (A8.3A) 
and the square matrix is, 
[𝑀]𝑛𝑛 = −
[
 
 
 
 
 
 
−1  0
 −1 
0  −1
⋯ 0
⋮ ⋱ ⋮
0 ⋯
−1  0
 −1 
0  −1]
 
 
 
 
 
 
−
[
 
 
 
 
 𝑑𝑛1
𝑔
𝑑𝑛1
𝑔
𝑑𝑛2
𝑔
𝑑𝑛2
𝑔 ⋯
𝑑𝑛1
𝑔
𝑑𝑛1
𝑔
𝑑𝑛2
𝑔
𝑑𝑛2
𝑔
⋮ ⋱ ⋮
𝑑𝑛𝑛−1
𝑔
𝑑𝑛𝑛−1
𝑔
𝑑𝑛𝑛
𝑔 𝑑𝑛𝑛
𝑔 ⋯
𝑑𝑛𝑛−1
𝑔
𝑑𝑛𝑛−1
𝑔
𝑑𝑛𝑛
𝑔 𝑑𝑛𝑛
𝑔
]
 
 
 
 
 
 
{
𝑑𝑛1
𝑔 ≡ 𝑎𝑛
𝑔[1 − (
𝑛1
𝑔𝑒 + 
e
𝑏𝑛1
𝑔 )]                                             
𝑑𝑛𝑛
𝑔 ≡ 𝑎𝑛
𝑔[1 − (
𝑛𝑛−1
𝑔𝑒 + 
e
𝑏𝑛𝑛−1
𝑔 )]                                    
𝑑𝑛𝑘
𝑔 ≡ 𝑎𝑛
𝑔[1 − (
𝑛𝑘−1
𝑔𝑒 + 
𝑛𝑘+1
𝑔𝑒 ) − 
e
(𝑏𝑛𝑘−1
𝑔 + 𝑏𝑛𝑘
𝑔 )]  
                           (A8.3B) 
where 𝑘 = 2,⋯𝑛 − 1. 
The general solutions of this linear homogeneous differential equations are, 
[
𝑛1
𝑔
⋮
𝑛𝑛
𝑔
] = 𝑒−𝑛
𝑔
𝑡 [
𝑉𝑛
𝑔1
⋮
𝑉𝑛
𝑔𝑛
]                                                                                                (A8.3C) 
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Substituting this general solution into Eq.A8.3A, we obtain, 
𝑛
𝑔 [
𝑉𝑛
𝑔1
⋮
𝑉𝑛
𝑔𝑛
] = [
𝑀11 ⋯ 𝑀1𝑛
⋮ ⋱ ⋮
𝑀𝑛1 ⋯ 𝑀𝑛𝑛
] [
𝑉𝑛
𝑔1
⋮
𝑉𝑛
𝑔𝑛
]                                                                    (A8.3D) 
The conditions that the homogeneous linear equations have non-zero eigenvectors 
are, 
det|[𝑀]𝑛𝑛 − 𝑛
𝑔[𝐼]𝑛𝑛| = 0                                                                                        (A8.3E) 
and this equation is called the characteristic equation that 𝑛
𝑔 satisfies, where [𝐼]𝑛𝑛 is 
an n-order unit square matrix.  
The 𝑛 eigenvalues (𝑛1
𝑔 ,⋯𝑛𝑛
𝑔 ) of [𝑀]𝑛𝑛 can be obtained from Eq.A8.3E, and the 
eigenvector [𝑉𝑛𝑘
𝑔1, ⋯𝑉𝑛𝑘
𝑔𝑛
] corresponding to 𝑛𝑘
𝑔
 satisfies the following equation, 
𝑛𝑘
𝑔 [
𝑉𝑛𝑘
𝑔1
⋮
𝑉𝑛𝑘
𝑔𝑛
] = [
𝑀11 ⋯ 𝑀1𝑛
⋮ ⋱ ⋮
𝑀𝑛1 ⋯ 𝑀𝑛𝑛
] [
𝑉𝑛𝑘
𝑔1
⋮
𝑉𝑛𝑘
𝑔𝑛
]                                                                    (A8.3F) 
Since Eq.A8.3F is a homogeneous linear equation, only 𝑛 − 1  values in 
[𝑉𝑛𝑘
𝑔1, ⋯𝑉𝑛𝑘
𝑔𝑛]  can be determined. Defining 𝑣𝑛𝑘
𝑔𝑖 ≡
𝑉𝑛𝑘
𝑔𝑖
𝑉𝑛𝑘
𝑔𝑛 , 𝑖 = 1,⋯𝑛 , the reduced 
eigenvector [𝑣𝑛𝑘
𝑔1, ⋯ 1] of 𝑛𝑘
𝑔
 satisfies the following equation, 
[
𝑀11 − 𝑛𝑘
𝑔 ⋯ 𝑀1𝑛−1
⋮ ⋱ ⋮
𝑀𝑛−11 ⋯ 𝑀𝑛−1𝑛−1 − 𝑛𝑘
𝑔
] [
𝑣𝑛𝑘
𝑔1
⋮
𝑣𝑛𝑘
𝑔𝑛−1
] = − [
𝑀1𝑛
⋮
𝑀𝑛−1𝑛
]                             (A8.3G) 
Therefore, 
[
𝑛1
𝑔
⋮
𝑛𝑛
𝑔
] = ∑𝑉𝑛𝑘
𝑔𝑛 [
𝑣𝑛𝑘
𝑔1
⋮
1
] exp (
𝑡
𝑛𝑘
𝑔 )
𝑛
𝑘=1
                                                                         (A8.3H) 
and, 
𝑛𝑘
𝑔 ≡
1
𝑛𝑘
𝑔 , 𝑘 = 1,⋯𝑛                                                                                              (A8.3I) 
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After the following stepless external electric field (𝐸) small enough with 𝑡, 
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𝐸 = {
𝐸0, 𝑡 ≤ 0
0,   𝑡 > 0
                                                                                                                (A9.1) 
is applied to 3D-RSIGM along the PS direction, the Hamiltonian of n-g-PSSs with 𝐸 and 
the corresponding partition function (𝑍𝑛𝐸
𝑔
) are same as Eqs.A5.2A-B. 
By expressing the values of  𝑠𝑛𝑘
𝑔
, 
𝑛
𝑔, and  at 𝑡 = 0 as 𝑠𝑛𝑘
𝑔 (0), 
𝑛
𝑔(0), and (0) 
respectively, we get, 
𝑠𝑛𝑘
𝑔 (0) =
1
𝑍𝑛
𝑔 ∑ 𝜎𝑘exp [∑𝜎𝑖𝜎𝑖+1
𝑛−1
𝑖=1
+ 𝐸∑𝜎𝑗
𝑛
𝑗=1
]
𝜎1⋯𝜎𝑛
+ O(𝐸2)                           (A9.2) 
Let the deviation of 𝑠𝑛𝑘
𝑔 (0) from 𝑠𝑛𝑘
𝑔𝑒
 induced by 𝐸0 be 𝑛𝑘
𝑔 (0) , i.e. 𝑛𝑘
𝑔 (0) ≡
𝑠𝑛𝑘
𝑔 (0) − 𝑠𝑛𝑘
𝑔𝑒
, then, 
𝑛𝑘
𝑔 (0) =
𝜕𝑠𝑛𝑘
𝑔 (0)
𝜕𝐸0
𝐸0 =
𝜕𝑠𝑛𝑘
𝑔 (0)
𝜕𝐸(0)
(
𝜕(0)
𝜕𝐸0
+

𝑘𝐵𝑇
)𝐸0
=
𝜕𝑠𝑛𝑘
𝑔𝑒
𝜕e
(

0
𝜕
𝑛
𝑔(0)
𝜕𝐸0
𝐴𝑛
𝑔
𝑇
+
𝐶𝑤
𝑁0𝑇
)
0𝐸0

 
By 
𝜕𝑠𝑛𝑘
𝑔
(0)
𝜕𝐸(0)
|
𝐸0→0
=
𝜕𝑠𝑛𝑘
𝑔𝑒
𝜕e
=
𝜕𝑠𝑛𝑘
𝑔𝑒
𝜕e
𝜕e
𝜕e
= (1 − 
e
2)
𝜕𝑠𝑛𝑘
𝑔𝑒
𝜕e
, we obtain, 
𝑛𝑘
𝑔 (0) = (1 − 
e
2) (
𝐴𝑛
𝑔
𝑇

𝑠
𝑛𝑔
𝑛
+
𝐶𝑤
𝑁0𝑇
)
𝜕𝑠𝑛𝑘
𝑔𝑒
𝜕
e
0𝐸0

                                                    (A9.3) 
Substitute this equation into Eq.A8.3H, we get the following equations that 𝑉𝑛𝑘
𝑔𝑛（𝑘 =
1,⋯𝑛）obey， 
∑[
𝑣𝑛𝑘
𝑔1
⋮
1
]
𝑛
𝑘=1
𝑉𝑛𝑘
𝑔𝑛
0𝐸0
= (1 − 
e
2) (
𝐴𝑛
𝑔
𝑇

𝑠
𝑛𝑔
𝑛
+
𝐶𝑤
𝑁0𝑇
) [
𝜕𝑠𝑛1
𝑔𝑒 𝜕
e
⁄
⋮
𝜕𝑠𝑛𝑛
𝑔𝑒 𝜕
e
⁄
]                                (A9.4) 
Therefore, for 𝑡 ≥ 0, the polarization (𝑃𝑛
𝑔
) of n-g-PSSs with 𝑡 is, 
𝑃𝑛
𝑔 = ∑ 𝑛𝑖
𝑔
𝑛
𝑖=1
= 0𝐸0∑ 𝑛𝑘
𝑔 𝑒−𝑡 𝑛𝑘
𝑔
⁄
𝑛
𝑘=1
                                                                     (A9.5) 
and, 
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𝑛𝑘
𝑔 ≡
𝑉𝑛𝑘
𝑔𝑛
0𝐸0
∑𝑣𝑛𝑘
𝑔𝑖
𝑛
𝑖=1
                                                                                                       (A9.6) 
By Eqs.A9.5-6, it is obtained that the linear complex susceptibility (
𝑛
𝑔∗) of n-g-PSSs, 

𝑛
𝑔∗ = 
𝑛
𝑔′ − 
𝑛
𝑔′′ =∑
𝑛𝑘
𝑔
1 + 𝑖𝑐𝑛𝑘
𝑔
𝑛
𝑘=1
                                                                           (A9.7) 
Obviously, 

𝑠
𝑛𝑔 =∑ 𝑛𝑘
𝑔
𝑛
𝑘=1
                                                                                                                (A9.8) 
 
Appendix 10: Burns Transformation of High Temperature Thermal 
Strain in PRFEs 
At present, the experimental results of the Burns transformation of the high-
temperature thermal strain ( 𝑠𝑘𝑙
𝑇 , 𝑘, 𝑙 = 1,2,3 ) in PRFEs are explained based on the 
macroscopic quadradic-electrostrictive (QES) effect, that is, the crystal strains (𝑠𝑘𝑙
𝑄𝐸𝑆，𝑘, 𝑙 =
1,2,3) induced by the spontaneous polarization component (𝑃𝑠
𝑖, 𝑖 = 1,2,3) are [5], 
𝑠𝑘𝑙
𝑄𝐸𝑆 = ∑ 𝑞𝑘𝑙
𝑖𝑗𝑃𝑠
𝑖𝑃𝑠
𝑗
3
𝑖,𝑗=1
                                                                                                   (A10.1) 
where 𝑞𝑘𝑙
𝑖𝑗
 is the quadradic electrostrictive coefficient. 
So, the thermal strains (𝑠𝑘𝑙
𝑇 ) of PRFEs are, 
   𝑠𝑘𝑙
𝑇 = 𝑠𝑘𝑙
0 + 𝑠𝑘𝑙
𝑄𝐸𝑆                                                                                                          (A10.2)  
and 𝑠𝑘𝑙
0  are the thermal strains caused by the non-harmonic portion of the interaction that 
constructs the crystal lattice. 
    When the temperature is high, 𝑠𝑘,𝑙
0  satisfies the linear relationship with 𝑇, and we 
get, 
𝑠𝑘𝑙
𝑇 − 𝑠𝑘𝑙
0 (𝑇𝑟) = 𝑘𝑙(𝑇 − 𝑇𝑟) + 𝑠𝑘𝑙
𝑄𝐸𝑆                                                                      (A10.3) 
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Among them, 𝑇𝑟 is a reference temperature, 𝑘𝑙 is the high temperature coefficient of 
thermal expansion caused by the non-harmonic interaction, and it is nearly independent of 
𝑇.  
Based on Eqs.A10.1-3, Cross et al. [5] think that the deviation of 𝑠𝑘𝑙
𝑇  from the high-
temperature linear behavior in RFFEs is due to the emergence of PNRs first proposed by 
Burns et al. [80-82], which is much higher than that of RFPT, 
It is conceivable that the variation in the local-interaction (LI) energy of the nearest 
neighbor PSs inevitably induces a change in the relative position of the ions in the unit cell, 
that is, the local distortion (LD) of the crystal lattice, which is called as the LI-LD coupling 
here. 
It can also be expected that the LD will inevitably lead to the change of the interaction 
energy constant (𝐽) between PSs. In this paper, we refer the LI-LD coupling is respectively 
the strong or weak coupling depending on that it changes or does not change the crystal 
lattice symmetry. Under the weak and linear LI-LD coupling approximation, the local 
distortion (𝑠𝑘,𝑙
𝑖,𝑗
) caused by the interaction between ith and nearest neighbor jth PS is,  
𝑠𝑘𝑙
𝑖𝑗 = 𝑐𝑘𝑙𝑖𝑗𝑟𝑖
()
𝑟𝑗
()
                                                                                                 (A10.4)  
where 𝑐𝑘𝑙 is the coefficient of LI-LD coupling. 
Then, the strain (𝑠𝑘𝑙
𝐿𝐼−𝐿𝐷) of PRFEs caused by the LI-LD coupling is, 
𝑠𝑘𝑙
𝐿𝐶−𝐿𝐷 ≈
1
𝑁
∑ 𝑠𝑘𝑙
𝑖𝑗
{𝑛𝑛}
𝑖𝑗
= −𝑐𝑘𝑙
𝑢𝑝𝑠
𝐽
                                                                               (A10.5) 
Therefore, the high temperature 𝑠𝑘𝑙
𝑇  of PRFEs is, 
    𝑠𝑘𝑙
𝑇 − 𝑠𝑘𝑙
0 (𝑇𝑟) ≈ 𝑘𝑙(𝑇 − 𝑇𝑟) − 𝑐𝑘𝑙
𝑢𝑝𝑠
𝐽
                                                                   (A10.6)  
It is worth pointing out that, based on the Weiss mean-field of three-dimensional Ising 
model, 𝑢𝑝𝑠 = −3𝐽 (
𝑃𝑠
𝑁0
)
2
, and it can be obtained from Eq.A10.6, 
𝑠𝑘𝑙
𝑇 − 𝑠𝑘𝑙
0 (𝑇𝑟) ≈ 𝑘𝑙(𝑇 − 𝑇𝑟) + 3𝑐𝑘𝑙𝐽 (
𝑃𝑠
𝑁0
)
2
                                                       (A10.7) 
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Which is in agreement with Eq.A10.3. This seems to suggest that the explanation of the 
Burns transformation of thermal strain in PRFEs based on the macroscopic quadratic 
electrostrictive effect may include larger errors. 
 
Appendix 11: Burns Transformation of High Temperature Refractive 
Index in PRFEs 
Currently, the Burns transformation of the high-temperature refractive index (𝑛𝑘𝑙 , 
𝑘, 𝑙 = 1,2,3 ) in PRFEs are explained by the macroscopic Kerr (quadradic electrooptic) 
effect, that is, the refractive indexes (𝑛𝑘𝑙
𝐾𝐸 , 𝑘, 𝑙 = 1,2,3 ) induced by 𝑃𝑠
𝑖 (𝑖 = 1,2,3 ) are 
[80-82], 
𝑛𝑘𝑙
𝐾𝐸 = ∑ 𝐾𝑘𝑙
𝑖𝑗𝑃𝑠
𝑖𝑃𝑠
𝑗
3
𝑖,𝑗=1
                                                                                                  (A11.1) 
where 𝐾𝑘𝑙
𝑖𝑗
 is the Kerr coefficient. 
So, 𝑛𝑘𝑙 (𝑘, 𝑙 = 1,2,3) of PRFEs is, 
   𝑛𝑘𝑙 = 𝑛𝑘𝑙
0 + 𝑛𝑘𝑙
𝐾𝐸                                                                                                           (A11.2)  
and 𝑛𝑘𝑙
0  is the refraction index that is not related to the correlation between PSs. 
At high temperature, 𝑛𝑘𝑙
0  meets the linear relationship with temperature and, 
𝑛𝑘𝑙 − 𝑛𝑘𝑙
0 (𝑇𝑟) = 𝑏𝑘𝑙(𝑇 − 𝑇𝑟) + 𝑛𝑘𝑙
𝐾𝐸                                                                         (A11.3) 
Among them, 𝑏𝑘𝑙  is the thermo-optic coefficient that is caused by the non-harmonic 
interaction. 
Based on Eqs.A11.1-3, Burns et al. [80-82] considered for the first time that the 
deviation of 𝑛𝑘𝑙  to the high temperature linear behavior of PRFEs is caused by the 
emergence of PNRs on cooling, which is much higher than that of RFPT. 
It is conceivable that the local distortion of the crystal lattice caused by the LI-LD 
coupling (Appendix 10) will inevitably lead to the change of the local-electron-clouds (LE) 
in the lattice, which is abbreviated as LI-LE coupling. The LI-LE coupling will also induce 
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the change in the local optical frequency permittivity of PRFEs, and thus in the local 
refractive index. 
It can also be expected that the interaction energy (𝐽) between the PSs will be modified 
by the changes of the local electron clouds. In this paper, it is called the strong or weak LI-
LE coupling that change or do not change the symmetry of the crystal lattice, respectively. 
Under the weak and linear LI-LE coupling approximation, the induced local refractive 
index (𝑛𝑘𝑙
𝑖𝑗
) by the interaction between the ith and the nearest-neighbor jth PS is, 
𝑛𝑘𝑙
𝑖𝑗 = 𝑑𝑘𝑙𝑖𝑗𝑟𝑖
()
𝑟𝑗
()
                                                                                                (A11.4)  
where 𝑑𝑘𝑙 is the LI-LE coupling coefficient. 
The refractive index (𝑛𝑘𝑙
𝐿𝐼−𝐿𝐶) of PRFEs due to LI-LE coupling is, 
𝑛𝑘𝑙
𝐿𝐼−𝐿𝐶 ≈
1
𝑁
∑ 𝑛𝑘𝑙
𝑖𝑗
{𝑛𝑛}
𝑖,𝑗
= −𝑑𝑘𝑙
𝑢𝑝𝑠
𝐽
                                                                              (A11.5) 
Therefore, the high temperature 𝑛𝑘𝑙 is, 
    𝑛𝑘𝑙 − 𝑛𝑘𝑙
0 (𝑇𝑟) ≈ 𝑏𝑘𝑙(𝑇 − 𝑇𝑟) − 𝑑𝑘𝑙
𝑢𝑝𝑠
𝐽
                                                                 (A11.6) 
According to the internal energy results of Weiss mean-field in three-dimensional Ising 
model (Appendix 10) and Eq.A11.6, we obtain, 
𝑛𝑘𝑙 − 𝑛𝑘𝑙
0 (𝑇𝑟) ≈ 𝑏𝑘𝑙(𝑇 − 𝑇𝑟) + 3𝑑𝑘𝑙𝐽 (
𝑃𝑠
𝑁0
)
2
                                                    (A11.7) 
which is consistent with Eq.A11.3. This seems to indicate that, the interpretation of the 
Burns transition of the refractive index in PRFEs based on the macroscopic Kerr effect 
may include large errors. 
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Figures and Figure Captions 
 
Fig.1 A) Schematic distribution of PSs in a y-z-plane in 3D-RSIM of  = 0.4 ; B) 
Construction process of short PSSs along the z-axis direction of the crystal lattice; C) 
Connection process of nearest neighbor endpoints of the short PSSs to form long PSSs 
along the y-axis direction (An endpoint already connected to a PSS is no longer 
reconnected). It is a ring PSS in the circle of Fig.1C. 
 
 
Fig.2 𝑞𝑛 vs n in 3D-RSIM with series of . The inset shows 𝑛𝑞𝑛 vs 𝑛 for the 
corresponding  values. 
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Fig.3 𝑛0 vs  in 3D-RSIM. The inset shows 𝐸𝑅 vs . 
 
 
Fig.4 𝑛
𝑛
𝑔 vs 𝑔/𝑛 and n in 3D-RSIM with series of . 
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Fig.5 𝑛
𝑛
𝑔 of 𝑛 = 𝑛𝑝 changes with 𝑔/𝑛 in 3D-RSIM with series of . 
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Fig.6 
𝑛𝑒
𝑔 , 
𝑠
𝑛𝑔, and 𝑐𝑛
𝑔
 of n-g-PSSs vs 𝑇 for 
𝑔
𝑛
= 3 and series of 𝑛. 
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Fig.7 
𝑛𝑒
𝑔 , 
𝑠
𝑛𝑔, and 𝑐𝑛
𝑔
 of n-g-PSSs vs 𝑇 for 𝑛 = 10 and series of  𝑔. 
 
54 
 
 
Fig.8 𝑃𝑠, 𝑠
𝑝𝑠, and 𝑐𝑝𝑠 of 3D-RSIM vs 𝑇 for series of . 
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Fig.9 Spontaneous polarization, static susceptibility, and average specific heat per PS vs 𝑇 
of 3D-RSIM as well as n-0-PSSs, n-1-PSSs, and n-2+-PSSs in the model for  = 0.7.  
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Fig.10 Phase diagram of 3D-RSIM, namely 𝑇𝑝
1, 𝑇𝑝
2+, 𝑇𝑑
1, 𝑇𝑑
2+, 𝑑𝑝
1 , 𝑑𝑝
2+, 𝑅𝑃
0, 𝑅𝐹
1, 
𝑅𝐹
2+, and 𝑇𝑏 vs . 
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Fig.11 𝑛𝑘
𝑔
 (𝑘 = 1,⋯𝑛) of n-g-PSSs vs 𝑇 for 𝑛 = 2,3,4 and 
𝑔
𝑛
= 3. 
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Fig.12 𝑛𝑘
𝑔
 (𝑘 = 1,⋯𝑛) of n-g-PSSs vs 𝑇 for 𝑛 = 2, 10, 100 and 
𝑔
𝑛
= 3 (a), and for 
𝑛 = 100 and series of 𝑔 (b). 
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Fig.13 𝑣𝑛𝑘
𝑔𝑖
 (𝑘 = 1,⋯𝑛) of SRMs vs PS position (𝑖 = 1,⋯𝑛) in n-g-PSSs of 𝑛 = 3. 
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Fig.14 𝑣𝑛𝑘
𝑔𝑖
 (𝑘 = 1,⋯𝑛) of SRMs vs PS position (𝑖 = 1,⋯𝑛) in n-g-PSSs of 𝑛 = 4. 
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Fig.15 𝑛𝑘
𝑔

𝑠
𝑛𝑔⁄  (𝑘 = 1,⋯𝑛 − 1) vs 𝑇 for 𝑛 = 3, 4, 5 and 
𝑔
𝑛
= 2. 
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Fig.16 
𝑛
𝑔′ and 
𝑛
𝑔′′ of n-g-PSSs vs 𝑇 and  when 
𝑔
𝑛
= 3, 𝑈𝐵 = 50𝐽, and 𝑛 = 2, 10. 
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Fig.17 
𝑝𝑠
′  and 
𝑝𝑠
′′  of 3D-RSIGM vs 𝑇 and  when 𝑈𝐵 = 50𝐽 and series of . 
 
 
Fig.18 Arrehnius plot of  vs 
1
𝑇𝑚
 for 3D-RSIGM when 𝑈𝐵 = 50𝐽 and series of . 
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Fig.19 
𝑝𝑠
0′ ,  
𝑝𝑠
1′  , 
𝑝𝑠
2+′, and 
𝑝𝑠
′  of 3D-RSIGM vs 𝑇 and  when 𝑈𝐵 = 20𝐽 and 
 = 0.7. 
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Fig.20 Reduced high temperature 𝑠𝑘𝑙
𝑇  (a) and 𝑛𝑘𝑙 (b) of 3D-RSIM vs 𝑇 for series of 
𝑐𝑘𝑙/𝑘𝑙 and 𝑑𝑘𝑙/𝑏𝑘𝑙 respectively. 
 
